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In wireless communications, channel estimation is necessary for coherent symbol detec-
tion. This thesis considers a network which consists of two transceivers communicating
with the help of a relay applying the amplify-and-forward (AF) relaying scheme. The
training based channel estimation technique is applied to the proposed network where
the numbers of the training sequence transmitted by the two transceivers, are different.
All three terminals are equipped with a single antenna for signal transmission and re-
ception. Communication between the transceivers is carried out in two phases. In the
first phase, each transceiver sends a transmission block of data embedded with known
training symbols to the relay. In the second phase, the relay retransmits an amplified
version of the received signal to both transceivers. Estimates of the channel coefficients
are obtained using the Maximum Likelihood (ML) estimator. The performance analysis
of the derived estimates are carried out in terms of the mean squared error (MSE) and
we determine conditions required to increase the estimation accuracy.
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Nomenclature
(·)H denotes the Hermitian conjugate transpose of a matrix/vector
·T denotes transpose of matrix/vector
a boldface lowercase letters represent vectors
Re (·) denotes the real part of a complex matrix/argument
Im (·) denotes the imaginary part of a complex matrix/argument
j =
√
−1 denotes an imaginary unit
∥ · ∥ denotes norm of a matrix
| · | represents the amplitude of the complex number
∠z represents the phase of a complex number z





The growth of wireless networks in the communications field has prompted a significant
amount of research. These networks provide advantages such as having mobile access to
a network, lower infrastructure setup costs, and the ability to support more users than a
wired network. However wireless channels are also prone to some problems.
Due to the high cost of bandwidth, wireless network designers need to find a way to
efficiently manage the bandwidth allocated to them. Wireless channels also have the
disadvantage of being susceptible to fluctuations of the quality of the transmission chan-
nels. Providing users the freedom to communicate while on the move presents some
difficulty in the design of wireless systems as the movement of users means the topology
of the network is constantly changing. These networks are also subject to interference
from different transmitting devices sending signals to a common receiver, from a single
transmitter sending signals to multiple receivers, or even between paired-up devices [1].
1
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1.2 Fading
Fading is the loss in intensity a signal experiences when propagating, caused by changes
in the path of the signal or transmission medium. It can be modeled mathematically as
a change in the phase and amplitude of the signal [1].
Fading can be generally classified under large and small scale fading. Large scale fading
usually occurs from path loss of the transmitted signal caused by shadowing from objects
(buildings, trees, hills, etc) between the transmitter and the receiver. This occurs when
the mobile user is in motion. Small-scale fading is caused by interference from multiple
reflective signal paths. It results in significant changes in the amplitude and phase of the
signal. Fading could also be classified under flat and frequency selective fading. In flat
fading, the signal bandwidth is less than the coherence bandwidth therefore the ampli-
tude of the channel changes equally across the entire signal bandwidth. The reverse is
the case for frequency selective fading where the channel amplitude changes in an uncor-
related manner across the signal bandwidth
Some proposed techniques such as decreasing the data rate or using complex detection
methods could be employed to make wireless systems more reliable. However in reality,
there is still a possibility of having the channel go into deep fade even with these tech-
niques in place. This has led to the development of better innovations that can make
the communication channel more reliable [2]. Employing diversity is one of the ways
implemented to combat fading and improve signal quality.
1.3 Diversity
When a signal is transmitted through a wireless channel, it undergoes attenuation, dis-
tortion, delays, and phase shifts. Due to these factors, the overall system performance
can be severely degraded. Diversity is a means employed to diminish the effects of fading
thereby improving the performance of the signal transmission. The idea is to transmit
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two or more copies of the signal through different channels with independent fading char-
acteristics, thereby reducing the probability of all channels being in deep fade at the same
time.
Different types of diversity techniques have been developed [3]. One of such techniques is
called frequency diversity. This is the use of multiple frequencies to transmit information.
In time diversity, the information is transmitted repeatedly in time at regular intervals
to ensure that temporally orthogonal channels exhibit statistically independent fading
characteristics.
As another form of diversity, polarization diversity modifies the electric and magnetic
fields of the signal carrying the information and uses them to send the same information.
In angle diversity, directional antennas are used to create independent copies of the trans-
mitted signal over multiple paths.
In spatial diversity, multiple transmit antenna (transmit diversity) or multiple receive
antenna (receive diversity) are used to transmit and/or receive signals providing multi-
ple independent paths. Such spatial diversity schemes improve the network performance
using available power resources and bandwidth [4].
1.3.1 Spatial Diversity
The need for diversity techniques in wireless networks is emphasized by fading. The
multiple-input multiple-output (MIMO) system is a smart antenna technology using
multiple transmit and receive antennas for communication to provide spatial diversity.
MIMO systems are capable of increasing area coverage and often achieve higher signal-
to-noise ratios (SNRs) . They can also increase the channel data rate. These advantages
have made MIMO systems very attractive in wireless communications.
The use of MIMO systems require techniques to efficiently transmit and combine the
multiple copies of the signal. These are called transmit and receiver diversity techniques.
Transmit diversity implies sending multiple copies of a signal through different antennas.
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It is useful in systems with more signal processing and power availability at the transmit
end of the communication network. Knowledge of the channel is important in the design
of transmit diversity.
Receive diversity combines the independent signals resulting from the use of multiple
receive antennaes. The output of the combiner is then passed though a demodulator.
Different receiver diversity techniques have been proposed [5]. One of such is known
as selection combining. Here only the antenna with the highest SNR is offered to the
receiver after a selection process. All antennas must have established connections for
their SNRs to be measured. Outage probability decreases as the number of antennas
is increased however this is not a linear increment. The power gain diminishes as the
number of antennas become large.
Threshold combining outputs the first signal whose SNR is above a given threshold. It
stays on that signal until it drops below the threshold and then it switches to another
antenna. It is easier to implement than the selection combining technique because it does
not require the need for a sole receiver for each antenna output .
Maximal ratio combining (MRC) outputs the weighted sum of all antenna signals. Phase
adjustment is required to correctly combine the signals for maximum SNR. Unlike selec-
tion combining, power gain increases linearly with increase in the number of antennas.
Equal gain combining applies the same weight to signals on each antenna and then com-
bines them. It has a better performance than selection combining since all available paths
are used.
Beamforming is a spatial diversity technique which strengthens the signal of interest and
attenuates the signals from other directions. This is achieved by adjusting the amplitude
and phase of the desired signal.
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1.4 User Cooperation Diversity
Cooperative communication is a means for single-antenna users to share their resources
so that they can get some of the advantages MIMO systems. Partnered users help each
other send their information by providing multiple paths to the receiver resulting in what
is known as a relay network [6] and [7]. Since the paths are statistically independent,
cooperation results in spatial diversity. The source and the relayed signals are combined
at the receiver for detection.
Cooperation could lead to an increase in communication costs. There might be need
for more hardware so that information can be shared between sources. Also, the use of
relays may lead to increase in amount of power required. Notwithstanding these costs,
there is a considerable improvement specifically in bandwidth efficiency, communication
speed, prolonged battery lifetime, and an increase in the area of coverage.
1.5 Relay Networks
When a transmitter and a receiver are unable to communicate with each other because
of the distance between them or fading of the channel, they can be connected by one
or multiple relay nodes to create an alternate route, creating a relay network. Relaying
increases the distance which transmitted signals travel and could resulting in extending
the battery life of the transmitter and reduced signal interference.
The authors of [8] have presented the general idea and some of the schemes behind co-
operative communication. The authors discuss some schemes the relay applies to the
signal it receives before retransmitting. One of such schemes is decode–and–forward
(DF) approach, where the user aims to decode the signal received from its partner before
forwarding it to the receiver. The receiver has to know the characteristics of the relay
channel for best detection. This method adjusts to channel conditions, and if the trans-
mitted signals are not correctly decoded, cooperation can make signal detection at the
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receiver difficult.
A second strategy is the compress–and–forward (CF) method, where users quantize and
compress their partner’s information and then send that to the receiver. At the receiver,
the transmitted signal is decoded to obtain the original signal.
Another relaying scheme is the amplify–and–forward (AF) method where each user am-
plifies the signal received from its partner before retransmitting to the receiver. Because
of its ease of implementation, this method has been widely used in analyzing cooperative
communication systems.
Relaying can be done in one direction, i.e., one-way relaying, where one or more trans-
mitters, transmits information through a relay or multiple relays to the receiver. This
communication is usually carried out in two time-slots. In the first time-slot, the trans-
mitter sends its signals to the relay which is then processed using a relaying scheme. A
modified signal is produced and sent to the receiver in the second time-slot.
When two transceivers exchange data through one or multiple relay nodes, the network
created is referred to as a two-way relay network. It is a cooperation method proposed
to reduce the spectral efficiency loss that arises in half-duplex one–way relay systems.
1.5.1 Two-Way Relay Networks
Two-way communication channel was first introduced in [9], for point-to-point communi-
cation. The use of relays for two-way communication is known as bi-directional relaying
or two-way relaying. Here two transceivers exchange information through one or more
relay nodes. In doing so, the spectral efficiency loss obtainable in one-way relay networks
is combatted.
In [10], relaying techniques used for two-way relaying are described. The first is called
the traditional technique. It uses four time-slots to complete the transmission and re-
ception of signals between two transceivers (see Fig. 1.1). Each transceiver sends their
information to the relay one at a time using one time-slot each. The relay then sends the
Chapter 1. Introduction 7
received processed information to both transceivers using two time-slots as well. As the
Fig. 1.1: Two-way relay phases using four time-slots
exchange of information requires four time-slots, it is not bandwidth efficient.
Another method discussed in [10] uses three time-slots as shown in Fig. 1.2. Both
transceivers transmit their signals to the relay one at a time in the first two time-slots
and during the third time-slot, the relay forwards the exclusive OR (XOR) of the decoded
signal to both transceivers. The transceivers obtain the signal they want by executing an
XOR on its transmitted symbol and its received signal. As an alternative, the received
signal at relay could be demodulated and decoded to obtain the transmitted data. This
data is then re-encoded and re-modulated before retransmitting to the transceivers. This
process is known as digital network coding [11].
A third method presented in [10] is the two time-slot scheme, where both transceivers
send their information to the relay in the first time-slot at the same time and then the
relay retransmits the processed signal in the second time-slot Fig. 1.3. Using two time-
slots for data exchange by two transceivers improves the spectral efficiency incurred in
one-way relay networks. The initiative behind two-way relaying is that, to decode the
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Fig. 1.2: Two-way relay phases using three time-slots
Fig. 1.3: Two-way relay phases using two time-slots
data from the other transceiver, each transceiver has to cancel the interference of its own
signal from the signal it receives.
1.6 Channel Estimation
Channel estimation is the process of describing the effects of a channel model on a given
input signal so that the signal can be coherently detected. To obtain a good estimator,
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first the data has to be modeled mathematically. A channel model is a mathematical
representation of the amplitude and phase of the transfer function of a channel.
Fig. 1.4 depicts a block diagram of the basic channel estimation process. It can be de-
duced that , a good estimator is one that is successful in producing the smallest mean
squared error (MSE) with an algorithm that is not too computationally intense. Channel
Fig. 1.4: Basic channel estimation process
estimation is one of the most essential technologies required for wireless networks. Knowl-
edge of the channel state information (CSI) not only makes it easier for signal detection,
but it is also useful in the allocation of power and design of capacity achieving systems.
To make a good recovery of the transmitted signal, the effect of the channel on it can
be estimated. An estimator is used to deduce an unknown value from measured data.
Without properly estimating the channels, the benefits offered by cooperative systems
could be lost. A good channel estimate leads to a productive combination of received
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signals and thus yields a better SNR. When compared to non-coherent detection, co-
herent detection is more power efficient, thereby prompting a lot of research on channel
estimation.
1.6.1 Types of Estimators
Estimators are signal processing methods used to extract information from noisy obser-
vations. The unknown parameters of the information are estimated from some measured
data with a random component. Different types of estimators exist that could be applied
to estimate wireless channels. The minimum variance unbiased estimator (MVUE) is
an efficient estimator. For all possible values of the parameter to be estimated, it has
the smallest variance among other unbiased estimators. However, even if this estimator
exists, it may not be possible to find it. Some approaches have been proposed to help
determine the MVUE. One such approach is to determine the Cramér-Roa lower bound
(CRLB) [12]. The CRLB provides a point of reference for any unbiased estimator. It
puts a lower bound on their variances. Therefore if there exists an estimator that attains
the CRLB, then that estimator is the MVUE.
Best linear unbiased estimators (BLUE) [12] is suitable in practice because it can be
used in situations where the total knowledge of the probability density function (pdf) is
not available. It is a suboptimal estimator but its use is validated if its variance can be
determined and if it meets the requirements of the problem to be solved. If there exists
a linear data of the form
x = Hθ + w (1.1)
where H is a known matrix, θ is a vector of the parameters to be estimated, and w is a
noise vector with zero mean and covariance C, then BLUE can be expressed mathemat-
ically as
θ̂ = (HTC−1H)−1HTC−1x (1.2)
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The minimum mean square error (MMSE) estimator is a bayesian estimator which, as
the name implies, minimizes the mean square error of the estimates of a random variable
using some prior knowledge of the variable such as its pdf. Sometimes it may not be
possible to determine the MMSE estimator in a closed form. The linear minimum mean
square error (LMMSE) estimator can then be used because it attains minimum mean
square error among all estimators of linear form or else it will be suboptimal. They are
simpler than optimal bayesian estimators while maintaining the MMSE criterion.
The maximum a posteriori (MAP) estimator is another bayesian estimator which maxi-




It can use an observed data to determine the point estimate of an unknown variable [12].
The least square error (LSE) estimator minimizes the squared difference between a given






where the interval of observation is n = 0, 1, ..., N − 1. Therefore the LSE is the value
of θ that minimizes J(θ) [12]. LSE cannot be said to be optimal and no probabilistic
assumptions can be made about the data . It is however easy to implement since it does
not require the use of any data statistics.
The maximum likelihood estimator(MLE) is used to find the parameter value that makes
the observed data most likely [13]. It is frequently used for large data records. The pdf of
the data model should be known. MLEs are widely used because of its ability to produce
an efficient estimator with minimum variance if such an estimator exists. It is also the
most applied approach to obtaining practical estimators [12].
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1.6.2 The Maximum Likelihood Estimator
MLEs aim to estimate the value of an unknown parameter which maximizes the proba-
bility that a given measurement is observed. Given that g is a function whose conditional
pdf is described by;
f(g|ζ) (1.5)




1.6.3 Channel Estimation Methods
There are basically three types of channel estimation methods. The training sequence,
semi-blind and the blind channel estimation methods.
Blind channel estimation methods do not use training symbols. Training is carried out
while information is being transmitted. It is a bandwidth efficient technique albeit com-
plex to compute and difficult to implement [14].
In the semi-blind channel estimation, a part of the input vector is known. It makes
use of the fact that there are known symbols inserted in most data packets. Therefore
depending on whether or not the observation of the known or unknown data is used, it
switches between training-based and blind estimations [14].
In training based methods, training symbols are used to provide a priori knowledge to
the receiver. These symbols are inserted in the data frame and transmitted through the
channel (see Fig. 1.5). These training symbols are then used to estimate the channel
coefficients. Training based estimators are very efficient when the channel variation is
slow. This method is easier to implement, it is not computationally complex and it pro-
duces accurate estimates quickly, leading to its popular use. The type of method chosen
results in a compromise between efficient bandwidth usage and complexity of the channel
estimator [14].
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Fig. 1.5: Pilot symbol assisted channel estimation
1.7 Motivation
A significant amount research on two-way relay networks assume accurate CSI. In reality
however, the channel coefficients of wireless networks have to be estimated for optimum
coherent detection. A good channel estimation leads to a productive combination of
received signals and thus yields a better SNR. Channel estimation also provides knowledge
of the effect of channel measurement errors on the performance of coherent detectors.
Also prior work on channel estimation in two-way relay networks consider the case where
the transceivers use equal number of training symbols which may not be efficient when
the channel of one transceiver is stronger than the other.
1.8 Objective
In this thesis, we estimate the channels in an AF two-way relay network and compare
the efficiency of the so-obtained estimates for the case when each transceiver transmits
different numbers of training symbols. We then investigate the effects of each transceiver
power on the obtained estimates. Finally we consider the effects of increase in the relay
power on the estimates as well.
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1.9 Methodology
We utilize the MLE for our channel estimation process. The MLE has the advantage
of being a flexible estimator making it applicable to a various data and models. The
performance of the obtained estimates are then evaluated based on their MSE.
1.10 Thesis Organization
The rest of this thesis is organized as follows. The next Chapter describes various MIMO
and cooperative communication techniques and channel estimation methods. We analyze
and compare these methods with our own method. In Chapter 3, we derive the MLE.
We describe the system model used in this thesis and then the problem formulation. We
then solve the channel estimation problem for different number of training symbols at
both transceivers. We present our simulation results and discuss the effects of transmit
power on the obtained estimates in Chapter 4. Chapter 5 concludes the thesis.
Chapter 2
Literature Review
In this Section, different applications of relay networks is discussed. We describe system
models and approaches resembling ours that maximize system throughput and efficiency.
We then analyze various techniques proposed in literature on channel estimation in relay
networks.
2.1 Cooperative Communication
One of the renowned literature on cooperative communication was carried out by Sendonaris
et. al. in [6] and [7] where the concept of cooperative communication explained using a
cellular set-up Fig. 2.1. Mobile users in the same area are partnered and help each other
transmit their data. The users receive a corrupted version of its partner’s transmitted
signal. Each user then adds the received signal to its own and forwards this combination
to the base station. It is assumed that the mobiles have knowledge of the channels which
enables them to cancel the effects of their respective signals on the output.
The authors aimed to find the best way for each mobile to combine its signal and the
signal from its partner. An optimal reception technique that should be employed at the
base station so as to maximize the data rates of the mobiles is also proposed. It was
shown that the achievable rate for the cooperative scheme approaches an ideal coopera-
15
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Fig. 2.1: Cooperative network using a cellular set-up
tion where the channel is noiseless. Also a better channel between the users leads to a
better achievable rate, which means less power consumption.
The authors also showed that cooperation reduces the probability of outage more than
is observed in non-cooperative systems. This implies that cooperative systems are more
like to be robust in systems with large channel variations. Also observed is that cooper-
ation leads to increases in the capacity of the system as cellular coverage area increases.
A disadvantage of cooperative networks could be the increased complexity in the design
of the receivers. For security reasons, user data may have to be encrypted so that their
partners can transmit their signals without detecting them.
Reference [7] describes the code division multiple access (CDMA) implementation and
performance of the concepts described in [6]. CDMA uses spread spectrum coding tech-
niques to give multiple users access to a given channel. An advantage of applying the
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CDMA technology is the ability to accommodate as many users as possible as long a
reasonable quality of service can be maintained. The authors showed that using CDMA
results in a higher data transmission rate and that the transmitted signals are also less
sensitive to variations in the channel. As a result of increase in the data rate, less power
is required for users leading to an increase in the battery life of the mobiles thereby
lengthening the life of the network. Obtained results also showed that even when the
CSI is not known, cooperative networks have larger achievable rates than non-cooperative
networks.
2.2 Relaying Protocols and Applications
Since the work of Sendonaris et. al. in [6] and [7], a flurry of research has been carried
out on applying the relaying schemes described in Chapter 1 to cooperative networks.
In the following sections , we provide existing literature that describes the application
of the these relaying schemes to one–way and two–way relay networks. We also examine
different techniques applied to improve the performance of these relay networks. These
techniques include power allocation, relay selection and beamforming.
2.2.1 One–Way Relaying
A relay network could be set up with a single or multiple relay nodes. In the case of mul-
tiple relay node networks, the concept of relay selection may be needed. Relay selection
is a cooperative communication scheme that seeks to use the relay path that will provide
the best quality of service without using too much resources. If efficiently implemented,
it could achieve full diversity. In reference [15], the AF and DF schemes are applied to a
one–way relay network with multiple relays. The AF and DF schemes are combined with
novel techniques called selection relaying and incremental relaying. Assuming knowledge
of the CSI, selection relaying operates by having the users participating in cooperation,
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carry out channel measurements so as to determine the reliability of the channels be-
tween them. The information obtained from these measurements are then used to select
the best communication relay path. Incremental relaying uses feedback in the form of a
single bit provided by the destination, to detect the success or failure of the direct link
between the source and the destination. The relay only participates in the data trans-
mission process if the destination provides a negative feedback such as if the transmitted
bits are not decoded correctly. As SNR is increased, a decrease in outage probability is
observed for the proposed methods when compared to the sole implementation of the AF
and DF schemes.
In [16], the authors propose a distributed cooperative protocol for selecting the most
appropriate relay to use for information transmission in a one-way relay network with
multiple relay nodes. Without requirement of knowledge of the network topology, the
relay nodes observe the instantaneous conditions of the channel between the source and
the destination in a slow fading environment and these relay nodes decide which channel
is strongest for use in signal transmission. Explicit communication among the relays is
also not required and successful selection of a relay depends on the channel statistics at
that time. The source and relay transmit their signals in orthogonal time–slots. This
was shown to provide diversity gains in the order of the number of relays in the network.
In a cooperative network with multiple relay nodes, the available power and channel
resources may be equally distributed among the relays. All the relays could then be
made to participate in the signal transmission process. This technique is evidently sub-
optimal.
Reference [17] has proposed a power distribution scheme where power is allocated to
each relay node based on CSI and channel statistics. The scheme for choosing the best
node for relaying information using the complete CSI is then proposed . This approach
is different from that proposed in [16] in that the selection algorithm is carried out at
the destination. It is assumed that the destination has knowledge of all channel gains.
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The scheme is less complex because the destination only makes the required relay node
selection and notifies the selected node. The scheme was shown to have a lower outage
probability and higher throughput as it only has to repeat its information once than
when all nodes take part in the relay selection and communication process.
The authors of [18] analyze different power allocation strategies and CSI assumptions
for the optimum one–way relay network. The network considered is a three-node relay
network made up of a source, relay and destination. The signal received at the desti-
nation is composed of the signal transmitted directly to the destination and the signal
transmitted to the destination through the relay (relayed signal). The objective of this
work is to determine the best power allocation at the source and the relay to maximize
the quality of service at the receiver. First, the case with full and partial CSI at the
source, relay and destination is considered. It was observed that using the DF scheme
and with no connection between the source and the destination, power allocation at the
source and relay should be equal for optimal quality of service. If there is a connection
between the source and destination, then more power should be allocated to the source
as it will be transmitting both to the relay and directly to the destination. It was also
concluded that the choice of allocating power should only be considered when source-
relay and relay-destination channels are decent compared to the source-destination link.
If not, all power should be allocated to the source. Compared to the DF scheme, the AF
scheme showed a better outage probability when the SNR is high.
2.2.2 Two–Way Relaying
Communication between two terminals can be done in either half-duplex or full-duplex
mode. In full-duplex mode, the communicating terminals are able to send their respec-
tive data to each other at the same time. Half-duplex systems incur spectral efficiency
loss because of the inability to transmit data in two directions at the same time.
Reference [19] discusses a method called two-path relaying that makes up for this spec-
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tral efficiency loss in a cooperative network. The network model is composed of two
transceivers and two relays. Assuming there is no direct connection between both
transceivers, the first relay receives data from the first transceiver during odd numbered
time-slots (i.e. 1, 3, 5, ...) and forwards the data after either amplifying or decoding
to the end transceiver during even numbered time-slots (i.e. 2, 4, 6, ...). The reverse is
the case for the second relay except during the very first time-slot when it is silent. The
loss encountered in conventional half-duplex transmissions is avoided as the transceiver
is transmitting a new data set at every time-slot.
Reference [20] describes a way to optimally allocate power to relay nodes in a pairwise
communication network. The relays help paired up transceivers exchange information.
It is assumed the channel between each pair of transceivers is orthogonal. Relaying
schemes applied to this model are the AF, CF, decode–and-XOR–forward (DXF) and
decode-and-superposition-forward (DSF) schemes. With the DXF scheme, the relay de-
codes the received information then retransmits the XORed version of the signal to the
destination and with the DSF scheme, the relay re-encodes its received signals individu-
ally before it retransmits to the destination.
The performances of these relaying schemes are examined for a two-phase and three-phase
relaying techniques explained in [10]. Because of the use of direct links, the three-phase
technique gives a better performance than two–phase when the power at each relay is low
but as power increases, the two-phase protocol performs better. As it is more efficient to
forward XORed signals than individual ones, the sum rate of the DXF relaying scheme
is better than that of DSF until the upper bounds are reached. It was also observed that
the CF scheme always performs better than the AF scheme. Reference [20] shows that
with a given power budget at the relay, an efficient relaying scheme can be chosen so as
to maximize the sum rate in a given communication network.
Reference [21] considers a two-way relay network with multiple relays where the relay
which provides the best CSI connection during each transmission session is selected. The
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best relay is determined by assigning a weight gain for each relay path based on the
sum rate of the relay that maximizes the network channels. This proposed scheme is
called two-way relaying with opportunistic selection (TWR-OS). Numerical simulations
obtained show a reduction in sum-rate loss in half–duplex relaying. Also increase in the
number of relay nodes yield an increase in the diversity order. The performance bounds
derived for TWR-OS compared favorably with the simulations.
Another spatial diversity technique that can applied to improve the quality of signal
propagating through a network is beamforming. In [10], the authors derive a way to
calculate the optimal beamforming weight and transceiver transmit power in a two–way
relay network applying the two time-slots relaying technique. They considered two meth-
ods to compute the optimal beamforming weight vector and transceiver transmit power
subject to the receive quality of service being above a given threshold. One way was
to minimize the total network transmit power where they found a unique solution using
this method. Thus an iterative algorithm can be used to obtain the optimal beamform-
ing weight vector. Another way considered in [10] is the SNR balancing method where
the smallest SNR of the two transceivers is maximized while keeping the total transmit
power lower than a given threshold. The authors showed that this solution is also unique
and can be obtained using iterations. Also increase in network size does not affect the
amount of bandwidth needed to obtain the beamforming weights.
Reference [22] describes a general rank approach to beamforming using a single antenna
transmitter, a single-antenna receiver, and a multi-antenna relay node. The transmit-
ter sends a signal vector to the relay which multiples it by a general-rank beamforming
matrix and retransmits the signal to the receiver using other free antennas. In [22], it
is shown that by maximizing the SNR at the receiver subject to a constrained transmit
power at the relays, gives a closed-form solution for the beamforming matrix.
The references on relay networks from [6] - [22], have all assumed that the CSI is known
which may not be applicable. Therefore channel estimation techniques could be incor-
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porated in the above research to obtain more realistic performances.
2.3 Channel Estimation in One–Way Relay Networks
As mentioned earlier, channel estimation is an essential process in coherent signal detec-
tion. In this Section, we review previous works on relay schemes and channel estimation
in one-way relay networks most of which apply the AF relay scheme.
Literature on the estimation of channels in relay networks present schemes used to ei-
ther estimate the cascaded or disintegrated channels. The cascaded channels are made
up of the joint links comprising the source-relay and the relay-destination channels
(Fig. 2.2).The disintegrated channel is the separated source-relay and relay-destination
channels.
In [23], two channel estimation methods comparing estimates of the cascaded and dis-
integrated channels are presented. The first method performs channel estimation at the
receiver for the cascaded channels. In the second method, the disintegrated source-relay
channel is estimated at the relay while the relay-destination channel is estimated at the
receiver. Using the disintegrated method of channel estimation involves sending a quan-
tized version of the obtained source-relay channel estimates to the destination.
The MSE performance of the cascaded and disintegrated channel estimates is evaluated
using different numbers of pilots for three relay-location cases where the relay is close
to the source, the relay is close to the destination, and the relay is at an equal distance
between the source and destination. When the relay is close to the source, it is observed
that cascaded channel estimation performs slightly better than disintegrated channel es-
timation when the number of pilots is high. The performance is however, the same for
the disintegrated and cascaded channel estimators when the number of pilots is low. Ir-
respective of the number of pilot symbols used, placing the relay close to the destination
or at an equal distance gave the same performance.
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Fig. 2.2: One-way relaying using a single relay
Lalos et. al. proposes three channel estimation algorithms for an AF one-way relay net-
work equipped with multiple relay nodes and applying the semi-blind channel estimation
technique . The network considered in [24] is made up of N relays Ri, i = 1, 2....,N each
applying the AF scheme Fig. 2.3. The source-destination is denoted by S→D channel
and S→ Ri →D indicates the cascaded channels between the source, the ith relay and
the destination. A signal transmission process is described as follows; A chain of frames
make up a super-frame which is transmitted by the source. A frame contains two signal
periods; odd and even Fig. 2.4. The source transmits during the odd and even signal
periods while the ith relay listens during the odd period and forwards its received signal
to the destination in the even signal period. The other relays are silent at this time. It is
assumed the relays are selected sequentially during the transmission of one super-frame.
Channel estimation is carried out in the frequency domain. In the first channel esti-
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Fig. 2.3: One-way relaying using multiple (N) relays
mation algorithm, training symbols are used to estimate the frequency response of the
S→D channel. The obtained estimate is then used to estimate the S→ Ri →D channel.
For this algorithm, the training symbols used are sent during the odd time periods. The
second algorithm estimates only the phases of the S → D channel using training sym-
bols. The training symbols are also sent during odd signal periods while the amplitudes
are estimated blindly. For the third algorithm proposed, training symbols are used at
odd signal periods to estimate the S → D channel. The obtained estimates and training
symbols are transmitted during the even signal periods and used to estimate the S→ Ri
→ D.
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Fig. 2.4: Chain of transmitted frames
Reference [24] shows that any phase uncertainty can be estimated by sending training
symbols in the S → D channel alone. Results obtained show a superior performance
when training is used for phase estimation alone as described in the second algorithm.
This algorithm is also successful in identifying all estimated channels unlike the other
two methods.
In a fast-fading environment, estimating cascaded channels of relay networks using the
same pilot symbols may not be efficient due to rapid channel variations. To combat this
drawback, reference [25] proposes a novel ML based estimation approach that uses just
one OFDM symbol for channel estimation. The approach is modeled in a fast fading en-
vironment where the terminals are non-synchronous. Channel estimation of the cascaded
channels are carried out at the destination and the AF scheme is applied at the relays.
The estimator operates by averaging the conditional PDF of one OFDM symbol over
its given distribution. The ML function of the symbols received using the information
obtained from the newly estimated channels is then maximized.
A comparison is made of the proposed method, the LS estimator and a situation where
the channels are perfectly known at the receiver in terms of the BER. The LS estimator
was seen to have 1.5dB loss when compared to the proposed approach. Also for increases
in the number of relays in the network, the performance of the network improves.
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Implementing training based channel estimation techniques requires the use of some of
the bandwidth available. This means less bandwidth would be available for data trans-
mission. In reference [26], a means of channel estimation is designed that reduces the
estimation overhead required for obtaining CSI while making use of the minimum amount
of training possible. Using the network described in Fig. 2.5, this proposed method ex-
ploits the fact that the channel between the base station and the relay station (hsr) is
fairly stable because these nodes are fixed. Because of this stability, it is not constantly
required to estimate the hsr channel. The hrs channel is then constant over the time used
to estimate the source–destination channel (hsd) and the relay–destination (hrd) chan-
nels. Therefore when the base station is trying to estimate hsd and hrd, hsr is already
known. Using this pre-knowledge, the channel estimation overhead is thereby reduced.
A pilot signal is sent by the mobile station, amplified at the relay and forwarded to the
base station providing the base station with the CSI between the mobile station and the
relay station.
When using training symbols in channel estimation, it is important to determine the
optimum number of training symbols to use the minimum amount of bandwidth while
producing efficient channel estimates in the training phase.
Reference [27] describes a channel estimation technique based on LMMSE for a relay
network employing the AF relaying scheme. The system model consists of a source and
destination node equipped with a single antenna and multiple single-antenna relays. It
is assumed that the channels between the source and the relays (backward channel) and
that between the relays and destination (forward channel) are constant for a given period
of time during which it estimated.
The authors of [27] considered three cases to evaluate the performance of their proposed
channel estimation method. In the first case, the relays use training symbols to estimate
the forward and backward channels. The destination begins transmission by sending
training symbols to the relays which the relays use to estimate the forward channel. Once
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Fig. 2.5: One-way relay network with fixed relay
the forward channel is estimated, the source begins to send training symbols through the
relays to the destination. The backward channel is estimated using the training symbols
sent to the destination. In the second case, the relays have complete knowledge of the
channel hence there is no need to send training symbols from the destination. The relays
amplify the received symbols obtained from the source and sends it to the destination.
For the third case, the relays have no knowledge of the channels. As in the second case
the relay amplifies and forwards symbols obtained from the source.
Results obtained in [27] show that an increase in the number of relays lead to an increase
in the mean square error. Except at low SNRs, all three cases yield the same gain. The
state of perfect channel knowledge yields a better gain at this region. More results ob-
tained show that if the period during which the training symbols are sent is small, the
relays do not make a good estimate of the channels. Thus the capacity is lower than for
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a larger symbol period.
2.4 Channel Estimation in Two–Way Relay Networks
A significant amount of work on channel estimation in one–way relay networks have been
done [23]– [28]. However as two-way relay networks garner interest, it has become neces-
sary to study methods and efficient protocols to estimate the channels in such network.
Channel estimation in two-way relay networks is more complex as the estimates are not
only required for coherent signal detection, but also for self-interference cancelation at
the transceivers.
In [29], self-interference suppression techniques rather than pilot sequences are used in
the estimation of the channels in a two–way relay network employing the DF scheme and
using two time–slots. Self–interference contains data known by a transceiver thus its ef-
fects can be canceled out before the data is decoded. First, estimates of the channels are
obtained using the LMMSE estimator in the second phase of the transmission process.
Then the accuracy of these obtained estimates are improved using a decision-directed
iterative process which jointly estimates the channel and performs data detection. Sim-
ulation results show that the proposed method has a lower MSE at low SNRs than a
system where only pilot symbols are used. However, the pilot assisted estimators gave a
better performance at higher SNRs.
For a two–way relay network applying the AF scheme, reference [30] also applies self-
interference suppression in channel estimation. A lower bound on the training based
individual and sum-rate of the transceivers is determined. Due to errors observed during
channel estimation, it is not possible to obtain perfect signal interference cancelation
therefore residual self-interference affects the sum-rate. A search for the optimal power
allocation among the transceiver and relay nodes to maximize these so-obtained lower
bound is derived. Also an optimal power allocation between training and data transmis-
Chapter 2. Literature Review 29
h[n] g[n]
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Fig. 2.6: Two-way relaying with reciprocal channels
sion that also maximizes the lower bounds is determined.
2.4.1 ML–Based Channel Estimation
Feifei et. al. consider the ML channel estimation of a half duplex two-way relay net-
work which uses the AF relaying scheme and orthogonal frequency division multiplexing
(OFDM) modulation [31]. The network consists of two transceivers which share their in-
formation through a relay with reciprocal channels Fig. 2.6. OFDM spreads information
over many frequency spaced orthogonal carriers. Two training algorithms are proposed
in [31].
The first is called block based training where a whole OFDM block is used to estimate
the combined T1 → R → T2 channels (b[n] = h[n] ⊗ h[n] and c[n] = h[n] ⊗ g[n], where
⊗ means circular convolution). An algorithm that obtains individual channels from the
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estimates of the combined channels is then derived. Obtaining estimates of the individual
channel between source and relay, aids the source in determining how the relay functions
removing the need for feedback from the relay.
The second algorithm derived in [31] is called pilot-tone based training. Here, pilot sym-
bols are used to estimate individual channels (h[n] and g[n]) from which the combined
channel estimates (b[n] = h[n] ⊗ h[n] and c[n] = h[n] ⊗ g[n]) can be obtained. Recon-
structing the the combined channels b[n] and c[n], from individually estimated channels
h[n] and g[n], produced estimates with less errors. This is as a result of using the ac-
curate information of the lengths of channels h[n] and g[n]. This process is known as
denoising. Also the estimation of g[n] from T1 had more errors than h[n] because the
effect of h[n] has to be removed before g[n] can be obtained. Results also showed that
using a limited number of pilot symbols is bandwidth efficient. However, the channel
estimates obtained have a lower performance, precisely 2dB worse in terms of the MSE,
when compared to block based training. Other results in [31] show that assuming equal
power allocation among pilots, using equally spaced pilot symbols is more efficient than
unequally spaced. In reference [32], Jiang et. al. present a two-way relay channel es-
timation technique where the relay channels are estimated at the relay. The relay first
estimates the channels connecting it to the transceivers, then the obtained estimates are
optimized at the transceivers. The authors seek to maximize the average effective SNR
(AESNR) by having the relay perform optimal power allocation techniques. It is assumed
that MLE is used at the relay to estimate the channels.
It is observed from simulations that the choice of power allocation affects the value of the
maximum AESNR that can be achieved. The best performance is always achieved when
the correlation between the training symbols from the transceivers is zero (no correla-
tion). To verify the optimal power allocation factor for the maximum achievable SNR,
a plot is made for different SNR values. The result is a concave function of the power
allocation factor with a unique maximum point for each SNR value. The maximum point
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Fig. 2.7: Two-way relaying with non–reciprocal channels
indicates the optimal power allocation.
The use of blind channel estimation methods in two–way relay network have also been
considered in literature. Reference [33] proposes an ML based blind estimator for a two–
way relay network where transmission is completed in two phases using M-ary phase shift
keying (M–PSK) data symbols Fig. 2.7. The use of M–PSK symbols such as QPSK ,
would double the rate of transmission for the same bandwidth when compared to BPSK.
The relay node operates using the AF scheme and the training based channel estimation
technique is applied. Each terminal transmits its signal to the relay in the first phase.
The relay receives
r = h1t1 + g1t2 + n (2.1)
where t1 and t2 are N × 1 data symbol vectors , h1 and g1 are the complex coefficients
of the flat-fading channels of T1 → R and T2 → R, respectively, and n is the N × 1
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zero-mean complex additive white Gaussian noise, where N , is the maximum number of
training symbols used by each transceiver. In the second phase, the relay retransmits its
received amplified signal to the terminals. Transceiver 1 receives
z = Ah1h2t1 + Ag1h2t2 + Ah2n+ η (2.2)
where A is the relay amplification factor, h2 is the complex coefficient of the flat-fading
channel of T1← R , and η is the N ×1 noise vector at T1. From equation (2.2), the ML
estimates of the product of the non-reciprocal cascaded channel coefficients (h1h2 and
g1h2) is derived from the known PDF of z.
Monte carlo runs simulations are used to evaluate the performance of the derived esti-
mate. A comparison of the ML estimator and a novel approach called the sample average
estimator is made. The sample average estimator is obtained easily by taking the average
of a large sample of received signals after some simple computations. It is however, prone
to errors. It is used as a benchmark to evaluate the performance in terms of the MSE of
the ML channel estimations obtained. BPSK, QPSK and 8-PSK modulation are studied
to observe the performance of their MSE. Results show that better channel estimates are
observed for the M-ary signals (M ≥ 4) when compared to BPSK .
References [34] and [35] describes an ML channel estimation technique using a two–way
relay network described in Fig. 2.6. During phase 1, T1 and T2 send out t1 and t2 training
symbols of length N × 1 simultaneously, and R receives
r = ht1 + gt2 + nr (2.3)
h and g are the baseband channels between the relay and T1 and T2, respectively, and
nr is the additive white Gaussian noise with variance σn.
The relay scales r by a factor α then retransmits it to both transceivers. During phase
2, both transceivers receive
y1 = αh
2t1 + αght2 + αhnr + n1 (2.4)
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y2 = αg
2t2 + αght1 + αgnr + n2 (2.5)
where n1 and n2 are the N × 1 noise vectors at T1 and T2 respectively.
Considering T1, [35] derives the estimates of a , h2 and b , gh from the PDF of
y1 which is available. Since the estimator is training based, the algorithm proposed is
dependent on the level of correlation between the training symbols from both transceivers.
The ML estimates are compared with the LS estimator. Results obtained show that the
performance of the estimator is dependent on the correlation between the training vectors
from each terminal. It is not suggested to use perfectly correlated pilots as it would be
difficult to differentiate between the channel estimates. Therefore the optimum estimates
are obtained when the training vectors are partially correlated or uncorrelated. As the
correlation between training vectors reduces, better estimates are obtained. Also, for
different correlation factors, the ML estimator always produces better estimates than
LS.
⋆ ⋆ ⋆
In [34], channel estimations of the cascaded relay channels are obtained for equal training
symbol lengths from the transceivers. This thesis considers the disintegrated channel
estimation when these training symbols are of different lengths. This is important in
situations where the channel between one transceiver and the relay is stronger than the
channel between the other transceiver.
Chapter 3
Methodology
In Chapter 2, we reviewed previous works on channel estimation techniques and applica-
tions. In this Chapter, we present the maximum likelihood approach for the disintegrated
channel estimation in a two-way relay network, where the two transceivers use different
lengths of training symbols. In Section 3.1, we present the the system model assumptions.
In Section 3.2, we solve the log-likelihood equation from which we obtain the channel
estimates.
3.1 Problem Formulation
We consider a two-way relay network which consists of two terminals TA and TB com-
municating via a half duplex AF relay node R. All nodes are equipped with a single
antenna. TA communicates with the relay through channel hA and TB through channel
hB. The coherent receivers at TA and TB employ training for channel estimation during
each transmission block. The transmission protocol consists of two phases, as shown in
Fig. 3.1.
During phase 1, TA and TB transmit vectors s̃A and s̃B to R. The complex signal vector
34
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Fig. 3.1: System Model
yR received at R is given by
yR = hAs̃A + hB s̃B + nR. (3.1)
We assume that the channel is slow fading thus is stationary during the period of train-
ing. We only consider estimations from one transceiver as similar calculations can be
applied to the second transceiver. We also assume that the transmission blocks s̃A and
s̃B each have a length of N , including Nt1 and Nt2 training symbols, respectively, that












Here, t1 and t2 are the Nt1 × 1 and Nt2 × 1 vector of training symbols that are known
to both transmitters while sA and sB are (N − (Nt1 +Nt2)) × 1 vectors of information
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symbols transmitted by TA and TB, respectively.
We define Pt1 , 1Nt1 t
H
1 t1 and Pt2 , 1Nt2 t
H
2 t2 as the power allocated to training at termi-
nals TA and TB, respectively.
The relay multiplies the received signal yR by a complex weight w and retransmits the








where Pr is the power at the relay node, Pi, for i = {1, 2}, are the powers at TA and
TB, respectively and σ2hA , σ
2
hB
and σ2r are the noise variances of hA, hB and the relay
respectively. This choice of w will ensure that the relay power at the relay is maintained
at Pr.




At1 + whAn1 + n1A (3.4)
y2 = whAhBt2 + whAn2 + n2A . (3.5)
Assuming that the noise vectors n1, n1A, n2, and n2A are zero-mean unit-variance Gaus-
sian random vectors and that they are mutually independent, the conditional pdf of the
vector y = [yT1 y
T
2 ]
T is given by












where the mean vector is given by µ(hA, hB) , [µT1 (hA) µT2 (hA, hB)]T , [wh2AtT1 whAhBtT2 ]T
and the variance is expressed as
σ2(hA) = 1 + |whA|2. (3.7)
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3.2 The ML Estimator
The channel coefficients hA and hB can be jointly estimated, using the ML approach, as
{ĥA, ĥB} = arg max
hA,hB
f(y|w, hA, hB) (3.8)
or equivalently as
{ĥA, ĥB} = arg max
hA,hB
ln f(y|w, hA, hB). (3.9)
To express hB in terms of hA, we take the derivative of the log-likelihood function
ln f(y|w, hA, hB) with respect to h∗B and equate it to zero. Given that






∥ y− µ(hA, hB) ∥2
2σ2(hA)
(3.10)
we can write (3.10) as
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∗h∗A)(y2 − whAhBt2). (3.11)
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Therefore, only the second and the third terms in (3.14) depend on hA. Let hA = αAe
jϕA
where αA and ϕA are the magnitude and phase of the complex channel hA , respectively.
Note that as σ2(hA) = (1+ |whA|2) = σ2(αA), then only the third term in (3.14) depends






































Equating (3.16) to zero implies wej2ϕAyH1 t1 should be a real number. This requires
]w + 2ϕA + ]yH1 t1 = 2kπ (3.17)
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]wyH1 t1 + kπ. (3.18)
An intrinsic ambiguity in the phase hA is observed as a result of the added value of kπ.
However, the product of the individual channels (h2A and hAhB) is what is required for
symbol detection at the transceivers (see equations (3.4) and (3.5)). Therefore, if an
instance of hA and hB is given by
hA1 = αAe
jϕ
A and hB1 = αBe
jϕ
B
and a second instance is given by
hA2 = αAe
j(ϕA+π) and hB2 = αBe
j(ϕB−π)







jϕAejϕB = hA2hB2 . (3.19)
From equation (3.19), it is observed that the product of the individual channels, (hA and
hB), without a shift in phase gives the same result as the product obtained when the
phase is shifted.
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Note that ∥ y1 − µ1(αAejϕ̂A) ∥2= yH1 y1 − 2α2A|wyH1 t1| + Nt1 |w|2α4APt1 . Then, we can
write
∂ ∥ y1 − µ1(αAejϕ̂A) ∥
∂αA
2
= −4αA|wyH1 t1|+ 4Nt1 |w|2α3APt1 (3.21)








Substituting (3.21), (3.22) and (3.23) into (3.20), and equating it to zero, we obtain the







σ2(αA)(−4αA|wyH1 t1|+ 4|w|2α3ANt1 Pt1)


































∥ y2 − µ2 ∥2 |w|2αA
σ4(αA)
= 0 (3.25)
Multiplying (3.25) by σ
4(αA)
αA
and using the fact that σ2(αA) = 1+ |wαA|2, we can simplify
(3.25) as
−Nt1 |w|2σ2(αA)−Nt2 |w|2σ2(αA) + 2|wyH1 t1|σ2(hA)− 2Nt1 |w|2Pt1σ2(αA)α2A + yH1 y1|w|2
− 2|w3yH1 t1|α2A +Nt1 Pt1 |w|4α4A+ ∥ y2 − µ2 ∥2 |w|2 = 0 (3.26)
or as
−Nt1 |w|2 −Nt2 |w|2 −Nt1 |w|4α2A −Nt2 |w|4α2A + 2|wyH1 t1|+ 2|w3yH1 t1|α2A − 2Nt1 |w|2α2APt1
− 2Nt1 |w|4α4APt + yH1 y1|w|2 − 2|w3yH1 t1|α2A +Nt1 |w|4Ptα4A+ ∥ y2 − µ2 ∥2 |w|2 = 0
(3.27)
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or
−Nt1 Pt1 |w|4α4A −Nt1 |w|4α2A −Nt2 |w|4α2A − 2Nt1 Pt1 |w|2α2A −Nt1 |w|2 −Nt2 |w|2 + 2|wyH1 t1|
+ yH1 y1|w|2+ ∥ y2 − µ2 ∥2 |w|2 = 0. (3.28)








where (3.28) is represented by aα4A + bα
2
A + c = 0 and the coefficients a, b, c are:
a = Nt1 Pt1 |w|4
b = |w|2(Nt1|w|2 +Nt2 |w|2 + 2Pt1Nt1)
c = Nt1 |w|2 +Nt2 |w|2 − 2|wyH1 t1| − yH1 y1|w|2− ∥ y2 − µ2 ∥2 |w|2.







We evaluate the performance of the ĥB by observing its mean and variance;
ĥB =



















Nt2 wĥAPt2︸ ︷︷ ︸
noise
. (3.32)
From equation (3.32), it can be observed that some bias will be introduced to the estimate
ĥB as a result of errors in the estimate of hA.
Chapter 4
Assessment
This Section discusses numerical simulations carried out on the described network under
different transmission conditions. The proposed network consists of one relay node and




respectively. The quality of the channel coefficients are measured by σ2hA
and σ2hB .
We examine the validity of the obtained results by observing the MSE of the obtained es-
timates. We consider the performance of the obtained estimates for a range of transceiver
powers P1 and P2 of TA and TB respectively, and relay power Pr all set at 0− 30 dBW
with increments of 10 dBW. We grid the values of Nt1 and Nt2 from 5 to 20 with steps
of 5. The training symbols are considered to be drawn from a QPSK constellation.
For different values of Nt1 and Nt2 we solve the ML problem of equation (3.8) and obtain
the estimates of the magnitude α̂A and phase ϕ̂ of the the channel estimates ĥA. We then
use this estimate to solve for ĥB. We also observe the effects of changes in transceiver
and relay powers on the obtained estimates.
From Figs. 4.1 to 4.7, we analyze the behavior of the estimates of hA using different
training lengths and relay powers.
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4.1 MSE of ĥA versus P1
Fig. 4.1 shows the plots of the MSE of ĥA versus P1 for different values of training

















Nt2 = 5 P2 = 30dBW Nt1 = 5
Nt2 = 5 P2 = 30dBW Nt1 = 10
Nt2 = 5 P2 = 30dBW Nt1 = 15
Nt2 = 5 P2 = 30dBW Nt1 = 20
Fig. 4.1: MSE of ĥA versus P1 for varying training lengths of Nt1 and Nt2 = 5
symbols TA, Nt1 , and for Nt2 = 5 , P2 = 30dBW , and Pr = 30dBW. The plots show
that as the number of training symbols (Nt1) increase, the MSE of ĥA decreases. Also
MSE of ĥA is seen to decrease as P1 rises and produces a power gain of about 2dBW for
each increment of Nt1 .
Fig. 4.2 shows the same axes values as in Fig. 4.1 but for increased value of Nt2 = 20. P2
and Pr remain fixed at 30 dBW. A slight decrease in the MSE of ĥA is observed resulting
in a power gain of 0.1dBW when compared to Fig. 4.2. This is because the value of
the power and length of training from TB has very little impact on the outcome of the
estimate ĥA.
Fig. 4.3 depicts the result of increases in the training lengths used by TB on the estimate
of the channel hA. As observed, the changes in MSE are quite minimal and only evident
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Nt2 = 20 P2 = 30dBW Nt1 = 5
Nt2 = 20 P2 = 30dBW Nt1 = 10
Nt2 = 20 P2 = 30dBW Nt1 = 15
Nt2 = 20 P2 = 30dBW Nt1 = 20
Fig. 4.2: MSE of ĥA versus P1 for varying training lengths of Nt1 and Nt2 = 20
















Nt1 = 20 P2 = 30dBW Nt2 = 5
Nt1 = 20 P2 = 30dBW Nt2 = 10
Nt1 = 20 P2 = 30dBW Nt2 = 15
Nt1 = 20 P2 = 30dBW Nt2 = 20
Fig. 4.3: MSE of ĥA versus P1 for varying training lengths of Nt2 and Nt1 = 20
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at low transmitter powers for increasing values of Nt2 .
4.2 MSE of ĥB versus P2
In this Section we analyze the behavior of the estimates of hB using different training

















Nt1 = 5 P1 = 30dBW Nt2 = 5
Nt1 = 5 P1 = 30dBW Nt2 = 10
Nt1 = 5 P1 = 30dBW Nt2 = 15
Nt1 = 5 P1 = 30dBW Nt2 = 20
Fig. 4.4: MSE of ĥB versus P2 for varying training lengths of Nt2 and Nt1 = 5
lengths and relay powers. Figs. 4.4 and 4.5 show the MSE plots of the hB channel
estimates versus P2. In Fig. 4.4, Nt2 is set at 5 and P1 at 30 dBW. A decrease in the
MSE of ĥB is also observed as the value of Nt2 is increased. However, at high P2 (from
20 dBW) increases in P2 show little or no decrease in MSE. This is as a result of the
bias observed in equation (3.32) which introduces errors in the estimation of hB . The
closer the estimate ĥA is to hA, the lower this bias. From equation (3.32) therefore, for
different Nt2 values it means that ĥB can only be as good as the ĥA estimates produced
by the power of P1 at that time. This is made clear in Fig. 4.5 where Nt1 is increased to
20.
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Nt1 = 20 P1 = 30dBW Nt2 = 5
Nt1 = 20 P1 = 30dBW Nt2 = 10
Nt1 = 20 P1 = 30dBW Nt2 = 15
Nt1 = 20 P1 = 30dBW Nt2 = 20
Fig. 4.5: MSE of ĥB versus P2 for varying Nt2 and Nt1 = 20
4.3 Performance of Estimator for for varying relay
power Pr
We also consider the effect of the complex weight w at the relay on the estimation of hA
and hB. Fig. 4.6 and 4.7 depicts the plots for increasing relay power Pr. In Fig. 4.6, Nt1
is set at 5 and MSE of ĥA is seen to continually decrease with increase in P1. Specifically,
an increment from 10 dBW to 20 dBW results in a power gain of 2dBW.
In Fig. 4.7, the number of training symbols Nt1 is increased to 20 and the MSE of ĥA is
observed to decrease by 5. These show the reliance of the estimator on the number of
training symbols sent from the transmitter where the estimation is carried out.
The curves in Figs. 4.8 and 4.9 show how relay power Pr affects ĥB. As depicted,
increasing relay power also improves the accuracy of the estimates. Also observed is that
an increase in Nt1 from 5 to 20 reduces the MSE of ĥB.
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Pr = 10dBW Nt1 = 5
Pr = 20dBW Nt1 = 5
Pr = 30dBW Nt1 = 5
Fig. 4.6: MSE of ĥA versus P1 for varying Pr and Nt1 = 5
















Pr = 10dBW  Nt1 = 20
Pr = 20dBW  Nt1 = 20
Pr = 30dBW  Nt1 = 20
Fig. 4.7: MSE of ĥA versus P1 for varying Pr and Nt1 = 20
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Nt2 = 5 Pr = 10dBW
Nt2 = 5 Pr = 20dBW
Nt2 = 5 Pr = 30dBW
Fig. 4.8: MSE of ĥB versus P2 for varying relay power Pr and Nt2 = 5
















Nt2 = 20 Pr = 10dBW
Nt2 = 20 Pr = 20dBW
Nt2 = 20 Pr = 30dBW
Fig. 4.9: MSE of ĥB versus P2 for varying relay power Pr and Nt2 = 20
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4.4 Performance of Estimator for varying Nt1 and Nt2
We observe the performance of the obtained estimates, ĥA and ĥB, for varying Nt1 and
Nt2 values such that the total number of training symbols from TA and TB is equal to a
range of values from 10 to 50.
Fig. 4.10 shows the curves for MSE of ĥA, the MSE of ĥB and the sum of both MSEs
for a total training length of 10 from TA and TB. We observe a decrease in the MSE of
ĥA for an increase in Nt1 . For ĥB, as the training length Nt2 is decreased, the perfor-
mance increases, however for lower values Nt2 , the performance deteriorates as there is
no sufficient information to estimate hB. From Nt1 values of 4 to 6, the MSE appears to
be constant, and the begins to increase as Nt2 decreases. An optimal point is observed
when Nt1 = 5 and Nt2 = 5 for the estimate ĥB.
In Figs. 4.11 and 4.12, P1 and P2 are increased to 20 dBW and 30 dBW respectively.
A decrease in MSE is observed for all three curves as the power is increased. Optimal
points are seen when Nt1 is 4 for 20 dBW and when Nt1 is 8 for 30 dBW.














MSE hA + MSE hB
Fig. 4.10: MSE versus Nt1 for total training length of 10 and P1 = P2 = 10 dBW
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MSE hA + MSE hB
Fig. 4.11: MSE versus Nt1 for total training length of 10 and P1 = P2 = 20 dBW

















MSE hA + MSE hB
Fig. 4.12: MSE versus Nt1 for total training length of 10 and P1 = P2 = 30 dBW
In Figs. 4.13, 4.14 and 4.15, the total sum of training symbols is increased to 20 for
power values of 10 dBW, 20 dBW and 30 dBW respectively. A wider range of minimal
variations in the MSE is observed in all three figures. An optimal point is obtained when
Nt1 is equal to 11, 11 and 16 for 10 dBW, 20 dBW and 30 dBW respectively.
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MSE hA + MSE hB
Fig. 4.13: MSE versus Nt1 for total training length of 20 and P1 = P2= 10 dBW

















MSE hA + MSE hB
Fig. 4.14: MSE versus Nt1 for total training length of 20 and P1 = P2 = 20 dBW
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MSE hA + MSE hB
Fig. 4.15: MSE versus Nt1 for total training length of 20 and P1 = P2 = 20 dBW
Figs. 4.16, 4.17 and 4.18, the total sum of training symbols is increased to 30 for power
values of 10 dBW, 20 dBW and 30 dBW respectively. Again the range of minimal varia-
tions in the MSE of ĥB is observed to be wider in all three figures before the performance
begins to decline. An optimal point is obtained when Nt1 is equal to 19, 21 and 17 for
10 dBW, 20 dBW and 30 dBW respectively.
Figs. 4.19, 4.20 and 4.21 show the optimal points for when the total length of training
symbols is 40. These points are observed Nt1 is equal to 21, 15 and 15 for 10 dBW, 20
dBW and 30 dBW respectively.
Optimal raining values for total training length is 50 is observed when Nt1 is 33 for all
thee power values of 10 dBW, 20 dBW and 30 dBW (see Figs. 4.22, 4.23 and 4.24).
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MSE hA + MSE hB
Fig. 4.16: MSE versus Nt1 for total training length of 30 and P1 = P2 = 10 dBW

















MSE hA + MSE hB
Fig. 4.17: MSE versus Nt1 for total training length of 30 and P1 = P2 = 20 dBW
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MSE hA + MSE hB
Fig. 4.18: MSE versus Nt1 for total training length of 30 and P1 = P2 = 30 dBW

















MSE hA + MSE hB
Fig. 4.19: MSE versus Nt1 for total training length of 40 and P1 = P2= 10 dBW
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MSE hA + MSE hB
Fig. 4.20: MSE versus Nt1 for total training length of 40 and P1 = P2 = 20 dBW

















MSE hA + MSE hB
Fig. 4.21: MSE versus Nt1 for total training length of 40 and P1 = P2 = 30 dBW
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MSE hA + MSE hB
Fig. 4.22: MSE versus Nt1 for total training length of 50 and P1 = P2 = 10 dBW



















MSE hA + MSE hB
Fig. 4.23: MSE versus Nt1 for total training length of 50 and P1 = P2 = 20 dBW
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MSE hA + MSE hB
Fig. 4.24: MSE versus Nt1 for total training length of 50 and P1 = P2 = 30 dBW
4.5 Performance of Estimator for different channel
qualities
Figs. 4.25 to 4.27 show the performances of the estimator for different channel qualities.
The variance of hA, (σ
2
hA





In Fig. 4.25, an optimal point is obtained when Nt1 = 13. Increasing σ2hA to 1 means
the quality of both channels hA and hB are the same and results a slight increase in the
performance of the estimates (Fig. 4.26). For this condition, an optimal point is obtained
for Nt1 = 8. In Fig. 4.26, σ2hA is equal to 2 and the optimal training length is observed
when Nt1 is 12.
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MSE hA + MSE hB
Fig. 4.25: MSE versus Nt1 for σ2hA = 0.5 , σ
2
hB
= 1 and P1 = P2 = 10 dBW
















MSE hA + MSE hB
Fig. 4.26: MSE versus Nt1 for σ2hA = 1, σ
2
hB
= 1 and P1 = P2 = 10 dBW
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MSE hA + MSE hB
Fig. 4.27: MSE versus Nt1 for σ2hA = 2 , σ
2
hB
= 1 and P1 = P2 = 10 dBW
Chapter 5
Conclusion
In this thesis, we studied channel estimation in a two-way relay network for different
numbers of training symbols at the transceivers. Our system model comprises of two
single antenna transceivers communicating through one relay node which is also equipped
with one antenna. The transmission of data is accomplished in two phases. During the
first phase both transceivers transmit their data which is embedded with known training
symbols to the relay. The relay amplifies the combined received signal by multiplying
with a complex weight before retransmitting to both transceivers in the second phase.
Our goal is to estimate the channels connecting this network using the MLE and compare
their performance for different lengths of training symbols. Estimation was carried out
and simulated from one of the transceivers as a similar argument can be made for the
other. To solve the likelihood equation, we first obtained an expression for far channel in
terms of the near channel. We then obtained the estimate of the phase and amplitude of
the near channel. The obtained estimate is then used to determine the estimate of the
far channel.
Our simulations show continued improvements of the estimates as the training lengths
from the transceiver under consideration increases. However, increasing the number of
training symbols from the distant transceiver results in minimal improvements in the
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MSE of the computed estimates. Furthermore, the accuracy of the estimates of the far
channel is large influenced by the accuracy of the estimates of the near channel. Optimal
training lengths were obtained for different power values as well.
We also considered the effects of relay power on the channel coefficient estimates. Results
obtained show decreases in MSE of the obtained estimates as the relay power is increased.
Simulations also showed that for different channel qualities, increasing the length of
training from the near transceiver yields a better performance. However the performance
of the distant channel declines as the training symbols from the distant transceivers
decreases significantly.
Compared to other surveyed research on channel estimation in two way relay networks,
this thesis differs in its use of varying training symbol lengths from the near and distant
transceivers. This variation is useful in situations where one of the channel is stronger
than the other.
As research in two–way relay networks gain more interest, the need for channel estimation
in such networks required for coherent detection increases. Thus the theories discussed
in this thesis could be applied.
5.1 Future work
In this thesis we considered channel estimation where the training symbols are used.
Although this is a less computationally intense approach, it is however also less bandwidth
efficient. For increase in accuracy of the channel estimates, a reasonable amount of the
allocated bandwidth has to be used for training. Therefore the blind estimation technique
could be applied to improve bandwidth efficiency.
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