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Avant–propos.
Ces notes ont e´te´ re´dige´es pour la pre´paration du cours de Ge´ome´trie Symplec-
tique de troisie`me anne´e BAC3, que j’ai donne´ au De´partement de Mathe´matique
Universite´ Notre Dame de la Paix – Namur, Belgique, dans la pe´riode fe´vrier–mai
2007. Le mate´riel a e´te´ ensuite ame´liore´, corrige´ et comple´te´ graˆce a` l’aide des as-
sistants, que je tiens a` remercier tre`s chaleureusement, en particulier Anne-Sophie
Libert pour l’esprit critique et minutieux de ses relectures.
Les e´tudiants pourront y trouver re´unie, travaille´e et adapte´e a` un cours de 22.5
heures, la matie`re prise de plusieurs “sources”, cite´es en bibliographie, auxquelles
je renvois pour tout renseignement comple´mentaire et approfondissement.
La ge´ome´trie symplectique est un domaine qui se trouve a` l’intersection de plu-
sieurs branches des mathe´matiques, notamment la ge´ome´trie diffe´rentielle, l’analyse,
les syste`mes dynamiques, l’alge`bre. J’ai cependant de´cide´, soit pour des raisons de
recherche personnelle, soit pour bien inse´rer ce cours dans le contexte des cours pro-
pose´s au De´partement de mathe´matique, de lui donner plutoˆt une vue “syste`mes
dynamiques”, en mettant en e´vidence certains aspects de la the´orie des syste`mes Ha-
miltoniens, et passant en revue rapidement d’autres parties plus lie´es a` la ge´ome´trie
et l’alge`bre. Par nature donc, ces notes seront “incomple`tes”et j’invite les e´tudiants
inte´resse´s a` les comple´ter avec la bibliographie propose´e.
A cause du “public vise´”, ces notes ne demandent pas beaucoup de pre´requis ;
avoir suivi un cours de me´canique du point et me´canique Lagrangienne sera nor-
malement suffisant pour la partie syste`mes Hamiltoniens. Des connaissances de
ge´ome´trie diffe´rentielle (au moins les surfaces) et quelques notions d’alge`bre (formes
alge´brique et formes diffe´rentielles) seront suffisantes pour la partie de´die´e a` la
ge´ome´trie symplectique.
Nous terminons cet avant–propos avec une remarque concernant le nume´ration
des e´quations, sections, sous–sections etc. Les e´quations sont nume´rote´es conse´cutivement
a` l’inte´rieur de chaque section et leur nume´ration contient toujours le nombre du
Chapitre, c’est–a`–dire e´quation (I.2.3) signifie la troisie`me e´quation de la seconde
section du premier Chapitre. De´finitions, Exemples, Remarques, The´ore`mes, Corol-
laires, Lemmes et tout autre objet seront nume´rote´s conse´cutivement a` l’inte´rieur
de chaque section, leur nume´ration ne contient pas le nume´ro du Chapitre, mais
seulement celui de la section. On aura donc De´finition 3.1, le premier objet de la
section 3, et qui sera suivie par Remarque 3.2, et cetera.
Les re´fe´rences aux objets (autres que e´quations) contiennent le nume´ro du
Chapitre si elle font re´fe´rence a` un objet contenu dans un Chapitre diffe´rent du
Chapitre courant. Donc objet I.2.3 signifie le troisie`me objet de la seconde section
du premier Chapitre, si on n’est pas en train de lire le premier Chapitre, autrement
le meˆme objet sera indique´ par 2.3 dans le Chapitre I.
iii
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CHAPITRE I
Rappels de me´canique lagrangienne.
1. La me´canique Lagrangienne
La me´canique Lagrangienne permet de traiter, et parfois de re´soudre, des
proble`mes me´caniques ou` plusieurs (mais toujours en nombre fini) points inter-
agissent entre eux avec des forces (contraintes, forces de liaison). Cela est essentiel-
lement duˆ au fait que l’e´quation de Newton
~F = m~a ,
demande de re´soudre 3n e´quations diffe´rentielles du deuxie`me ordre ; par contre
l’introduction et l’usage des coordonne´es ge´ne´ralise´es permet de re´duire le nombre
d’e´quations a` re´soudre.
Par exemple dans le cas de liaisons holonomes, c’est–a`–dire inde´pendantes du
temps, et sans friction, un syste`me de points mate´riaux (chaque point Pi ayant
une masse mi > 0) sur lesquels agissent des forces exte´rieures provenant d’une
e´nergie potentielle V , ~F = −~∇V , peut eˆtre de´crit par une fonction de Lagrange, ou
Lagrangienne :
(I.1.1) L(~q, ~˙q) = T − V ,
ou` ~q = (q1, . . . , qm) est le vecteur des coordonne´es ge´ne´ralise´es ou lagrangiennes, ~˙q
sa de´rive´e par rapport au temps t. T repre´sente l’e´nergie cine´tique et comme de´ja`
dit V l’e´nergie potentielle. L’espace a` 2m dimensions des couples de vecteurs (~q, ~˙q)
est appele´ espace des configurations, chaque “point”dans cet espace de´termine de
fac¸on univoque la position et la vitesse instantane´e du syste`me.
L’e´volution, c’est–a`–dire la dynamique, du syste`me des points est obtenue en
re´solvant les e´quations de Euler–Lagrange :
(I.1.2) ∀j = 1, . . . ,m d
dt
∂L
∂q˙j
− ∂L
∂qj
= 0 .
REMARQUE 1.1. Si l’e´nergie cine´tique, comme c’est souvent le cas, est une
fonction quadratique des vitesses ge´ne´ralise´es, ~˙q, alors les e´quations de Euler–
Lagrange sont des e´quations diffe´rentielles du second ordre, mais en nombre re´duit
par rapport au nombre des points mate´riaux composant le syste`me.
En fait :
T =
1
2
m∑
i,j=1
aij q˙iq˙j +
m∑
i=1
biq˙i + c ,
1
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ou` la matrice A = (aij) est de´finie positive et syme´trique. Donc de (I.1.2) on obtient
pour tout i = 1, . . . ,m :
d
dt

 m∑
j=1
aij q˙j + bi

− ∂L
∂qi
= 0 ,
et finalement :
m∑
j=1
aij q¨j = F (~q, ~˙q) .
Terminons cette introduction avec deux exemples de me´canique Lagrangienne.
EXEMPLE 1.2 (cercle et ressort). Conside´rons deux points de masses respecti-
vement m1 et m2 contraints de rester sur un plan vertical. Le point P1 est attache´ a`
un rail circulaire lui aussi dispose´ sur le meˆme plan vertical et P2 sur une droite ho-
rizontale toujours dans le meˆme plan. Chaque point est soumis a` la force de gravite´
verticale et les points sont relie´s par un ressort (voir Fig. 1).
C
O
P2
q1
R
q2
y
x
P1
m1 g
Fig. 1
En coordonne´es carte´siennes les points peuvent eˆtre repe´re´s par :
P1 = (x1, y1) et P2 = (x2, y2) ,
les contraintes sont de´termine´es par :
x21 + y
2
1 − 2Ry1 = 0 et y2 = 0 .
Nous pouvons introduire des coordonne´es ge´ne´ralise´es q1 et q2 comme montre´
dans la Fig. 1 :
x1 = R sin q1 , y1 = R−R cos q1 et x2 = q2 ,
sous forme vectorielle ~q = (q1, q2).
L’e´nergie cine´tique est :
T (~q, ~˙q) =
m1
2
R2q˙21 +
m2
2
q˙22 ,
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et l’e´nergie potentielle est donne´e par la somme de deux termes : un terme duˆ a` la
gravitation et un terme duˆ au ressort (e´nergie e´lastique) :
Vgrav(~q) = m1gR(1− cos q1) etVel(~q) = k
2
(q22 + 2R
2 − 2Rq2 sin q1 − 2R2 cos q1) .
Puisque le point P2 reste sur l’axe horizontal son e´nergie gravitationnelle est une
constante qui peut eˆtre retire´e, autrement dit la force de pesanteur ne fait pas de
travail car la contrainte est suppose´e re´agir de fac¸on ide´ale.
Le Lagrangien du syste`me est donc :
L(~q, ~˙q) = m1
2
R2q˙21+
m2
2
q˙22−m1gR(1−cos q1)−
k
2
(q22+2R
2−2Rq2 sin q1−2R2 cos q1) ,
et les e´quations d’Euler-Lagrange :
q¨1 +
g
R
sin q1 − k
m1
(q2
R
cos q1 − sin q1
)
= 0 et q¨2 +
k
m2
(q2 −R sin q1) = 0 .
EXEMPLE 1.3 (Force centrale, proble`me de Kepler). Conside´rons un point de
masse m soumis a` une force centrale ~F (~r) = f(r)~r/r, ou` ~r = (x, y, z) est le vecteur
position dans R3, r =
√
x2 + y2 + z2 est son module et f(r) est une fonction qui
de´termine le type de force que nous voulons conside´rer. Supposons que la fonction
f(r) soit re´gulie`re, alors on peut de´terminer une e´nergie potentielle :
V (r) = −
∫ r
r0
f(ρ) dρ .
Le moment angulaire par rapport a` l’origine est :
~L = ~r ×m~˙r ,
il est donc clair que le moment angulaire est pre´serve´ (il est une inte´grale premie`re
du mouvement), car :
d
dt
~L =
d
dt
~r ×m~˙r + ~r ×m~¨r = ~0 + ~r × f(r)~r
r
= ~0 .
Ce qui implique, si ~L 6= 0, que le mouvement sera restreint a` un plan, le plan dont
la normale est ~L. Nous allons dans la suite supposer ce cas. Si par contre ~L = 0
alors le mouvement sera sur un droite (car ~r est paralle`le a` ~˙r).
Puisque le mouvement se de´roule entie`rement sur un plan, quitte a` faire une
rotation nous pouvons prendre les coordonne´es rectangulaires (x, y) sur ce plan pour
repe´rer le point P et ensuite des coordonne´es polaires : x = r cosφ et y = r sinφ
(voir Fig. 2).
L’e´nergie cine´tique est :
T =
m
2
(r˙2 + r2φ˙2) ,
et l’e´nergie potentielle :
V = V (r) ,
par exemple si on conside`re la force d’attraction Newtonienne, ~F (~r) = − kr2 ~rr , alors
V (r) = −kr .
Le Lagrangien du syste`me re´sultant :
L(~r, ~˙r) = m
2
(r˙2 + r2φ˙2)− V (r) ,
version Janvier 2009 Timoteo Carletti
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et les e´quations de Lagrange :
mr¨ − rmφ˙2 + dV (r)
dr
= 0 et m
d
dt
(r2φ˙) = 0 .
Dans la section suivante nous montrerons que les e´quations d’Euler–Lagrange
peuvent eˆtre obtenues dans un formalisme beaucoup plus ge´ne´ral que celui de la
me´canique (de´placements virtuels).
2. Me´thodes variationnelles en me´canique Lagrangienne
Dans cette section nous allons introduire les me´thodes variationnelles (dans
le formalisme Lagrangien) et nous montrerons leur lien e´troit avec les e´quations
d’Euler–Lagrange. Les premie`res e´tudes sur le calcul des variations ont e´te´ faites
par Euler au XVII sic`le, c’est a` lui qu’on doit un des The´ore`mes fondamentaux de
la the´orie.
Les me´thodes variationnelles sont motive´es par le fait suivant : si avec plusieurs
possibilite´s un phe´nome`ne (physique) se re´alise, c’est parce qu’il rend stationnaire
une “certaine fonction”. En me´canique cela peut eˆtre relu comme suit : le mouve-
ment naturel, c’est-a`-dire celui qui de´coule des e´quations d’Euler–Lagrange, est celui
qui rend stationnaire une certaine fonctionnelle (une fonction dont les arguments
sont des fonctions) dans la classe de tous les mouvements a priori possibles avec cer-
taines contraintes. En d’autres termes nous verrons que les solutions des e´quations
d’Euler–Lagrange ont cette proprie´te´ de minimiser une fonctionnelle ; mais on ira
plus loin car on pourra montrer que tout e´le´ment qui minimise cette fonctionnelle
sera une solution des e´quations d’Euler–Lagrange, et donc un mouvement naturel.
C’est pour cela que nous pouvons parler de principes variationnels, nous pourrions,
contrairement a` ce que nous avons fait, supposer (principe de la me´canique clas-
sique) que le mouvement naturel est celui qui minimise la fonctionnelle, et donc
les e´quations d’Euler–Lagrange en de´couleraient naturellement. Il s’ave`re que cette
fac¸on de proce´der est tre`s utile dans beaucoup de situations, notamment en relati-
vite´, en the´orie de champs, en me´canique statistique.
Commenc¸ons par un simple exemple.
EXEMPLE 2.1 (Mouvement rectiligne uniforme). Conside´rons un point de masse
m sur lequel n’agit aucune force et qui se de´place dans R3.
version Janvier 2009 Timoteo Carletti
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Nous savons (e´quations de Newton ou Euler–Lagrange) que son mouvement
sera une ligne droite et que sa vitesse sera constante. Si au temps t0 le point se
trouve en ~x0 alors pour tout t :
~xnat(t) = ~x(t0) + ~v(t0) (t− t0) .
Fixons un intervalle de temps [t0, t1] pour un quelconque t1 > t0 ; nous allons
montrer que le mouvement naturel minimise la fonctionnelle e´nergie cine´tique :
F(~y, ~˙y) :=
∫ t1
t0
m
2
~˙y2(s) ds ,
dans la classe de toutes les perturbations avec les meˆmes conditions initiales. Au-
trement dit pour aller d’un point P1 a` un deuxie`me point P2 un corps libre choisira
de parcourir parmi tous les chemins possibles celui qui minimise l’e´nergie cine´tique.
Conside´rons donc la famille suivante de mouvements varie´s, H, (voir Fig. 3) :
(I.2.1) ~xη(t) = ~xnat(t) + ~η(t) ∀t0 ≤ t ≤ t1 ,
ou` ~η est une perturbation de classe C2 telle que :
~η(t0) = ~η(t1) = 0 .
x   (t)nat
ηx  (t)
P1
P2
x
z
y
Fig. 3
Calculons la variation de la fonctionnelle F , c’est-a`–dire la diffe´rence de la
fonctionnelle calcule´e sur le mouvement naturel et sur le mouvement varie´ (nous
pouvons penser a` une de´rive´e mais faite sur un espace de dimension infinie) :
δF(~xnat) := F(~xη, ~˙xη)−F(~xnat, ~˙xnat) =
∫ t1
t0
m
2
(
~˙x2η(s)− ~˙x2nat(s)
)
ds .
Si nous introduisons la de´finition du mouvement varie´ nous avons :
δF(~xnat) =
∫ t1
t0
m
2
(
~˙x2nat(s) + 2~˙xnat(s) · ~˙η(s) + ~˙η2(s)− ~˙x2nat(s)
)
ds
=
∫ t1
t0
m
2
(
2~˙xnat(s) · ~˙η(s) + ~˙η2(s)
)
ds ,
version Janvier 2009 Timoteo Carletti
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Le terme en ~˙η peut eˆtre e´limine´ par une inte´gration par partie et en utilisant (I.2.1)
(c’est–a`–dire ~¨xnat ≡ 0) :∫ t1
t0
m~˙xnat(s) · ~˙η(s) ds = m~˙xnat(s) · ~η(s)
∣∣∣t1
t0
−
∫ t1
t0
m~¨xnat(s) · ~η(s) ds = 0 ,
car ~¨xnat ≡ 0 et ~η(t0) = ~η(t1) = 0. Donc
δF(~xnat) =
∫ t1
t0
m
2
~˙η2(s) ds ,
et nous pouvons donc conclure que (rappelez-vous que la perturbation est de classe
C2) :
δF(~xnat) ≥ 0 ∀~η ∈ H ,
et
δF(~xnat) = 0⇔ ~η ≡ 0 ,
c’est-a`–dire le mouvement naturel re´alise le minimum.
2.1. Les e´quations d’Euler. Conside´rons maintenant la situation ge´ne´rale
suivante. Soit F : R2m+1 → R une fonction de classe C2 et soit :
(I.2.2) Q = {~q : R → Rm : ~q ∈ C2[t0, t1], ~q(t0) = ~q0 et ~q(t1) = ~q1} ,
pour deux “temps”t0 et t1 et deux points ~q0 et ~q1 dans R
m fixe´s. Q est l’ensemble
de toutes les courbes C2 qui sont en ~q0 au temps t0 et en ~q1 au temps t1.
Introduisons la fonctionnelle :
(I.2.3) F(~q, ~˙q) :=
∫ t1
t0
F (~q(s), ~˙q(s), s) ds ,
et cherchons les conditions qui rendent la fonctionnelle stationnaire. Pour faire cela
nous avons besoin d’introduire l’e´quivalent des mouvements varie´s ; soit donc ~q∗ un
e´le´ment de Q, de´finissons l’ensemble des perturbations :
(I.2.4) H := {~η : R → Rm : ~η ∈ C2[t0, t1], ~η(t0) = ~η(t1) = 0} ,
et conside´rons pour ~η ∈ H fixe´, le sous–ensemble Qη ⊂ Q des courbes telles que
chaque composante peut s’e´crire sous la forme :
(I.2.5) qk(t) = q∗,k(t) + αkηk(t)∀k = 1, . . . ,m ∀t ∈ [t0, t1] ,
ou` le vecteur ~α = (α1, . . . , αm) appartient a` R
m. La restriction de F aux courbes
dans Qη est une fonction des variables (αk)1≤k≤m. Nous dirons que la fonctionnelle
F est stationnaire dans Q en ~q∗ si la restriction Fη(~α) = F(~q∗ + ~α~η, ~˙q∗ + ~α~˙η) est
stationnaire (comme fonction de m variables) pour ~α = 0 et pour tout ~η ∈ H .
Le re´sultat suivant, duˆ a` Euler, donne des conditions ne´cessaire et suffisantes
pour avoir la condition de fonctionnelle stationnaire.
THE´ORE`ME 2.2. Une condition ne´cessaire et suffisante pour que la fonction-
nelle F soit stationnaire dans Q en ~q∗ est que les composantes (q∗,k(t))1≤k≤m soient
solutions des e´quations d’Euler :
(I.2.6)
d
dt
∂F
∂q˙k
− ∂F
∂qk
= 0 .
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De´monstration. Introduisons la forme (I.2.5) dans la de´finition de la fonc-
tionnelle (pour un ~η ∈ H quelconque) et de´rivons par rapport aux variables (αk)1≤k≤m
(les conditions de re´gularite´ assurent qu’on puisse de´river a` l’inte´rieur de l’inte´grale) :
∂
∂αk
Fη(~α) =
∫ t1
t0
m∑
l=1
[
∂F
∂ql
∂(q∗,l(s) + αlηl(s))
∂αk
+
∂F
∂q˙l
∂(q˙∗,l(s) + αlη˙l(s))
∂αk
]
ds
=
∫ t1
t0
[
∂F
∂qk
ηk(s) +
∂F
∂q˙k
η˙k(s)
]
~q∗+~α~η
ds ,
Si maintenant nous imposons ~α = 0 alors nous obtenons :
(I.2.7)
∂
∂αk
Fη(0) =
∫ t1
t0
[
∂F
∂qk
ηk(s) +
∂F
∂q˙k
η˙k(s)
]
~q= ~q∗
ds .
Transformons maintenant le deuxie`me terme avec une inte´gration par partie et
rappelons–nous la de´finition des perturbations H (cfr. (I.2.4)) :
∂
∂αk
Fη(0) =
∫ t1
t0
[
∂F
∂qk
ηk(s)
]
~q= ~q∗
ds+
[
∂F
∂q˙k
ηk(s)
]t1
t0
−
∫ t1
t0
[
d
dt
∂F
∂q˙k
ηk(s)
]
~q= ~q∗
ds
=
∫ t1
t0
ηk(s)
[
∂F
∂qk
− d
dt
∂F
∂q˙k
]
~q= ~q∗
ds .(I.2.8)
Nous pouvons donc conclure que les e´quations d’Euler (I.2.6) sont une condition suf-
fisante pour avoir la fonctionnelle stationnaire ; si elles sont ve´rifie´es alors de (I.2.8)
suit que ∂∂αkFη(0) = 0 et puisque ~η e´tait arbitraire nous pouvons conclure que la
fonctionnelle est stationnaire.
Nous allons maintenant montrer que cette condition est aussi ne´cessaire, c’est–
a`–dire, nous supposons que ~q∗ est un point ou` la fonctionnelle est stationnaire, et
nous allons montrer que ~q∗ ve´rifie les e´quations d’Euler.
Par hypothe`se nous avons (le calcul fait jusqu’ici est toujours valable) :
(I.2.9)
∂
∂αk
Fη(0) =
∫ t1
t0
ηk(s)
[
∂F
∂qk
− d
dt
∂F
∂q˙k
]
~q= ~q∗
ds = 0 ∀~η ∈ H et k = 1, . . . ,m .
Notons la fonction a` inte´grer par Φk(s) = ηk(s)
[
∂F
∂qk
− ddt ∂F∂q˙k
]
, et observons que :
(1) cette fonction est continue, c’est d’ailleurs pour obtenir cette condition
que nous avons demande´ des perturbations C2 ;
(2) les fonctions ηk(s) sont arbitraires dans H .
Mais alors s’il existait un t¯ dans (t0, t1) tel que Φk(t¯) > 0 pour un certain k (le cas
Φk(t¯) < 0 est similaire), graˆce a` la continuite´ de Φk il y aurait un voisinage de t¯,
appelons–le I¯, ou` cette fonction garderait le signe positif. Puisque les fonctions ηk
sont arbitraires nous pourrions en choisir une avec signe constant et avec support
contenu dans I¯, mais alors l’inte´grale de Φk(s) pour ce choix de ηk serait diffe´rente
de ze´ro, ce qui contredit l’hypothe`se (I.2.9).
On doit donc en conclure que Φk(s) ≡ 0 sur (t0, t1) pour tout k = 1, . . . ,m.
Mais encore une fois car les fonctions ηk sont arbitraires nous pouvons conclure
que :
d
dt
∂F
∂q˙k
− ∂F
∂qk
= 0 ∀k = 1, . . . ,m ,
c’est–a`–dire les e´quations d’Euler sont ve´rifie´es. 
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Remarquons que l’analogie entre les e´quations d’Euler (I.2.6) et les e´quations
de Lagrange (I.1.2) est frappante. Observons aussi que si la fonction F ne de´pend
pas explicitement du temps alors il est de facile ve´rifier que les e´quations (I.2.6)
admettent comme inte´grale premie`re la fonction
G =
m∑
k=1
∂F
∂q˙k
q˙k − F .
En effet :
d
dt
[
m∑
k=1
∂F
∂q˙k
q˙k − F
]
(I.1.2)
=
m∑
k=1
[
q˙k
d
dt
∂F
∂q˙k
+
∂F
∂q˙k
q¨k
]
(I.1.2)
−
m∑
k=1
[
q˙k
∂F
∂qk
+ q¨k
∂F
∂q˙k
]
(I.1.2)
=
m∑
k=1
q˙k
[
d
dt
∂F
∂q˙k
− ∂F
∂qk
]
(I.1.2)
≡ 0 ,
donc G est constante sur les solutions de (I.1.2).
2.2. Le plus court chemin entre deux points. Montrons qu’avec la me´thode
du calcul des variations nous pouvons facilement re´soudre certains proble`mes d’op-
timisation. Par exemple nous savons depuis la ge´ome´trie e´le´mentaire que le plus
court chemin entre deux points dans R2 est un segment de droite.
Fixons deux points P0 et P1 dans le plan et conside´rons toutes les courbes
re´gulie`res (de classe C2) donne´es sous forme parame´trise´e γ(t) = (t, f(t)), telle que
γ(t0) = P0 et γ(t1) = P1 ; pour simplifier la ge´ome´trie nous pouvons supposer sans
perte de ge´ne´ralite´ (rotation et de´placement rigide de l’origine) que f(t0) = f(t1) =
0. Introduisons la fonctionnelle suivante distance Euclidienne :
(I.2.10) F(γ, γ˙) :=
∫ t1
t0
√
1 + (f ′(s))2 ds .
Graˆce au the´ore`me pre´ce´dent nous devons re´soudre les e´quations d’Euler pour la
fonction F (γ, γ˙) =
√
1 + (f ′)2 :
d
dt
∂F
∂f ′
− ∂F
∂f
= 0 ,
puisque F ne de´pend pas explicitement de f nous avons :
constante =
∂F
∂f ′
=
f ′√
1 + (f ′)2
.
Un simple calcul nous donne :
(f ′)2 =
constante2
1− constante2 ,
donc nous devons chercher une fonction f ∈ C2 avec de´rive´e constante sur l’inter-
valle (t0, t1) et qui vaut ze´ro aux extre´mite´s de cet intervalle. La seule possibilite´ est
donc que cette constante soit e´gale a` ze´ro et donc f(s) ≡ 0. Donc la courbe γ qui
ve´rifie les e´quations d’Euler et qui minimise la fonctionnelle distance Euclidienne
est γ(s) = (s, 0), c’est–a`–dire le segment qui relie les points P0 et P1.
Ce proble`me de recherche de la courbe qui re´alise la distance minimale entre
deux points peut eˆtre ge´ne´ralise´ a` une surface quelconque ou une varie´te´ de Riemann
ge´ne´rique, il faudra de´finir proprement la nouvelle fonctionnelle distance (distance
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riemanienne) et la courbe solution sera alors appele´e ge´ode´sique. Il faut cepen-
dant remarquer que les ge´ode´siques sont seulement des points stationnaires de la
fonctionnelle distance, on peut bien trouver des cas ou` elles sont des maxima ; par
exemple sur une sphe`re les ge´ode´siques sont les (arc de) me´ridiens, pour tout couple
de points, non oppose´s sur un diame`tre, alors il y a un seul me´ridien qui les re´unit,
mais deux ge´ode´siques : une de longueur minimale et l’autre maximale (voir Fig. 4).
P1
P2
1g
2g
Fig. 4
2.3. Principe variationnel d’Hamilton : formulation Lagrangienne.
Nous avons vu dans le paragraphe pre´ce´dent l’e´quivalence entre les solutions des
e´quations d’Euler et le proble`me de minimiser une certaine fonctionnelle, nous avons
aussi vu que pour une particule libre (voir exemple 2.1) le mouvement naturel e´tait
celui qui minimisait l’e´nergie cine´tique moyenne sur la dure´e du mouvement. Ces
re´flections et l’analogie entre les e´quations d’Euler et celles d’Euler–Lagrange nous
poussent a` de´finir le principe suivant de la me´canique classique :
THE´ORE`ME 2.3 (Principe d’Hamilton). Le mouvement naturel est caracte´rise´
par la proprie´te´ de rendre stationnaire l’Action Hamiltonienne :
(I.2.11) A(~q, ~˙q) :=
∫ t1
t0
L(~q(s), ~˙q(s), s) ds ,
dans la classe des mouvements varie´s synchrones 1 qui pre´servent les configurations
initiales et finales.
Nous l’avons appele´ principe car on pourrait le postuler pour vrai et en faire
de´couler toute la me´canique lagrangienne, e´quations d’Euler–Lagrange comprises.
La de´monstration suit exactement celle du The´ore`me d’Euler pour la fonction-
nelle action.
Puisque la fonction lagrangienne est L = T −V , le principe d’Hamilton dit que
le mouvement naturel est celui, parmi toutes les courbes possibles, qui rend station-
naire la moyenne temporelle de la diffe´rence entre l’e´nergie cine´tique et l’e´nergie
potentielle.
1Il s’agit de l’ensembleQ de´fini pre´ce´demment ; on les appelle synchrones car les perturbations
sont toutes faites en meˆme temps et la variable temporelle ne varie pas.
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Introduction a` la me´canique hamiltonienne.
Nous avons vu que l’introduction des coordonne´es ge´ne´ralise´es permet de re´duire
le nombre d’e´quations a` re´soudre, mais elles restent du deuxie`me ordre ; une des
motivations qui poussent a` introduire un nouveau formalisme, le formalisme Hamil-
tonien, est la volonte´ d’avoir des e´quations “plus simples”, notamment des e´quations
du premier ordre.
Il s’agit donc de de´terminer un changement de coordonne´es qui transforme les
e´quations du mouvement dans une forme plus simple, dite canonique, qui permettra
de mettre en e´vidence beaucoup de proprie´te´s du syste`me. Pour faire cela nous
allons introduire et utiliser une application connue sous le nom de transformation
de Legendre.
1. La transformation de Legendre
Conside´rons une fonction re´elle d’une variable re´elle de´finie dans un intervalle
(a, b), −∞ ≤ a < b ≤ +∞, qui soit C2 dans son domaine de de´finition. Supposons
aussi que la fonction soit convexe, c’est–a`-dire :
f ′′(x) > 0 ∀x ∈ (a, b) .
Nous de´finissons la transformation de Legendre de la fonction f(x) la fonction
g(p) de´finie, pour p variable dans un certain intervalle, par :
(II.1.1) g(p) := pw(p) − f (w(p)) ,
ou` w(p) est le seul point qui ve´rifie :
(II.1.2) f ′ (w(p)) = p .
Puisque f ′′ > 0, la fonction f ′ est strictement croissante et donc si l’e´quation (II.1.2)
a une solution, cette solution est unique, de plus elle de´pend continuˆment de p.
Ge´ome´triquement la fonction w(p) peut eˆtre vue comme l’abscisse du point
ou` le graphe de la fonction f(x) est tangent a` la droite de pente p (voir Fig. 1 a`
gauche). Une deuxie`me fac¸on de de´finir la transformation de Legendre est donne´e
par la remarque suivante.
REMARQUE 1.1. Dans le plan (x, y) on trace le graphe de y = f(x), on se
donne un nombre re´el p et on conside`re la droite y = px. Soit x(p) le point tel que
la distance verticale entre la courbe y = f(x) et la droite y = px est maximale.
Conside´rons la fonction F (x, p) = px − f(x), alors pour p fixe´, cette fonction a
un extremum en x(p) (voir Fig. 1 a` droite), nous de´finissons donc g(p) = px(p) −
f(x(p), p) (distance sur la verticale).
Le point x(p) est de´termine´ par la condition ∂F/∂x = 0, c’est–a`–dire f ′(x(p)) =
p ; a` cause de la convexite´ de f en ce point, s’il existe, il est unique. On voit aussi
l’e´quivalence de cette de´finition avec la pre´ce´dente.
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y
x
f(x)
y=px+...
x=w(p)
y
x
f(x)
x(p)
y=px
g(p)
Fig. 1
Le re´sultat suivant permet d’affirmer que la transformation de Legendre admet
a` son tour une transformation de Legendre (la transformation de Legendre est
inversible et involutive).
THE´ORE`ME 1.2. La fonction g(p), transforme´e de Legendre d’une fonction f ∈
C2, convexe, admet une transformation de Legendre qui co¨ıncide avec la fonction f
du de´part.
De´monstration. Nous devons ve´rifier d’abord que g est re´gulie`re et convexe.
Quelle que soit la de´finition utilise´e le the´ore`me de la fonction implicite assure que
x(p) est une fonction autant re´gulie`re que f et donc g aussi. Le calcul de la de´rive´e
seconde de g est trivial ; tout d’abord la de´rive´e premie`re :
(II.1.3)
g′(p) = w(p) + pw′(p)− f ′(w(p))w′(p) = w(p) + w′(p) (p− f ′(w(p))) = w(p) ,
donc
g′′(p) = w′(p) .
En utilisant le the´ore`me de la de´rive´e de la fonction inverse, nous trouvons :
(II.1.4) g′′(p) = w′(p) =
1
f ′′(p)
> 0 .
La fonction g est donc convexe et nous pouvons en faire la transformation de
Legendre ; nous cherchons un point p = p(w) tel que :
g′(p(w)) = w ,
mais alors (II.1.3) nous dit que p(w) est la fonction inverse de w = w(p). La
transforme´e de Legendre de g est donc
h(w) = wp(w) − g(p(w)) ,
et en utilisant la de´finition de g nous trouvons :
h(w) = wp(w)−g(p(w)) = wp(w)−(p(w)w(p(w)) − f(w(p(w))) = wp(w)−p(w)w+f(w) = f(w) ,
ou` nous avons utilise´ la proprie´te´ : p(w) est la fonction inverse de w(p). 
EXEMPLE 1.3. Calculons la transformation de Legendre de f(w) = w2.
Soit p un re´el nous cherchons un point w(p) tel que f ′(w(p)) = p :
p = f ′(w(p)) = 2w(p) ,
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donc w(p) = p/2 et finalement
g(p) = pw(p)− f(w(p)) = pp
2
−
(p
2
)2
=
p2
4
.
EXEMPLE 1.4 (Ine´galite´ de Young). Calculons la transformation de Legendre
de f(w) = w
α
α , pour α > 1.
Soit p un re´el nous cherchons un point w(p) tel que f ′(w(p)) = p :
p = f ′(w(p)) = (w(p))α−1 ,
donc
w(p) = p
1
α−1 ,
et finalement
g(p) = pw(p)− f(w(p)) = pp 1α−1 − 1
α
p
α
α−1 = p
α
α−1
α− 1
α
:=
pβ
β
.
C’est–a`–dire la transforme´e de Legendre de f(w) = w
α
α est la fonction g(p) =
pβ
β
ou` le parame`tre β ve´rifie :
1
α
+
1
β
= 1 .
Cet exemple nous permet de de´montrer l’ine´galite´ de Young (cas ge´ne´ral de
l’ine´galite´ de Cauchy) : pour tout α et β strictement plus grands que 1 et pour tout
x et p positifs, alors :
px ≤ x
α
α
+
pβ
β
.
Pour cela conside´rons a` nouveau la fonction F (x, p) = px − f(x) ; ses de´rive´es
premie`re et seconde, par rapport a` x avec p fixe´, sont respectivement :
∂F
∂x
= p− f ′(x) et ∂
2F
∂x2
= −f ′′(x) ,
donc la fonction F atteint un maximum pour x = x(p) (a` p fixe´) et donc
F (x, p) ≤ F (x(p), p) = g(p) ,
c’est–a`–dire
px− f(x) ≤ g(p)→ px ≤ f(x) + g(p) .
Mais alors c¸a suffit d’e´crire la relation pre´ce´dente pour les fonctions f(x) = xα/α
et sa transforme´e de Legendre g(p) = pβ/β.
REMARQUE 1.5 (Cas vectoriel). Les conside´rations pre´ce´dentes peuvent eˆtre
ge´ne´ralise´es au cas vectoriel. Soit f : Rm → R une fonction C2 (de´rive´es partielles
secondes continues) telle que la matrice Hessienne ∂
2f
∂wj∂wj
soit de´finie positive.
Alors nous pouvons inverser le syste`me :
∂f
∂wi
= pi i = 1, . . . ,m ,
ou` pi sont des re´els, et ainsi de´finir la fonction ~w = ~w(~p). La transformation de
Legendre de f sera alors :
g(~p) := ~p · ~w(~p)− f(~w(~p)) .
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REMARQUE 1.6. La transformation de Legendre peut eˆtre ge´ne´ralise´e au cas
des fonctions qui ne sont pas C2. Soit donc f : R → R∪{+∞} une fonction convexe
et semicontinue infe´rieurement, c’est–a`–dire pour tout x ∈ R on a lim infy→x f(y) =
f(x), alors sa transforme´e de Legendre est la fonction g de´finie par :
g(p) = sup
x∈R
(xp− f(x)) .
On peut ve´rifier que g ainsi de´finie est convexe, semicontinue infe´rieurement et sa
transforme´e de Legendre est f .
2. La fonction d’Hamilton
Nous avons vu que l’e´nergie cine´tique est une forme quadratique de´finie dans
les vecteurs ~˙q, donc la fonction de Lagrange L(~q, ~˙q, t) admet une transformation de
Legendre (vectorielle) par rapport a` ~˙q pour tout couple (~q, t) fixe´.
Conside´rons donc le syste`me :
(II.2.1)
∂L
∂q˙j
= pj j = 1, . . . ,m ,
graˆce a` la condition sur l’e´nergie cine´tique ce syste`me peut eˆtre re´solu en fonction
de~˙q =~˙q(~p, ~q, t). Mais alors nous pouvons de´finir la fonction d’Hamilton comme la
transformation de Legendre de la Lagrangienne :
(II.2.2) H(~p, ~q, t) := ~p · ~˙q − L(~q, ~˙q, t) ,
ou` les vecteurs~˙q doivent eˆtre lus comme solutions du syste`me (II.2.1).
Les variables (~p, ~q) sont appele´es variables canoniques, les ~p sont appele´s mo-
ments cine´tiques.
EXEMPLE 2.1. Conside´rons un point de masse m, libre (aucune force n’agit
sur ce point) ; la fonction de Lagrange du syste`me est :
L(~q, ~˙q, t) = m~˙q
2
2
.
Conside´rons le syste`me (II.2.1) :
pj =
∂L
∂q˙j
= mq˙j ,
donc sa transformation de Legendre est :
H(~p, ~q, t) = ~p · ~˙q − L(~q, ~˙q, t) = ~p
2
m
− m
2
~p2
m2
=
~p2
2m
.
EXEMPLE 2.2. Conside´rons maintenant un point de masse m soumis a` une
force qui de´rive d’une e´nergie potentielle V ; la fonction de Lagrange du syste`me
est :
L(~q, ~˙q, t) = m~˙q
2
2
− V (~q) .
Puisque l’e´nergie potentielle ne de´pend pas de ~˙q le syste`me (II.2.1) admet la meˆme
solution et donc la transformation de Legendre nous donne :
H(~p, ~q, t) = ~p · ~˙q − L(~q, ~˙q, t) = ~p
2
m
− m
2
~p2
m2
+ V (~q) =
~p2
2m
+ V (~q) .
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Donc dans un syste`me avec forces conservatives (c’est–a`–dire qui de´rivent d’une
e´nergie potentielle), sans contraintes de´pendantes du temps, l’Hamiltonien repre´sente
l’e´nergie me´canique totale du syste`me.
3. Les e´quations d’Hamilton
Montrons maintenant que les nouvelles coordonne´es (~p, ~q) ont bien la proprie´te´
requise de “baisser”l’ordre des e´quations diffe´rentielles a` re´soudre pour de´terminer
la dynamique.
Nous avons vu que H est la transforme´e de Legendre de L, et nous savons aussi
que (The´ore`me 1.2) L est alors la transforme´e de Legendre de H et donc :
(II.3.1)
∂H
∂pj
= q˙j ∀j = 1, . . . ,m ,
qui nous donne la variation de ~q en fonction de la fonction d’Hamilton.
Maintenant nous devons chercher la variation de ~p, pour faire cela nous allons
calculer graˆce a` la de´finition de la transformation de Legendre en supposant ~p et ~q
comme variables inde´pendantes (donc ~˙q de´pend de ces variables) :
(II.3.2)
∂H
∂qj
=
m∑
i=1
pi
∂q˙i
∂qj
− ∂L
∂qj
−
m∑
i=1
∂L
∂q˙i
∂q˙i
∂qj
=
m∑
i=1
pi
∂q˙i
∂qj
− ∂L
∂qj
−
m∑
i=1
pi
∂q˙i
∂qj
= − ∂L
∂qj
,
ou` nous avons utilise´ ∂Lq˙i = pi. Mais alors en utilisant les e´quations d’Euler–
Lagrange, re´e´crites en termes de ~p et ~q :
0 =
d
dt
∂L
q˙j
− ∂L
∂qj
=
d
dt
pj − ∂L
∂qj
,
donc nous pouvons conclure :
(II.3.3)
∂H
∂qj
= − ∂L
∂qj
= −p˙j ∀j = 1, . . . ,m .
Nous avons finalement de´termine´ les e´quations diffe´rentielles qui de´terminent
la variation des coordonne´es canoniques, ces e´quations sont appele´es E´quations
d’Hamilton :
(II.3.4)
{
p˙j = − ∂H∂qj
q˙j =
∂H
∂pj
∀j = 1, . . . ,m .
REMARQUE 3.1. Ces e´quations sont bien du premier ordre, mais il s’agit d’un
syste`me de 2m e´quations, contre un syste`me de m e´quations du second ordre pour
Euler–Lagrange. D’une certaine fac¸on on n’aurait pas pu demander plus que c¸a
pour une sorte de “principe de conservation des difficulte´s”.
Observons aussi que l’Hamiltonien a la meˆme re´gularite´ que le Lagrangien et
donc les hypothe`ses d’existence et d’unicite´ des e´quations d’Hamilton sont ve´rifie´es.
Dans cette construction nous avons suppose´ le temps jouant le roˆle d’un pa-
rame`tre, c’est–a`-dire qu’il y avait de´pendance en temps mais on le conside´rait
comme fixe, nous pouvons maintenant nous demander comment la fonction d’Ha-
milton e´volue dans le temps :
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PROPOSITION 3.2. Si ~q(t) et ~p(t) sont les solutions de (II.3.4) alors :
(II.3.5)
d
dt
H(~p(t), ~q(t), t) = ∂H(~p(t), ~q(t), t)
∂t
.
De´monstration. La de´monstration est imme´diate :
d
dt
H(~p(t), ~q(t), t) = ∂H(~p(t), ~q(t), t)
∂~p
· d~p
dt
+
∂H(~p(t), ~q(t), t)
∂~q
· d~q
dt
+
∂H(~p(t), ~q(t), t)
∂t
= ~˙q · d~p
dt
− ~˙p · d~q
dt
+
∂H(~p(t), ~q(t), t)
∂t
=
∂H(~p(t), ~q(t), t)
∂t
.

Ce re´sultat implique que si l’Hamiltonien ne de´pend pas explicitement du temps
alors (II.3.5) est une inte´grale premie`re des e´quations d’Hamilton, autrement dit la
valeur nume´rique H est une constante.
4. The´ore`me de Liouville
Les e´quations d’Hamilton ont une certaine structure syme´trique qui peut eˆtre
mise en e´vidence en introduisant un espace a` 2m dimensions : ~x =
(
~p
~q
)
et la matrice
2m× 2m :
(II.4.1) J =
(
O −I
I O
)
,
ou` I est la matrice identite´m×m et O la matrice nullem×m. Alors les e´quations (II.3.4)
peuvent eˆtre re´crites comme :
(II.4.2) ~˙x = J∇H ,
ou` l’ope´rateur de de´rivation doit eˆtre lu comme ∇ = (∂p1 , . . . , ∂pm , ∂q1 , . . . , ∂qm)T.
Nous avons donc une EDO du premier ordre dans un espace a` 2m dimensions, et
si H ne de´pend pas de fac¸on explicite du temps, alors les trajectoires, i.e. solutions
de (II.4.2), appartiennent aux ensembles de niveau H = constante.
Un champ de vecteur de la forme (II.4.2) a une proprie´te´ supple´mentaire si H
est assez re´gulie`re :
PROPOSITION 4.1. Si H a des de´rive´es secondes continues par rapport a` ~q et
~p, alors :
(II.4.3) div ~X = 0 ,
ou`
~X = J∇H .
De´monstration. La de´monstration de´coule du calcul suivant (se rappeler que
~x = (~p, ~q)T) :
div ~X =
m∑
j=1
(
∂Xj
∂pj
+
∂Xm+j
∂qj
)
,
mais alors graˆce a` (II.4.2) nous avons :
div ~X =
m∑
j=1
(
− ∂
∂pj
∂H
∂qj
+
∂
∂qj
∂H
∂pj
)
= 0 ,
ou` la dernie`re e´galite´ est obtenue graˆce au The´ore`me de Schwartz. 
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Les e´quations d’Hamilton ont une proprie´te´ encore plus forte car toutes les
projections de ~X sur chacun des plans (pk, qk) sont aussi de divergence nulle.
Les champs de vecteurs a` divergence ze´ro, aussi appele´s champs sole´no¨ıdaux,
ont la remarquable proprie´te´ ge´ome´trique de pre´server les volumes.
Les e´quations d’Hamilton permettent de de´finir une application de´pendante du
temps, le flot Hamiltonien Φt, de l’espace des phases en lui–meˆme ; a` tout point
~x0 ∈ R2m et pour tout t > 0 on peut lui associer le point ~x(t) obtenu comme
solution de (II.4.2) au temps t avec donne´e initiale ~x0 :
~x(t) = Φ(t, ~x0) .
On peut voir de fac¸on tre`s simple que cette transformation est inversible a` cause
de l’inversibilite´ des e´quations du mouvement.
Nous pouvons penser maintenant a` transformer a` l’aide de Φt tout un volume
de points dans R2m et nous demander comment la mesure de ce volume varie dans
le temps. Le The´ore`me suivant duˆ a` Liouville nous donne la re´ponse : la mesure
de ce volume ne change pas, la forme au temps t pourra eˆtre tre`s diffe´rente de la
forme initiale, mais pas son volume.
THE´ORE`ME 4.2 (Liouville : volume espace des phases). Le flot Hamiltonien
pre´serve les volumes dans l’espace des phases. Cette proprie´te´ est vraie pour tout
syste`me de la forme :
(II.4.4) ~˙x = ~X(~x, t) tel que div ~X = 0 .
De´monstration. Il faut de´montrer que pour tout t > 0 (le cas t < 0 est
comple`tement analogue a` cause de l’inversibilite´ du flot) l’image au temps t a` travers
le flot Hamiltonien, Ω(t), d’un quelconque domaine Ω ⊂ R2m, avec une frontie`re
re´gulie`re, a la meˆme mesure que Ω.
La premie`re e´tape consiste donc a` de´montrer que la mesure d’un domaine varie
dans le temps a` cause du flot selon la loi :
(II.4.5)
d
dt
|Ω(t)| =
∫
Ω(t)
div ~X(~x, t) d~x ,
ou` nous avons de´note´ par |Ω| la mesure du domaine Ω. C’est clair qu’une fois la
relation (VI.2.5) de´montre´e le The´ore`me est prouve´.
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Dans la Fig. (2) nous avons pre´sente´ la ge´ome´trie pour le calcul de la variation
du volume ; dans la partie de gauche nous avons repre´sente´ le domaine Ω a` deux
instants de temps tre`s proches : t et t+dt, nous avons aussi fixe´ un point ~p sur ∂Ω(t)
ou` nous avons trace´ le champ de vecteur e´value´ sur ce point, ~X(~p), et le vecteur,
~N(~p), perpendiculaire a` l’e´le´ment infinite´simal de surface dσ. Dans la partie de
droite nous avons calcule´ la variation infinite´simale de volume au temps t due au
mouvement du point ~p, qui peut eˆtre conside´re´ comme solidaire avec la surface dσ a`
cause du champ de vecteur, ce volume est donne´ en premie`re approximation par un
cylindre de base S et de hauteur h, donc dV (~p, t) = Sh. Or la hauteur est donne´e
par le de´placement du point ~p dans le temps dt, donc h = ~X(~p)dt, par contre la base
S doit eˆtre conside´re´e comme la surface, dσ oriente´e dans la direction du champ de
vecteurs, c’est–a`–dire S = dσ ~N , et finalement :
(II.4.6) dV (~p, t) = dσ ~N · ~X(~p)dt .
La variation totale de volume en passant de Ω(t) a` Ω(t+dt) est obtenue en inte´grant
la contribution (II.4.6) sur tous les points de la frontie`re :
(II.4.7) d|Ω(t)| = dV (t) =
∫
∂Ω(t)
~N · ~X(~p)dσdt .
Pour exprimer le re´sultat pre´ce´dent en terme d’inte´grale de volume, nous allons
utiliser la formule de la divergence 1 :
(II.4.8) d|Ω(t)| = dV (t) =
∫
Ω(t)
div ~Xd~xdt ,
et finalement la (VI.2.5) suit en divisant par dt et en passant a` la limite :
d|Ω(t)|
dt
=
∫
Ω(t)
div ~Xd~x .
La conclusion du The´ore`me est donc triviale, e´tant donne´ que le champ a une
divergence nulle, cette dernie`re inte´grale est e´gale a` ze´ro et donc |Ω(t)| est une
fonction constante en t. 
Ce re´sultat est tre`s important et il admet plusieurs corollaires, nous allons
ici nous concentrer sur deux : Corollaire 4.3 et le The´ore`me de Poincare´ (cfr.
The´ore`me 5.1).
COROLLAIRE 4.3. Tout point singulier d’un syste`me (II.4.4) ne peut pas eˆtre
asymptotiquement stable.
De´monstration. Soit ~x0 un point singulier du syste`me (II.4.4) et supposons
qu’il soit asymptotiquement stable. Prenons un sphe`re centre´e sur ce point et de
rayon assez petit, tous ses points tendraient vers ~x0 et donc son volume tendrait a`
ze´ro, ce qui contredit le The´ore`me de Liouville. 
1Dans la litte´rature cette formule peut eˆtre appele´e avec plusieurs noms, formule de : Gauss,
Green, Ostrogradskij, Stokes.
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5. The´ore`me de Poincare´ : Re´currence
Le The´ore`me de Liouville affirme que le flot Hamiltonien ne modifie pas les
volumes dans l’espace des phase, par contre la “forme”de ces domaines peut changer
dans le temps ; cela a comme conse´quence que, dans les hypothe`ses que le syste`me
soit autonome et que la re´gion d’espace des phases accessible soit borne´e, le syste`me
passera a` nouveau, dans un futur non pre´cise´ par des configurations arbitrairement
proches de celles de de´part, donc comme si on revenait au de´but du mouvement.
Ce re´sultat peut paraˆıtre contraire a` la re´alite´ ; supposons en effet qu’on ouvre un
flacon de parfum dans une pie`ce ferme´e, alors l’expe´rience commune est que au bout
d’un certain temps le parfum sera e´vapore´ et il sera disperse´ dans toute la pie`ce,
et vous pourrez le sentir partout, or le The´ore`me de Poincare´ affirme que si vous
attendez suffisamment alors une grande partie des particules de parfum rentreront
dans le flacon ! !
THE´ORE`ME 5.1 (Poincare´, re´currence). Conside´rons un syste`me Hamiltonien
autonome pour lequel seulement une partie borne´e, Ω, d’espace des phases est ac-
cessible. Soit B(0) une quelconque sphe`re contenue dans Ω et soit B(t) son image
apre`s un temps t due au flot Hamiltonien. Alors quel que soit τ > 0 il existe t0 > τ
tel que B(t0) ∩B(0) 6= Ø.
De´monstration. Fixons un τ > 0 et conside´rons la suite de domaines Bn =
B(nτ) pour n ∈ N. Graˆce au The´ore`me de Liouville ces ensembles ont tous la meˆme
mesure. Puisque le syste`me est autonomeBn est obtenu utilisant n fois l’application,
M le flot, qui envoie B(0) sur B1, c’est–a`–dire Bn =M
◦nB(0).
Par hypothe`se tous les Bn sont contenus dans Ω qui est borne´ et donc il doit
exister deux entiers n0 et k tels que :
Bn0 ∩Bn0+k 6= Ø ,
car autrement l’ensemble EN = ∪Nn=1Bn, contenu dans Ω, aurait une mesure, NB0,
de plus en plus grande ce qui contredit l’hypothe`se que Ω soit borne´.
Conside´rons maintenant l’ensemble Bn0 ∩ Bn0+k, si n0 = 0 le The´ore`me est
de´montre´ ; supposons donc n0 ≥ 1 et parcourons en arrie`re dans le temps l’image
de ces points pour un temps τ , ces points doivent venir respectivement des domaines
Bn0−1 et Bn0+k−1 qui doivent avoir une intersection non vide (utiliser le The´ore`me
de Liouville sur le domaine intersection). Ainsi si nous re´pe´tons cette proce´dure en
arrie`re dans le temps de n0τ instants, nous trouvons :
B0 ∩Bk 6= Ø .

6. Me´thodes variationnelles en me´canique Hamiltonienne
Nous avons introduit au paragraphe I.2 une formulation diffe´rente de la me´canique
classique, non plus fonde´e sur les e´quations d’Euler–Lagrange mais sur le principe
(variationnel) d’Hamilton : le mouvement naturel est celui qui rend stationnaire
l’action Hamiltonienne dans la classe des mouvements varie´s synchrones.
L’action Hamiltonienne est construite a` partir du lagrangien du syste`me, nous
pouvons cependant en passant au formalisme hamiltonien, la re´e´crire en termes de
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l’hamiltonien du syste`me, nous aurons donc :
(II.6.1) A(~p, ~q) :=
∫ t1
t0
[
~p · ~˙q −H(~p, ~q, t)
]
dt ,
ou` nous avons sous–entendu de devoir exprimer les vitesses ge´ne´ralise´es en termes
des nouvelles variables canoniques. ~˙q = ~˙q(~p, ~q, t). En outre les mouvements varie´s
doivent eˆtre de´finis sur l’espace des phases (~p, ~q). On pourrait perturber les ~q et
de´terminer la variation re´sultante sur les ~p de fac¸on a` pre´server la relation pk =
∂L
∂q˙k
.
Mais il s’ave`re plus inte´ressant d’effectuer des variations inde´pendantes sur les deux
ensembles de coordonne´es :
(II.6.2)
{
qk(t) = q
∗
k(t) + ηk(t) k = 1, . . . ,m
pk(t) = p
∗
k(t) + ζk(t) k = 1, . . . ,m ,
avec ~η et ~ζ fonctions C2[t0, t1], ~η(t0) = ~η(t1) = 0 et (~p∗, ~q∗) est une solution de
“repe`re”.
Remarquons que nous n’imposons pas ici la condition aux extreˆmes pour les
variations des ~p, donc cette classe de variations satisfait toujours aux contraintes
d’eˆtre aux points P0 et P1 aux temps t0 et t1. En ge´ne´ral les courbes (II.6.2) ne sont
pas des solutions des e´quations d’Hamilton, par exemple si m = 1 pour un point
libre nous avons p = mq˙ et si ζ(t) 6= mη˙(t) alors il n’y a plus la correspondance
p = ∂L∂q˙ . Donc cette classe de trajectoires est plus grande que celle des mouvements
varie´s synchrones.
Nous pouvons donc de´montrer le re´sultat suivant :
THE´ORE`ME 6.1. Une condition ne´cessaire et suffisante pour rendre station-
naire l’action Hamiltonienne (II.6.1) dans la classe des mouvements (II.6.2) est
que (~p∗, ~q∗) soient solutions des e´quations d’Hamilton.
De´monstration. Si nous e´crivons la variation de l’action :
(II.6.3) δA =
∫ t1
t0
[
~p · ~˙q −H(~p, ~q, t)
]
dt−
∫ t1
t0
[
~p∗ · ~˙q∗ −H(~p∗, ~q∗, t)
]
dt ,
alors en utilisant (II.6.2) nous pouvons obtenir a` l’ordre 1 dans les perturbations ~ζ
et ~η :
(II.6.4) δA =
∫ t1
t0
[
~ζ · ~˙q∗ + ~p∗ · ~˙η −
m∑
k=1
(
∂H(~p∗, ~q∗)
∂pk
ζk +
∂H(~p∗, ~q∗)
∂qk
ηk
)]
dt .
Une inte´gration par partie sur le terme avec ~˙η en utilisant la condition sur les
fonctions ~η aux extreˆmes d’inte´gration, permet de re´e´crire (II.6.4) sous la forme :
(II.6.5) δA =
∫ t1
t0
m∑
k=1
[
ζk
(
q˙k − ∂H(~p
∗, ~q∗)
∂pk
)
+ ηk
(
−p˙k − ∂H(~p
∗, ~q∗)
∂qk
)]
dt .
Nous pouvons donc conclure que les e´quations d’Hamilton sont une condition
suffisante pour rendre stationnaire l’action hamiltonienne, et de fac¸on similaire
a` celle utilise´e dans le The´ore`me I.2.2 (utiliser le fait que les perturbations sont
arbitraires et la re´gularite´ des fonctions) nous pouvons aussi conclure la ne´cessite´
des e´quations d’Hamilton. 
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Il existe plusieurs principes variationnels dans le formalisme hamiltonien, nous
terminons cette section en pre´sentant le principe (le plus connu), celui de l’action
stationnaire ou principe de Maupertuis, qui nous permettra d’introduire les pertur-
bation asynchrones.
6.1. Principe de l’action stationnaire ou de Maupertuis. Ce principe
est valide pour des syste`mes hamiltoniens ou` la fonction d’Hamilton ne de´pend
pas de fac¸on explicite du temps. On conside`re donc l’espace des phases ge´ne´ralise´,
c’est–a`–dire l’espace R2m+1 des triples (~p, ~q, t), et on parame´trise les courbes avec
une nouvelle variable u :
(II.6.6) ~p = ~p(u) ~q = ~q(u) et t = t(u) .
Conside´rons maintenant un mouvement naturel dans la parame´trisation pre´ce´dente :
(II.6.7) ~p∗ = ~p∗(u) ~q∗ = ~q∗(u) et t = t∗(u) ,
ou` la fonction t∗(u) est de´finie pour u0 ≤ u ≤ u1, elle est C2 dans le meˆme intervalle
ferme´, et telle que :
(II.6.8) t∗(u0) = t0 t∗(u1) = t1 et
dt∗
du
6= 0 ∀u ∈ [u0, u1] .
Nous pouvons donc introduire des “perturbations”, ~ζ, ~η et τ :
(II.6.9) ~p(u) = ~p∗(u) + ~ζ(u) ~q(u) = ~q∗(u) + ~η(u) et t(u) = t∗(u) + τ(u) ,
re´gulie`res C2 et telles que ~η(u0) = ~η(u1) = 0.
Cette classe de variation est encore plus ample que celle de´finie par (II.6.2) car
maintenant les perturbations sur les variables canoniques peuvent eˆtre faites a` des
instants de temps diffe´rents, mouvements varie´s asynchrones.
Puisque la fonction d’Hamilton ne de´pend pas de fac¸on explicite du temps, nous
savons que l’e´nergie du syste`me, c’est–a`–dire la valeur nume´rique de H, ne change
pas sur le mouvement naturel. Or les perturbations (II.6.9) ne sont pas force´ment
des mouvements solutions des e´quations d’Hamilton et donc l’e´nergie pourrait ne
pas eˆtre pre´serve´e par ces perturbations ; nous allons donc nous restreindre a` la
classe des perturbations (II.6.9) isoe´nerge´tique, c’est–a`–dire telle que l’e´nergie soit
constante :
(II.6.10) H(~p(u), ~q(u)) = H(~p∗(u), ~q∗(u)) ∀u ∈ [u0, u1] .
Nous pouvons finalement e´noncer le re´sultat suivant :
THE´ORE`ME 6.2. Si la fonction d’Hamilton ne de´pend pas du temps de fac¸on
explicite alors la fonctionnelle Action de Maupertuis :
(II.6.11) AMaup :=
∫ t(u1)
t(u0)
~p · ~˙q dt ,
est stationnaire sur la classe des mouvements varie´s asynchrones (II.6.9) isoe´nerge´tiques (II.6.10).
De´monstration. Re´e´crivons l’action de Maupertuis en utilisant la forme des
perturbation (II.6.9) et en faisant l’inte´gration sur la variable u :
(II.6.12) AMaup =
∫ u1
u0
(
~p∗(u) + ~ζ(u)
)
· d
du
(~q∗(u) + ~η(u)) du ;
version Janvier 2009 Timoteo Carletti
p. 22 Chapitre II
la variation de l’action de Maupertuis au premier ordre dans les perturbations
est (nous avons fait une inte´gration par partie pour “de´placer”la de´rive´e par rap-
port a` u de ~η a` ~p et nous avons utilise´ la proprie´te´ des fonctions ~η aux extreˆmes
d’inte´gration) :
(II.6.13) δAMaup =
∫ u1
u0
(
~ζ · d~q
∗
du
− d~p
∗
du
· ~η
)
du .
Les e´quations d’Hamilton permettent d’e´e´crire :
(II.6.14)
d~q∗
du
=
d~q∗
dt
dt
du
=
∂H
∂~p
dt
du
,
et de fac¸on similaire :
d~p∗
du
= −∂H
∂~q
dt
du
,
d’ou` nous pouvons calculer la variation (au premier ordre) de la fonction d’Hamilton
(car elle ne de´pend pas du temps) :
δH := H(~ζ + ~p∗, ~η + ~q∗)−H(~p∗, ~q∗) = ∂H
∂~p
· ~ζ + ∂H
∂~q
· ~η
=
(
d~q∗
du
· ~ζ − d~p
∗
du
· ~η
)
du
dt
.(II.6.15)
Le calcul de (II.6.15) permet de re´crire la variation de l’action de Mauper-
tuis (II.6.13) comme :
(II.6.16) δAMaup =
∫ u1
u0
dt
du
δH du ,
mais par hypothe`se les perturbations sont isoe´nerge´tiques, donc δH = 0, donc nous
pouvons conclure que l’action est stationnaire dans cette classe de mouvements
varie´s asynchrones isoe´nerge´tiques. 
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Formalisme canonique.
1. Introduction
Dans ce chapitre nous allons pre´senter certains aspects plus ge´ome´triques propres
a` la formulation hamiltonienne de la me´canique classique. D’apre`s certains auteurs
la me´canique hamiltonienne est une forme de ge´ome´trie (voir Fig. 1 ou` nous repor-
tons la page d’introduction du manuel me´thodes analytiques de me´canique classique
de V. Arnol’d).
Fig. 1
Ce point de vue est fort ge´ne´ral et il s’ave`re tre`s utile quand nous sommes
inte´resse´s a` des questions globales (donc lie´es a` la ge´ome´trie du proble`me), par
contre si nous travaillons en coordonne´es locales les me´thodes introduites dans le
chapitre pre´ce´dent et dans les suivants seront suffisantes. Nous avons aussi inse´re´
la section 5 dont le but est de propose´r aux e´tudiants un brief rappel des notions
de : vecteur, forme diffe´rentielle sur une varie´te´, normalement vues dans le cours
de Ge´ome´trie Diffe´rentielle.
Il s’agit ici d’un proble`me similaire a` celui qu’on voit avec les surfaces ou les
varie´te´s : de manie`re ge´ne´rale il faut plusieurs syste`mes de coordonne´es locales
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pour pouvoir “couvrir”toute la surface ou varie´te´, de plus ces syste`mes de coor-
donne´es doivent se “raccorder convenablement”sur les domaines communs ; de plus
on doit pouvoir exprimer certaines proprie´te´s “intrinse`ques”de la surface ou varie´te´
de fac¸on inde´pendante des coordonne´es choisies. En me´canique hamiltonienne la
situation est analogue, par exemple on pourrait se demander si la conservation de
l’hamiltonien pour un syste`me avec forces conservatives et inde´pendant du temps,
vue dans le chapitre pre´ce´dent dans des coordonne´es locales particulie`res, (~p, ~q),
est une proprie´te´ propre du syste`me, et donc dite ge´ome´trique, ou de´pend du choix
des coordonne´es et dans ce cas comment cette valeur change-t-elle en changeant de
coordonne´es.
La ge´ome´trie symplectique peut eˆtre vue comme une possibilite´ d’e´crire la
me´canique hamiltonienne de fac¸on intrinse`que, c’est–a`–dire inde´pendamment des
coordonne´es choisies.
2. Structure symplectique de l’espace des phases.
Dans la section II.4 nous avons introduit la matrice re´elle 2m× 2m, J :
(III.2.1) J =
(
O −I
I O
)
,
on ve´rifie aise´ment que la matrice J est orthogonale et antisyme´trique :
(III.2.2) J−1 = (J )T = −J et J 2 = −I .
Nous avons aussi vu que l’introduction du vecteur ~x = (~p, ~q)T, permet de re´crire
les e´quations d’Hamilton sous la forme (compacte) :
(III.2.3) ~˙x = J∇~xH(~x, t) .
EXEMPLE 2.1. Conside´rons un syste`me Hamiltonien line´aire, c’est–a`–dire
(III.2.4) H(~x) = 1
2
(~x)TS~x =
2m∑
i,j=1
xiSijxj ,
ou` S est une matrice re´elle syme´trique. Les e´quations d’Hamilton sont donc :
~˙x = J S~x ,
dont la solution explicite est donne´e par :
(III.2.5) ~x(t) = e(t−t0)B~x(t0) ,
ou` par simplicite´ nous avons introduit la matrice B = JS. Cette matrice ve´rifie
une importante proprie´te´ :
(B)TJ + JB = 0 ,
en effet nous avons :
(B)TJ + JB = (S)T(J )TJ + JJS = S(−J )J − IS = −S + S = 0 .
Cette proprie´te´ joue un roˆle fondamental dans la the´orie, c’est pour cela qu’on
donne la de´finition suivante :
DE´FINITION 2.2 (Matrice hamiltonienne). Toute matrice re´elle, carre´e, avec
un nombre paire de lignes, A, est dite matrice hamiltonienne si :
(III.2.6) (A)TJ + JA = 0 .
Les matrices hamiltoniennes sont caracte´rise´es par la proprie´te´ suivante :
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THE´ORE`ME 2.3. Les proprie´te´s suivantes sont e´quivalentes :
(1) A est hamiltonienne ;
(2) il existe une matrice syme´trique S telle que A = JS ;
(3) la matrice JA est syme´trique.
En outre si A et B sont deux matrices hamiltoniennes alors :
(A)T , λA ∀λ ∈ R , A±B et [A,B] := AB −BA ,
sont toutes des matrices hamiltoniennes.
De´monstration. L’e´quivalence entre (2) et (3) est banale car, s’il existe S
syme´trique telle que A = JS alors, JA = JJ S = −S qui est syme´trique.
Re´ciproquement,A = −J (JA) et si JA est syme´trique, alors nous avons de´termine´
S = −JA, syme´trique, telle que A = JS.
Par la de´finition de matrice hamiltonienne nous avons :
JA = −(A)TJ = (A)T(J )T = (JA)T ,
ou` nous avons utilise´ la proprie´te´ de la matrice J , (J )T = −J , la re`gle de trans-
position d’un produit. Donc la matrice JA est syme´trique : (1) implique (3). Et de
fac¸on triviale (3) implique (1), si JA est syme´trique alors :
JA = (JA)T = (A)T(J )T = −(A)TJ ⇒ JA+ (A)TJ = 0 .
Les trois premie`res affirmations sont triviales, nous nous contentons de montrer
la dernie`re. Graˆce au point (2) il existe S et R matrices re´elles syme´triques telles
que : A = JS et B = JR, alors le commutateur est :
[A,B] = AB −BA = J SJR− JRJS = J (SJR−RJS) ,
mais
(SJR−RJS)T = (R)T(J )T(S)T−(S)T(J )T(R)T = −RJS+SJR = −(RJS−SJR) ,
ou` nous avons utilise´ le fait que S et R sont syme´triques et la proprie´te´ de la
transposition de J , donc :
J [A,B] = JJ (SJR−RJS) = −(SJR−RJ S) = −(SJR−RJS)T = (SJR−RJS)TJJ
= −(SJR −RJS)T(J )TJ = −(J (SJR −RJS))TJ
= −([A,B])TJ ,
c’est–a`–dire [A,B] est hamiltonienne. 
Ce the´ore`me montre que les matrices hamiltoniennes forment un (sous)groupe
des matrices re´elles carre´es, par rapport a` l’addition, ce groupe est appele´ : sp(m,R).
En outre, comme le commutateur peut eˆtre vu comme un produit, et alors on
l’appelle produit de Lie, ce groupe a une structure d’alge`bre de Lie, c’est pour
cela qu’on l’indique avec une lettre minuscule, comme on le fait normalement avec
l’alge`bre associe´e a` un groupe donne´. Le groupe en question est le groupe des
matrices symplectiques :
DE´FINITION 2.4 (Matrices Symplectiques). Une matrice re´elle, carre´e est dite
symplectique si :
(III.2.7) (A)TJA = J .
Nous avons la caracte´risation suivante :
version Janvier 2009 Timoteo Carletti
p. 26 Chapitre III
THE´ORE`ME 2.5. Les matrices symplectiques 2m × 2m forment un groupe,
de´note´ par Sp(m,R), par rapport au produit de matrices. La transpose´e d’une ma-
trice symplectique est symplectique.
De´monstration. L’identite´ du groupe est la matrice identite´ 2m×2m, car elle
est trivialement symplectique, de plus si A ve´rifie (III.2.7) elle n’est pas singulie`re
et donc elle est inversible, car :
detJ = det((A)TJA) = det(A)T detJ detA⇒ (detA)2 = 1 .
De plus son inverse ve´rifie A−1 = J−1(A)TJ = −J (A)TJ , donc :
(A−1)TJA−1 = −(−J )A(J )TJA−1 = −(J )TAJ −1JA−1 = JAA−1 = J ,
c’est–a`–dire que A−1 est aussi symplectique.
Soit maintenant B une deuxie`me matrice symplectique, alors :
(AB)TJAB = (B)T(A)TJAB = (B)TJB = J ,
donc le produit AB est une matrice symplectique et on a bien une structure de
groupe multiplicatif.
Conside´rons finalement une matrice A symplectique, alors :
(A)TJA = J ⇒ J (A)TJA = J 2 = −I ⇒ AJ (A)TJA = −A
⇒ AJ (A)TJAA−1 = −I ⇒ AJ (A)TJ = −I
⇒ AJ (A)TJJ−1 = −J−1 ⇒ AJ (A)T = J ,
c’est–a`–dire que (A)T est une matrice symplectique. 
EXEMPLE 2.6 (Le groupe Sp(1,R)). Le groupe Sp(1,R) des matrices symplec-
tiques 2 × 2 co¨ıncide avec le groupe SL(2,R) des matrices 2 × 2 avec de´terminant
1.
En effet soit A ∈ Sp(1,R), A = ( a bc d ) alors la condition (III.2.7) devient :
(A)TJA =
(
0 −ad+ bc
−bc+ ad 0
)
=
(
0 −1
1 0
)
,
c’est–a`–dire ad− bc = 1.
EXEMPLE 2.7 (Le groupe Sp(m,R), m > 1.). Soit A une matrice symplectique
2m× 2m et e´crivons–la comme matrice a` blocs m×m :
A =
(
a b
c d
)
a, b, c et d ∈ Rm×m .
La condition (III.2.7) devient alors une contrainte sur les matrices a, b, c et d :
(A)TJA =
(−(a)Tc+ (c)Ta −(a)Td+ (c)Tb
−(b)Tc+ (d)Ta −(b)Td+ (d)Tb
)
=
(
Ø −I
I Ø
)
,
donc A est symplectique si et seulement si :
(a)Td− (c)Tb = I , (a)Tc et (b)Td sont des matrices syme´triques.
Nous avons donc en dimension m > 1 une condition plus restrictive que dans le
cas m = 1.
Nous pouvons maintenant e´tablir le lien entre les groupes Sp(m,R) et sp(m,R).
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PROPOSITION 2.8. L’espace tangent a` Sp(m,R) en I est l’espace des matrices
hamiltoniennes :
(III.2.8) TISp(l,R) = sp(m,R) .
De´monstration. Soit A(t) une courbe dans Sp(m,R) qui passe par le point
I en t = 0, c’est–a`–dire une matrice telle que :
(III.2.9) (A(t))TJA(t) = J ,
pour tout t dans un voisinage de ze´ro, et A(0) = I. Pour de´terminer l’espace tangent
a` Sp(m,R) en I nous devons de´river la relation (III.2.9) et l’e´valuer en t = 0 :
(A˙(t))TJA(t) + (A(t))TJ A˙(t) = 0 ,
car la matrice J est une constante. Posons par simplicite´ B = A˙(0) ; par de´finition
B ∈ TISp(m,R), mais B ve´rifie aussi la relation suivante :
(B)TJ I + (I)TJB = 0⇒ (B)TJ + JB = 0 ,
c’est–a`–dire B est hamiltonienne. 
De plus contre il est facile de de´montrer qu’a` toute matrice hamiltonienne
correspond une courbe dans Sp(m,R) :
PROPOSITION 2.9. Soit B une matrice hamiltonienne, alors la matrice A(t) =
eBt est symplectique pour tout t ∈ R.
De´monstration. Par de´finition
eBt =
∑
l≥0
tlBl
l!
,
et donc on peut facilement montrer que :
(eBt)T = e(B)
Tt et
(
eBt
)−1
= e−Bt .
En utilisant le fait que B est hamiltonienne, (B)TJ + JB = 0, calculons
maintenant :
e(B)
TtJ =
∑
l≥0
tl((B)T)l
l!
J =
∑
l≥0
tl((B)T)(l−1)
l!
(−JB) =
∑
l≥0
tl((B)T)(l−2)
l!
(−1)2JB2 ,
et donc en ite´rant l’ide´e nous allons obtenir :
e(B)
TtJ = J
∑
l≥0
tl(−B)l
l!
= J e−Bt .
Mais alors nous avons :
(eBt)TJ − J e−Bt = 0⇒ (eBt)TJ eBt = J ,
qui est la condition pour avoir A = eBt symplectique. 
Observons que ce re´sultat n’est pas e´tonnant vu dans l’optique des alge`bres de
Lie : un groupe de Lie peut eˆtre construit en prenant l’exponentielle de son alge`bre
de Lie.
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3. Champs Hamiltoniens
Nous avons vu au Chapitre pre´ce´dent la formulation des e´quations de Hamilton
en forme compacte :
~˙x = J∇H ,
ou` ~x ∈ R2m, nous nous demandons maintenant quelle est la forme la plus ge´ne´rale
d’un champ de vecteurs hamiltonien, ou de fac¸on e´quivalente, e´tand donne´ un
champ de vecteurs ~X(~x, t), de´fini sur R2m+1, sous quelles conditions ce champ
est-il hamiltonien.
Un champs hamiltonien est de´finit comme suit :
DE´FINITION 3.1. Un champ vectoriel ~X(~x, t) (ou une e´quation diffe´rentielle
~˙x = ~X(~x, t)), de´fini sur R2m+1 est hamiltonien, s’il existe une fonction f : R2m+1 → R,
de classe C2 telle que :
(III.3.1) ~X(~x, t) = J∇f(~x, t) .
Dans ce cas la fonction f est appele´e hamiltonien correspondant au champ ~X, et le
champ est dit gradient symplectique de f .
Cette de´finition ne permet pas de savoir si cette fonction hamiltonienne existe
ou non, ni de la construire explicitement ; pour cela le re´sultat suivant est donc tre`s
utile :
THE´ORE`ME 3.2. Une condition ne´cessaire et suffisante pour qu’un champ de
vecteurs ~X(~x, t), de´fini sur R2m+1, soit hamiltonien, est que la matrice Jacobienne
∇~x ~X soit une matrice hamiltonienne pour tout (t, ~x).
De´monstration. La condition est ne´cessaire, car si le champ est hamiltonien
et si f est la fonction d’Hamilton associe´e alors nous pouvons calculer la Jacobienne
du champ de vecteurs :
∂Xi
∂xj
=
∂
∂xj
2m∑
l=1
Jil ∂f
∂xl
=
2m∑
l=1
Jil ∂
2f
∂xj∂xl
= (J S)ij ∀i, j ∈ {1, . . . , 2m} ,
c’est–a`–dire la matrice A = ∂X∂x , dont les composantes sont : Aij =
∂Xi
∂xj
, est de la
forme :
A = J S ,
ou` la matrice S = ∂
2f
∂x∂x est syme´trique. Donc par le point (2) du The´ore`me 2.3 la
matrice A est hamiltonienne.
Montrons maintenant que la condition est aussi suffisante. Si A = ∂X∂x est
hamiltonienne pour tout (t, ~x), alors si on de´finit ~Y = J ~X , la matrice B = ∂~Y∂x est
syme´trique (The´ore`me 2.3 point (3)), c’est–a`–dire :
∂Yi
∂xj
=
∂Yj
∂xi
.
Il existe donc une fonction f , C2, telle que :
~Y (~x, t) = −∇f(~x, t) ,
et finalement
~X = J −1~Y = −J (−∇f(~x, t)) = J∇f(~x, t) .

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EXEMPLE 3.3. Conside´rons le syste`me d’e´quations diffe´rentielles :
(III.3.2)
{
p˙ = −pα+1qδ
q˙ = pαqβ ,
et cherchons les conditions sur les parame`tres α, β et γ pour qu’il soit hamiltonien.
Le champ de vecteurs associe´ est : ~X(~x) = (−xα+11 xδ2, xα1 xβ2 ), ou` nous avons
pose´ x1 = p et x2 = q. Calculons la Jacobienne du champ de vecteurs :
∂X1
∂x1
= −(α+ 1)xα1xδ2
∂X1
∂x2
= −(δ)xα+11 xδ−12
∂X2
∂x1
= αxα−11 x
β
2
∂X2
∂x2
= βxα1 x
β−1
2 .
La matrice ∂X∂x est hamiltonienne si et seulement si pour tout x1 et x2 :
0 = (
∂X
∂x
)TJ + J ∂X
∂x
=
(
0 (α+ 1)xα1 x
δ
2 − βxα1 xβ−12
−(α+ 1)xα1 xδ2 + βxα1 xβ−12 0
)
.
La seule possibilite´ est donc de ve´rifier les relations suivantes entre les parame`tres :
α = −1 , β = 0 et δ quelconque
ou α+ 1 = β et δ = β − 1 .
Dans le cas ge´ne´rique le syste`me devient :{
p˙ = −pα+1qα
q˙ = pαqα+1 .
La me´thode ne nous donne pas la fonction d’Hamilton associe´e au syste`me,
utilisons donc une deuxie`me me´thode. Si le syste`me (III.3.2) e´tait hamiltonien il
devrait exister une fonction H(p, q), telle que :{
p˙ = −∂H∂q
q˙ = ∂H∂p ,
alors en imposant la seconde e´quation nous devons avoir
∂H
∂p
= pαqβ ,
qui peut eˆtre inte´gre´e par rapport a` p :
H = 1
α+ 1
pα+1qβ + φ(q) si α 6= −1 ,
avec φ(q) fonction arbitraire de la variable q, ou bien :
H = (log p)qβ + φ(q) si α = −1 .
Dans les deux cas la fonction φ est de´termine´e en imposant que la de´rive´e par
rapport a` q de la fonction H co¨ıncide avec la premie`re e´quation (III.3.2). Donc par
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un calcul e´le´mentaire :
−pα+1qδ = − β
α+ 1
pα+1qβ−1 − φ′(q) si δ 6= −1
−pα+1qδ = −(log p)βqβ−1 − φ′(q) si δ = −1 .
Dans le deuxie`me cas la relation peut eˆtre ve´rifie´e si et seulement si :
β = 0 , α+ 1 = 0 , δ quelconque et φ′(q) = −qδ ,
par contre dans le cas δ 6= −1 la relation est toujours satisfaite si et seulement si :
β
α+ 1
= 1 et δ = β − 1 ,
qui sont les meˆmes conditions que celles de´termine´es pre´ce´demment.
4. Transformations canoniques
Une fac¸on possible de re´soudre une e´quation diffe´rentielle est de de´terminer
des coordonne´es bien choisies ou` l’e´quation diffe´rentielle assume une forme “plus
simple”. En ge´ne´ral si nous avons l’EDO :
(III.4.1) ~˙x = ~v(~x, t) ,
alors le changement de coordonne´es ~x 7→ ~y, re´gulier et inversible, donne´ par la
transformation :
(III.4.2) ~x = ~x(~y, t) ,
permet de re´crire l’EDO (III.4.1) dans la forme suivante 1 :
(III.4.3) ~˙y = ~w(~y, t) ,
ou` le champ de vecteurs ~w est donne´ par :
~w(~y, t) = A~v(~x(~y, t), t) +
∂~y
∂t
,
avec A nous avons de´note´ la Jacobienne de la transformation inverse, c’est–a`–dire :
Aij =
∂yi
∂xj
.
Si nous supposons que le champ du de´part est hamiltonien :
(III.4.4) ~˙x = J∇H(~x, t) ,
pour une certaine fonction re´gulie`re H : R2m+1 → R, alors ge´ne´ralement dans les
nouvelles coordonne´es ~y, l’EDO n’est pas hamiltonienne, c’est–a`–dire ce n’est pas
dit qu’il existe une fonction K(~y, t) telle que :
(III.4.5) J∇~yK(~y, t) = AJ∇~xH(~x, t) + ∂~y
∂t
.
1On de´rive la relation inverse de (III.4.2) par rapport au temps et on obtient :
y˙i =
d
dt
yi(~x, t) =
nX
j=1
∂yi
∂xj
dxj
dt
+
∂yi
∂t
=
nX
j=1
Aijvi +
∂yi
∂t
.
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EXEMPLE 4.1. Reprenons l’exemple 2.1 d’un syste`me hamiltonien line´aire H =
1
2 (~x)
TS~x, avec S une quelconque matrice syme´trique, et effectuons une transforma-
tion line´aire :
~y = A~x ,
avec A matrice 2m×2m, inversible. Alors les e´quations d’Hamilton (cfr. exemple 2.1) :
~˙x = J S~x ,
se transforment en :
~˙y = AJ SA−1~y .
Or ces e´quations sont hamiltoniennes si et seulement si il existe une matrice syme´trique
B telle que :
(III.4.6) JB = AJ SA−1 ,
quelle que soit la matrice S syme´trique.
La relation (III.4.6) peut eˆtre re´crite sous la forme e´quivalente :
(A)TBA = −(A)TJAJ S = −ΛJS ,
avec Λ = (A)TJA, telle que :
(Λ)T = −Λ .
L’existence de B syme´trique est donc e´quivalent a` la condition de syme´trie sui-
vante :
(III.4.7) ((A)TBA)T = (A)T(B)TA = (A)TBA⇒ −SJΛ = −ΛJS ,
Si A est symplectique alors (en re´alite´ c¸a suffit Λ = aJ avec a 6= 0) :
Λ = (A)TJA = J ,
et la relation (III.4.7) est ve´rifie´e quelle que soit la matrice S. En re´alite´ cette
condition est aussi ne´cessaire. Si nous e´crivons les matrices S et Λ en blocs m×m :
S =
(
α β
(β)T γ
)
et Λ =
(
λ µ
−(µ)T ν
)
,
avec les conditions (α)T = α, (γ)T = γ, (λ)T = −λ et (ν)T = −ν. Alors la
condition (III.4.7) devient :

−λ(β)T + µα = α(µ)T + βλ
−λγ + µβ = −αν + βµ
(µ)T(β)T + να = (β)T(µ)T + γλ
(µ)Tγ + νβ = −(β)Tν + γµ ;
or car S est arbitraire nous allons choisir diffe´rents cas “spe´ciaux” :
– si α = γ = 0, alors µ doit commuter (deuxie`me e´quation) avec toute matrice
m×m, β, et donc µ = aI, avec a 6= 0 ;
– si α = β = 0, alors λ = 0 (troisie`me e´quation) ;
– si β = γ = 0, alors ν = 0 (troisie`me e´quation).
Mais alors
Λ = a
(
Ø I
−I Ø
)
= aJ ,
de plus si a = 1 le nouvel hamiltonien est simplement le transforme´ du vieux :
K(~y) = H(~x) .
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Il est e´vident que la conservation de la structure des e´quations d’Hamilton est
tre`s importante, surtout dans les applications comme la The´orie des perturbations,
nous allons donc e´tudier maintenant les hypothe`ses sous lesquelles la forme des
e´quations d’Hamilton est pre´serve´e par une transformation de coordonne´es. Nous
commenc¸ons par formaliser ce qu’on entend par “conservation”des e´quations d’Ha-
milton.
DE´FINITION 4.2. Une transformation de coordonne´es ~x = ~x(~y, t), re´gulie`re et
inversible pour tout t fixe´, pre´serve la structure canonique des e´quations d’Hamil-
ton, si pour tout hamiltonien H(~x, t), il existe une fonction, K(~y, t), dite nouvel
hamiltonien, telle que dans ces nouvelles coordonne´es les e´quations du mouvement
sont dans la forme hamiltonienne, ~y = (~P , ~Q) :{
P˙j = − ∂K∂Qj
Q˙j =
∂K
∂Pj
∀j = 1, . . . ,m .
EXEMPLE 4.3. Soit a(t) une fonction diffe´rentiable positive, alors la transfor-
mation :
~Q = a(t)~q et ~P =
1
a(t)
~p ,
pre´serve la structure canonique.
Par de´rivation du changement de coordonne´es par rapport au temps, on trouve
les e´quations du mouvement dans les nouvelles variables :
(III.4.8)


~˙Q = a˙(t)~q + a(t)∂H∂~p =
a˙(t)
a(t)
~Q+ a(t)∂H∂~p
~˙P = − 1a2(t) a˙(t)~p− 1a(t) ∂H∂~q = − 1a(t) a˙(t)~P − 1a(t) ∂H∂~q ,
mais on peut facilement ve´rifier que ces e´quations correspondent aux e´quation d’Ha-
milton pour le nouvel Hamiltonien K :
K(~P , ~Q, t) := H
(
a(t)~P ,
~Q
a(t)
, t
)
+
a˙(t)
a(t)
~P · ~Q .
En effet : 

~˙P = − ∂K
∂ ~Q
= −∂H∂~q ∂~q∂ ~Q −
a˙(t)
a(t)
~P = − 1a(t) ∂H∂~q − a˙(t)a(t) ~P
~˙Q = ∂K
∂ ~P
= ∂H∂~p
∂~p
∂ ~P
+ a˙(t)a(t)
~Q = a(t)∂H∂~p +
a˙(t)
a(t)
~Q ,
qui co¨ıncident avec (III.4.8).
EXEMPLE 4.4. La transformation qui change, a` un signe pre`s, les coordonne´es
~q avec les moments cine´tiques ~p, ~P = −~q et ~Q = ~p, pre´serve la structure canonique ;
le nouvel hamiltonien est lie´ au vieux par :
K(~P , ~Q, t) = H( ~Q,−~P , t) .
Dans la me´canique lagrangienne, les coordonne´es ~q, e´taient grosso modo lie´es a` des
positions (rectangulair, polaires ou ge´ne´ralise´es) et les ~˙q e´taient des vitesses. Cet
exemple montre comme dans le formalisme hamiltonien le roˆle de ces coordonne´es
peut eˆtre interchange´.
EXEMPLE 4.5. Supposons qu’on ait un changement de coordonne´es qui agit sur
les ~q seulement : ~Q = ~Q(~q). Nous cherchons comment les variables ~p doivent chan-
ger pour pre´server la structure des e´quations d’Hamilton avec cette transformation.
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Les vitesses ge´ne´ralise´es sont obtenues par de´rivation par rapport a` t du chan-
gement de coordonne´es :
Q˙j =
m∑
l=1
∂Qj
∂ql
q˙l ⇒ ~˙Q = A(~q)~˙q ,
ou` nous avons de´note´ par A(~q) la matrice Jacobienne du changement de coor-
donne´es. Si L(~q, ~˙q, t) est la fonction de Lagrange du syste`me, alors nous pouvons
introduire le lagrangien dans les nouvelles coordonne´es, Lˆ :
Lˆ( ~Q, ~˙Q, t) := L(~q( ~Q), A−1(~q( ~Q)) ~˙Q, t) .
Par de´finition le moment cine´tique est obtenu en de´rivant le lagrangien par rapport
aux vitesses ge´ne´ralise´es, donc :
Pj =
∂Lˆ
∂Q˙j
=
m∑
l=1
∂L
∂q˙l
∂q˙l
∂Q˙j
=
m∑
l=1
pl(A
−1)lj .
La transformation sur les variables ~q “induit”une transformation sur les va-
riables ~p :
~P =
(
(A)T
)−1
~p .
Pour un hamiltonien donne´, les e´quations du mouvement dans les nouvelles coor-
donne´es sont 2 :

P˙j = p˙l(A
−1)lj + pl
(
∂(A−1)lj
∂qk
q˙k
)
= −∂H∂ql (A−1)lj +AhlPh
∂(A−1)lj
∂qk
(A−1)knQ˙n
= −∂H∂ql (A−1)lj +AhlPh
∂(A−1)lj
∂qk
(A−1)knAns ∂H∂ps = −∂H∂ql (A−1)lj +AhlPh
∂(A−1)lj
∂qk
∂H
∂pk
Q˙j = Ajlq˙l = Ajl
∂H
∂pl
.
Nous nous demandons si ces e´quations proviennent d’un nouvel hamiltonien ;
pour cela nous allons calculer l’hamiltonien associe´ par transformation de Legendre
du nouveau lagrangien :
Hˆ(~P , ~Q, t) = ~P · ~˙Q− Lˆ( ~Q, ~˙Q, t) ,
or nous observons que (encore convention sommation indices re´pe´te´s) :
~P · ~˙Q = ((A)T)−1~p · A~˙q = (A−1)jlpjAlk q˙k = pj q˙j = ~p · ~˙q ,
ou` nous avons utilise´ (A−1)jlAlk = δjl. Donc le nouveau hamiltonien est le trans-
forme´ du vieux :
Hˆ(~P , ~Q, t) = H(~p, ~q, t) = H((A)T ~P , ~q( ~Q), t) ,
et donc la structure canonique est pre´serve´e.
Nous pouvons maintenant de´finir
DE´FINITION 4.6 (Transformation canonique). Une transformation de coor-
donne´e ~y = ~y(~x, t), diffe´rentiable et inversible pour tout t fixe´ est dite canonique si
la matrice Jacobienne :
A(~x, t)ij =
∂yi
∂xj
,
2Pour abre´ger les notations, nous utilisons ici la convention de sommation sur les indices
re´pe´te´s, par exemple aibi ≡
Pm
i=1 aibi = ~a ·
~b ou Aijaj ≡
Pm
j=1 Aijaj = A~a.
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est symplectique pour tout (~x, t) dans le domaine de de´finition de la transformation.
Si la transformation canonique est inde´pendante du temps, ~y = ~y(~x), elle sera
appele´e comple`tement canonique.
Observons que la Jacobienne d’une composition de transformations est le pro-
duit des Jacobiennes, mais alors puisque les matrices symplectiques forment un
groupe par rapport au produit de matrices, nous pouvons conclure que les transfor-
mations canoniques forment un groupe par composition. Le re´sultat suivant nous
permet de re´pondre a` la question souleve´e au de´but de cette section, a` savoir :
quelles transformations de coordonne´es pre´servent les e´quations d’Hamilton.
THE´ORE`ME 4.7. Les transformations canoniques pre´servent la structure des
e´quations d’Hamilton.
De´monstration. Soit donc la transformation ~y = ~y(~x, t) et de´rivons–la par
rapport au temps :
(III.4.9) ~˙y =
∂~y
∂t
+
∂~y
∂~x
~˙x .
Dans les variables du de´part les e´quations du mouvement sont dans la forme ha-
miltonienne canonique, ~˙x = J∇~xH(~x, t), et donc dans les nouvelles variables nous
avons :
~˙y =
∂~y
∂t
+AJ∇~xH(~x, t) ,
ou` nous avons de´note´ par A la matrice Jacobienne.
De´finissons le transforme´ du vieux hamiltonien :
Hˆ(~y, t) := H(~x(~y, t), t) ,
ou` la transformation ~x = ~x(~y, t) est l’inverse du changement de variables du de´part.
Alors nous pouvons calculer :
∂Hˆ
∂yj
=
∂H
∂xi
∂xk
∂yj
=
∂H
∂xk
(A−1)kj ,
en multipliant par Ajh nous obtenons :
Ajh
∂Hˆ
∂yj
=
∂H
∂xk
(A−1)kjAjh =
∂H
∂xk
⇒ (A)T∇~yHˆ = ∇~xH .
Ce qui nous permet de re´crire (III.4.9) de la fac¸on suivante :
(III.4.10) ~˙y =
∂~y
∂t
+AJ (A)T∇~yHˆ(~y, t) ,
et graˆce a` l’hypothe`se de transformation canonique, nous avons 3 :AJ = J ((A)T)−1
et donc :
(III.4.11) ~˙y =
∂~y
∂t
+ J ((A)T)−1(A)T∇~yHˆ(~y, t) = ∂~y
∂t
+ J∇~yHˆ(~y, t) .
Pour conclure la de´monstration il nous reste a` prouver que le champ ∂~y∂t est lui aussi
hamiltonien. Graˆce au The´ore`me 3.2 cela est e´quivalent a` montrer que la matrice
3Un calcul e´le´mentaire nous donne :
(A)TJA = J ⇒ (A)TJAJ = −I ⇒ AJ = J ((A)T)−1 .
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Jacobienne de ce champ, B = ∇~y ∂~y(~x(~y,t),t)∂t , est hamiltonienne. Un simple calcul
montre que :
(III.4.12) B =
∂A
∂t
A−1 ,
en fait :
Bij =
∂
∂yj
∂yi(~x(~y, t), t)
∂t
=
∂2yi(~x(~y, t), t)
∂t∂xk
∂xk
∂yj
=
∂
∂t
∂yi(~x(~y, t), t)
∂xk
∂xk
∂yj
=
∂Aik
∂t
A−1kj ,
car B de´pend du temps de fac¸on explicite mais aussi via la fonction ~x(~y, t). Il
nous reste a` prouver que si A est symplectique alors B donne´ par (III.4.12) est
hamiltonienne, et pour le The´ore`me 2.3 il suffit de prouver que la matrice : C = JB
est syme´trique.
Si on de´rive la relation (A)TJA = J par rapport a` t nous obtenons :
∂(A)T
∂t
JA+ (A)TJ ∂A
∂t
= 0 ,
en multipliant a` gauche par (A−1)T et a` droite par A−1 nous trouvons :
(A−1)T
∂(A)T
∂t
JAA−1 + (A−1)T(A)TJ ∂A
∂t
A−1 = 0⇒ (B)TJ + JB = 0 ,
et finalement :
−(JB)T + JB = 0⇒ (C)T = C ,
ce qui termine la de´monstration. 
REMARQUE 4.8. Le The´ore`me nous donne aussi le nouvel hamiltonien, car
d’apre`s la de´monstration nous avons :
K = Hˆ+K0 ,
ou` Hˆ est le vieux hamiltonien re´crit dans les nouvelles variables, et K0 est l’hamil-
tonien associe´ au champs de vecteurs hamiltonien ∂~y∂t , c’est–a`–dire :
∂~y
∂t
= J∇~yK0 .
Si la transformation est comple`tement canonique, alors K0 ≡ 0 et le nouveau
hamiltonien est le transforme´ du vieux.
Nous avons de´ja` vu une proprie´te´ importante du flot hamiltonien dans la
section II.4, a` savoir l’invariance des volumes dans l’espace des phases ; ici nous
pre´senterons une deuxie`me proprie´te´ remarquable : le flot hamiltonien de´finit une
transformation canonique. Autrement dit la solution des e´quations d’Hamilton pour
un hamiltonien donne´, vu comme application a` temps fixe´, pre´serve la structure des
e´quations d’Hamilton pour tout autre hamiltonien. Dans la section suivante nous
interpre´terons ce re´sultat dans son cadre naturel de la ge´ome´trie symplectique.
THE´ORE`ME 4.9. Soit H un hamiltonien et soit Φt son flot pour t re´el, c’est–
a`–dire pour tout t :
(III.4.13) Φt(~p(0), ~q(0)) = (~p(t), ~q(t)) ,
ou` (~p(t), ~q(t)) est la solution des e´quations d’Hamilton pour l’hamiltonien H avec
donne´es initiales (~p(0), ~q(0)).
Alors l’application (III.4.13) est canonique.
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De´monstration. Notons pour simplifier ~x = (~p(0), ~q(0)) et soit :
At(~x) :=
∂Φt
∂~x
,
la matrice Jacobienne du flot pour un t fixe´. Pour de´montrer le re´sultat nous prou-
verons que At est symplectique pour tout (t, ~x), c’est–a`–dire :
(At(~x))
TJAt(~x) = J .
Nous remarquons qu’il est e´quivalent de de´montrer que pour tout t on a :
(III.4.14)
∂
∂t
(
(At(~x))
TJAt(~x)
)
= 0 ,
en effet cela implique que la matrice (At(~x))
TJAt(~x) est constante par rapport a`
t et en particulier pour t = 0 elle vaut J , car At=0(~x) = I (si t = 0 aucun point
n’est bouge´ par le flot).
Au lieu de de´montrer (III.4.14) pour tout t nous montrons qu’il est suffisant de
le prouver pour t = 0 ; le flot de´finit un groupe a` un parame`tre, c’est–a`–dire :
Φ(t+τ)(~x) = Φτ
(
Φt(~x)
)
,
mais alors la matrice Jacobienne ve´rifie :
At+τ (~x) = Aτ
(
Φt(~x)
)
At(~x) ,
et donc (III.4.14) se re´crit comme (car si τ = 0 alors t+ τ = t arbitraire) :
∂
∂τ
(
(At+τ (~x))
TJAt+τ (~x)
)
= (At(~x))
T ∂
∂τ
[
(Aτ
(
Φt(~x)
)
)TJAτ
(
Φt(~x)
)]
τ=0
At(~x) = 0 .
Inte´ressons-nous donc a` t = 0. Or
(III.4.15)
∂(At)ij
∂t
∣∣∣
t=0
=
∂
∂xj
dΦti
dt
∣∣∣
t=0
=
∂
∂xj
Jil ∂H
∂xl
(~x) = Jil ∂H
∂xlxj
(~x) ,
(notation indices re´pe´te´s sous-entendent sommation applique´e a` ~X = J∇H), donc
en notation matricielle :
∂At
∂t
∣∣∣
t=0
= JHes(H) ,
ou` Hes(H) est la matrice Hessienne associe´e a` l’hamiltonien H, et de fac¸on simi-
laire :
∂(At)
T
∂t
∣∣∣
t=0
= Hes(H)(J )T ,
car la matrice Hessienne est syme´trique. Nous pouvons donc conclure que :
∂
∂t
(
(At)
TJAt
) ∣∣∣
t=0
= Hes(H)(J )TJAt=0+(At=0)TJJHes(H) = Hes(H)I−IHes(H) = 0 ,
ou` nous avons utilise´ les relations : (J )T = J−1, J 2 = −I et At=0 = I car a` t = 0
le flot n’a de´place´ aucun point et donc sa matrice Jacobienne est l’identite´. 
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Fig. 2. Varie´te´ avec deux cartes locales, Ui et Uj , et les change-
ments de coordonne´es respectifs, ϕi et ϕj .
5. Fonctions, champs de vecteurs et formes diffe´rentielles sur varie´te´s
Le but de cette section est de fournir un bref rappel des notions vues dans le
cours de Ge´ome´trie diffe´rentielle, et donc suppose´es connues, lie´es aux varie´te´s.
Soit M un varie´te´ diffe´rentiable de dimension m, alors il existe un syste`me
d’ouverts de la varie´te´ U ⊂ M et des fonctions ϕ : U → V ⊂ Rm , re´gulie`res,
inversible et avec inverse de la meˆme re´gularite´, c’est–a`–dire un atlas (voir Fig. 2).
Si le point x ∈ Ui ⊂ M on appellera son image par ϕi i–e`me coordonne´e :
ϕi(x) = xi ∈ Vi. Si deux cartes locales ont une intersection non vide, Ui ∩ Uj 6= ∅,
alors l’application (dite fonction de transition) ψij := ϕi ◦ ϕ−1j : Vj → Vi est
un changement (local) de coordonne´es dans Rm. La re´gularite´ des fonctions ψij
de´termine la re´gularite´ de la varie´te´.
5.1. Fonctions. Une fonction, f , (ou 0–forme) sur une varie´te´M est un objet
intrinse`que : f : M → R, tel que pour toute carte locale (Ui, ϕi) il existe une
repre´sentation locale, fi :
fi := f ◦ ϕ−1i : Vi → R ,
c’est–a`–dire une fonction “normale–usuelle”. De plus pour tout couple de cartes
locales, (Ui, ϕi) et (Uj , ϕj), avec intersection non vide, Ui ∩ Uj 6= ∅, alors on peut
de´finir deux repre´sentations locales, fi et fj, qui sont (c’est bien ici la contrainte
que la fonction f soit un objet intrinse`que, c’est–a`–dire de´fini inde´pendamment des
coordonne´es choisies) relie´es par la relation (voir Fig. 3) :
(III.5.1) fj = fi ◦ ψij .
5.2. Champs de vecteurs. Sur chaque point x ∈M il est bien de´fini un es-
pace tangent, de´note´ par TxM , de dimensionm. La re´union des tous les espaces tan-
gents a une structure “naturelle”de varie´te´ appele´e fibre´ tangent, TM = ∪x∈MTxM ,
dont la dimension est 2m : un point de TM est un couple (x, ~X), avec x ∈ M et
~X ∈ TxM . Un champ de vecteurs surM est une application qui a` tout point x ∈M
associe un point de TM , (x, ~X(x)), ou` le vecteur ~X(x) est dans TxM .
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Fig. 3. Fonctions sur varie´te´ avec deux repre´sentations locales.
Pour toute carte locale (Ui, ϕi) et pour tout point x ∈ Ui ⊂ M , nous pou-
vons de´finir une base de TxM , forme´e par les vecteurs tangents aux lignes coor-
donne´es (c’est–a`–dire les images inverses par les fonctions ϕi des axes des coor-
donne´es dans Rm), note´s ge´ne´ralement par ∂∂x1 , . . . ,
∂
∂xm
, parfois note´s aussi pour
abre´ger ∂1, . . . , ∂m (voir Fig. 4). Dans cette base le champ admet l’e´criture suivante :
~X(x) =
m∑
i=1
Xi(x)
∂
∂xi
.
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Fig. 4. Champs de vecteurs sur varie´te´. A` gauche construction de
fibre´ tangent, a` droite l’application tangente et la transformation
des champs repre´sentatifs locaux.
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Soit (U,ϕ) une carte locale, alors pour tout x ∈ U ⊂M , on de´finit l’application
tangente (a` ϕ) Dϕ : TxM → Rm, ou` Rm ∼ Tϕ(x)V . Par construction cette applica-
tion associe a` la base ∂1, . . . , ∂m la base standard de R
m, e1, . . . , em.
Pour tout champ ~X sur M , et pour toute carte (Ui, ϕi), l’application tangente
de´finit un champ local sur Vi = ϕi(Ui) appele´ champ repre´sentatif local de ~X :
~X(x) =
m∑
i=1
Xi(x)
∂
∂xi
⇒Dϕi ~X(i)(x) =
m∑
j=1
Xj(x)ej ,
ou` dans la formule de droite nous avons introduit un petit abus de langage en
de´finissant Xj(x), en re´alite´ on devrait e´crire Xj(ϕi(x)). Si ~X
(i)(x) et ~X(j)(x) sont
deux repre´sentations locales du meˆme champ avec deux cartes diffe´rentes (Ui, ϕi)
et (Uj , ϕj), avec Ui ∩ Uj 6= ∅, alors ces deux champs locaux sont lie´s par la loi de
transformation (qui rend l’objet champ intrinse`que) :
(III.5.2) ~X(j)(ξj) = A
−1 ~X(i)(ψij(ξj)) ,
ou` A =
∂ψij
∂ξj
est la matrice Jacobienne de la fonction de transition et ξj = ϕj(x)
est l’image du point x ∈ Uj ⊂ M dans Vj (i.e. coordonne´es locales du point sur la
varie´te´).
Vice versa si nous avons une famille de champs locaux de´finis surRm, ( ~X(j))1≤j≤k,
pour un certain k fini (plus grands que le nombre de cartes ne´cessaires pour pa-
rame´triser la varie´te´M) qui ve´rifient les relations (III.5.2), alors il existe un champ
~X global de´fini sur M , dont les ~X(j) sont les champs repre´sentatifs locaux.
5.3. 1–formes diffe´rentielles. Soit x ∈ M , comme nous avons pu de´finir
l’espace tangent a` M en x, nous pouvons aussi de´finir son dual, l’espace cotangent,
note´ par T ∗xM , c’est–a`–dire l’ensemble des applications line´aires de TxM → R. On
peut montrer (voir cours de ge´ome´trie) que la re´union de tous les espaces cotangents
a une structure de varie´te´, appele´e fibre´ cotangent, T ∗M = ∪x∈MT ∗xM , dont la
dimension est 2m 4. Un point de T ∗M est un couple (x, θ), ou` θ de´pend de x mais
nous ne l’avons pas note´ pour simplifier les notations, avec x ∈ M et θ ∈ T ∗xM .
Par de´finition de 1–forme, θ agit sur un vecteur ~X de TxM en donnant un re´el,
puisque θ et ~X de´pendent du point x avec re´gularite´, ce nombre re´el varie de fac¸on
re´gulie`re avec le point x, nous avons donc une fonction : f :M → R, telle que :
f : x 7→ f(x) := θ(x) · ~X(x) .
Dans chaque espace cotangent nous pouvons de´finir une base “naturelle”donne´e
par les diffe´rentielles des fonctions de´finissant les cartes locales, si x ∈ Ui ⊂M , alors
une telle base est donne´e par dϕ
(i)
1 , . . . , dϕ
(i)
m . Car ϕ(x) est une coordonne´e sur Rm,
on utilise souvent la notation simplifie´e : dx1, . . . , dxm “en oubliant”sur quelle carte
on travaille. Dans cette base un e´le´ment θ(x) ∈ T ∗xM pourra s’e´crire comme :
θ(x) =
m∑
j=1
θj(x)dxj ,
ou` la composante θj(x) est obtenue en appliquant la forme θ sur l’e´le´ment de base
de TxM , ∂j .
4Une 1–forme est aussi appele´e une section de T ∗M , c’est–a`–dire une application re´gulie`re
θ : M → T ∗M telle que π ◦ θ = idM , ou` π : T
∗M → M est la projection naturelle de´finie par
π : (x, θ) ∈ T ∗xM 7→ π(x, θ) = x et idM est la fonction identite´ de M.
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Comme nous l’avons vu pour les vecteurs, a` chaque forme nous pouvons associer
sa repre´sentation locale, aussi dite covecteur pour la distinguer des vecteurs :
θ(x) =
m∑
j=1
θj(x)dxj ⇒ θ(j)(x) = (θ1(x), . . . , θm(x)) ,
ou` nous avons encore une fois abuse´ avec la notation en e´crivant θj(x) au lieu de
θj(ϕj(x)). La fonction construite a` partir d’une 1–forme et d’un vecteur aura une
repre´sentation locale :
f(x) = θ(x) · ~X(x) =
m∑
j=1
θj(x) ~Xj(x) .
Si θ(i) et θ(j) sont deux repre´sentations locales de la meˆme 1–forme, dans deux
cartes diffe´rentes, alors ces objets sont relie´s par la formule suivante :
(III.5.3) θ(j)(ξj) = (A)
Tθ(i)(ψij(ξj)) ,
ou` encore un fois A est la matrice Jacobienne de φij , fonction de transition entre
les cartes (Ui, ϕi) et (Uj , ϕj), et ξj = ϕj(x) est l’image du point x ∈ Uj ⊂M dans
la j–e`me carte. Observez que les 1–formes ont une loi de transformation diffe´rente
des vecteurs (cfr. (III.5.2)). Cette loi est compatible avec la loi de transformation
de fonctions (III.5.1), car comme nous avons de´ja` dit avec une 1–forme, θ, et un
vecteur ~X on peut construire la fonction f(x) = θ(x)( ~X(x)) ; car les objets θ et
~X sont globaux, nous voudrons la meˆme proprie´te´ pour f , en effet si nous prenons
deux repre´sentatifs locaux pour la forme et le vecteur nous avons 5 :
fi(ψij(ξj)) = θ
(i)(ψij(ξj)) · ~X(i)(ψij(ξj)) = (A−1)Tθ(j)(ξj) ·A ~X(j)(ξj) = fj(ξj) ,
Vice versa les relations (III.5.3) assurent qu’une famille de 1–forme admet une forme
globale de´finie sur la varie´te´.
L’exemple plus simple de 1–forme est la diffe´rentielle d’une fonction, f : M →
R, la df est la 1–forme dont les composantes dans une carte locale donne´e sont :
df(x) =
m∑
j=1
∂f
∂xj
dxj .
5.4. 2–formes diffe´rentielles. Nous avons introduit les 1–formes comme ap-
plications line´aires de´finies sur un certain espace vectoriel, nous pouvons bien
ge´ne´raliser cette ide´e a` des objets de´finis sur deux vecteurs a` valeur toujours
dans R, c’est les 2–formes (externes). Une 2–forme est une application biline´aire,
antisyme´trique qui a` tout couple de e´le´ments de TxM associe un re´el : ω(x) :
TxM × TxM → R. La proprie´te´ d’antisyme´trie permet de dire que :
ω(x)( ~X, ~Y ) = −ω(x)(~Y , ~X) ∀( ~X, ~Y ) ∈ TxM × TxM
En coordonne´es locales, une 2–forme est repre´sente´e par une matrice, anti-
syme´trique (ωij)ij (nous oublierons ici d’e´crire les indices des cartes locales pour
ne pas alourdir les notations) :
ω(x)( ~X, ~Y ) =
m∑
i,j=1
Xi(x)ωij(x)Yj(x) ;
5L’ope´ration d’appliquer une 1–forme a` un vecteur peut eˆtre vue comme un produit scalaire
et donc nous avons la proprie´te´ suivante Bθ · ~X = θ · (B)T ~X si nous avons des objets re´els.
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comme nous avons vu pour les 1–formes, les “composantes”de la 2–forme sont
obtenues en l’appliquant aux vecteurs de la base de TxM : ωij(x) = ω(∂i, ∂j).
Si ω(j) et ω(i) sont deux repre´sentations locales de la meˆme 2–forme, alors nous
avons :
(III.5.4) ω(j)(ξj) = (A)
Tω(i)(ψij(ξj))A ,
avec les meˆmes notations utilise´es plus haut. Encore une fois ces relations per-
mettent de de´finir un objet global en partant d’une famille d’objets locaux.
Une 2–forme peut eˆtre construite de deux fac¸ons en partant de 1–formes :
produit exte´rieur et diffe´rentiation exte´rieure.
Soit donne´es deux 1–formes, θ et θ′, alors leur produit exte´rieur est de´fini
comme :
(III.5.5) (θ ∧ θ′)( ~X, ~Y ) :=
(
θ · ~X
)(
θ′ · ~Y
)
−
(
θ · ~Y
)(
θ′ · ~X
)
,
on peut ve´rifier que l’objet ainsi de´fini est bien une 2–forme.
Dans chaque carte locale nous avons la base des 1–formes, dx1, . . . , dxm, avec
le produit exte´rieur nous pouvons de´finir une base pour les 2–formes :
dxi ∧ dxj 1 ≤ i, j ≤ m,
on peut aise´ment ve´rifier que seulement m(m− 1)/2 d’entre eux sont inde´pendants
(utiliser l’antisyme´trie pour mettre a` ze´ro ceux avec les meˆmes indices et pour relier
ceux avec les indices e´change´s). Dans cette base la repre´sentation locale d’une 2–
forme est :
ω(x) =
∑
1≤i,j≤m
ωij(x)dxi ∧ dxj .
Une deuxie`me fac¸on de “construire”une 2–forme en partant d’une 1–forme, est
en proce´dant par diffe´rentiation exte´rieure ; si dans une carte locale, la 1–forme
admet l’e´criture θ(x) =
∑m
j=1 θj(x)dxj , alors par de´finition :
(III.5.6) dθ :=
m∑
i=1
dθi ∧ dxi =
m∑
i,j=1,i<j
(
∂θi
∂xj
− ∂θj
∂xi
)
dxi ∧ dxj .
On peut ve´rifier que cela de´finit une 2–forme locale et de plus les relations (III.5.4)
s’appliquent de fac¸on a` de´finir un objet global.
5.5. Quelques de´finitions. Une 1–forme est dite ferme´e si sa de´rive´e exte´rieure
vaut ze´ro : dθ = 0. Une 1–forme est dite exacte s’il existe une fonction f , telle que
θ = df . Toute forme exacte est aussi ferme´e : d(df) = 0, mais le contraire n’est
pas vrai, il s’ave`re que la fonction qui donne la forme exacte n’est de´finie que lo-
calement, notons aussi que pour les ouverts simplement connexes de Rm les deux
notions co¨ıncident (Lemme de Poincare´).
Une 2–forme est dite non–de´ge´ne´re´e si :
ω( ~X, ~Y ) = 0 ∀ ~Y ⇒ ~X = 0 ,
dans une repre´sentation locale cela se re´e´crit comme detωij 6= 0. Toute 2–forme
non–de´ge´ne´re´e permet d’e´tablir une correspondance biunivoque entre 1–formes et
vecteurs : pour tout champ de vecteurs ~Y est bien de´finie la 1–forme θ = ω(·, ~Y ),
c’est–a`–dire la 1–forme telle que sur un vecteur ~X elle donne : θ · ~X = ω( ~X, ~Y ). Vice
version Janvier 2009 Timoteo Carletti
p. 42 Chapitre III
versa si nous avons une 1–forme θ, alors graˆce a` la condition de non–de´ge´ne´ration
il existe un seul vecteur 6 ~Y , tel que θ · ~X = ω( ~X, ~Y ) pour tout ~X.
Si une 2–forme est antisyme´trique et non–de´ge´ne´re´e alors la dimension de la
varie´te´ est forcement paire, en effet :
detω = det(ω)T = det(−ω) = (−1)m detω ,
et puisque detω 6= 0 il suit ne´cessairement que m = 2n.
6. Condition de Lie
Le but de cette section est de caracte´riser les transformations canoniques a`
l’aide des formes diffe´rentielles ; cette nouvelle caracte´risation sera utilise´e dans la
section suivante pour “construire”des transformations canoniques.
Dans cette section nous utilisons le formalisme des formes diffe´rentielles, vu
dans le cours de ge´ome´trie et pre´sente´ brie`vement dans la section pre´ce´dente,
initialement nous travaillerons dans Rm, dans une autre section nous aborderons
brie`vement le proble`me sur les varie´te´s. Nous commenc¸ons par donner une de´finition.
DE´FINITION 6.1. Un forme diffe´rentielle θ dans R2m+1 :
(III.6.1) θ =
2m+1∑
i=1
θi(~x)dxi ,
est dite non singulie`re si la matrice A(~x), antisyme´trique (2m + 1) × (2m + 1),
de´finie par 7 :
(III.6.2) Aij =
∂θi
∂xj
− ∂θj
∂xi
,
est de rang maximal (c’est–a`–dire 2m). Le noyau de A(~x), ker(A) = {~v ∈ R2m+1 :
A(~x)~v = 0} de´termine, quand ~x varie, un champ de directions appele´es directions
de rotationnel. Les courbes inte´grales du champ de directions de rotationnel sont
appele´es courbes de rotationnel.
EXEMPLE 6.2. La forme θ = x2dx1+x3dx2+x1dx3 dans R
3 est non singulie`re.
En effet la matrice A associe´e est :
A =

 0 1 −1−1 0 1
1 −1 0

 ,
qui est de rang 2. Le noyau de A est forme´ des vecteurs ~v ∈ R3 tels que :
A~v = 0⇒ v2 = v3 , v1 = v3 et v1 = v2 ,
c’est–a`–dire ~v = a(1, 1, 1)T, pour a ∈ R.
EXEMPLE 6.3. La forme θ = x1dx2+
1
2 (x
2
1+x
2
2)dx3 dans R
3 est non singulie`re.
En effet la matrice A associe´e est :
A =

 0 −1 −x11 0 −x2
x1 x2 0

 ,
6S’il existait ~Y1 6= ~Y2 tels que θ · ~X = ω( ~X, ~Y1) = ω( ~X, ~Y2) pour tout ~X alors 0 = ω( ~X, ~Y1)−
ω( ~X, ~Y2) = ω( ~X, ~Y1−~Y2) pour tout ~X, mais alors la condition de non–de´ge´ne´ration nous donnerait
~Y1 − ~Y2 = 0 contre l’hypothe`se.
7Observez que (Aij) est la matrice repre´sentative de la forme dθ.
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qui est de rang 2. Le noyau de A est forme´ des vecteurs ~v ∈ R3 tels que :
A~v = 0⇒ v2 = −x1v3 , v1 = x2v3 et x1v1 = −x2v2 ,
c’est–a`–dire ~v = (x2,−x1, 1).
Conside´rons maintenant une courbe ferme´e γ, alors les lignes de rotationnels
passant par la courbe γ de´finissent une surface dans R2m+1 et le Lemme de Stokes
permet d’identifier les inte´grales de la forme non–singulie`re sur les deux courbes
(voir Fig. 5).
γ1
γ2
σ
Fig. 5. Ge´ome´trie pour le Lemme de Stokes.
LEMME 6.4 (Lemme de Stokes). Soit θ une 1–forme non–singulie`re dans R2m+1
et soit γ1 et γ2 deux courbes ferme´es appartenant a` la meˆme surface du rotationnel
de θ alors : ∫
γ1
θ =
∫
γ2
θ .
De´monstration. La de´monstration est base´e sur le The´ore`me de Stokes 8
et sur le fait que dθ = 0 sur la surface du rotationnel graˆce a` la condition de
non–singularite´, par de´finition (III.5.6) :
dθ =
2m+1∑
i,j=1
(
∂θi
∂xj
− ∂θj
∂xi
)
dxi ∧ dxj ,
et donc pour tout ~v ∈ ker(A) nous avons dθ · ~v = 0.
Finalement en prenant comme varie´te´ σ la surface du rotationnel pour le
The´ore`me de Stokes nous avons : ∫
σ
dθ =
∫
∂σ
θ ,
mais ∂σ = γ1 ∪ γ−12 (c’est–a`–dire γ2 parcourue en direction inverse), donc :
0 =
∫
σ
dθ =
∫
∂σ
θ =
∫
γ1
θ −
∫
γ2
θ .

8
The´ore`me de Stokes Soit M une varie´te´ 2–dimensionnelle avec bord et oriente´e, alorsR
M
dθ =
R
∂M
θ, ou` θ est une 1–forme sur M .
Le The´ore`me est vrai pour une varie´te´ de dimension quelconque, l, et une (l − 1)–forme.
La formule d’inte´gration vue dans le cours de premie`re anne´e est donc un cas particulier avec
M = [a, b] ⊂ R, θ une 0–forme, c’est–a`–dire une fonction, et donc :
R b
a
f ′dx =
R
[a,b] dθ =
R
∂[a,b] θ =
f
˛˛
˛b
a
= f(b) − f(a).
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Nous pouvons maintenant introduire la forme de Poincare´–Cartan qui va nous
permettre de caracte´riser les transformations canoniques.
THE´ORE`ME 6.5. La 1–forme diffe´rentielle :
(III.6.3) θ =
m∑
j=1
pjdqj −H(~p, ~q, t)dt ,
en R2m+1 est non–singulie`re et elle est dite forme de Poincare´–Cartan. Ses lignes
de rotationnel sont les courbes inte´grales des e´quations d’Hamilton associe´es a` l’ha-
miltonien H.
De´monstration. La matrice associe´e a` la forme θ est donne´e par :
A(~p, ~q, t) =

 Ø −I ∇~pHI Ø ∇~qH
−(∇~pH)T −(∇~qH)T 0

 .
E´videmment le rang de A est 2m pour tout (~p, ~q, t) car elle contient comme mineur
la matrice J . En outre le vecteur ~v(~p, ~q, t) = (−∇~qH,∇~pH, 1)T appartient au noyau
de A :
A~v =

 Ø −I ∇~pHI Ø ∇~qH
−(∇~pH)T −(∇~qH)T 0



−∇~qH∇~pH
1

 = 0 ,
et donc les lignes de rotationnel de θ co¨ıncident avec les solutions des e´quations
d’Hamilton dans l’espace des phases e´tendu, c’est–a`–dire en incluant aussi le temps.

Le Lemme de Stokes pour la forme de Poincare´–Cartan (connu en litte´rature
comme The´ore`me de l’invariant inte´grale de Poincare´–Cartan) permet de caracte´riser
les transformations canoniques en termes de ge´ome´trie de l’espace des phases. En
effet les transformations canoniques envoient un syste`me d’e´quations d’Hamilton
pour un hamiltonien H dans un nouveau syste`me d’e´quations d’Hamilton pour
un nouveau hamiltonien K, et donc elles envoient les surfaces de rotationnel d’un
syste`me sur l’autre.
PROPOSITION 6.6. Une transformation canonique envoie les surfaces de rota-
tionnel de la forme de Poincare´–Cartan (III.6.3) dans les surfaces de rotationnel
de la forme :
(III.6.4) Θ =
m∑
j=1
PjdQj −K(~P , ~Q, t)dt .
EXEMPLE 6.7. Conside´rons la transformation :
p = α
√
P cos(γQ) , q = β
√
P sin(γQ) αβγ 6= 0 .
De´terminer pour quelles valeurs des parame`tres elle est canonique et ensuite calculer
la forme de Poincare´–Cartan dans les deux syste`mes des coordonne´es.
Nous devons de´terminer les parame`tres tels que la matrice Jacobienne de la
transformation soit symplectique pour tout (p, q, t) :
A =
(
α
2
√
P
cos(γQ) −γα√P sin(γQ)
β
2
√
P
sin(γQ) γβ
√
P cos(γQ)
)
,
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or nous avons vu que Sp(1,R) ∼ SL(2,R), donc il est suffisant de calculer le
de´terminant de A et de l’imposer e´gal a` 1 :
1 = detA =
αβγ
2
.
Soit donc αβγ = 2, et calculons la diffe´rence des formes de Poincare´–Cartan
dans les deux syste`mes de coordonne´es exprime´e dans les nouvelles coordonne´es :
θ −Θ = pdq −Hdt− (PdQ−Kdt)
= α
√
P cos(γQ)
(
β
2
√
P
sin(γQ)dP + βγ
√
P cos(γQ)dQ
)
−Hdt− (PdQ−Kdt) ,
la transformation ne de´pend pas du temps de fac¸on explicite et donc les deux ha-
miltoniens sont lie´s par la relation H = K, donc :
θ −Θ = αβ
2
cos(γQ) sin(γQ)dP + αβγP cos2(γQ)dQ− PdQ
=
1
2γ
sin(2γQ)dP − 2P (1
2
− cos2(γQ))dQ
=
1
2γ
sin(2γQ)dP + P cos(2γQ)dQ .
Observons que le dernier terme est la diffe´rentielle d’une fonction (la dernie`re
e´criture de la 1–forme nous donne une forme exacte) :
d
(
P
2γ
sin(2γQ)
)
=
1
2γ
sin(2γQ)dP + P cos(2γQ)dQ ,
donc nous pouvons conclure que :
θ −Θ = d
(
P
2γ
sin(2γQ)
)
,
or deux formes qui diffe`rent pour une forme exacte ont la meˆme surface de rota-
tionnel car d
[
d
(
P
2γ sin(2γQ)
)]
= 0 et donc dθ = dΘ.
Nous allons maintenant montrer que non seulement le fait d’envoyer les surfaces
de rotationnel d’un syste`me sur celles d’un deuxie`me est une condition ne´cessaire
pour avoir une transformation canonique, mais cette condition s’ave`re aussi suffi-
sante.
THE´ORE`ME 6.8 (Condition de Lie). Une transformation de coordonne´es pi =
pi(~P , ~Q, t), qi = qi(~P , ~Q, t), pour i = 1, . . . ,m est canonique si et seulement si la
diffe´rence entre les formes de Poincare´–Cartan e´crite dans les deux syste`mes de
coordonne´es est une forme exacte, c’est–a`–dire il existe une fonction re´gulie`re f
telle que :
(III.6.5) θ˜ − Θ˜ =
m∑
j=1
(
pj d˜qi − Pj d˜Qi
)
= d˜f ,
ou` nous avons introduit la diffe´rentiation exte´rieure a` temps fixe´, c’est–a`–dire pour
toute fonction g(~P , ~Q, t) re´gulie`re, alors d˜g := dg−∂g∂t dt =
∑m
j=1
(
∂g
∂Pj
dPj +
∂g
∂Qj
dQj
)
.
REMARQUE 6.9. Si la transformation est comple`tement canonique, c’est–a`–
dire elle ne de´pend pas de fac¸on explicite du temps, alors d˜ = d et la fonction f du
The´ore`me peut eˆtre choisie elle aussi inde´pendante du temps.
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EXEMPLE 6.10. Dans l’exemple 4.5 nous avons montre´ que la transformation
de variables induite d’une transformation sur les seules variables ~q est canonique.
Avec le The´ore`me pre´ce´dent la de´monstration devient triviale.
Soit donc ~Q = ~Q(~t) et ~P = ((A)T)−1~p, ou` A est la matrice Jacobienne du
changement de variables, A = ∂Qi∂qj ; alors la diffe´rence entre les formes de Poincare´–
Cartan s’e´crit (notation indices re´pe´te´s e´gal indices additionne´s) :
pjdqj −PjdQj = pjdqj − pl(A−1)ljAjkdqk = pjdqj − plδlkdqk = pjdqj − pkdqk ≡ 0 .
Nous concluons cette section avec le re´sultat suivant qui caracte´rise les trans-
formations canoniques en termes de forme de Poincare´–Cartan :
THE´ORE`ME 6.11. Si la transformation de coordonne´es pi = pi(~P , ~Q, t), qi =
qi(~P , ~Q, t), pour i = 1, . . . ,m est canonique, et si nous de´notons la nouvelle forme
de Poincare´–Cartan par :
(III.6.6) Θ =
m∑
j=1
PjdQj −K(~P , ~Q, t)dt ,
alors il existe une fonction re´gulie`re f(~P , ~Q, t) telle que :
(III.6.7)
m∑
j=1
(pjdqj − PjdQj) + (K −H) dt = df ,
c’est–a`–dire la diffe´rence entre les deux formes de Poincare´–Cartan est une forme
exacte.
Vice versa si la transformation de coordonne´es pi = pi(~P , ~Q, t), qi = qi(~P , ~Q, t),
pour i = 1, . . . ,m est telle qu’il existe deux fonctions K(~P , ~Q, t) et f(~P , ~Q, t), telles
que Θ de´finie comme dans (III.6.6) ve´rifie la relation (III.6.7), alors la transfor-
mation est canonique et le nouvel hamiltonien est K.
7. Fonctions ge´ne´ratrices (de transformations canoniques)
Dans la section pre´ce´dente nous avons caracte´rise´ les transformations cano-
nique, nous allons maintenant nous inte´resser a` une proce´dure explicite qui nous
permettra de construire ces transformations canoniques.
Nous avons vu que la condition de Lie (cfr. (III.6.5) ou (III.6.7)) est une condi-
tion ne´cessaire et suffisante pour avoir une transformation canonique.
Supposons qu’on ait deux groupes de coordonne´es, les vieilles (~p, ~q) et les nou-
velles (~P , ~Q) , et supposons que l’on connaisse la relation qui les relie :
(III.7.1) ~P = ~P (~q, ~Q, t) et ~p = ~p(~q, ~Q, t) ,
observons que nous n’avons pas un changement de coordonne´es car nous savons
exprimer le groupes de vieilles variables, ~p, et un groupe des nouvelles, ~P , en fonction
des restantes (~q, ~Q). Nous nous demandons sous quelle condition nous pouvons
obtenir une transformation canonique (c’est–a`–dire exprimer les nouvelles en termes
des vieilles et pre´server la structure des e´quations d’Hamilton).
Supposons qu’on ait re´solu pour le moment le proble`me de savoir exprimer les
nouvelles variables en fonction des vieilles, alors la condition de Lie (III.6.7) nous
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assure l’existence d’une transformation canonique si nous trouvons les fonctions K
et F ; la condition de Lie se re´crit dans le cas pre´sent comme :
(III.7.2)
m∑
j=1
pj(~q, ~Q, t)dqj−H(~p(~q, ~Q, t), ~q, t)dt−

 m∑
j=1
Pj(~q, ~Q, t)dQj −K(~P (~q, ~Q, t), ~Q, t)dt

 = dF (~q, ~Q, t) .
Mais la diffe´rentielle de la fonction F est donne´e par (rappelons que les variables ~q
et ~Q sont suppose´es eˆtre inde´pendantes) :
(III.7.3) dF (~q, ~Q, t) =
m∑
j=1
(
∂F
∂qj
dqj +
∂F
∂Qj
dQj
)
+
∂F
∂t
dt ,
et pour satisfaire les conditions (III.7.2) et (III.7.3) il faut que les relations suivantes
soient ve´rifie´es :
(III.7.4) pj =
∂F
∂qj
, Pj = − ∂F
∂Qj
et K = H + ∂F
∂t
∀ j = 1, . . . ,m .
Il nous reste le proble`me d’exprimer les nouvelles coordonne´es en fonction des
vieilles, mais pour cela (The´ore`me de la fonction implicite) il est suffisant de de-
mander :
(III.7.5) det
∂pi
∂Qj
6= 0 ,
car de cette fac¸on nous pouvons inverser la seconde relation des (III.7.1) pour
exprimer :
~Q = ~Q(~q, ~p, t) ,
et substituer dans la premie`re relation de (III.7.1). Les variables ~P sont ainsi obte-
nues :
~P = ~ˆP (~q, ~Q(~q, ~p, t), t) = ~P (~p, ~q, t) ;
la relation (III.7.5) est e´quivalente graˆce a` (III.7.4) a` la relation :
(III.7.6) det
∂2F
∂qi∂Qj
6= 0 .
Nous pouvons re´sumer ce que nous avons fait dans la de´finition suivante.
DE´FINITION 7.1 (Fonction ge´ne´ratrice (du premier type)). Une fonction F (~q, ~Q, t)
qui ve´rifie la relation (III.7.6) induit une transformation canonique sous les condi-
tions (III.7.4). Cette fonction est dite fonction ge´ne´ratrice (du premier type).
EXEMPLE 7.2. La fonction F (q,Q) = mω2 q
2ctgQ de´termine une transformation
canonique, de plus elle permet de transformer l’hamiltonien H(p, q) = p22m + mω
2q2
2
dans le nouveau hamiltonien K(P,Q) = ωP .
La condition (III.7.6) est ve´rifie´e car :
∂2F
∂q∂Q
= −mωq(1+ctg2Q) 6= 0 si q 6= 0 (il faut aussi exclure Q = 0 pour avoir la re´gularite´) ;
la transformation induite est (cfr. (III.7.4)) :
p = mωqctgQ et P =
mω
2
q2(1 + ctg2Q) ,
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il nous reste maintenant a` exprimer un groupe de variables en fonction des autres,
par exemple (p, q) en fonction des nouvelles :
q =
√
2P
mω
(
1 + co tan2Q
) =
√
2P
mω
sinQ ,
et donc :
p = mω
√
2P
mω
cosQ =
√
2Pmω cosQ .
Le nouveau hamiltonien est le transforme´ du vieux, car la transformation ne de´pend
pas du temps de fac¸on explicite :
K(P,Q) = H(p(P,Q), q(P,Q)) = 1
2m
(√
2Pmω cosQ
)2
+
mω2
2
(√
2P
mω
sinQ
)2
= Pω .
Dans les nouvelles variables la dynamique est triviale :{
P˙ = − ∂K∂Q = 0
Q˙ = ∂K∂P = ω
donc
P (t) = P (0) et Q(t) = Q(0) + ωt ,
et finalement dans les variables de de´part nous avons :
p(t) =
√
2P (0)mω cos(ωt+Q(0)) et q(t) =
√
2P (0)
mω
sin(ωt+Q(0)) .
La fonction ge´ne´ratrice que nous avons introduite de´pend des variables (q,Q),
mais nous aurions pu prendre n’importe quel autre ensemble de vieilles et nou-
velles variables (sans repe´tition) ; nous avons aussi vu que la transformation qui
e´change les variables q avec les variables p (a` un signe pre`s) est canonique et donc
quitte a` renommer les variables nous pouvons introduire quatre classes de fonctions
ge´ne´ratrices :
(III.7.7)

(premier type) F1(~q, ~Q, t) avec det
(
∂2F1
∂qi∂Qj
)
6= 0 et pi = ∂qiF1 Pi = −∂QiF1
(deuxie`me type) F2(~q, ~P , t) avec det
(
∂2F2
∂qi∂Pj
)
6= 0 et pi = ∂qiF2 Qi = ∂PiF2
(troisie`me type) F3(~p, ~Q, t) avec det
(
∂2F3
∂Qi∂pj
)
6= 0 et qi = −∂qiF3 Pi = −∂QiF3
(quatrie`me type) F4(~p, ~P , t) avec det
(
∂2F4
∂Pi∂pj
)
6= 0 et qi = −∂qiF4 Qi = ∂PiF4 .
REMARQUE 7.3 (Comment passer d’une version aux autres). Si une transfor-
mation admet plus d’une fonction ge´ne´ratrice ces fonctions sont alors lie´es par des
relations.
Par exemple pour lier F2 avec F1, nous e´crivons la condition de Lie pour F1
(notation indices repe´te´s indique sommation) :
(III.7.8) pidqi −Hdt− (PidQi −Kdt) = dF1 ,
mais F2 est une fonction de ~q et ~P , donc :
dF2 =
∂F2
∂qi
dqi +
∂F2
∂Pi
dPi +
∂F2
∂t
dt .
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Il faut modifier (III.7.8) pour faire apparaˆıtre la diffe´rentielle d’une fonction de ~q
et ~P :
dF1 = pidqi−Hdt−(PidQi −Kdt)−QidPi+QidPi = pidqi−Hdt+Kdt−d(PiQi)+QidPi ,
donc nous obtenons
F2 = F1 + PiQi ,
car le terme introduit d(PiQi) ve´rifie d
2(PiQi) = 0. Par identification des diffe´rentielles,
nous pouvons conclure :
pi =
∂F2
∂qi
, Qi =
∂F2
∂Qi
et K −H = ∂F2
∂t
.
De fac¸on similaire pour les autres :
F3 = F1 − piqi et F4 = F3 + PiQi .
REMARQUE 7.4. Les transformations de´finies initialement sur les variables ~q,
~Q = ~Q(~q, t), appartiennent au deuxie`me type :
F2(~q, ~P , t) = PiQi(~q, t) ,
d’ou` :
pi = Pj
∂Qj
∂qi
= (Aij)
TPj ,
avec A matrice Jacobienne.
La transformation identique rentre aussi dans cette classe :
F2(~q, ~P , t) = Piqi ,
et donc
pi =
∂F2
∂qi
= Pi et Qi =
∂F2
∂Pi
= qi .
REMARQUE 7.5. La transformation qui e´change (a` un signe pre`s) les variables
est dans la quatrie`me classe :
F4(~p, ~P , t) = Pipi ,
et
qi = −∂F4
∂pi
= −Pi et Qi = ∂F4
∂Pi
= pi .
8. Parenthe`ses de Poisson
Nous avons de´ja` remarque´ l’analogie entre les matrices symplectiques et les
matrices orthogonales (il suffit de remplacer dans leur de´finition la matrice J avec
la matrice identite´). Cela permet d’introduire un produit symplectique, au lieu d’un
produit scalaire :
(III.8.1) (~x)T ∗ ~y := (~x)TJ ~y = xiJijyj ∀~x, ~y ∈ R2m .
Avec cette notion nous pouvons de´finir la parenthe`se de Poisson entre deux
fonctions re´gulie`res f, g : R2m+1 → R, comme le produit symplectique de leur
gradient :
(III.8.2) {f, g} := (∇f)T ∗ ∇g = (∇f)TJ∇g ;
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Si ~x = (~p, ~q) alors la parenthe`se de Poisson s’e´crit comme
(III.8.3) {f, g} =
m∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂g
∂qi
∂f
∂pi
)
.
La parenthe`se de Poisson est un instrument fondamental dans la me´canique ha-
miltonienne, nous montrerons son usage pour la recherche des inte´grales premie`res
et pour la caracte´risation des transformations canoniques. Avant de faire cela nous
proposons deux remarques.
REMARQUE 8.1. Si nous calculons les parenthe`ses de Poisson avec les fonctions
pj et H ou bien avec qj et H alors nous trouvons :
{pj,H} =
m∑
i=1
(
∂pj
∂qi
∂H
∂pi
− ∂H
∂qi
∂pj
∂pi
)
=
m∑
i=1
(
0
∂H
∂pi
− ∂H
∂qi
δij
)
= −∂H
∂qj
= p˙j ,
et
{qj,H} = q˙j .
Donc les e´quations d’Hamilton peuvent eˆtre re´crites en termes de parenthe`ses de
Poisson.
REMARQUE 8.2 (Parenthe`ses de Poisson fondamentales). On appelle parenthe`ses
de Poisson fondamentales les parenthe`ses calcule´es avec les variables pi et qi :
{pi, pj} = {qi, qj} = 0 et {pi, qj} = −δij .
La proposition suivante re´unit quelques proprie´te´s des parenthe`ses de Poisson.
PROPOSITION 8.3. Les parenthe`ses de Poisson ve´rifient :
(1) Elles de´finissent une forme biline´aire antisyme´trique sur les fonctions,
c’est–a`–dire, l’application : (f, g) 7→ {f, g} est line´aire dans les deux
“variables”f et g et {f, g} = −{g, f} ;
(2) Re`gle de Leibniz :
{f1f2, g} = f1{f2, g}+ f2{f1, g} ;
(3) Identite´ de Jacobi :
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0 ;
(4) Si on introduit l’ope´rateur Df = {f, ·}, alors
[Df , Dg] = D{f,g} ;
(5) Non–de´ge´ne´ration, si ~x0 ∈ R2m n’est pas un point critique de f , alors il
existe une fonction g telle que {f, g}(~x0) 6= 0.
8.1. Parenthe`ses de Poisson et inte´grales premie`res. Soit H : R2m+1 →
R un hamiltonien et soit
(III.8.4) ~˙x = J∇~xH ,
les e´quations d’Hamilton associe´es. Supposons que pour toute donne´e initiale ~x(0),
le syste`me (III.8.4) ait une solution qui existe pour tout t, dans ce cas le flot
hamiltonien, Φt, de´finit un ope´rateur U t qui, a` toute fonction de´finie sur l’espace des
phases, associe la valeur de cette fonction sur la solution au temps t des e´quations
d’Hamilton :
(U tf)(~x(0), 0) = f(Φt(~x(0)), t) ≡ f(~x(t), t) .
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Une fonction f : R2m+1 → R est appele´e inte´grale premie`re (du flot Hamiltonien)
si et seulement si, quel que soit ~x0 ∈ R2m et t ∈ R on a :
(III.8.5) f(Φt(~x0), t) = f(~x0, t) .
C’est–a`–dire la fonction f est constante sur les orbites du flot hamiltonien.
Puisque la de´rive´e de f calcule´e le long du flot est donne´e par :
df
dt
∣∣∣
flot
=
∂f
∂t
+ (∇~xf)T~˙x = ∂f
∂t
+ (∇~xf)TJ∇~xH ,
alors avec la de´finition de parenthe`se de Poisson nous avons :
df
dt
∣∣∣
flot
=
∂f
∂t
+ {f,H} .
Nous pouvons finalement e´noncer le re´sultat suivant
THE´ORE`ME 8.4. Une fonction f : R2m → R, inde´pendante du temps, est une
inte´grale premie`re du flot hamiltonien si et seulement si
{f,H} = 0 .
8.2. Parenthe`ses de Poisson et transformations canoniques. La de´finition
que nous avons donne´e de parenthe`se de Poisson est lie´e au syste`me de coordonne´es
choisies, par contre le fait d’eˆtre une inte´grale premie`re est inde´pendant du choix
des coordonne´es et en plus est invariant par transformation canonique. Nous devons
donc e´tudier comment les parenthe`ses de Poisson se transforment par un change-
ment de coordonne´es.
THE´ORE`ME 8.5. Les faits suivants sont e´quivalents :
(1) la transformation ~x = ~x( ~X, t) est canonique ;
(2) pour tout couple de fonctions re´gulie`res f(~x, t) et g(~x, t), si nous appelons
F ( ~X, t) = f(~x( ~X, t), t) et G( ~X, t) = g(~x( ~X, t), t) leurs transforme´es dans
les nouvelles coordonne´es, alors :
(III.8.6) {f, g}~x = {F,G} ~X ,
pour tout instant t, ou` nous avons de´note´ par {f, g}~x les parenthe`ses de
Poisson dans les coordonne´es ~x = (~p, ~q) et {F,G} ~X dans les nouvelles
~X = (~P , ~Q) ;
(3) Pour tout i, j ∈ {1, . . . ,m} et pour tout instant t nous avons :
(III.8.7) {Pi, Pj}~x = {Qi, Qj}~x = 0 et {Pi, Qj}~x = −δij ,
c’est–a`–dire la transformation pre´serve les parenthe`ses de Poisson fonda-
mentales.
De´monstration. Montrons que (1) implique (2). Nous avons vu qu’une trans-
formation est canonique si et seulement si sa matrice Jacobienne, Aij =
∂xi
∂Xj
, est
symplectique pour tout t :
(A)TJA = J ;
or les gradients se transforment selon la loi :
∇ ~XF = (A)T∇~xf ,
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en effet (notation indices repe´te´s implique indices additionne´s)
∂F
∂Xi
( ~X, t) =
∂
∂Xi
f(~x( ~X, t), t) =
∂f
∂xj
(~x, t)
∂xj
∂Xi
=
∂f
∂xj
Aji .
Mais alors par de´finition de parenthe`se de Poisson :
{F,G} ~X = (∇ ~XF )TJ∇ ~XG = ((A)T∇~xf)TJ (A)T∇~xg = (∇~xf)TAJ (A)T∇~xg
= (∇~xf)TJ∇~xg = {f, g}~x .
L’implication (2)⇒ (3) est triviale, car (III.8.7) est un cas particulier de (III.8.6)
et pour les variables (~p, ~q) les relations (III.8.7) ont de´ja` e´te´ ve´rifie´es (cfr. re-
marque 8.2).
Il nous reste a` prouver que (3) implique (1), cela est obtenu en montrant que
les relations (III.8.7) impliquent que la matrice Jacobienne est symplectique. Nous
avons vu que une matrice est symplectique si et seulement si sa transpose´e est
symplectique, donc nous pouvons nous limiter a` prouver que AJ (A)T = J ; il
s’agit par un simple calcul 9 de montrer que pour, une transformation quelconque,
la matrice AJ (A)T a la structure a` blocs suivante :
AJ (A)T =
({Pi, Pj} {Pi, Qj}
{Qi, Pj} {Qi, Qj}
)
,
mais alors les relations (III.8.7) nous permettent de conclure que :
AJ (A)T =
(
O −δij
δij O
)
= J .
Ce qui termine la de´monstration. 
9. Invariants inte´graux
Dans ce paragraphe nous donnons une dernie`re caracte´risation des transforma-
tions canoniques a` l’aide des formes diffe´rentielles, pour simplifier le re´sultat nous
allons nous placer dans R2m. Si nous observons que la 2–forme
ω =
m∑
j=1
dpj ∧ dqj ,
nous donne la somme des projections sur les plans (pj , qj) du volume dans l’espace
de phases et si nous nous rappelons du The´ore`me de Liouville (cfr. The´ore`me II.4.2),
alors le re´sultat teollo suivant n’est pas e´tonnant
9Soit Aij = ∂Xi/∂xj la matrice Jacobienne de la transformation de coordonne´es et e´crivons–
la` sous la forme A =
`
a b
c d
´
, avec a, b, c et d quatre matrices quadratiques m×m. Plus pre´cisement
aij = ∂Pi/∂pj , bij = ∂Pi/∂qj , cij = ∂Qi/∂pj et dij = ∂Qi/∂qj . Mais alors
AJ (A)T =
`
a b
c d
´ `
0 −I
I 0
´„ (a)T (c)T
(b)T (d)T
«
=
“
b −a
d −c
”„
(a)T (c)T
(b)T (d)T
«
=
„
b(a)T−a(b)T b(c)T−a(d)T
d(a)T−c(b)T d(c)T−c(d)T
«
.
On obtient le re´sultat en e´crivant en composantes chaque bloc m ×m, par exemple
“
b(c)T − a(d)T
”
ij
=
X
l
»
∂Pi
∂ql
∂Qj
∂pl
−
∂Pi
∂pl
∂Qj
∂ql
–
= {Pi, Qj} .
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THE´ORE`ME 9.1. Une transformation de coordonne´es (~p, ~q) =
(
~p(~P , ~Q), ~q(~P , ~Q)
)
est comple`tement canonique si et seulement si :
(III.9.1)
m∑
j=1
dpj ∧ dqj =
m∑
j=1
dPj ∧ dQj .
De´monstration. La de´monstration de la condition suffisante suit imme´diatement
de la condition de Lie :
m∑
j=1
(pjdqj − PjdQj) = df ,
puisque la transformation est inde´pendante du temps nous avons d˜ = d, mais alors
d2f = 0 et la condition (III.9.1) suit automatiquement.
Vice versa, puisque (III.9.1) est e´quivalente a` :
d

 m∑
j=1
(pjdqj − PjdQj)

 = 0 ,
c’est–a`–dire la 1–forme pjdqi−PjdQi est ferme´e, alors nous pouvons conclure graˆce
au Lemme de Poincare´ (dans Rk toute forme ferme´e est exacte), qu’il existe une
fonction f telle que :
m∑
j=1
(pjdqj − PjdQj) = df ,
et encore la condition de Lie nous permet de conclure. 
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CHAPITRE IV
Transformations proches de l’identite´ : Se´rie de
Lie.
Ce chapitre est en phase de construction.
1. Introduction
Dans le cours d’analyse vous avez vu la notion de de´rive´e d’une fonction d’une
variable : son signe indique les directions selon lesquelles la fonction croˆıt ou de´croˆıt.
En passant a` des fonctions de plusieurs variables, la ge´ne´ralisation naturelle est de
conside´rer les de´rive´es partielles par rapport aux variables, en re´alite´ cette notion
n’est pas la plus ge´ne´rale. En effet si ~v est un vecteur de Rn nous pouvons mesurer
le taux de croissance (ou de´croissance) de la fonction selon la direction donne´e par
le vecteur, c’est la de´rive´e directionnelle :
(IV.1.1)
∂f
∂~v
(~x) := lim
t→0
f(~x+ t~v)− f(~x)
t|~v| ,
c’est–a`–dire on calcule la limite de l’incre´ment infinite´simal le long de la direction
donne´e par ~v.
Cette ide´e peut eˆtre ge´ne´ralise´e pour une direction qui change avec le (i.e.
de´pend du) point ~x, soit donc ~v(~x) un champ de vecteurs, on appelle de´rive´e de Lie
associe´e a` ~v l’ope´rateur :
(IV.1.2) L~v(~x) :=
n∑
i=1
vi
∂
∂xi
.
Par de´finition la de´rive´e de Lie est line´aire et satisfait a` la re`gle de Leibniz :
L~v(~x)(fg) = fL~v(~x)g + gL~v(~x)f .
Si le champ de vecteurs est associe´ a` une e´quation diffe´rentielle alors la de´rive´e
de Lie peut eˆtre calcule´e en partant de la notion de flot de l’e´quation diffe´rentielle.
Soit donc
(IV.1.3) ~˙x = ~v(~x) ,
alors nous avons
PROPOSITION 1.1. La de´rive´e de Lie (selon la direction de ~v) d’une fonction
f : Rn → R est donne´e par :
(L~v(~x)f)(~x) =
d
dt
f ◦ Φt(~x)|t=0 ,
ou` Φt est le flot au temps t de (IV.1.3) et f ◦ g repre´sente la composition de f et g.
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De´monstration. Un simple calcul nous donne :
d
dt
f ◦ Φt(~x)|t=0 =
n∑
i=1
∂f
∂xi
dΦti
dt
(~x)|t=0 ,
mais par de´finition de flot :
dΦti
dt (~x)|t=0 = vi(Φt(~x)|t=0 = vi(~x), car Φt(~x)|t=0 = ~x.
Donc :
d
dt
f ◦ Φt(~x)|t=0 =
n∑
i=1
∂f
∂xi
vi(~x) = (L~v(~x)f)(~x) .

REMARQUE 1.2. Cette proposition permet de donner une autre caracte´risation
des inte´grales premie`res ; une fonction f est une inte´grale premie`re si et seulement
si sa de´rive´e de Lie vaut ze´ro.
REMARQUE 1.3. Si le champ de vecteurs est hamiltonien, c’est–a`–dire il existe
une fonction H telle que ~v = J∇H, alors la de´rive´e de Lie d’une fonction f est
lie´e a` la parenthe`se de Poisson :
(L~v(~x)f)(~x) =
d
dt
f ◦ Φt(~x)|t=0 =
2m∑
i=1
∂f
∂xi
(J∇H)i(~x) = (∇f)TJ∇H = {f,H} .
Soit maintenant deux champs de vecteurs ~v1 et ~v2, avec les flots associe´s, Φ
t
1 et
Φt2. En ge´ne´ral suivre d’abord le flot Φ
t
1 pour un temps t et apre`s Φ
s
2 pour un temps
s, donnera un re´sultat diffe´rent de faire le parcours en ordre inverse´, autrement dit
les flots ne commutent pas.
EXEMPLE 1.4. Conside´rons un premier flot Φt1(~x) = (x1 cos t−x2 sin t, x1 sin t+
x2 cos t), si nous introduisons la matrice R(t) =
(
cos t − sin t
sin t cos t
)
alors il est imme´diat
que ce flot correspond a` une rotation d’un angle t :
Φt1(~x) =
(
cos t − sin t
sin t cos t
)(
x1
x2
)
.
Et un deuxie`me flot Φt2(~x) = (x1 + t, x2), i.e. une translation de t le long de la
premie`re composante.
Avec la de´rive´e de Lie nous pouvons mesurer le de´gre´ de non–commutation des
deux flots. Pour cela prenons une quelconque fonction re´gulie`re f : Rn → R, alors
la non–commutativite´ est mesure´e par :
(IV.1.4) (∆f)(t, s, ~x) = f ◦ Φs2Φt1(~x)− f ◦ Φt1Φs2(~x) .
Clairement nous avons
(∆f)(0, 0, ~x) = 0 ,
car les flots ne de´placent rien au temps ze´ro. Nous allons chercher le de´veloppement
de Taylor de cette fonction de deux variables. Par de´finition :
d
dt
g ◦ Φtj(~x)|t=0 = (L~vj(~x)g)(~x) ,
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pi
2Φ1 (x)
Φ2
1 pi2Φ1 (x)
Φ2
1 (x)
Φ2
1 (x)
pi
2
1Φ
Φ1
t
Φ2
s
x
Fig. 1. Un exemple de deux flots qui ne commutent pas :
Φ
π
2
1 Φ
1
2(~x) 6= Φ12(~x)Φ
π
2
1 .
et donc pour les de´rive´es premie`res :
∂
∂t
(∆f)(t, s, ~x)|t=0,s=0 = d
dt
(f ◦ Φs2)(Φt1(~x))|t=0,s=0 −
d
dt
f ◦Φt1(Φs2(~x))|t=0,s=0
= (L~v1(~x)(f ◦ Φs2))(~x)|s=0 − (L~v1(Φs2(~x))f)(Φs2(~x))|s=0
= (L~v1(~x)f)(~x)− (L~v1(~x)f)(~x) = 0 ,
et de fac¸on similaire pour ∂∂s(∆f)(t, s, ~x)|t=0,s=0 = 0. Donc au premier ordre la
se´rie de Taylor est nulle ; le calcul du deuxie`me ordre est plus long, nous affirmons
que le seul terme non nul est :
∂2
∂t∂s
∆f(t, s, ~x)|t=0,s=0 .
Un petit calcul permet de montrer que :
∂2
∂t∂s
∆f(t, s, ~x)|t=0,s=0 = (L[~v1,~v2]f)(~x) ,
ou` [~v1, ~v2] est le commutateur des champs ~v1 et ~v2, de´fini par :
(IV.1.5) [~v1, ~v2]i :=
n∑
l=1
(
~v1,l
∂~v2,i
∂xl
− ~v2,l ∂~v1,i
∂xl
)
= L~v1(~v2)i − L~v2(~v1)i ,
et nous avons la proprie´te´ remarquable que :
(IV.1.6) L[~v1,~v2] = [L~v1 , L~v2 ] .
En partant du re´sultat suivant (voir Arnol’d, me´thodes mathe´matiques de la
me´canique classique) : deux flots commutent si et seulement si leur commutateur
vaut ze´ro, et des remarques pre´ce´dentes nous pouvons conclure que les flots associe´s
aux deux hamiltoniens H1 et H2 commutent si et seulement si {H1,H2} = 0. Deux
fonctions telles que {f, g} = 0 sont dites en involution.
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CHAPITRE V
The´orie d’Hamilton–Jacobi et variables
Action–Angle 1–dim.
1. Introduction et exemples
Nous avons de´ja` vu que le flot hamiltonien de´finit une transformation canonique
(cfr. The´ore`me III.4.9), nous pouvons aussi de´montrer que le nouvel hamiltonien, K,
est identiquement ze´ro. Nous allons ici nous occuper du proble`me inverse : chercher
un changement (canonique) de coordonne´es tel que dans les nouvelles coordonne´es
le nouvel hamiltonien soit identiquement ze´ro, de cette fac¸on l’inte´gration du mou-
vement sera triviale, et le changement de coordonne´es nous permettra d’exprimer
les variables initiales en fonction du temps (inte´gration des e´quations d’Hamilton) :
H , ~p , ~q ⇒ K ≡ 0 , ~P (t) = ~η , ~Q(t) = ~ξ
⇒ ~p(t) = ~p(~η, ~ξ, t) , ~q(t) = ~q(~η, ~ξ, t) .
Supposons de ne pas eˆtre dans un voisinage d’un point singulier deH,∇~xH 6= 0,
puisque la transformation qui e´change ~p avec ~q (a` un signe pre`s) est canonique nous
pouvons supposer que : ∇~pH 6= 0. Nous pouvons chercher cette transformation avec
une fonction ge´ne´ratrice de la forme S = S(~q, ~η, t) (vieilles variables ~q et nouvelles
variables ~P ). Mais alors nous avons :
pi =
∂S
∂qi
(V.1.1)
ξi =
∂S
∂ηi
(V.1.2)
K = H + ∂S
∂t
,(V.1.3)
c’est–a`–dire avec les contraintes choisies (K ≡ 0) :
(V.1.4) H(∇~qS, ~q, t) + ∂S
∂t
= 0 ,
pour tout ~η dans un ouvert convenable de Rm, et la condition de non–de´ge´ne´rescence :
(V.1.5) det
(
∂2S
∂qi∂ηj
)
6= 0 .
L’e´quation (V.1.4) est appele´e e´quation d’Hamilton–Jacobi, il s’agit d’une e´quation
aux de´rive´es partielles du premier ordre non–line´aire, les variables inde´pendantes
sont les q1, . . . , qm et le temps t. Sa solution va au dela` des me´thodes vues dans le
cours E´quations Diffe´rentielles Ordinaires, nous nous limiterons ici a` la recherche
d’une solution qui de´pend de m+1 constantes arbitraires, autant que le nombre des
variables, dite inte´grale comple`te. Une solution de la forme S(~q, ~η, t) + η0, avec η0
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et ~η constantes arbitraires, est exactement une inte´grale comple`te, elle est appele´e
aussi fonction principale de Hamilton.
Nous pouvons donc de´montrer les re´sultats suivants :
THE´ORE`ME 1.1. Soit donne´ l’hamiltonien H(~p, ~q, t) et soit S(~q, ~η, t) une inte´grale
comple`te de l’e´quation d’Hamilton–Jacobi (V.1.4), de´pendante de m+1 constantes
arbitraires et qui ve´rifie la condition (V.1.5). Alors les solutions des e´quations d’Ha-
milton pour H sont obtenues de :
(V.1.6) pj =
∂S
∂qj
, ξj =
∂S
∂ηj
∀j = 1, . . . ,m ,
ou` ξ1, . . . ξm sont des constantes arbitraires.
De´monstration. La fonction S ve´rifie la condition de non–de´ge´ne´rescence et
donc le syste`me de nouvelles coordonne´es (~ξ, ~η) est canonique, l’e´quation d’Hamilton–
Jacobi, implique que le nouvel hamiltonien vaut identiquement ze´ro et donc les
e´quations d’Hamilton deviennent :{
ξ˙j = − ∂K∂ξj ≡ 0
η˙j =
∂K
∂ηj
≡ 0 .
Donc les variables ~ξ et ~η sont des constantes et le re´sultat est de´montre´. 
REMARQUE 1.2. Si l’hamiltonien ne de´pend pas du temps de fac¸on explicite
alors la solution S peut eˆtre cherche´e de la forme ((~p, ~q) 7→ (~η, ~ξ)) :
(V.1.7) S = −E(~η)t+W (~q, ~η) ,
ou` ~η est un vecteur (m-dim) constant et E(~η) est une fonction (au moins C2)
telle que ∇~ηE 6= 0 (en ge´ne´ral nous pouvons choisir η1 = E). La fonction W ,
dite fonction caracte´ristique de Hamilton, ve´rifie la relation (aussi dite e´quation
d’Hamilton–Jacobi) :
(V.1.8) H(∇~qW, ~q) = E(~η) ,
qui nous permet d’identifier E avec l’e´nergie du syste`me. La variable ~ξ peut eˆtre
obtenue via la fonction ge´ne´ratrice S,
~ξ =
∂S
∂~η
= −∂E
∂~η
t+
∂W
∂~η
.
Puisque le nouvel hamiltonien ve´rifie par construction K = 0 nous avons ~ξ(t) =
const, qui substitue´ dans l’e´quation pre´ce´dente permet de calculer la de´pendance de
~q de la variable temps, une fois que nous avons obtenu et inverse´ la fonction W
(voir example 1.4).
Cela peut re´sulter tre`s difficile mais il existe une fac¸on alternative pour obtenir
le meˆme re´sultat. Conside´rons le changement de coordonne´es (~p, ~q) 7→ (~α, ~β), avec
~α = ~η, engendre´ par la fonction W (~q, ~α). Nous pouvons observer que :
0 6= det
(
∂2S
∂qi∂ηj
)
= det
(
∂2W
∂qi∂ηj
)
= det
(
∂2W
∂qi∂αj
)
,
et donc le nouveau syste`me de variables (~α, ~β) est canonique et nous pouvons penser
la fonction W comme une transformation canonique de coordonne´es, dont le nouvel
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hamiltonien est H˜ = E(~α) (voir (V.1.8)) et donc les e´quations d’Hamilton sont :
(V.1.9)
{
α˙j = − ∂H˜∂βj = 0
β˙j =
∂H˜
∂αj
= γj(~α) ,
qui peuvent eˆtre explicitement re´solues :
(V.1.10) αj(t) = αj(0) et βj(t) = γ(~α(0))jt+ βj(0) .
Les variables (~α, ~β) sont donc lie´es aux variables (~η, ~ξ) par : ~α = ~η et ~β =
~ξ + t∂~ηE.
REMARQUE 1.3. De fac¸on similaire, si H ne de´pend pas explicitement du temps
et des variables q1, . . . , qk, k < m, alors nous pouvons chercher la fonction ca-
racte´ristique de Hamilton sous la forme :
W =
k∑
j=1
αjqj +W0(qk+1, . . . , qm, α1, . . . , αm) .
EXEMPLE 1.4 (Oscillateur harmonique). Conside´rons un oscillateur harmo-
nique 1–dimensionnel :
Hoh(p, q) = 1
2m
p2 +
mω2
2
q2 ,
l’e´quation d’Hamilton–Jacobi a la forme :
1
2m
[(
∂S
∂q
)2
+m2ω2q2
]
+
∂S
∂t
= 0 .
Nous allons introduire
S(q, E, t) =W (q, E)− Et ,
(ou` la variable E joue le role de η ou α dans le sche´ma pre´ce´dent) et l’e´quation
pour W devient :
1
2m
[(
∂W
∂q
)2
+m2ω2q2
]
= E ,
d’ou` :
W (q, E) =
√
2mE
∫ q
q0
√
1− mω
2x2
2E
dx .
Si nous posons q0 = 0 alors l’inte´grale est explicite :
W (q, E) =
√
mE
2
[
q
√
1− mω
2q2
2E
+
√
2E
mω2
arcsin
(
q
√
mω2
2E
)]
,
d’ou` (ξ e´tant la variable conjugue´e a` E) :
ξ =
∂S
∂E
= −t+ 1
ω
arcsin
(
q
√
mω2
2E
)
,
qui permet d’obtenir
q =
√
2E
mω2
sin (ωt+ ωξ) ,
et ensuite p par la de´finition p = ∂qW .
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La deuxie`me fac¸on de proce´der nous aurait donne´ :
β =
∂W
∂E
=
1
ω
arcsin
(
q
√
mω2
2E
)
,
et l’e´quation d’hamilton pour β suivante
β˙ =
∂E
∂α
= 1 ,
donc β(t) = β(0) + t et finalement :{
p = ∂W∂q =
√
2mE cos (ωβ)
q =
√
2E
mω2 sin (ωβ) .
EXEMPLE 1.5 (Syste`mes 1–dimensionnels conservatifs). Conside´rons un point
de masse m soumis a` une force conservative a` laquelle on associe une e´nergie
potentielle V (x), l’hamiltonien du syste`me est donc :
H(p, x) = p
2
2m
+ V (x) .
L’e´quation d’Hamilton–Jacobi est (pour la fonction caracte´ristique) :
1
2m
(
∂W
∂x
)2
+ V (x) = E ,
qui peut eˆtre inte´gre´e (nous avons donc identifie´ α1 avec l’e´nergie E) :
W (x,E) =
√
2m
∫ x
x0
√
E − V (ξ) dξ .
La transformation canonique engendre´e est :{
p = ∂W∂x =
√
2m[E − V (x)]
β = ∂W∂E =
√
m
2
∫ x
x0
dξ√
E−V (ξ) .
2. Se´paration des variables
La se´paration des variables est une technique qui permet de re´soudre explici-
tement dans beaucoup de cas l’e´quation d’Hamilton–Jacobi ; cette technique est
applicable quand, par exemple, l’hamiltonien peut eˆtre e´crit comme une somme de
m hamiltoniens chacun de´pendant seulement d’un couple de variables (pj , qj) :
(V.2.1) H(~p, ~q) = H1(p1, q1) + · · ·+Hm(pm, qm) .
Alors l’e´quation d’Hamilton–Jacobi admet la solution suivante :
(V.2.2) W =
m∑
j=1
Wj(pj , qj) ,
ou` chaque fonction Wj est solution de l’e´quation
(V.2.3) Hj
(
∂Wj
∂qj
, qj
)
= ej(αj) ,
avec ej fonction re´gulie`re arbitraire, mais telle que :
(V.2.4) E(α1, . . . , αm) =
m∑
j=1
ej(αj) ,
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car de S =W − Et et de l’e´quation d’Hamilton–Jacobi comple`te nous obtenons :
E = H1
(
∂S
∂q1
, q1
)
+· · ·+Hm
(
∂S
∂qm
, qm
)
= H1
(
∂W1
∂q1
, q1
)
+· · ·+Hm
(
∂Wm
∂qm
, qm
)
.
Un simple exemple est donne´ par un oscillateur harmonique dans R3, l’hamil-
tonien du syste`me est :
H = p
2
1 + p
2
2 + p
2
3
2m
+
m
2
(
ω21 + ω
2
2 + ω
2
3
)
,
c’est–a`–dire
H = Hoh(p1, q1) +Hoh(p2, q2) +Hoh(p3, q3) ,
ou`Hoh(pj , qj) est l’hamiltonien de l’oscillateur harmonique 1–dim vu dans l’exemple 1.4.
Plus ge´ne´raement nous pouvons e´tudier le cas ou` l’hamiltonien de´pend de la va-
riable q1 et
∂S
∂q1
a` travers une fonction h1(
∂S
∂q1
, q1), inde´pendante des autres variables
et du temps, c’est–a`–dire l’hamiltonien est de la forme :
(V.2.5) H = H (h1(p1, q1), p2, . . . , pm, q2, . . . , qm, t) .
Mais alors l’e´quation d’Hamilton–Jacobi devient :
(V.2.6) H
(
h1(
∂S
∂q1
, q1),
∂S
∂q2
, . . . ,
∂S
∂qm
, q2, . . . , qm, t
)
+
∂S
∂t
= 0 ,
et nous pouvons en chercher une solution de la forme :
(V.2.7) S = S1(q1, α1) + S
′(q2, . . . , qm, α2, . . . , αm, t) ,
car :
h1
(
∂S
∂q1
, q1
)
= e1(α1)
H
(
e1(α1),
∂S′
∂q2
, . . . , ∂S
′
∂qm
, q2, . . . , qm, t
)
+ ∂S
′
∂t = 0 .(V.2.8)
La premie`re e´quation est une EDO du premier ordre d’ou` nous pouvons de´duire
S1 par inte´gration ; la deuxie`me e´quation est encore une e´quation aux de´rive´es
partielles mais qui de´pend de m variables au lieu de m + 1 : nous avons baisse´
l’ordre. Si nous pouvons ite´rer la me´thode m + 1 fois nous aurons de´termine´ une
inte´grale comple`te de l’e´quation d’Hamilton–Jacobi par quadrature, c’est–a`–dire
avec des inte´grations, dans ce cas le syste`me hamiltonien est dit se´parable.
Cette technique est tre`s puissante mais il s’ave`re que souvent l’hamiltonien
n’est pas dans la forme demande´e, ne´anmoins parfois on peut se ramener a` cette
forme avec un simple changement de coordonne´es.
EXEMPLE 2.1. Conside´rons l’exemple d’un syste`me d’un point de masse m qui
se de´place dans l’espace 3–dimensionnel soumis a` une force centrale conservative.
Si la position du point est de´termine´e par le vecteur ~x = (x, y, z) alors le lagrangien
est :
L(~x, ~˙x) = m
2
(
x˙2 + y˙2 + z˙2
)− V (r) ,
ou` r =
√
x2 + y2 + z2 et V est l’e´nergie potentielle associe´e a` la force centrale
conservative. L’hamiltonien correspondant est :
H(~p, ~x) = ~p
2
2m
+ V (r) ,
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qui n’est pas dans la forme a` variables se´parables ; nous nous proposons de mon-
trer que en passant en coordonne´es sphe´riques, l’hamiltonien devient a` variables
se´parables.
Les coordonne´es sphe´riques en dimension 3 permettent de passer des coor-
donne´es rectangulaires (x, y, z) aux coordonne´es (r, θ, φ) graˆce aux formules sui-
vantes (voir Fig. 1) : 

x = r cosφ cos θ
y = r cosφ sin θ
z = r sinφ .
(V.2.9)
r sinϕ
r cos ϕ
x
z
O ϕ
θ
r
P=(x,y,z)
y
Fig. 1. Coordonne´es sphe´riques en R3.
Le calcul de la vitesse dans ces coordonne´es est obtenu en de´rivant par rapport
au temps (V.2.9) :

x˙ = r˙ cosφ cos θ − rφ˙ sinφ cos θ − rθ˙ cosφ sin θ
y˙ = r˙ cosφ sin θ − rφ˙ sinφ sin θ + rθ˙ cosφ cos θ
z˙ = r˙ sinφ+ rφ˙ cosφ ,
(V.2.10)
et pour le carre´ de la vitesse :
~˙x2 = x˙2 + y˙2 + z˙2 = r˙2 + r2φ˙2 + r2θ˙2 cos2 φ ,
ce qui permet de re´crire le lagrangien comme :
L(r, φ, θ, r˙, φ˙, θ˙) = m
2
(
r˙2 + r2φ˙2 + r2θ˙2 cos2 φ
)
− V (r) .
Nous voulons maintenant introduire l’hamiltonien en coordonne´es sphe´riques,
et pour cela il faut utiliser la de´finition (i.e. transforme´e de Legendre du lagrangien).
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Par de´finition nous avons :
pr :=
∂L
∂r˙
= mr˙
pφ :=
∂L
∂φ˙
= mr2φ˙
pθ :=
∂L
∂θ˙
= mr2 cos2 φ θ˙ ,
et donc :
H(pr, pφ, pθ, r, φ, θ) = ~p · ~˙x− L = pr r˙ + pφφ˙+ pθθ˙
=
p2r
m +
p2φ
mr2 +
p2θ
mr2 cos2 φ − L
=
p2r
2m +
p2φ
2mr2 +
p2θ
2mr2 cos2 φ + V (r) .
Il est facile maintenant de montrer que l’hamiltonien est a` variables se´parables ;
l’e´quation d’Hamilton–Jacobi est :
1
2m
[(
∂S
∂r
)2
+
1
r2
(
∂S
∂φ
)2
+
1
r2 cos2 φ
(
∂S
∂θ
)2]
+
∂S
∂t
+ V (r) = 0 ,
or une inte´grale comple`te est donne´e par :
S =W1(r) +W2(φ) +W3(θ)− Et ,
ou` les fonctions Wj ve´rifient l’e´quation :
1
2m
(
dW1
dr
)2
+
1
2mr2
(
dW2
dφ
)2
+
1
2mr2 cos2 φ
(
dW3
dθ
)2
− E + V (r) = 0 .
Or cette e´quation peut eˆtre “divise´e en deux parties” :
1
2m
(
dW1
dr
)2
−E + V (r) + c
r2
= 0 et
1
2m
(
dW2
dφ
)2
+
1
2m cos2 φ
(
dW3
dθ
)2
= c ,
dont la premie`re ne de´pend que de la variable r et la deuxie`me des variables φ et
θ ; mais cette deuxie`me e´quation peut encore eˆtre simplifie´e :(
dW3
dθ
)2
= 2m cos2 φ
[
c− 1
2m
(
dW2
dφ
)2]
⇒
(
dW3
dθ
)2
= c′ et
(
dW2
dφ
)2
= 2mc− c
′
cos2 φ
.
Chaque e´quation pour Wj de´pend d’une seule variable et donc en principe re-
soluble avec une inte´gration : l’hamiltonien est donc a` variables se´parables.
3. Variables Angle–Action en dimension 1
Conside´rons un syste`me hamiltonien avec un degre´ de liberte´ autonome,H(p, q).
Nous savons que la valeur nume´rique de l’hamiltonien est une constante du mou-
vement qui correspond a` l’e´nergie me´canique du syste`me : H(p, q) = E, cela est
e´quivalent a` dire que les trajectoires sont les courbes de niveau, γE = {(p, q) :
H(p, q) = E}, pour toute valeur de l’e´nergie. Supposons maintenant que pour des
valeurs de l’e´nergie dans un intervalle ouvert toutes ces courbes γE dans l’espace des
phases soient simples (i.e. sans auto intersections), ferme´es, connexes (autrement
on pourra se limiter a` ne conside´rer qu’une seule composante connexe a` la fois)
et non–singulie`res (c’est–a`–dire le gradient de l’hamiltonien e´value´ sur n’importe
quelle courbe, ne s’annulle pas : ∇H|γE 6= 0) (voir Fig. 2). Puisque les courbes sont
version Janvier 2009 Timoteo Carletti
p. 66 Chapitre V
ferme´es le mouvement est pe´riodique : apre`s un certain temps, TE, qui en ge´ne´ral
de´pend de la valeur de l’e´nergie, les variables (p(t), q(t)) reviennent a` leurs valeurs
initiales ; ces orbites sont donc appele´es : orbites de libration ou d’oscillation.
E < E < E < E0       1      2       3
E3
E3
(p,q)
γ
Fig. 2. Courbes d’e´nergie constante dans R2.
Dans ces hypothe`ses chaque courbe γE est diffe´omorphe a` un cercle qui a la
meˆme aire que celle borne´e par la courbe γE . Puisque chaque courbe γE est recti-
fiable, si λE est sa longueur on peut introduire un parame`tre s qui de´crit la courbe,
γE = (pE(s), qE(s)), alors le cercle sera de´crit par un angle ψ = 2π
s
λE
et chaque
point sera repe´re´ par p = RE cosψ et q = RE sinψ, ou` le rayon RE est choisi de
fac¸on a` avoir un cercle de meˆme aire. Cela nous permet finalement d’introduire
des nouvelles coordonne´es, de (p, q) a` (RE , ψ) dans lesquelles la courbe γE a une
e´quation tre`s simple RE = const ; en ge´ne´ral ces nouvelles coordonne´es ne sont pas
canoniques comme nous le montrons dans l’exemple 3.2.
Il est donc naturel se demander s’il existe des coordonne´es canoniques avec des
proprie´te´s similaires a` celles vues pour ψ et RE , notamment :
(1) une variable est un angle, c’est–a`–dire elle augmente de 2π chaque fois que
la courbe γE est parcourue ;
(2) l’autre variable de´pend seulement de l’e´nergie, c’est–a`–dire elle identifie
univoquement chaque courbe γE ;
(3) graˆce a` la proprie´te´ pre´ce´dente le nouvel hamiltonien exprime´ dans les
nouvelles variables de´pendra seulement de la deuxie`me variable appele´e
action.
DE´FINITION 3.1. S’il existe une transformation comple`tement canonique :
(V.3.1)
{
p = p(A, φ)
q = q(A, φ) ,
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ou` la de´pendence de φ est 2π–pe´riodique, qui ve´rifie :
(V.3.2) E = H(p(A, φ), q(A, φ)) = K(A) et
∫
γE
dφ = 2π ,
alors le syste`me sera dit comple`tement canoniquement inte´grable et les nouvelles
variables Action–Angle.
Si nous arrivons a` mettre un syste`me en variables action–angle alors nous pour-
rons l’inte´grer directement, car :
(V.3.3)
dA
dt
= −∂K
∂φ
= 0 ,
donc l’action est une constante du mouvement, et
(V.3.4)
dφ
dt
=
∂K
∂A
:= ω(A) ,
l’angle e´volue de fac¸on line´aire :
(V.3.5) φ(t) = φ(0) + ω(A(0))t .
Remarquons qu’il existe une autre classe de syste`mes hamiltoniens de dimension
1 qui admettent des variables action–angle. Supposons en effet que l’hamiltonien
de´pende pe´riodiquement de la variable q : H(p, q + λ) = H(p, q) pour tout (p, q).
Supposons de plus que les courbes d’e´nergie constante γE soient simples et non–
singulie`res quand E varie dans un intervalle ouvert. Si ces courbes sont aussi ferme´es
alors le mouvement est encore une oscillation, par contre si elles ne sont pas ferme´es
alors le mouvement sera une rotation, dans ce cas ces courbes se re´duisent au graphe
d’une fonction re´gulie`re et pe´riodique p = p(q, E). Nous supposerons aussi que les
courbes varient en fonction de l’e´nergie E, ∂p∂E 6= 0 (voir Fig. 3)
p(q,E )2
p(q,E )1
p
qλ 2λ
Fig. 3. Courbes d’e´nergie constante dans R2 pour un hamiltonien pe´riodique.
Les variables action–angle, A, φ, pour ces syste`mes devront satisfaire aux pro-
prie´te´s suivantes :
p = p(A, φ)⇒ p(A, φ) = p(A, φ+ 2π) ∀(A, φ)(V.3.6)
q = q(A, φ)⇒ q(A, φ) = q(A, φ+ 2π) + λ ∀(A, φ) .(V.3.7)
Un syste`me hamiltonien peut “contenir”les deux classes de mouvement, un
exemple classique est le pendule : si la vitesse initiale est suffisamment grande, alors
le pendule fera des rotations, si par contre la vitesse est petite alors le mouvement
sera des oscillations. Nous verrons la construction des variables action–angle pour
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le pendule dans l’exemple 3.5, maintenant nous nous penchons sur un exemple plus
simple : l’oscillateur harmonique.
EXEMPLE 3.2 (Variables action–angle pour l’oscillateur harmonique). Conside´rons
l’oscillateur harmonique, H(p, q) = p22m + mω
2q2
2 , alors les courbes γE sont les el-
lipses p
2
2mE +
mω2q2
2E = 1, dont l’aire vaut
2π
ω E.
2mE
ω 2m
2E
(p,q)
φ
p
q
Fig. 4. Courbe d’e´nergie constante pour l’oscillateur harmonique.
Nous cherchons un cercle de rayon RE tel que : πR
2
E =
2π
ω E, et un angle comme
montre´ dans la Fig. 4 :
p =
√
2mE cosφ et q =
√
2E
mω2
sinφ ,
car il est facile de ve´rifier que (p, q) de´crivent l’ellipse quand φ varie entre 0 et 2π ;
le changement de coordonne´es est donc donne´ par :
p =
√
mωRE cosφ et q =
√
1
mω
RE sinφ .
Or ces nouvelles coordonne´es ne sont pas canoniques, pour montrer cela il est suf-
fisant de calculer la parenthe`se de Poisson {φ,RE}(p,q) et montrer qu’elle ne vaut
pas 1. Pour e´viter de devoir exprimer φ et RE en fonction de p et q, nous pouvons
calculer la parenthe`se de Poisson {q, p}(φ,RE) et montrer qu’elle est diffe´rente de 1,
et puisque nous avons vu que les transformations canoniques forment un groupe,
nous pouvons conclure qu’une transformation est canonique si et seulement si son
inverse l’est.
{q, p}(φ,RE) =
∂q
∂φ
∂p
∂RE
− ∂p
∂φ
∂q
∂RE
=
1√
mω
RE cosφ
√
mω cosφ+
√
mωRE sinφ
1√
mω
sinφ
= RE 6= 1 .
Or pour obtenir une transformation canonique nous devons modifier les rela-
tions trouve´es, en particulier puisque nous voulons que le nouvel hamiltonien soit
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une fonction de la seule variable d’action, nous pouvons de´finir l’action comme
une fonction arbitraire de RE, A = f(RE). D’apre`s les calculs de la parenthe`se de
Poisson il s’ave`re un choix approprie´ :
RE =
√
2A .
De cette fac¸on le changement de coordonne´es devient :
p =
√
2mωA cosφ et q =
√
2A
mω
sinφ ,
et puisque l’e´nergie est pre´serve´e, le nouvel hamiltonien ve´rifie K(A) = E, c’est–
a`–dire :
K(A) = E = ω
2
R2E = ωA .
Il nous reste a` prouver que la transformation est canonique :
{q, p}(φ,A) = ∂q
∂φ
∂p
∂A
− ∂p
∂φ
∂q
∂A
=
√
2A
mω
cosφ
1
2
√
2mω
A
cosφ+
√
2mωA sinφ
1
2
√
2
mωA
sinφ
= 1 .
Nous avons donc trouve´ un changement de coordonne´es des variables (p, q) a`
des nouvelles variables (A, φ) tel que le nouvel hamiltonien de´pend seulement de la
variable A, qui ge´ome´triquement correspond a` l’aire de l’ellipse divise´e par 2π :
A =
E
ω
=
(
2πE
ω
)
1
2π
.
Dans l’exemple 1.4 nous avons de´ja` de´termine´ une transformation de coordonne´es
qui permettait de transformer l’hamiltonien de l’oscillateur harmonique dans les
variables (p, q) a` des nouvelles variables (E, β) telles que le nouvel hamiltonien
de´pendait seulement de E. Cette transformation n’est rien d’autre que la transfor-
mation a` variables action–angle, ou` E = ωA et β = φ, donc :
F (q, A) = A arcsin
(√
ωm
2A
q
)
+ q
√
mωA
2
√
1− mω
2A
q2 ,
est la fonction ge´ne´ratrice (du deuxie`me type) qui re´alise la transformation cano-
nique.
Nous allons maintenant introduire la me´thode qui permet de construire en
ge´ne´ral une transformation canonique a` variables action–angle pour les mouve-
ments de rotation et d’oscillation. Pour faire cela nous allons utiliser la me´thode
des fonctions ge´ne´ratrices ; nous cherchons donc une fonction F (q, A) (vieilles va-
riables q et nouvelles variables P , mais que nous de´notons par A comme action),
telle que :
(V.3.8) p =
∂F
∂q
et φ =
∂F
∂A
,
et qui ve´rifie la condition de non–de´ge´ne´rescence :
(V.3.9) det
∂2F
∂q∂A
6= 0 .
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Nous avons vu que dans le cas des rotations et des oscillations, nous pouvons expri-
mer localement la variable p comme un fonction de (q, E), p = pˆ(q, E), puisque la va-
riable action que l’on cherche devra satisfaire a` la relation : E = K(A), c’est–a`–dire
le nouvel hamiltonien de´pendra seulement de la variable action et de plus l’e´nergie
est pre´serve´e, alors nous pouvons utiliser comme fonction ge´ne´ratrice (quitte a` de-
voir encore de´finir la fonction K(A) = E et a` de´montrer que dKdA 6= 0, pour pouvoir
inverser la relation entre e´nergie et action) la fonction suivante :
(V.3.10) F (q, A) :=
∫ q
q0
pˆ(x,K(A)) dx ,
qui correspond a` l’inte´grale de la 1–forme pdq le long la courbe γE . En effet en
de´rivant cette fonction par rapport a` q nous trouvons :
∂F
∂q
= pˆ(q,K(A)) ,
et puisque localement sur γE nous avons K(A) = E et p = pˆ(q, E), nous avons bien
obtenu que :
∂F
∂q
= p .
En outre
det
∂2F
∂q∂A
= det
∂pˆ
∂E
dK
dA
6= 0 .
Finalement si nous introduisons la variation de la fonction F quand la variable q
parcourt un tour le long la courbe γE :
∆F (A) :=
∫
γE
p(q, A) dq ,
ou` p(q, A) = pˆ(q,K(A)) etK(A) = E, alors nous obtenons de la deuxie`me e´quation (V.3.8) :∫ q
q0
dφ|A=const = ∂
∂A
∫ q
q0
p(x,A) dx ,
et finalement ∫
γE
dφ =
d
dA
∆F (A) .
Observons que la fonction ge´ne´ratrice est multivoque, c’est–a`–dire a` plusieurs va-
leurs, cela de´coule du fait que la 1–forme pdq n’est pas exacte. Ge´ome´triquement
la signification de ∆F (A) est l’aire borne´e par la courbe γE dans le cas des oscilla-
tions, ou l’aire de´limite´e par le graphe de γE et l’axe des q pour le cas des rotations.
Pour satisfaire la dernie`re condition (V.3.2) il faudra imposer :
d
dA
∆F (A) = 2π .
Nous pouvons donc de´finir
DE´FINITION 3.3 (Variable Action). On appelle variable action la quantite´ :
(V.3.11) A :=
1
2π
∫
γE
pdq =
A(E)
2π
,
ou` nous avons de´note´ par A(E) l’aire de´limite´e par la courbe γE.
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Nous pouvons maintenant ve´rifier que : dKdA 6= 0. Pour faire cela nous calculons
la de´rive´e dAdE , ge´ome´triquement cela correspond a` dire que dans la Fig. 2 quand on
varie le niveau d’e´nergie alors l’aire de la courbe de´limite´e doit aussi changer. Plus
pre´cise´ment nous pouvons de´montrer que (voir Fig. 5) si nous augmentons l’e´nergie
d’un petit incre´ment δE alors la diffe´rence d’aire borne´e par les courbes H = E et
H = E + δE dans un voisinage d’un point x = (p, q) est donne´e par :
Ax(E + δE)−Ax(E) = dsdh ,
ou` ds est l’e´le´ment infinite´simal sur la courbe γE autour de x et dh est le de´placement
infinite´simal entre γE et γE+δE . Si on observe que le gradient de H est perpendi-
culaire a` la courbe γE (c’est–a`–dire tous les points de γE se de´placent dans la
direction donne´e par ce vecteur), alors nous avons que δE = |∇xH|dh. Pour calcu-
ler la diffe´rence entre les aires il faut additionner toutes ces contributions locales :
A(E + δE)−A(E) =
∫∫
ΓE
dsdh =
∫
γE
ds
δE
|∇xH| ,
ou` ΓE est “l’anneau”de´limite´ par les courbes γE et γE+δE , et nous avons e´limine´
l’inte´grale sur le de´placement dh car il de´pend du point x. Finalement car par
hypothe`se sur γE nous avons ∇xH 6= 0 nous pouvons conclure que :
A(E + δE)−A(E)
δE
=
∫
γE
ds
|∇xH| +O(δE)
2 ,
et donc en passant a` la limite δE → 0 nous trouvons :
dA
dE
6= 0 ,
et donc graˆce a` la de´finition d’action :
dA
dE
=
1
2π
dA
dE
6= 0
ce qui implique que ∂K∂A 6= 0, car K = E.
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Fig. 5. Ge´ome´trie pour la de´monstration de dAdE 6= 0.
Nous avons donc de´montre´ le re´sultat suivant
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THE´ORE`ME 3.4 (Variables action–angle en dimension 1). Tout syste`me ha-
miltonien a` un degre´ de liberte´ et autonome, H(p, q), avec mouvement de rotation
et/ou oscillation, admet des variables action–angle et donc il est comple`tement ca-
noniquement inte´grable.
Nous concluons ce Chapitre avec un dernier exemple.
EXEMPLE 3.5 (Variables action–angle pour le pendule). Conside´rons un pen-
dule (point de masse m, suspendu a` un fil de longueur l dans un champ de gravite´
g), dont l’hamiltonien est :
H(p, q) = p
2
2ml2
−mgl cos q ,
si nous posons e = Emgl (rapport entre l’e´nergie me´canique et l’e´nergie potentielle
due a` la gravitation) alors pour |e| < 1 le pendule a des oscillations.
La variable d’action est obtenue en inte´grant la fonction p(q, e) sur un niveau
d’e´nergie donne´ γE :
A =
4
2π
∫ qM
0
√
2m2l3g
√
e+ cos q dq ,
ou` nous avons de´note´ par qM le point sur la courbe γE tel que cos qM + e = 0,
il s’agit d’un point d’inversion, c’est–a`–dire un point ou` le mouvement change de
direction car la vitesse (proportionelle a` p) s’annulle et ensuite change de signe.
Le facteur 4 revient a` de´couper la courbe γE en quatre parties syme´triques, dont la
contribution est identique a` l’inte´grale comple`te.
Cette inte´grale ne peut pas eˆtre calcule´e en termes de fonctions e´le´mentaires,
nous pouvons l’exprimer en termes de fonctions elliptiques :
A = ml
√
gl
8
π
[
(k2 − 1)K(k) + E(k)] ,
avec k2 = e+12 et K(k) et E(k) sont les fonctions elliptiques de premier et deuxie`me
type.
Si |e| > 1 le pendule a des mouvements de rotation, l’action a une forme si-
milaire mais cette fois qM = π, en re´alite´ il n’y a pas de points d’inversion car la
vitesse (p) est toujours du meˆme signe. Encore une fois on peut l’exprimer seule-
ment en termes de fonctions elliptiques.
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CHAPITRE VI
Inte´gration par quadratures : Liouville, Arnol’d
et Action–Angle.
1. Introduction
Dans ce Chapitre nous allons pre´senter un des sujets qui ont de´termine´ le grand
de´veloppement et application de la the´orie d’Hamilton. En fait pour inte´grer un
syste`me de 2l e´quations diffe´rentielles ordinaires du premier ordre il faut connaˆıtre
en ge´ne´ral 2l inte´grales premie`res.
EXEMPLE 1.1. Si on conside`re le syste`me de 2 e´quations :{
x˙ = f(x, y)
g˙ = g(x, y)
alors une fac¸on de proce´der serait de de´terminer deux fonctions, I1 et I2, telles
que :
d
dt
Ij
∣∣∣
flow
= 0 pour j = 1, 2 ;
dans le cas affirmatif nous pourrons fixer la valeur des deux inte´grales premie`res :
I1(x, y) = c1 et I2(x, y) = c2, ensuite de´terminer un lien entre x(t) et y(t) en
utilisant la premie`re relation :
I1(x, y) = c1 ⇒ x(t) = F1(y(t), c1) ,
et finalement substituer dans la deuxie`me relation pour de´terminer y(t)
I2(x, y) = c2 ⇒ I2(F1(y(t), c1), y) = c2 ⇒ y(t) = F2(c1, c2) .
Apre`s x(t) pourra eˆtre de´termine´ en utilisant a` nouveau la premie`re relation.
Cependant si le syste`me est hamiltonien le fait que la structure symplectique
est pre´serve´e par le flot hamiltonien entraˆıne une conse´quence remarquable : il
est suffisant de connaˆıtre seulement l inte´grales premie`res (inde´pendantes et en
involution, c’est–a` dire que les crochets de Poisson sont nuls {f, g} = 0.) pour
re´soudre les e´quations d’Hamilton.
Ce re´sultat contenu dans le The´ore`me de Liouville permettra, sous certaines hy-
pothe`ses supple´mentaires, de de´montrer l’existence de variables action–angle pour
un syste`me hamiltonien en dimension quelconque ; puisque les actions sont des
inte´grales premie`res nous pouvons en ge´ne´ral re´soudre les e´quations d’Hamilton.
Cela n’implique pas que le mouvement re´sultant sera “simple”, comme il sera
montre´ dans des cas particuliers dans le paragraphe 5.
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2. Inte´gration par quadrature : le The´ore`me de Liouville
Le but de cette section est d’introduire et de´montrer le The´ore`me de Liouville.
Avant de faire cela nous allons montrer sur un exemple les conse´quences de ce
The´ore`me, conside´rons donc un pendule dont l’hamiltonien en coordonne´es cano-
niques (et normalise´es afin d’e´liminer tous les parame`tres) est :
(VI.2.1) H(p, q) = p
2
2
− cos q ;
puisque le syste`me est autonome, ∂H∂t = 0, l’hamiltonien est une constante du mou-
vement, autrement dit il est une inte´grale premie`re. Conside´rons donc les ensembles
de niveau de H = const, c’est–a`–dire les lieux de points (p, q) tels que (voir Fig. 1) :
(VI.2.2)
p2
2
− cos q = E .
−pi/2 pi /2qm qM
+1
−1
cos q
−pi qpi
|E|<1
E=1
E=−1
|E|>1
|E|>1
q
m
q
M q
p
−pi pi
|E|>1
|E|>1
E=+1
E=+1
E=+1
E=+1
E=−1
|E|<1
Fig. 1. Ensembles de niveau pour le pendule. A gauche la courbe
y = cos q avec les courbes y = −E, a` droite les “courbes”p2 −
2 cos q = 2E.
Si la valeur de la constante E est, en valeur absolue, plus grande que un,
|E| > 1, alors la fonction cos ne rencontre jamais la droite y = −E, autrement
dit, pour aucun point q ∈ (−π, π] nous avons cos q = −E, et plus pre´cise´ment
cos q < −E (si −E > 1) ou bien −E < cos q (si −E < −1). Donc nous pouvons
extraire la racine et e´crire ces courbes de niveau comme :
(VI.2.3) p−(q) = −
√
2(E + cos q) et p+(q) =
√
2(E + cos q) ,
avec les fonctions p±(q) re´gulie`res (elles sont au moins C1 et la de´rive´e ne s’annule
jamais). Ces courbes sont pe´riodiques de pe´riode 2π et elles correspondent a` des
rotations : la variable p (vitesse) ne s’annule jamais et la variable angulaire augmente
toujours (si on ne la regarde pas mod 2π) : le mouvement est donc sur une courbe
qui est diffe´omorphe a` la droite re´elle R.
Si |E| < 1, alors il existe deux points qm < 0 < qM tels que : cos qm = cos qM =
−E, nous pouvons toujours exprimer l’ensemble de niveau avec les courbes p±(q)
sauf que cette fois ces courbes ne sont pas re´gulie`res : aux points qm et qM la de´rive´e
premie`re n’est pas de´finie. En re´alite´ nous pouvons toujours de´crire ces ensembles de
niveau avec des courbes re´gulie`res mais qui ne seront pas des graphes. Ces courbes
correspondent a` des oscillations, la variable p (vitesse) oscille entre deux valeurs
version Janvier 2009 Timoteo Carletti
Chapitre VI p. 75
pM > 0 > pm, donne´es par pM =
√
2(E + 1) et pm = −
√
2(E + 1), et la variable
q entre qm < 0 < qM . Donc le mouvement est pe´riodique et il est sur une courbe
diffe´omorphe a` un cercle (ou un tore) T de dimension 1.
Conside´rons maintenant les cas limites : E = ±1. Si E → −1+ alors les points
qm et qM tendent vers le point q = 0 et les points pm et pM vers le point p = 0 ;
pour E = −1 la seule intersection entre y = cos q et y = −E est le point q = 0
et donc l’ensemble de niveau H = −1 est re´duit a` un seul point (p, q) = (0, 0). On
peut ve´rifier que ce point est un point d’e´quilibre pour les e´quations d’Hamilton. Si
E → +1−, alors les points qm et qM tendent respectivement vers les points −π et
π ; en ces points les courbes p± sont continues mais pas diffe´rentiable, il est facile
de ve´rifier que :
p′+(−π) = p′−(π) = 1 et p′+(π) = p′−(−π) = −1 .
Ces orbites ne sont ni des rotations ni des oscillations, elles sont appele´es se´paratrices,
car elles se´parent les deux types de mouvements re´guliers.
Dans cette exemple du pendule nous avons vu que la dynamique re´gulie`re d’un
syste`me hamiltonien de dimension 1 est diffe´omorphe a` la droite re´elle, mouvements
non borne´s, ou bien a` un 1–tore, mouvements borne´s, de plus une seule inte´grale
premie`re H a e´te´ suffisante pour inte´grer le mouvement. Le The´ore`me de Liouville
nous dit que ce comportement est tout a` fait ge´ne´ral pour un syste`me hamilto-
nien de dimension quelconque : la dynamique est toujours sur une varie´te´ obtenue
comme produit de droites et de tores. Puisque le the´ore`me est valable en dimension
quelconque on aura besoin d’un nombre plus grand d’inte´grales premie`res et elles
devront satisfaire certaines conditions de compatibilite´.
THE´ORE`ME 2.1 (Liouville). Soit donc donne´ un syste`me hamiltonien avec l
degre´s de liberte´ autonome, H(~p, ~q), et supposons qu’il existe l inte´grales premie`res,
f1(~p, ~q), . . . , fl(~p, ~q) inde´pendantes et en involution. Conside´rons l’ensemble de ni-
veau des inte´grales premie`res :
(VI.2.4) M~a := {~x = (~p, ~q) ∈ R2l : fj(~p, ~q) = aj , j = 1, . . . , l} ,
avec ~a = (a1, . . . , al) ∈ Rl est un vecteur fixe´.
Alors si M~a n’est pas vide nous avons :
(1) M~a est une sous–varie´te´ re´gulie`re de dimension l de R
2l, elle est invariante
pour le flot hamiltonien ΦH et pour les flots Φfj , j = 1, . . . , l associe´s aux
“hamiltoniens”fj , j = 1, . . . , l ;
(2) Les flots Φfj , j = 1, . . . , l commutent entre eux ;
(3) Si en plus
(VI.2.5) det
(
∂fi
∂pj
)
6= 0 ,
alors il existe (localement) une fonction S = S(~f, ~q, t) telle que :
(VI.2.6)
(
l∑
i=1
pidqi −H(~p, ~q)dt
) ∣∣∣
(~p,~q)∈M~a
= dS(~a, ~q, t) ,
et qui est une inte´grale comple`te de l’e´quation d’Hamilton–Jacobi pour H.
Le syste`me est donc inte´grable par quadrature.
Avant de passer a` la de´monstration remarquons quelques points importants.
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REMARQUE 2.2. La condition que les l inte´grales premie`res, f1(~p, ~q), . . . , fl(~p, ~q)
soient inde´pendantes signifie que les gradients ∇(p,q)f1(~p, ~q), . . . ,∇(p,q)fl(~p, ~q) soient
l vecteurs line´airement inde´pendants. Comme nous avons de´ja` vu la condition que
deux fonctions soient en involution implique que, vues comme fonctions d’Hamilton,
leur flots commutent.
REMARQUE 2.3. Puisque le syste`me est autonome la fonction d’Hamilton est
une inte´grale premie`re qui peut donc eˆtre compte´e parmi les l inte´grales premie`res
fj. De toute fac¸on graˆce a` la condition d’involution, H et toutes les fj sont constantes
sur leur flot mais aussi sur les flots engendre´s par les autres fonctions.
Puisque H|M~a est constant, la relation (VI.2.6) devient (localement) :
(VI.2.7)
l∑
j=1
pjdqj |M~a = dW (~a, ~q) ,
avec
(VI.2.8) dW (~a, ~q) = dS(~a, ~q, t) + E(~a)t ,
et E(~a) est la valeur de H sur M~a.
REMARQUE 2.4. La condition (VI.2.5) n’est pas restrictive, car la condition
d’inde´pendance line´aire des fonctions fj, assure l’existence de l coordonne´es cano-
niques, x1, . . . , xl, telles que :
(VI.2.9) det
(
∂(f1, . . . , fl)
∂(x1, . . . , xl)
)
6= 0 ,
mais quitte a` e´changer certaines variables qj avec les relatives variables pj (trans-
formation canonique) nous pouvons supposer que (VI.2.9) soit satisfaite avec les
variables ~p.
De´monstration. Les proprie´te´s (1) et (2) suivent facilement de l’hypothe`se
d’inde´pendance line´aire des gradients : M~a est donc une sous–varie´te´ re´gulie`re de
dimension l, car l’espace tangent est orthogonal a` l’espace forme´ par les gradients
qui a dimension l dans R2l. Graˆce a` l’hypothe`se d’involution les flots commutent et
donc la varie´te´ est invariante par les flots.
La condition (VI.2.5) assure (the´ore`me de la fonction implicite) que localement
il existe l fonctions re´gulie`res pˆ1(~f, ~q), . . . , pˆl(~f, ~q) telles que (nous avons de´note´ par
~f = (f1, . . . , fl)) :
(VI.2.10) pj = pˆj(~f, ~q) et fj = (~ˆp, ~q) = aj ∀j = 1, . . . , l .
Or la relation (VI.2.6) est e´quivalente (voir remarque 2.3) a` :
(VI.2.11)
l∑
j=1
pˆj(~f, ~q)dqj = dW (~f, ~q) ,
et l’existence d’une telle fonction W est assure´e (c’est–a`–dire la forme pˆj(~f, ~q)dqj
est exacte et localement cela correspond a` dire que la forme est ferme´e) si pour tout
j, k = 1, . . . , l :
(VI.2.12)
∂pˆk
∂qj
=
∂pˆj
∂qk
,
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autrement dit si la matrice Bkj =
∂pˆk
∂qj
est syme´trique ; ce que nous allons de´montrer
maintenant.
En de´rivant par rapport a` qk la deuxie`me relation de (VI.2.10) nous obtenons
(notation indices re´pe´te´s e´gal indices additionne´s) :
(VI.2.13) 0 =
∂fi
∂pj
∂pˆj
∂qk
+
∂fi
∂qk
,
pour simplifier nous allons introduire les matrices :
Aij =
∂fj
∂pj
et Cij =
∂fi
∂qj
,
ce qui permet de re´crire (VI.2.13) comme :
(VI.2.14) 0 = AijBjk + Cik ⇒ 0 = AB + C .
Nous devons donc de´montrer que la matrice B = −A−1C est syme´trique. Un
simple calcul nous donne (notez que : −(C)T = (AB)T = (B)T(A)T, donc (B)T =
−(C)T ((A)T)−1) :
B − (B)T = −A−1C + (C)T ((A)T)−1
= −A−1 (C(A)T −A(C)T) ((A)T)−1 .(VI.2.15)
Donc la matrice B est syme´trique si et seulement si C(A)T − A(C)T = 0, or si
nous e´crivons en composantes cette matrice nous trouvons (toujours notation sur
les indices re´pe´te´s) :
(VI.2.16)
(C(A)T −A(C)T)ij = CilAjl −AilCjl = ∂fi
∂ql
∂fj
∂pl
− ∂fi
∂pl
∂fj
∂ql
= {fi, fj} = 0 ,
graˆce a` l’hypothe`se d’involution. Donc la matrice B est syme´trique et localement
l’existence de la fonction W est prouve´e, sur M~a nous avons donc :
(VI.2.17) W (~f, ~q) =
∫ ~q
~q0
l∑
j=1
pˆj(~f, ~xi)dξj ,
ou` le point ~q0 est un point arbitraire de M~a et l’inte´gration est faite sur un chemin
arbitraire qui relie ~q0 a` ~q (toujours appartenant a` M~a). Nous avons pu passer a` des
valeurs de ~f non constantes puisque la valeur de ~a est arbitraire.
Conside´rons maintenant le nouvel hamiltonien dans les nouvelles variables :
(VI.2.18) Hˆ(~f, ~q) := H(~ˆp(~f, ~q), ~q) ,
si on fixe ~f = ~a alors de la condition de syme´trie de B on trouve (notation sur les
indices) :
∂Hˆ
∂qi
=
∂H
∂qi
+
∂H
∂pj
∂pˆj
∂qi
=
∂H
∂qi
+
∂H
∂pj
∂pˆi
∂qj
= −p˙i + ∂pˆi
∂qj
q˙j = −p˙i + d
dt
pˆi = 0 ,(VI.2.19)
ou` la dernie`re e´galite´ a e´te´ obtenue car par de´finition pˆi = pi et ~f = const. Donc le
nouvel hamiltonien ne de´pend pas des variables ~q et donc il de´pend seulement des
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variables ~f :
(VI.2.20) H(~ˆp(~f, ~q), ~q) = Hˆ(~f) .
Finalement si on pose
(VI.2.21) S(~f, ~q, t) :=W (~f, ~q)− Hˆ(~f)t ,
alors (VI.2.6) est trivialement satisfaite et S est solution de l’e´quation d’Hamilton–
Jacobi. En fait (par de´finition de W ) :
pi =
∂W
∂qi
=
∂S
∂qi
,
et
det
(
∂2W
∂qi∂fj
)
= det
(
∂pi
∂fj
)
6= 0 ,
et finalement (VI.2.21) implique que :
H+ ∂S
∂t
= 0 .
Donc S est une inte´grale comple`te puisqu’elle de´pend des l constantes arbitraires
a1, . . . , al. 
Le The´ore`me de Liouville implique que les inte´grales premie`res f1, . . . , fl peuvent
jouer le roˆle de nouvelles coordonne´es canoniques avec les variables ~β de´finies par :
(VI.2.22) βj :=
∂W
∂fj
j = 1, . . . , l .
La fonction W est donc la fonction ge´ne´ratrice d’une transformation comple`tement
canonique des variables (~p, ~q) aux variables (~f, ~β). Le nouvel hamiltonien est fonc-
tion des seules variables ~f et donc les e´quations d’Hamilton sont :
(VI.2.23)


~˙f = 0
~˙β = ∇~f Hˆ(~f) ,
d’ou` nous obtenons le fait que ~f sont des constantes et
(VI.2.24) ~β(t) = ~β(0) +∇~f Hˆ(~f(0))t .
3. Le The´ore`me d’Arnol’d
Le The´ore`me de Liouville vu dans la paragraphe pre´ce´dent permet d’affirmer
qu’un syste`me Hamiltonien autonome avec l degre´s de liberte´ est comple`tement
inte´grable (par quadrature) s’il posse`de l inte´grales premie`res inde´pendantes et en
involution. Nous nous proposons d’e´tudier dans cette section la ge´ome´trie de la
varie´te´ invariante, le re´sultat principal est le The´ore`me d’Arnol’d que nous allons
seulement e´noncer, qui de´termine les hypothe`ses sous lesquelles la varie´te´ M~a est
un tore l–dimensionnel et donc la parame´trisation est globale, car les variables ~β
re´sultent eˆtre des angles. Cela nous permettra ensuite (paragraphe 4) de de´montrer
l’existence des variables action–angle en dimension l quelconque.
THE´ORE`ME 3.1 (Arnol’d). Conside´rons un syste`me hamiltonien autonome
avec l degre´s de liberte´ et l inte´grales premie`res inde´pendantes et en involution.
Si la varie´te´ de niveau M~a de´finie dans le The´ore`me 2.1 est compacte et connexe,
alors elle est diffe´omorphe a` un tore de dimension l.
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Observons que siM~a est compose´e de plusieurs composantes connexes le the´ore`me
s’applique a` chaque composante se´pare´ment. Observons aussi qu’ils existent des
syste`mes qui ve´rifient les hypothe`ses du the´ore`me de Liouville mais pas de ce-
lui d’Arnol’d, par exemple l’hamiltonien (ou tout syste`me dont la dynamique est
proche d’un point stationnaire de type selle) :
H(p1, p2, q1, q2) = 1
2
[(
p21 + ω
2
1q
2
1
)
+
(
p22 − ω22q22
)]
,
si on pose :
f1 =
p21 + ω
2
1q
2
1
2
et f2 =
p22 − ω22q22
2
,
alors ge´ne´riquement les hypothe`ses du the´ore`me de Liouville sont ve´rifie´s, etM(a1,a2)
est le produit carte´sien d’une ellipse f1 = a1 dans le plan (p1, q1) fois une hyper-
bole f2 = a2 dans le plan (p2, q2), donc elle n’est ni compacte ni connexe, et les
hypothe`ses du the´ore`me d’Arnol’d ne sont pas ve´rifie´es.
Nous ne de´montrerons pas ce re´sultat mais nous l’utiliserons dans le paragraphe
suivant pour de´montrer l’existence des coordonne´es Action–Angle en dimension
quelconque.
4. Syste`mes hamiltoniens avec plusieurs degre´s de liberte´ : variables
action–angle
La de´finition des variables action–angle en dimension 1 introduite dans le para-
graphe V.3 est base´e sur la remarque que pour les mouvements d’oscillation chaque
courbe de phase est diffe´omorphe a` un tore. Dans le cas de syste`mes hamiltoniens
autonomes avec l degre´s de liberte´ et l inte´grales premie`res inde´pendantes et en in-
volution, le the´ore`me d’Arnol’d nous assure que si la varie´te´ de niveau est compacte
et connexe alors elle est diffe´omorphe a` un tore de dimension l. Il s’agit donc d’une
situation tre`s similaire et cela nous permettra de de´finir les variables action–angle
dans ce cas plus ge´ne´ral.
DE´FINITION 4.1. Un syste`me hamiltonien H(~p, ~q) avec l degre´s de liberte´ est
comple`tement canoniquement inte´grable s’il existe une transformation comple`tement
canonique de coordonne´es :
(VI.4.1)
{
~p = ~ˆp( ~A, ~φ)
~q = ~ˆq( ~A, ~φ)
ou` la de´pendance des variables ~φ est (2π)l–pe´riodique, des variables (~p, ~q) a` nou-
velles variables ( ~A, ~φ) ∈ Rl×Tl, appele´es variables action–angle telles que le nouvel
hamiltonien soit une fonction des seules variables d’action :
(VI.4.2) H(~ˆp( ~A, ~φ), ~ˆq( ~A, ~φ)) = K( ~A) .
On ve´rifie facilement que pour un tel syste`me les variables d’action sont des
constantes et les angles ont une e´volution line´aire :
(VI.4.3)


~˙A = −∇~φK = 0
~˙φ = ∇ ~AK := ~ω( ~A) ,
version Janvier 2009 Timoteo Carletti
p. 80 Chapitre VI
dont la solution est :
(VI.4.4)
{
~A(t) = ~A(0)
~φ(t) = ~φ(0) + ~ω( ~A(0))t .
Le re´sultat que nous voulons de´montrer est le suivant :
THE´ORE`ME 4.2 (variables Action–Angle dimension l). Soit H un syste`me ha-
miltonien autonome avec l degre´s de liberte´ qui posse`de l inte´grales premie`res en
involution et inde´pendantes. Supposons que pour un certain ~a ∈ Rl la varie´te´ de
niveau M~a soit compacte et connexe. Alors il existe un voisinage U de M~a et une
transformation comple`tement canonique des variables (~p, ~q) ∈ U a` variables action–
angle ( ~A, ~φ) ∈ V ×Tl ou` V est un ouvert de Rl. Le syste`me est donc comple`tement
canoniquement inte´grable.
Observons que graˆce au the´ore`me d’Arnol’d nous pouvons parame´triser M~a
avec des coordonne´es angles (φ1, . . . , φl), mais aussi (c’est en fait un passage de
la de´monstration du The´ore`me d’Arnol’d) d’introduire dans un voisinage de M~a
des coordonne´es non–canoniques (f1, . . . , fl, φ1, . . . , φl). Si nous fixons ~f = ~a et
tous les angles a` l’exception de φj , quand il varie dans (0, 2π) nous obtenons une
courbe γj ⊂ M~a. En re´pe´tant l’ope´ration pour tous les angles nous construisons
l cycles (non–homotopes dans M~a, c’est–a`–dire ils ne peuvent pas eˆtre de´forme´s
avec continuite´ les uns dans les autres) γ1, . . . , γl. Cela nous permet de de´finir en
analogie avec le cas de dimension 1 les variables d’action comme
DE´FINITION 4.3. Les variables d’action sont de´finies par :
(VI.4.5) Aj :=
1
2π
∫
γj
l∑
i=1
pi dqi pour j = 1, . . . , l .
Apparemment cette de´finition est lie´e au choix des cycles γj , mais graˆce a` la
proposition 4.4 cette ambigu¨ıte´ peut eˆtre e´limine´e.
PROPOSITION 4.4. Les variables action ne de´pendent pas du choix des cycles
γj (a` l’inte´rieur de la meˆme classe d’homotopie), si nous de´formons avec continuite´
les cycles γj en des nouveaux cycles γ
′
j, alors :
(VI.4.6)
∫
γj
l∑
i=1
pi dqi =
∫
γ′j
l∑
i=1
pi dqi .
Les variables d’action de´pendent seulement des fonctions ~f et elles sont en involu-
tion.
De´monstration. Le premier point est une conse´quence du the´ore`me de Stokes
(voir note 8 page 43) et de la relation (VI.2.7), voir Fig. 2.
Soit donc N la varie´te´ avec bord, oriente´e, de´termine´e par les cycles γj et γ
′
j
dont la dimension est l ; le the´ore`me de Stokes affirme que pour toute (l− 1)–forme
θ nous avons : ∫
N
dθ =
∫
∂N
θ ,
mais la relation (VI.2.7) nous dit que :
pidqi|M~a = dW (~a, ~q) ,
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jγ
γj’
Fig. 2. Ge´ome´trie simplifie´e pour de´montrer l’invariance des va-
riables d’action par rapport aux cycles γj .
et donc si nous prenons comme forme θ = pjdqj , donc dθ = ddW = 0 (sur N ⊂M~a)
et finalement
0 =
∫
N
dθ =
∫
∂N
θ =
∫
γj
pjdqj −
∫
γ′j
pjdqj = 2π(Aj −A′j) ,
car le bord de N est donne´ par les cycles γj et −γ′j (c’est–a`–dire parcouru au
contraire).
Par de´finition l’action Aj ne de´pend pas de l’angle φj mais non plus des autres
angles (car en changeant ces angles le cycle γj est de´forme´ de fac¸on continue et
par ce qu’on vient de de´montrer l’action ne change pas). Donc elles de´pendent
seulement des fonctions ~f .
Pour montrer qu’elles sont en involution c¸a suffit de calculer la parenthe`se de
Poisson (par rapport aux variables ~p, ~q) de Ai et Aj ; puisque ∂qkAi = ∂fmAi∂qkfm+
∂φnAi∂qkφn = ∂fmAi∂qkfm nous obtenons :
{Ai, Aj} = ∂Ai
∂fk
∂Aj
∂fm
{fk, fm} = 0 ,
graˆce a` la proprie´te´ d’involution pour les fonctions ~f .
Pour de´monter l’inde´pendance nous pouvons montrer que :
det
(
∂Ai
∂fj
)
6= 0 ,
et en utilisant l’inde´pendance des fonctions ~f . 
Nous pouvons finalement de´montrer le The´ore`me 4.2.
De´monstration. La proposition 4.4 permet d’affirmer que les variables action
sont un ensemble d’inte´grales premie`res, inde´pendantes et en involution pour H.
Pour le The´ore`me de Liouville la fonction
(VI.4.7) W ( ~A, ~q) =
∫ ~q
~q0
l∑
j=1
pjdqj |M ~A ,
est la fonction ge´ne´ratrice d’une transformation comple`tement canonique vers des
nouvelles variables ( ~A, ~φ) telles que le nouvel hamiltonien est fonction des seules va-
riables ~A. Il suffit donc de montrer que les variables ~φ sont des angles. Par de´finition
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d’action Ai, l’incre´ment de la fonction W le long du cycle γi est :
(VI.4.8) ∆iW = 2πAi ,
donc l’incre´ment de chaque variable φk sur le meˆme cycle est :
(VI.4.9) ∆iφk = ∆i
∂W
∂Ak
=
∂
∂Ak
∆iW = 2π
∂
∂Ak
Ai = 2πδik .

5. Mouvements quasi–pe´riodiques
Dans ce dernier paragraphe nous montrons que meˆme si inte´grable, la dy-
namique dans les variables action–angle peut eˆtre tre`s complexe, nous montrons
aussi comme les syste`mes dynamiques sont une discipline aux frontie`res des autres
disciplines mathe´matiques, par exemple l’e´tude du mouvement pour un syste`me
comple`tement inte´grable permet de re´pondre a` la question suivante : quelle est le
premier chiffre le plus probable dans la se´quence 2n ? Et le moins probable ? La
dynamique d’un syste`me hamiltonien peut eˆtre difficile...
L’analyse faite dans les paragraphes pre´ce´dents permet d’affirmer que les mou-
vements des syste`mes hamiltoniens comple`tement canoniquement inte´grables sont
des courbes contenues dans des varie´te´s diffe´omorphes a` des l–tores. Sur ces tores
les orbites sont parame´trise´es par :
(VI.5.1)
{
~A(t) = ~A(0)
~φ(t) = ~φ(0) + ~ωt .
En e´liminant le cas trivial ~ω = 0 la ge´ome´trie la plus simple est pour l = 1.
5.1. l = 1 : dynamique sur T. Dans ce cas la dynamique est sur un tore
(cercle) de rayon A(0) et avec une vitesse angulaire constante ω :
(VI.5.2) φ(t) = φ(0) + ωt mod 2π ,
donc toute orbite est pe´riodique de pe´riode T = 2πω .
5.2. l = 2 : dynamique sur T2. Conside´rons maintenant le cas de dimension
2 ; un 2–tore est repre´sente´ souvent comme une chambre a` air (donut en anglais)
et il est le produit de deux cercles. Une fac¸on plus inte´ressante de le repre´senter
est d’utiliser un carre´ dont les coˆte´s oppose´s sont identifie´s (pensez au jeu vide´o
PacMan), ainsi une orbite qui “sort du carre´ par le coˆte´ droit”est suppose´e y rentrer
par le coˆte´ gauche a` la meˆme hauteur (voir Fig. 3).
Toute orbite est donc identifie´e par la parame´trisation :
(VI.5.3)


A1(t) = A1(0)
A2(t) = A2(0)
φ1(t) = φ1(0) + ω1t mod 2π
φ2(t) = φ2(0) + ω2t mod 2π ,
si on e´limine le temps l’orbite est de´crite par une droite :
(VI.5.4) ω2(φ1 − φ1(0))− ω1(φ2 − φ2(0)) = 0 ,
nous pouvons supposer sans perte de ge´ne´ralite´ que la droite passe par l’origine,
φ1(0) = φ2(0) = 0, autrement c¸a suffit de changer les coordonne´es sur le tore pour
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Fig. 3. Une repre´sentation du 2–tore avec le carre´ dont les coˆte´s
oppose´s sont identifie´s. Une droite sur le tore.
se placer dans cette ge´ome´trie. En re´alite´ cette droite est contenue dans le tore et
donc il faut “la couper de`s qu’elle sort du carre´”(voir Fig. 3).
Si ω1 = 0 (ou ω2 = 0) alors la dynamique est triviale : la droite est re´duite a`
une droite horizontale (vertical) et les orbites sont pe´riodiques.
Si ω1ω2 6= 0 alors la situation est plus complexe ; chaque orbite intersecte l’axe
verticale φ1 = 0 dans une se´quence de points : xn =
ω2
ω1
n mod 2π. La ge´ome´trie de
cette orbite est de´crite par le re´sultat suivant :
THE´ORE`ME 5.1. La se´quence xn =
ω2
ω1
n mod 2π sur T est pe´riodique si et
seulement si ω2ω1 ∈ Q. Autrement si ω2ω1 ∈ R \Q alors xn est dense dans T (B ⊂ C,
B est dense dans C si la fermeture de B contient C, autrement dit dans tout
voisinage de n’importe quel point de C il y a un point de B.)
De´monstration. La se´quence est pe´riodique si et seulement si il existe un
entier q tel que q2π ω2ω1 mod 2π = 0, c’est–a`–dire il existe un deuxie`me entier p tel
que : q2π ω2ω1 = 2πp, qui implique :
ω2
ω1
= pq .
Si ω2ω1 ∈ R \ Q alors tous les points xn sont distincts, mais puisque le cercle
est compact (borne´ et ferme´) pour tout ǫ > 0 il existe r et s entiers tels que :
|xr−xs| = |r2π ω2ω1−s2π ω2ω1 | < ǫ. Si nous de´finissons j = |r−s|, alors la se´quence finie
de points yn = (nj2π
ω2
ω1
mod 2π)
n=2π/ǫ
n=0 partage le cercle en intervalles contigus de
longueur plus petite que ǫ et donc tout point du cercle se trouve a` une distance
plus petite que ǫ d’un point de la se´quence. Car ǫ est arbitraire le re´sultat est
de´montre´. 
Ce The´ore`me admet un corollaire important :
COROLLAIRE 5.2. L’orbite (VI.5.4) (ou bien (VI.5.3)) dans T2 est pe´riodique
si et seulement si ω2ω1 ∈ Q (inclut aussi les cas ω1 = 0 ou ω2 = 0), autrement elle
est dense dans T2.
5.3. l ≥ 3 : dynamique sur Tl. En dimension l ≥ 3 la solution de (VI.5.1)
est toujours de la forme ~φ(t) = ~φ(0) + ~ω(t − t0) et on peut encore “e´liminer le
temps”pour l’e´crire sous forme de droite dans le l–tore, Tl = Rl \ (2πZ)l, c’est–a`–
dire le hypercube [0, 2π]l avec les coˆte´s oppose´s identifie´s.
Nous aurons toujours des orbites pe´riodiques ou des orbites denses, mais a` cause
de la dimension plus grande les diffe´rents comportements “peuvent se pre´senter”au
meˆme temps mais dans des ensembles de dimension infe´rieure a` l. Par exemple si
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~ω = 2π(1,
√
2,
√
3), alors l’orbite est donne´e par :

φ1(t) = φ1(0) + 2πt
φ2(t) = φ2(0) + 2πt
√
2
φ3(t) = φ3(0) + 2πt
√
3 ,
et en e´limant le temps nous pouvons la re´crire comme (supposons ~φ(0) = 0) :
φ2(t) = φ1(t)
√
2 et φ3(t) =
√
3φ1(t) ;
dans le “carre´”qui repre´sente le tore dans le plan (φ1, φ2) l’orbite a comme projec-
tion une droite de pente
√
2 qui donc est dense dans le carre´ avec les coˆte´s identifie´s,
une chose similaire est valable dans le plan (φ1, φ3), donc l’orbite se de´roule sur un
2–tore. Une autre fac¸on de voir cela est de conside´rer la se´quence de points obtenus
en regardant l’orbite tous les temps entiers : xn = φ(n) = (2πn, 2πn
√
2, 2πn
√
3).
Puisque xn appartient au tore, c’est–a` dire ses composantes sont de´finies modulo
2π, alors on peut re´e´crire xn = (0, 2πn
√
2, 2πn
√
3). Donc xn est dense dans le
2–tore : {0} × T2 ⊂ T3.
Pour caracte´riser ce nouveau phe´nome`ne nous introduisons leModule de re´sonance
(associe´ a` ~ω), M~ω :
(VI.5.5) M~ω := {~m ∈ Zl \ {0} : ~m · ~ω = 0} .
Sa dimension d~ω = dimM~ω nous donne le nombre de relations de re´sonance
inde´pendantes, ~m ·~ω = 0, ve´rifie´es par ~ω. On peut facilement ve´rifier (si ~ω 6= 0) que
0 ≤ d~ω ≤ l − 1. Par exemple dans le cas l = 2 nous avons deux seules possibilite´s :
d~ω = 0 (aucune relation de re´sonance) c’est–a`–dire pour tout ~m ∈ Z2 \ {0} nous
avons ~ω · ~m 6= 0, donc :
0 6= m1ω1 +m2ω2 ⇒ ω1
ω2
6= m2
m1
⇒ ω1
ω2
6∈ Q .
Ou bien l = 1, (cas comple`tement re´sonant), il existe ~m ∈ Z2 \ {0} t.q. ~ω · ~m = 0,
donc :
0 = m1ω1 +m2ω2 ⇒ ω1
ω2
=
m2
m1
⇒ ω1
ω2
∈ Q .
Le cas l = 2 ne peut pas se produire car on aurait :
∃~m,~n ∈ Z2 \ {0} : ~m 6= ~n , ~ω · ~m = ~ω · ~n⇒ ~ω · (~m− ~n) = 0 ,
et puisque par hypothe`se ~m 6= ~n la seule possibilite´ serait d’avoir ~ω = 0.
Le Corollaire 5.2 peut se relire comme : si d~ω = 0 alors l’orbite est dense dans
un 2–tore et si d~ω = 1 alors l’orbite est pe´riodique dans un 2–tore ; ce re´sultat peut
eˆtre ge´ne´ralise´ en dimension quelconque :
THE´ORE`ME 5.3. Soit M~ω le module de re´sonance associe´ a` la fre´quence ~ω,
alors :
(1) l’orbite est pe´riodique si et seulement si d~ω = l− 1 (re´sonance comple`te) ;
(2) si d~ω = 0 (absence de re´sonances) l’orbite est dense dans un l–tore ;
(3) si 0 < d~ω < l− 1 alors l’orbite est dense dans un tore de dimension l− d~ω
immerge´ dans Tl.
Les orbites correspondantes aux cas (2) et (3) sont appele´es quasi–pe´riodiques.
De fac¸on ge´ne´rale nous pouvons de´finir :
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DE´FINITION 5.4. Une fonction continue g : R → R est dite quasi–pe´riodique
s’il existe un vecteur ~ω = (ω1, . . . , ωl) ∈ Rl et une fonction continue f : Tl → R
tels que :
(VI.5.6) g(t) = f(ω1t, . . . , ωlt) .
REMARQUE 5.5. Le nom quasi–pe´riodique est duˆ au fait que la fonction se
comporte comme si elle e´tait pe´riodique mais avec des pe´riodes de plus en plus
longues. Par exemple si l = 2 et si ~ω = 2π(1,
√
2), alors d’apre`s le cours d’analyse
on sait qu’il existe une se´quence de rationnels (pk, qk) qui converge vers
√
2, de plus
cette se´quence peut eˆtre choisie de fac¸on que |√2− pkqk | ≤ 1qkqk+1 . Si nous avons une
fonction quasi–pe´riodique telle que g(t) = f(t, t
√
2), pour une certaine fonction f
de´finie sur le 2–tore, alors c’est facile de ve´rifier que pour tout t ∈ [0, qk) :
|g(t+ qk)− g(t)| = |f(2πt+ 2πqk, 2πt
√
2 + 2π
√
2qk)− f(2πt, 2πt
√
2)|
= |f(2πt, 2πt
√
2 + 2π
√
2qk − 2πpk)− f(2πt, 2πt
√
2)|
≤ C2π|
√
2qk − pk| ≤ 2πC 1
qk+1
,
ou` nous avons utilise´ au deuxie`me passage la pe´riodicite´ de f sur le 2–tore et dans
le dernier passage la proprie´te´ de la se´quence pk/qk. Donc si k est grand, puisque
qk →∞, |g(t+ qk)− g(t)| est petit. Il serait e´gal a` ze´ro si g e´tait pe´riodique.
La moyenne temporelle d’une fonction quasi–pe´riodique est de´finie comme :
(VI.5.7) < g >T := lim
T→∞
1
T
∫ T
0
g(t) dt = lim
T→∞
1
T
∫ T
0
f(ω1t, . . . , ωlt) dt ,
si cette limite existe.
A coˆte´ de la moyenne temporelle nous pouvons conside´rer la moyenne en phase
(spatiale) de la fonction f :
(VI.5.8) < f >:=
1
(2π)l
∫
Tl
f(~φ) d~φ .
Conside´ronsmaintenant “l’orbite”d’une fonction quasi–pe´riodique,∪t∈Rg(t) ; puisque
l’orbite peut eˆtre dense dans le tore, nous pouvons comparer les deux moyennes et
pouvoir de´terminer si l’orbite est dense ou pas. En gros si l’orbite est dense, le
point g(t) de´crit presque tout le tore et donc sa moyenne temporelle sera e´gale a` sa
moyenne spatiale ; plus pre´cise´ment :
THE´ORE`ME 5.6. Soit f : Tl → R une fonction continue, et conside´rons la
fonction quasi–pe´riodique obtenue en composant le flot (VI.5.1) avec f , g(t) =
f ◦ ~φ(t). Si la fre´quence ~ω n’est pas re´sonante, i.e. dimM~ω = 0, alors la moyenne
temporelle < g >T existe, est constante et co¨ıncide avec la moyenne spatiale.
De´monstration. Montrons d’abord le the´ore`me dans le cas ou` f est un po-
lynoˆme trigonome´trique, somme finie de fonctions sin et cos, pour simplifier les
notations nous l’e´crirons avec les exponentielles complexes :
(VI.5.9) f(~φ) =
∑
~m∈F
fˆ~me
i~m·~φ ,
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ou`F ⊂ Zl est un ensemble fini d’indices de sommation. La fonction quasi–pe´riodique
g aura une de´composition similaire :
g(t) =
∑
~m∈F
fˆ~me
i~m·(~φ0+t~ω) .
Prenons maintenant un e´le´ment ~m ∈ F et conside´rons sa contribution a` la moyenne
temporelle de g, puisque la moyenne est une inte´grale elle re´sulte line´aire, donc la
moyenne de g sera la somme des contributions de chaque indice ~m. Si ~m = 0 alors
g0 = fˆ0 est une constante et donc
< g0 >T= lim
T→∞
1
T
∫ T
0
fˆ0 dt = fˆ0 =
1
(2π)l
∫
Tl
fˆ0 d~φ .
Si ~m 6= 0 alors la contribution a` la moyenne spatiale vaut ze´ro :
< fˆ~me
i~m·~φ > =
1
(2π)l
∫
Tl
fˆ~me
i~m·~φ d~φ =
fˆ~m
(2π)l
∫ 2π
0
eim1φ1 dφ1 . . .
∫ 2π
0
eimlφl dφl
=
fˆ~m
(2π)l
eim1φ1
m1
∣∣∣2π
0
. . .
eimlφl
ml
∣∣∣2π
0
= 0 .
Par ailleur la contribution a` la moyenne temporelle vaut :
< g~m > = lim
T→∞
1
T
∫ T
0
fˆ~me
i~m·(~φ0+~ωt) dt = lim
T→∞
fˆ~me
i~m·~φ0
T
∫ T
0
ei~m·~ωt dt
= lim
T→∞
fˆ~me
i~m·~φ0
T
ei~m·~ωt
i~m · ~ω
∣∣∣T
0
= lim
T→∞
fˆ~me
i~m·~φ0
T
ei~m·~ωT − 1
i~m · ~ω = 0 ,
et l’inte´gration est bien de´finie car ~m · ~ω 6= 0. Donc les contributions aux deux
moyennes sont e´gales ; par line´arite´ des inte´grales et puisque f est compose´ d’un
nombre fini de termes, nous pouvons de´montrer que la moyenne spatiale et la
moyenne temporelle sont e´gales.
Prenons maintenant une fonction f continue quelconque sur Tl, alors par le
The´ore`me de Weierstrass nous pouvons donner une approximation a` ǫ pre`s pour
tout ǫ > 0, avec un polynoˆme trigonome´trique Pǫ(~φ) :
max
~φ∈Tl
|f(~φ)− Pǫ(~φ)| < ǫ
2
.
Soit P± := Pǫ ± ǫ2 , alors 1 P− ≤ f ≤ P+ et :
1
(2π)l
∫
Tl
(
P+(~φ)− P−(~φ)
)
d~φ = ǫ .
Donc pour tout ǫ > 0 il existe deux polynoˆmes trigonome´triques P+ et P− tels
que 2 :
< f > − < P− >≤ ǫ et < P+ > − < f >≤ ǫ ,
1En effet pour tout ~φ ∈ Tl nous avons : f(~φ)− P−(~φ) = f(~φ)− Pǫ(~φ) +
ǫ
2
; or par de´finition
de Pǫ nous avons |f(~φ)−Pǫ(~φ)| ≤ ǫ/2 pour tout ~φ ∈ Tl, donc en particulier f(~φ)−Pǫ(~φ) ≥ −ǫ/2,
et finalement f(~φ)− P−(~φ) ≥ 0.
2Pour monter cela il suffit d’utiliser la de´finition de moyenne spatiale :
< f > − < P− >=
1
(2π)l
Z
Tl
(f(~φ)− P−(~φ) d~φ ≤
1
(2π)l
Z
Tl
“
f(~φ) − Pǫ(~φ) +
ǫ
2
”
d~φ ≤
ǫ
2
+
ǫ
2
.
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et pour tout T :
1
T
∫ T
0
P− ◦ ~φ(t) dt ≤ 1
T
∫ T
0
f ◦ ~φ(t) dt ≤ 1
T
∫ T
0
P+ ◦ ~φ(t) dt .
Nous avons de´ja` de´montre´ que la moyenne temporelle d’un polynoˆme trigo-
nome´trique est ze´ro, donc pour tout ǫ > 0 il existe T (ǫ) tel que :
|< P± > − 1
T (ǫ)
∫ T (ǫ)
0
P± ◦ ~φ(t) dt| ≤ ǫ ,
mais alors en mettant tout ensemble nous avons de´montre´ que pour tout ǫ > 0, il
existe T (ǫ) tel que pour tout T > T (ǫ) nous avons :
|< f > − 1
T
∫ T
0
f ◦ ~φ(t) dt| ≤ 2ǫ ,
et puisque ǫ est arbitraire cela conclut la de´monstration. 
REMARQUE 5.7. Avec ce re´sultat nous pouvons facilement montrer la deuxie`me
proprie´te´ du The´ore`me 5.3. Prouvons ce re´sultat par contradiction. Supposons que
dimM~ω = 0 et supposons que l’orbite ne soit pas dense dans Tl ; il existe alors
un point φ¯ ∈ Tl et un voisinage ouvert, U , tel que l’orbite n’interse`cte jamais cet
ouvert. Prenoms maintenant une fonction continue quelconque f : Tl → R avec les
proprie´te´s suivantes :
(1) < f >= 1 ;
(2) f(~φ) = 0 pour tout ~φ 6∈ U .
Mais alors la moyenne temporelle serait e´gale a` ze´ro, par contre sa moyenne spatiale
serait e´gale a` 1, ce qui contredit le The´ore`me 5.6. Donc l’orbite doit eˆtre dense et
cet ouvert U n’existe pas.
Nous terminons ce Chapitre avec l’application suivante de la The´orie des fonc-
tions quasi–pe´riodiques.
EXEMPLE 5.8 (Arnol’d). Conside´rons la se´quence obtenue en prenant les pre-
miers chiffres de la se´quence 2n :
an := premier chiffre de 2
n ,
donc
a0 = 1 , a1 = 2 , a3 = 8 , a4 = 1 . . . .
Nous voulons re´pondre a` la question suivante : est-il plus facile de trouver an = 1
ou an = 5 ? Pour cela nous allons calculer la probabilite´ que an soit un entier, k,
(entre 1 et 9) donne´. Or an = k si et seulement si :
log10 k ≤ {n log10 2} < log10(k + 1) ,
ou` {x} est la partie fractionnaire de x. En effet si nous e´crivons
2n = s, . . . 10m ,
avec 1 ≤ s < 10, alors an = s, et
{log10 2n} = {m+ log10(s, . . . )} = log10(s, . . . ) ,
mais alors si (s < 10 et donc log10(s, . . . ) < 1) :
log10 k ≤ {log10 2n} = log10(s, . . . ) < log10(k + 1) ,
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nous avons :
k ≤ s, · · · < k + 1 ,
c’est–a`–dire k est l’entier que nous cherchons.
Le nombre log10 2 est irrationnel et donc par le The´ore`me 5.1 la se´quence
{n log10 2} est dense dans l’intervalle [0, 1].
Or la fre´quence (probabilite´) avec laquelle l’entier k parait dans an est donne´e
par :
(VI.5.10) pk := lim
N→∞
#{{n log10 2} ∈ [log10 k, log10(k + 1)) : 0 ≤ n ≤ N − 1}
N
,
ou` #A est la cardinalite´ de l’ensemble A (nombre d’e´le´ments contenus).
Si nous conside´rons la fonction χk : [0, 1]→ R :
χk(x) =
{
1 si x ∈ [log10 k, log10(k + 1))
0 autrement ,
alors la (VI.5.10) est la moyenne temporelle (ici nous conside´rons la variable tem-
porelle discre`te et non continue, mais cela ne change pas les re´sultats pre´ce´dents)
de la fonction χk calcule´e le long de la se´quence {n log10 2} :
(VI.5.11) < χk >T := lim
T→∞
1
T
T−1∑
j=0
χk({n log10 2}) = pk .
Or nous avons de´montre´ le The´ore`me 5.6 sous l’hypothe`se de continuite´ pour la
fonction f , mais en re´alite´ il est valable pour une fonction discontinue (l’approxima-
tion de Weierstrass sera ponctuelle et non uniforme), donc la moyenne temporelle
de χk est e´gale a` sa moyenne spatiale :
(VI.5.12) pk =< χk >:=
∫ 1
0
χk(x) dx = log10(k + 1)− log10 k .
Comme on montre dans la Fig. 4 le chiffre le plus probable est 1 avec environ 30 %
de probabilite´, et les autres suivent en ordre de´croissant.
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Fig. 4. Probabilite´s pk en fonction de l’entier k.
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CHAPITRE VII
Bibliographie.
Les sujets traite´s dans ce cours peuvent eˆtre retrouve´s dans beaucoup de livres
Classiques de me´canique hamiltonienne ou me´canique analytique, nous proposons
une liste (force´ment incomple`te) qui pourra aider l’e´tudiant a` comple´ter sa pre´paration.
La plupart de ces livres sont pre´sents dans la bibliothe`que de l’unite´ de syste`mes
dynamiques.
– R. Abraham et J.E. Marsden :Foundations of mechanics. (Chapitres 2,3 et
6)
– V. Arnol’d : Me´thodes mathe´matiques de la me´canique classique
– A. Fasano et S. Marmi : Analytical Mechanics. (Tout le livre)
– J.V. Jose´ et E.J. Saletan : Classical Dynamics. (Chapitres 5 et 6)
– L. Meirovitch : Methods of analytical dynamics. (Chapitres 2 et 9)
– J. Roels : Me´canique lagrangienne et hamiltonienne. (Tout le livre)
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