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Abstract
Until now the concept of a Soules basis matrix of sign patternN consisted of an orthogonal
matrix R ∈ Rn,n, generated in a certain way from a positive n-vector, which has the property
that for any diagonal matrix  = diag(λ1, . . . , λn), with λ1  · · ·  λn  0, the symmetric
matrix A = RRT has nonnegative entries only. In the present paper we introduce the notion
of a pair of double Soules basis matrices of sign patternNwhich is a pair of matrices (P,Q),
each in Rn,n, which are not necessarily orthogonal and which are generated in a certain way
from two positive vectors, but such that PQT = I and such that for any of the aforementioned
diagonal matrices, the matrix A = PQT (also) has nonnegative entries only. We investigate
the interesting properties which such matrices A have.
As a preamble to the above investigation we show that the iterates, Ak = RkRTk , generated
in the course of the QR-algorithm when it is applied to A = RRT, where R is a Soules basis
matrix of sign patternN, are again symmetric matrices generated by the Soules basis matrices
Rk of sign patternN which are themselves modified as the algorithm progresses.
Our work here extends earlier works by Soules and Elsner et al.
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1. Introduction
In the 1983 paper [26], Soules created a remarkable matrix. Beginning with a
positive n-vector x, in notation x  0, he generated an n × n orthogonal matrix
R = Rx such that for any nonnegative diagonal matrix  = diag(λ1, . . . , λn), with
λ1  λ2  · · ·  λn  0, the symmetric matrixA = [ai,j ] = A,x = RRT has non-
negative entries only, that is, ai,j  0, for all i, j = 1, . . . , n. This has motivated
Elsner et al. to introduce the following terminology in [7]:
Definition 1.1. The set of orthonormal vectors {R(1), . . . , R(n)} is called a Soules
basis and the matrix R = (ri,j ) = [R(1)|R(2)| · · · |R(n)] is called a Soules basis matrix
if R(1)  0 and if for every diagonal matrix
 = diag(λ1, . . . , λn) with λ1  λ2  · · ·  λn  0, (1.1)
the matrix
A = RRT  0. (1.2)
We shall call a matrix A, generated via a Soules basis, a Soules matrix.
In [26], Soules provided an algorithm for how to construct a Soules basis matrix
from a vector x = [x1, . . . , xn]T  0. Put R(1) := [r1,1, . . . , rn,1]T = x‖x‖2 . Next, for
i = 1, . . . , n, and for j = 2, . . . , n, let
ri,j =

xixn−j+2
tn−j+1tn−j+2 if j < n − i + 2,
− tn−j+1
tn−j+2 if j = n − i + 2,
0 if j > n − i + 2,
where t2k =
k∑
i=1
x2i . (1.3)
Soules showed that R = (ri,j ) is a Soules basis matrix which has the sign pattern
sign(ri,j ) =
> 0 if j < n − i + 2,< 0 if j = n − i + 2,= 0 if j > n − i + 2 =

+ + + + +
+ + + + −
+ + + − 0
+ + − 0 0
+ − 0 0 0

︸ ︷︷ ︸
in R5,5
.
(1.4)
Soules called such matrices R of sign patternN. Soules further showed that there is
a 1:1 correspondence between the positive n-vectors of length 1 and the orthogonal
matrices of sign patternN.
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In [7] the authors studied some further properties of Soules matrices. First they
showed how to generate all possible Soules basis matrices from a given-vector x  0.
They then showed that these matrices enjoy many striking features including:
(i) The nonsingular Soules matrices are inverses of, in the language of Friedland
et al. [10], MMA-matrices, namely, matrices all of whose powers are M-
matrices.3
(ii) The nonsingular Soules matrices are diagonally scalable, via multiplication by
positive diagonal matrices to strictly ultrametric matrices. We comment that
strictly ultrametric matrices were first introduced by Martínez et al. in [17] who
showed that they are inverses of strictly diagonally dominant symmetric M-
matrices. The strictly ultrametric matrices were further studied by McDonald
et al., in [21] and by Nabben and Varga in [22,23]. More about the structure of
the Soules matrices, the MMA-matrices, the strictly ultrametric matrices, and
some of the connections between these types of matrices can be found in the
papers of Fiedler [8] and of Stuart [27].
(iii) Nonsingular Soules matrices A generated via certain Soules basis matrices
have a QR-factorization with the QR-factors possessing certain sign pattern. In
particular the Soules matrices generated by Soules basis of sign patternN have
a QR-factorization A = QS, with Q an orthogonal matrix with positive entries
in its lower triangular part and negative entries in its strictly upper triangular
part and with S a nonnegative upper triangular matrix which is an inverse of an
M-matrix.
In fact, motivated by the above-mentioned properties of the QR-factors of a non-
singular Soules matrix A ∈ Rn,n generated by Soules basis matrix of sign PatternN,
we shall show in Section 2 that the iterates A1, A2, . . . produced by the QR-algorithm
when applied to A1 = A are all Soules matrices generated by Soules basis matrices
of propertyN, but where the positive vector generating the Soules basis has to be
modified as the algorithm progresses. This feature explains some of the technical
difficulties behind the proof. Several interesting facts about the QR-factors of A and
A−1 follow as corollaries.
Recall now a standard fact from the singular value decomposition of a matrix
which, historically, should be credited to Autonne [1] and Schmidt [25].
Theorem 1.2 (Eckart–Young Theorem, see [12]). Suppose that m  n and let A ∈
Rm×n have a singular value decomposition
A = PQT,  = diag(σ1, σ2, . . . , σn) ∈ Rm,n,
3 For more background material on nonnegative matrices and M-matrices see Berman and Plemmons
[3].
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where σ1  σ2  · · ·  σn  0 are the singular values of A and P ∈ Rm,m and Q ∈
Rn,n are orthogonal matrices. Then for 1  r  n, the matrix
Br = Pdiag(σ1, . . . , σr , 0, . . . , 0︸ ︷︷ ︸
n−r
)QT (1.5)
is a global minimizer of the optimization problem
min{‖A − B‖2F |B ∈ Rm,n, rank (B)  r} (1.6)
with the corresponding minimum value
∑n
i=r+1 σ 2i . Moreover, if σr > σr+1, then Br
is the unique global minimizer.
It follows from properties (1.1) and (1.2) of the Soules matrices that if A = RRT
is a Soules matrix generated by the Soules basis matrix R, then RRT is the singular
value decomposition of A and that for each r = 1, . . . , rank(A), the best approxima-
tion Br to A of rank at most r , is a Soules matrices and hence a nonnegative matrix.
This leads us to the following question:
Question 1.3. Characterize the set of all pairs (P,Q) of orthogonal matrices in Rn,n
such that for all nonincreasing sequences of numbers σ1  · · ·  σn  0,
A = A,P ,Q = PQT  0, (1.7)
where
 = diag(σ1, . . . , σn). (1.8)
Let  = I . Then A = PQT  0 and, as A−1 = AT, it follows that A−1  0.
But then by a result in Berman and Plemmons [3, Theorem (5.2) part (b)], up to
permutation, A is a diagonal matrix. As A is orthogonal, we see that up to a permu-
tation, A must be the identity matrix. Let  ∈ Rn,n be a permutation matrix such
that I = A = PQT, so that Q = P . It follows from (1.7) that for all n-tuples
(σ1, . . . , σn) with σ1  · · ·  σn  0,
PP T  0,
where  is given in (1.8). It now follows from [7, Observation 2.1], that P is a Soules
basis matrix. Hence the answer to Question 1.3 does not lead to a much more general
class of orthogonal matrices than the class of the Soules basis matrices for which
(1.2) holds.
The very limited generality to Soules bases which the answer to Question 1.3
generates has lead us to seek an even more general situation than in Question 1.3.
Question 1.4. Characterize the set of all pairs (P,Q) of invertible matrices in Rn,n,
with
PQT = I (1.9)
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such that for all nonincreasing sequences of numbers λ1  · · ·  λn  0,
A = A,P ,Q = PQT  0, (1.10)
where
 = diag(λ1, . . . , λn). (1.11)
In Section 3 we shall show that given any two positive vectors p1, q1 ∈ Rn, with
qT1 p1 = 1, it is possible to construct two matrices P = [P (1)|P (2)| · · · |P (n)] and
Q = [Q(1)|Q(2)| · · · |Q(n)], with P (1) = p1 and Q(1) = q1, and with P and Q both
of sign patternN, which satisfy all the conditions required of a pair in Question 1.4.
We shall call matrices A given in (1.10), with P and Q as just mentioned, a pair of
double Soules basis matrices (of sign patternN) and we shall call the sets of vectors
{P (1)|P (2)| · · · |P (n)} and {Q(1)|Q(2)| · · · |Q(n)} leading to the pair (P,Q) of double
Soules bases (of sign patternN).
In Section 3 we shall show that double Soules matrices A = (ai,j ) ∈ Rn,n have
many interesting properties. These will include some of the following. First, once
again we show that if A is nonsingular, then A−1 is an MMA-matrix. Next, partition
A into
A =
[
A1,1 A1,2
A2,1 A2,2
]
, where A1,1 ∈ Rn−1,n−1. (1.12)
Then the (n − 1) × (n − 1) matrix given by
P(A/A1,1) := A1,1 + A1,2A2,1
(λ1 − A2,2) (1.13)
is called the Perron complement of A1,1 in A. We comment that although Perron
complements are closely related to Schur complements, the subject and utility of
Perron complements, particularly in the context of Markov chains, seems to have
originated from two papers of Meyer, see [19,20]. Now for
z = [z1, . . . , zn−1, zn]T ∈ Rn, denote by z¯ = [z1, . . . , zn−1]T ∈ Rn−1.
In this section we shall show that if A ∈ Rn,n is a double Soules matrix with eigen-
values λ1  λ2  λ3  · · ·  λn and generated by the pair of double Soules basis
matrices P = [P (1)|P (2)| · · · |P (n)] and [Q(1)|Q(2)| · · · |Q(n)], then P(A/
A1,1) ∈ Rn−1,n−1 is a double Soules matrix generated by the pair of double Soules
basis matrices P = [µP (1)|P (3)| · · · |P (n)] and Q = [µQ(1)|Q(2)| · · · |Q(n)], where
µ = 1/√Q(1)TP (1), and with the eigenvalues λ1  λ3  · · ·  λn.
Actually, in Proposition 3.6, we shall show that if λ1  λ2  · · ·  λn, but without
the stipulation that any of the λi’s is nonnegative and if (P,Q) is a pair of double
Soules basis matrices, then the matrix A = PQT, where = diag(λ1, . . . , λn), has
all its off-diagonal entries nonnegative. In particular, if λ1 > λ2, then the off-diagonal
entries of A are positive. We shall use this property in conjunction with some of
the properties which we observed on the Perron complement of a Soules matrix to
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determine a necessary condition for an n-tuple of nonincreasing real numbers to be
the eigenvalues of a double Soules matrix.
Concerning notation. At times we shall subindex the identity matrix by an integer
to make its dimensions clear, at other times, its dimensions can be determined from
the context.
2. Soules matrices and the QR-algorithm
Recall that in the previous section we listed some of the main properties of Soules
matrices. In particular, in (iii) we described the properties of the QR-factors of a
nonsingular Soules matrix generated by Soules basis of sign patternN. Such Soules
matrices have a QR-factorization A = QS, with Q an orthogonal matrix with positive
entries in its lower triangular part and negative entries in its strictly upper triangular
part and with S a nonnegative upper triangular matrix which is an inverse of an
M-matrix.
One of the principal applications in which the QR-factorization is used is in the
course of the QR-algorithm to determine the eigenvalues of a matrix W ∈ Cn,n. Here
is the description of the QR-algorithm followed by some of the properties which the
iterates that it produces possess.
QR-algorithm (Francis [9], see also Golub and van Loan [11]). Set W1 = W and
for i = 1, 2, . . ., do:
(i) Factor Wi = QiSi.
(ii) Set Wi+1 = SiQi.
}
, where
{
QiQ
T
i = I,
Si = upper triangular. (2.1)
Some well known facts about the sequences of matrices {Wi}, {Qi}, and {Si}
generated by the algorithm are:
(a) Wi+1 is similar to Wi, i = 1, 2, . . .
(b) With Q˜i := Q1Q2 · · ·Qi ,
Wi+1 = Q˜Ti W1Q˜i, i = 1, 2, . . .
(c) With S˜i := SiSi−1 · · · S1,
Wi = Q˜i S˜i , i = 1, 2, . . . (2.2)
The question which we wish to raise is if W = A = RRT is a Soules matrix
generated by a Soules basis of sign pattern N, then what can we say about the
iterates A1, A2, . . . produced by the QR-algorithm applied to A1 = A? We now prove
the following result:
Theorem 2.1. Let A = RRT, where R is an n × n Soules basis matrix of sign
patternN generated by the algorithm given in [26] and  = diag(λ1, . . . , λn) with
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λ1  λ2  · · ·  λn > 0. With W = A and A1 = A, let Ak be computed by the QR-
algorithm. Then for each k  1, Ak = RkRTk is a Soules matrix generated by a
Soules basis matrix of sign patternN as follows:
Rk =
{
R for k = 1,
QTk−1Rk−1 = Sk−1Rk−1−1 for k > 1,
(2.3)
where the entries of Qk = [q(k)i,j ] satisfy that
q
(k)
i,j
{
> 0 if i  j,
< 0 if i < j, (2.4)
and Sk is a nonnegative, nonsingular, upper triangular matrix whose inverse is an
M-matrix.
Proof. We prove all our claims by induction. By [7, Theorem 4.1], we know that
for k = 1, the matrices A1, R1, and Q1 have the desired properties. Now assume
the results are true for some k  1, that is, Ak = RkRTk , where Rk = QTk−1Rk−1 =
Sk−1Rk−1−1 is a Soules basis matrix of sign patternN and the QR-factors of Ak
satisfy (2.4) and with Sk a nonnegative upper triangular matrix which is an inverse of
an M-matrix.
Consider now
Ak+1 = SkQk = Qk+1Sk+1.
Because Ak = QkSk so QTk Ak = Sk we can write that
Ak+1 = SkQk = QTk AkQk = QTk RkRTk Qk.
SetRk+1 = QTk Rk.SinceQTk = SkA−1k = SkRk−1RTk , Rk+1 = QTk Rk = SkRk−1.
We shall show that Rk+1 = [r(k+1)1 , . . . , r(k+1)n ] = [r(k+1)i,j ] is a Soules basis ma-
trix with sign pattern N. Because RTk+1Rk+1 = RTk QkQTk Rk = RTk Rk = I , Rk+1
is orthogonal. Next, as r(k)1 > 0, λ1 > 0, and Sk = [s(k)i,j ]  0, with s(k)i,i > 0, for
i = 1, . . . , n, we can write that r(k+1)1 = 1λ1 Skr
(k)
1 > 0. Let ei be the ith column
of an n × n identity matrix. Observe that for j = 2, . . . , n,
r
(k)
j
=
r
(k)
n−j+2,1
t
(k)
n−j+1t
(k)
n−j+2

r
(k)
1,1
...
r
(k)
n−j+1,1
0
...
0

−
t
(k)
n−j+1
t
(k)
n−j+2
en−j+2, where (t(k)l )
2 =
l∑
i=1
(r
(k)
i,1 )
2.
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But then
r
(k+1)
j
= 1
λj
Skr
(k)
j
= 1
λj

r
(k)
n−j+2,1
t
(k)
n−j+1t
(k)
n−j+2
Sk

r
(k)
11
...
r
(k)
n−j+1,1
0
...
0

−
t
(k)
n−j+1
t
(k)
n−j+2
Sken−j+2

.
The facts that Sk  0 has positive diagonal entries and that all λi > 0 imply that
r
(k+1)
i,j =

1
λj
r
(k)
n−j+2,1
t
(k)
n−j+1t
(k)
n−j+2
n−j+1∑
l=1
r
(k)
l,1 s
(k)
i,l > 0 for j < n − i + 2,
− t
(k)
n−j+1
λj t
(k)
n−j+2
s
(k)
n−j+2,n−j+2 < 0 for j = n − i + 2,
0 for j > n − i + 2.
It follows from Lemma 2.2 in [26] that Rk+1 is a Soules basis matrix of sign pattern
N. Finally, the fact that Ak+1 is generated by a Soules basis matrix of sign patterN
implies that its QR-factors Qk+1 and Sk+1 have the same sign pattern as Q1 and S1
have, respectively. 
We can prove a similar result on the iterates generated by the QR-algorithm applied
to an inverse of a Soules matrix. We omit the proof.
Theorem 2.2. Let A = RRT, where R is an n × n Soules matrix of sign patternN
and  = diag(λ1, . . . , λn), where λ1  λ2  · · ·  λn > 0. Let U1 = A−1 and sup-
pose that the matrices Uk are generated during the application of the QR-algorithm
to U , namely, for k = 1, 2, . . . ,
(1) Uk = QkSk;
(2) Uk+1 = SkQk = Qk+1Sk+1.
Then for each k  1, Uk = Rk−1RTk , where
Rk =
{
R for k = 1,
Q
T
k−1Rk−1 = Sk−1Rk−1 for k > 1
(2.5)
is a Soules basis matrix of sign patternN and entries of Qk = [q¯(k)i,j ] satisfy that
q¯
(k)
i,j
{
< 0 if i  j,
> 0 if i < j,
and Sk is a nonnegative, nonsingular, and upper triangular M-matrix.
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We see from Theorem 2.1 that if Ak = QkSk and Ak+1 = SkQk are two successive
iterates produced by the QR-algorithm when applies to a Soules matrix generated
by from a Soules basis of sign pattern N, then by Property (i) of Soules matrices
mentioned in the introduction, both A−1k = S−1k QTk and A−1k+1 = QTk S−1k are MMA-
matrices and so, in particular, M-matrices. In these factorizations we know that S−1k is
an upper triangular M-matrix, while QTk is an orthogonal matrix. Thus multiplication
of S−1k and QTk in reverse order does not change the property that the product is an M-
matrix. This is not true in general of the QR-factors of a general invertible M-matrix,
even if it is a Stieltjes matrix. As an illustration we give
Example 2.3. LetA = RRT be the Soules matrix generated from x = [1 1 1]T/√3
and  = diag([3 2 1]). Then on factorizing A into A = QS we know, according to
property (iii) of the Soules matrices induces by Soules basis matrices with property
N, that Q is an orthogonal matrix with positive entries in its lower triangular part
and negative entries in its strictly upper triangular part, while S is a nonnegative upper
triangular matrix which is an inverse of an M-matrix. Thus A = S−1QT and an actual
computation gives that
A−1 =
 0.6944 −0.3056 −0.05556−0.3056 0.6944 −0.05556
−0.05556 −0.05556 0.4444

=
0.4898 −0.5728 −0.10260 0.7540 −0.1026
0 0 0.4514

︸ ︷︷ ︸
S−1
 0.8980 0.4082 0.1633−0.4223 0.9045 0.06030
−0.1231 −0.1231 0.9846

︸ ︷︷ ︸
QT
.
Reversing the order of the product we find that
S−11 Q
T
1 =
 0.4400 −0.2068 −0.06030−0.2068 0.9236 −0.02227
−0.06030 −0.02227 0.4697

which is easily verified to be a nonsingular M-matrix.
3. Double Soules Matrices
Following the rather limited generalization to the concept of Soules bases matrices
which the answer to Question 1.3 yielded, we now consider the more general prob-
lem posed in Question 1.4. An intermediate step towards answering Question 1.4 is
obtained through the following definition and observation.
Definition 3.1. Let P = [p1, . . . , pn] and Q = [q1, . . . , qn] be n × n invertible ma-
trices. Then the pair (P,Q) is said to be a pair of generalized Soules basis matrices
M.Q. Chen et al. / Linear Algebra and its Applications 416 (2006) 88–110 97
if p1 and q1 are positive and if for every diagonal matrix  = diag(λ1, . . . , λn), with
λ1  λ2  · · ·  λn  0, the matrix A = PQT is nonnegative.
Similar to the characterizations for Soules matrices given in [7, Observation 2.1],
a pair of generalized Soules basis matrices (P,Q) can be characterized as follows:
Observation 3.2. Let P = [p1, . . . , pn] and Q = [q1, . . . , qn] be n × n nonsingular
matrices, with p1 and q1 positive n-vectors. Then the following are equivalent:
(a) (P,Q) is a pair of generalized Soules basis matrices.
(b) For r = 1, . . . , n,
r∑
i=1
piq
T
i  0. (3.1)
Proof. Let λ1  λ2  · · · λn  0, let  = diag(λ1, . . . , λn), and, for r = 1, . . . , n,
let I (r) := diag(1, . . . , 1︸ ︷︷ ︸
r 1’s
, 0, . . . , 0) ∈ Rn,n. Suppose first that (P,Q) is a pair of
generalized Soules basis matrices. Then by the Definition 3.1, for r = 1, . . . , n, we
have that
r∑
i=1
piq
T
i = PI(r)QT  0. (3.2)
This shows that (a) ⇒ (b). To show that (b) ⇒ (a) we assume that (3.2) holds. Notice
that the diagonal matrix  can be represented as
 = (λ1 − λ2)︸ ︷︷ ︸
0
I (1) + · · · + (λn−1 − λn)︸ ︷︷ ︸
0
I (n−1) + λn︸︷︷︸
0
I (n).
But then
PQT = (λ1 − λ2)P I (1)QT + · · · + (λn−1 − λn)P I (n−1)QT
+λnP I (n)QT  0. 
Since condition (3.1) automatically holds when the matrices P and Q making
up the pair are nonnegative, Observation 3.2 is only meaningful when some of the
entries of P and Q are negative. For a given pair of positive vectors (p and q) such
that pTq = 1, the following algorithm generates a pair of generalized Soules basis
matrices (P,Q), where P = [p1, . . . , pn] and Q = [q1, . . . , qn], with p1 = p and
q1 = q, are such that ∑ri=1 piqTi  0, for 1  r  n, and PQT = I .
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Algorithm 3.3. Givenp > 0 and q > 0 such thatpTq = 1. Letp1 = p = [p1,1, . . . ,
pn,1]T, q1 = q = [q1,1, . . . , qn,1]T, and s1 = 1.
For i = 1, 2, . . . , n − 1, do :
ci =
√
1 − sipn−i+1,1qn−i+1,1;

p1,i+1
...
pn−i,i+1
 = sici qn−i+1,1

p1,1
...
pn−i,1
 ;

q1,i+1
...
qn−i,i+1
 = sici pn−i+1,1

q1,1
...
qn−i,1
 ;
pn−i+1,i+1 = −ci, and qn−i+1,i+1 = −ci;
pn−i+2,i+1 = · · · = pn,i+1 = 0, and qn−i+2,i+1 = · · · = qn,i+1 = 0;
si+1 = si1−sipn−i+1,1qn−i+1,1 ;
end
We now begin a series of observations which will verify Algorithm 3.3 and establish
other properties of the pair (P,Q) which it generates. For notational convenience we
make the following definition:
Definition 3.4. Under the assumption of Algorithm 3.3, we shall call a generalized
Soules pair (P,Q) generated by the algorithm a pair of double Soules basis matrices
(of sign patternN).
Property 3.5. Under the condition of Algorithm 3.3,∑ri=1 piqTi  0, for 1  r  n.
Moreover, the matrices P and Q are nonsingular and PQT = I .
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Proof. We can readily verify that for 1  r  n,
r∑
i=1
piq
T
i =

(pT1 q1)sr
 p1,1...
pn−r,1
[q1,1 · · · qn−r,1] 0
0 Ir

 0. 
In the next observation we remove the stipulation that any of the λi’s are nonneg-
ative and show that all the off-diagonal of A = PQT are nonnegative provided that
(P,Q) is a pair of double Soules bases matrices.
Property 3.6. Suppose that (P,Q) is a pair of double Soules basis matrices gener-
ated by Algorithm 3.3 and that
λ1  λ2  · · ·  λn. (3.3)
Then all off-diagonal elements of the matrix PnQT are nonnegative, where
n = diag(λ1, . . . , λn).
Before we proceed to the proof, we draw attention to the fact that unlike in many
results in the paper, in Property 3.6 we do not assume all the λi’s to be nonnegative.
Proof. Let A = [ai,j ] = PQT = λ1p1qT1 + · · · + λnpnqTn . Then for i < j,
j = 2, 3, . . . , n, we have that
ai,j =
n−j+2∑
k=1
λkpi,kqj,k, while
n−j+2∑
k=1
pi,kqj,k = 0.
Now since λn−j+2
∑n−j+2
k=1 pi,kqj,k = 0 and λk  λn−j+2, for k = 1, . . . , n − j +
1, we see that
ai,j =
n−j+2∑
k=1
λkpi,kqj,k − λn−j+2
n−j+2∑
k=1
pi,kqj,k
=
n−j+1∑
k=1
(λk − λn−j+2)pi,kqj,k  0.
Next, for j < i, i = 2, 3, . . . , n,
aj,i =
n−j+2∑
k=1
λkpj,kqi,k, while
n−j+2∑
k=1
pj,kqi,k = 0.
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But then, since λn−j+2
∑n−j+2
k=1 pj,kqi,k = 0 and λk  λn−j+2, for k = 1, . . . , n −
j + 1, we have that
aj,i =
n−j+2∑
k=1
λkpj,kqi,k − λn−j+2
n−j+2∑
k=1
pj,kqi,k
=
n−j+1∑
k=1
(λk − λn−j+2)pj,kqi,k  0. 
We comment that in Property 3.6, all the off-diagonal elements are positive if and
only if λ1 > λ2 as can be shown after several algebraic manipulations.
Property 3.7. Suppose that (P,Q) is a pair of double Soules basis matrices gener-
ated by Algorithm 3.3 and that
λ1  λ2  · · ·  λn > 0.
Let A = PQT, where = diag(λ1, . . . , λn). Then for every positive nonincreasing
scalar-valued function f on (0,∞), f (A) is a nonsingular M-matrix.
Proof. As A is diagonalizable, we know that f (A) = Pf ()QT, where f () =
diag(f (λ1), . . . , f (λn)). Because the λi’s form a nonincreasing sequence of positive
numbers and f is a nonincreasing function on (0,∞), the diagonal elements of f ()
satisfy that inequalities:
f (λn)  · · ·  f (λ1) > 0.
Let s > f (λn). Then we can write that
f (A) = Pf ()QT = sIn − (sIn − Pf ()QT) = sIn − P(sIn − f ())QT.
Because sIn − f () = diag(s − f (λ1), . . . , s − f (λn)) is a nonnegative diagonal
matrix and
s − f (λ1)  · · ·  s − f (n),
P (sIn − f ())QT  0. As s > ρ(P (sIn − f ())QT) = s − f (λ1), f (A) is a non-
singular M-matrix. 
We remark that similar to the case of (ordinary) Soules matrices, on choosing
f (x) = 1
xp
, we see that A−p is an M-matrix for all p  1. Thus double Soules
matrices are inverse MMA-matrices.
Property 3.8. Suppose that (P,Q) is a pair of double Soules basis matrices gener-
ated by Algorithm 3.3. If q = p, then Q = P = R, with R an (orthogonal) Soules
basis matrix (of sign patternN).
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Several more properties of a matrix A generated by a pair of double Soules matrices
(P,Q) are given in the following theorems:
Theorem 3.9. Suppose that (P,Q) is a pair of double Soules basis matrices gen-
erated by Algorithm 3.3 and that 1 = λ1  λ2  · · · λn  0. Let A = PQT be
partitioned as in (1.12), viz.,[
A1,1 A1,2
A2,1 A2,2
]
, (1.12)
whereA1,1 ∈ Rn−1,n−1 andA2,2 ∈ R.LetB = P(A/A1,1)be the Perron complement
of A1,1 in A, i.e.,
B = A1,1 + A1,2(1 − A2,2)−1A2,1.
Next, for i = 1, . . . , n, partition the ith column of P as pi =
[
p¯i
pn,i
]
and the ith
column of Q as
[
q¯i
qn,i
]
. Then
Bp¯i = λip¯i and BTq¯i = λiq¯i for i = 1, 3, . . . , n. (3.4)
Furthermore, the (n − 1) × (n − 1) matrices P = [p¯1 p¯3 · · · p¯n] and Q =
[q¯1 q¯3 · · · q¯n] constitute a pair of double Soules basis matrices in Rn−1,n−1.
Moreover P QT = In−1.
Proof. First, as PQT = In = QTP , trivially, qTi pi = 1 and qTi pj = 0 for j /= i.
Observe now further that because pn−j+3,i = qn−j+3,i = 0, for i = 3, . . . , n, and
j = 3, . . . , i,
q¯Ti p¯i = qTi pi = 1 and q¯Ti p¯j = qTi pj = 0, for i, j  3, j /= i.
Notice also that in conformity with the partitioning in (1.12), we can write that
piq
T
i =
[
p¯1,i q¯
T
i qn,i p¯i
pn,i q¯
T
i pn,iqn,i
]
, for i = 1, . . . n.
Furthermore the blocks of A in (1.12) can be expressed as follow:
A1,1 =
n∑
i=1
λip¯i q¯
T
i ,
A1,2 =
n∑
i=1
λiqn,i p¯i = λ1qn,1p¯1 + λ2qn,2p¯2
= λ1qn,1p¯1 + λ2(−c1)
(
s1
c1
qn,1p¯1
)
= (λ1 − λ2)qn,1p¯1,
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A2,1 =
n∑
i=1
λipn,i q¯
T
i = λ1pn,1q¯T1 + λ2pn,2q¯T2
= λ1pn,1q¯T1 + λ2(−c1)
(
s1
c1
pn,1q¯
T
1
)
= (λ1 − λ2)pn,1q¯T1 ,
and
A2,2 =
n∑
i=1
λipn,iqn,i = λ1pn,1qn,1 + λ2pn,2qn,2 = λ1pn,1qn,1 + λ2c21,
where
si =
{
1 if i = 1,
si
1−sipn−i+1,1qn−i+1,1 if i > 1,
and
ci =
√
1 − sipn−i+1,1qn−i+1,1, i = 1, . . . , n − 1.
Then
B =
n∑
i=1
λip¯i q¯
T
i + αp¯1q¯T1 = (λ1 + α)p¯1q¯T1 +
n∑
i=2
λip¯i q¯
T
i ,
where
α = (λ1 − λ2)
2pn,1qn,1
1 − (λ1pn,1qn,1 + λ2c21)
.
Suppose that k is one of the values 1, 3, . . . , n. Then
Bp¯k = (λ1 + α)p¯1q¯T1 p¯k +
n∑
i=2
λip¯i q¯
T
i p¯k
=
{
(λ1 + α)p¯1q¯T1 p¯1 + λ2p¯2q¯T2 p¯1 if k = 1,
λ2p¯2q¯
T
2 p¯k + λkp¯kq¯Tk p¯k if k = 3, . . . , n,
=
{
(λ1 + α)(p¯1q¯T1 )p¯1 + λ2p¯2q¯T2 p¯1 if k = 1,
λkp¯k if k = 3, . . . , n,
and, similarly,
q¯Tk B =
{
(λ1 + α)(q¯T1 p¯1)q¯T1 + λ2(q¯T1 p¯2)q¯T2 if k = 1,
λ2q¯
T
k p¯2q¯
T
2 + λkq¯Tk p¯kq¯Tk if k = 3, . . . , n,
=
{
(λ1 + α)(q¯T1 p¯1)q¯T1 + λ2(q¯T1 p¯2)q¯T2 if k = 1,
λkq¯
T
k if k = 3, . . . , n.
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We next proceed to verify that Bp¯1 = p¯1 and that q¯T1 B = q¯T1 . Since
p¯2 = s1
c1
qn,1p¯1 and q¯2 = s1
c1
pn,1q¯1,
we see that
(λ1 + α)p¯1q¯T1 p¯1 + λ2p¯2q¯T2 p¯1
=
[
(λ1 + α)p¯1q¯T1 p¯1 + λ2
(
s1
c1
qn,1p¯1
)(
s1
c1
pn,1q¯
T
1 p¯1
)]
=
[
λ1 + (λ1 − λ2)
2pn,1qn,1
1 − (λ1pn,1qn,1 + λ2p¯T1 q¯1)
+ λ2
p¯T1 q¯1
pn,1qn,1
]
(q¯T1 p¯1)p¯1 = βp¯1,
from which we obtain that
β =
[
(1 − λ2)p¯T1 q¯1 + (1 − λ2)2pn,1qn,1
(1 − λ2)p¯T1 q¯1
+ λ2
p¯T1 q¯1
pn,1qn,1
]
(q¯T1 p¯1)
=
{
[p¯T1 q¯1 + (1 − λ2)pn,1qn,1] + λ2pn,1qn,1
}
= 1.
Hence, Bp¯1 = p¯1. In a similar way we show that
q¯T1 B = (λ1 + α)(q¯T1 p¯1)q¯T1 + λ2(q¯T1 p¯2)q¯T2
= (λ1 + α)(q¯T1 p¯1)q¯T1 + λ2
(
s1
c1
qn,1q¯
T
1 p¯1
)(
s1
c1
pn,1q¯
T
1
)
=
(
λ1 + α + λ2
c21
pn,1qn,1
)
(q¯T1 p¯1)q¯
T
1 = q¯T1 .
Finally, because P QT  0, for any  = diag(1, λ3, . . . , λn), with 1  λ3 
· · ·  λn, (P ,Q) forms a pair of generalized Soules matrices in R(n−1)×(n−1). Now
that P QT = In−1 follows from the fact that P QT is the leading (n − 1) × (n − 1)
principal submatrix of the matrix PQT = In. 
We comment that in Corollary 3.1 we shall show how Theorem 3.9 can be used
to answer the question of which n-tuples of real numbers are the eigenvalues of
a diagonalizable nonnegative matrix whose right and left eigenvectors form a pair
of double Soules basis matrices. For the moment, in a similar way to the proof of
Theorem 3.9, we can prove a more general form of Theorem 3.9.
Theorem 3.10. Suppose that (P,Q) is a pair of double Soules basis matrices
generated by Algorithm 3.3 and that 1 = λ1  λ2  · · · λn  0. Let 1  m < n
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and suppose that A = PQT is partitioned into A =
[
A1,1 A1,2
A2,1 A2,2
]
, where A1,1 ∈
Rn−m,n−m and A2,2 ∈ Rm,m. Let B be the Perron complement of A1,1, in A. i.e., B =
A1,1 + A1,2(Im − A2,2)−1A2,1.Furthermore, let then-vectorspi =
p1,i..
.
pn,i
andqi =q1,i..
.
qn,i
 be partitioned as [p¯1,i
p¯2,i
]
and
[
q¯1,i
q¯2,i
]
, respectively, where p¯1,i , q¯1,i ∈ R(n−m)
and p¯2,i , q¯2,i ∈ Rm. Then for i = 1,m + 1, . . . , n,
Bp¯1,i = λip¯1,i and BTq¯1,i = λiq¯1,i .
Furthermore, the (n − m) × (n − m) matrices P = [p¯1,1p¯1,m+1 · · · p¯1,n] and
Q = [q¯1,1 q¯1,m+1 · · · q¯n] form a pair of double Soules basis matrices in Rn−m,n−m.
An immediate consequence of Property 3.9 is a necessary condition for n numbers
1 = λ1  λ2  · · ·  λn  −1 to be the eigenvalues of a diagonalizable nonnegative
matrix whose left and right eigenvectors are columns of a pair of double Soules basis
matrices.
Corollary 3.11. Let 1 = λ1  λ2  · · ·  λn  −1 be a sequence of real numbers.
Then a necessary condition for the existence of an n × n diagonalizable nonnegative
matrix A with eigenvalues λ1, . . . , λn whose right and left eigenvectors come from
the columns of a pair (P,Q) of double Soules basis matrices is that the sequence of
numbers 1 = λ1  λ3  · · ·  λn  −1 are the eigenvalues of an (n − 1) × (n − 1)
diagonalizable nonnegative matrix B whose right and left eigenvalues come from the
columns of a pair (P ,Q) of double Soules basis matrices of order n − 1.
Proof. Partition the matrix A in the statement in conformity with (1.12) and form
from it the Perron complement B of A1,1 in A. The conclusion is now an immediate
consequence of Property 3.9. 
As an example of usage of the above corollary we give the matrix:
A =

0.000996012 0.000996012 0.000996012 0.000996012 0.000996012
0.000996012 0.000996012 0.997008 0.000996012 0.000996012
0.000996012 0.997008 0.000996012 0.000996012 0.000996012
0.000996012 0.000996012 0.000996012 0.000996012 0.997008
0.000996012 0.000996012 0.000996012 0.997008 0.000996012

whose eigenvalues are λ1 = 1, λ2 = 0.99601197996441, λ3 = 0.00099203986423,
and λ4 = λ5 = −0.99601197996441. We see that A cannot be the spectrum of a
5 × 5 nonnegative matrix with a pair (P,Q) of double Soules basis matrices as
µ1 = 1, µ2 = 0.00099203986423, and µ3 = µ4 = −0.99601197996441 cannot be
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the eigenvalues of any 4 × 4 nonnegative matrix, let alone the spectrum of a 4 × 4
double Soules basis matrix.
We mention that the question of the converse to Corollary 3.11, namely, given
n − 1 numbers 1 = λ1  λ3  · · ·  λn  −1 which are the spectrum of an
(n − 1) × (n − 1) nonnegative double Soules matrix and a number λ2 satisfying that
1  λ2  λ3, when do the n numbers 1 = λ1  λ2  λ3  · · ·  λn  −1 form the
spectrum of an n × n (nonnegative) double Soules matrix seems more complicated
and will be studied elsewhere. For the interest of the reader we mention the papers by
Knudsen and McDonald [13], Laffey and Meehan [14], Loewy and McDonald [15],
and McDonald and Neumann [16] as further papers of interest in connection with the
inverse eigenvalue problem for nonnegative matrices as presented here.
In the remainder of this paper we shall be primarily interested in the properties of
stochastic double Soules matrices. We begin with the simple fact that
Lemma 3.12. Let p =
1..
.
1
 and q =
q1,1..
.
qn,1
  0, where ∑ni=1 qi,1 = 1, and sup-
pose that (P,Q) is a pair of double Soules basis matrices generated from p and q.
Let A = PQT, where  = diag(1, λ2, . . . , λn) and 1  λ2  · · ·  λn  0. Then
A is a row-stochastic matrix.
Proof. With the choices of p and q, we know that p1 = p and q1 = q. Because
QTP = In,
QTp1 =
q
T
1 p1
...
qTn p1
 =

1
0
...
0

and Ap = PQTp = λ1p1 = p. Hence, A is a row-stochastic matrix. 
Let W ∈ Cn,n. Then the group inverse of W , if it exists, is the unique matrix in Cn,n
which satisfies the matrix equations WXW = W , XWX = X, and WX = XW . It is
customary to denote the group inverse of W by W #. It is known that for W ∈ Cn,n,
the group inverse exists if and only if the Jordan blocks of W , if any, corresponding
to the eigenvalue 0 are all of size 1 × 1, see Ben-Israel and Greville [2] and Campbell
and Meyer [4].
Suppose now that A ∈ Rn,n is an irreducible nonnegative stochastic matrix. It is
well known that 1 is a simple eigenvalue of A and hence 0 is a simple eigenvalue
of W = I − A and it follows that the group inverse of W exists. In the paper [18],
Meyer shows that virtually all the important parameters of a Markov chain can be
deduced from W # = [w#i,j ]. In a sequence of papers culminating in Cho and Meyer
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[5,6], it is shown that the number κ(A) = max1i,jn |w#i,j | plays an important role
in the error analysis of the computation of the stationary distribution vector of the
chain and because of this it is thought to be one of a choice of condition numbers for
the chain.
For j = 1, . . . , n, denote by Wj the (n − 1) × (n − 1) principal submatrix of
W obtained by deleting its j th row and column. As W = I − A is a singular and
irreducibleM-matrix, it is well known that, for each j = 1, . . . , n,Wj is a nonsingular
M-matrix and thus has a nonnegative inverse. In [24] it was shown that if w =
[w1, . . . , wn]T is the stationary distribution vector of the chain, i.e., wTA = wT and
‖w‖1 = 1, then
|w#i,j |  wj(1 − wi)‖W−1j ‖∞ for all i, j = 1, . . . , n (3.5)
with equality in the inequality if and only if i = j and pi,j = c, a constant, for all
i = 1, . . . , n, with i /= j . In the next lemma we show that if A is a stochastic double
Soules matrix, then for W = I − A, equality holds in (3.5) when i = j = n.
Lemma 3.13. Let A ∈ Rn,n be as in Lemma 3.12. Set W = I − A and let W # be the
group generalized inverse of W. Then W # = Pn−1n−1QTn−1, where
Pn−1 =
[
p2 · · · pn
]
, Qn−1 =
[
q2 · · · qn
]
,
and
n−1 = diag
(
1
1 − λ2 , . . . ,
1
1 − λn
)
.
Furthermore,
w#n,n = qn,1
(
1 − qn,1
) ‖W−1n ‖∞ = 1 − qn,11 − λ2 .
Proof. As W # = [w#i,j ] =
∑n
k=2 11−λk pkq
T
k , we see that
w#n,n =
(
1
1 − λ2 p2q
T
2
)
n,n
= 1
1 − λ2 c
2
1 =
1 − qn,1
1 − λ2 .
Let c = qn,1(1 − qn,1)‖W−1n ‖∞ and note that
W = I − A =
n∑
i=2
(1 − λi)piqTi .
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Partition A, P , and Q in conformity with (1.12). Then we can write that
W =

I − A1,1 −A1,2
−AT2,1 1 − A2,2

=

∑n
i=2(1 − λi)p¯i q¯Ti −(1 − λ2)p¯1
−(1 − λ2)pn,1q¯T1 1 − (pn,1 + λ2c21)
 , (3.6)
where p¯i and q¯i are as defined in Theorem 3.9. Let e = [1 · · · 1]T ∈ Rn and e¯ =
[1 · · · 1]T ∈ Rn−1. As We = e − Ae = 0,
Wne¯ = (1 − λ2)qn,1e¯ ⇒ W−1n e¯ =
1
(1 − λ2)qn,1 e¯.
Since the row sums of W−1n are constant, ‖W−1n ‖∞ = 1(1−λ2)qn,1 . On observing from
(3.6) that the entries of A = I − W above an,n are a constant, we obtain from the
results in [24] mentioned above that
c = qn,1(1 − qn,1)‖W−1n ‖∞ = qn,1(1 − qn,1)
1
(1 − λ2)qn,1
= 1 − qn,1
1 − λ2 = w
#
n,n. 
We next investigate a special case of Lemma 3.13 under the assumption that
P = Q, so that A is the usual symmetric Soules matrix.
Theorem 3.14. Let p = q = 1√
n
1..
.
1
 and suppose that the pair (P,Q) is generated
form p = q = e by Algorithm 3.3. Let A = PP T, where  = diag(λ1, . . . , λn),
with 1 = λ1  λ3  · · ·  λn  −1. Put W = I − A and let W # = [w#i,j ] be the
group generalized inverse of W. Then
w#n,n = max1i,jn |w
#
i,j |.
Proof. We first mention that as W # is a positive semidefinite matrix and so all its
2 × 2 principal submatrices are positive semidefinite, it is easy to see that the entry
of maximum modulus in W # must occur on the main diagonal which is, of course,
positive.
We next show thatw#j,j  w#j+1,j+1, for j = 1, . . . , n − 1. Let en−i = [1 · · · 1]T ∈
Rn−i and let En−i be the matrix of all 1’s in Rn−i,n−i . Consider now the output of
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Algorithm 3.3 when the vectors of input p and q satisfy that p = q = 1√
n
en. In this
case the matrices P and Q generated by the algorithm satisfy that Q = P . Let s1 = 1.
The algorithm actually proceeds as follows:
For i = 1, 2, . . . , n − 1,
ci =
√
1 − si
(
1
n
)
;

p1,i+1
...
pn−i,i+1
 = sici ( 1n)

1
...
1
 = sici ( 1n) en−i;
pn−i+1,i+1 = −ci;
pn−i+2,i+1 = · · · = pn,i+1 = 0;
si+1 = si
1−si
(
1
n
) ;
end
Then for k = 2, . . . , n,
pkp
T
k =

1
n2
(
sk−1
ck−1
)2
En−k+1 sk−1n en−k+1 0
sk−1
n
eTn−k+1 c2k−1 0
0 0 0
 ,
where
sk = n
n − k + 1 and ck =
√
n − k
n − k + 1
and hence
sk
ck
= n
n − k + 1
√
n − k + 1
n − k =
√
n2
(n − k)(n − k + 1) .
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Now for i = 0, 1, . . . , n − 2,
w#n−i,n−i =
i+2∑
k=2
1
1 − λk p
2
n−i,k =
i+1∑
k=2
1
1 − λk
(
sk−1
nck−1
)2
+ 1
1 − λi+2 c
2
i+1,
while
w#1,1 =
n∑
k=2
1
1 − λk p
2
1,k =
n∑
k=2
1
1 − λk
(
sk−1
nck−1
)2
.
Thus for i = 0, 1, . . . , n − 2, we have that
w#n−i,n−i − w#n−(i+1),n−(i+1)
= 1
1 − λi+2 c
2
i+1 −
1
1 − λi+2
(
si+1
ci+1n
)2
− 1
1 − λi+3 c
2
i+2
= 1
1 − λi+2
(
n − i − 1
n − i
)
− 1
1 − λi+2
1
(n − i − 1)(n − i) −
1
1 − λi+3
n − i − 2
n − i − 1
 1
1 − λk+2
[
n − k − 1
n − k −
n − k − 2
n − k − 1 −
1
(n − k − 1)(n − k)
]
= 0.
Hence w#n−i,n−i  w#n−(i+1),n−(i+1), for i = 0, 1, . . . , n − 2, and
w#2,2 − w#1,1 =
n−1∑
k=2
1
1 − λk
(
sk−1
ck−1n
)2
+ 1
1 − λn c
2
n−1
− n∑
k=2
1
1 − λk
(
sk−1
nck−1
)2
= 1
1 − λn c
2
n−1 −
1
1 − λn
[
1
(1)(2)
]
= 1
1 − λn
{
1
2
−
[
1
(1)(2)
]}
= 0.
So,w#1,1 = w#2,2. Thus the maximal diagonal entry ofW # isw#n,n and so by the opening
paragraph of the proof, it is also the maximal entry in modulus of W # and our proof
is complete. 
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