ABSTRACT. It is known that the generalized sampling theorem is valid for certain finite limit integral transforms of square integrable functions. In this note, we will extend the validity of the theorem to include transforms of absolutely integrable functions associated with differentiable kernels. In the proof, we will use the Hider inequality and a known theorem concerning the uniform convergence of the orthogonal series to the differentiable kernel of the particular integral transform.
Hider inequality and a known theorem concerning the uniform convergence of the orthogonal series to the differentiable kernel of the particular integral transform.
KEY WORDS AND PHRASES. Sampling The proof will rely mainly on using the HSlder inequality (1.5) instead of its special case, the Schwarz inequality (p=p'=2), which was used in proving the above generalized sampling theorem by Kramer [2] . Consider SN(t) and DN(X), the partial sums of the sampling and orthogonal expansions for f(t) and K(t,x) respectively" N SN(t I f(t )S n(t) (2.4) n=l n N N DN(X) n=iZ CnK(tn,x) n=lT. Sn(t)K(tn,X).
(2.5)
We note that the sampling function S (t) in (2.3) is the Fourier coefficient of the n kernel K(t,x) in terms of the complete orthogonal set {K(tn,X)}. LP'(a,D) with
is done in L2(a,b), we are left with 2 < p < and so < p' < 2. As we mentioned earlier, the convergence in L sense is equivalent to uniform convergence. Hence, it remains to show that DN{X in {2.5) converges uniformly to the kernel K(-,x). We first note that DN(X is an orthogonal expansion of the kernel K(t,x) in terms of its discrete values K(tn,X which for all practical purposes are taken to be the solutions of the nth order self-adjoint Sturm-Liouville eigenvalue problem [S] .
Uniorm convergence is assured {Edwards [3, p. 197 for such orthogonal expansions to differentiable functions that also satisy the boundary conditions of the SturmLiouville problem. The latter boundary condition on the particular function in question K(t,x) is clearly satisfied as it determines tn for K(t n,x).
The convergence of the generalized sampling series of the example in (I.1) is now assured since J0(xt) is differentiable on (0,1). 3 .
CONCLUSIONS
The importance of the generalized sampling theorem and hence its present relaxed version lies in its use in system analysis. For example, the Hankel transform [6] is used to replace the double Fourier transform in treating problems with circular symmetry, particularly in optics. The generalized sampling theorem was also used for the analysis of time-varying systems [7] and the recent development of discrete Hankel (Bessel) and classical orthogonal polynomial transforms [8, 9] .
