Optimal linear codes and constant-weight codes play very important roles in coding theory and have attached a lot of attention. In this paper, we mainly present some optimal linear codes and some optimal constant-weight codes derived from the linear codes. Firstly, we give a construction of linear codes from trace and norm functions. In some cases, its weight distribution is completely determined. In particular, we obtain two classes of optimal linear codes achieving the Griesmer bound and the Plotkin bound. Secondly, we give two classes of q-ary optimal constant-weight codes, which are subcodes of the linear codes, achieving the generalized Johnson bound I. Finally, we give a family of optimal constant-composition codes, which are subcodes of the linear codes, achieving the well-known Luo-Fu-Vinck-Chen bound.
I. INTRODUCTION
A constant-weight code is a set of vectors with each vector containing the same number of zeros. Let A q (n, d, w) denote the largest number M of codewords in any q-ary constant weight code of length n, minimum Hamming distance d and constant weight w (called a q-ary (n, M, d, w) constant-weight code). In the past years, binary constant-weight codes were extensively studied by many authors with the focus of attention on the function A 2 (n, d, w). In [36] , Nguyen, Györfi and Massey presented a construction method of binary constant-weight codes from p-ary cyclic codes, where p is a prime. In [17] , Fu, Vinck and Shen gave some methods of constructing optimal binary constant-weight codes from codes over F q and constant-weight codes over F q , where q is a prime power. In [1] , Agrell, Vardy and Zeger improved upon the best known upper bounds on A 2 (n, d, w) in numerous instances for n ≤ 24 and d ≤ 12. For more information, the reader is referred to [1] , [2] , [20] , [34] and many other related papers.
It is known that q-ary constant-weight codes play a very important role in coding theory and have attached a lot of attention due to several important applications requiring nonbinary alphabets, such as coding for bandwidth-efficient channels and design of oligonucleotide sequences for DNA computing (see [6] , [27] , [33] ). The construction of q-ary constant-weight codes has not received the same amount of attention as that of binary ones, but there have been a number of papers dealing with this topic. For the constructions of ternary constant-weight codes, the reader is referred to [3] , [8] , [18] , [22] . For the constructions of quaternary constant-weight codes, we can see [21] , [41] . Furthermore, there are some papers constructing constant-weight codes over the residue class ring Z q (see [6] , [18] , [19] , [31] ). However, to our knowledge, constant-weight codes over F q did not receive much attention, where F q denotes the finite field with q elements. Now we recall some knowledge of linear codes which will be used to construct constant-weight codes in this paper. An [n, k, d] linear code C over F q is a k-dimensional subspace of F where Tr r/q denotes the trace function from F r to F q . The set D is called the defining set of C. If the set D is well chosen, the code C may have good parameters. By using this construction and selecting proper defining sets, many good codes were found in [10] , [13] , [23] , [24] , [38] , [42] . Let f be a function over F r . Then this construction can be naturally generalized to C = {(Tr r/q (xf (d 1 )), Tr r/q (xf (d 2 )), · · · , Tr r/q (xf (d n ))) : x ∈ F r }. This implies that we only need to consider a = 0, 1. We remark that this construction is a generalization of that in [25] . When m = m 1 , in [25] , Heng and Yue determined the lower bound of the minimum Hamming distance of C D and gave its weight distributions for m 2 = 2, a = 0 and m 2 = 1, 2, a = 1, respectively.
In this paper, we investigate the linear code C D and use it to construct optimal constant-weight codes over F q . Our main contributions are the following: (1) We determine the weight distributions of C D for some special cases. Two classes of one-weight linear codes and three classes of two-weight linear codes are obtained. In particular, the one-weight linear codes are optimal with respect to the Griesmer bound and the Plotkin bound. By the constructions given in [17] , these optimal linear codes can be used to construct optimal binary and q-ary constant-weight codes. Furthermore, two-weight codes are closely related to strongly regular graphs, partial geometries and projective sets (see [15] , [16] ). Linear codes with a few weights have applications in secret sharing schemes (see [7] , [37] , [40] ) and authentication codes (see [11] ). (2) We present two classes of optimal constant-weight codes over F q , which are subcodes of the linear code C D , achieving the generalized Johnson bound I. These constant-weight codes have new parameters. (3) We give a family of optimal constant-composition codes, which are subcodes of the linear codes, achieving the Luo-FuVinck-Chen bound in [31] . In general, it is hard to construct optimal constant-composition codes. There are only a few classes of such optimal codes in the literature. The following notations will be used in this paper:
II. GAUSS SUMS
In this section, we recall some basic results of Gauss sums which are important tools in this paper. Let F q be a finite field with q elements, where q is a power of a prime p. The canonical additive character of F q is defined as follows:
where ζ p = e 2π √ −1 p denotes the p-th primitive root of unity and Tr q/p is the trace function from F q to F p . The orthogonal property of additive characters (see [32] ) is given by:
Let ψ : F * q −→ C * be a multiplicative character of F * q . The trivial multiplicative character ψ 0 is defined by ψ 0 (x) = 1 for all x ∈ F * q . It is known from [32] that all the multiplicative characters form a multiplication group F * q , which is isomorphic to F * q . The orthogonal property of a multiplicative character ψ (see [32] ) is given by:
The Gauss sum over F q is defined by
It is easy to see that G(ψ 0 ) = −1 and G(ψ) = ψ(−1)G(ψ). If ψ = ψ 0 , we have |G(ψ)| = √ q. Gauss sums can be viewed as the Fourier coefficients in the Fourier expansion of the restriction of χ to F * q in terms of the multiplicative characters of F q , i.e.
(II.1)
In this paper, Gauss sum is an important tool to compute exponential sums. In general, the explicit determination of Gauss sums is a difficult problem. In some cases, Gauss sums are explicitly determined in [5] , [12] , [32] .
In the following, we state the Gauss sums in the semi-primitive case. Lemma 2.1: [5, Semi-primitive case Gauss sums] Let φ be a multiplicative character of order N of F * r . Assume that N = 2 and there exists a least positive integer j such that p j ≡ −1 (mod N ). Let r = p 2jγ for some integer γ. Then the Gauss sums of order N over F r are given by
Furthermore, for 1 ≤ s ≤ N − 1, the Gauss sums G(φ s ) are given by
if N is even, p, γ and
The well-known quadratic Gauss sums are the following. 
where p * = (−1)
III. EXPONENTIAL SUMS
In this section, we investigate two exponential sums which will be used to calculate the weight distribution of C D . Let χ be the canonical additive character of F q . Let χ i be the canonical additive character of F q m i , i = 1, 2.
Denote
Firstly, we begin to compute the exponential sum Ω(b). 
where
Using the Fourier expansion of additive characters (see Equation (II.1)), we have
Since m i |m, we obtain ord(ψ i )|(q m − 1), where i = 1, 2. Therefore, we have
Then we have u ≡ 0 (mod
Assume that F * q = β , where β = α
otherwise.
The proof is completed.
We remark that the Fourier expansion of additive characters used in Lemma 3.1 is an effective technique in computing exponential sums. It was also employed in [29] to determine the weight distribution of cyclic codes by Li and Yue. By Lemma 3.1, we know that the value distribution of Ω(b) can be determined if the Gauss sums are known. In the following, we mainly consider some special cases to give the value distribution of Ω(b).
Lemma 3.2: Let l = 1and other notations and hypothesises be the same as those of Lemma 3.1. Then the value distribution of Ω(b), b ∈ F * q m 1 , is given as follows.
(1) If e = 1, then
(2) If e = 2, then
+1 ),
),
times.
Proof: If l = 1, by Lemma 3.1, we have that G(λ m 2 e s ) = −1 and
where S = {(q − 1)j : j = 0, 1, . . . ,
In the following, we discuss the value distribution of the exponential sum Ω(b) for e = 1, 2, respectively.
(1)Assume that e = 1. It is clear that S = {0}. Then
(2) Assume that e = 2. Then we have S = {(q − 1)j : j = 0, 1, . . . , q}. Hence,
Note that ord(λ
1 ) = q + 1. Now we give the value distribution of Ω(b) in several cases.
• If q is even, by Lemma 2.1 we have
Then
• If q is odd and m 2 ≡ 0 (mod 4), we have m 1 ≡ 2 (mod 4) due to gcd(
2 is odd and m2 2 is even, by Lemma 2.1 we have
For s ≡ 0 (mod q + 1), we have
).
(mod q + 1), we have
For s ≡ 0, 
This implies that
Hence, the value distribution of Ω(b) is
• If q is odd and m 2 ≡ 2 (mod 4), we have m 1 ≡ 2 (mod 4) due to gcd( m1 2 , q − 1) = 1. In this case, the value distribution of Ω(b) can be obtained in a similar way. We omit the details here. The value distribution of Ω(b) is given as
Note that the value distribution of Ω(b) can be represented in a unified form for e = 2. The proof is completed. Lemma 3.3: Let l = 2, e = 1and other notations and hypothesises be the same as those of Lemma 3.1. Then the value distribution of Ω(b), b ∈ F * q m 1 , is given as follows.
times,
,
times.
Proof: Since l = 2, e = 1, by Lemma 3.1 we have that
where S = {0,
It is clear that m 1 is even and m 2 is odd. Hence, by Lemma 2.2, ),
For l = e = 2, the value distribution of Ω(b) can't be given because the Gauss sums of order 2(q + 1) are unknown in general. However, for e = 1 and l = 3, 4, we can easily obtain the value distributions of Ω(b) because the cubic and quartic Gauss sums are known. We omit the details here.
In the following, we begin to investigate the exponential sum ∆(b)
where S = {(q − 1)j : j = 0, 1, . . . , 
.
From the proof of Lemma 3.1, we know that , where s 2 = q e − 1 − s 1 and 0 ≤ s 1 ≤ q e − 2. Hence,
Assume 
For e = 1, 2, the value distribution of ∆(b) can be given as follows. ),
Proof:
The proof is similar to that of Lemma 3.2. We omit the details here.
IV. THE WEIGHT DISTRIBUTION OF C D
In this section, we give the weight distribution of C D in some special cases. New optimal codes achieving the Griesmer bound and the Plotkin bound are presented. The well-known Griesmer bound and Plotkin bound are the following. 
where ⌈x⌉ denotes the smallest integer which is larger than or equal to x.
(2) [35, Plotkin bound] Let A q (n, d) denote the largest number of codewords in any q-ary code of length n and minimum distance at least d. Then
A. The case a = 0
In the following, we determine the weight distribution of C D for a = 0.
Denote n = |D| = |{x ∈ F * q m : Tr q m 2 /q (N q m /q m 2 (x)) = 0}|. Since the norm function
is an epimorphism of two multiplicative groups and the trace function Tr q m 2 /q : F q m 2 −→ F q is an epimorphism of two additive groups, we have
Note that n = 0 when m 2 = 1. Hence, we always assume that m 2 > 1 in this section. For b ∈ F * q m 1 , we denote N (b) = |{x ∈ F * q m : Tr q m 2 /q (N q m /q m 2 (x)) = 0 and Tr q m 1 /q (bN q m /q m 1 (x)) = 0}|. By the basic facts of additive characters, we have that
Note that the norm function N q m /q m 2 is an epimorphism. Hence,
Similarly,
From the discussions above, we obtain that
For any b ∈ F * q m 1 , the weight of a codeword
by Equations (IV.1) and (IV.2). Hence, by Lemma 3.5, the weight distributions of C D for e = 1, 2 are given in the following theorem. 
This linear code is optimal with respect to the Griesmer bound and the Plotkin bound. This can be verified by a Magma experiment.
B. The case a = 1
In the following, we determine the weight distribution of C D for a = 1.
. By the basic facts of additive characters, we have that
Note that
From Section A above, we have
by Equations (IV.4) and (IV.5). Hence, by Lemma 3.2, the weight distributions of C D for e = 1, 2 are given in the following theorem. 
This linear code is optimal with respect to the Griesmer bound and the Plotkin bound. Table II . Table II 
Proof: For e = 1, 2, the weight distributions of C D can be obtained by Lemma 3.2 and Equation (IV.6). For e = 1, 2, w H (c b ) > 0 for all b ∈ F * q m 1 , then the dimension equals m 1 . By Lemma 4.1, we can easily deduce that C D is optimal according to the Griesmer bound and the Plotkin bound for e = 1. This can be verified by a Magma experiment. We remark that the parameters of this code is better than those of the code in Example 4.4, while they have the same dimension and minimum distance. 
and its weight distribution is given in Table III . 
Proof: The proof is completed by Lemma 3.3 and Equation (IV.6). This can be verified by a Magma experiment.
C. Shortened linear codes of C D
It is observed that the weights of the codes in Theorems 4.2 have a common divisor q − 1. This indicates that the code C D may be punctured into a shorter one.
Assume that a = 0. Note that x ∈ D implies that ux ∈ D for any u ∈ F q . Hence, the defining set of C D in (I.1) can be expressed as
Then we obtain a shortened linear code C D1 of C D . By Theorem 4.2, we directly obtain the following result.
Corollary 4.10: Let m, m 1 , m 2 be positive integers such that m 1 |m, m 2 |m, and m 2 > 1. Denote gcd(m 1 , m 2 ) = e. Let C D1 be the linear code with its defining set given in (IV.7) for a = 0.
(1) If e = 1, then C D1 is a one-weight linear code with parameters
].
This linear code is optimal with respect to the Griesmer bound and the Plotkin bound. (2) are not optimal in general. However, they can be used to construct secret sharing schemes with interesting access structures [40] . In [40] , we know that a linear code C can be used to such construct secret sharing schemes if w min /w max > 
Hence, the code in Theorem 4.8 can be used to construct secret sharing schemes with interesting access structures using the framework in [40] .
V. OPTIMAL CONSTANT-WEIGHT CODES OVER F q To our knowledge, the construction of constant-weight codes over F q did not receive a lot of attention in literature. In this section, we present two classes of optimal constant-weight codes over F q .
Let A q (n, d, w) denote the largest number M of codewords in any q-ary constant-weight code of length n, minimum distance d and codeword weight w (called a q-ary (n, M, d, w) constant-weight code). Johnson bound I for q-ary constant-weight codes is given as follows.
Lemma 5.1: [17, Generalized Johnson bound I]
. Now we construct a class of nonlinear q-ary codes as 
This code is optimal according to the generalized Johnson bound I. Proof: By the definition of C * D and Theorem 4.2(1), we know that C * D is a constant-weight code with 
It is easy to verify that
This code is optimal according to the generalized Johnson bound I. This implies that
By Theorem 4.5 (1), we obtain the second class of optimal constant-weight codes as follows. 
This code is optimal according to the generalized Johnson bound I. Proof: By the definition of C * D and Theorem 4.5(1), we know that C * D is a constant-weight code with
It is easy to verify that C * D is optimal according to the generalized Johnson bound I by Lemma 5.1. By theorem 5.5, we directly obtain the following result. Corollary 5.6: With the same notations as those of Theorem 5.4, we have
Remark 5.7:
In [17] , Fu, Vinck and Shen proposed some constructions of optimal constant-weight codes derived from optimal codes achieving the Plotkin bound over F q . For details, the reader is referred to [17, Theorem 2.1, Proposition 3.4, Theorem 5.1]. Note that the q-ary linear codes in Theorems 4.2(1), 4.5(1) and Corollary 4.10(1) are optimal according to the Plotkin bound. Hence, these linear codes can be used to construct new optimal constant-weight codes. We omit the details here.
VI. A FAMILY OF OPTIMAL CONSTANT-COMPOSITION CODES
Constant-composition codes are a special class of constant-weight codes with very strong constraints. An
constant-composition code is a code over an additive group of q elements c i , i = 0, 1, · · · , q − 1, with length n, size M , minimum Hamming distance d such that in every codeword the element c i appears exactly N ci times for every i. In the past years, optimal constant-composition codes have been studied in a few papers (see [8] , [9] , [12] , [14] , [22] , [31] ). In this section, we prove that the code C * D in Section V is an optimal constant-composition code for some cases.
constant-composition code. In [31] , Luo, Fu, Vinck, and Chen developed the following bound for constant-composition codes. for c ∈ F * q . In Particular, it is optimal with respect to the Luo-Fu-Vinck-Chen bound of Lemma 6.1.
Proof: By Equation (VI.1) and Lemma 6.2, we obtain (q m1 − 1)(q m2 − 1) .
Since N c (b) is independent of b, we use the symbol N c instead of it. By the definition, we have proved that C * D is a constantcomposition code for a = 0, e = 1 and gcd(m 2 , q − 1) = 1. By Theorem 5.2, d = q m1−1 (q − 1)(q m − 1)(q m2−1 − 1) (q m1 − 1)(q m2 − 1) .
It is easy to verify that C * D is optimal with respect to the bound of Lemma 6.1.
VII. CONCLUDING REMARKS
In this paper, we investigated the linear code C D and used it to construct optimal q-ary constant-weight codes and optimal constant-composition codes. It would be interesting to find out if optimal constant-weight codes and optimal constantcomposition codes can be obtained directly from other linear codes.
