Berechnung von Einzugsbereichen mit Hilfe von Einschrittverfahren höherer Ordnung by Schweinem, Christine
Berechnung von Einzugsbereichen mit Hilfe von
Einschrittverfahren h¨ oherer Ordnung
Diplomarbeit
von
Christine Schweinem
eingereicht am
Fachbereich Mathematik
der Johann Wolfgang Goethe-Universit¨ at
Frankfurt am Main
24. Juli 2003Inhaltsverzeichnis
Abbildungsverzeichnis v
Einleitung 1
1 Vorbereitungen und Voraussetzungen 5
1 . 1 D i ed y n a m i s c h e nS y s t e m e............................ 5
Das zeitkontinuierliche System ......................... 5
Bedingungen an das zeitkontinuierliche System ................ 9
Das zeitdiskrete System ............................. 9
Bedingungen an das zeitdiskrete System .................... 1 1
Weitere Bezeichnungen ............................. 1 2
1.2 Normen, Mengen, Abst¨ ande und Vergleichsfunktionen . . . . . . . . . . . . 12
2 Attrahierende Mengen und Einzugsbereiche 17
2 . 1 S t a r k ed y n a m i s c h eK o n z e p t e .......................... 1 7
Attrahierende Mengen .............................. 1 8
Robustheit ..................................... 1 9
Kontrahierende Familien ............................. 2 1
Lyapunov-Funktionen .............................. 2 5
Aufgeblasene Systeme .............................. 2 7
2 . 2 S c h w a c h ed y n a m i s c h eK o n z e p t e......................... 2 9
Attrahierende Mengen .............................. 3 0
iii INHALTSVERZEICHNIS
Robustheit ..................................... 3 2
Kontrahierbare Familien ............................. 3 3
Lyapunov-Funktionen .............................. 3 5
Aufgeblasene Systeme .............................. 3 9
2 . 3 E i n z u g s b e r e i c h e.................................. 3 9
Robustheit ..................................... 4 0
3 Berechnung von Einzugsbereichen 43
3 . 1 D i s k r e t i s i e r u n gd e sZ u s t a n d s r a u m s....................... 4 3
Attrahierende Mengen von Zustandsraumdiskretisierungen .......... 4 7
3 . 2 D e rU n t e r t e i l u n g s a l g o r i t h m u s.......................... 5 0
4 Einschrittverfahren h¨ oherer Ordnung 63
4 . 1 K o n t r o l l - a  n eD i  e r e n t i a l g l e i c h u n g e n ..................... 6 3
4 . 2 E i na n s c h a u l i c h e sB e i s p i e l............................ 6 4
4 . 3 N o t a t i o n e nm i tM u l t i - I n d i z e s .......................... 6 6
4 . 4 T a y l o r - E n t w i c k l u n g e n .............................. 6 9
4 . 5 T a y l o r - V e r f a h r e n ................................. 7 0
Vereinfachungen durch additive oder kommutative Kontrolle ......... 7 4
Ableitungsfreie Schemata ............................. 7 5
4.6 N¨ aherung mehrfacher Kontrollintegrale . . . . . . . . . . . . . . . . . . . . . 76
Mehrfache Kontrollintegrale zu einem einzelnen Kontrollvektor ....... 7 6
Die Menge aller m¨ oglichen mehrfachen Kontrollintegrale ........... 7 8
5 Implementierung und numerische Beispiele 79
5 . 1 I m p l e m e n t i e r u n g ................................. 7 9
Unterteilungsalgorithmus ............................. 8 0
Taylor-Verfahren ................................. 8 0
5 . 2 N u m e r i s c h eB e i s p i e l e............................... 8 1
Einfaches Beispiel ................................ 8 2
Chemische Reaktion ............................... 9 6
Diskussion der Ergebnisse ............................1 0 4INHALTSVERZEICHNIS iii
A Quellcode der Taylor-Verfahren 105
A.1 Globale Variablen { Modul globvar.c .....................1 0 5
A.2 Pr¨ aprozessor-Anweisungen { Header-Datei defs.h ..............1 0 6
A.3 Taylor-Verfahren { Modul taylor.c ......................1 0 6
A.4 Hilfsfunktionen { Modul taylor utils.c ...................1 1 1
Notation 115
Literatur 119
Index 120Abbildungsverzeichnis
1.1 -nichtvorausschauende Abbildung . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 nichtvorausschauende Abbildung . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Berechnung von Werten von '(t;x0;u;0) mit Hilfe von 'h
0(x;u(ih+ )) . . 10
1.4 Abst¨ a n d e ..................................... 1 4
1.5 Abbildungen aus den Klassen K, K1 und L .................. 1 5
1.6 Die Abbildung (r;),  2K L D......................... 1 6
3.1 Voraussetzungen und Ergebnismengen des Satzes 3.2.5 . . . . . . . . . . . . 53
3.2 Verschiedene Mengen im Beweis von Punkt (i) des Satzes 3.2.5 . . . . . . . 56
3.3 Verschiedene Mengen im Beweis von Punkt (ii) des Satzes 3.2.5 . . . . . . . 57
3 . 4 V e r s c h i e d e n eM e n g e ni mB e w e i sv o nS a t z3 . 2 . 7 ................ 5 9
5.1 Die verwendeten Polarkoordinaten: r = kxk, x1=r =c o s, x2=r =s i n ... 8 2
5.2 Einige Trajektorien von (5.1) f¨ ur Anfangswertepaare innerhalb des Einheits-
kreises und t 2 [0;2] ............................... 8 3
5.3 Einige Trajektorien von (5.1) f¨ ur Anfangswertepaare auerhalb des Einheits-
kreises und t 2 [0;2 ] ............................... 8 4
5.4 Die verwendeten 10 Kontrollwerte u a u fd e mE i n h e i t s k r e i s.......... 8 6
5.5 Der Rand des Einzugsbereiches des einfachen Beispiels berechnet mit Hilfe
des Euler-Verfahrens mit konstanter Kontrolle nach jeweils 0, 1, 2 und 3
I t e r a t i o n e nd e sU n t e r t e i l u n g s a l g o r i t h m u s .................... 8 8
5.6 Der Rand des Einzugsbereiches des einfachen Beispiels berechnet mit Hilfe
des Euler-Verfahrens mit konstanter Kontrolle nach jeweils 4, 6, 8 und 20
I t e r a t i o n e nd e sU n t e r t e i l u n g s a l g o r i t h m u s .................... 8 9
vvi ABBILDUNGSVERZEICHNIS
5.7 Die Zell¨ uberdeckung Q0 mit der Zielmenge S (links) und alle Zellen nach 20
I t e r a t i o n e nd e sU n t e r t e i l u n g s a l g o r i t h m u s ( r e c h t s )............... 9 0
5.8 Der Fehler des Unterteilungsalgorithmus bei der Berechnung des Einzugsbe-
reiches des einfachen Beispiels abh¨ angig von der Schrittweite h der verwen-
d e t e nT a y l o r - V e r f a h r e n.............................. 9 1
5.9 Die Laufzeit des Unterteilungsalgorithmus abh¨ angig von h ......... 9 2
5.10 Der Fehler des Unterteilungsalgorithmus bei der Verwendung des Taylor-
Verfahrens der Ordnung 2 mit st¨ u c k w e i s ek o n s t a n t e r K o n t r o l l e ....... 9 4
5.11 Die Laufzeit des Unterteilungsalgorithmus bei der Verwendung des Taylor-
Verfahrens der Ordnung 2 mit st¨ u c k w e i s ek o n s t a n t e r K o n t r o l l e ....... 9 5
5.12 Ein kleiner R¨ u h r k e s s e l.............................. 9 6
5.13 Angen¨ aherte Gleichgewichte und das Vektorfeld der chemischen Reaktion
f¨ ur  =0 :05, B = 10, xc = 1 und u =0 :9 (links) bzw. u =1 :0( r e c h t s ) ... 9 7
5.14 Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit Hilfe
des Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle
mit 2 Konstanzintervallen und P = 10 nach jeweils 0, 1, 2 und 4 Iterationen
d e sU n t e r t e i l u n g s a l g o r i t h m u s ..........................1 0 0
5.15 Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit Hilfe
des Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle
mit 2 Konstanzintervallen und P = 10 nach jeweils 6 und 13 Iterationen des
U n t e r t e i l u n g s a l g o r i t h m u s ............................1 0 1
5.16 Die Zell¨ uberdeckung Q0 mit der Zielmenge S (links) und alle Zellen nach 13
I t e r a t i o n e nd e sU n t e r t e i l u n g s a l g o r i t h m u s ( r e c h t s )...............1 0 1
5.17 Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit Hilfe
v e r s c h i e d e n e rT a y l o r - V e r f a h r e n .........................1 0 2
5.18 Die drei Einzugsbereiche aus der vorhergehenden Abb. 5.17 . . . . . . . . . 103Einleitung
Diese Arbeit besch¨ aftigt sich mit den Eigenschaften dynamischer Systeme, die in Form von
autonomen Dierentialgleichungen vorliegen. Genauer: Das Langzeitverhalten dieser dyna-
mischen Systeme soll untersucht werden. Es l¨ at sich beschreiben durch f¨ ur das jeweilige
System charakteristische Mengen, die attrahierenden Mengen und deren Einzugsbereiche.
Attrahierende Mengen sind bez¨ uglich eines dynamischen Systems invariante Mengen, die
Trajektorien des dynamischen Systems, die in ihrer Umgebung starten, anziehen. Der Ein-
zugsbereich einer attrahierenden Menge ist die Menge aller Punkte, die von der attrahie-
renden Menge angezogen werden.
Betrachtet werden Systeme, die von einer Eingangsfunktion abh¨ angen. Diese Eingangs-
funktion kann je nach Zusammenhang eine St¨ orung des dynamischen Systems oder eine
Kontrolle desselben darstellen. Werden St¨ orungen betrachtet, so sind Eigenschaften des
dynamischen Systems, die f¨ ur alle Eingangsfunktionen gelten, zu untersuchen. Diese wer-
d e ni nd i e s e rA r b e i ta l sstarke Eigenschaften bezeichnet. Werden Kontrollen betrachtet,
sind Eigenschaften des dynamischen Systems, die nur f¨ ur mindestens eine Eingangsfunk-
tion erf¨ ullt sind, zu untersuchen. Sie werden hier als schwache Eigenschaften bezeichnet.
Man betrachte beispielsweise einen Punkt, der zu einer invarianten Menge geh¨ ort. Zu jeder
Eingangsfunktion gibt es eine zugeh¨ orige Trajektorie, die an diesem Punkt startet. Star-
ke Invarianz bedeutet, da keine dieser Trajektorien jemals die invariante Menge verl¨ at,
schwache Invarianz, da mindestens eine dieser Trajektorien niemals die invariante Menge
verl¨ at.
Der Schwerpunkt dieser Arbeit liegt auf der Untersuchung der schwachen Einzugsbereiche.
Sie lassen sich nur in Ausnahmef¨ allen durch theoretische ¨ Uberlegungen nden. Daher ist es
von Nutzen, diese Mengen numerisch zu berechnen. Hier soll deshalb die ben¨ otigte Theorie
bereitgestellt werden, um schwache Einzugsbereiche mit einem Unterteilungsalgorithmus
anzun¨ ahern. Ein Unterteilungsalgorithmus dient allgemein dazu, innerhalb einer vorgege-
benen Grundmenge eine Menge, die eine bestimmte Eigenschaft hat, zu nden. Die Idee
eines solchen Algorithmus ist es einfach, die Grundmenge in "Zellen\ zu unterteilen und
f¨ ur jede dieser Zellen zu pr¨ ufen, ob sie ganz, gar nicht oder teilweise zur gesuchten Menge
geh¨ ort. Geh¨ ort eine Zelle nur teilweise zur gesuchten Menge, so wird sie weiter unterteilt
und f¨ ur die "Teilzellen\ erneut entschieden, ob sie zur gesuchten Menge geh¨ oren. F¨ ur die
Berechnung eines schwachen Einzugsbereiches bedeutet dies, da f¨ ur jede Zelle ¨ uberpr¨ uft
werden mu, ob es eine Kontrollfunktiongibt, mit deren Hilfe Trajektorien der betrachteten
Dierentialgleichung, die innerhalb der Zelle starten, in eine gegebene schwach attrahie-
rende Menge (bzw. in eine passend gew¨ ahlte Umgebung dieser Menge) gesteuert werden
k¨ onnen.
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Die f¨ ur diese ¨ Uberpr¨ ufung der Zellen ben¨ otigten Trajektorien m¨ ussen i.a. ebenfalls nume-
risch berechnet werden. Von besonderem Interesse ist dabei, wie sich N¨ aherungsverfahren
unterschiedlicher G¨ ute auf den Unterteilungsalgorithmus auswirken. Daher wird in dieser
Arbeit auch auf die Konstruktion von Einschrittverfahren h¨ oherer Ordnung zur N¨ aherung
von Trajektorien kontroll-aner Dierentialgleichungen eingegangen. Durch eine Taylor-
Entwicklung der zu einer solchen Dierentialgleichung geh¨ origen Integralgleichung lassen
sich Einschrittverfahren beliebiger Ordnung herleiten, die Taylor-Verfahren.
Nach der Einf¨ uhrung und der theoretischen Untersuchung des Unterteilungsalgorithmus
zur Berechnung schwacher Einzugsbereiche und der Taylor-Verfahren zur Berechung von
Trajektorien soll hier ¨ uber deren gemeinsame Erprobung an zwei Beispielen in der Praxis
berichtet werden. Der schwache Einzugsbereich des ersten Beispiels ist bekannt und von
einfacher Gestalt.Dieses Beispiel dient dazu, den Einﬂu der Wahl unterschiedlicher Taylor-
Verfahren auf den Unterteilungsalgorithmus zu ¨ uberpr¨ ufen. Das zweite Beispiel kommt aus
der Chemie; es beschreibt eine exotherme Reaktion. F¨ ur diese lassen sich schwache Ein-
zugsbereiche nicht durch theoretische ¨ Uberlegungen nden. Die Berechnung eines Einzugs-
bereiches dieses Beispiels schliet diese Arbeit ab.
Die Grundlagen f¨ ur den theoretischen Teil der vorliegenden Arbeit bilden im wesentlichen
das Buch Asymptotic Behavior of Dynamical and Control Systems under Perturbation and
Discretization von Lars Gr¨ une [Gr 02] und der Artikel Higher order numerical schemes for
anely controlled nonlinear systems von Lars Gr¨ une und Peter E. Kloeden [Gr/Kl 01].
Das Buch [Gr 02] besch¨ aftigt sich mit der Diskretisierung starker und schwacher attrahie-
render Mengen und deren Einzugsbereiche. Der Unterteilungsalgorithmus zur Berechnung
schwacher Einzugsbereiche, der hier vorgestellt wird, sowie Beweise von dessen Konvergenz
unter verschiedenen Bedingungen nden sich dort. Der Artikel [Gr/Kl 01] beschreibt die
Konstruktion der Taylor-Verfahren zur N¨ aherung von Trajektorien kontroll-aner Die-
rentialgleichungen.
F¨ ur den praktischen Teil wird eine Implementierung des Unterteilungsalgorithmus von
Lars Gr¨ une verwendet, mit der attrahierende Mengen und Einzugsbereiche berechnet wer-
den k¨ onnen. Bisher standen in dieser Implementierung zur N¨ aherung von Trajektorien
das Euler-Verfahren sowie ein Extrapolations-Verfahren zur Verf¨ ugung; beide Verfahren
nutzen konstante Eingangsfunktionen. Das Euler-Verfahren ist identisch mit dem Taylor-
Verfahren der Ordnung 1. Um nun den Einﬂu eines Taylor-Verfahrens h¨ oherer Ordnung im
Vergleich mit dem des schon vorhandenen Euler-Verfahrens untersuchen zu k¨ onnen, mute
die Implementierung um ein solches Verfahren erweitert werden. Es wurde daher f¨ ur diese
Arbeit zun¨ achst das Taylor-Verfahren der Ordnung 2 mit konstanter Eingangsfunktion im-
plementiert. Um weiter untersuchen zu k¨ onnen, ob sich der Einﬂu der Taylor-Verfahren
der Ordnung 1 und 2 durch mehr Eingangsfunktionen verbessern l¨ at, wurden f¨ ur diese
Arbeit beide Verfahren erneut mit st¨ uckweise konstanter Eingangsfunktion implementiert.
Die Theorie zu attrahierenden Mengen, Einzugsbereichen und dem Unterteilungsalgorith-
m u sw i r di nd i e s e rA r b e i ti nd e nKapiteln 1 bis 3 behandelt.
In Kapitel 1 "Vorbereitungen und Voraussetzungen\ werden zun¨ achst einmal die betrachte-
ten dynamischen Systeme eingef¨ uhrt und h¨ aug ben¨ otigte Bedingungen an diese Systeme
angegeben. Eine allgemeine Darstellung der Diskretisierung dieser Systeme in der ZeitEINLEITUNG 3
wird vorgestellt, die als Platzhalter f¨ ur ein sp¨ ater zu w¨ ahlendes N¨ aherungsverfahren f¨ ur
Trajektorien dient. Die verwendeten Normen werden angegeben und erkl¨ art, wie Abst¨ ande
zwischen Mengen zu messen sind. Weiter werden die f¨ ur Absch¨ atzungen n¨ utzlichen Ver-
gleichsfunktionen vorgestellt. Kapitel 1 orientiert sich in Aufbau und Inhalt an Chapter 2
`Setup and Preliminaries' des Buches [Gr 02].
Der Schwerpunkt dieser Arbeit liegt zwar auf den schwachen Einzugsbereichen, trotzdem
werden die stark attrahierenden Mengen und Einzugsbereiche ebenfalls ausf¨ uhrlich darge-
stellt. Ein Grund hierf¨ ur ist, da sich starke Konzepte einfacher durchschauen lassen als
schwache; ein weiterer Grund ist, da man bei der Darstellung schwacher Konzepte oft
auf Ideen und Beweisf¨ uhrungen, die f¨ ur starke Konzepte verwendet wurden, zur¨ uckgreifen
kann.
In Kapitel 2 "Attrahierende Mengen und Einzugsbereiche\ werden daher erst einmal stark
attrahierende Mengen deniert und deren Robustheit gegen den Einﬂu ¨ auerer St¨ orungen
untersucht. Die Kenntnis dieses Einﬂusses wird ben¨ otigt, um sp¨ ater die Konvergenz des
Unterteilungsalgorithmus beweisen zu k¨ onnen, und wird daher sehr ausf¨ uhrlich behandelt.
Analog folgt dann die Denition der schwach attrahierenden Mengen und die Untersu-
chung von deren Robustheit gegen St¨ orungen. Den Abschlu des zweiten Kapitels bildet
die Denition der Einzugsbereiche. Auch f¨ ur diese Mengen wird eine Angabe ¨ uber deren
Robustheit gegen St¨ orungen f¨ ur Konvergenzbeweise des Unterteilungsalgorithmus ben¨ otigt
und daher eingef¨ uhrt. In [Gr 02] ndet man die attrahierenden Mengen in den Chapters 3
`Strongly Attracting Sets' und 4 `Weakly Attracting Sets' wieder, die Einzugsbereiche in
Chapter 7 `Domains of Attraction'.
Kapitel 3 "Berechnung von Einzugsbereichen\ geht zun¨ achst allgemein auf die Untertei-
lung des Zustandsraumes in Zellen ein. Es wird deniert, was unter einer Zustandsraum-
diskretisierung zu verstehen ist und einige Eigenschaften dieser Diskretisierung angegeben,
insbesondere werden die attrahierenden Mengen f¨ ur Diskretisierungen eingef¨ uhrt und der
Zusammenhang mit den attrahierenden Mengen des betrachteten dynamischen Systems
beschrieben. Mit Hilfe der Zustandsraumdiskretisierung wird dann der Unterteilungsalgo-
rithmus zur Berechnung schwacher Einzugsbereiche angegeben. Es folgt die Untersuchung
von dessen Konvergenz unter verschiedenen Bedingungen. Die Zustandsraumdiskretisie-
rung aus Kapitel 3 stammt aus dem Chapter 5 `Relation between Discretization and Pe-
turbation' von [Gr 02], der Unterteilungsalgorithmus wird dort in Chapter 7 behandelt.
In dessen Konvergenzbeweis im rigorosen Fall gehen auerdem Resultate aus dem Chap-
ter 6 `Discretizations of Attracting Sets' dieses Buches ein. In Kapitel 3 haben sich einige
¨ Anderungen gegen¨ uber [Gr 02] ergeben. Die verschiedenen Beweise, die zum Nachweis der
Konvergenz des Unterteilungsalgorithmus dienen, wurden an einigen Stellen modiziert.
Zur besseren ¨ Ubersicht wurden zwei Ausagen in Lemmata ausgegliedert und bewiesen.
Auerdem wurden die Beweise in Kapitel 3 besonders ausf¨ uhrlich dargestellt. In diesem
Zusammenhang sei hier auch auf die Korrekturen [Gr 03] zu dem Buch [Gr 02] hingewiesen.
Anders als bei den Kapiteln 1 bis 3 liegt dem Kapitel 4 "Verfahren h¨ oherer Ordnung\ nicht
das Buch [Gr 02] sondern der Artikel [Gr/Kl 01] zugrunde. Es kann deshalb unabh¨ angig von
den ersten drei Kapiteln dieser Arbeit gelesen werden. Beschrieben wird in diesem Kapitel
die Konstruktion von Taylor-Verfahren zur N¨ aherung der Trajektorien von kontroll-anen
Dierentialgleichungen. Es werden zun¨ achst die kontroll-anen Dierentialgleichungen de-4 EINLEITUNG
niert. Dann wird die Herleitung einer Taylor-Entwicklung an einem einfachen Beispiel
erl¨ autert, wobei schon zu sehen ist, da die Darstellung einer solchen Entwicklung sehr
umfangreich werden kann. Um dieses Problem zu l¨ osen, werden daher Multi-Indizes, ite-
rierte Integrale, Koezienten-Funktionen, hierarchische Mengen und Restmengen deniert.
Unter Verwendung dieser Darstellungshilfen wird die Taylor-Entwicklung im allgemeinen
Fall eingef¨ uhrt und aus dieser die Taylor-Verfahren durch Abschneiden passend gew¨ ahlter
Restterme konstruiert, wobei eine Angabe ¨ uber die Konvergenzordnung solcher Verfahren
nicht vergessen wird. Schlielich wird noch auf die N¨ aherung mehrfacher Kontrollintegrale
eingegangen, ohne die man in der Praxis bei Taylor-Verfahren der Ordnung > 2n i c h ta u s -
kommt und die dementsprechend auch im praktischen Teil dieser Arbeit eine groe Rolle
spielt.
Dieser praktische Teil ndet sich in Kapitel 5 "Implementierung und numerische Beispie-
le\. Hier wird zun¨ achst die Implementierung des Unterteilungsalgorithmus von Lars Gr¨ une
beschrieben, gefolgt von einigen Erl¨ auterungen zu den implementierten Taylor-Verfahren.
Anhand des einfachen Beispiels wird dann der durch die verschiedenen Taylor-Verfahren
entstehende Fehler des Unterteilungsalgorithmus ausgewertet. Angaben zur jeweils mit die-
sen Verfahren entstehenden Rechenzeit werden ebenfalls gemacht. Besonderes Augenmerk
wird hierbei auf das Taylor-Verfahren der Ordnung 2 mit st¨ uckweise konstanter Eingangs-
funktion gerichtet, da hier die mehrfachen Kontrollintegrale angen¨ ahert werden m¨ ussen,
was bei zunehmender Anzahl von Konstanzintervallen zu einem sehr hohen Aufwand f¨ uhrt.
Schlielich folgen einige mit verschiedenen Taylor-Verfahren gerechnete Darstellungen eines
Einzugsbereiches des Beispiels aus der Chemie.
Der Anhang A "Quellcode der Taylor-Verfahren\ enth¨ alt der Vollst¨ andigkeit halber den
Quellcode der implementierten Taylor-Verfahren. Auf diesen Anhang folgt noch eine ¨ Uber-
sicht ¨ uber die in den verschiedenen Kapiteln eingef¨ uhrte Notation in der Reihenfolge von
deren Denition im Text.
An dieser Stelle m¨ ochte ich mich bei Herrn Prof. Dr. Peter E. Kloeden bedanken, der es ver-
steht, nicht nur die Mathematik sondern auch die Freude daran zu vermitteln. Herrn Prof.
Dr. Lars Gr¨ une danke ich ganz besonders f¨ ur die geduldige Betreuung dieser Diplomarbeit.
Meinen Kommilitoninnen Polina Zeydis und Stefanie Schulte danke ich herzlich daf¨ ur, da
sie lange Jahre wesentlich mehr als nur Kommilitoninnen waren. Auerdem m¨ ochte ich
mich hiermit bei Polina, Gerhard Leuck und Marcel Branc f¨ ur das Korrekturlesen dieser
Arbeit bedanken, das sicher viel Zeit in Anspruch genommen hat. Weiter gilt mein Dank
meiner Familie, die mein Studium immer unterst¨ utzt hat.Kapitel 1
Vorbereitungen und
Voraussetzungen
In diesem Kapitel werden die f¨ ur diese Arbeit ben¨ otigten Grundlagen geschaen. In dessen
ersten Abschnitt wird zun¨ achst einmal der Gegenstand dieser Arbeit deniert: die dyna-
mischen Systeme. Im zweiten Abschnitt sind einige weitere Begrie zusammengestellt, die
in den folgenden Kapiteln h¨ aug verwendet werden.
1.1 Die dynamischen Systeme
Dieser Abschnitt dient der Einf¨ uhrung der betrachteten dynamischen Systeme, deren
schwache Einzugsbereiche mit dem in Kapitel 3 beschriebenen Unterteilungsalgorithmus
berechnet werden sollen. Es handelt sich bei diesen Systemen um autonome Dierenti-
algleichungen, die von einer Eingangsfunktion abh¨ angen. Diese Eingangsfunktion kann je
nach Zusammenhang als St¨ orung oder Kontrolle interpretiert werden. Im Zusammenhang
mit der Berechnung schwacher Einzugsbereiche ist sie als Kontrolle zu verstehen.
Die dynamischen Systeme werden hier meist als zeitkontinuierliche Systeme bezeichnet,
denn in diesem Abschnitt werden weiter die zeitdiskreten Systeme eingef¨ uhrt, die eine
allgemeine Diskretisierung in der Zeit der dynamischen Systeme beschreiben.
Sowohl f¨ ur die zeitkontinuierlichen als auch f¨ ur die zeitdiskreten Systeme werden einige
wichtige Voraussetzungen angegeben, die im weiteren ben¨ otigt werden.
Das zeitkontinuierliche System
Dieser Arbeit liegt ein zeitkontinuierliches dynamisches System in Form der autonomen
gew¨ ohnlichen Dierentialgleichung mit Eingangsfunktion u
_ x(t)=f0(x(t);u(t)) mit der Anfangsbedingung x(0) = x0 (1.1)
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zugrunde. Hierbei ist t 2 R
+
0 , U  Rm kompakt und f0: Rd  U ! Rd eine stetige
Funktion; die Menge der Eingangsfunktionen ist U := fu: R+
0 ! U ju mebarg.F ¨ ur zwei
Eingangsfunktionen u1 und u2 aus U wird die Verkettung am Zeitpunkt s > 0b e n ¨ otigt, sie
ist deniert durch
(u1 &s u2)(t)=

u1(t);t 6 s;
u2(t − s); t>s :
Eine Eingangsfunktion u 2Ukann auf zwei Arten interpretiert werden:
 Wird u als innere St¨ orung der Dierentialgleichung (1.1) betrachtet, ist das Ver-
halten der Dierentialgleichung f¨ ur alle u 2Uvon Interesse. Hierzu geh¨ oren die
starken Konzepte; sie beschreiben Eigenschaften, die "f¨ ur alle u\ gelten sollen (vgl.
Abschnitt 2.1).
 Wird u als Kontrollfunktion bzw. Steuerung betrachtet, so soll eine spezielle Wahl
von u 2Uein bestimmtes Verhalten der Dierentialgleichung (1.1) bewirken. Hierzu
geh¨ oren die schwachen Konzepte; sie beschreiben Eigenschaften, die nur "f¨ ur minde-
stens ein u\ gelten sollen (vgl. Abschnitt 2.2).
Inbesondere kann man, wenn man u als Kontrollfunktion interpretiert, zu jedem Anfangs-
wert x0 eine passende Eingangsfunktion w¨ ahlen, um das gew¨ unschte Verhalten der Dif-
ferentialgleichung (1.1) herbeizuf¨ uhren; daher hier die Denition der Menge der von An-
fangswerten aus einer Menge B  Rd abh¨ angigen Eingangsfunktionen:
U(B) :=

 u: B  R+
0 ! U
   u(x0;) 2U 8x0 2 B
	
:
Im folgenden wird (1.1) immer als ungest¨ ortes System bezeichnet, auch wenn u als innere
St¨ orung zu verstehen ist, denn um die Konvergenzeigenschaften des Unterteilungsalgorith-
mus aus Kapitel 3 zu untersuchen, mu zus¨ atzlich der Einﬂu von ¨ aueren St¨ orungen auf
die Dierentialgleichung (1.1) ber¨ ucksichtigt werden. Zu diesem Zweck wird f¨ ur eine Menge
von St¨ orwerten W  Rn eine stetige Funktion f : Rd  U  W ! Rd betrachtet, die mit
der rechten Seite f0 von (1.1) in folgendem Zusammenhang steht:
f(x;u;0) = f0(x;u)f ¨ ur alle x 2 Rd;u2 U:
Die nun zum System (1.1) zugeh¨ orige gest¨ orte Gleichung h¨ angt von der Interpretation der
Eingangsfunktion u ab.
Stellt u eine innere St¨ orung der Dierentialgleichung dar, so wird die gest¨ orte Gleichung
_ x(t)=f(x(t);u(t);w(t)) (1.2)
betrachtet, wobei w 2W:= fw: R+
0 ! W jw mebar und lokal wesentlich beschr¨ anktg1.
Die lokal wesentliche Beschr¨ anktheit wird hier ben¨ otigt, um die Anwendbarkeit eines
Existenz- und Eindeutigkeitssatzes zu gew¨ ahrleisten, da die Menge der St¨ orwerte W (im
1w: R ! R
n lokal wesentlich beschr¨ ankt (d. h. lokal beschr¨ ankt auerhalb einer Nullmenge) ,
8 [a;b]  R 9 C>0 : kw(t)k 6 C 8 t 2 [a;b] n J; J Nullmenge. (Zu kk s. Bezeichnung 1.2.1.)1.1. DIE DYNAMISCHEN SYSTEME 7
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Abbildung 1.1: -nichtvorausschauende Abbildung
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Abbildung 1.2: nichtvorausschauende Abbildung
Gegensatz zur Menge der Kontrollwerte U  Rm) eine beliebige Teilmenge des Rn ist. Die
Einschr¨ ankung auf lokal wesentlich beschr¨ ankte St¨ orfunktionen w ist nicht problematisch,
denn diese Funktionen sollen numerische St¨ orungen modellieren, die in der Praxis nicht
beliebig wachsen.
Stellt u eine Kontrollfunktion dar, so mu der Zusammenhang zwischen Kontrolle und
St¨ orung n¨ aher beschrieben werden. Eine numerische St¨ orung darf nicht beliebig entge-
gen der Kontrolle wirken, ansonsten w¨ are der Nutzen von numerischen Berechnungen zu
bezweifeln. Zu diesem Zweck also die Denition einer bez¨ uglich der Kontrolle nichtvoraus-
schauenden (St¨ or-)Funktion:
Denition 1.1.1 Nichtvorausschauende Funktionen und Strategien
(i) Deniere zu jedem >0 die Menge von Folgen
T  :=

 =( ti)i2N0

 t0 =0 ;t i 2 R;t i+1 − ti 2 (0;];t i !1f¨ ur i !1
	
:8 KAPITEL 1. VORBEREITUNGEN UND VORAUSSETZUNGEN
(ii) Sei C eine Menge und >0. Eine Abbildung b: UR
+
0 ! C heit -
nichtvorausschauend, wenn es eine Folge  =( ti)i2N0 2T gibt, so da die Bedingung
u1(s)=u2(s)f ¨ ur alle s 6 ti ) b(u1;s)=b(u2;s)f ¨ ur alle s 6 ti
gilt f¨ ur alle i 2 N0 (vgl. Abb. 1.1).
Die Abbildung b heit 0-nichtvorausschauend oder einfach nichtvorausschauend,
wenn die Bedingung
u1(s)=u2(s)f ¨ ur alle s 6 t ) b(u1;s)=b(u2;s)f ¨ ur alle s 6 t
gilt f¨ ur alle t>0 (vgl. Abb. 1.2).
(iii) F¨ ur jedes >0 ist die Menge der -nichtvorausschauenden Strategien P deniert
durch
P :=

p: U!W
  b(u;t) := p[u](t)i s t-nichtvorausschauend f¨ ur alle u 2U
	
:
2
Die zum System (1.1) zugeh¨ orige gest¨ orte Gleichung lautet nun
_ x(t)=f(x(t);u(t);p[u](t)); (1.3)
wobei p 2P; P ist hier eine Teilmenge von P,d i eabgeschlossen bez¨ uglich Verschiebungen
ist, d. h. f¨ ur jedes p 2P, jedes u 2Uund jedes s>0e x i s t i e r te i n~ p 2P,f ¨ ur das gilt
~ p[u](t− s)=p[u &s u](t)
f¨ ur alle u 2Uund fast alle t > s.
Tats¨ achlich in dieser Arbeit ben¨ otigt werden jedoch meist nicht die beiden allgemeinen
gest¨ orten Gleichungen (1.2) oder (1.3) sondern nur f¨ ur ein 0 2 R+ [f 1 gdas 0-
aufgeblasenene System mit der rechten Seite f(x;u;w)=f0(x;u)+w, das also
_ x(t)=f0(x(t);u(t))+ w(t) (1.4)
lautet, wobei
w 2W mit W =

w 2 Rn   kwk 6 0
	
: (1.5)
Weiter wird noch ein zustandsabh¨ angiges 0-aufgeblasenes System mit rechter Seite
f(x;u;w)=f0(x;u)+b(x)w f¨ ur eine beschr¨ ankte global Lipschitz-stetige Funktion
b: Rd ! R+
0 ben¨ otigt, das also
_ x(t)=f0(x(t);u(t))+ b(x(t))w(t) (1.6)
lautet, hierbei ist w ebenfalls aus (1.5) gew¨ ahlt.1.1. DIE DYNAMISCHEN SYSTEME 9
Bedingungen an das zeitkontinuierliche System
Um die Existenz einer eindeutigen L¨ osung der beiden gest¨ orten Dierentialgleichungen
(1.2) bzw. (1.3) mit Hilfe des Existenz- und Eindeutigkeitssatzes voraussetzen zu k¨ onnen,
mu f eine globale Lipschitz-Bedingung in x gleichm¨ aig f¨ ur jedes u 2 U und w 2 W
erf¨ ullen, d. h. f¨ ur alle Eingangswerte u 2 U und alle St¨ orwerte w 2 W mu
kf(x;u;w)− f(y;u;w)k 6 Lkx − yk f¨ ur alle x;y 2 Rd (1.7)
gelten. Die L¨ osungstrajektorie von (1.2) zur Anfangsbedingung x(0) = x0 2 Rd und zu
den beiden St¨ orungen u 2Uund w 2Wwird in dieser Arbeit als '(t;x0;u;w) bezeichnet,
die L¨ osung von (1.3) zum Anfangswert x0, zur Kontrollfunktion u 2Uund zur St¨ orung
p[u] 2Pals '(t;x0;u;p[u]).Die L¨ osung des ungest¨ orten Systems (1.1)wird mit'(t;x0;u;0)
bezeichnet. Um weiter voraussetzen zu k¨ onnen, da die jeweiligen L¨ osungstrajektorien f¨ ur
alle Zeiten existieren, darf die Steigung f der Dierentialgleichungen (1.2) bzw. (1.3) nicht
beliebig wachsen, daher die Bedingung
kf(x;u;w)k 6 M + %(kwk) (1.8)
f¨ ur alle x 2 Rd, u 2 U, w 2 W und eine Vergleichsfunktion % 2K 1 (zur Klasse von
Vergleichsfunktion K1 vgl. Denition 1.2.8).
Statt der globalen Bedingungen (1.7) und (1.8) w¨ urden eigentlich auch lokale Bedingungen
der Form
8 R>0 9 MR;L R > 0 :
kf(x;u;w)− f(y;u;w)k 6 LRkx− yk und kf(x;u;w)k 6 MR
8 x;y 2 Rd;w2 W mit kxk 6 R; kyk 6 R; kwk 6 R 8 u 2U
(1.9)
gen¨ ugen, da in dieser Arbeit immer kompakte Teilmengen des Rd betrachtet werden. Aus
lokalen Bedingungen der Form (1.9) lassen sich im Fall kompakter Teilmengen die hier
angenommenen globalen Bedingungen herleiten, wenn man die betrachteten Funktionen
geeignet auerhalb der betrachteten Teilmengen des Rd fortsetzt. Globale Bedingungen
vorauszusetzen, stellt also keine Beschr¨ ankung der Allgemeinheit dar.
Weiter wird gelegentlich eine Annahme dar¨ uber ben¨ otigt, wie stark eine St¨ orung das ur-
spr¨ ungliche System beeinﬂut. Diese Annahme lautet hier wie folgt:
kf0(x;u) − f(x;u;w)k 6 %(kwk)f ¨ ur alle x 2 Rd;u2Uund w 2W (1.10)
f¨ ur ein % aus der Klasse K1 (vgl. Denition 1.2.8). Beachte, da das aufgeblasene System
(1.4) diese Bedingung erf¨ ullt.
Das zeitdiskrete System
Das zeitdiskrete System soll eine allgemeine Diskretisierung in der Zeit der Dierential-
gleichung (1.1) beschreiben. Im konkreten Fall kann diese Diskretisierung z.B. eines der
Taylor-Verfahren aus Kapitel 4 sein.10 KAPITEL 1. VORBEREITUNGEN UND VORAUSSETZUNGEN
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Abbildung 1.3: Berechnung von Werten von '(t;x0;u;0) mit Hilfe von 'h
0(x;u(ih+ ))
¨ Ublicherweise wird ein zeitdiskretes System F zu einem Zeitschritt h>0 und einem An-
fangswert x0 mit Hilfe von Eingangsfolgen ui 2 U, i 2 N0, beschrieben:
xi+1 = Fh(xi;u i):
Diese Notation mit Hilfe von Eingangsfolgen w¨ urde auch ausreichen, um die f¨ ur den prakti-
schen Teil dieser Arbeit tats¨ achlich implementierten st¨ uckweise konstanten Eingangsfunk-
tionen u(t)  ui, t 2 [ih;(i +1 ) h), zu beschreiben. Hier soll jedoch auch die von der
Eingangsfunktion u 2Uabh¨ angige Zeit-h-Abbildung der Dierentialgleichung (1.1)
'0
h: Rd U!Rd;' 0
h(x;u) := '(h;x;u;0)
Teil der Klasse der zeitdiskreten Systeme sein. Mit ihrer Hilfe kann man Werte der L¨ osung
'(t;x0;u;0) der Dierentialgleichung (1.1) berechnen, wenn man die Argumentfunktion u
an die jeweils ben¨ otigte Zeit t = ih, i =0 ;1;2;::: , verschiebt (vgl. Abb. 1.3). Dementspre-
chend lautet in dieser Arbeit die Notation des zur Dierentialgleichung (1.1) und einem
Zeitschritt h>0z u g e h ¨ origen zeitdiskreten Systems
x(t + h)=0
h(x(t);u(t+ )) wieder mit der Anfangsbedingung x(0) = x0: (1.11)
Hierbei ist wieder t 2 R+
0 , die Funktion 0
h: Rd U!Rd ist stetig im ersten Argument,
die Menge der Eingangsfunktionen U ist genauso wie im zeitkontinuierlichen Fall.
Auch zu den zeitdiskreten Systemen sollen numerische St¨ orungen betrachtet werden. Die
rechte Seite des gest¨ orten zeitdiskreten Systems ist eine im ersten Argument stetige Funk-
tion h: Rd UW!Rd, die { analog zum gest¨ orten zeitkontinuierlichen System { die1.1. DIE DYNAMISCHEN SYSTEME 11
Bedingung
h(x;u;0) = 0
h(x;u)f ¨ ur alle x 2 Rd;u2U
erf¨ ullt. Auch im diskreten Fall h¨ angt die Darstellung des zum zeitdiskreten System (1.11)
geh¨ origen gest¨ orten Systems von der Interpretation der Eingangsfunktion u ab.
Stellt u eine innere St¨ orung des zeitdiskreten Systems dar, so lautet das gest¨ orte System
x(t + h)=h(x(t);u(t+ );w(t+ )) (1.12)
mit w 2W,w o b e iW den gleichen Funktionenraum darstellt wie f¨ ur das gest¨ orte zeitkon-
tinuierliche System (1.2).
Stellt u eine Kontrollfunktion dar, so lautet das gest¨ orte System
x(t + h)=h(x(t);u(t+ );p[u](t+ )) (1.13)
mit p 2P,w o b e iP wieder die Menge der -nichtvorausschauenden Strategien von U nach
W ist wie bei dem gest¨ orten zeitkontinuierlichen System (1.3).
Wie schon im Abschnitt ¨ uber das zeitkontinuierlicheSystem gesagt, werden in dieser Arbeit
meist nicht die allgemeinen gest¨ orten Systeme ben¨ otigt, im zeitdiskreten Fall also (1.12)
und (1.13), sondern f¨ ur ein 0 2 R+[f1g das 0-aufgeblasene System, dessen rechte Seite
f¨ ur ein zeitdiskretes gest¨ ortes System durch h(x;u;w)=0
h(x;u)+
R h
0 w(s)d s beschrieben
wird, also
x(t + h)=0
h(x(t);u(t+ ))+
Z h
0
w(t + s)ds (1.14)
lautet, wobei w genauso wie im zeitkontinuierlichen Fall nach (1.5) gew¨ ahlt ist.
Das zugeh¨ orige zustandsabh¨ angige 0-aufgeblasene System hat im zeitdiskreten Fall die
rechte Seite h(x;u;w)=0
h(x;u)+b(x)
Rh
0 w(s)d s f¨ ur eine beschr¨ ankte Funktion b: Rd !
R+
0 ,l a u t e ta l s o
x(t + h)=0
h(x(t);u(t+ ))+ b(x(t))
Z h
0
w(t + s)ds; (1.15)
wobei w wieder wie in (1.5). Beachte, da b hier nicht als stetig vorausgesetzt wird, d.h. es
ist m¨ oglich, da (1.15) nicht zu den Systemen der Form (1.13) geh¨ ort. Diese kleine Schwie-
rigkeit l¨ at sich aber leicht umgehen, da eine Trajektorie von (1.15) f¨ ur ein bestimmtes
w oder p immer als Trajektorie von (1.14) f¨ ur ein passendes ~ w bzw. ~ p dargestellt werden
kann.
Bedingungen an das zeitdiskrete System
Bei der Berechnung von Werten der L¨ osung '(t;x0;u;0) mit Hilfe der Zeit-h-Abbildung
'h
0(x;u(ih+)) gehen jeweils nur die Werte einer Eingangsfunktionu(t+) im Intervall [0;h]
ein. Die Abh¨ angigkeit des allgemeinen zeitdiskreten Systems von der Eingangsfunktion u12 KAPITEL 1. VORBEREITUNGEN UND VORAUSSETZUNGEN
soll ebenfalls auf das Intervall [0;h]b e s c h r ¨ ankt sein, daher wird hier f¨ ur die rechte Seite
0
h des ungest¨ orten Systems (1.11)
u1(t)=u2(t)f ¨ ur fast alle t 2 [0;h] ) 0
h(x;u1()) = 0
h(x;u2()) f¨ ur alle x 2 Rd (1.16)
verlangt. Auch f¨ ur die rechte Seite h des jeweiligen gest¨ orten Systems (1.12) bzw. (1.13)
soll die Bedingung (1.16) in den beiden Argumenten u und w gelten.
Wie die zeitkontinuierlichen Systeme sollen die zeitdiskreten Systeme eine Lipschitz-
Bedingung erf¨ ullen, d.h. f¨ ur alle u 2 U, w 2 W soll
k(h(x;u;w)− x) − (h(y;u;w)− y)k 6 hLkx − yk f¨ ur alle x;y 2 Rd
gelten. Die f¨ ur die zeitkontinuierlichen Systeme angegebene Bedingung zur Beschr¨ ankung
des Wachstums wird wie folgt auf zeitdiskrete Systeme ¨ ubertragen:
k0
h(x;u;w)− xk 6 h(M + %(kwk))
f¨ ur alle x 2 Rd, u 2 U, w 2 W und % 2K 1.
Die zu (1.10)analogeBedingung ¨ uber den Einﬂu der St¨ orung auf das urspr¨ ungliche System
lautet
k0
h(x;u) − h(x;u;w)k 6 h%(kwk)f ¨ ur alle x 2 Rd;u2Uund w 2W (1.17)
f¨ ur ein % aus der Klasse K1.
Weitere Bezeichnungen
Die Trajektorien der zeitdiskreten gest¨ orten Systeme (1.12) und (1.13) haben noch keine
Bezeichnung. Sie sollen durch h(t;x0;u;w)b z w . h(t;x0;u;p[u]) dargestellt werden und
sind induktiv deniert durch
h(0;x 0;u;w) := x0 und h(t + h;x0;u;w) := h(h(t;x0;u;w);u(t+ );w(t+ ))
(analog f¨ ur h(t;x0;u;p[u])).
Mit dem Buchstaben Ψ wird im folgenden sowohl die L¨ osung ' der zeitkontinuierlichen
Systeme (1.2) und (1.3) bezeichnet als auch eine Trajektorie h der zeitdiskreten Systeme
(1.12) und (1.13). Jeweils passend stellt das Zeichen T entweder R oder hZ dar; dement-
sprechend bedeutet T+ = ft 2 Tjt>0g und T+
0 = T+ [f 0g.
1.2 Normen, Mengen, Abst¨ ande und Vergleichsfunktionen
Da das Ziel dieser Arbeit die N¨ aherung von Mengen ist, wird eine Notation zur Messung
von Abst¨ anden zwischen Mengen ben¨ otigt, die in diesem Abschnitt eingef¨ uhrt wird. Es
werden noch einige weitere Bezeichnungen und De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verwendeten Normen. Schlielichwerden in diesem Abschnitt noch die Vergleichsfunktionen
vorgestellt, die anstatt einer "--Notation f¨ ur Absch¨ atzungen verwendet werden k¨ onnen.
Zun¨ achst einmal wird die verwendete Norm auf Rd festgelegt, die im vorhergehenden Ab-
schnitt schon gelegentlich benutzt wurde.
Bezeichnung 1.2.1 (Euklidische Norm) Die Euklidische Norm eines Vektors x 2 Rd
sei bezeichnet mit kxk.
2
Hiermit kann nun noch die auf den Funktionenr¨ aumen der Eingangsfunktionen U und der
St¨ orfunktionen W verwendete Norm angegeben werden.
Denition 1.2.2 (L1-Norm) Sei u aus U oder W.F ¨ ur u sei die L1-Norm kuk1 de-
niert als
kuk1 := esssup
t>0
ku(t)k:
Ihre Einschr¨ ankung auf Intervalle ist gegeben durch
kuk[a;b] := esssup
t2[a;b]
ku(t)k:
2
Einige Mengenbezeichnungen, die in dieser Arbeit vorkommen:
Bezeichnungen 1.2.3 (Mengen) Sei A eine Menge.
(i) Das Komplement von A wird hier bezeichnet als AC,
(ii) der Abschlu von A als cl A,
(iii) das Innere von A als int A,
(iv) der Rand von A als @A = cl A n int A und
(v) die Potenzmenge von A (Menge aller Teilmengen von A)a l sPot(A).
(vi) Sei B eine weitere Menge, dann heit A  B "A ist eine beliebige Teilmenge von B\
und A  B "A ist eine echte Teilmenge von B\( A & B).
2
Und nun die ben¨ otigte Notation, um Abst¨ ande zwischen Mengen zu messen. Sp¨ ater wird
diese z.B. verwendet, um den Fehler, der bei Diskretisierung des Einzugsbereich eines
dynamischen Systems entsteht, anzugeben.
Denition 1.2.4 (Abst¨ ande) Seien C, D  Rd und sei x 2 Rd. Dann heit
d(x;D) :=i n f
y2D
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h*(C,D)
C
d(x,D)
C D
x
C
D
h*(D,C) = h (C,D)
CD
Abbildung 1.4: Abst¨ ande
der (Euklidische) Punkt-Mengen-Abstand von x und D.
h(C;D) :=s u p
x2C
d(x;D)
heit Hausdorscher Semiabstand von C und D und
h(C;D) :=m a x

h(C;D);h (D;C)
	
Hausdorabstand von C und D.
2
Beachte, da der hier denierte Hausdorabstand keine Metrik ist; dies w¨ are gegeben, wenn
man zur Denition von d(x;D) und h(C;D) statt dem Inmum bzw. dem Supremum das
Minimum bzw. Maximum verwendet h¨ atte. Daf¨ ur m¨ uten allerdings C und D kompakt
gew¨ ahlt werden.
Lemma 1.2.5 (Eigenschaften der Abst¨ ande) Sei D  Rd und x 2 Rd. Dann gilt:
(i) d(x;D)=0, x 2 cl D
(ii) h(C;D)=0, cl C  cl D
(iii) h(C;D)=0, cl C = cl D
Beweis: Eigenschaft (i) folgt direkt aus der Denition von d(x;D):
d(x;D)=0 , infy2Dkx−yk =0 , es gibt eine Folge (yn)i nD mit yn ! x , x 2 cl D.
(ii) und (iii) folgen sofort aus (i).
2
￿
Beachte: Im allgemeinen gibt es keine einfache Beziehung zwischen h(C;D) und
h(CC;D C), vgl. [Gr 02, Remark 2.3.3].
Mit Hilfe des Punkt-Mengen-Abstandes kann man eine Kugel um eine Menge de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Abbildung 1.5: Abbildungen aus den Klassen K, K1 und L
Denition 1.2.6 (Kugel) Die abgeschlossene Kugel um eine Menge D  Rd f¨ ur ein
r>0i s td i eM e n g e
B(r;D) :=

x 2 Rd   d(x;D) 6 r
	
:
2
Statt wie meist ¨ ublich f¨ ur attrahierende oder asymptotisch stabile Mengen die Eigenschaft
"beschr¨ ankt\ zu verlangen, wird im Kapitel 2 nur die schw¨ achere Eigenschaft "komple-
ment¨ ar beschr¨ ankt\ verwendet. Hier die Denition dieses Begries:
Denition 1.2.7 (komplement¨ ar beschr¨ ankt) Eine abgeschlossene Menge A heit
komplement¨ ar beschr¨ ankt,w e n nA oder das Komplement AC von A beschr¨ ankt ist.
2
F¨ ur Absch¨ atzungen werden in dieser Arbeit statt einer "--Notation oft Vergleichsfunktio-
nen verwendet. Diese Funktionen erm¨ oglichen zum einen eine ¨ ubersichtlichere Schreibweise
als die Darstellung mit " und . Zum anderen kann man mit ihrer Hilfe einen Zusammen-
hang zwischen " und  verdeutlichen, z.B. in Form einer Attraktionsrate wie in Deniti-
on 2.1.6.
Denition 1.2.8 (Vergleichsfunktionen) Eine stetige Funktion : R+
0 ! R+
0 geh¨ ort
zur Klasse K, wenn sie streng monoton steigend ist und (0) = 0 gilt. Sie geh¨ ort zur Klasse
K1, wenn sie auerdem unbeschr¨ ankt ist.16 KAPITEL 1. VORBEREITUNGEN UND VORAUSSETZUNGEN
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Abbildung 1.6: Die Abbildung (r;),  2K L D
Eine stetige Funktion %: R+
0 ! R+
0 geh¨ ort zur Klasse L, wenn sie streng monoton fallend
ist und wenn gilt limt!1 %(t)=0 .
Eine stetige Funktion : R+
0  R+
0 ! R+
0 geh¨ ort zur Klasse KL, wenn sie zur Klasse K im
ersten Argument geh¨ ort und zur Klasse L im zweiten Argument.
Eine stetige Funktion : R+
0 R ! R+
0 geh¨ ort zur Klasse KLD, wenn ihre Einschr¨ ankung
auf R+
0  R+
0 zur Klasse KL geh¨ ort und wenn sie
(r;0) = r und ((r;t);s)=(r;t + s)f ¨ ur alle r > 0;s ; t 2 R (1.18)
erf¨ ullt.
2
Bemerkungen 1.2.9
 Die beiden Eigenschaften (1.18) machen  2K L Dzu einem dynamischen System.
Aus (1.18) folgt, da (r;) auf ganz R streng monoton fallend ist (vgl. Abb. 1.6).
 Die Formulierung von Denitionen { wie z.B. die Denition 2.1.3 der asymptotischen
Stabilit¨ at { mit Hilfe von Vergleichsfunktionen ist der mit Hilfe der "--Notation
¨ aquivalent, vgl. [Gr 02, Remark B.1.5].
2Kapitel 2
Attrahierende Mengen und
Einzugsbereiche
Der Schwerpunkt dieser Arbeit liegt auf der Berechnung von schwachen Einzugsbereichen
schwach attrahierender Mengen. Trotzdem werden im ersten Abschnitt dieses Kapitels star-
ke dynamische Konzepte beschrieben und einige ihrer Eigenschaften bewiesen, da sich diese
Konzepte einfacher einf¨ uhren und durchschauen lassen als ihre schwachen Entsprechungen
und oft im folgenden zweiten Abschnitt ¨ uber schwache dynamische Konzepte auf diesen
ersten Abschnitt Bezug genommen wird.
Beide Abschnitte sind analog aufgebaut: Zuerst einmal werden vorw¨ artsinvariante, attra-
hierende und asymptotisch stabile Mengen f¨ ur die dynamischen Systeme aus Kapitel 1
deniert. F¨ ur diese Mengen werden dann Robustheits-Eigenschaften eingef¨ uhrt, also Eigen-
schaften, die den Einﬂu ¨ auerer St¨ orungen w 2Wbzw. p[u] 2P, die auf die dynamischen
System wirken, auf diese Mengen beschreiben. Zuletzt werden verschiedene Charakterisie-
rungen der Robustheit angegeben, einmal mit Hilfe von kontrahierenden bzw. kontrahier-
baren Familien von Umgebungen und einmal mit Hilfe von Lyapunov-Funktionen.
Nachdem die attrahierenden Mengen behandelt sind, werden schlielich im dritten Ab-
schnitt dieses Kapitels ihre Einzugsbereiche eingef¨ uhrt, die mit dem Unterteilungsalgorith-
mus aus dem folgenden Kapitel berechnet werden sollen.
2.1 Starke dynamische Konzepte
Zur Erinnerung: Starke Konzepte sind Eigenschaften, die f¨ ur alle Eingangsfunktionen u 2U
gelten, d.h. u wird als St¨ orung betrachtet.
In diesem Abschnitt mu daher nur auf die Menge von St¨ orfunktionen W eingegangen
werden, nicht auf die St¨ orstrategien P. Das Symbol Ψ stellt also in diesem Abschnitt die
L¨ osung ' des zeitkontinuierlichen gest¨ orten Systems (1.2) oder die Trajektorie h des
zeitdiskreten gest¨ orten Systems (1.12) dar.
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Die St¨ orungen w 2Wsollen in diesem Abschnitt durch ein  > 0 begrenzt werden. Daf¨ ur
wird die Menge
W :=

w 2W
  kwk1 6 
	
ben¨ otigt.
Um die Notation f¨ ur starke Eigenschaften zu vereinfachen, werden die folgenden beiden
mengenwertigen Abbildungen f¨ ur die L¨ osung Ψ(t;x0;u;w)e i n g e f ¨ uhrt:
Ψ(t;x0) :=
[
u2U;w2W
Ψ(t;x0;u;w)
und
Ψ(t;B) :=
[
x02B
Ψ(t;x0)f ¨ ur eine Menge B  Rd:
F¨ ur  = 0 wird statt dem Symbol Ψ das Symbol ΨU verwendet, d.h. also
ΨU(t;x0)=
[
u2U
Ψ(t;x0;u;0):
Beachte die sich ergebende Schreibweise f¨ ur zeitdiskrete Systeme: Ψ = h; und ΨU =
h;U.
Mit
R(B) :=
[
>0;t>0
Ψ(t;B)
wird die Erreichbarkeitsmenge der Menge B f¨ ur alle St¨ orungen bezeichnet.
Auch f¨ ur eine die St¨ orungen begrenzende Funktion : R+
0 ! R+
0 werden gelegentlich men-
genwertige Abbildungen ben¨ otigt, sie lauten analog den vorhergehenden Denitionen
Ψ(t)(t;x0) :=
[
u2U;w2W
kw(t)k6(t)f¨ ur fast allet>0
Ψ(t;x0;u;w)
und f¨ ur die Menge B  Rd
Ψ(t)(t;B) :=
[
x02B
Ψ(t)(t;x0):
Attrahierende Mengen
Einzugsbereiche sind in Bezug auf attrahierende Mengen deniert, daher bilden attrahie-
rende Mengen und insbesondere ihre Robustheits-Eigenschaften eine wichtige Grundlage
f¨ ur die Konvergenzbeweise des Unterteilungsalgorithmus aus Kapitel 3 und werden hier
ausf¨ uhrlich untersucht.
Eine attrahierende Menge ist zun¨ achst einmal vorw¨ artsinvariant, d.h. Trajektorien, die in
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Denition 2.1.1 (starke Vorw¨ artsinvarianz)
(i) Eine Menge A heit stark vorw¨ artsinvariant,w e n nΨ U(t;A)  A f¨ ur alle t 2 T+ gilt.
(ii) Sei >0. Eine Menge A heit stark -vorw¨ artsinvariant,w e n nΨ (t;A)  A f¨ ur alle
t 2 T+ gilt.
2
Die Vorw¨ artsinvarianz bezieht sich auf die ungest¨ orte L¨ osung Ψ(t;x0;u;0),die -Vorw¨ arts-
invarianz hingegen auf die gest¨ orteL¨ osung Ψ(t;x0;u;w).Diese "-Eigenschaft\ ist n¨ utzlich,
um die Robustheit einer vorw¨ artsinvarianten Menge gegen den Einﬂu von St¨ orungen { in
diesem Abschnitt w 2W{ zu beschreiben. Sie wird zu diesem Zweck in der Denition 2.1.5
der γ-robusten starken Vorw¨ artsinvarianz verwendet.
Was nun die attrahierende Menge tats¨ achlich ausmacht, ist, da Trajektorien, die in einer
bestimmten Umgebung dieser Menge starten, von ihr angezogen werden.
Denition 2.1.2 (stark attrahierende Menge) Eine komplement¨ ar beschr¨ ankte Men-
ge A heit stark attrahierend mit attrahierter oener Umgebung B, wenn sie stark vorw¨ art-
sinvariant ist und f¨ ur alle Teilmengen e B  cl B mit h( e B;A) < 1 gilt
h 
ΨU(t; e B);A

! 0f ¨ ur t !1 :
2
Ein ¨ ahnliches Konzept ist die asymptotisch stabile Menge:
Denition 2.1.3 (stark asymptotisch stabil) Eine abgeschlossene komplement¨ ar be-
schr¨ ankte Menge A heit stark asymptotisch stabil, wenn es eine Funktion  aus der Klasse
KL und eine oene Umgebung B von A gibt, so da
h 
ΨU(t;x);A

6 (d(x;A);t)f ¨ ur alle x 2 B:
2
Bemerkung 2.1.4 Jede stark attrahierende Menge ist stark asymptotisch stabil, vgl.
[Gr 02, Lemma 3.1.4]. Daher reicht es aus, im starken Fall nur attrahierende Mengen zu
betrachten.
2
Robustheit
Robustheits-Konzepte sollen den Einﬂu ¨ auerer St¨ orungen w 2Wauf die dynamischen
Systeme bzw. die sie charakterisierenden Mengen angeben. F¨ ur die vorw¨ artsinvariantenund
die attrahierenden Mengen wird dieser Einﬂu durch die beiden folgenden Denitionen be-
schrieben. Die Kenntnis des Einﬂusses der St¨ orungen erm¨ oglicht in Kapitel 3 eine Aussage
¨ uber die Konvergenz des Unterteilungsalgorithmus. (Beachte: Das Kapitel 3 behandelt den
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Denition 2.1.5 (γ-robuste starke Vorw¨ artsinvarianz)
(i) Eine bez¨ uglich des gest¨ orten zeitkontinuierlichen Systems (1.2) bzw. des gest¨ orten
zeitdiskreten Systems (1.12) stark vorw¨ artsinvariante Menge C heit direkt γ-robust
f¨ ur ein γ aus der Klasse K1,w e n ne sf ¨ ur jedes >0e i n ef ¨ ur das jeweilige dynamische
System stark -vorw¨ artsinvariante Menge C gibt mit h(C;C) 6 γ().
(ii) Die Menge C heit invers γ-robust f¨ ur ein γ aus der Klasse K1,w e n ne sf ¨ ur jedes
>0e i n es t a r k-vorw¨ artsinvariante Menge C gibt mit h(CC
 ;CC) 6 γ().
Die Menge C heit schrumpfend direkt bzw. invers γ-robust,w e n nz u s ¨ atzlich gilt C  C
f¨ ur alle >0.
2
Diese Eigenschaft bedeutet, da sich in geringem Abstand zu einer vorw¨ artsinvarianten
Menge f¨ ur ein ungest¨ ortes System eine -vorw¨ artsinvarianteMenge f¨ ur ein gest¨ ortes System
nden l¨ at.
F¨ ur die attrahierenden Mengen liee sich nun nat¨ urlich entsprechend "-attrahierend\
einf¨ uhren und eine dazu passende Denition f¨ ur die γ-Robustheit. Damit w¨ are aber nur
eine attrahierendeMenge f¨ ur das gest¨ orteSystem (mit durch ein  beschr¨ ankten St¨ orungen)
in der N¨ ahe der attrahierenden Menge f¨ ur das ungest¨ orte System gefunden. Der Einﬂu der
St¨ orungen auf attrahierende Mengen w¨ are so nicht ausreichend genau beschrieben, um im
folgenden Kapitel Aussagen ¨ uber Zustandsraumdiskretisierungen zu machen. Daher sollen
hier die St¨ orungen mit Hilfe der in Abschnitt 1.2 eingef¨ uhrten Vergleichsfunktionen aus
der Klasse KLD beschrieben werden (zu dieser Problematik vgl. [Gr 02, Section 3.2]).
Zur Erinnerung: Funktionen aus der Klasse KLD sind dynamische Systeme.
Denition 2.1.6 (starke input-to-state dynamische Stabilit¨ at) Eine stark attra-
hierende Menge A mit attrahierter Umgebung B heit stark input-to-state dynamisch stabil
(sISDS), wenn es eine Funktion  aus der Klasse KLD und Funktionen  und γ aus der
Klasse K1 gibt so, da die Ungleichung
d(Ψ(t;x0;u;w);A) 6 max

((d(x0;A));t); (w;t)
	
erf¨ ullt ist f¨ ur alle t 2 T+, x0 2 B, u 2Uund w 2W ,w o b e i = 0 f¨ ur zeitkontinuierliche
Systeme und  = h f¨ ur zeitdiskrete Systeme; 0 und h sind deniert durch
0(w;t) := esssup
2[0;t]

 
γ(kw()k);t− 

(2.1)
und
h(w;t) :=m a x
2[h;t]\hN

 
γ(kwk[−h;]);t− 

: (2.2)
Die Funktion  heit hierbei Attraktionsrate,  heit overshoot gain oder ¨ Uberschwung-
verst¨ arkung und γ Robustheitsverst¨ arkung.
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Einige Eigenschaften der Abbildung  aus der voranstehenden Denition, die im folgenden
ben¨ otigt werden:
Lemma 2.1.7 (Eigenschaften der Abbildung ) Sei  = 0 oder  = h.
(i) Ist (w;t) 6 (r;t)f ¨ ur ein r>0 und ein t 2 T+, dann gilt (w;) 6 (r;)f ¨ ur alle
 2 (0;t] \ T.
(ii) Es gilt (w;t1 + t2) = max

((w;t1);t 2); (w(t1 + );t 2)
	
.
Beweis: Beide Eigenschaften ergeben sich leicht aus der Denition der Funktion  und
den Eigenschaften der Funktion  aus der Klasse KLD.
2
￿
Kontrahierende Familien
Nun sollen verschiedene Charakterisierungenf¨ ur die wichtigeRobustheits-Eigenschaft ISDS
hergeleitet werden. Zun¨ achst mit Hilfe von kontrahierenden Familien von Umgebungen der
attrahierenden Menge A, d.h. verschachtelten Mengen, die zu A zusammenschrumpfen.
Denition 2.1.8 (Kontrahierende Familie von Umgebungen) B e t r a c h t ee i n es t a r k
attrahierende Menge A mit (oener) attrahierter Umgebung B. Eine Familie (B)2R
+
0 von
kompakten Mengen B  Rd zusammen mit einer Funktion # aus der Klasse KLD heit
kontrahierende Familie von Umgebungen f¨ ur A bez¨ uglich B,w e n n
(i) B0  B, 0 < ,
(ii) B0 = A,
(iii) es f¨ ur alle Teilmengen e B  cl B mit h( e B;A) < 1 ein  2 R+
0 mit e B  B gibt
und
(iv) ΨU(t;B)  B#(;t) f¨ ur alle t 2 T+ gilt.
Die Familie (B)2R
+
0 heit -kontrahierend, wenn nicht nur (iv) sondern die sch¨ arfere
Bedingung
(iv') Ψ(t)(t;B)  B#(;t) f¨ ur alle t 2 T+,w o b e i(t)=#(;t)f ¨ ur zeitkontinuierliche
Systeme und (t)=#(;(i +1 ) h)f ¨ ur t 2 (ih;(i+1 ) h]f ¨ ur zeitdiskrete Systeme,
gilt. Weiter heit diese Familie streng kontrahierend bzw. streng -kontrahierend bez¨ uglich
einer oenen Menge O,w e n nz u s ¨ atzlich gilt:
(v) B0 \ O  int B, 0 < .
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Beachte, da Eigenschaft (iv') nur f¨ ur diejenigen w mit kw(t)k 6 (t)f ¨ ur fast alle t>0
gilt (vgl. die Denition von Ψ(t)). F¨ ur beliebige w 2Wergibt sich aus (iv') das folgende
Lemma:
Lemma 2.1.9 Betrachte eine -kontrahierende Familie von Umgebungen (B). Dann gilt
f¨ ur alle x 2 B, u 2U, w 2Wund alle t 2 T+
Ψ(t;x;u;w) 2 B0
f¨ ur 0 =m a x f#(;t); (w;t)g mit   =  aus der Denition 2.1.6 mit  = # und γ =i d R.
Beweis:S e ix 2 B, u 2U, w 2Wund t 2 T+.S e i~  >  die kleinste Zahl mit #(~ ;t) >
 (w;t).Mit ~  >  gilt wegen Eigenschaft (i) aus der Denition der kontrahierenden Familie
von Umgebungen x 2 B~ . Wendet man Lemma 2.1.7 (i) an, so erh¨ alt man  (w;) 6
#(~ ;)f ¨ ur alle  2 (0;t] \ T+ und hieraus wiederum die Ungleichung kw()k 6 #(~ ;)
f¨ ur zeitkontinuierliche Systeme bzw. kwk[−h;] 6 #(~ ;)f ¨ ur zeitdiskrete Systeme,  2
(0;t]\T+.F ¨ ur die Funktion ~ ()=#(~ ;)f ¨ ur zeitdiskrete Systeme bzw. f¨ ur die Funktion
~ ()=#(~ ;(i +1 ) h f¨ ur  2 (ih;(i +1 ) h]f ¨ ur zeitdiskrete Systeme ist also Ψ(t;x;u;w) 2
Ψ~ (t)(t;B~ (t))e r f ¨ ullt.
Die Eigenschaft (iv') der kontrahierenden Familie von Umgebungen f¨ ur ~  lautet
Ψ~ (t)(t;B~ )  B#(~ ;t). Wegen der Wahl von ~  gilt 0 = #(~ ;t), damit ist die Behaup-
tung Ψ(t;x;u;w) 2 B0 bewiesen.
2
￿
Die Charakterisierung der ISDS-Eigenschaft durch die -kontrahierenden Familien lautet
nun wie folgt:
Hilfssatz 2.1.10 Betrachte eine stark attrahierende Menge A. Dann gilt:
A ist sISDS mit Attraktionsrate , overshoot gain  und Robustheitsverst¨ arkung γ,g e n a u
dann wenn es eine -kontrahierende Familie von Umgebungen (B) gibt mit
h(B;A) 6 γ();
B(−1(γ());A)\ B  B
und
#(;t)=γ−1((γ();t)):
Beweis: Sei die Menge A sISDS. Die Mengen B seien gegeben durch
B :=

x 2 Rd
  

d(Ψ(t;x;u;w);A) 6 maxf(γ();t);(w;t)g
f¨ ur alle u 2U;w2W;t2 T+
0

:
Die stetige Abh¨ angigkeit von den Anfangswerten liefert, da diese Mengen abgeschlossen
sind. Oensichtlich gilt B0  B f¨ ur 0 <sowie h(B;A) 6 γ() (beachte hierbei, da
(w;0) = 0), woraus sich insbesondere B0 = A ergibt. Die Inklusion B(−1(γ());A) \
B  B ergibt sich ebenfalls leicht aus dieser Wahl der B; mit Hilfe dieser Inklusion
folgt, da Eigenschaft (iii) aus der Denition der -kontrahierenden Familie erf¨ ullt ist. Es2.1. STARKE DYNAMISCHE KONZEPTE 23
mu nun nur gezeigt werden, da Ψ(t)(t;B)  B#(;t) mit #(;t)=γ−1((γ();t)). Sei
y =Ψ ( t;x;u;w) 2 Ψ(t)(t;B); dann gilt wegen x 2 B und der Eigenschaft (ii) aus dem
Lemma 2.1.7 der Funktion 
d(Ψ(t + ;x;u;w);A) 6 max

(γ();t+ ); (w;t+ )
	
=m a x

(γ();t+ ); ((w;t);); (w(t + );)
	
:
Wegen kw(t)k 6 (t) gilt ((w;t);) 6 (γ();t+ ), weiter gilt (γ();t+ )=
(γ(#(;t));); insgesamt folgt also
d(Ψ(t + ;x;u;w);A) 6 max

(γ(#(;t));); (w(t + );)
	
:
Damit ist y =Ψ ( t;x;u;w) 2 B#(;t) gezeigt.
Sei nun die -kontrahierende Familie von Umgebungen (B) gegeben. Seien t 2 T+, x 2 B,
u 2U, w 2W.W ¨ ahle  so, da d(x;A)=−1(γ()). Damit gilt x 2 B.
Lemma 2.1.9 liefert Ψ(t;x;u;w) 2 B0 mit 0 =m a x f#(;t); (w;t)g,w o b e if ¨ ur die Funk-
tion  aus der Denition 2.1.6 gilt  = γ( ). Nun folgt mit  = γ−1((d(x;A)))
d(Ψ(t;x;u;w);A) 6 h(B0;A) 6 γ(0) = max

((d(x;A));t); (w;t)
	
;
d. h. die Menge A ist sISDS.
2
￿
Auch f¨ ur streng -kontrahierende Mengen l¨ at sich eine entsprechende Aussage herleiten:
Hilfssatz 2.1.11 Betrachte eine stark attrahierende Menge A. Dann gilt:
A ist sISDS mit Attraktionsrate , overshoot gain  und Robustheitsverst¨ arkung γ,g e n a u
dann wenn es f¨ ur jedes ">0e i n es t r e n g-kontrahierende Familie von Umgebungen (B)
bez¨ uglich der oenen Menge O = R(B) gibt mit
h(B;A) 6 (1 + ")γ();
B(−1(γ());A)\ B  B
und
#(;t)=γ−1((γ();(1− ")t)):
Beweis: Sei die Menge A sISDS. Zu ">0 sei die Funktion %"(r) := "(1−e−r)+1 deniert.
Diese Funktion ist streng monoton steigend f¨ ur r>0, es gilt %"(0) = 1 und %"(r) % 1+"
f¨ ur r !1 .D i eM e n g e nB seien nun durch
B :=

x 2 Rd
 
 
d(Ψ(t;x;u;w);A) 6 %"((γ();t))maxf(γ();(1− ")t);(w;t)g
f¨ ur alle u 2U;w2W;t2 T+
0

gegeben. Um nun die Eigenschaften (i)-(iii),(iv') und (v) aus der Denition 2.1.8 zu zeigen,
werden die folgenden drei Aussagen ben¨ otigt:
(a) F¨ ur die Mengen B gilt B0 \R (B)  int B f¨ ur alle 0 <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(b) Ψ(t;x;u;w) 2 B#(;t) f¨ ur alle x 2 B, u 2U , t 2 T+ und alle w 2Wmit kw()k 6
#(;)f ¨ ur fast alle  2 [0;t].
(c) h(B;A) 6 %"(γ())γ() < (1+ ")γ() und B(−1(γ());A)\ B  B.
(a) Oensichtlich gilt B0  B. Es bleibt zu zeigen, da B0 \R (B) \ @B = ;.
Zu diesem Zweck, beachte, da es f¨ ur alle x 2R (B)e i nt 2 T+
0 und eine oene Umgebung
N(x)s og i b t ,d a N(x)=Ψ ( t;N;u ;w ) giltf¨ ur eine oene, beschr¨ ankte Menge N  B,
ein u 2Uund ein w 2W . Hieraus ergibt sich f¨ ur alle ~ x 2 N(x) mit Hilfe der sISDS-
Absch¨ atzung
d(Ψ(t; ~ x; u; w);A) 6 max

(R;t); (w;t)
	
; (2.3)
wobei R =m a x

supy2N 
 
(d(y;A));t 
; (w;t )
	
.
Sei nun x 2R (B) \ @B. Dann gibt es Folgen xn ! x, un 2U, wn 2W, tn 2 T+
0 so, da
d(Ψ(tn;x n;u n;w n);A) >% "((γ();t n))max

(γ();(1− ")tn); (wn;t n)
	
(2.4)
gilt, wobei die xn o.B.d.A. aus N(x)g e w ¨ ahlt werden. Aus den Eigenschaften der Funkti-
on  ergibt sich, da es f¨ ur alle R>0e i nT>0s og i b t ,d a (R;t) < (γ();(1− ")t)
f¨ ur alle t>T . Hieraus folgt, da die tn durch T = T(x) > 0b e s c h r ¨ ankt sein m¨ ussen,
andernfalls erg¨ abe sich ein Widerspruch aus den Gleichungen (2.3) und (2.4). Aus eben-
diesem Grund mu auch (wn;t n) 6 (R;tn) gelten. Diese Absch¨ atzung liefert wegen
(R;tn) 6 (R;0) = R eine von n unabh¨ angige Schranke f¨ ur (wn;t n), daher m¨ ussen auch
die wn fast ¨ uberall auf [0;t n]b e s c h r ¨ ankt sein. Wegen der Beschr¨ anktheit der tn und wn
und der stetigen Abh¨ angigkeit von den Anfangswerten gibt es eine Folge "n ! 0m i t
d(Ψ(tn;x;u n;w n);A) >% "((γ();t n))max

(γ();(1− ")tn); (wn;t n)
	
− "n:
Da die rechte Seite dieser Gleichung streng monoton wachsend bez¨ uglich  ist, gibt es f¨ ur
jedes 0 <ein n0 2 N mit
d(Ψ(tn0;x;u n0;w n0);A) >% "((γ(0);t n0))max

(γ(0);(1− ")tn0); (wn0;t n0)
	
;
d. h. x= 2 B0.
(b) Sei >0, x 2 B, t;s 2 T+, u 2U , 0 = #(;t)=γ−1((γ();(1 − ")t)) und
w 2Wmit kw()k 6 #(;)f ¨ ur fast alle  2 [0;t]. Wie im vorhergehenden Hilfssatz 2.1.10
soll gezeigt werden, da y =Ψ ( t;x;u;w) 2 B#(;t). Wegen der Denition der B und der
Eigenschaft (ii) aus dem Lemma 2.1.7 gilt
d(Ψ(t + s;x;u;w);A)
6 %"((γ();t+ s))max

(γ();(1− ")(t + s)); (w;t+ s)
	
= %"((γ();t+ s))max

(γ();(1− ")(t + s)); ((w;t);s); (w(t + );s)
	
:
Aus den Eigenschaften der Funktion  ergibt sich weiter
d(Ψ(t+s;x;u;w);A) <% "((γ(0);s))max

(γ(0);(1−")s); ((w;t);s); (w(t+);s)
	
;
aus der Wahl von w folgt ((w;t);s) 6 (γ(0);s) und damit
d(Ψ(t+ s;x;u;w);A) <% "((γ(0);s))max

(γ(0);(1− ")s); (w(t + );s)
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y 2 B#(;t) ist also erf¨ ullt.
(c) Die Ungleichung folgt aus der Denition der B f¨ ur t = 0. Die Inklusion folgt f¨ ur x 2
B(−1(γ());A)\ B aus der sISDS-Absch¨ atzung durch Einsetzen von (d(x;A))6 γ().
Mit den drei Eigenschaften (a), (b) und (c) sind nur noch ein paar formale Schritte n¨ otig,
um zu zeigen, da die (B)e i n es t r e n g-kontrahierende Familie von Umgebungen sind,
vgl. Hilfssatz 2.1.10.
Sei nun die streng -kontrahierende Familie von Umgebungen (B) gegeben. Sei γ"(r) :=
(1 + ")γ(r), "(r) :=( 1+")(r) und "(r;t) :=( 1+")
  r
1+";(1 − ")t

. Mit diesen drei
Funktionen gilt oenbar
h(B;A) 6 γ"(); B(−1
" (γ"());A)\ B  B und #(;t)=γ−1
" ("(γ"();t)):
F¨ ur jedes ">0, x 2 B, u 2U, w 2Werh¨ alt man nun mit Hilfssatz 2.1.10
d(Ψ(t;x0;u;w);A) 6 max

"("(d(x0;A));t); "(w;t)
	
mit " =  aus der Denition 2.1.6,wobei  = " und γ = γ".F¨ ur " ! 0 ergibt sich nun, da
die Menge A sISDS ist mit Attraktionsrate, overshoot gain  und Robustheitsverst¨ arkung
γ.
2
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Lyapunov-Funktionen
F¨ ur qualitative Aussagen ¨ uber ein dynamisches System, sind Lyapunov-Funktionen i.a.
sehr n¨ utzlich. Daher soll nun die Robustheits-Eigenschaft ISDS noch einmal mit Hilfe
von Lyapunov-Funktionen charakterisiert werden. Hierbei werden die gerade eingef¨ uhrten
kontrahierenden Mengen verwendet.
Die Lyapunov-Funktion auf einer Umgebung einer Menge A sollte so konstruiert sein, da
aus ihrer Existenz gerade ISDS folgt. Der folgende Hilfssatz liefert eine Funktion, die diese
Voraussetzung erf¨ ullt.
Hilfssatz 2.1.12 (sISDS Lyapunov-Funktion) Sei A  Rd eine abgeschlossene kom-
plemet¨ ar beschr¨ ankte stark vorw¨ artsinvariante Menge. Angenommen es gibt Funktionen
1, 2 und ~ γ aus der Klasse K1,~  aus der Klasse KLD, eine stark vorw¨ artsinvariante
Menge C  Rd, eine oene Menge B  C mit A  B und eine Funktion V : C ! R+
0 mit
1(d(x;A)) 6 V (x)f ¨ ur alle x 2 C;
V (x) 6 2(d(x;A)) f¨ ur alle x 2 B
und
V (Ψ(t;x;u;w))6 max

~ (V (x);t); ~ (w;t)
	
(2.5)
f¨ ur alle x 2 C, u 2U , w 2Wund alle t 2 T+,w o b e i~  mit Hilfe von ~  und ~ γ wie in der
Denition 2.1.6 de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Dann ist die Menge A sISDS mit attrahierter Umgebung B, Attraktionsrate (r;t)=
−1
1 (~ (1(r);t)), overshoot gain (r)=−1
1 (2(r)) und Robustheitsverst¨ arkung γ(r)=
−1
1 (~ γ(r)).
Beweis: Deniere die Funktion e V (x) := 
−1
1 (V (x)). Durch einfaches Ausrechnen ergibt
sich aus (2.5)
e V (Ψ(t;x;u;w)) 6 max

(e V (x);t); (w;t)
	
f¨ ur alle x 2 C, woraus d(x;A) 6 e V (x) 6 (d(x;A)) auf B folgt. Die Behauptung folgt nun
unmittelbar.
2
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Denition 2.1.13 (sISDS Lyapunov-Funktion) Die Funktion V aus Hilfssatz 2.1.12
heit sISDS Lyapunov-Funktion.
2
Um die Charakterisierung der ISDS-Eigenschaft zu vervollst¨ andigen, fehlt nun noch der
Nachweis daf¨ ur, da aus der ISDS-Eigenschaft die Existenz einer Lyapunov-Funktion folgt.
Dies leistet der folgende Satz:
Satz 2.1.14 Betrachte das zeitkontinuierliche gest¨ orte System (1.2) oder das zeitdiskrete
gest¨ orte System (1.12) mit L¨ osung Ψ. Sei A eine abgeschlossene komplemet¨ ar beschr¨ ankte
stark vorw¨ artsinvariante Menge f¨ ur das jeweils zugeh¨ orige ungest¨ orte System (1.1) bzw.
(1.11). Betrachte eine Funktion  aus der Klasse KLD und Funktionen γ und  aus der
Klasse K1. Dann sind die folgenden Eigenschaften ¨ aquivalent:
(i) Die Menge A ist sISDS mit Attraktionsrate , overshoot gain  und Robustheits-
verst¨ arkung γ.
(ii) F¨ ur jedes ">0 existiert eine stetige Funktion V": R(B) ! R+
0 ,d i e
(1 + ")V"(x) > d(x;A)f ¨ ur alle x 2R (B);
V"(x) 6 (d(x;A)) f¨ ur alle x 2 B
und
V"(Ψ(t;x;u;w))6 max

(V"(x);(1− ")t); (w;t)
	
f¨ ur alle x 2R (B), alle u 2U, w 2Wund alle t 2 T+ mit  aus der Denition 2.1.6
erf¨ ullt.
(iii) Es existiert eine Funktion V : R(B) ! R+
0 ,d i e
V (x) > d(x;A)f ¨ ur alle x 2R (B);
V (x) 6 (d(x;A)) f¨ ur alle x 2 B
und
V (Ψ(t;x;u;w)) 6 max

(V (x);t); (w;t)
	
f¨ ur alle x 2R (B), alle u 2U, w 2Wund alle t 2 T+ mit  aus der Denition 2.1.6
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Beweis:( i )) (ii): Sei A sISDS. Betrachte zu einem ">0d i es t r e n g-kontrahierende
Familie von Umgebungen (B) aus Hilfssatz 2.1.11. Die B sind laut ihrer Denition 2.1.8
abgeschlossene Mengen; die Eigenschaft (v) (strenge Kontraktion) aus dieser Denition
liefert daher, da es f¨ ur alle x 2R (B) n A ein eindeutiges (x) > 0s og i b t ,d a x 2 B0
f¨ ur alle 0 > (x) und x= 2 B00 f¨ ur alle 00 < (x). Die Funktion (x) ist stetig, was wie
folgt begr¨ undet wird:
Sei xn ! x.W ¨ ahle ein 0 mit j0 − (x)j <" 0. Wegen x 2 B0 f¨ ur alle 0 > (x) gilt auch
x 2 int B0 und damit xn 2 int B0 f¨ ur n gen¨ ugend gro. Daraus folgt(xn) < 0 < (x)+"
f¨ ur unendlich viele n und daher nach [He 91, Satz 28.3] (x) = liminfn!1 (xn).
W¨ ahle nun ein 00 mit j00 − (x)j <" 00.F ¨ ur alle 00 < (x)i s tx enthalten in der oenen
Menge BC
00, damit gilt auch xn 2 BC
00 f¨ ur n gen¨ ugend gro, also (xn) > 00 > (x) − "00
f¨ ur unendlich viele n. Wiederum nach [He 91, Satz 28.3] gilt also (x) = limsupn!1 (xn).
F¨ ur die Folge xn ! x gilt also limn!1 (xn)=(x), d. h. (x) ist stetig.
Weiter gilt (x) ! 0f ¨ ur x ! A.
V"(x) :=

γ((x));x 2R (B) n A;
0;x 2 A:
liefert also eine stetige Funktion. Die beiden Schranken f¨ ur V" ergeben sich aus Hilfs-
satz 2.1.11, als Beispiel hier die obere Schranke, also V"(x) 6 (d(x;A)):
F¨ ur ein " > 0 und  := (x)−" gilt x= 2 B und B(−1(γ());A)\B  B. Daraus
ergibt sich sofort, da (d(x;A))> γ()=γ((x)− "); die gesuchte Ungleichung erh¨ alt
man f¨ ur " ! 0.
Analog erh¨ alt man f¨ ur  := (x)+" die Ungleichung (1 + ")V"(x) > d(x;A).
Auch V"(Ψ(t;x;u;w)) 6 maxf(V"(x);(1 − ")t);(w;t)g zeigt man auf diese Weise mit
Hilfe von Lemma 2.1.9.
(ii) ) (iii): V sei punktweise deniert als V (x) := limsup"&0 V"(x). Aus dieser Denition
ergeben sich sofort die gew¨ unschte untere und obere Schranke f¨ ur V (x). Zum Beweis der
Ungleichung V (Ψ(t;x;u;w)) 6 maxf(V (x);t);(w;t)g w¨ ahle x 2R (B), u 2U , w 2W ,
t 2 T+ und betrachte y =Ψ ( t;x;u;w). Dann gibt es f¨ ur jedes >0e i n" 2 (0;)s o ,d a 
V (y) 6 V"(y)+ und V"(x) 6 V (x)+ (vgl. wieder die Eigenschaften des Limes superior
z.B. in [He 91, Abschnitt 28]). Diese beiden Ungleichungen liefern
V (y) 6 max

(V"(x);(1− ")t); (w;t)
	
+  6 max

(V (x)+; (1− )t); (w;t)
	
+ ;
f¨ ur  ! 0 ergibt sich die gesuchte Ungleichung.
(iii) ) (i): Folgt sofort aus Hilfssatz 2.1.12 f¨ ur (r)=r.
2
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Aufgeblasene Systeme
In Kapitel 3 wird die Diskretisierung des Zustandsraumes eingef¨ uhrt und deren Eigen-
schaften untersucht. Hierf¨ ur werden nicht die allgemeinen (zeitdiskreten) gest¨ orten Syste-
me (1.12) bzw. (1.13) ben¨ otigt sondern nur die aufgeblasenen Systeme (1.14) oder die
zustandsabh¨ angigen aufgeblasenen Systeme (1.15).28 KAPITEL 2. ATTRAHIERENDE MENGEN UND EINZUGSBEREICHE
Die beiden folgenden Aussagen dienen in Kapitel 3 dazu, nachzuweisen, da es zu einer
stark attrahierenden Menge A f¨ ur ein zeitdiskretes System eine entsprechende stark attra-
hierende Menge b A der zugeh¨ origen Zustandsraumdiskretisierung in der N¨ ahe von A gibt,
vgl. Lemma 3.1.3 (i) und Satz 3.1.6.
Lemma 2.1.15 Betrachte ein zeitdiskretes 0-aufgeblasenes System vom Typ (1.14). Sei-
en ">0 und  > 0s o ,d a  + " 6 0. Dann gilt f¨ ur einen Zeitschritt h>0:
Zu jedem x0 2 Rd, jedem u 2U , jedem ~ w 2W  und jedem xh 2 Rd mit kxh −
h(x0;u;~ w)k 6 h" gibt es ein w 2W +" so, da
h(x0;u;w)=xh:
Beweis:M i tw(t) :=~ w(t)+
xh−h(x0;u; ~ w)
h ist die Behauptung dieses Lemmas erf¨ ullt, denn
es gilt
 h(x0;u;w)=0
h(x0;u)+
h R
0
w(s)d s = 0
h(x0;u)+
h R
0
~ w(s)+
xh−h(x0;u; ~ w)
h ds
= 0
h(x0;u)+
h R
0
~ w(s)d s + xh − h(x0;u;~ w)
= xh und
k w(t)k 6 k ~ w(t)k + k
xh−h(x0;u; ~ w)
h k 6  + ",d .h .e sg i l tw 2W +".
2
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Satz 2.1.16 Betrachte ein zeitdiskretes 0-aufgeblasenes System vom Typ (1.14); A sei
eine sISDS Menge bez¨ uglich dieses Systems mit Attraktionsrate , overshoot gain ,
Robustheitsverst¨ arkung γ und attrahierter Umgebung B. Betrachte weiter das entspre-
chende zustandsabh¨ angige 0-aufgeblasene System vom Typ (1.15); dessen Trajektorie
sei hier mit  bezeichnet, b sei beschr¨ ankt durch b(x) 6 0 und f¨ ur ein %>0 durch
b(x) 6 maxfγ−1((d(x;A);h));%g f¨ ur alle x 2 B.D a n ne r f ¨ ullt f¨ ur jedes x 2 B, u 2Uund
jedes w 2W 1 die Trajektorie des zustandsabh¨ angigen Systems die Ungleichung
d((t;x;u;w);A) 6 max

((d(x;A));t);γ(%)
	
f¨ ur alle t 2 hN.
Beweis: Seien x 2 B, u 2Uund w 2W 1;s e iV die sISDS Lyapunov-Funktion aus
Satz 2.1.14 (iii) f¨ ur das nicht zustandsabh¨ angige System. F¨ ur jedes i 2 N0 sei hier als
abk¨ urzende Schreibweise xi := ( hi;x;u;w) verwendet. Weiter sei ~ w(t) := b(xi)w(t)f ¨ ur
alle t 2 [hi;h(i+ 1)) und i 2 N0.
Aus der Denition von h erh¨ alt man
h(~ w(hi + );h)=γ(k~ w(hi + )k[0;h]):
Es gilt
k ~ w(hi + )k[0;h] = esssup
t2[0;h]
k ~ w(hi + t)k = esssup
t2[hi;h(i+1)]
kb(xi)w(t)k 6 b(xi);2.2. SCHWACHE DYNAMISCHE KONZEPTE 29
da b(xi) > 0 und kw(t)k 6 1. Dies liefert nach Voraussetzung dieses Satzes ¨ uber b
k ~ w(hi + )k[0;h] 6 max

γ−1((d(xi;A);h));%
	
;
also
h(~ w(hi + );h) 6 max

(d(xi;A);h);γ (%)
	
6 max

(V (xi);h);γ (%)
	
:
Aus den Eigenschaften der sISDS Lyapunov-Funktion V ergibt sich
V (xi+1)=V ((h(i +1 ) ;x;u;w))= V (h(h(i +1 ) ;x;u;~ w))
6 max

(V (xi);h); h(~ w(hi + );h)
	
;
insgesamt gilt also
V (xi+1) 6 max

(V (xi);h);γ (%)
	
(2.6)
f¨ ur alle i 2 N0. Aus dieser Absch¨ atzung l¨ at sich nun
V (xi) 6 max

(V (x);hi);γ (%)
	
(2.7)
f¨ ur i 2 N mit Hilfe von Induktion herleiten; woraus sich die Behauptung dieses Satzes mit
Hilfe der Eigenschaften der sISDS Lyapunov-Funktion V sofort ergibt. F¨ ur i = 1 gilt (2.7)
oensichtlich; aus der Induktionsannahme f¨ ur i und den Eigenschaften der Funktion  folgt
(V (xi);h) 6 max

(V (x);h(i +1 ) ) ;γ (%)
	
und hieraus mit (2.6)
V (xi+1) 6 max

(V (x);h(i+1 ) ) ;γ (%)
	
:
2
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Bemerkung 2.1.17 Satz 2.1.16 gilt auch f¨ ur zeitkontinuierliche 0-aufgeblasene Syste-
me (1.4). Die Funktion b mu dann durch b(x) 6 0 und b(x) 6 maxfγ−1(d(x;A));%g
beschr¨ ankt werden, vgl. [Gr 02, Theorem 3.7.4].
2
2.2 Schwache dynamische Konzepte
Zur Erinnerung: Schwache Konzepte sind Eigenschaften, die nur f¨ ur ein u 2Ugelten, d.h.
u wird als Kontrollfunktion betrachtet.
In diesem Abschnitt wird daher auf die Menge der St¨ orstrategien PP  eingegangen,
das Symbol Ψ stellt in diesem Abschnitt die L¨ osung ' des zeitkontinuierlichen gest¨ orten
Systems (1.3) oder die Trajektorie h des zeitdiskreten gest¨ orten Systems (1.13) dar.
Analog zum vorhergehenden Abschnitt 2.1 ¨ uber starke Konzepte werden die St¨ orstrategien
P durch ein  > 0 begrenzt. Daf¨ ur wird die Menge
P :=

p 2P
  kp[u]k1 6  f¨ ur alle u 2U
	
verwendet.
Erst einmal mu festgelegt werden, was unter einer schwachen Eigenschaft wie "6 schwach\
oder "2 schwach\ verstanden werden soll:30 KAPITEL 2. ATTRAHIERENDE MENGEN UND EINZUGSBEREICHE
Denition 2.2.1 (schwacher Vergleich von Funktionen) Sei T die Menge aller streng
aufsteigenden Zahlenfolgen aus R+
0 ,d .h .
T :=

 =( ti)i2N0
  ti 2 T f¨ ur alle i 2 N0;0=t0 <t 1 <t 2 <:::
	
:
Dann sagt man f¨ ur Funktionen N : Rd ! R und %: R ! R, x0 2 Rd, p 2Pund T>0d a s
zeitkontinuierliche System (1.3) bzw. das zeitdiskrete System (1.13) erf¨ ullt
N(Ψ(t;x0;u;p[u]))6 %(t) schwach f¨ ur alle t > T;
wenn es f¨ ur jede Folge  =( ti)i2N0 2T eine Kontrollfunktion u 2Ugibt, so da
N(Ψ(t;x0;u ;p[u])) 6 %(ti)f ¨ ur alle i 2 N0 mit ti > T;
wobei u von  abh¨ angt wie folgt:
F¨ ur alle Folgen 1 =( t1
i)i2N0;2 =( t2
i)i2N0 2T mit
t1
i = t2
i f¨ ur alle i =0 ;:::;n
erf¨ ullen die Kontrollfunktionen u1 und u2 die Bedingung
u1(t)=u2(t)f ¨ ur fast alle t 2 [0;t 1
n = t2
n]:
(2.8)
2
Denition 2.2.2 (schwache Mengenzugeh¨ origkeit) Sei Bt  Rd, t 2 T+, eine Familie
von Mengen. Dann sagt man { analog zur vorhergehenden Denition { f¨ ur ein x0 2 Rd,
p 2Pund T>0e r f ¨ ullt das zeitkontinuierliche System (1.3) bzw. das zeitdiskrete System
(1.13)
Ψ(t;x0;u;p[u]) 2 Bt schwach f¨ ur alle t > T;
wenn es f¨ ur jede Folge  =( ti)i2N0 2T eine Kontrollfunktion u 2Ugibt, so da
Ψ(ti;x 0;u ;p[u]) 2 Bti f¨ ur alle i 2 N0 mit ti > T;
wobei u wieder von  abh¨ angt wie in (2.8) beschrieben.
2
Attrahierende Mengen
Attrahierende Mengen und ihre Robustheits-Eigenschaften sind { wie schon schon im Ab-
schnitt ¨ uber starke Konzepte bemerkt { eine wichtige Grundlage f¨ ur die Konvergenzbeweise
des Unterteilungsalgorithmus aus Kapitel 3 und m¨ ussen nat¨ urlich auch im schwachen Fall
ausf¨ uhrlich untersucht werden.
Bevor die attrahiereden Mengen eingef¨ uhrt werden k¨ onnen, wird zun¨ achst wieder die De-
nition der Vorw¨ artsinvarianz ben¨ otigt, die im schwachen Fall lautet:
Denition 2.2.3 (schwache Vorw¨ artsinvarianz)
(i) Eine Menge A  Rd heit schwach vorw¨ artsinvariant,w e n nf ¨ ur alle x0 2 A gilt
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(ii) Sei >0. Eine Menge A  Rd heit schwach -vorw¨ artsinvariant,w e n nf ¨ ur alle
x0 2 A und alle p 2P  gilt
Ψ(t;x0;u;p[u])2 A schwach f¨ ur alle t > 0:
2
Im Gegensatz zur starken Vorw¨ artsinvarianz ist hier ist sofort zu sehen, da sich die schwa-
che Vorw¨ artsinvarianz auf die ungest¨ orte L¨ osung Ψ(t;x0;u;0) bezieht und die schwache -
Vorw¨ artsinvarianz auf die gest¨ orte L¨ osung Ψ(t;x0;u;p[u]). Die "-Eigenschaft\ wird auch
in diesem Abschnitt daf¨ ur genutzt, die Robustheit einer vorw¨ artsinvarianten Menge ge-
gen den Einﬂu von St¨ orungen { in diesem Abschnitt p[u] 2P{ zu beschreiben, vgl. die
Denition 2.2.7 der γ-robusten schwachen Vorw¨ artsinvarianz.
F¨ ur die schwache Vorw¨ artsinvarianz nden sich in der Literatur auch die Begrie kontrol-
lierte Vorw¨ artsinvarianz oder Viabilit¨ at.
Mit Hilfe der schwachen Vorw¨ artsinvarianzk¨ onnen nun die schwach attrahierenden Mengen
deniert werden:
Denition 2.2.4 (schwach attrahierende Menge) Eine komplement¨ ar beschr¨ ankte
Menge A 2 Rd heit schwach attrahierend mit attrahierter oener Umgebung B,w e n ns i e
schwach vorw¨ artsinvariantist und es eine Funktion  aus der Klasse KL und eine Konstante
C > 0g i b t ,s od a f ¨ ur jedes x0 2 B gilt
d(Ψ(t;x0;u;0);A) 6 (d(x;A)+C;t) schwach f¨ ur alle t > 0:
2
Das ¨ ahnliche Konzept der asymptotischen Stabilit¨ at wird auf den schwachen Fall wie folgt
¨ ubertragen:
Denition 2.2.5 (schwach asymptotisch stabil) Eine abgeschlossene komplement¨ ar
beschr¨ ankte Menge A  Rd heit schwach asymptotisch stabil mit oener attrahierter
Umgebung B, wenn sie schwach vorw¨ artsinvariant ist und es eine Funktion  aus der
Klasse KL gibt, so da f¨ ur jedes x0 2 B
d(Ψ(t;x0;u;0);A) 6 (d(x0;A);t) schwach f¨ ur alle t > 0
gilt.
2
Die schwache asymptotische Stabilit¨ at wird in der Literatur ¨ ublicherweise als lokal asym-
ptotische Kontrollierbarkeit bezeichnet, vgl. [Gr 01].
Bemerkung 2.2.6 Im Gegensatz zu stark attrahierenden Mengen, die stark asymptotisch
stabil sind, ist eine schwach attrahierende Menge nicht notwendig schwach asymptotisch
stabil, vgl. [Gr 02, Example 4.1.5]. Gelegentlich wird es daher im folgenden Kapitel not-
wendig sein, schwache asymptotische Stabilit¨ at zu fordern. Nur die attrahierenden Mengen
zu betrachten, reicht nicht aus.
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Robustheit
Die folgenden beiden Robustheits-Konzepte werden { wie schon im Abschnitt ¨ uber starke
Konzepte erl¨ autert { in Kapitel 3 ben¨ otigt, um eine Aussage ¨ uber die Konvergenz des
Unterteilungsalgorithmus herzuleiten.
Denition 2.2.7 (γ-robuste schwache Vorw¨ artsinvarianz)
(i) Eine bez¨ uglich des gest¨ orten zeitkontinuierlichen Systems (1.3) bzw. des gest¨ orten
zeitdiskreten Systems (1.13) schwach vorw¨ artsinvariante Menge C heit direkt γ-
robust f¨ ur ein γ aus der Klasse K1,w e n ne sf ¨ ur jedes >0e i n ef ¨ ur das jeweilige
dynamische System schwach -vorw¨ artsinvariante Menge C gibt mit h(C;C) 6
γ().
(ii) Die Menge C heit invers γ-robust f¨ ur ein γ aus der Klasse K1,w e n ne sf ¨ ur jedes
>0 eine schwach -vorw¨ artsinvariante Menge C gibt mit h(CC
 ;CC) 6 γ().
Die Menge C heit schrumpfend direkt bzw. invers γ-robust,w e n nz u s ¨ atzlich gilt C  C
f¨ ur alle >0.
2
Auch im schwachen Fall soll nun nicht einfach f¨ ur die attrahierenden Mengen eine zur
-Vorw¨ artsinvarianz analoge "-Eigenschaft\ eingef¨ uhrt werden, um die Robustheit dieser
Mengen gegen St¨ orungen zu beschreiben. Stattdessen sollen auch hier die dynamischen
Systeme aus der Klasse KLD zur Denition der Robustheit gegen¨ uber St¨ orungen der at-
trahierenden Mengen verwendet werden.
Denition 2.2.8 (schwache input-to-state dynamische Stabilit¨ at) Eine schwach
attrahierende Menge A mit attrahierter Umgebung B heit schwach input-to-state dyna-
misch stabil (wISDS), wenn es eine Funktion  aus der Klasse KLD und Funktionen  und
γ aus der Klasse K1 gibt so, da die Ungleichung
d(Ψ(t;x0;u;p[u]);A) 6 max

((d(x0;A));t); ~ (p;t)
	
schwach f¨ ur alle t > 0
f¨ ur alle x0 2 B und p 2Perf¨ ullt ist, wobei ~  =~ 0 f¨ ur zeitkontinuierliche Systeme und
~  =~ h f¨ ur zeitdiskrete Systeme; 0 und h sind deniert durch
~ 0(p;t) :=s u p
u2U
0(p[u];t)
und
~ h(p;t) :=s u p
u2U
h(p[u];t)
mit 0 und h aus der Denition 2.1.6 von sISDS. Die Funktion  heit hierbei Attraktions-
rate,  heit overshoot gain oder ¨ Uberschwungverst¨ arkung und γ Robustheitsverst¨ arkung.
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Das "w\ in wISDS steht f¨ ur das englische weak,d a s"s\ in sISDS f¨ ur strong.
Analog zu den Eigenschaften der Abbildung  nun einige Eigenschaften der Abbildung ~ :
Lemma 2.2.9 (Eigenschaften der Abbildung ~ ) Sei ~  =~ 0 oder ~  =~ h.
(i) Ist ~ (p;t) 6 (r;t)f ¨ ur ein r>0 und ein t 2 T+, dann gilt ~ (p;) 6 (r;)f ¨ ur alle
 2 (0;t] \ T.
(ii) Es gilt ~ (p;t1 + t2) = max

(~ (p;t1);t 2); ~ (p[](t1 + );t 2)
	
.
Beweis: Diese Eigenschaften ergeben sich direkt aus der Denition der Funktion ~ .
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Beachte: Ist eine Menge wISDS, so ist sie auch schwach asymptotisch stabil.
Der folgende Satz zeigt,da umgekehrt aus der schwachen asymptotischen Stabilit¨ atwISDS
folgt. Dies ist der Grund, warum in Kapitel 3 asymptotischstabile Mengen ben¨ otigt werden,
vgl. Bemerkung 2.2.6.
Satz 2.2.10 Betrachte ein gest¨ ortes System Ψ vom Typ (1.3) bzw. (1.13), das jeweils
(1.10) bzw. (1.17) f¨ ur ein % aus der Klasse K1 erf¨ ullt. Sei A eine schwach asymptotisch
stabile Menge f¨ ur das zugeh¨ orige ungest¨ orte System (1.1) bzw. (1.11) mit oener attra-
hierter Umgebung B,f ¨ ur die h(B;A) < 1 gilt, und zugeh¨ origer Vergleichsfunktion 
aus der Klasse KL.D a n ni s tA wISDS f¨ ur eine geeignete Attraktionsrate , einen geeig-
neten overshoot gain  und geeignete Robustheitsverst¨ arkung γ f¨ ur eine nichtleere Menge
von St¨ orwerten W. , γ,  und W h¨ angen hierbei nur von h(B;A), , % und der zum
ungest¨ orten System zugeh¨ origen Lipschitz-Konstanten L ab.
Den Beweis dieses Satzes kann man in [Gr 02] nachlesen (Theorem 4.4.5). Dort ndet sich
auch ein ¨ ahnlicher Satz f¨ ur den starken Fall (Theorem 3.4.6).
Kontrahierbare Familien
F¨ ur die Robustheits-Eigenschaft wISDS werden ¨ ahnliche Charakterisierungen wie f¨ ur die
Eigenschaft sISDS ben¨ otigt. Zun¨ achst werden zu diesem Zweck wieder verschachtelte Men-
gen verwendet, die zu einer attrahierenden Menge A zusammenschrumpfen. Da hier schwa-
che Konzepte beschrieben werden, also Konzepte, die nur f¨ ur ein u 2Ugelten, heien diese
Mengen "kontrahierbar\.
Denition 2.2.11 (Kontrahierbare Familie von Umgebungen) Betrachte eine
schwach attrahierende Menge A mit (oener) attrahierter Umgebung B. Eine Familie
(B)2R+
0 von Mengen B  Rd zusammen mit einer Funktion # aus der Klasse KLD
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(i) B0  B, 0 < ,
(ii) B0 = A,
(iii) es f¨ ur alle Teilmengen e B  B mit h( e B;A) < 1 ein  2 R+
0 mit e B  B gibt und
(iv) es f¨ ur jedes x 2 B und jedes t 2 T+ ein u 2Uso gibt, da Ψ(t;x;u;0) 2 B#(;t).
Die Familie (B)2R
+
0 heit -kontrahierbar, wenn nicht nur (iv) sondern die folgende
sch¨ arfere Bedingung (iv') gilt:
(iv') F¨ ur jedes x 2 B, jedes t 2 T+ und diejenigen p 2P,d i ef ¨ ur alle u 2Udie Bedingung
kp[u]()k 6 #(;)f ¨ ur fast alle  2 [0;t]f ¨ ur zeitkontinuierliche Systeme bzw. die
Bedingung kp[u]()k 6 #(;(i +1 ) h)f ¨ ur fast alle  2 [0;t]m i t 2 (ih;(i+1 ) h]f ¨ ur
zeitdiskrete Systeme erf¨ ullen, gibt es ein u 2Uso, da Ψ(t;x;u;p[u]) 2 B#(;t).
2
Eigenschaft (iv') gilt nur f¨ ur die durch >0b e s c h r ¨ ankten St¨ orstrategien p 2P .W i e
bei den kontrahierenden Mengen soll auch f¨ ur die kontrahierbaren Mengen aus (iv') eine
Verallgemeinerung f¨ ur beliebige p 2Pgezeigt werden:
Lemma 2.2.12 Betrachte eine -kontrahierbare Familie von Umgebungen (B). Dann
gibt es f¨ ur alle x 2 B, p 2Pund alle t 2 T+ ein u 2Umit
Ψ(t;x;u;p[u]) 2 B0
f¨ ur 0 =m a x f#(;t); (w;t)g mit   =~  aus der Denition 2.2.8 mit  = # und γ =i d R.
Beweis:S e ix 2 B, p 2Pund t 2 T+.S e i~  >  die kleinste Zahl mit #(~ ;t) >  (w;t).
Mit ~  >  gilt wegen Eigenschaft (i) aus der Denition der kontrahierbaren Familie von
Umgebungen x 2 B~ . Wendet man Lemma 2.2.9 (i) an, so erh¨ alt man  (p;) 6 #(~ ;)f ¨ ur
alle  2 (0;t] \ T+; hieraus ergibt sich f¨ ur alle u 2Udie Ungleichung kp[u]()k 6 #(~ ;)
f¨ ur fast alle  2 [0;t]f ¨ ur zeitkontinuierliche Systeme bzw. die Ungleichung kp[u]()k 6
#(~ ;(i+1)h)f ¨ ur fast alle  2 [0;t]m it 2 (ih;(i+1)h]f¨ ur zeitdiskrete Systeme. Eigenschaft
(iv') der kontrahierbaren Familie liefert nun ein u 2Uf¨ ur das Ψ(t;x;u;p[u]) 2 B#(~ ;t)
gilt. Wegen der Wahl von ~  gilt 0 = #(~ ;t), also gilt f¨ ur u die zu beweisende Behauptung
Ψ(t;x;u;p[u]) 2 B0.
2
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Anders als bei den kontrahierenden Mengen gilt das obige Lemma nur f¨ ur ein festes t 2 T+,
da die Wahl von u von t abh¨ angt. Mit Hilfe einer einfachen Induktion l¨ at sich das Lemma
aber auf beliebige Folgen (ti)i2N0 2T verallgemeinern:
Folgerung 2.2.13 Betrachte eine -kontrahierbare Familie von Umgebungen (B). F¨ ur
alle >0, x 2 B und p 2Pgilt
Ψ(t;x;u;p[u]) 2 B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wobei 0: R+
0 ! R+
0 deniert ist durch 0() :=m a x f#(;);  (w;)g mit   aus Lem-
ma 2.2.12.
Beweis: Betrachte p 2Pund eine Folge (ti)i2N0 2T .S e ix0 := x, xi+1 :=
Ψ(ti+1 − ti;x i;u i;p i[ui]), wobei ui = u aus Lemma 2.2.12 zu x = xi und pi =
p[u0 &t1 u1 &t2 :::&ti ]. Durch Induktion zeigt man nun, da xi 2 B0
i mit
0
i 6 max

#(0
i−1;t i − ti−1);  (pi−1;t i − ti−1)
	
:
Hieraus ergibt sich wiederum durch Induktion mit Hilfe von  (pi;t)= (p(ti + );t) und
Eigenschaft (ii) aus dem Lemma 2.2.9
0
i 6 max

#(;ti);  (p;t)
	
.
2
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Analog zum Hilfssatz 2.1.10 kann nun eine Aussage ¨ uber den Zusammenhang von -
kontrahierbaren Mengen und der ISDS-Eigenschaft hergeleitet werden.
Hilfssatz 2.2.14 Betrachte eine schwach vorw¨ artsinvariante Menge A. Dann gilt:
A ist wISDS mit Attraktionsrate , overshoot gain  und Robustheitsverst¨ arkung γ,g e n a u
dann wenn es eine -kontrahierbare Familie von Umgebungen (B) gibt mit
h(B;A) 6 γ();
B(−1(γ());A)\ B  B
und
#(;t)=γ−1((γ();t)):
Beweis: Der Beweis dieses Hilfssatzes verl¨ auft analog zu dem des Hilfssatzes 2.1.10. Die
Richtung "wISDS ) (B)\ ergibt sich mit
B :=

x 2 Rd   8 p 2P: d(Ψ(t;x;u;p[u]);A) 6 maxf(;t); ~ (p;t)g schwach 8 t > 0
	
;
f¨ ur die Richtung "(B) ) wISDS\ wird Folgerung 2.2.13 ben¨ otigt.
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Lyapunov-Funktionen
Wie im Abschnitt ¨ uber starke dynamische Konzepte wird nun auch in diesem Abschnitt
die Robustheits-Eigenschaft ISDS noch einmal mit Hilfe von Lyapunov-Funktionen cha-
rakterisiert. Hierbei nden die gerade eingef¨ uhrten kontrahierbaren Mengen Verwendung.
Der folgende Hilfssatz liefert eine Lyapunov-Funktion auf einer Umgebung einer Menge A,
die so konstruiert ist, da aus ihrer Existenz wISDS folgt.
Hilfssatz 2.2.15 (wISDS Lyapunov-Funktion) Sei A  Rd eine abgeschlossene kom-
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1, 2 und ~ γ aus der Klasse K1,~  aus der Klasse KLD,e i n eM e n g eC  Rd,e i n eo  e n e
Menge B  C mit A  B und eine Funktion V : C ! R+
0 mit
1(d(x;A)) 6 V (x)f ¨ ur alle x 2 C;
V (x) 6 2(d(x;A)) f¨ ur alle x 2 B;
so, da es f¨ ur jedes p 2P , jedes x 2 C und jedes t 2 T+ ein u 2Ugibt mit
Ψ(t;x;u;p[u]) 2 C und
V (Ψ(t;x;u;p[u])) 6 max

~ (V (x);t); ~ (w;t)
	
; (2.9)
wobei ~  mit Hilfe von ~  und ~ γ wie in der Denition 2.2.8 deniert ist.
Dann ist die Menge A wISDS mit attrahierter Umgebung B, Attraktionsrate (r;t)=
−1
1 (~ (1(r);t)), overshoot gain (r)=−1
1 (2(r)) und Robustheitsverst¨ arkung γ(r)=
−1
1 (~ γ(r)).
Beweis: Betrachte die Mengen
B :=

x 2 Rd   V (x) 6 ~ γ()
	
:
Es soll gezeigt werden, da die Familie (B) die Voraussetzungen von Hilfssatz 2.2.14
erf¨ ullt. F¨ ur die B gilt
h(B;A) = sup

d(x;A)
  V (x) 6 ~ γ()
	
6 −1
1 (~ γ()) = γ()
und
B(−1(γ());A)\ B = B(
−1
2 (~ γ());A) \ B 

x 2 Rd   V (x) 6 ~ γ()
	
= B:
Sei nun x 2 B, t 2 T+ und p 2P. Nach Voraussetzung gibt es dann ein u 2Uso, da
V (Ψ(t;x;u;p[u])) 6 max

~ (~ γ();t); ~ (w;t)
	
gilt, woraus folgt, da Ψ(t;x;u;p[u]) 2 B0 mit
0 =m a x

~ γ−1(~ (~ γ();t)); ~ γ−1(~ (w;t))
	
:
Sei #(;t) :=~ γ−1(~ (~ γ();t)) = γ−1((γ(;t))). Gilt f¨ ur alle u 2U ,d a d i eS t ¨ orstrategie
p
kp[u]()k 6 #(;)f ¨ ur fast alle  2 [0;t]
f¨ ur zeitkontinuierliche Systeme bzw.
kp[u]()k 6 #(;(i+1 ) h)f ¨ ur fast alle  2 [0;t]m i t 2 (ih;(i+1 ) h]
f¨ ur zeitdiskrete Systeme erf¨ ullt, so folgt
~ γ−1(~ (w;t)) 6 #(;t)
und damit 0 = #(;t). Die B erf¨ ullen die Voraussetzungen von Hilfssatz 2.2.14, d. h. A
ist wISDS.
2
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Anders als im vorherigen Abschnitt ¨ uber starke dynamische Konzepte soll hier nun eine
weitere Lyapunov-Funktion angegeben werden, aus deren Existenz gerade wISDS folgt. Der
Unterschied zur im vorangehenden Hilfssatz eingef¨ uhrten Lyapunov-Funktion liegt in der
Abschw¨ achung der Bedingung (2.9) zu (2.10).
Hilfssatz 2.2.16 (wISDS Lyapunov-Funktion) Sei A  Rd eine abgeschlossene kom-
plemet¨ ar beschr¨ ankte schwach vorw¨ artsinvarianteMenge. Angenommen es gibt Funktionen
1, 2 und ~ γ aus der Klasse K1,~  aus der Klasse KLD,e i n eM e n g eC  Rd,e i n eo  e n e
Menge B  C mit A  B und eine Funktion V : C ! R+
0 mit
1(d(x;A)) 6 V (x)f ¨ ur alle x 2 C;
V (x) 6 2(d(x;A)) f¨ ur alle x 2 B;
so, da f¨ ur jedes p 2P, jedes x 2 C und jedes t 2 T+ die Ungleichung
inf
u2Up;x;t
V (Ψ(t;x;u;p[u]))6 max

~ (V (x);t); ~ (w;t)
	
; (2.10)
gilt, wobei ~  mit Hilfe von ~  und ~ γ wie in der Denition 2.2.8 deniert ist und Up;x;t :=
fu 2UjΨ(t;x;u;p[u])2 Cg.
Dann ist die Menge A f¨ ur jedes ">0 wISDS mit attrahierter Umgebung B, Attraktions-
rate "(r;t)=−1
1 (~ (1(r);(1− ")t)), overshoot gain (r)=−1
1 (2(r)) und Robustheits-
verst¨ arkung γ"(r)=−1
1 ((1 + ")~ γ(r)).
Beweis: Es soll gezeigt werden, da es f¨ ur jedes x 2 C, t 2 T+ und p 2Pein u 2Uso
gibt, da Ψ(t;x;u;p[u]) 2 C gilt und die Ungleichung
V (Ψ(t;x;u;p[u])) 6 max

~ (V (x);(1− ")t); ~ "(w;t)
	
(2.11)
erf¨ ullt ist, wobei ~ " mit Hilfe von ~ (;(1 − ")) und (1 + ")~ γ wie in der Denition 2.2.8
deniert ist. Hieraus ergibt sich dann die Behauptung aus Hilfssatz 2.2.15.
Sei nun x 2 C, t 2 T+ und p 2Pund >0. Aus (2.10) ergibt sich die Existenz eines
u 2Uso, da Ψ(t;x;u;p[u]) 2 C und
V (Ψ(t;x;u;p[u])) 6 max

~ (V (x);t); ~ (w;t)
	
+ :
Ist maxf~ (V (x);t); ~ (w;t)g = 0, so folgt x 2 A und supu2Ukp[u]k[0;t] =0 .D ad i e
Menge A schwach vorw¨ artsinvariant ist, gibt es in diesem Fall also ein u0 2Uso, da
Ψ(t;x;u0;p[u0]) 2 A und damit auch V (Ψ(t;x;u0;p[u0])) = 0. Gleichung (2.11) ist f¨ ur
maxf~ (V (x);t);~ (w;t)g = 0 also mit u0 erf¨ ullt. Gilt maxf~ (V (x);t);~ (w;t)g > 0, so kann
>0s ok l e i ng e w ¨ ahlt werden, da
max

~ (V (x);t); ~ (w;t)
	
+  6 max

~ (V (x);(1− ")t); ~ "(w;t)
	
gilt, (2.11) ist in diesem Fall also f¨ ur u erf¨ ullt.
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Denition 2.2.17 (wISDS Lyapunov-Funktion) Die Funktion V aus dem Hilfs-
satz 2.2.15 bzw. dem Hilfssatz 2.2.16 heit wISDS Lyapunov-Funktion.
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Wieder fehlt noch der Nachweis, da aus der wISDS-Eigenschaft die Existenz einer
Lyapunov-Funktion folgt.
Satz 2.2.18 Betrachte das zeitkontinuierliche gest¨ orte System (1.3) oder das zeitdiskrete
gest¨ orte System (1.13) mit L¨ osung Ψ. Sei A eine abgeschlossene komplemet¨ ar beschr¨ ank-
te schwach vorw¨ artsinvariante Menge f¨ ur das jeweils zugeh¨ orige ungest¨ orte System (1.1)
bzw. (1.11); B sei eine oene Umgebung von A. Dann sind die folgenden Eigenschaften
¨ aquivalent:
(i) Die Menge A ist wISDS mit attrahierter Umgebung B, Attraktionsrate (;(1−")),
overshoot gain  und Robustheitsverst¨ arkung (1 + ")γ.
(ii) F¨ ur jedes ">0 gibt es eine Menge C  Rd mit B  C und eine Funktion V": C !
R+
0 ,d i e
V"(x) > d(x;A)f ¨ ur alle x 2 C;
V"(x) 6 (d(x;A)) f¨ ur alle x 2 B
und f¨ ur jedes x 2 B und jedes p 2P
inf
u2Up;x;t
V"(Ψ(t;x;u;p[u]))6 max

(V"(x);(1− ")t); ~ "(p;t)
	
(2.12)
f¨ ur alle t 2 T+ erf¨ ullt, wobei ~ " mit Hilfe von (1 + ")γ und (;(1 − ")) wie in der
Denition 2.2.8 deniert ist und Up;x;t := fu 2UjΨ(t;x;u;p[u])2 Cg.
Beweis:( i )) (ii): Sei ">0 und γ" :=( 1 +")γ. Hilfssatz 2.2.14 liefert eine kontra-
hierbare Menge von Umgebungen (B)m i t#(;t)=γ−1
" ((γ"();(1 − ")t)). Setze nun
C := int
S
>0 B und
V"(x) := γ"(inff>0jx 2 Bg):
Die beiden Eigenschaften h(B;A) 6 γ"() und B(−1(γ"());A)\B  B der Funktion
γ" aus Hilfssatz 2.2.14 liefern nun die beiden f¨ ur V" geforderten Grenzen V"(x) 6 (d(x;A))
f¨ ur x 2 B und V"(x) > d(x;A)f ¨ ur x 2 C. Nun zum Beweis von (2.12):
Sei x 2 C, und sei  so gew¨ ahlt, da γ"()=V"(x) gilt. Wegen der Denition der Funktion
V" gilt x 2 B+ f¨ ur alle >0. Lemma 2.2.12 liefert nun f¨ ur jedes p 2Pund jedes t 2 T+
ein u 2U p;x;t mit Ψ(t;x;u;p[u]) 2 B0 mit
0 =m a x

#( + ; t);γ −1
" (~ "(p;t))
	
;
woraus folgt
V"(Ψ(t;x;u;p[u])) 6 γ"(0)
=m a x

γ"(#(+ ; t)); ~ "(p;t)
	
=m a x


 
γ"
 
γ−1
" (V"(x))+ 

;(1− ")t

; ~ "(p;t)
	
:
F¨ ur  ! 0 ergibt sich, da V"(Ψ(t;x;u;p[u])) 6 maxf(V"(x);(1 − ")t); ~ "(p;t)g f¨ ur u
gilt, daher gilt auch (2.12).
(ii) ) (i): Sei zu ">0e i n"1 > 0s og e w ¨ ahlt, da (1 + "1)2 6 1+" und damit auch
(1−"1)2 > 1 −" gilt. Wendet man auf (ii) mit "1 Hilfssatz 2.2.14 (ebenfalls mit "1)a n ,s o
erh¨ alt man (i).
2
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Aufgeblasene Systeme
Wie schon im vorherigen Abschnitt ¨ uber starke dynamische Konzepte erl¨ autert, werden
die aufgeblasenen Systeme ben¨ otigt, um im folgenden Kapitel 3 die Diskretisierung des
Zustandsraumes zu untersuchen.
Die folgende Aussage dient dazu, nachzuweisen, da es zu einer schwach attrahierenden
Menge A f¨ ur ein zeitdiskretes System eine entsprechende schwach attrahierende Menge b A
der zugeh¨ origen Zustandsraumdiskretisierung in der N¨ ahe von A gibt, vgl. Lemma 3.1.3
(ii) und Satz 3.1.7.
Lemma 2.2.19 Sei h>0. Betrachte ein zeitdiskretes 0-aufgeblasenes System vom Typ
(1.14) mit einer Menge von St¨ orstrategien PP h. Seien ">0 und  > 0s o ,d a 
 + " 6 0. Dann gilt:
Zu jedem ~ p 2P  und jeder Familie von Punkten xh(u) 2 Rd mit kxh(u)−h(x0;u;~ p[u])k 6
h" f¨ ur alle u 2Ugibt es ein p 2P +" so, da
h(x0;u;p[u]) = xh(u)
f¨ ur alle u 2Ugilt.
Beweis:M i t p[u](t) :=~ p[u](t)+
xh(u)−h(x0;u;~ p[u](t))
h ist die Behauptung dieses Lemmas
erf¨ ullt, denn es gilt
 p 2P h,d a~ p 2P h
 und analog zum Beweis von Lemma 2.1.15 h(x0;u;p[u]) = xh(u) und p 2P +".
2
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2.3 Einzugsbereiche
(Schwache) Einzugsbereiche sind diejenigen Mengen, um deren Berechnung es im folgenden
Kapitel 3 geht. Sie stellen die Menge aller Punkte dar, die von einer attrahierenden Menge
angezogen werden.
Denition 2.3.1 (Einzugsbereich)
(i) Sei A eine stark attrahierende Menge. Dann heit die Menge
D(A) :=

x0 2 Rd
   
9 eine Funktion (t) ! 0f ¨ ur t !1:
d(Ψ(t;x0;u;0);A) 6 (t) 8 t 2 T+;u2U

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(ii) Sei A eine schwach attrahierende Menge. Dann heit die Menge
D(A) :=

x0 2 Rd

   9 u 2U: d(Ψ(t;x0;u;0);A) ! 0f ¨ ur t !1

der schwache Einzugsbereich von A.
2
F¨ ur schwache Einzugsbereiche ndet man in der Literatur auch die Bezeichung Kontrol-
lierbarkeitsmenge, vgl. [Gr 01].
Bemerkungen 2.3.2
 F¨ ur die attrahierte Umgebung B einer attrahierten Menge A gilt B D (A). Der
Einzugsbereich ist jedoch keine attrahierte Umgebung (auer im Fall B = D(A)=
Rd), da f¨ ur die Punkte aus D(A) keine gleichm¨ assige Konvergenz { ausgedr¨ uckt durch
eine Vergleichsfunktion aus der Klasse KL { gefordert wird1,f ¨ ur die Punkte aus der
attrahierten Umgebung B hingegen schon, vgl. [Gr 02, Lemma 7.1.2].
 Der Einzugsbereich D(A) einer stark oder schwach attrahierenden Menge A ist oen,
vgl. [Gr 02, Proposition 7.1.4].
 Betrachte eine schwach attrahierende Menge A.D a n ni s tD(A) schwach vorw¨ artsin-
variant, D(A)C ist jedoch stark vorw¨ artsinvariant. Dies erm¨ oglicht es, starke Eigen-
schaften f¨ ur D(A)C zu fordern, vgl. die S¨ atze 3.2.5 und 3.2.7.
2
Robustheit
Um den Konvergenzbeweis des Unterteilungsalgorithmus aus Kapitel 3 zu f¨ uhren, wer-
den nicht nur Robustheits-Eigenschaften der attrahierenden Mengen ben¨ otigt sondern
nat¨ urlich auch die der Einzugsbereiche. Diese Eigenschaften sind eng verwandt: F¨ ur ei-
ne stark/schwach attrahierende Menge A f¨ ur das zeitkontinuierliche ungest¨ orte System
(1.1) mit beschr¨ anktem Einzugsbereich D(A) gilt n¨ amlich, da D(A)C eine stark/schwach
asymptotisch stabile Menge f¨ ur das zeitumgekehrte System ist. Insbesondere ist D(A)C
sISDS/wISDS f¨ ur das aufgeblasene zeitumgekehrte System, vgl. [Gr 02, Proposition 7.3.1].
Hier sollen wieder Lyapunov-Funktionen zur qualitativenBeschreibung der Robustheit ver-
wendet werden. Entsprechend dem oben gesagten, wird hierzu f¨ ur eine attrahierende Menge
A auf eine Umgebung B von D(A)C Bezug genommen. Das zeitumgekehrte System wird
nicht verwendet sondern direkt Bedingungen wie (2.13) bzw. (2.14) f¨ ur das zugrundelie-
gende System angegeben.
Denition 2.3.3 (dynamische Robustheit von Einzugsbereichen) Bezeichne Ψ
hier die L¨ osungstrajektorie des aufgeblasenen zeikontinuierlichen Systems (1.4) und des
aufgeblasenen zeitdiskreten Systems (1.14); bezeichne Ψ0 die L¨ osungstrajektorie der jeweils
zugeh¨ origen ungest¨ orten Systeme (1.1) und (1.11).
1F¨ ur den starken Fall sei daran erinnert, da stark attrahierende Mengen stark asymptotisch stabil sind,
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(i) Betrachte eine stark attrahierende Menge A bez¨ uglich Ψ0 mit Einzugsbereich D(A).
Der Einzugsbereich D(A)h e i  tdynamisch robust mit Rate  aus der Klasse KLD und
Maen  und γ aus der Klasse K1 auf einer oenen Robustheits-Umgebung B von
D(A)C, wenn es eine beschr¨ ankte Funktion V : Rd ! R+
0 gibt, die die Bedingungen
V (x) > d
 
x;D(A)C
f¨ ur alle x 2 B;
V (x) 6 
 
d
 
x;D(A)C
f¨ ur alle x 2 B;
V (x)  a f¨ ur alle x= 2 B und V (x) <af¨ ur alle x 2 B
erf¨ ullt f¨ ur eine Konstante a>0 und
V (Ψ(t;x;u;w))> min

(V (x);−t);a
	
(2.13)
f¨ ur alle x 2 Rd, alle u 2Uund alle w 2Wmit der Eigenschaft γ(kw()k) 6
minf(V (x);−);ag f¨ ur fast alle  2 [0;t]f ¨ ur die zeitkontinuierlichen Systeme bzw.
γ(kw(t)k[hi;h(i+1)]) 6 minf(V (x);−hi);ag f¨ ur alle i 2 N0 mit h(i +1 )6 t f¨ ur die
zeitdiskreten Systeme.
(ii) Betrachte eine schwach attrahierende Menge A bez¨ uglich Ψ0 mit Einzugsbereich
D(A). Der Einzugsbereich D(A)h e i  tdynamisch robust (bez¨ uglich einer Menge von
St¨ orstrategien P)m i tR a t e aus der Klasse KLD und Maen  und γ aus der Klasse
K1 auf einer oenen Robustheits-Umgebung B von D(A)C, wenn es eine beschr¨ ankte
Funktion V : Rd ! R+
0 gibt, die die Bedingungen
V (x) > d
 
x;D(A)C
f¨ ur alle x 2 B;
V (x) 6 
 
d
 
x;D(A)C
f¨ ur alle x 2 B;
V (x)  a f¨ ur alle x= 2 B und V (x) <af¨ ur alle x 2 B
erf¨ ullt f¨ ur eine Konstante a>0 und
V (Ψ(t;x;u;p[u]))> min

(V (x);−t);a
	
schwach f¨ ur alle t 2 T+ (2.14)
f¨ ur alle x 2 Rd und alle p 2Pmit γ(kp[u]()k) 6 minf(V (x);−);ag f¨ ur alle u 2U
und fast alle  2 [0;t]f ¨ ur die zeitkontiunierlichen Systeme bzw. γ(kp[u]k[hi;h(i+1)]) 6
minf(V (x);−hi);ag f¨ ur alle u 2Uund f¨ ur alle i 2 N0 mit h(i +1 )6 t f¨ ur die
zeitdiskreten Systeme.
2
Bemerkungen 2.3.4
 Ist A asymptotisch stabil und D(A)b e s c h r ¨ ankt, so ndet sich f¨ ur jedes >0e i n e
Robustheitsumgebung B f¨ ur D(A)C mit cl B \ A = ;, auf der der Einzugsbereich
dynamisch robust ist f¨ ur Strategien aus der Menge PP , vgl. [Gr 02, Propo-
sition 7.3.3]. Es kann also im folgenden Kapitel von der Existenz einer passenden
Robustheits-Umgebung ausgegangen werden.
 Betrachte das zeitkontinuierliche ungest¨ orte System ' vom Typ (1.1) und eine zu-
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der Einzugsbereich von A f¨ ur ' mit dem Einzugsbereich f¨ ur die Zeit-h-Abbildung '0
h
¨ uberein, vgl. [Gr 02, Proposition 7.3.4]. Es ist also ausreichend den Einzugsbereich
der Zeit-h-Abbildung zu nden, wobei h b e l i e b i gg r o s e i nd a r f !D i e sl ¨ at vermu-
ten, da die numerische Berechnung des Einzugsbereiches auch sinnvoll ist, wenn nur
N¨ aherungen f¨ ur ' zur Verf¨ ugung stehen. Tats¨ achlich h¨ angt der bei der Verwendung
von N¨ aherungen f¨ ur ' entstehende Fehler ab vom Robustheits-Ma γ, der Lipschitz-
Konstanten L aus (1.7) und der Ordnung des verwendeten N¨ aherungsverfahrens. F¨ ur
die genauere Absch¨ atzung des entstehenden Fehlers vgl. [Gr 02, Section 7.4].
2Kapitel 3
Berechnung von Einzugsbereichen
Nachdem in den vorherigen Kapiteln die n¨ otige Vorarbeit geleistet wurde, kann nun in die-
sem Kapitel der Unterteilungsalgorithmus zur Berechnung von Einzugsbereichen schwach
attrahierender Mengen behandelt werden.
Die Grundidee eines Unterteilungsalgorithmus ist folgende: Es soll innerhalb einer vorge-
gebenen Grundmenge eine bestimmte Menge gefunden werden. Die Grundmenge wird zu
diesem Zweck in "Zellen\ aufgeteilt. Dann wird f¨ ur diese Zellen jeweils entschieden, ob
sie ganz, gar nicht oder nur teilweise zur gesuchten Menge geh¨ oren. Zellen, die nur teil-
weise zur gesuchten Menge geh¨ oren, werden wiederum in kleinere Zellen unterteilt (Ver-
feinerung), und dann mu erneut entschieden werden, ob diese "Teilzellen\ zur gesuchten
Menge geh¨ oren.
Hier ist die Grundmenge Ω  Rd; die gesuchte Menge ist der Einzugsbereich. Mit der
allgemeinen Idee der Unterteilung lassen sich aber auch andere Mengen berechnen, z.B.
Attraktoren wie in [De/Ho 97] oder in [Gr 02, Chapter 6] oder Viabilit¨ atskerne wie in
[Sz 97].
Im ersten Abschnitt des vorliegenden Kapitels geht es zun¨ achst um die Diskretisierung des
Zustandsraumes oder { einfacher ausgedr¨ uckt { um die Aufteilung in Zellen. Insbesonde-
re werden mengenwertige Abbildungen eingef¨ uhrt, mit deren Hilfe wie oben beschrieben
festgestellt werden soll, ob Zellen ganz, gar nicht oder nur teilweise zum gesuchten Ein-
zugsbereich geh¨ oren: die Zustandsraumdiskretisierungen.
Im zweiten Abschnitt wird dann der Unterteilungsalgorithmus formuliert und seine Kon-
vergenz unter verschiedenen Bedingungen (rigorose Zustandsraumdiskretisierungen und
Zustandsraumdiskretisierungen mit innerem Fehler h")u n t e r s u c h t .
3.1 Diskretisierung des Zustandsraums
Dieser Abschnitt beschreibt die Diskretisierung des Zustandsraumes, d.h. die Aufteilung
einer Teilmenge Ω des Zustandsraumes Rd in Zellen, und die Eigenschaften einer mengen-
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wertigen Abbildung auf diesen Zellen: der Zustandsraumdiskretisierung. Solche Abbildun-
g e nw e r d e nf ¨ ur den Unterteilungsalgorithmus ben¨ otigt, um festzustellen, ob Zellen in eine
vorgegebene Menge abgebildet werden.
Bevor die Denition der Zustandsraumdiskretisierung angegeben werden kann, mu
zun¨ achst die Aufteilung von Ω in Zellen formalisiert werden:
Denition 3.1.1 (Zellen und Zell¨ uberdeckungen) Sei Ω  Rd.E i n eZell¨ uberdeckung
Q =( Qi)i=1;:::;P von Ω ist eine endliche Familie von abgeschlossenen Mengen Qi, i =
1;:::;P, P 2 N, mit nichtleerem Inneren, so da int Qi [ int Qj = ; f¨ ur alle i 6= j und S
i=1;:::;P Qi =Ω .D i eQi heien die Zellen der Diskretisierung. CQ sei die Familie aller
m¨ oglichen Vereinigungen der Zellen aus Q,d .h .
CQ :=
n
C  Ω
   C =
[
i2I
Qi f¨ ur eine Indexmenge I f 1;:::;Pg;I6= ;
o
:
F¨ ur ein Q aus Q heit diam(Q) :=m a x x;y2Qkx −yk der Durchmesser von Q,d i a m ( Q) :=
maxi=1;:::;P diam(Qi)h e i  td e rmaximale Durchmesser von Q.
2
Mit Hilfe der formal denierten Zellen kann nun die Zustandsraumdiskretisierung ein-
gef¨ uhrt werden. Sie ist bez¨ uglich des zeitdiskreten Systems (1.11) deniert: F¨ ur die Be-
rechnung des Einzugsbereiches der attrahierenden Menge eines zeitkontinuierlichenSystems
(1.1),dessen L¨ osung (und damit die zugeh¨ orige Zeit-h-Abbildung) nicht bekannt ist, ist also
eine zus¨ atzliche Diskretisierung in der Zeit notwendig, z.B. mit einem der Taylor-Verfahren
aus Kapitel 4.
Denition 3.1.2 (Zellen zu Zellen-Zustandsraumdiskretisierung) Betrachte ei-
ne Zell¨ uberdeckung Q einer kompakten Menge Ω  Rd und ein zeitdiskretes ungest¨ ortes
System 0
h vom Typ (1.11). Betrachte weiter reelle Zahlen i 2 R+ f¨ ur i =1 ;:::;P.
Eine mengenwertige Abbildung b h: CQ U (Ω) ! Pot(Rd)h e i  tZellen zu Zellen-
Zustandsraumdiskretisierung von 0
h mit Genauigkeit i, falls diam(Qi) 6 i gilt und
b h f¨ ur alle i =1 ;:::;P und alle  u 2U(Ω) folgende Bedingungen erf¨ ullt:
b h(Qi;  u) \ Ω 2C Q [; :
Weiter sollen f¨ ur b h(Qi;  u) die folgenden Ungleichungen f¨ ur i =1 ;:::;P gelten:
(i) F¨ ur jedes  u 2U(Ω)
h b h(Qi;  u); 0
h(Qi;  u)

6 i;
wobei 0
h(Q;  u) :=
S
x02Q 0
h(x0;  u(x0;)) f¨ ur ein  u 2U(Ω) und ein Q aus Q.
(ii a) F¨ ur jedes u 2Uund jedes x0 2 Qi existiert ein  u 2U(Ω) so, da
h 
0
h(x0;u); b h(Qi;  u)

6 i (3.1)
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(ii b) f¨ ur jedes  u 2U(Ω) und jedes x0 2 Qi existiert ein u 2Uso, da
h 
0
h(x0;u); b h(Qi;  u)

6 i (3.1)
erf¨ ullt ist.
Die Diskretisierung heit rigoros, wenn (ii a) und (ii b) gelten mit 0 anstelle von i.
Man sagt, die Diskretisierung b h hat den inneren Fehler ", wenn (ii a) und (ii b) f¨ ur ein
">0 gelten mit minf";ig anstelle von i.
F¨ ur eine Menge C 2C Q und eine Folge von Eingangsfunktionen  u =(  uj)j2N0 mit  uj 2
U(Ω), j =0 ;1;::: , wird die Iterierte b h(kh;C; u), k 2 N0,v o nb h bez¨ uglich Ω induktiv
deniert durch
b h(0;C; u) := C
und
b h((k +1 ) h;C; u) := b h(b h(kh;C; u) \ Ω;  uk):
U bezeichne die Menge aller Eingangsfolgen  u =(  uj)j2N0 mit  uj 2U(Ω).
2
Beachte:
 b h(kh;C; u)=; ist m¨ oglich.
 E i ni n n e r e rF e h l e rv o n" =0e n t s p r ¨ ache einer rigorosen Zustandsraumdiskretisierung.
Nun einige einfache Eigenschaften der Zustandsraumdiskretisierung in Form zweier Lem-
mata.
Das folgende Lemma wird f¨ ur den Nachweis ben¨ otigt, da es zu einer attrahierenden Menge
A f¨ ur ein zeitdiskretes System eine entsprechende attrahierende Menge b A der zugeh¨ origen
Zustandsraumdiskretisierung in der N¨ ahe von A gibt (S¨ atze 3.1.6 und 3.1.7). Auch in den
Konvergenzbeweis des Unterteilungsalgorithmus im rigorosen Fall geht es ein.
Lemma 3.1.3 Sei h die rechte Seite des zum ungest¨ orten zeitdiskreten System 0
h
geh¨ orenden 0-aufgeblasenen Systems (1:14). Dann gilt oensichtlich nach Lemma 2.1.15
bzw. Lemma 2.2.19 f¨ ur alle Qi 2Qund alle  u 2U(Ω)
(i) b h(Qi;  u) 
S
w2Wi=h
S
x2Qi
h(x;  u(x;);w)
f¨ ur i
h 6 0, falls  u als St¨ orung betrachtet wird, und
(ii) b h(Qi;  u) 
S
p2Pi=h
S
x2Qi
h(x;  u(x;);p[ u(x;)])
f¨ ur i
h 6 0 und Pi=h P h, falls  u als Kontrollfunktion betrachtet wird.
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Und dieses Lemma wird ebenfalls f¨ ur den Konvergenzbeweis des Unterteilungsalgorithmus
im rigorosen Fall ben¨ otigt:
Lemma 3.1.4 Sei C eine Zelle der Zell¨ uberdeckung Q aus der Denition 3.1.2. Die Zellen
zu Zellen-Zustandsraumdiskretisierung b h von 0
h sei rigoros. Dann gilt
8 x0 2 C 8  u 2 U 9 u 2U: h(t;x0;u;0) 2 b h(t;C; u) (3.2)
sowie
8 x0 2 C 8 u 2U9 u 2 U : h(t;x0;u;0) 2 b h(t;C; u); (3.3)
wobei t = kh 2 T+
0 = hN0.
Beachte: h(t;x0;u;0), t 2 T+
0 , ist die Trajektorie des zeitdiskreten ungest¨ orten Systems
(1.11) mit der rechten Seite 0
h.
Beweis: Diese beiden Eigenschaften der rigorosen Diskretisierung b h werden mit Hilfe
eines Induktionsbeweises ¨ uber die Anzahl k der mit der Iterierten b h gemachten Schritte
gezeigt.
 F¨ ur k = 0 gelten (3.2) und (3.3), da
h(0;x 0;u;0) = x0 2 C = b h(0;C; u):
 Zuerst die Induktion, die die Eigenschaft (3.2) liefert:
{ Sei Ck := b h(kh;C; u), nach Induktionsannahme (3.2) f¨ ur k gibt es dann f¨ ur die
Folge  u 2 U ein uk 2Umit xk := h(kh;x0;u k;0) 2 Ck.
{ Nun zum Schritt von k auf k+1: Da die Diskretisierung b h rigoros ist, existiert
f¨ ur das k-te Glied  uk 2U(Ω) der Folge  u ein u
k+1 2Umit
h 
0
h(xk;u 
k+1); b h(Ck;  uk)

=0 :
Da b h(Ck;  uk)=b h((k +1 ) h;C; u) abgeschlossen ist, folgt daraus
0
h(xk;u 
k+1) 2 b h((k +1 ) h;C; u):
Mit u = uk+1 := uk &kh u
k+1 ist (3.2) auch f¨ ur k + 1 Schritte erf¨ ullt.
 Es fehlt noch der Beweis von (3.3), der analog zum Beweis von (3.2) gef¨ uhrt wird.
{ Sei xk := h(kh;x0;u;0), nach Induktionsannahme (3.3) f¨ ur k gibt es dann
f¨ ur u 2Ueine Folge  uk =(  u0;  u1;:::; uk−1;  uk;  uk+1;::: ) 2 U mit xk 2
b h(kh;C; uk)= : Ck.
{ Nun zum Schritt von k auf k+1: Da die Diskretisierung b h rigoros ist, existiert
f¨ ur u 2Uein  u
k 2U(Ω) mit
h 
0
h(xk;u); b h(Ck;  u
k)

=0 :
Mit  u =(  u0;  u1;:::; uk−1;  u
k;  uk+1;::: )i s t( 3 . 3 )f ¨ ur k + 1 Schritte erf¨ ullt.
2
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Attrahierende Mengen von Zustandsraumdiskretisierungen
Die attrahierenden Mengen einer Zustandsraumdiskretisierung und ihre Beziehung zu de-
nen des zugrundeliegenden zeitdiskretenSystems sollten n¨ aher betrachtet werden. Es ist nur
dann sinnvoll, Einzugsbereiche mit Hilfe von Zustandsraumdiskretisierungen anzun¨ ahern,
wenn attrahierende Mengen einer solchen Diskretisierung nahe an denen der zeitdiskreten
Systeme liegen.
Zun¨ achst einmal eine Denition f¨ ur attrahierende Mengen von Zustandsraumdiskretisie-
rungen:
Denition 3.1.5 (Attrahierende Mengen von Zustandsraumdiskretisierungen)
Betrachte eine Zell¨ uberdeckung Q einer kompakten Menge Ω  Rd und eine Zellen zu
Zellen-Zustandsraumdiskretisierung b h: CQ U(Ω) ! Pot(Rd).
Eine Menge A 2C Q wird stark attrahierend genannt, wenn b h(A;  u)  A gilt f¨ ur alle
 u 2U(Ω) und es eine Menge B 2C Q, die eine Umgebung von A enth¨ alt, gibt, so da
b h(t;B; u)  Ωf ¨ ur alle t 2 T+ und alle Folgen  u 2 U
gilt und es ein T 2 T+ gibt mit
b h(t;B; u)  A f¨ ur alle t > T und alle Folgen  u 2 U.
Eine Menge A 2C Q wird schwach attrahierend genannt, wenn es ein  u 2U ( Ω )g i b tm i t
b h(A;  u)  A und es weiter eine Menge B 2C Q, die eine Umgebung von A enth¨ alt, und
eine Folge  u 2 U gibt, so da
b h(t;B; u)  Ωf ¨ ur alle t 2 T+
gilt und es ein T 2 T+ gibt mit
b h(t;B; u)  A f¨ ur alle t > T.
2
Die beiden folgenden S¨ atze untersuchen nun den Zusammenhang zwischen attrahieren-
d e nM e n g e nf ¨ ur ein gegebenes zeitdiskretes System (1.11) und attrahierenden Mengen der
zugeh¨ origen Zustandsraumdiskretisierung. Der folgende Satz 3.1.6 behandelt stark attra-
hierende Mengen, Satz 3.1.7 schwach attrahierende Mengen. In beiden F¨ allen ergibt sich
f¨ ur maxi i=h klein genug, da zu einer attrahierenden Menge A f¨ ur das zeitdiskrete Sy-
stem eine attrahierende Menge b A f¨ ur die Zustandsraumdiskretisierung existiert, die nahe
bei A liegt. Zustandsraumdiskretisierungen k¨ onnen also verwendet werden, um Einzugsbe-
reiche f¨ ur das gegebene zeitdiskrete System anzun¨ ahern. Wegen der Bedingung maxi i=h
kann hierbei der Zeitschritt h nicht unabh¨ angig vom maximalen Durchmesser der Zellen
diam(Q)g e w ¨ ahlt werden!
Beachte, da sich bei den beiden folgenden S¨ atzen einige ¨ Anderungen gegen¨ uber ihren
Vorbildern Theorem 6.1.6 und 6.4.7 aus [Gr 02] ergeben haben. Insbesondere wird hier der
Beweis im schwachen Fall, also f¨ ur Satz Satz 3.1.7, nicht analog zu dem des starken Falles,
also Satz 3.1.6, gef¨ uhrt. Vergleiche in diesem Zusammenhang auch die Korrekturen [Gr 03]
zu dem Buch [Gr 02].48 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
Satz 3.1.6 Betrachte ein ungest¨ ortes zeitdiskretes System 0
h vom Typ (1.11), eine
kompakte Menge Ω  Rd,e i n eZ e l l ¨ uberdeckung Q von Ω und eine Zellen zu Zellen-
Zustandsraumdiskretisierung b h auf Q.
Es sei vorausgesetzt, da A  int Ω eine stark attrahierende Menge f¨ ur 0
h ist, die sISDS
bez¨ uglich des 0-aufgeblasenen Systems (1.14) mit 0 > 0 ist mit Attraktionsrate  aus
der Klasse KLD, overshoot gain  aus der Klasse K1 und Robustheitsverst¨ arkung γ aus
K1.
Weiter sei vorausgesetzt, da b h die Genauigkeit i hat, wobei die Bedingung i
h 6
maxf;minx2Qi γ−1((d(x;A);h))g erf¨ ullt ist f¨ ur ein  > 0.
Dann gibt es f¨ ur  und diam(Q)g e n ¨ ugend klein eine stark attrahierende Menge b A 2C Q,
die
h( b A;A) 6 γ()
erf¨ ullt.
Beweis: Sei  die Trajektorie des zustandsabh¨ angigen 0-aufgeblasenen Systems (1.15)
mit b(x)=i
h f¨ ur alle x 2 Qi. Dann gilt nach Lemma 3.1.3 (i) f¨ ur
i
h 6 0
[
 u2U(Ω)
b h(Qi;  u)  1(h;Qi):
Daraus folgt [
 u2U
b h(t;Qi; u)  1(t;Qi)
f¨ ur alle t = kh > 0. Der Satz 2.1.16 liefert f¨ ur  6 0 die Ungleichung
h 
1(t; e B);A

6 max

((h( e B;A));t);γ()
	
f¨ ur alle e B  B,w o b e iB die attrahierte Umgebung von A ist. W¨ ahle nun ein r>0s o ,
da B((r);A)  Ωe r f ¨ ullt ist, und w¨ ahle b B als die gr¨ ote Menge in CQ mit b B  B und
b B B (r;A). F¨ ur  klein genug gilt γ() 6 (h( b B;A)), da γ aus der Klasse K1;w e i t e r
gilt ((h( b B;A));t) 6 (h( b B;A)), da  aus der Klasse KLD.F ¨ ur b B ergibt sich daher
die Absch¨ atzung
h [
 u2U
b h(t; b B; u);A

6 (h( b B;A)) 6 (r)
f¨ ur alle t > 0, woraus [
 u2U
b h(t; b B; u) B ((r);A)  Ω
folgt. Betrachte nun die Mengen
Aj :=
[
k>j
[
 u2U
b h(kh; b B; u):
Die Mengen Aj 2C Q sind nichtleer, sie erf¨ ullen Aj+1  Aj und weiter
[
 u2U
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Da es nur endlich viele Mengen in CQ gibt, existiert ein j0 > 0s o ,d a Aj+1 = Aj f¨ ur
j > j0.S e i b A = Aj0. Nun ist nachzuweisen, da b A die gesuchte stark attrahierende Menge
f¨ ur die Zustandsraumdiskretisierung b h ist. Aus der Konstruktion von b A ergibt sich
[
 u2U
b h(h; b A;  u)  b A sowie
[
 u2U
b h(jh; b B; u)  b A (j > j0):
Ist diam(Q) klein genug im Vergleich zu r gew¨ ahlt, so enth¨ alt b B eine Umgebung von b A; b A
ist also eine stark attrahierende Menge mit attrahierter Umgebung b B. Die Ungleichung
h( b A;A) 6 γ()
ergibt sich f¨ ur aus der aus Satz 2.1.16 gewonnenen Ungleichung, da f¨ ur t gen¨ ugend gro
((h( e B;A));t) 6 γ() gilt.
2
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Satz 3.1.7 Betrachte ein ungest¨ ortes zeitdiskretes System 0
h vom Typ (1.11), eine
kompakte Menge Ω  Rd,e i n eZ e l l ¨ uberdeckung Q von Ω und eine Zellen zu Zellen-
Zustandsraumdiskretisierung b h auf Q.
Es sei vorausgesetzt, da A  int Ω eine schwach attrahierende Menge f¨ ur 0
h ist, die wISDS
bez¨ uglich des 0-aufgeblasenen Systems (1.14) mit 0 > 0 ist mit Attraktionsrate  aus
der Klasse KLD, overshoot gain  aus der Klasse K1 und Robustheitsverst¨ arkung γ aus
K1.
Weiter sei vorausgesetzt, da b h die Genauigkeit i hat, wobei die Bedingung i
h 6
maxf;(1− ")−1 minx2Qi γ−1((d(x;A);h))g erf¨ ullt ist f¨ ur ein  > 0 und alle ">0.
Dann gibt es f¨ ur  und diam(Q)g e n ¨ ugend klein eine schwach attrahierende Menge b A 2C Q,
die
h( b A;A) 6 γ()
erf¨ ullt.
Beweis:S e i">0, betrachte die wISDS Lyapunov-Funktion V" aus Satz 2.2.18. Sei nun
A" die gr¨ ote Menge in CQ, die in der Menge

x 2 Rd   V"(x) 6 (1 + 2")γ()
	
enthalten ist. Beachte: Aus der Denition von h und den Eigenschaften von V" folgt
h(A";A) 6 (1 + 2")γ(). Sei weiter  die Trajektorie des zustandsabh¨ angigen 0-
aufgeblasenen Systems (1.15) mit b(x)=i
h f¨ ur alle x 2 Qi.
W¨ ahle nun f¨ ur jedes x 2 C und jedes u 2Uein w
u 2W 1 so, da
V"((h;x;u;w
u))
maximal wird. Das Maximum wird hier angenommen, da (1.15) stetig in w ist. Betrachte
nun ein p 2P h
1 mit p[u]
 
[0;h]= w
u
 
[0;h] f¨ ur alle u.F ¨ ur " aus Satz 2.2.18 gilt
"(p;h) 6 max

(1 + ")γ(); min
x02Qi
(d(x0;A);h)
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Die Eigenschaft (2.12) von V" liefert also f¨ ur p zu jedem x 2 B ein u
x 2Umit
V"((h;x;u
x;p [u
x])) 6 max

(V"(x);(1− 2")h); (1 + 2")γ()
	
;
woraus wegen der Konstruktion von p
V"((h;x;u
x;p[u
x])) 6 max

(V"(x);(1− 2")h); (1+ 2")γ()
	
f¨ ur alle p 2P h
1 folgt. Wegen Lemma 3.1.3 (ii) erh¨ alt man hieraus
max
y2b h(Qi; u)
V"(y) 6 max
x2Qi

(V"(x);(1− 2")h); (1+ 2")γ()
	
;
wobei  u 2U (Ω) mit  u(x;)=u
x f¨ ur x 2 B.M i t u :=(  u0;  u1;  u ;::: ),  uk = u,e r h ¨ alt man
nun durch Induktion
max
y2b h(jh;Qi; u)
V"(y) 6 max
x2Qi

(V"(x);(1− 2")jh); (1+ 2")γ()
	
f¨ ur j 2 N. Aus dieser Absch¨ atzung ergibt sich nun
b h(h;A"; u)  A":
Sei nun b B die gr¨ ote Teilmenge von CQ mit b B  B, damit ergibt sich aus der vorherge-
henden Absch¨ atzung f¨ ur j gen¨ ugend gro
b h(jh;A"; u)  A":
Sind diam(Q) und " klein genug gew¨ ahlt, so enth¨ alt b B eine Umgebung von A",d .h .d i e
Mengen A" sind schwach attrahierende Mengen. F¨ ur "0 > 0 klein genug unterscheiden sich
die Mengen A"1;A "2 2C Q f¨ ur "1;" 2 2 (0;" 0]n i c h t . b A := A"0 ist also die gesuchte Menge;
f¨ ur "0 ! 0 ergibt sich f¨ ur b A die Absch¨ atzung h( b A;A) 6 γ().
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3.2 Der Unterteilungsalgorithmus
In diesem Abschnitt wird der Unterteilungsalgorithmuszur Berechnung von schwachen Ein-
zugsbereichen vorgestellt und dessen Konvergenz in zwei verschiedenen F¨ allen untersucht.
Der erste Fall behandelt rigorose Zustandsraumdiskretisierungen. Da diese in der Praxis
nicht ganz einfach zu nden sind, wird im zweiten Fall die Konvergenz des Algorithmus
unter Zustandsraumdiskretisierungen mit innerem Fehler h" untersucht.
In beiden F¨ allen spielen die Robustheits-Eigenschaften aus dem Kapitel 2 eine wichtige
Rolle.
Nun zur Formulierung des Unterteilungsalgorithmus zur Berechnung von schwachen Ein-
zugsbereichen. Hierf¨ ur wird eine Teilmenge Ω des Zustandsraumes Rd in Zellen unterteilt,
diese bekommen einen Status zugewiesen, der beschreibt, ob sie ganz, gar nicht oder nur
teilweise zum Einzugsbereich geh¨ oren. Zur Feststellung, welcher Status zuzuweisen ist, wird
eine Zustandsraumdiskretisierung verwendet (Schritt 1). Zellen, die den Status "teilweise\
erhalten haben, m¨ ussen weiter unterteilt werden (Schritt 3). In der folgenden Formulierung
des Algorithmus wird der Einfachheit halber nur eine feinere Zell¨ uberdeckung verwendet,
es ist jedoch nicht notwendig, Zellen mit dem Status "ganz\ oder "gar nicht\ weiter zu
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Algorithmus 3.2.1 (Berechnung von schwachen Einzugsbereichen) Sei 0
h ein
diskretes System vom Typ (1.11). Sei Ω eine kompakte Menge, sei Q0 eine Zell¨ uber-
deckung von Ω mit P0 Zellen Q0
i, i =1 ;:::;P0, und sei b 0
h eine Zellen zu Zellen-
Zustandsraumdiskretisierung auf Q0 mit Genauigkeit 0
i 6 h"0 f¨ ur alle i =1 ;:::;P0,
und sei j = 0. Jeder Zelle Q
j
i sei ein Status s(Q
j
i) zugeordnet, der folgende Werte anneh-
men kann: in (enthalten/inside), pin (teilweise enthalten/partially inside), und (unde-
niert/undened) und out (aussen/outside). Deniere die Mengen
Ω
j
in =
[
i;s(Q
j
i)=in
Q
j
i; Ω
j
pin =
[
i;s(Q
j
i)=pin
Q
j
i [ Ω
j
in und Ω
j
out =
[
i;s(Q
j
i)=out
Q
j
i [ ΩC:
Betrachte eine Zielmenge Sint Ω und setze s(Q0
i) := in f¨ ur alle Q0
i Sund s(Q0
i) := und
sonst. Setze D0 :=Ω 0
in und C0 :=Ω 0
out.
Schritt 1: Auswahl
F¨ ur alle Q
j
i, i =1 ;:::;Pj,m i ts(Q
j
i)=und oder s(Q
j
i)=pin setze
s(Q
j
i) := pin; wenn es eine Kontrollfunktion  u 2U(Q
j
i)g i b tm i tb 
j
h(Q
j
i;  u) \ Ω
j
pin 6= ;;
s(Q
j
i) := in; wenn es eine Kontrollfunktion  u 2U(Q
j
i)g i b tm i tb 
j
h(Q
j
i;  u)  Ω
j
in;
s(Q
j
i) := out; wenn f¨ ur alle Kontrollfunktionen  u 2U(Q
j
i) gilt b 
j
h(Q
j
i;  u)  Ω
j
out;
wobei die Mengen Ω
j
in,Ω
j
pin und Ω
j
out nach jeder neuen Zuweisung aktualisiert wer-
den. Dieser Schritt wird solange wiederholt, bis kein s(Q
j
i) mehr seinen Status ¨ andert.
Schritt 2: Status aktualisieren
Setze s(Q
j
i) := out f¨ ur alle Q
j
i mit s(Q
j
i)=und.
Setze s(Q
j
i) := und f¨ ur alle Q
j
i mit s(Q
j
i)=pin.
Aktualisiere die Mengen Ω
j
in,Ω
j
pin (danach leer!) und Ω
j
out. Setze Dj+1 :=Ω
j
in und
Cj+1 :=Ω
j
out und Ej+1 := cl
 
Ωn(Dj+1[Cj+1)

[
 
Dj+1\Cj+1
; diese drei Mengen
sind das Ergebnis des Algorithmus.
Schritt 3: Verfeinerung
Betrachte nun eine neue Zell¨ uberdeckung Qj+1 von Ω mit Pj+1 Zellen Q
j+1
i0 ,f ¨ ur
die gilt CQj C Qj+1 (d.h. CQj+1 ist feiner als CQj), und eine neue Zellen zu Zellen-
Zustandsraumdiskretisierung b 
j+1
h auf Qj+1 mit Genauigkeit 
j+1
i0 6 h"j+1 f¨ ur alle
i0 =1 ;:::;Pj+1. Setze den Status s(Q
j+1
i0 ) := s(Q
j
i)f ¨ ur alle Q
j+1
i0  Q
j
i, j := j +1 ,
und gehe zu Schritt 1.
2
Bemerkung 3.2.2 Analog lassen sich auch starke Einzugsbereiche berechnen. Hierf¨ ur
mu im Schritt "Auswahl\ jeweils "wenn es eine Kontrollfunktion  u gibt mit\ ersetzt wer-
den durch "wenn f¨ ur alle St¨ orfunktionen  u gilt\; "wenn f¨ ur alle Kontrollfunktionen  u gilt\
mu jeweils ersetzt werden durch "wenn es eine St¨ orfunktion  u gibt mit\.
2
Bemerkung 3.2.3 Der Algorithmus 3.2.1ist so formuliert, da er sich gut implementieren
l¨ at. Zu theoretischen Zwecken, z.B. f¨ ur den Beweis der folgenden S¨ atze 3.2.5 und 3.2.7
¨ uber die Konvergenz des Algorithmus, ist eine Formulierung mit Hilfe der Iterierten b h
n¨ utzlich. Schritt 1 und 2 des Algorithmus 3.2.1 werden nun zusammengefat zu52 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
Schritt 1': Auswahl
Berechne die Mengen
D
j+1
Schritt 1' :=

Q
j
i 2Q j
  

9 eine Folge  u 2 U und ein t = kh 2 T+
0 (k 2 N0) :
b h(t;Q
j
i; u)  D
j
Schritt 1'

;
(3.4)
C
j+1
Schritt 1' :=

Q
j
i 2Q j
  

8 Folgen  u 2 U und t = kh 2 T+
0 (k 2 N0) :
b h(t;Q
j
i; u) \ D
j
Schritt 1' = ;

[ ΩC; (3.5)
und setze E
j+1
Schritt 1' := cl
 
Ω n (D
j+1
Schritt 1' [ C
j+1
Schritt 1')

[
 
D
j+1
Schritt 1' \ C
j+1
Schritt 1'

.
2
Lemma 3.2.4 Schritt 1' berechnet die gleichen Mengen wie die Schritte 1 und 2 aus
Algorithmus 3.2.1, d.h. es gilt
D
j+1
Schritt 1' = Dj+1;C
j+1
Schritt 1' = Cj+1 und E
j+1
Schritt 1' = Ej+1:
Beweis: Zuerst zum Beweis der Gleichung D
j+1
Schritt 1' = Dj+1. Diesen Beweis f¨ uhrt man
durch Induktion ¨ uber die Anzahl der Iterationen j des Algorithmus 3.2.1 und mit Hilfe der
Denition der Iterierten b h.
 F¨ ur j = 0 gilt D0
Schritt 1' = D0 nach Denition des Algorithmus.
 Der Induktionsschritt von j auf j +1v e r l ¨ auft wie folgt:
Sei Q 2 D
j+1
Schritt 1'. Nach Denition der Menge D
j+1
Schritt 1' hat Q also die Eigenschaft
9  u =(  u0;  u1;:::; uk−1;::: ) 2 U und t = kh (k 2 N) : b h(t;Q; u)  D
j
Schritt 1':
Setzt man nun die Denition der Iterierten b h sowie die Induktionsannahme
D
j
Schritt 1' = Dj ein, so sieht man, da dies ¨ aquivalent ist zu
9  u0;  u1;:::; uk−1 2U(Ω)(k 2 N) : b 
j
h(:::(b 
j
h(b 
j
h(
| {z }
k-mal
Q;  u0)\Ω;  u1)\Ω):::; uk−1)  Dj:
Dj ist gerade die Menge Ω
j
in vor der Ausf¨ uhrung von Schritt 1. Also bedeutet die obige
Eigenschaft, da Q nach der k-ten Ausf¨ uhrung von Schritt 1 den Status s(Q)=in hat
und ihn bei eventuellen weiteren Ausf¨ uhrungen von Schritt 1 beh¨ alt. Da in Schritt 2
nun Dj+1 =Ω
j
in =
S
i;s(Q
j
i)=in Q
j
i gesetzt wird, ist dies wiederum ¨ aquivalent zu
Q 2 Dj+1.
F¨ ur den Beweis der Gleichung C
j+1
Schritt 1' = Cj+1 ben¨ otigt man ebenfalls die Denition
der Iterierten b h und die gerade bewiesene Tatsache, da D
j
Schritt 1' = Dj.
Es mu nur gezeigt werden, da C
j+1
Schritt 1' n ΩC = Cj+1 n ΩC;s e ia l s oQ 2 C
j+1
Schritt 1' n ΩC.
Da D
j
Schritt 1' = Dj gilt, ist dies nach der Denition von C
j+1
Schritt 1' gleichbedeutend mit
8  u =(  u0;  u1;:::; uk;::: ) 2 U und t = kh (k 2 N) : b h(t;Q; u) \ Dj = ;:3.2. DER UNTERTEILUNGSALGORITHMUS 53
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Abbildung 3.1: Voraussetzungen und Ergebnismengen des Satzes 3.2.5
Die Denition der Iterierten liefert hier f¨ ur Q
8  u0;  u1;:::; uk−1 2U(Ω) (k 2 N) : b 
j
h(:::(b 
j
h(b 
j
h(
| {z }
k-mal
Q;  u0)\Ω;  u1)\Ω):::; uk−1)\Dj = ;:
Vor der Ausf¨ uhrung von Schritt 1 gilt Dj =Ω
j
in =Ω
j
pin. Daher bedeutet die obige Eigen-
schaft, da Q nach beliebig vielen Ausf¨ uhrungen von Schritt 1 den Status s(Q)=out oder
s(Q)=und hat. Da in Schritt 2 s(Q
j
i)=out f¨ ur alle Q
j
i mit s(Q)=und gesetzt wird
und danach Cj+1 =Ω
j
out =
S
i;s(Q
j
i)=out Q
j
i [ ΩC, ist diese Eigenschaft also ¨ aquivalent zu
Q 2 Cj+1 n ΩC.
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Im folgenden werden die Mengen Dj+1 und D
j+1
Schritt 1', Cj+1 und C
j+1
Schritt 1' bzw. Ej+1 und
E
j+1
Schritt 1' nicht mehr unterschieden.
Nun ist noch zu zeigen, da der Unterteilungsalgorithmus 3.2.1 konvergiert und eine Aus-
sage ¨ uber den entstehenden Diskretisierungsfehler zu machen. Der folgende Satz behandelt
die Konvergenz des Algorithmus im Falle von rigorosen Zustandsraumdiskretisierungen.
Satz 3.2.5 (Konvergenz des Unterteilungsalgorithmus unter rigorosen Zu-
standsraumdiskretisierungen) Betrachte ein ungest¨ ortes zeitdiskretes System 0
h vom
Typ (1.11). Sei A eine schwach attrahierende Menge f¨ ur 0
h mit Einzugsbereich D(A), sei
SD (A) eine Umgebung von A,f ¨ ur die @S\@D(A)=; gilt, und sei Ω  Rd eine
kompakte Menge, die D(A)e n t h ¨ alt. Betrachte den Algorithums 3.2.1 mit rigorosen Zu-
standsraumdiskretisierungen b 
j
h.D a n ng e l t e nd i eI n k l u s i o n e n
Dj+1 D (A)  Dj+1 [ Ej+1;
Cj+1 D (A)C  Cj+1 [ Ej+1; (3.6)
@D(A)  Ej+1:
Weiter gelten f¨ ur alle j 2 N0 mit "j gen¨ ugend klein die folgenden Absch¨ atzungen:54 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
(i) Ist A zus¨ atzlich schwach asymptotisch stabil und D(A)d y n a m i s c hr o b u s tf ¨ ur ein Ma
γ aus der Klasse K1, dann gilt
h
 
Cj+1 [ Ej+1;D(A)C
6 γ("j)+h"j:
(ii) Ist D(A)C schrumpfend invers robust stark vorw¨ artsinvariant f¨ ur ~ γ, dann gilt
h
 
Dj+1 [ Ej+1;D(A)

6 ~ γ("j)+h"j:
(iii) Ist A schwach asymptotisch stabil, D(A) dynamisch robust mit dem Ma γ aus der
Klasse K1 und D(A)C schrumpfend invers γ-robust vorw¨ artsinvariantf¨ ur das gleiche
Ma γ, dann gilt
h
 
Ej+1;@D(A)

6 γ("j)+h"j:
Beweis:Z u n ¨ achst sollen die in (3.6) angegebenen Beziehungen zwischen dem Einzugs-
bereich D(A) und den mit Hilfe des Algorithmus 3.2.1 berechneten Mengen Dj+1, Cj+1
und Ej+1 bewiesen werden. Zuerst werden Dj+1 D (A) und Cj+1 D (A)C gezeigt, die
¨ ubrigen Inklusionen ergeben sich aus diesen beiden.
Dj+1 D (A) folgt aus der Tatsache, da die Diskretisierung b 
j
h rigoros ist mit Hilfe
der Darstellung (3.4) von Dj+1. Wie der Beweis von D
j+1
Schritt 1' = Dj+1 wird dieser Beweis
durch Induktion ¨ uber die Anzahl der Iterationen j des Algorithmus 3.2.1 gef¨ uhrt.
 F¨ ur j = 0 gilt D0 =Ω 0
in =
S
i;s(Q0
i)=in Q0
i. Alle Q0
i mit s(Q0
i)=in l i e g e ni nd e r
Zielmenge S, die nach Voraussetzung im Einzugsbereich D(A) enthalten ist. Also gilt
D0 D (A).
 Nun zum Schlu von j auf j +1 .S e iQ 2 Dj+1, laut der Denition des schwachen
Einzugsbereiches D(A)v o nA ist folgendes zu zeigen:
8 x0 2 Q 9 u 2U: d(h(t;x0;u;0);A) ! 0f ¨ ur t !1 : (3.7)
Sei x0 2 Q. Aus der Darstellung (3.4) von Dj+1 ergibt sich unter der Annahme, da
Dj D (A)e r f ¨ ullt ist, f¨ ur Q
9  u 2 U und t = kh (k 2 N0) : b h(t;Q; u) D (A):
Da die Diskretisierung b 
j
h rigoros ist, kann Lemma 3.1.4 angewandt werden; es ergibt
sich f¨ ur x0
9 u 2U: x := h(kh;x0;u ;0) 2 b h(kh;Q; u) D (A):
Da also x 2D (A) gilt, gibt es f¨ ur x ein u+ mit d(h(t;x;u+;0);A) ! 0f ¨ ur t !1 .
F¨ ur x0 existiert daher ein u := u &kh u+ mit d(h(t;x0;u;0);A) ! 0f ¨ ur t !1 ,
d.h. (3.7) ist f¨ ur alle Q 2 Dj+1 erf¨ ullt.3.2. DER UNTERTEILUNGSALGORITHMUS 55
Die Inklusion Cj+1 D (A)C wird mit Hilfe eines Widerspruchsbeweises gezeigt. Der
Beweis ist nur f¨ ur die Menge Cj+1 n ΩC zu f¨ uhren, da ΩC nach Voraussetzung in D(A)C
enthalten ist. Sei also Q 2 Cj+1 nΩC; angenommen Q\D(A) 6= ;. Dann gibt es ein x0 2 Q
mit x0 2D (A), d.h. f¨ ur x0 gibt es ein u 2 U mit
d(h(t;x0;u;0);A) ! 0f ¨ ur t !1 :
F¨ ur alle h(t;x0;u;0) gilt dann ebenfalls h(t;x0;u;0) 2D (A). Zu x0 und u gibt es aber
nach Lemma 3.1.4 eine Folge  u 2 U mit
h(t;x0;u;0) 2 b h(t;Q; u):
Dies ist ein Widerspruch zu h(t;x0;u;0) 2D (A), da mit Dj D (A) aus der Darstellung
(3.5) von Cj+1
b h(t;Q; u) \D(A)=;
f¨ ur alle  u 2 U folgt. Also gilt (Cj+1 n ΩC) D (A)C.
Die Gleichung D(A)  Dj+1 [ Ej+1 gilt, da
D(A)=Ω nD (A)C
 Ω n Cj+1; da Cj+1 D (A)C
 cl (Ωn Cj+1); da Cj+1 abgeschlossen
= Dj+1 [ cl (Ωn Cj+1); da Dj+1  cl (Ωn Cj+1)
=Ω \
 
Dj+1 [ cl (Ω n Cj+1)

=
 
Dj+1 [ cl (Ω n Dj+1)

\
 
Dj+1 [ cl (Ωn Cj+1)

= Dj+1 [ cl
 
(Ωn Dj+1) \ (Ωn Cj+1)

= Dj+1 [ cl
 
Ω n (Dj+1 [ Cj+1)

 Dj+1 [ Ej+1:
Die Gleichung D(A)C  Cj+1 [ Ej+1 gilt, da
D(A)C =( Ω nD (A)) [ ΩC; da D(A)  Ω
 (Ω n Dj+1) [ ΩC; da Dj+1 D (A)
 cl (Ω n Dj+1) [ ΩC
= Cj+1 [ cl (Ωn Dj+1); da ΩC  Cj+1  cl (Ω n Dj+1) [ ΩC
=
 
Cj+1 [ cl (Ω n Dj+1)

\ Rd
=
 
Cj+1 [ cl (Ω n Dj+1)

\
 
Cj+1 [ cl (Ωn Cj+1)

= Cj+1 [ cl
 
(Ωn Dj+1) \ (Ωn Cj+1)

= Cj+1 [ cl
 
(Ωn (Dj+1 [ Cj+1)

 Cj+1 [ Ej+1:56 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
W
A ^
B
B ^
C
Abbildung 3.2: Verschiedene Mengen im Beweis von Punkt (i) des Satzes 3.2.5
Die Gleichung @D(A)  Ej+1 gilt, da
@D(A)=cl D(A) \ cl D(A)C
 (Dj+1 [ Ej+1) \ (Cj+1 [ Ej+1);
da Dj+1 [ Ej+1 und Cj+1 [ Ej+1 abgeschlossen
=( Dj+1 \ Cj+1) [ (Ej+1 \ Cj+1) [ (Dj+1 \ Ej+1) [ (Ej+1 \ Ej+1)
= Ej+1:
Nun zum Beweis der Absch¨ atzung (i). Betrachte hierf¨ ur die Lyapunov-Funktion V ,d i en a c h
Denition 2.3.3 die dynamische Robustheit f¨ ur eine Robustheitsumgebung B von D(A)C
beschreibt. Da A als schwach asymptotisch stabil vorausgesetzt wurde, kann Satz 2.2.10
angewendet werden, d.h. A ist wISDS und erf¨ ullt daher f¨ ur "j > 0 klein genug die Voraus-
setzungen von Satz 3.1.7. Es gibt also eine in S enthaltene attrahierende Menge b A f¨ ur b 
j
h
mit attrahierter Umgebung b B;h i e r b e ik a n n b B so gro gew¨ ahlt werden, da BC  b B gilt.
Wegen (3.4) ergibt sich b A  Dj0
f¨ ur j0 gro genug und daraus wiederum b B  Dj f¨ ur ein
j>j 0.
F¨ ur eine abgeschlossene Menge C  Rd sei V min(C) :=m i n fV (x)jx 2 Cg.B e t r a c h t en u n
alle Zellen Q
j
i D (A)f ¨ ur die Q
j
i * b B und weiter V min(Q
j
i) > γ("j) gilt. Es soll nun gezeigt
werden, da diese Zellen in Dj+1 liegen.
Induktion ¨ uber die mit der Iterierten b 
j
h gemachten Schritte k liefert mit Hilfe der Glei-
chung (2.14) aus der Denition 2.3.3 der dynamischen Robustheit unter Verwendung von
Lemma 3.1.3 (ii) (wobei die Eigenschaft r< (r;−h) des dynamischen Systems  ben¨ otigt
wird) die Existenz einer Folge  u mit
V min(b 
j
h(kh;Q
j
i; u)) > min

(V min(Q
j
i);−kh);a
	
:
Hierbei setzt Lemma 3.1.3 (ii) voraus, da kp[u]k1 6

j
i
h f¨ ur alle u 2Ugilt; f¨ ur

j
i
h klein
genug ergibt sich hieraus mit γ("j) 6 V min(Q
j
i)d i ef ¨ ur die Verwendung von (2.14) ben¨ otig-
te Bedingung γ(kp[u]k[hi;h(i+1)]) 6 minf(V (x);−hi);ag f¨ ur x 2 Q
j
i und alle u 2U.3.2. DER UNTERTEILUNGSALGORITHMUS 57
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Abbildung 3.3: Verschiedene Mengen im Beweis von Punkt (ii) des Satzes 3.2.5
F¨ ur t = kh gro genug gilt (V min(Q
j
i);−kh) > a,f ¨ ur  u ergibt sich also aus der obigen
Absch¨ atzung b 
j
h(kh;Q
j
i; u)  BC  b B  Dj.
F¨ ur die betrachteten Zellen Q
j
i * b B aus D(A)m i tV min(Q
j
i) > γ("j) gilt also wegen (3.4)
wie oben verlangt die Inklusion Q
j
i  Dj+1.
Wegen V (x) > d (x;D(A)C) folgt hieraus, da alle Zellen Q
j
i mit der Eigenschaft
d(x;D(A)C) > γ("j)f ¨ ur alle x 2 Q
j
i ebenfalls in Dj+1 enthalten sind. Weiter gilt, da
diam(Qj) 6 h"j vorausgesetzt wurde, da alle Zellen mit h(Q
j
i;D(A)C) > γ("j)+h"j in
Dj+1 liegen, woraus sofort die Absch¨ atzung (i) folgt.
Der Beweis der Absch¨ atzung (ii):
Laut Denition 2.2.7 gibt es zu "j > 0 eine schwach "j-vorw¨ artsinvariante Menge C"j
mit den Eigenschaften h(CC
"j;D(A)) 6 ~ γ("j) und C"j D (A)C.D aDj D (A) folgt
C"j \ Dj = ;.
Betrachte nun alle Zellen Q
j
i D (A)C mit d(x;D(A)) > ~ γ("j)f ¨ ur alle x 2 Q
j
i. Analog zur
vorhergehenden Absch¨ atzung (i) ist hier nun zu zeigen, da diese Zellen in Cj+1 liegen.
Zun¨ achst einmal sind diese Zellen in der Menge C"j enthalten. Sei nun b C die gr¨ ote Menge
in CQj mit b C  C"j.D aC"j als stark "j-vorw¨ artsinvariant vorausgesetzt wurde, ergibt sich
mit Lemma 3.1.3 (ii) die Inklusion b 
j
h( b C; u)  C"j f¨ ur alle  u 2U (Ω). Da nach Denition
der Diskretisierung b 
j
h( b C; u) \ Ω 2C Qj gilt, folgt aus der Wahl von b C
b 
j
h( b C; u)  b C [ ΩC f¨ ur alle  u 2U(Ω):
Aus C"j \Dj = ; erh¨ alt man nach (3.5) nun b C  Cj+1,d .h .d i ef ¨ ur die betrachteten Zellen
Q
j
i D (A)C mit d(x;D(A)) > ~ γ("j)f ¨ ur alle x 2 Q
j
i zu zeigende Eigenschaft Q
j
i  Cj+1
ist nachgewiesen.
Wie bei Absch¨ atzung (i) sieht man nun, da alle Zellen mit h(x;D(A)) > ~ γ("j)+h"j in
Cj+1 liegen und kann hieraus direkt auf Absch¨ atzung (ii) schliessen.
N u nf e h l tn u rn o c hd e rB e w e i sd e rA b s c h ¨ atzung (iii). Dieser ergibt sich sofort aus den58 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
Punkten (i) und (ii), denn aus den dort angegebenen Absch¨ atzungen folgt:
Ej+1 B
 
γ("j)+h"j;D(A)C
\B
 
γ("j)+h"j;D(A)

= B
 
γ("j)+h"j;@D(A)

;
was gleichbedeutend mit (iii) ist.
2
￿
Bemerkung 3.2.6 Analog zu Punkt (ii) des vorhergehenden Satzes 3.2.5 gilt auch:
Ist D(A)C schrumpfend direkt robust vorw¨ artsinvariant f¨ ur ein Ma ~ γ aus der Klasse K1,
dann gilt
h
 
Cj+1;D(A)C
6 ~ γ("j)+h"j; (3.8)
vgl. [Gr 02, Theorem 7.5.5].
2
Eine rigorose Zustandsraumdiskretisierung ist nicht ganz einfach herzuleiten und auer-
dem aufwendig in der Auswertung, vgl. [Gr 02, Section 5.3]. Daher wird nun noch der
Diskretisierungsfehler des Algorithmus 3.2.1 im Falle von nicht-rigorosen Zustandsraum-
diskretisierungen untersucht.
Man erinnere sich, da f¨ ur eine rigorose Zustandsraumdiskretisierung die Bedingung (3.1)
aus (ii a) und (ii b) der Denition 3.1.2 lautet wie folgt:
h 
0
h(x0;u); b h(Qi;  u)

=0 :
Bei einer Zustandsraumdiskretisierung mit innerem Fehler " wird diese Bedingung abge-
schw¨ acht zu
h 
0
h(x0;u); b h(Qi;  u)

6 minf";ig:
Die Konvergenz des Unterteilungsalgorithmus soll nun noch einmal f¨ ur solche Zustands-
raumdiskretisierungen mit innerem Fehler h" untersucht werden. Leider ist es f¨ ur diese
Zustandsraumdiskretisierungen nicht m¨ oglich ¨ ahnliche Inklusionen wie (3.6) herzuleiten.
Satz 3.2.7 (Konvergenz des Algorithmus unter Zustandsraumdiskretisierungen
mit innerem Fehler h") Betrachte ein ungest¨ ortes zeitdiskretes System 0
h vom Typ
(1.11). Sei A eine schwach attrahierende Menge f¨ ur 0
h mit Einzugsbereich D(A), sei
SD (A) eine Umgebung von A,f ¨ ur die @S\@D(A)=; gilt, und sei Ω  Rd eine
kompakte Menge, die D(A)e n t h ¨ alt. Betrachte den Algorithums 3.2.1 mit Zustandsraum-
diskretisierungen b 
j
h mit innerem Fehler h" f¨ ur alle j =0 ;1;:::
Ist A schwach asymptotisch stabil, D(A) dynamisch robust mit dem Ma γ aus der Klasse
K1 und D(A)C schrumpfend invers γ-robust stark vorw¨ artsinvariantjeweils f¨ ur das gleiche
Ma γ,d a n ng e l t e nf ¨ ur ">0g e n ¨ ugend klein und alle j 2 N0 mit "j gen¨ ugend klein die
folgenden Absch¨ atzungen:
h 
Cj+1 [ Ej+1;D(A)C
6 rj; (3.9)
h 
Dj+1 [ Ej+1;D(A)

6 rj (3.10)
und
h 
Ej+1;@D(A)

6 rj (3.11)3.2. DER UNTERTEILUNGSALGORITHMUS 59
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿
c Ce
W
D
j+1
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
C
j+1 W
e D
Abbildung 3.4: Verschiedene Mengen im Beweis von Satz 3.2.7
f¨ ur rj :=m a x fγ(");γ("j)g + h"j.
Beweis:E ss o l lz u n ¨ achst die Existenz von Mengen C" D (A)C und D" D (A)m i tCj 
DC
" f¨ ur alle j > 0b z w .Dj  CC
" f¨ ur j gro genug gezeigt werden, die die Absch¨ atzungen
h
 
CC
" ;D(A)

6 γ(") und h
 
DC
" ;D(A)C
6 γ(")
erf¨ ullen. Aus der Denition von h bzw. h ergibt sich dann direkt
h 
Dj;D(A)

6 γ(") und h 
Cj;D(A)C
6 γ("): (3.12)
Zun¨ achst zur Existenz von C":
Da D(A)C schrumpfend invers γ-robust vorw¨ artsinvariantgew¨ ahlt wurde, gibt es eine stark
"-vorw¨ artsinvariante Menge C", die die beiden gesuchten Eigenschaften
h
 
CC
" ;D(A)

6 γ(") und C" D (A)C
hat. Es bleibt f¨ ur C" also nur zu zeigen, da auch Dj  CC
" erf¨ ullt ist.
F¨ ur x 2 C" gilt
h(t;x;u;p[u]) 2 C"
f¨ ur alle t > 0, u 2Uund p 2P " P h.
Aus dem vorausgesetzten inneren Fehler h" folgt, da es f¨ ur jedes x 2 Q
j
i und jedes  u 2
U(Q
j
i)e i nu 2Uund p 2P " P h mit
h(x;u;p[u])2 b h(Q
j
i;  u)
gibt.
Betrachte nun jene Zellen Q
j
i,d i eC" schneiden. F¨ ur diese Zellen folgt
b h(Q
j
i;  u) \ C" 6= ; bzw. b h(t;Q
j
i; u) \ C" 6= ;60 KAPITEL 3. BERECHNUNG VON EINZUGSBEREICHEN
f¨ ur alle  u 2U (Q
j
i)b z w .f ¨ ur alle  u 2 U und alle t 2 T+. Nun kann die gesuchte Aussage
Dj  CC
" durch Induktion ¨ uber j gezeigt werden. F¨ ur j = 0 wird hierbei ausgenutzt, da
D0 SD (A)  CC
" gilt. F¨ ur den Schritt von j auf j + 1 sei Q
j
i \ C" 6= ;. Wegen des
nichtleeren Schnittes von b h(t;Q
j
i; u)m i tC" und der Induktionsannahme Dj  CC
" folgt
dann aus (3.4), da Q
j
i * Dj+1.F ¨ ur ein Q
j
i  Dj+1 gilt also Q
j
i \ C" = ;.
D i eE x i s t e n zv o nD" zeigt man wie folgt:
Sei D" := fx 2 Rd jV(x) > γ(")g mit V aus der Denition 2.3.3 der dynamischen Robust-
heit.
D" D (A) zeigt man mit Hilfe eines Widerspruchsbeweises: Betrachte x 2 D",d .h .e sg i l t
V (x) > γ("). Angenommen es gilt x 2D (A)C,d .h .d(x;D(A)C)=(d(x;D(A)C)) = 0.
Wegen V (x) 6 (d(x;D(A)C)) ergibt sich nun der Widerspruch zu V (x) > γ(").
h(DC
" ;D(A)C) 6 γ(") folgt sofort aus der Eigenschaft V (x) > d(x;D(A)C) der dynami-
schen Robustheit, wenn " so klein gew¨ ahlt wird, da DC
"  B gilt.
Es ist also nur noch Cj  DC
" zu zeigen.
Betrachte eine Zelle Q
j
i mit Q
j
i \ D" 6= ;,d .h .e sg i b te i nx 2 Q
j
i mit V (x) > γ(").
Der innere Fehler h" liefert wie bei C" da es zu x und jedem u 2Uein  u 2U (Q
j
i) und
p 2P " P h gibt mit
h(x;u;p[u]) 2 b h(Q
j
i;  u):
Gleichung (2.14) liefert ein u 2Umit
h(t;x;u;p[u])2 BC f¨ ur t gro genug
mit der Umgebung B von D(A) aus der Denition der dynamischen Robustheit. Hierbei
mu die Bedingung γ(kp[u]k[hi;h(i+1)]) 6 (V (x);−hi)f ¨ ur alle u 2Uund f¨ ur alle i 2 N0 mit
h(i+1) 6 t erf¨ ullt sein; diese Bedingung folgt direkt aus V (x) > γ(") und p 2P ".I n s g e s a m t
ergibt sich also die Existenz einer Folge  u 2 U mit b h(t;Q
j
i; u)\BC 6= ;. Wie beim Beweis
von Satz 3.2.5 (i) gilt aber BC  b B  Dj f¨ ur j gro genug, also b h(t;Q
j
i; u)\Dj 6= ;.F ¨ ur
ein Q
j
i  Cj+1 gilt aber b h(t;Q
j
i; u) \ Dj 6= ; nach (3.5). Es mu f¨ ur ein solches Q
j
i also
Q
j
i  DC
" gelten.
Nun k¨ onnen die drei Absch¨ atzung, die in diesem Satz angegeben wurden leicht gezeigt
werden.
Zum Beweis von (3.9) betrachte eine Zelle Q
j
i  Cj+1 [ Ej+1.I mF a l lQ
j
i  Cj+1 gilt
h(Q
j
i;D(A)C) 6 γ(") nach der soeben gezeigten Absch¨ atzung (3.12). Im Fall Q
j
i  Ej+1
zeigt man analog zur Absch¨ atzung (i)des Satzes 3.2.5,da h(Q
j
i;D(A)C) 6 γ("j)+h"j gilt,
denn in den Beweis der Absch¨ atzung (i) geht die Voraussetzung "rigoros\ des Satzes 3.2.5
nicht ein. Insgesamt gilt also (3.9).
Betrachte nun eine Zelle Q
j
i  Dj+1 [ Ej+1, um (3.10) zu zeigen. Im Falle Q
j
i  Dj+1 gilt
h(Q
j
i;D(A)) 6 γ(") nach (3.12). Im Falle Q
j
i  Ej+1 zeigt man h(Q
j
i;D(A)C) 6 γ("j)+
h"j analog zu Absch¨ atzung (ii) des Satzes 3.2.5. In den Beweis dieser Absch¨ atzung (ii) geht
jedoch die Rigorosit¨ at der Zustandsraumdiskretisierung ein, denn es wird dort Dj D (A)
verwendet, um Dj \C"j = ; zu erhalten. F¨ ur den inneren Fehler h" kann aber Dj\C"j = ;
ebenfalls leicht gezeigt werden, denn es kann o.B.d.A. C"j  C" gew¨ ahlt werden, und f¨ ur
C" gilt Dj \ C" = ;. Die Absch¨ atzung (3.10) ist also erf¨ ullt.
Absch¨ atzung (3.11) ergibt sich sofort aus (3.9) und (3.10).
2
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Bemerkung 3.2.8 Ist die dynamische Robustheit im vorhergehenden Satz direkt, so gilt
(3.9) und
h
 
Cj+1;D(A)C
6 rj;
vgl. [Gr 02, Theorem 7.5.9]. In diesem Fall ist keine Aussage ¨ uber h(Ej+1;@D(A))
m¨ oglich.
2Kapitel 4
Einschrittverfahren h¨ oherer
Ordnung
Mit dem Unterteilungsalgorithmus 3.2.1 aus dem letzten Kapitel, kann der Einzugsbereich
D(A) einer attrahierenden Menge A f¨ ur das zeitdiskrete System (1.11) berechnet werden.
Urspr¨ unglich gesucht war jedoch der Einzugsbereich D(A) einer attrahierenden Menge A
f¨ ur die Dierentialgleichung (1.1). Ist die L¨ osung der Dierentialgleichung (1.1) bekannt,
so kann ihre Zeit-h-Abbildung '0
h als zeitdiskretes System im Algorithmus 3.2.1 verwendet
werden. Ist die L¨ osung von (1.1) jedoch unbekannt oder ihre Berechnung zu aufwendig,
werden Verfahren zur Diskretisierung von kontrollierten Dierentialgleichungen ben¨ otigt.
In diesem Kapitel werden nun die Taylor-Verfahren aus [Gr/Kl 01] zur Diskretisierung von
kontroll-anen Dierentialgleichungen mit beliebiger Ordnung vorgestellt.
Es wird wie in [Gr/Kl 01] hier immer von "kontroll-an\, "Kontrollfunktion\,"Kontrollin-
tegral\ usw. die Rede sein. Nat¨ urlich kann eine Eingangsfunktion u { wie in Kapitel 1
erl¨ autert { je nach Kontext als St¨ orung oder Kontrolle interpretiert werden.
4.1 Kontroll-ane Dierentialgleichungen
Zur Erinnerung: Die Dierentialgleichung (1.1) aus Kapitel 1 lautet
_ x(t)=f0(x(t);u(t)) mit der Anfangsbedingung x(0) = x0;
wobei t 2 R+
0 , U  Rm kompakt, f0: Rd  U ! Rd eine stetige Funktion und u 2U:=
fu: R+
0 ! U ju mebarg.
Die Taylor-Verfahren, die in diesem Kapitel entwickelt werden, sind nur auf die Klasse
der kontroll-anen Dierentialgleichungen anwendbar. An sind die Abbildungen eines
Vektorraumes in sich, die aus linearen Abbildungen und Translationen zusammengesetzt
werden k¨ onnen [J¨ a8 4 ,x8 Ane Geometrie].
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Eine kontroll-ane Dierentialgleichung hat die Form
_ x(t)=g0(t;x(t))+
m X
j=1
gj(t;x(t))uj(t); (4.1)
wobei t 2 [t0;T], x(t)=( x1(t);:::;x d(t)) 2 Rd und gj =( gj;1;:::;gj;d)T : R+
0  Rd !
Rd, j =0 ;:::;m. Der Kontrollvektor um(t) :=( u1(t);:::;u m(t)) besteht aus mebaren
Funktionen und nimmt Werte in einer kompakten und konvexen Teilmenge Um des Rm an.
Betrachtet man die rechte Seite von (4.1) f¨ ur festes t, so sieht man, da ein Vektor uj(t) 2
Rm durch die Summe zun¨ achst linear nach Rd abgebildet und dann von der Translation
g0(t;x(t)) verschoben wird. Die kontroll-anen Abbildungen haben ihren Namen also
daher, da ihre rechte Seite f¨ ur festes t den Kontrollvektor uj(t) an von Rm nach Rd
abbildet. Hierbei mu man sich den oben angef¨ uhrten Begri der anen Abbildung auf
Abbildungen unterschiedlicher Vektorr¨ aume verallgemeinert vorstellen.
Beachte:
 U ist kompakt, Um kompakt und konvex.
 Mit U := Um gilt um =( u1;:::;u m) 2U.
 Die Dierentialgleichung (1.1) ist autonom, f¨ ur die kontroll-ane Dierentialglei-
chung wird dies nicht vorausgesetzt.
Um die Darstellung von (4.1) zu vereinfachen, sei u0(t)  1. Die kontroll-ane Dierenti-
algleichung lautet nun
_ x(t)=
m X
j=0
gj(t;x(t))uj(t)
bzw. in Integralform
x(t)=x(t0)+
m X
j=0
Z t
t0
gj(s;x(s))uj(s)d s:
Die L¨ osung zur Anfangsbedingung x(t0)=x0 und einem Kontrollvektor u der kontroll-
anen Dierentialgleichung (4.1) wird in diesem Kapitel stets kurz als x(t) bezeichnet. Ist
(4.1) autonom und t0 = 0, gilt also x(t)='(t;x0;u;0) mit ' aus Abschnitt 1.1.
4.2 Ein anschauliches Beispiel
Die Herleitung einer Taylor-Entwicklung soll hier einmal demonstriert werden am Beispiel
einer autonomen kontroll-anen Dierentialgleichung mit d = k = m =1 :
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Hierbei gilt entsprechend der Voraussetzungen aus dem vorhergehenden Abschnitt 4.1,
t 2 [t0;T] und da u(t) mebar ist und Werte in einem kompakten Intervall U1 annimmt.
Weiter gelte f¨ ur g0: R ! R und g1: R ! R, da die in diesem Abschnitt verwendeten
Ableitungen existieren. Die Integralform der betrachteten Dierentialgleichung (4.2) lautet
x(t)=x(t0)+
Z t
t0
g0(x(s))ds +
Z t
t0
g1(x(s))u(s)d s: (4.3)
Sei nun G: R ! R eine stetig dierenzierbare Funktion. Die Kettenregel aus [Go 94] liefert
die Integralgleichung
G(x(t)) = G(x(t0)) +
Z t
t0
g0(x(s))
@
@x
G(x(s))ds +
Z t
t0
g1(x(s))
@
@x
G(x(s))u(s)d s: (4.4)
Die Darstellung der Taylor-Entwicklung wird im allgemeinen Fall sehr lang und un¨ uber-
sichtlich, daher werden im folgenden Abschnitt 4.3 verschiedene Notationen eingef¨ uhrt,
die eine kompakte Darstellung erm¨ oglichen. Auch schon f¨ ur das einfache Beispiel dieses
Abschnitts lohnt sich die Einf¨ uhrung von Dierentialoperatoren
L0 := g0 @
@x
und L1 := g1 @
@x
:
Unter Verwendung dieser Operatoren lautet die Integralgleichung (4.4) nun k¨ urzer
G(x(t)) = G(x(t0))+
Z t
t0
L0G(x(s))ds +
Z t
t0
L1G(x(s))u(s)d s: (4.5)
F¨ ur G(x)  x gilt L0G = g0 und L1G = g1, d.h. aus (4.5) ergibt sich gerade wieder die
Integralform (4.3) der betrachteten Dierentialgleichung.
Wendet man nun die Formel (4.5) auf g0(x(s)) und g1(x(s)) in der Integralgleichung (4.3)
an, so erh¨ alt man
x(t)=x(t0)+
Z t
t0
n
g0(x(t0))+
Z s
t0
L0g0(x(z))dz +
Z s
t0
L1g0(x(z))u(z)d z
o
ds
+
Z t
t0
n
g1(x(t0))+
Z s
t0
L0g1(x(z))dz +
Z s
t0
L1g1(x(z))u(z)d z
o
u(s)ds
= x(t0)+g0(x(t0))
Z t
t0
ds + g1(x(t0))
Z t
t0
u(s)d s + R (4.6)
mit dem Restterm
R :=
Z t
t0
Z s
t0
L0g0(x(z))dzds +
Z t
t0
Z s
t0
L1g0(x(z))u(z)d zds
+
Z t
t0
Z s
t0
L0g1(x(z))u(s)d z ds +
Z t
t0
Z s
t0
L1g1(x(z))u(z)u(s)d z ds:
Mit der Gleichung (4.6) ist die einfachste nichttriviale Taylor-Entwicklung f¨ ur die Integral-
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Die Taylor-Entwicklung l¨ at sich nun beliebig oft fortsetzen, z.B. kann hier die Formel
(4.5) auf L1g1(x(z)) im Restterm R angewendet werden, woraus sich
x(t)=x(t0)+g0(x(t0))
Z t
t0
ds + g1(x(t0))
Z t
t0
u(s)ds
+ L1g1(x(t0))
Z t
t0
Z s
t0
u(z)u(s)d z ds + e R
(4.7)
ergibt mit dem Restterm
e R :=
Z t
t0
Z s
t0
L0g0(x(z))dz ds +
Z t
t0
Z s
t0
L1g0(x(z))u(z)d z ds +
Z t
t0
Z s
t0
L0g1(x(z))u(s)d zds
+
Z t
t0
Z s
t0
Z z
t0
L0L1g1(x(r))u(z)u(s)d rdz ds
+
Z t
t0
Z s
t0
Z z
t0
L1L1g1(x(r))u(r)u(z)u(s)d rdzds:
An diesem Beispiel lassen sich schon die wichtigsten Eigenschaften der allgemeinen Taylor-
Entwicklung f¨ ur kontroll-ane Dierentialgleichungen erkennen. Die Taylor-Entwicklung
(4.7) enth¨ alt die mehrfachen Kontrollintegrale
Z t
t0
ds;
Z t
t0
u(s)d s und
Z t
t0
Z s
t0
u(z)u(s)d z ds;
der Restterm e R enth¨ alt die "n¨ achsten\ Kontrollintegrale mit nichtkonstanten Integranden.
Diese Beobachtung soll nun verallgemeinert werden. Oben wurde schon erw¨ ahnt, da f¨ ur
eine kompakte Darstellung der Taylor-Entwicklungeine verk¨ urzte Notation f¨ ur Dierential-
operatoren n¨ utzlich ist. Das Beispiel hat gezeigt, da um die allgemeine Taylor-Entwicklung
¨ ubersichtlich darzustellen, ebenfalls eine verk¨ urzte Notation f¨ ur die mehrfachen Kontrollin-
tegrale ben¨ otigt wird. Im folgenden Abschnitt werden entsprechende Notationen eingef¨ uhrt.
4.3 Notationen mit Multi-Indizes
Multi-Indizes dienen dazu, ben¨ otigte Kontrollfunktionen uj, j =0 ;1;:::;m, bzw. die zu
den jeweiligen Kontrollfunktionen zugeh¨ origen Funktionen gj zu identizieren.
Denition 4.3.1 (Multi-Indizes) Sei m > 0. Ein Zeilenvektor
a =( j1;j 2;:::;j l)
mit ji 2f 0;1;:::;mg f¨ ur i =1 ;:::;lheit Multi-Index der L¨ ange l(a) := l > 1.
Der Multi-Index der L¨ ange Null sei ,d .h .l()=0 .
Die Menge aller Multi-Indizes sei mit Mm bezeichnet, also
Mm :=

(j1;j 2;:::;j l)
  ji 2f 0;1;:::;mg;i2f 1;:::;lg f¨ ur l 2f 1;2;::: g
	
[

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F¨ ur ein a =( j1;j 2;:::;j l) 2 Mm mit l(a) > 1w e r d e nm i t−a und a− diejenigen Multi-
Indizes bezeichnet, die durch Abschneiden der ersten bzw. letzten Komponente von a ent-
stehen, d.h.
−a =( j2;:::;j l) und a− =( j1;:::;j l−1):
Die Verkettung  zweier Multi-Indizes a =( j1;j 2;:::;j l) und  a =(  |1; |2;:::; |)a u sMm
sei deniert durch
a   a =( j1;j 2;:::;j l; |1; |2;:::; |);
a   a wird also durch das Zusammenf¨ ugen der beiden Multi-Indizes a und  a gebildet.
2
Beachte: m ist die Anzahl der in (4.1) eingehenden Kontrollfunktionen!
Denition 4.3.2 (Iterierte Kontrollintegrale) F¨ ur einen Multi-Index a =
(j1;j 2;:::;j l) 2 Mm, eine integrierbare Funktion g : [t0;t] ! R und eine Kontrollfunk-
tion u 2Umit U := Um sei das iterierte Kontrollintegral Ia[g()]t0;t rekursiv deniert
durch
Ia[g()]t0;t :=

g(t);l (a)=0 R t
t0 Ia−[g()]t0;sujl(s)d s; l(a) > 1:
Soll explizit auf den Kontrollvektor u hingewiesen werden, so wird die Notation Ia[g()]t0;t;u
verwendet. Gilt g(t)  1s ow i r dIa[g()]t0;t(;u) abgek¨ urzt zu Ia;t0;t(;u).
2
Beachte, da ein iteriertes Integral Ia[g()]t0;: [t0;T] ! R f¨ ur eine integrierbare Funkti-
on g stetig und damit auch integrierbar ist, d.h. iterierte Integrale existieren und sind
wohldeniert.
Beispiele 4.3.3
I[g()]t0;t = g(t);
I(0)[g()]t0;t =
Z t
t0
g(s)u0(s)ds =
Z t
t0
g(s)d s;
I(j)[g()]t0;t =
Z t
t0
g(s)u1(s)d s; j =1 ;:::;m
I(0;1)[g()]t0;t =
Z t
t0
Z s1
t0
g(s2)u1(s1)d s2 ds1;
I(0;2;1)[g()]t0;t =
Z t
t0
Z s1
t0
Z s2
t0
g(s3)u2(s2)u1(s1)d s3 ds2 ds1:
2
Denition 4.3.4 (Koezienten-Funktion) F¨ ur einen Multi-Index a =
(j1;j 2;:::;j l) 2 Mm und eine mindestens l-mal stetig dierenzierbare Funktion
G: [t0;T]  Rd ! R sei die Koezienten-Funktion Ga rekursiv deniert durch
Ga :=

G; l(a)=0
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unter Verwendung der Dierentialoperatoren
L0 :=
@
@t
+
d X
k=1
g0;k @
@xk und Lj :=
d X
k=1
gj;k @
@xk;j =1 ;:::;m:
Hierf¨ ur m¨ ussen die Funktionen g0;g1;:::;gm ausreichend glatt sein.
2
Beispiel 4.3.5 Sei d = 1, die kontroll-ane Dierentialgleichung (4.1) sei autonom, d.h.
es gilt gj;k(t;x)=gj(x). gj0 bezeichne die Ableitung von gj nach x.S e iG(t;x)  x.D a n n
gilt:
G(j) = gj;j =0 ;:::;m; G (j1;j2) = gj1gj20;j 1;j 2 2f 0;:::;mg
2
Die Notationen f¨ ur die iterierten Kontrollintegrale und die Koezientenfunktionen reichen
noch nicht ganz f¨ ur eine kompakte Darstellung einer Taylor-Entwicklung aus. Was jetzt
noch fehlt, ist eine M¨ oglichkeit, die Multi-Indizes, die den Kontrollintegralen der Taylor-
Entwicklung entsprechen, und die Multi-Indizes, die die Kontrollintegrale mit nichtkon-
stanten Integranden des Restterms beschreiben, zu trennen, ohne dabei alle Multi-Indizes
explizit angegeben zu m¨ ussen.
Denition 4.3.6 (Hierarchische Menge und Restmenge) Eine Menge AMm
heit hierarchische Menge, wenn gilt
(i) A ist nichtleer,
(ii) die L¨ ange der enthaltenen Multi-Indizes ist gleichm¨ aig beschr¨ ankt, d.h. es gilt
supa2Al(a) < 1, und
(iii) −a 2Af¨ ur alle a 2Anf  g .
Die zur hierarchischen Menge A zugeh¨ orige Restmenge B(A) ist gegeben durch
B(A) :=

a 2 Mm nA
  − a 2A
	
:
2
Geh¨ ort ein Multi-Index zu einer hierarchischen Menge A,s oe n t h ¨ alt diese Menge auch alle
Multi-Indizes die durch das (mehrfache) Entfernen der ersten Komponente dieses Multi-
Index entstehen. Diejenigen Multi-Indizes in A, die nicht durch das Entfernen einer oder
mehrerer erster Komponenten eines anderen Multi-Index aus dieser Menge gebildet werden
k¨ onnen, kann man sich als "maximal\ vorstellen. Die Restmenge B(A)v o nA bildet man
also durch das Hinzuf¨ ugen einer neuen ersten Kompomente zu den "maximalen\ Multi-
Indizes in A, die man alle Werte von 0 bis m durchlaufen l¨ at.
Beispiel 4.3.7 Sei A = f;(0);(1);:::;(m)g. Dann gilt
B(A)=
8
> > > <
> > > :
(0;0); (1;0); :::; (m;0);
(0;1); (1;1); :::; (m;1);
. . .
. . .
. . .
(0;m); (1;m); :::; (m;m)
9
> > > =
> > > ;
:
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Mit Hilfe der hierarchischen und der Restmenge k¨ onnen nun Taylor-Entwicklungen f¨ ur
kontroll-ane Dierentialgleichungen angegeben werden. Die Multi-Indizes einer hierar-
chischen Menge beschreiben hierbei die Kontrollintegrale einer Taylor-Entwicklung, die
Multi-Indizes aus der Restmenge die Kontrollintegrale des zugeh¨ origen Restterms.
4.4 Taylor-Entwicklungen
Die Taylor-Entwicklung von (4.1) dargestellt mit den im vorhergehenden Abschnitt ein-
gef¨ uhrten Notationen:
Satz 4.4.1 (Taylor-Entwicklungen f¨ ur kontroll-ane Dierentialgleichungen)
Sei G: R+  Rd ! R und sei AMm eine hierarchische Menge mit Restmenge B(A).
Dann gilt f¨ ur t > t0 > 0 die folgende Taylor-Entwicklung
G(t;x(t)) =
X
a2A
Ia[Ga(t0;x(t0))]t0;t +
X
a2B(A)
Ia[Ga(;x())]t0;t
um (t0;x(t0)), vorausgesetzt, alle vorkommenden Ableitungen und Integrale existieren.
Beweis: Die Kettenregel aus [Go 94] liefert f¨ ur G(t;x(t)) die Integralgleichung
G(t;x(t)) = G(t0;x(t0))+
m X
j=0
I(j)[L(j)G(;x())]t0;t (4.8)
Wendet man dies nun auf eine der Funktionen Ga f¨ ur einen Multi-Index a 2Aan, so ergibt
sich
Ga(;x()) = Ga(t0;x(t0))+
m X
j=0
Ga(j)(;x())]t0;t
und weiter durch iterierte Integration beider Seiten mit dem Kontrollintegral Ia
Ia[Ga(;x())]t0;t = Ga(;x())Ia;t0;t +
m X
j=0
Ia(j)[Ga(j)(;x())]t0;t (4.9)
Mit Hilfe von (4.9) kann nun die Aussage dieses Satzes durch Induktion ¨ uber k :=
maxfl(a)ja 2A ggezeigt werden.
F¨ ur k = 0 gilt A = fg, d.h. die gesuchte Aussage ist gerade (4.8).
F¨ ur k>0 betrachte die hierarchische Menge E := fa 2Ajl(a) 6 k − 1g. Damit lautet die
Induktionsannahme
G(t;x(t)) =
X
a2E
Ia[Ga(t0;x(t0))]t0;t +
X
a2B(E)
Ia[Ga(;x())]t0;t
Da AnEB(E) gilt, kann man hieraus
G(t;x(t)) =
X
a2E
Ia[Ga(t0;x(t0))]t0;t +
X
a2AnE
Ia[Ga(;x())]t0;t +
X
a2B(E)n(AnE)
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schlieen. Entwickelt man nun den zweiten Summanden mit Hilfe von (4.9) um x0,s oe r h ¨ alt
man
G(t;x(t)) =
X
a2A
Ia[Ga(t0;x(t0))]t0;t +
X
a2R
Ia[Ga(;x())]t0;t
mit R =
 
B(E) n (AnE)

[

(j)  a
  a 2AnE ;j=0 ;:::;m
	
. Wegen der Denition der
Restmenge gilt aber gerade R = B(A), d.h. die Aussage dieses Satzes ist gezeigt.
2
￿
Beachte: Die Summe ¨ uber A enth¨ alt Integrale ¨ uber Konstanten, die Summe ¨ uber B(A)
enth¨ alt Integrale ¨ uber Funktionen.
Beispiel 4.4.2 Betrachte die hierarchische Menge A = fg mit der zugeh¨ origen Rest-
menge B(A)=f(0);:::;(m)g. Dann lautet die Taylor-Entwicklung
G(t;x(t)) = I[G(t0;x(t0))]t0;t +
X
a2B(fg)
Ia[Ga(;x())]t0;t
= G(t0;x(t0)) +
Z t
t0
L0G(s;x(s))ds +
m X
j=1
Z t
t0
LjG(s;x(s))uj(s)d s:
2
4.5 Taylor-Verfahren
Mit Hilfe des Satzes 4.4.1 k¨ onnen nun N¨ aherungsverfahren f¨ ur die L¨ osung der kontroll-
anen Dierentialgleichung (4.1) hergeleitet werden.
Zuerst hier die allgemeine Formulierung einer Taylor-Approximation f¨ ur eine Funktion G:
Denition 4.5.1 (Taylor-Approximation) Sei N =1 ;2;3;:::und
AN :=

a 2 Mm
  l(a) 6 N
	
:
Sei G: R+  Rd ! R (N + 1)-mal stetig dierenzierbar und seien die gj: R+
0  Rd ! Rd,
j =0 ;:::;m, jeweils N-mal stetig dierenzierbar. Dann ist die Taylor-Approximation f¨ ur
G(t0 + h;x(t0 + h)) gegeben durch
GN(t0;x(t0);h) :=
X
a2AN
Ga(t0;x(t0))Ia;t0;t0+h
= G(t0;x(t0)) +
X
a2ANnfg
Ga(t0;x(t0))Ia;t0;t0+h
2
Die Fehlerordnung dieser Taylor-Approximation soll nun abgesch¨ atzt werden, hierf¨ ur
m¨ ussen die Integrale des Restterms
X
a2B(AN)
Ia[Ga(;x())]t0;t
der Taylor-Entwicklung mit hierarchischer Menge A = AN abgesch¨ atzt werden. Dies leistet
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Hilfssatz 4.5.2 Betrachteeinen Multi-Index a der L¨ ange l = l(a).Sei jgj global beschr¨ ankt
durch eine Konstante M>0. Sei f¨ ur einen Vektor u =( u1;:::;u m) 2 Um die Maximum-
Norm deniert durch juj1 :=m a x fjujjjj =1 ;:::;mg und damit weiter
 u :=m a x

max
u2Um
juj1; 1
	
:
Dann gilt
jIa[g()]t0;tj 6  ul(t − t0)lM (4.10)
f¨ ur alle u 2Umit U = Um und alle t > t0.
Beweis: Die Absch¨ atzung (4.10) zeigt man mit Hilfe von Induktion ¨ uber l.F ¨ ur den Multi-
Index  der L¨ ange l = 0 ist die Behauptung dieses Hilfssatzes oensichtlich erf¨ ullt. Be-
trachte nun einen Multi-Index a der L¨ ange l + 1. Dann gilt
  Ia[g()]t0;t
   =
  
Z t
t0
Ia−[g()]t0;s ujl+1(s)ds
   6
   ul(t − t0)lM
Z t
t0
ujl+1(s)d s
  
6  ul(t − t0)lM(t − t0) u = ul+1(t − t0)l+1M;
wobei die Induktionsvoraussetzung (4.10) verwendet wurde.
2
￿
Satz 4.5.3 Betrachte die Taylor-Approximation aus Denition 4.5.1, die Ableitungen der
gj, j =0 ;:::;m, seien global beschr¨ ankt. Dann hat der lokale Diskretisierungsfehler der
Taylor-Approximation die Ordnung N +1 ,d .h .e sg i l t
jGN(t0;x(t0);h) − G(t0 + h;x(t0 + h))j 6 KhN+1 (4.11)
mit einer Konstanten K>0.
Beweis: Die Taylor-Entwicklung von G um (t0;x(t0)) ausgewertet an der Stelle t0 + h
liefert
  GN(t0;x(t0);h) − G(t0 + h;x(t0 + h))
   =
  
X
a2B(AN)
Ia[Ga(;x())]t0;t+h
  :
Es gilt B(AN)=fa 2 Mm jl(a)=N +1 g,d . h .f ¨ ur die Integrale in der Summe ¨ uber
B(AN) ergibt sich jeweils mit dem Hilfssatz 4.5.2 die Ordnung N + 1 und damit auch f¨ ur
deren Summe.
2
￿
Bemerkung 4.5.4 Betrachtet man nur eine kompakte Teilmenge Ω des Rd,w i es i ef ¨ ur den
Unterteilungsalgorithmus 3.2.1 ben¨ otigt wird, so ergibt sich die f¨ ur die Fehlerabsch¨ atzung
geforderte globale Beschr¨ anktheit der Ableitungen der gj schon aus der in der Deniti-
on 4.5.1 der Taylor-Approximation geforderten stetigen Dierenzierbarkeit der gj indem
man diese bzw. deren Ableitungen auerhalb von Ω passend fortsetzt.
2
Mit Hilfe der Taylor-Approximation, deren Fehlerordnung nun bekannt ist, werden nun
die Taylor-Verfahren deniert. Hierbei wird zun¨ achst vorausgesetzt, da die ben¨ otigten
Kontrollintegrale bekannt sind. In Abschnitt 4.6 wird dann angegeben, wie diese Integrale
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Denition 4.5.5 (Taylor-Verfahren) Sei h>0 und x =( x1;:::;x d)T 2 Rd.S e i
t0;t 1;:::;t s (ts = T) eine Unterteilung des Intervalls [t0;T] mit Schrittweiten hn :=
tn+1 − tn, n =0 ;1;:::;s− 1, und maximaler Schrittweite h :=m a x n hn.D a sTaylor-
Verfahren der Ordnung N =1 ;2;3;::: f¨ ur die kontroll-ane Dierentialgleichung (4.1)
lautet komponentenweise
xk
n+1 := xk
n +
X
a2ANnfg
Gk
a(tn;x n)Ia;tn;tn+1
mit k =1 ;:::;d, wobei die Koezientenfunktionen Ga =( G1
a;:::;G d
a)T jeweils zu bilden
sind f¨ ur G(t;x)=x.
2
Bemerkungen 4.5.6
 Die Kontrollintegrale dieses Taylor-Verfahrens lauten f¨ ur einen Multi-Index a =
(j1;:::;j l) 2A N nf  g
Ia;tn;tn+1 =
Z tn+1
tn
Z sl
tn
:::
Z s2
tn
uj1(s1)uj2(s2):::u jl(sl)d s1 ds2 :::dsl:
 Erf¨ ullt die kontroll-ane Dierentialgleichung (4.1) eine Lipschitz-Bedingung wie
(1.7), so folgt aus der Absch¨ atzung des lokalen Diskretisierungsfehlers (4.11), da der
globale Diskretisierungsfehler des Taylor-Verfahrens der Ordnung N von der Ordnung
N ist, d.h. es gibt eine Konstante C mit
jxn − x(tn)j 6 ChN:
 Ist die kontroll-ane Dierentialgleichung (4.1) autonom, so kann das Taylor-
Verfahren als zeitdiskretes System vom Typ (1.11) mit rechter Seite 0
h(x;u)=
(
0;1
h (x;u);:::;
0;k
h (x;u)) mit den Komponenten

0;k
h (x;u)=xk +
X
a2ANnfg
Gk
a(0;x)Ia;0;h
f¨ ur k =1 ;:::;ddargestellt werden.
 Es ist sinnvoll,die Kontrollintegralezu den Multi-Indizes (0);(0;0);(0;0;0);:::jeweils
von den ¨ ubrigen Multi-Indizes zu trennen. Sie sind eigentlichIntegrale ohne Kontrolle,
da ja u0(t)  1 festgelegt wurde, und lassen sich daher im Gegensatz zu den ¨ ubrigen
Integralen ohne besonderen Aufwand berechnen.
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Beispiele 4.5.7
(i) N =1 : Das Taylor-Verfahren der Ordnung 1 heit Euler-Verfahren, es lautet kom-
ponentenweise
xk
n+1 = xk
n +
X
a2f(0);(1);:::;(m)g
Gk
a(tn;x n)Ia;tn;tn+1
= xk
n +
X
j=0;:::;m
Gk
(j)(tn;x n)I(j);tn;tn+1
= xk
n +
X
j=0;:::;m
gj;k(tn;x n)
Z tn+1
tn
uj(s)d s
= xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn;x n)
Z tn+1
tn
uj(s)d s
mit k =1 ;:::;d.F ¨ ur m = 0, d.h. ohne Kontrolle, ist dies gerade das schon bekannte
Euler-Verfahren f¨ ur die gew¨ ohnliche Dierentialgleichung
_ x(t)=g0(t;x(t)):
(ii) N =2 : Es gilt
A2 =
8
> > > > > <
> > > > > :
; (0); (1); :::; (m);
(0;0); (1;0); :::; (m;0);
(0;1); (1;1); :::; (m;1);
. . .
. . .
. . .
(0;m); (1;m); :::; (m;m)
9
> > > > > =
> > > > > ;
:
Die zu den Multi-Indizes (0);(1);:::;(m)g e h ¨ origen Summanden des Taylor-
Verfahrens sind schon vom Euler-Verfahren her bekannt. Das Integral zum Multi-
Index (0;0) berechnet sich zu
I(0;0);tn;tn+1 =
1
2
h2
n:
Insgesamt ergibt sich, da das Taylor-Verfahren der Ordnung 2 komponentenweise
xk
n+1 = xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn;x n)I(j);tn;tn+1
+
1
2
L0g0;k(tn;x n)h2
n +
m X
j1;j2=0
j1+j26=0
Lj1gj2;k(tn;x n)I(j1;j2);tn;tn+1
= xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn;x n)
Z tn+1
tn
uj(s)d s
+
1
2
L0g0;k(tn;x n)h2
n +
m X
j1;j2=0
j1+j26=0
Lj1gj2;k(tn;x n)
Z tn+1
tn
Z s2
tn
uj1(s1)uj2(s2)d s1 ds2
lautet mit k =1 ;:::;d.
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Vereinfachungen durch additive oder kommutative Kontrolle
Die hergeleiteten Taylor-Verfahren lassen sich wesentlich vereinfachen, wenn die gj, j =
0;:::;m, bestimmte Bedingungen erf¨ ullen.
Gilt
gj(t;x)=gj(t)f ¨ ur alle j =1 ;:::;m oder gj(t;x)=bj 2 Rd f¨ ur alle j =1 ;:::;m;
h¨ angen also die gj, j =1 ;:::;m,n i c h tv o nx ab, so sagt man, die kontroll-ane Die-
rentialgleichung (4.1) hat additive Kontrolle.I ne r s t e nF a l lgj(t;x)=gj(t) verschwinden
die partiellen Ableitungen nach den xk, k =1 ;:::;d. Das Taylor-Verfahren der Ordnung
N = 2 vereinfacht sich dann zu
xk
n+1 = xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn)I(j);tn;tn+1 +
1
2
L0g0;k(tn;x n)h2
n
+
m X
j=1
L0gj;k(tn)I(0;j);tn;tn+1 +
m X
j=1
Ljg0;k(tn;x n)I(j;0);tn;tn+1
Im zweiten Fall gj(t;x)=bj verschwinden alle partiellen Ableitungen und das Taylor-
Verfahren der Ordnung N = 2 vereinfacht sich zu
xk
n+1 = xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
bj;kI(j);tn;tn+1 +
1
2
L0g0;k(tn;x n)h2
n
+
m X
j=1
Ljg0;k(tn;x n)I(j;0);tn;tn+1
Gilt
Lj1gj2;k(t;x)  Lj2gj1;k(t;x)f ¨ ur alle j1;j 2 =0 ;:::;m;
so sagt man die kontroll-ane Dierentialgleichung (4.1) hat kommutative Kontrolle.D i e
partielle Integration
R b
a f(s)g0(s)d s = f(s)g(s)
 b
a −
R b
a g(s)f0(s)d s f¨ ur f;g: [a;b] ! R aus
der Analysis liefert zus¨ atzlich
I(j1;j2);tn;tn+1 + I(j2;j1);tn;tn+1 = I(j1);tn;tn+1I(j2);tn;tn+1 f¨ ur alle j1;j 2 =0 ;:::;m;
so da sich jeweils die Summen
Lj1gj2;k(tn;x n)I(j1;j2);tn;tn+1 + Lj2gj1;k(tn;x n)I(j2;j1);tn;tn+1
vereinfachen lassen zu
Lj1gj2;k(tn;x n)I(j1);tn;tn+1I(j2);tn;tn+14.5. TAYLOR-VERFAHREN 75
Das Taylor-Verfahren der Ordnung N = 2 lautet im Falle kommutativer Kontrolle also
xk
n+1 = xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn;x n)I(j);tn;tn+1
+
m X
j=0
Ljgj;k(tn;x n)I(j;j);tn;tn+1
+
m−1 X
j1=0
m X
j2=j1+1
Lj1gj2;k(tn;x n)I(j1);tn;tn+1I(j2);tn;tn+1
= xk
n + g0;k(tn;x n)hn +
X
j=1;:::;m
gj;k(tn;x n)I(j);tn;tn+1
+
1
2
m X
j=0
Ljgj;k(tn;x n)
 
I(j);tn;tn+1
2
+
m−1 X
j1=0
m X
j2=j1+1
Lj1gj2;k(tn;x n)I(j1);tn;tn+1I(j2);tn;tn+1
Ableitungsfreie Schemata
Die hergeleiteten Taylor-Verfahren f¨ ur N > 2 haben den Nachteil, da die Ableitungen der
gj, j =0 ;:::;m, bekannt sein und in jedem Schritt ausgewertet werden m¨ ussen. Hierzu
kann man sich zwar ein Computeralgebrasystem wie z.B. Maple zu Nutze machen, trotz-
dem ist es n¨ utzlich ableitungsfreie Schemata zur Verf¨ ugung zu haben, z.B. wenn man die
Verfahren in einer prozeduralen Programmiersprache wie C implementieren m¨ ochte.
Die Herleitung ableitungsfreier Schemata erfolgt mit Hilfe der (gew¨ ohnlichen) Taylor-
Entwicklung.
Die Dierentialgleichung (4.1) sei autonom, d.h. es gelte gj;k(t;x)=gj;k(x). Betrachte das
Taylor-Verfahren der Ordnung 2 aus dem Beispiel 4.5.7 (ii):
xk
n+1 = xk
n + g0;k(xn)hn +
X
j=1;:::;m
gj;k(xn)I(j);tn;tn+1
+
1
2
L0g0;k(xn)h2
n +
m X
j1;j2=0
j1+j26=0
Lj1gj2;k(xn)I(j1;j2);tn;tn+1
Es gilt mit der aus der Analysis bekannten Jakobi-Matrix D
Lj1gj2;k = Dgj2;k gj1;j 1;j 2 =0 ;:::;m:
Die (gew¨ ohnliche) Taylor-Entwicklung der gj2;k jeweils um xn liefert
gj2;k(xn + gj1(xn)hn)=gj2;k(xn)+Dgj2;k(xn)gj1(xn)hn + O(h2
n)76 KAPITEL 4. EINSCHRITTVERFAHREN H¨ OHERER ORDNUNG
mit dem Landau-Symbol O, woraus sich
Lj1gj2;k(xn)=Dgj2;k(xn)gj1(xn)=
1
hn
 
gj2;k(xn + gj1(xn)hn) − gj2;k(xn)

+ O(hn)
ergibt. Mit der Absch¨ atzung I(j1;j2);tn;tn+1 = O(h2
n) aus dem Hilfssatz 4.5.2 folgt nun
Lj1gj2;k(xn)I(j1;j2);tn;tn+1 =
n 1
hn
 
gj2;k(xn + gj1(xn)hn) − gj2;k(xn)

+ O(hn)
o
I(j1;j2);tn;tn+1
=
1
hn
 
gj2;k(xn + gj1(xn)hn) − gj2;k(xn)

I(j1;j2);tn;tn+1 + O(h3
n):
Der Fehler der hier verwendeten (gew¨ ohnlichen) Taylor-Entwicklung ist also von der glei-
chen Ordnung wie der lokale Diskretisierungsfehler des Taylor-Verfahrens, d.h. das herge-
leitete ableitungsfreie Schema
xk
n+1 = xk
n +
1
2
g0;k(xn)hn +
X
j=1;:::;m
gj;k(xn)I(j);tn;tn+1 +
1
2
g0;k(xn + g0(xn)hn)hn
+
1
hn
m X
j1;j2=0
j1+j26=0
 
gj2;k(xn + gj1(xn)hn) − gj2;k(xn)

I(j1;j2);tn;tn+1
beh¨ alt die Ordnung N =2 .F ¨ ur m = 0 ist dies gerade das schon bekannte Heun-Verfahren
f¨ ur die autonome gew¨ ohnliche Dierentialgleichung
_ x(t)=g0(x(t)):
4.6 N¨ aherung mehrfacher Kontrollintegrale
Wie f¨ ur die Ableitungen der gj, j =0 ;:::;m, im Abschnitt ¨ uber ableitungsfreie Taylor-
Schemata erl¨ autert, gilt auch f¨ ur die Kontrollintegrale, da diese zwar mit einem Compu-
teralgebrasystem wie Maple symbolisch gel¨ ost und auch ausgewertet werden k¨ onnen, f¨ ur
die Implementierung der Verfahren in einer prozeduralen Programmiersprachewie C stehen
aber symbolische L¨ osungen nicht zur Verf¨ ugung. Weiter kann die symbolische Auswertung
eines komplizierten Integrals unangemessen viel Zeit in Anspruch nehmen.
Soll mit dem Unterteilungsalgorithmus 3.2.1 ein schwacher Einzugsbereich berechnet
werden, so werden jeweils Kontrollintegrale zu einem einzelnen Kontrollvektor u(t)=
(u1(t);:::;u m(t)) ben¨ otigt. Soll hingegen ein starker Einzugsbereich nach Bemerkung 3.2.2
berechnet werden, so ist die Menge aller m¨ oglichen mehrfachen Kontrollintegrale zu be-
rechnen.
Mehrfache Kontrollintegrale zu einem einzelnen Kontrollvektor
Satz 4.6.1 Betrachte einen mebaren Kontrollvektor u: [0;h] ! Um,e i nP 2 N und
 = h=P > 0, und deniere
^ u
j
k :=
Z k
(k−1)
uj(s)ds4.6. N¨ AHERUNG MEHRFACHER KONTROLLINTEGRALE 77
f¨ ur j =0 ;:::;m, k =1 ;:::;P. Dann gilt
Ia;0;h;u =
P X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl + O(hl−1) (4.12)
f¨ ur alle l > 1 und alle a =( j1;:::;j l).
Beweis:E ss o l lz u n ¨ achst f¨ ur ein beliebiges " 2 (0;h]
I(j1;:::;jl);0;";u =
[P"=h] X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl + O(hl−1) (4.13)
durch Induktion ¨ uber l gezeigt werden, hierbei steht [r]f ¨ ur die kleinste ganze Zahl > r.
Hieraus folgt dann (4.12) mit " = h.
F¨ ur l = 1 lautet (4.13) I(j1);0;";u =
P[P"=h]
k1=1 ^ u
j1
k1 + O(), diese Aussage folgt sofort aus der
Denition der u
j1
k1, der Mebarkeitder uji und der Kompaktheit von Um, vgl. Hilfssatz4.5.2.
Betrachte nun einen Multi-Index a =( j1;:::;j l;j l+1)d e rL ¨ ange l + 1. Dann gilt
I(j1;:::;jl;jl+1);0;";u =
Z "
0
I(j1;:::;jl);0;s;uujl+1(s)d s;
Die Induktionsannahme liefert nun
I(j1;:::;jl;jl+1);0;";u =
Z "
0
 [Ps=h] X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl + O(hl−1)

ujl+1(s)d s
und mit
R "
0 ujl+1(s)ds = O(")=O(h) folgt hieraus
I(j1;:::;jl;jl+1);0;";u =
Z "
0
 [Ps=h] X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl

ujl+1(s)d s + O(hl):
Da die Mehrfachsumme jeweils auf dem Intervall [(kl+1−1);kl+1], kl+1 =1 ;::: , konstant
ist, ergibt sich
I(j1;:::;jl;jl+1);0;";u =
[P"=h] X
kl+1=1
kl+1 X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl
Z kl+1
(kl+1−1)
ujl+1(s)ds + O(hl)+O(hl);
wobei der zus¨ atzliche Landau-Summand O(hl) durch die Absch¨ atzung der Mehrfachsum-
me
[P"=h] X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl = O(hl)
und des Integrals Z [P"=h]
"
ujl+1(s)ds = O(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entsteht. Insgesamt ergibt sich
I(j1;:::;jl;jl+1);0;";u =
[P"=h] X
kl+1=1
kl+1 X
kl=1
kl X
kl−1=1
:::
k2 X
k1=1
^ u
j1
k1 ^ u
jl
kl^ u
jl+1
kl+1 ds + O(hl);
also die Gleichung (4.13) f¨ ur l +1 .
2
￿
Sind die ^ u
j
k bekannt, wie z.B. f¨ ur die im Kapitel 5 verwendeten st¨ uckweise konstanten
Kontrollfunktionen, so kann nun folgende Strategie angewendet werden, um die Kontrollin-
tegrale Ia;t;t+h;u anzun¨ ahern:
Zu einer Schrittweite h>0, einem Taylor-Verfahren der Ordnung N und einem Multi-Index
a mit l(a) > 2, w¨ ahle >0s o ,d a 
 6 hN+2−l(a) (4.14)
und berechne die ben¨ otigten KontrollintegralemitHilfe von (4.12).Dann giltmitSatz 4.6.1,
da die Ia;t;t+h;u mit einem Fehler der Ordnung
hN+2−lhl−1 = hN+1
angen¨ ahert werden, was der Ordnung des lokalen Diskretisierungsfehlers des Taylor-
Verfahrens der Ordnung N entspricht, die Ordnung des Verfahrens also nicht vermindert.
F¨ ur l(a) = 1 liefert (4.12) den exakten Wert der Kontrollintegrale.
Die Menge aller m¨ oglichen mehrfachen Kontrollintegrale
Die Menge aller m¨ oglichen mehrfachen Kontrollintegrale
IA;Um;t;t+h :=

(Ia1;t;t+h;u;:::;I ap;t;t+h;u)
  mebare Kontrollvektoren u: [t;t + h] ! Um
	
zu einer hierarchischen Menge A = fa1;:::;apgMm ist im allgemeinen aufwendig zu
berechnen. Im Kapitel 5 wird nur auf die Berechnung schwacher Einzugsbereiche einge-
gangen, d.h. IA;Um;t;t+h wird nicht ben¨ otigt. Hier sei nur auf [Gr/Kl 01, 9.2] verwiesen,
wo sich zu einem Taylor-Verfahren der Ordnung N ein Algorithmus zur Berechnung einer
Menge e II A;Um;t;t+h mit
inf
I2e I
sup
I02IA;Um;t;t+h
kI − I0k 6 KhN+1
ndet.Kapitel 5
Implementierung und numerische
Beispiele
Im ersten Abschnitt dieses Kapitels soll zun¨ achst kurz auf die Implementierung des Unter-
teilungsalgorithmus 3.2.1 zur Berechnung schwacher Einzugsbereiche eingegangen werden,
auch die implementierten Taylor-Verfahren werden in diesem Abschnitt kurz erl¨ autert. Der
zweite Abschnitt beschreibt die Erprobung des Unterteilungsalgorithmus an zwei Beispie-
len.
Da dieses Kapitel von der Berechnung schwacher Einzugsbereiche handelt, wird im folgen-
den nicht mehr von Eingangswerten und -funktionen die Rede sein sondern nur noch von
Kontrollwerten und -funktionen.
5.1 Implementierung
Die Implementierung des Unterteilungsalgorithmus, die f¨ ur diese Arbeit verwendet wurde,
stammt von Lars Gr¨ une. Sie wurde in der prozeduralen Programmiersprache C geschrieben
und l¨ at sich sowohl unter HP-UX als auch unter Linux ¨ ubersetzen, sofern einige ben¨ otigte
Graphik-Bibliotheken vorhanden sind.
Mit Hilfe dieser Implementierung kann man Systeme beliebiger Ordnung analysieren. Es
k¨ onnen wahlweise starke und schwache attrahierende Mengen sowie starke und schwache
Einzugsbereiche berechnet werden. Weiter ist eine Visualisierung in der Ebene m¨ oglich. F¨ ur
eine r¨ aumliche Visualisierung k¨ onnen die Rechenergebnisse abgespeichert und in externe
Programme importiert werden.
Zur N¨ aherung von Dierentialgleichungenstanden bisher das Euler-Verfahren sowie ein Ex-
trapolationsverfahren mit jeweils konstanter Kontrollfunktion zur Verf¨ ugung. Einige mit
diesen beiden Verfahren gerechnete Beispiele kann man sich in [Gr 02, Appendix C] und
[Gr 01] anschauen. Im Zuge der Erstellung dieser Arbeit wurden N¨ aherungsverfahren f¨ ur
kontroll-ane Dierentialgleichungen hinzugef¨ ugt: das Euler-Verfahren und das Taylor-
Verfahren der Ordnung 2 jeweils einmal mit konstanter Kontrollfunktion und einmal mit
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st¨ uckweise konstanter Kontrollfunktion. Das neue Euler-Verfahren mit konstanter Kontrol-
le f¨ ur kontroll-ane Dierentialgleichungen unterscheidet sich dabei von dem schon zuvor
vorhandenen nur in der Art der Eingabe der Dierentialgleichungen. Es m¨ ussen bei dem
urspr¨ unglich verwendeten Euler-Verfahren die Komponenten von f angegeben werden, die
Verfahren f¨ ur kontroll-ane Dierentialgleichungen ben¨ otigen stattdessen die Komponen-
ten der gj.
Zun¨ achst soll hier kurz auf die Implementierung des Unterteilungsalgorithmus eingegangen
werden, dann folgen einige Bemerkungen zu den implementierten Taylor-Verfahren.
Unterteilungsalgorithmus
Betrachte den Unterteilungsalgorithmus 3.2.1. Die vorgegebene Grundmenge Ω  Rd ist
in der Implementierung nun ein Rechteck im Rd, auch die Zell¨ uberdeckungen bestehen
aus Rechtecken. Die Rechtecke speichert man zweckm¨ aigerweise in bin¨ aren B¨ aumen, bei
denen die Wurzel ein Rechteck aus Q0 darstellt und deren Bl¨ atter den jeweiligen Status
des Rechtecks enthalten. Weitere Daten ¨ uber die Rechtecke m¨ ussen nicht gespeichert wer-
den, wenn man f¨ ur den Verfeinerungsschritt nach einem festen Schema vorgeht. F¨ ur die
verwendete Implementierung gilt z.B. f¨ ur den R2, da die Rechtecke im ersten Schritt in
x1-Richtung in zwei H¨ alften unterteilt werden, im zweiten Schritt dann in x2-Richtung,
im dritten wieder x1-Richtung usw. (dies ist gut zu erkennen in Abb. 5.5). Eine formale
Darstellung der Rechtecke im Rd und deren Unterteilung ndet man in [De/Ho 97, Section
5].
Die Zellen zu Zellen-Zustandsraumdiskretisierung b 
j
h l¨ at sich realisieren, indem man f¨ ur
jede Zelle einige Testpunkte ausw¨ ahlt, z.B. eine feste Anzahl auf jeder Seite des Rechtecks,
und auf diese Punkte ein N¨ aherungsverfahren f¨ ur Dierentialgleichungen anwendet. Der
Auswahlschritt gestaltet sich dann wie folgt: Erreicht man mit mindestens einem Testpunkt
die Menge Ω
j
pin, so ist der Status des Rechteckes auf pin zu setzen; erreicht man mit allen
Testpunkten Ω
j
in, so setzt man ihn auf in; erreicht man jedoch mit allen Testpunkten Ω
j
out,
erh¨ alt das Rechteck den Status out.
Es sei hier noch einmal darauf hingewiesen, da im Verfeinerungsschritt nur die Zellen aus
Ej+1 unterteilt werden m¨ ussen. Die Zellen aus Dj+1 und Cj+1 ¨ andern ihren Status nicht
mehr und k¨ onnen gegebenenfalls zusammengefat werden, vgl. die Abb. 5.7.
Die Anwendung des Unterteilungsalgorithmus wird in der Implementierung beendet, wenn
eine zuvor eingestellte maximale Zahl von Zellen ¨ uberschritten wird.
Taylor-Verfahren
Der C-Quellcode aller implementierten Taylor-Verfahren ndet sich in Anhang A. Hier nur
einige Bemerkungen zu den verschiedenen Verfahren:
Die Implementierung der Taylor-Verfahren selbst ist einfach, insbesondere f¨ ur konstante
Kontrollfunktionen, da die Kontrollintegrale sich dann zu sehr einfachen Ausdr¨ ucken zu-
sammenfassen lassen. Die beiden Verfahren aus den Beispielen 4.5.7 lassen sich im Fall von5.2. NUMERISCHE BEISPIELE 81
konstanter Kontrolle in einer prozeduralen Programmiersprache ohne weiteres umsetzen,
vgl. die Funktionen taylor1() und taylor2() aus dem Modul taylor.c.
Gleiches gilt im Prinzip auch f¨ ur die Taylor-Verfahren mit st¨ uckweise konstanter Kontrolle.
Nur die Berechnung der Werte der zugeh¨ origen Kontrollintegrale erfordert etwas zus¨ atzli-
chen Aufwand:
Vom Benutzer werden vor dem Start der Berechnungen die Kontrollwerte und die Anzahl
der Konstanzintervalle festgelegt. Zun¨ achst sind daraus alle m¨ oglichen Kontrollfunktionen
zu berechnen und zu speichern. Dies leistet die Funktion kontrollfunktionen() aus dem
Modul taylor utils.c. Hierbei ist zu beachten, da die Anzahl von Kontrollfunktionen
mit der Anzahl der Konstanzintervalle exponentiell w¨ achst, denn: Sei s die Anzahl der
Konstanzintervalle der Kontrollfunktionen und a die Anzahl der Kontrollwerte. Dann gibt
es as m¨ ogliche st¨ uckweise konstante Kontrollfunktionen!
Die Einfachintegrale lassen sich aus den Kontrollfunktionen sehr einfach berechnen. Es
m¨ ussen nur die Fl¨ achen einiger Rechtecke addiert werden, vgl. die Implementierung des
Euler-Verfahrens taylor1 stck konst() aus dem Modul taylor.c bzw. die Funktion
einfachintegral berechnen() aus dem Modul taylor utils.c.
Ist es bei den Einfachintegralen noch m¨ oglich, in jedem Schritt deren Wert erneut zu
berechnen, wie bei der Implementierung des Euler-Verfahrens, so ist dies f¨ ur die Doppelin-
tegrale nicht sinnvoll. Sie sollten vor dem Start des Unterteilungsalgorithmus berechnet
und abgespeichert werden, um dann immer wieder auf die vorhandenen Werte zur¨ uck-
greifen zu k¨ onnen. Wichtig ist hierbei, zu pr¨ ufen, ob die Bedingung (4.14) { sie lautet
hier  6 hN+2−l(a) = h2 {e r f ¨ ullt ist, damit die n¨ aherungsweise Berechnung der Inte-
grale nicht die Ordnung des Taylor-Verfahrens vermindert. Zu diesem Zweck kann P aus
Satz 4.6.1 vom Benutzer gew¨ ahlt werden. Da die Berechnung der Kontrollintegrale hier
auf sehr einfache Weise implementiert wurde, ist zus¨ atzlich darauf zu achten, da die An-
zahl der Konstanzintervalle P ohne Rest teilt. Ist die Bedingung an  erf¨ ullt, so kann
f¨ ur die Doppelintegrale der Satz 4.6.1 verwendet werden. Dies geschieht in der Funktion
doppelintegral berechnen() aus dem Modul taylor utils.c. Mit den nun bekannten
Doppelintegralen steht dann der Anwendung des Taylor-Verfahrens der Ordnung 2 nichts
mehr im Weg.
5.2 Numerische Beispiele
In diesem Abschnitt soll der Unterteilungsalgorithmus auf zwei Beispiele in der Ebene
angewendet werden, d.h. die Unbekannte der Dierentialgleichungen in diesem Abschnitt
ist x(t)=( x1(t);x 2(t))T 2 R2,d e rV e k t o rx =( x1;x 2)T beschreibt einen Zustand im
Zustandsraum R2. Bei beiden Beispielen handelt es sich um kontroll-ane Dierentialglei-
chungen, d.h. die Taylor-Verfahren aus Kapitel 4 k¨ onnen verwendet werden.
Das erste Beispiel ist von einfacher Gestalt, der schwache Einzugsbereich l¨ at sich theo-
retisch bestimmen. Daher ist es bei diesem Beispiel m¨ oglich, den durch die verschiedenen82 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
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Abbildung 5.1: Die verwendeten Polarkoordinaten: r = kxk, x1=r =c o s, x2=r =s i n
Taylor-Verfahren beeinﬂuten Fehler des Unterteilungsalgorithmus anzugeben und auszu-
werten. Dies soll dabei helfen, zu beurteilen, ob sich der Aufwand, der durch die Verwen-
dung eines Taylor-Verfahrens h¨ oherer Ordnung oder durch die Verwendung von st¨ uckweise
konstanten Kontrollfunktionen entsteht, lohnt im Vergleich zur Verwendung des Euler-
Verfahrens mit konstanter Kontrolle, bei dem der Aufwand vergleichsweise gering ist.
Das zweite Beispiel beschreibt eine chemische Reaktion, die durch K¨ uhlung gesteuert wird.
Bei diesem Beispiel sind die Einzugsbereiche theoretischen ¨ Uberlegungen nicht zug¨ anglich.
Der Einsatz des Unterteilungsalgorithmus ist also notwendig, wenn man mehr ¨ uber diese
die Reaktion charakterisierenden Mengen erfahren m¨ ochte.
Die jeweils angegebenen Laufzeiten in diesem Abschnitt wurden auf einem PC mit Intelr
Pentiumr 4 CPU 1700MHz, 512 MB Arbeitsspeicher und 520 MB Swap-Partition ermit-
telt. Bei dem verwendeten Betriebssystem handelt es sich um die Linux-Distribution Red-
Hat 9 (Shrike) mit dem Kernel 2.4.20-8, dem gcc-Compiler 3.2.2-5 und der glibc-2.3.2-11.9.
Einfaches Beispiel
Das einfache Beispiel wird durch die Gleichung
_ x(t)=

01
−10

x(t)+kx(t)k2 x(t) −

u1(t)
u2(t)

kx(t)k (5.1)
beschrieben.
Zur Erinnerung: kk stellt die Euklidische Norm dar, im R2 gilt also
kxk =
q
x2
1 + x2
2:
Zun¨ achst soll eine attrahierende Menge f¨ ur das einfache Beispiel (5.1) sowie deren Einzugs-
bereich theoretisch bestimmt werden.5.2. NUMERISCHE BEISPIELE 83
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Abbildung 5.2: Einige Trajektorien von (5.1) f¨ ur Anfangswertepaare innerhalb des Ein-
heitskreises und t 2 [0;2]
Das System (5.1) lautet in Polarkoordinaten
@
@t
r(t)=r(t)3 − r(t)u1(t)c o s(t) − r(t)u2(t)s i n(t);
@
@t
(t)=−1+u1(t)s i n(t) − u2(t)c o s(t);
vgl. z.B. [Au 97, Satz 5.2.1]. W¨ ahlt man nun Kontrollvektoren u(t)=( u1(t);u 2(t))T auf
dem Einheitskreis, also u1(t)=c o s(t), u2(t) = sin(t), so erh¨ alt man
@
@t
r(t)=r(t)3 − r(t)(cos 2 (t) + sin2 (t)) = r(t)3 − r(t);
@
@t
(t)=−1+c o s(t)s i n(t) − sin(t)c o s(t)=−1+s i n ( (t) − (t)) = −1:
Diese Gleichungen lassen sich leicht l¨ osen, f¨ ur r(t) kann man z.B. Maple verwenden. F¨ ur
r(0) = r0 und (0) = 0 gilt:
r(t)=
r0 p
r2
0 +e 2t(1− r2
0)
;
(t)=−t + 0:
Mit Hilfe dieser L¨ osungen sieht man, da die Trajektorien von (5.1) mit Anfangswerte-
paaren x0 innerhalb des Einheitskreises von den Kontrollfunktionen u1(t)=c o s (t) und84 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
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Abbildung 5.3: Einige Trajektorien von (5.1) f¨ ur Anfangswertepaare auerhalb des Ein-
heitskreises und t 2 [0;2]
u2(t) = sin(t) zum Ursprung gesteuert werden (vgl. Abb. 5.2). Trajektorien mit Anfangs-
wertepaaren auf dem Einheitskreis bleiben dort. Trajektorien mit Anfangswertepaaren au-
erhalb des Einheitskreises hingegen streben nach auen (vgl. Abb. 5.3). Diese Trajektorien
existieren allerdings nicht f¨ ur alle Zeiten! In der numerischen Simulation wird daher f¨ ur
jx1(t)j > 3o d e rjx2(t)j > 3 die Ableitung _ x(t)=0b z w .gj(t;x) = 0 gesetzt.
I n s g e s a m te r g i b ts i c h ,d a A = f0g eine schwach attrahierende Menge f¨ ur das System (5.1)
ist und D(A)=fx 2 R2 jkxk < 1g der zugeh¨ orige Einzugsbereich.
D(A) ist dynamisch robust nach Denition 2.3.3 mit der Lyapunov-Funktion
V (x)=

1 −k xk;x 2D (A);
0;x = 2D (A);
dem Robustheits-Ma γ1(r)=1r, 1 > 1, der Rate (r;t)=e −btr, wobei die Konstante
b die Bedingung V (x)kxk > (b+1=1)V (x)e r f ¨ ullen mu, der Robustheits-Umgebung B =
fx 2 R2 jkxk <= cgC f¨ ur ein passend gew¨ ahltes c mit 0 <c<1 und a = V (x)f ¨ ur x 2 @B.
Weiter ist D(A) schrumpfend invers γ2-robust stark vorw¨ artsinvariantnach Denition 2.1.5
f¨ ur γ2(r)=2r mit 2 > 1
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Aufgrund des Satzes 3.2.7 ist also zu erwarten, da sich der bei der Anwendung des Un-
terteilungsalgorithmus durch die Zustandsraumdiskretisierung entstehende Fehler entspre-
chend der Absch¨ atzung
h 
Ej+1;@D(A)

6 max

γ(");γ ("j)
	
+ h"j (5.2)
verh¨ altf¨ ur γ(r)=rmit >1. Es sei hier noch einmal daran erinnert, da h die Schrittwei-
te der Zeitdiskretisierung beschreibt, "j die Genauigkeit der Zustandsraumdiskretisierung
(d.h. der Durchmesser der Zellen ist 6 h"j) und " den inneren Fehler der Zustandsraumdis-
kretisierung. In [Gr 02, C.1] wurde der durch die Zustandsraumdiskretisierung entstehende
Fehler n¨ aher untersucht. Hier soll stattdessen der Einﬂu des durch die Zeitdiskretisierung
entstehenden Fehlers auf das Ergebnis des Unterteilungsalgorithmus festgestellt werden.
Der Fehler eines Taylor-Verfahrens der Ordnung N ist nach Satz 4.5.3 jeweils von der Ord-
nung N. In der Implementierung des Unterteilungsalgorithmus und der Taylor-Verfahren
¨ andern sich jedoch mit der Schrittweite auch die Kontrollfunktionen. Sie sind jeweils auf
dem Intervall [0;h] konstant oder st¨ uckweise konstant auf [0;h] mit der angegeben Anzahl
von Konstanzintervallen. Dies kann die Fehlerordnung zus¨ atzlich beeinﬂussen!
Um zu sehen, mit welcher Fehlerordnung die oben beschriebenen Taylor-Verfahren in den
Unterteilungsalgorithmus eingehen, wird dieser Algorithmus in Kombination mit den ver-
schiedenen Taylor-Verfahren angewendet, um den schwachen Einzugsbereich der Dierenti-
algleichung (5.1) zu berechnen. Dabei wird jeweils die Schrittweite h des Taylor-Verfahrens
variiert. Der entstehende Fehler wird hierbei gemessen als der Hausdorsche Abstand des
Einheitskreises von Ej+1.Z u s ¨ atzlich wird jeweils die mit dem Befehl time ermittelte Lauf-
zeit des Unterteilungsalgorithmusbis zum Erreichen des Stop-Kriteriums angegeben, um ei-
ne Aussage ¨ uber den durch die Taylor-Verfahren entstehenden Aufwand machen zu k¨ onnen.
Zuvor ist jedoch noch nachzuweisen, da es sich bei (5.1) tats¨ achlich um eine kontroll-ane
Dierentialgleichung handelt. Dies ergibt sich sofort aus folgender Darstellung von (5.1):
_ x(t)=g0(x(t)) + g1(x(t))u1(t)+g2(x(t))u2(t);
wobei
g0(x)=

x2 + kxk2x1
−x1 + kxk2x2

;
g1(x)=

−kxk
0

und g2(x)=

0
−kxk

:
Taylor-Verfahren k¨ onnen also zur N¨ aherung dieser Gleichung verwendet werden.
Aus dem oben gesagten ergibt sich, da es sinnvoll ist, einige Kontrollwerte auf dem Ein-
heitskreis zu w¨ ahlen. F¨ ur die f¨ ur diese Arbeit berechneten N¨ aherungen des schwachen Ein-
zugsbereiches des einfachen Beispiels wurden 10 Kontrollwerte verwendet, vgl. Abb. 5.4.
Als Grundmenge wurde Ω = [−2;2]2 gew¨ ahlt, die Zell¨ uberdeckung Q0 bestand aus 32 mal
32 Quadraten, die Testpunkte waren jeweils die 4 Ecken eines Quadrats, die Zielmenge S
war die Kreisﬂ¨ ache um den Ursprung mit Radius 0:25, also S = fx 2 R2 jkxk 6 0:25g.86 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
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Abbildung 5.4: Die verwendeten 10 Kontrollwerte u auf dem Einheitskreis
Die Zell¨ uberdeckung Q0 und die Zielmenge S sind in Abb. 5.7 dargestellt. Die maximale
Zahl von Zellen, bis zu der der Unterteilungsalgorithmus angewendet werden soll, wurde
auf 500000 gesetzt.
F¨ ur die hier angestrebte ¨ Uberpr¨ ufung der Fehlerordnung der Taylor-Verfahren, gen¨ ugen
f¨ ur die Taylor-Verfahren mit st¨ uckweise konstanter Kontrolle zwei Konstanzintervalle. F¨ ur
das Taylor-Verfahren der Ordnung 2 mu f¨ ur die Berechnung der Doppelintegrale die Be-
dingung  6 h2 erf¨ ullt sein. Bei der kleinsten verwendeten Schrittweite h =0 :4 gilt dies
f¨ ur P > 25. Da P auch durch die Anzahl 2 der Konstanzintervalle teilbar sein mu, ist
das kleinstm¨ ogliche P, das mit der Schrittweite h =0 :4 verwendet werden kann, 26. F¨ ur
die Erstellung der Fehlergraphen der Verfahren mit st¨ uckweise konstanter Kontrolle in
Abb. 5.8 wurden also 2 Konstanzintervalle verwendet, die f¨ ur das Taylor-Verfahren der
Ordnung 2 mit st¨ uckweise konstanter Kontrolle ben¨ otigten Doppelintegrale wurden mit
P = 26 berechnet. Sp¨ ater in diesem Abschnitt wird dann darauf eingegangen, in wie weit
sich der durch dieses Taylor-Verfahren entstehende Fehler durch die Verwendung von drei
oder mehr Konstanzintervallen verbessern l¨ at.
Die Abbildungen 5.5 und 5.6 zeigen jeweils die mit Hilfe des Euler-Verfahrens mit konstan-
ter Kontrolle berechnete Menge Ej+1 nach 0, 1, 2, 3, 4, 6, 8 und 20 Iterationen, also den
angen¨ aherten Rand des Einzugsbereiches des Systems (5.1). Abb. 5.7 zeigt die Zell¨ uber-
deckung Q0 mit der Zielmenge S und alle Zellen nach 20 Iterationen bei Verwendung5.2. NUMERISCHE BEISPIELE 87
des Euler-Verfahrens. Man beachte, da die Zellen deutlich innerhalb und auerhalb des
Einheitskreises nicht etwa verfeinert sondern zusammengefat wurden!88 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Abbildung 5.5: Der Rand des Einzugsbereiches des einfachen Beispiels berechnet mit Hilfe
des Euler-Verfahrens mit konstanter Kontrolle nach jeweils 0, 1, 2 und 3 Iterationen des
Unterteilungsalgorithmus5.2. NUMERISCHE BEISPIELE 89
Abbildung 5.6: Der Rand des Einzugsbereiches des einfachen Beispiels berechnet mit Hilfe
des Euler-Verfahrens mit konstanter Kontrolle nach jeweils 4, 6, 8 und 20 Iterationen des
Unterteilungsalgorithmus90 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Abbildung 5.7: Die Zell¨ uberdeckung Q0 mit der Zielmenge S (links) und alle Zellen nach
20 Iterationen des Unterteilungsalgorithmus (rechts)5.2. NUMERISCHE BEISPIELE 91
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Abbildung 5.8: Der Fehler des Unterteilungsalgorithmus bei der Berechnung des Einzugs-
bereiches des einfachen Beispiels abh¨ angig von der Schrittweite h der verwendeten Taylor-
Verfahren
Bei der Verwendung der anderen implementierten Taylor-Verfahren sieht man mit bloem
Auge keinen Unterschied zu diesem einfachen Euler-Verfahren. Daher nun zu den Abbil-
dungen 5.8 und 5.9: Dort ist zu erkennen, da f¨ ur dieses einfache Beispiel tats¨ achlich die
Euler-Verfahren in der Ordnung O(h) und die Taylor-Verfahren der Ordnung 2 in der Ord-
nung O(h2) in den Fehler des Unterteilungsalgorithmus eingehen. Man erh¨ alt sogar f¨ ur das
Euler-Verfahren mit konstanter und das mit st¨ uckweise konstanter Kontrolle hier jeweils
die exakt gleichen Werte f¨ ur den Fehler, auch wenn man mit einer ungeraden Zahl von
Kontrollwerten arbeitet, daher ndet sich in der Abb. 5.8 nur ein Fehlergraph f¨ ur beide
Euler-Verfahren. Der Aufwand f¨ ur das Euler-Verfahren mit st¨ uckweise konstanter Kontrol-
le ist nat¨ urlich wesentlich h¨ oher als f¨ ur jenes mit konstanter Kontrolle, vgl. Abb. 5.9. Daher
ist der Einsatz dieses Verfahrens f¨ ur dieses Beispiel nicht sinnvoll. Anders bei den Taylor-
Verfahren der Ordnung 2: Hier zeigt sich eine Verbesserung des Fehlers bei der Verwendung
des Verfahrens mit st¨ uckweise konstanter Kontrolle gegen¨ uber dem mit konstanter Kon-
trolle, diese Verbesserung wird allerdings mit einem deutlich h¨ oheren Aufwand bezahlt,
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Abbildung 5.9: Die Laufzeit des Unterteilungsalgorithmus abh¨ angig von h5.2. NUMERISCHE BEISPIELE 93
Konstanzintervalle
2( P = 26) 3 4
Iterationen time Z P Iterationen Z P Iterationen Z
h [min] [min] vor Abbruch [min] vor Abbruch [min]
0.3 22 12.7 13 6 19 155 4 12 68
0.25 22 14.9 15 6 19 183 4 12 131
0.2 22 30.3 33 6 18 172 { { {
0.15 21 17.9 18 9 18 578 { { {
0.1 20 20.8 23 12 17 485 { { {
0.09 20 23.7 24 12 17 736 { { {
0.08 19 19.3 20 { { { { { {
0.07 19 23.3 25 { { { { { {
0.06 19 28.3 30 { { { { { {
0.05 18 26.1 27 { { { { { {
0.04 18 36.2 38 { { { { { {
Tabelle 5.1: P, Anzahl der beendeten Iterationen und Laufzeit des Taylor-Verfahrens der
Ordnung 2 mit st¨ uckweise konstanter Kontrolle
Nun soll noch festgestellt werden, ob bei dem Taylor-Verfahren mit st¨ uckweise konstanter
Kontrolle eine weitere Verbesserung des Fehlers erreicht werden kann, wenn man die Anzahl
der Konstanzintervalle erh¨ oht.
Leider bricht das Programm zur Berechnung des Einzugsbereiches auf dem verwendeten
Rechner bei einer Anzahl von Konstanzintervallen > 3 ab, bevor das eingestellte Stop-
Kriterium erreicht ist, da die Kapazit¨ at des vorhandenen Arbeits- und Swapspeichers
¨ uberschritten wird (`out of memory'). Daher sind die Ergebnisse f¨ ur mehr als 2 Konstanz-
intervalle nicht direkt vergleichbar mit den mit 2 Konstanzintervallen gerechneten! Auch
kann so keine Angabe ¨ uber die Laufzeit mit Hilfe des Befehls time ermittelt werden. Als
Behelf zum Vergleich der Laufzeiten wird deshalb in Tabelle 5.1 und Abb. 5.11 die Zeitdif-
ferenz Z zwischen der Speicherung des Gitters nach 0 Iterationen und der Speicherung
des Gitters nach der letzten beeendeten Iteration angegeben. F¨ ur die Berechnungen mit 2
Konstanzintervallen stehen sowohl die mit time ermittelten Laufzeiten des Unterteilungs-
algorithmus aus Abb. 5.9 zur Verf¨ ugung { da dieser in diesem Fall bis zum Erreichen des
Stop-Kriteriums l¨ auft und regul¨ ar beendet wird { als auch die aus der Zeitdierenz Z
der Speicherungen der Gitter ermittelten Laufzeiten. In Tabelle 5.1 kann man anhand die-
ser Laufzeiten sehen, da der Behelf zur Laufzeit-Messung nahe genug an der tats¨ achlich
ben¨ otigten Rechenzeit liegt, um einen Vergleich zu erm¨ oglichen.
Weiter wird in dieser Tabelle das jeweils verwendete P angegeben. Es wurde f¨ ur mehr als
2 Konstanzintervalle jeweils das kleinstm¨ ogliche P verwendet, das die Bedingung  6 h2
erf¨ ullt und sich durch die Anzahl der Konstanzintervalle teilen l¨ at. Schlielich wird in
Tabelle 5.1 noch die jeweils vor dem Abbruch erreichte Anzahl von Iterationen angegeben.
Abb. 5.10 zeigt, da sich in Hinblick auf die erreichte Verbesserung des Fehlers des Un-
terteilungsalgorithmus der Einsatz des Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise
konstanter Kontrolle und der Verwendung von mehr als zwei Konstanzintervallen lohnt.
Betrachtet man allerdings Abb. 5.11 so sieht man, da der Aufwand bei dem Einsatz dieses94 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
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Abbildung 5.10: Der Fehler des Unterteilungsalgorithmus bei der Verwendung des Taylor-
Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle
Verfahrens enorm ist, besonders wenn man bedenkt, da f¨ ur 3 und 4 Konstanzintervalle
relativ wenig Iterationen durchgef¨ uhrt werden konnten.
In diesem Zusammenhang mu die Frage gestellt werden, wie der ben¨ otigte Aufwand ver-
ringert werden kann.
Der Unterteilungsalgorithmus eignet sich gut f¨ ur eine Parallelisierung. Man k¨ onnte daher
die Berechnungen in einem Cluster durchf¨ uhren und erhielte so deren Ergebnis zumindest
fr¨ uher. So k¨ onnten auch mehr Iterationen durchgef¨ uhrt werden, da mehr Arbeits- und
Swapspeicher zur Verf¨ ugung st¨ unde. Der ben¨ otigte Aufwand wird auf diese Weise jedoch
nicht vermindert sondern nur verteilt!
Sinnvoller w¨ are es daher, die Komplexit¨ at der Berechnungen zu verringern. Da die Anzahl
der Kontrollfunktionen mit der Verwendung von mehr Konstanzintervallen exponentiell
w¨ achst, w¨ are es vern¨ unftig nur einige dieser Kontrollfunktionen auszuw¨ ahlen { besonders
wenn man bedenkt, da je mehr Konstanzintervalle verwendet werden auch umso mehr
Kontrollfunktionen entstehen, die sich kaum unterscheiden. Durch eine gute Strategie zur
Auswahl der Kontrollfunktionen k¨ onnte also der Aufwand der Berechnungen verringert
werden, und es w¨ urden dadurch vermutlich keine groen Einbuen bei der Genauigkeit
dieser Berechnungen verursacht.5.2. NUMERISCHE BEISPIELE 95
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Abbildung 5.11: Die Laufzeit des Unterteilungsalgorithmus bei der Verwendung des Taylor-
Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle96 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
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Abbildung 5.12: Ein kleiner R¨ uhrkessel
Chemische Reaktion
Zum Abschlu dieser Arbeit soll nun ein Beispiel betrachtet werden, bei dem Einzugsbe-
reiche nicht durch theoretische ¨ Uberlegungen gefunden werden k¨ onnen. Bei einem solchen
Beispiel l¨ at sich der Einsatz von numerischen Verfahren nicht vermeiden, wenn man ge-
naueres ¨ uber dessen Einzugsbereiche in Erfahrung bringen m¨ ochte.
Es handelt sich bei dem Beispiel um den stetigen R¨ uhrkessel-Reaktor aus [Co/Kl 00,
Section 9.1], der eine exotherme chemische Reaktion modelliert, die durch K¨ uhlung ge-
steuert wird. Die rechte Seite dieser Reaktion ist gegeben durch die Funktionen
f1(x;u)=−x1 + B(1 − x2)e x1 − u(x1 − xc) und f2(x;u)=−x2 + (1 − x2)e x1;
das die Reaktion beschreibende System lautet also
_ x(t)=

−x1(t)+B(1 − x2(t))ex1(t) − u(t)(x1(t) − xc)
−x2(t)+ (1 − x2(t))ex1(t)

(5.3)
bzw. in der kontroll-anen Form
_ x(t)=g0(x(t))+ g1(x(t))u(t)
mit
g0(x)=−x + (1 − x2)e x1

B
1

und g1(x)=−

x1 − xc
0

:
Hierbei stellt x1(t) die Temperatur dar, x2(t) ist die Produktkonzentration,  und B sind
positive technische Konstanten, xc ist die Temperatur des K¨ uhlmittels, u(t) steuert dessen
Durchﬂurate, vgl. Abb. 5.12.5.2. NUMERISCHE BEISPIELE 97
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Abbildung 5.13: Angen¨ aherte Gleichgewichte und das Vektorfeld der chemischen Reaktion
f¨ ur  =0 :05, B = 10, xc = 1 und u =0 :9 (links) bzw. u =1 :0( r e c h t s )
Um die Grundmenge Ω und die Zielmenge S richtigw¨ a h l e nz uk ¨ onnen, ist es von Vorteil, die
Gleichgewichte x der chemischen Reaktion zu kennen. Durch das Aufl¨ osen von f2(x;u)=
0e r h ¨ alt man zun¨ achst
x
2 =
ex
1
1+ex
1
;
aus f1(x;u) = 0 ergibt sich dann, da x
1 folgende Gleichung l¨ osen mu:
−x
1 + B

1 −
ex
1
1+ex
1
ex
1

+ u(xc − x
1)=0 :
Die Abb. 5.13 zeigt drei durch numerische Berechnung angen¨ aherte Gleichgewichte der
chemischen Reaktion f¨ ur  =0 :05, B = 10, xc = 1 und u =0 :9b z w .u =1 :0s o w i ed a s
Vektorfeld der Reaktion.
Der schwache Einzugsbereich um das Gleichgewicht links unten soll nun gefunden werden.
Die Ergebnisse der N¨ aherung dieses Einzugsbereiches mit dem Unterteilungsalgorithmus
in Kombination mit verschiedenen Taylor-Verfahren ist auf den Abbildungen 5.14 bis 5.18
dargestellt.
F¨ ur diese N¨ aherungen wurden die Parameter wie folgt gew¨ ahlt:
F¨ ur die Kontrollwerte 0:9 und 1:0 gibt es Gleichgewichte, also ist es sinnvoll Kontrollwerte
im Intervall [0:9;1:0] zu verwenden; hier waren es jeweils 21 Kontrollwerte. Die Grund-
menge Ω soll den Einzugsbereich enthalten, es wurde das Rechteck [1:22842;1:2691] 
[0:145004;0:152039] gew¨ ahlt, die Zell¨ uberdeckung Q0 von Ω bestand jeweils aus 64 mal 64
Rechtecken. Wie bei dem einfachen Beispiel wurden auch hier 4 Punkte pro Zelle (Ecken
der Rechtecke) getestet. Die Zielmenge S soll eine Umgebung eines der Gleichgewichte sein.98 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Verfahren Kontrolle Laufzeit [min]
Euler konstant 3.7
Euler st¨ uckweise konstant 66.5
(2 Konstanzintervalle)
Taylor Ordnung 2 konstant 4.0
Taylor Ordnung 2 st¨ uckweise konstant 71.3
(2 Konstanzintervalle, P = 10)
Tabelle 5.2: Laufzeit des Unterteilungsalgorithmus bei der Verwendung verschiedener
Taylor-Verfahren
F¨ ur u =1 :0 ist das linke untere Gleichgewicht ungef¨ ahr der Punkt (1:24;0:15)T. S wurde
als Kreis mit Radius 0:000922 um den Punkt (1:24876;0:148508)T gew¨ ahlt. Das linke un-
tere Gleichgewicht ist also in S enthalten. Die maximale Zahl von Zellen, bis zu der der
Algorithmus angewendet werden soll, wurde auf 300000 gesetzt. Als Schrittweite h f¨ ur die
verschiedenen Taylor-Verfahren wurde jeweils h =0 :1 verwendet.
Nun einige Erl¨ auterungen zu den folgenden Abbildungen 5.14 bis 5.18:
Die beiden Abbildungen 5.14 und 5.15 zeigen die Menge Ej+1 berechnet mit Hilfe des
Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle mit 2 Konstanzin-
tervallen und P = 10 nach jeweils 0, 1, 2, 4, 6 und 13 Iterationen des Unterteilungsalgo-
rithmus.
Auf Abb. 5.16 ist die Zell¨ uberdeckung Q0 mit der Zielmenge S zu sehen und alle Zellen
nach 13 Iterationen des Algorithmus bei Verwendung desselben Taylor-Verfahrens wie bei
den beiden vorhergehenden Abbildungen. Wie bei dem einfachen Beispiel ist hier gut zu
erkennen, da Zellen, die nicht weiter verfeinert werden muten, zusammengefat wurden.
Abb. 5.17 zeigt die N¨ aherung Ej+1 des Randes des schwachen Einzugsbereiches der che-
mischen Reaktion berechnet mit Hilfe verschiedener Taylor-Verfahren:
Links oben mit dem Euler-Verfahren mit konstanter Kontrolle, rechts oben mit dem Taylor-
Verfahren der Ordnung 2 mit konstanter Kontrolle und unten mit dem Taylor-Verfahren
der Ordnung 2 mit st¨ uckweise konstanter Kontrolle mit 2 Konstanzintervallen und P = 10.
Je besser das gew¨ ahlte Verfahren in Abb. 5.17, desto h¨ oher liegt der Einzugsbereich. Da
dies schwer zu erkennen ist, sind in Abb. 5.17 einige Hilfslinien eingezeichnet und die 3
Einzugsbereiche in Abb. 5.18 noch einmal gemeinsam dargestellt.
Wie schon beim einfachen Beispiel macht es hier keinen Unterschied, ob man ein Euler-
Verfahren mit konstanter oder st¨ uckweise konstanter Kontrolle verwendet, oder zumindest
l¨ at sich an der graphischen Darstellung kein Unterschied erkennen. Wegen des wesentlich
h¨ oheren Aufwandes ist also vom Einsatz des Euler-Verfahrens mit st¨ uckweise konstanter
Kontrolle abzuraten.
Mit allen Verfahren wurden jeweils 13 Iterationen bis zum Erreichen des Stop-Kriteriums
durchgef¨ uhrt. In Tabelle 5.2 sind die dabei mit Hilfe des Befehls time gemessenen Laufzei-
ten des Unterteilungsalgorithmus in Kombination mit den verschiedenen Taylor-Verfahren
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An den Abbildungen 5.18 und 5.17 sieht man, da es f¨ ur einen ¨ Uberblick ¨ uber Aussehen
und Lage des gesuchten Einzugsbereiches ausreichend ist, eines der beiden Verfahren mit
konstanter Kontrolle, bei denen der Aufwand vergleichsweise gering ist, zu verwenden.
Kommt es jedoch darauf an, den gesuchten Einzugsbereich m¨ oglichst genau darzustellen,
lohnt sich der der h¨ ohere Aufwand f¨ ur das Taylor-Verfahren der Ordnung 2 mit st¨ uckweise
konstanter Kontrolle durchaus. Der mit Hilfe dieses Verfahrens berechnete Einzugsbereich
ist deutlich verschoben gegen¨ uber den Einzugsbereichen, die unter Verwendung der beiden
einfacheren Verfahren berechnet wurden.100 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Abbildung 5.14: Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit
Hilfe des Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle mit 2 Kon-
stanzintervallen und P = 10 nach jeweils 0, 1, 2 und 4 Iterationen des Unterteilungsalgo-
rithmus5.2. NUMERISCHE BEISPIELE 101
Abbildung 5.15: Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit
Hilfe des Taylor-Verfahrens der Ordnung 2 mit st¨ uckweise konstanter Kontrolle mit 2 Kon-
stanzintervallen und P = 10 nach jeweils 6 und 13 Iterationen des Unterteilungsalgorithmus
Abbildung 5.16: Die Zell¨ uberdeckung Q0 mit der Zielmenge S (links) und alle Zellen nach
13 Iterationen des Unterteilungsalgorithmus (rechts)102 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Abbildung 5.17: Der Rand des Einzugsbereiches der chemischen Reaktion berechnet mit
Hilfe verschiedener Taylor-Verfahren5.2. NUMERISCHE BEISPIELE 103
Abbildung 5.18: Die drei Einzugsbereiche aus der vorhergehenden Abb. 5.17104 KAPITEL 5. IMPLEMENTIERUNG UND NUMERISCHE BEISPIELE
Diskussion der Ergebnisse
Die Frage, ob das Ergebnis des Unterteilungsalgorithmus mit einem Verfahren h¨ oherer
Ordnung verbessert werden kann, kann f¨ ur ausreichend kleine Schrittweiten h eindeutig mit
"Ja\ beantwortet werden. Da der Aufwand f¨ ur das Taylor-Verfahren der Ordnung 2 mit
konstanter Kontrolle nur geringf¨ ugig gr¨ oer als der f¨ ur das Euler-Verfahren mit konstanter
Kontrolle ist, kann die Verwendung dieses Verfahrens f¨ ur h klein genug mit gutem Gewissen
empfohlen werden.
Anders sieht es bei der Verwendung von st¨ uckweise konstanten Kontrollen aus. Das Euler-
Verfahren mit st¨ uckweise konstanter Kontrolle hat bei den beiden hier verwendeten Bei-
spielen nicht einmal unterschiedliche Ergebnisse als das Euler-Verfahren mit konstanter
Kontrolle bewirkt. Der Aufwand dieses Verfahrens ist im Vergleich mit dem des Euler-
Verfahrens mit konstanter Kontrolle jedoch enorm. Auerdem kann das Ergebnis dieses
Verfahrens auch durch das Euler-Verfahren mit konstanter Kontrolle simuliert werden,
wenn man f¨ ur jenes mehr Kontrollen verwendet. Das Euler-Verfahren mit st¨ uckweise kon-
stanter Kontrolle sollte daher nur zu Referenzzwecken eingesetzt werden.
Das Taylor-Verfahren der Ordnung 2 mit st¨ uckweise konstanter Kontrolle bewirkt im Ver-
gleich zu den Verfahren mit konstanter Kontrolle eine Verbesserung, die umso gr¨ oer ist, je
mehr Konstanzintervalle verwendet werden. Da jedoch mit der Anzahl der Konstanzinter-
valle die Anzahl der Kontrollfunktionen und damit der Aufwand exponentiell steigt, sind
die Anwendungsm¨ oglichkeiten beschr¨ ankt. Die mit Hilfe des Taylor-Verfahrens der Ord-
nung 2 mit st¨ uckweise konstanter Kontrolle trotz vorzeitigem Abbruch der Berechnungen
schon erreichte Verbesserung l¨ at es w¨ unschenswert erscheinen, dieses Verfahren in Bezug
auf den Aufwand zu optimieren, z.B. durch eine geeignete Strategie zur Auswahl einiger
Kontrollfunktionen.Anhang A
Quellcode der Taylor-Verfahren
Der Vollst¨ andigkeit halber kann man in diesem Anhang den in C geschriebenen Quell-
code der implementierten Taylor-Verfahren nachlesen. Die Routinen zur N¨ aherung von
Trajektorien mit Taylor-Verfahren nden sich im Modul taylor.c (Abschnitt A.3). F¨ ur
diese N¨ aherung ben¨ otigte Hilfsfunktionen wie die Berechnung der Doppelintegrale oder des
gr¨ oten gemeinsamen Teilers, sind im Modul taylor utils.c (Abschnitt A.4) enthalten.
Diese beiden Module sind vollst¨ andig abgedruckt.
Der Auszug aus dem Modul globvar.c im folgenden Abschnitt A.1 enth¨ alt die genutzten
globalen Variablen, der Ausschnitt aus der Header-Datei defs.h (Abschnitt A.2) einige
Pr¨ aprozessor-Anweisungen.
A.1 Globale Variablen { Modul globvar.c
int anz_kont_intervalle;
/* Anzahl der Intervalle, auf denen die Kontrollfunktion konstant ist. */
int anz_kont_fkten;
/* Anzahl der stueckweise konstanten Kontrollfunktionen */
real ***u_s;
/* das Feld der Kontrollfunktionen,
u_s[dim_control=anz_fs-1][anz_kont_fkten][anz_kont_intervalle],
anz_fs: Anzahl Summanden des affin kontrollierten Systems */
real ***einfachintegral;
/* Einfachintegral fuer taylor2_stck_konst,
einfachintegral[schritte][anz_kont_fkten][anz_fs] */
real ****doppelintegral;
/* Doppelintegral fuer taylor2_stck_konst,
doppelintegral[schritte][anz_kont_fkten][anz_fs][anz_fs] */
int new_max_control;
/* Ersatz fuer globale Variable max_control, die anders genutzt wird,
wenn ein Verfahren mit stueckweise konstanter Kontrolle gewaehlt wurde. */
int schritte;
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A.2 Pr¨ aprozessor-Anweisungen { Header-Datei defs.h
#define FOR( var, start, end ) \
for( (var) = (start); (var) < (end); (var)++ )
#define DOALLOC( nitems, type ) \
( (type*) malloc( (size_t) (nitems)*sizeof( type ) ) )
#define UNALLOC( ptr ) \
free( (void*) (ptr) )
A.3 Taylor-Verfahren { Modul taylor.c
/* Dateiname: taylor.c
von: Christine
enthaelt: - taylor1(...) - Taylor1-Verfahren fuer affin kontrollierte Systeme
(Kontrolle konstant, identisch mit Euler-Verfahren
aus euler.c)
- taylor2(...) - Taylor2-Verfahren fuer affin kontrollierte Systeme
(Kontrolle konstant)
- taylor1_stck_konst(...) - Taylor1-Verfahren fuer affin kontrollierte
Systeme (Kontrolle stueckweise konstant)
- taylor2_stck_konst(...) - Taylor2-Verfahren fuer affin kontrollierte
Systeme (Kontrolle stueckweise konstant)
Aufruf in: equation.c
zuletzt geaendert: 17.05.2003 */
#include <math.h>
#include <stdio.h>
#include "defs.h"
#include "headers.h"
extern int in_grid(qgrid*, real *);
extern qgrid *wgp;
/* Fuer stueckweise konstante Kontrolle benoetigte Variablen: */
extern real ***u_s, ***einfachintegral, ****doppelintegral;
extern int new_max_control, anz_kont_intervalle, anz_kont_fkten;
/* Wir betrachten die affin kontrollierte Differentialgleichung:
dx/dt = f(0)(t,x) + summe( f(j)(t,x)*u(j-1)(t), j=1..m) (*)
Allerdings nur den autonomen Fall, also f(j)(t,x) = f(j)(x). */
void taylor1(real x[], int dim, real h, int schritte, int anz_fs, RHSAC fs, real ctrl[],
int *outgrid) {
/* taylor1() implemetiert das Euler-Verfahren fuer die Gleichung (*), es lautet:
X_neu[k] = X_alt[k] + f(0)[k](X_alt)*h + summe( f(j)[k](X_alt)*Integral(j), j=1..m )
mit Integral(j) = integral( u(j-1)(t) ds, ds=t_alt..t_neu),
da u(j-1)(t) = u(j-1) = konstant und t_neu-t_alt = h gilt:
Integral(j) = h * u(j-1)
Eingabe: x[] - Vektor X_alt
dim - Dimension der Gleichung
h - Schrittweite
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anz_fs - Anzahl der Summanden des affin kontrollierten Systems (m)
fs - die f(j)
crtl[] - Kontrollvektor u
*outgrid - gibt an, ob das Ergebnis X_neu im Gitter liegt
Ausgabe: x[] - Vektor X_neu */
int j, k, l, again;
real f_ergebnis[anz_fs][dim];
FOR(l,0,schritte) {
FOR(j,0,anz_fs) { /* Funktionswerte berechnen */
(*fs)(j,x,f_ergebnis[j]);
}
FOR (k,0,dim) { /* Euler-Verfahren anwenden */
x[k]=x[k]+h*f_ergebnis[0][k];
FOR(j,1,anz_fs) {
x[k]=x[k]+f_ergebnis[j][k]*h*ctrl[j-1];
}
}
if (outgrid!=NULL)
if (!in_grid(wgp, x)) {
*outgrid=1;
}
}
}
void taylor2(real x[], int dim, real h, int schritte, int anz_fs, RHSAC fs, real ctrl[],
int *outgrid) {
/* taylor2() implemetiert ein Taylor-Verfahren ohne Ableitungen fuer die Gleichung (*),
es lautet:
X_neu[k] = X_alt[k] + (1/2) * f(0)[k](X_alt) * h
+ summe( f(j)[k](X_alt)*Integral(j), j=1..m )
+ (1/2) * f(0)[k]( X_alt+f(0)(X_alt)*h ) * h
+ (1/h) * summe( ( f(i)[k]( X_alt + f(j)(X_alt)*h ) - f(i)[k](X_alt) )*Integral(i,j),
i,j=0..m, i+j!=0)
mit Integral(j) = h * u_shift(j) und
Integral(i,j) = (1/2)*h^2*u_shift(i)*u_shift(j)
Eingabe: x[] - Vektor X_alt
dim - Dimension der Gleichung
h - Schrittweite
schritte - Anzahl der Schritte
anz_fs - Anzahl der Summanden des affin kontrollierten Systems (m)
fs - die f(j)
crtl[] - Kontrollvektor u, u_shift = [1,u[0],u[1], ..., u[m]]
*outgrid - gibt an, ob das Ergebnis X_neu im Gitter liegt108 ANHANG A. QUELLCODE DER TAYLOR-VERFAHREN
Ausgabe: x[] - Vektor X_neu */
int i, j, k, l;
real f_ergebnis[anz_fs][dim];
real stelle[anz_fs][dim];
real f_erg_stelle[dim];
real shift_ctrl[anz_fs];
shift_ctrl[0] = 1.0; /* u_shift: Ergaenzung des Kontrollvektors um u(0)=1 */
FOR(j,1,anz_fs) { /* Kontrollwerte aus u eintragen */
shift_ctrl[j] = ctrl[j-1];
}
FOR(l,0,schritte) {
FOR(j,0,anz_fs) {
(*fs)(j,x,f_ergebnis[j]); /* Funktionswerte an Stelle X_alt berechnen */
FOR(k,0,dim) { /* Stellen, an denen die f(j) ausgewertet werden sollen, berechnen */
stelle[j][k] = x[k]+h*f_ergebnis[j][k];
}
}
fs(0,stelle[0],f_erg_stelle); /* f(0) auf Stelle(0) anwenden */
FOR (k,0,dim) { /* 'einfache Summanden' des Taylor-2-Verfahrens */
x[k] = x[k]+h*(f_ergebnis[0][k] + f_erg_stelle[k]) / 2.0;
FOR(j,1,anz_fs) {
x[k] = x[k] + h*f_ergebnis[j][k]*shift_ctrl[j];
}
}
FOR(j,0,anz_fs) { /* die Doppelsumme des Taylor-2-Verfahrens */
FOR(i,0,anz_fs) {
if (i+j!=0) {
fs(i,stelle[j],f_erg_stelle); /* f(i) auf Stelle(j) anwenden */
FOR(k,0,dim) {
x[k] = x[k] + h*(f_erg_stelle[k]-f_ergebnis[i][k])*shift_ctrl[i]*shift_ctrl[j]/2.0;
}
}
}
}
if (outgrid!=NULL)
if (!in_grid(wgp, x)) {
*outgrid=1;
}
}
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void taylor1_stck_konst(real x[], int dim, real h, int schritte, int anz_fs,
RHSAC fs, int ctrl_nr, int *outgrid) {
/* Wie taylor1, aber mit stueckweise konstanten Kontrollfunktionen.
Integral(j) wird hier als Summe von Rechteckflaechen berechnet.
Eingabe: ctrl_nr - Nummer der stueckweise konstanten Kontrollfunktion.
Die Kontrollfunktionen sind gespeichert in der globalen Variable ***u_s,
ctrl_nr ist der zweite Index dieses Feldes, der erste ist die Nummer
des Summanden des affin kontrollierten Systems, der dritte ist
die Nummer des zu benutzenden Kontrollwertes. */
int i, j, k, l;
real f_ergebnis[anz_fs][dim];
real integral = 0.0; /* das Kontrollintegral Integral(j) */
/* Zur Berechnung des Kontrollintegrals:
nr=2 ------
nr=1 ------ -------
nr=0 ------ ------ -------
minibreite
_/\_
/\
___ _ _ __|____|____|____|____|____|____|___ _ _ _ ___________
||| | |
0 l*h stelle (l+1)*h schritte*h
| | = l*h+i*minibreite | |
|| | |
l=0 i=0 i=P-1 l=schritte-1 */
real stelle; /* Dort befinden wir uns im Intervall schritte*h gerade. */
int minischritte = anz_kont_intervalle*schritte/ggt(anz_kont_intervalle,schritte);
/* Soviele Schritte muessen insgesamt im Intervall schritte*h
gemacht werden, um die Kontrollintegrale zu berechnen. */
int P = minischritte/schritte;
/* Soviele Schritte davon werden in jedem Schritt der Laenge h gemacht, i=0..P-1. */
real minibreite = schritte*h/minischritte; /* So breit ist ein Schritt zur Berechnung des
Kontrollintegrals (schritte*h=Gesamtbreite) */
int nr; /* Nummer des zu benutzenden Kontrollwertes, der dritte Index von ***u_s */
FOR(l,0,schritte) {
FOR(j,0,anz_fs) { /* Funktionswerte berechnen */
(*fs)(j,x,f_ergebnis[j]);
}
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FOR(k,0,dim) {
x[k]=x[k]+h*f_ergebnis[0][k];
}
FOR(j,1,anz_fs) {
integral=0.0;
FOR(i,0,P) { /* Kontrollintegral */
stelle = l*h+i*minibreite;
nr = (int) ( ( stelle/ (schritte*h) )/anz_kont_intervalle );
/* aktuelle Stelle durch Breite eines Intervalls, auf dem die Kontrolle konstant ist. */
integral += u_s[j-1][ctrl_nr][nr]*minibreite;
/* Wert im Intervall * Breite des Intervalls */
}
FOR(k,0,dim) {
x[k]=x[k]+f_ergebnis[j][k]*integral;
}
}
if (outgrid!=NULL)
if (!in_grid(wgp, x)) {
*outgrid=1;
}
}
}
void taylor2_stck_konst(real x[], int dim, real h, int schritte, int anz_fs,
RHSAC fs, int ctrl_nr, int *outgrid) {
/* Wie taylor2, aber mit stueckweise konstanten Kontrollfunktionen,
vgl. taylor1_stck_konst */
int i, j, k, l;
real f_ergebnis[anz_fs][dim];
real stelle_arr[anz_fs][dim];
real f_erg_stelle[dim];
real integral = 0.0, stelle;
int nr;
FOR(l,0,schritte) {
FOR(j,0,anz_fs) {
(*fs)(j,x,f_ergebnis[j]); /* Funktionswerte an Stelle X_alt berechnen */
FOR(k,0,dim) { /* Stellen, an denen die f(j) ausgewertet werden sollen, berechnen */
stelle_arr[j][k] = x[k]+h*f_ergebnis[j][k];
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}
fs(0,stelle_arr[0],f_erg_stelle); /* f(0) auf Stelle(0) anwenden */
/* 'einfache Summanden' des Taylor-2-Verfahrens */
FOR(k,0,dim) {
x[k] = x[k] + h * (f_ergebnis[0][k] + f_erg_stelle[k]) / 2.0;
}
FOR(j,1,anz_fs) {
FOR(k,0,dim) {
x[k] = x[k] + f_ergebnis[j][k]*einfachintegral[l][ctrl_nr][j];
}
}
FOR(j,0,anz_fs) { /* die Doppelsumme des Taylor-2-Verfahrens */
FOR(i,0,anz_fs) {
if (i+j!=0) {
fs(i,stelle_arr[j],f_erg_stelle); /* f(i) auf Stelle(j) anwenden */
FOR(k,0,dim) {
x[k] = x[k] +(f_erg_stelle[k]-f_ergebnis[i][k])*doppelintegral[l][ctrl_nr][j][i]/h;
}
}
}
}
if (outgrid!=NULL)
if (!in_grid(wgp, x)) {
*outgrid=1;
}
}
}
A.4 Hilfsfunktionen { Modul taylor utils.c
/* Dateiname: taylor_utils.c
von: Christine
enthaelt: einige Hilfsfunktionen fuer taylor.c
Aufruf in: taylor.c
zuletzt geaendert: 02.03.2003 */
#include <math.h>
#include "defs.h"
#include "headers.h"
extern real ***u_s;112 ANHANG A. QUELLCODE DER TAYLOR-VERFAHREN
extern int anz_kont_intervalle, schritte;
void einfachintegral_berechnen(int anz_fs, int l, int ctrl_nr, int P, real minibreite,
real h, real einfachintegral[]) {
/* Diese Funktion berechnet eine Zeile des Einfachintegralfelds, Parameter:
anz_fs: Anzahl Summanden der DG
l: Nr. des aktuellen Schritts im Intervall (globale Variable schritte = Anz. schritte)
ctrl_nr: Nr. einer Kontrollfunktion
P, minibreite: vgl. taylor.c
h: Schrittweite des Verfahrens
doppelintegral: Platz fuer's Ergebnis */
int j, i, nr;
real stelle;
FOR(j,1,anz_fs) {
einfachintegral[j] = 0.0;
/* Einfach-Integral */
FOR(i,0,P) {
stelle = l*h+i*minibreite;
nr = (int) ( ( stelle/(schritte*h) )/anz_kont_intervalle );
/* aktuelle Stelle durch Breite eines Intervalls,
auf dem die Kontrolle konstant ist. */
einfachintegral[j] += u_s[j-1][ctrl_nr][nr]*minibreite;
/* Wert im Intervall * Breite des Intervalls */
}
}
}
void doppelintegral_berechnen(int j, int anz_fs, int l, int ctrl_nr, int P, real minibreite,
real h, real doppelintegral[]) {
/* Diese Funktion berechnet eine Zeile der Doppelintegralfelds, Parameter:
j: Nr. eines Summanden der DG (lokale Variable i auch!)
anz_fs: Anzahl Summanden der DG
l: Nr. des aktuellen Schritts im Intervall (globale Variable schritte = Anz. schritte)
ctrl_nr: Nr. einer Kontrollfunktion
P, minibreite: vgl. taylor.c
h: Schrittweite des Verfahrens
doppelintegral: Platz fuer's Ergebnis */
real *ui, *uj; /* Kontrollfunktionen, werden aus ***u_s herauskopiert */
int i, k1, k2, nr_k1, nr_k2; /* vgl. taylor.c */
real stelle_k1, stelle_k2; /* vgl. taylor.c */
ui=DOALLOC(anz_kont_intervalle,real);
uj=DOALLOC(anz_kont_intervalle,real);
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if ((i+j)!=0) {
doppelintegral[i]=0.0;
if (i==0 && j!=0) {
eins(ui,anz_kont_intervalle);
arraycopy(u_s[j-1][ctrl_nr], uj, anz_kont_intervalle);
} else if (j==0 && i!=0) {
eins(uj,anz_kont_intervalle);
arraycopy(u_s[i-1][ctrl_nr], ui, anz_kont_intervalle);
} else {
arraycopy(u_s[i-1][ctrl_nr], ui, anz_kont_intervalle);
arraycopy(u_s[j-1][ctrl_nr], uj, anz_kont_intervalle);
}
/* Doppelintegral, vgl. Satz 4.6.1 */
FOR(k2,0,P) {
FOR(k1,0,k2+1) { /* <=> for(k1=0..k2) */
stelle_k1 = l*h+k1*minibreite;
stelle_k2 = l*h+k2*minibreite;
nr_k1 = (int) ( ( stelle_k1/(schritte*h) )/anz_kont_intervalle );
nr_k2 = (int) ( ( stelle_k2/(schritte*h) )/anz_kont_intervalle );
doppelintegral[i]+=ui[nr_k1]*uj[nr_k2]*pow(minibreite,2.0);
}
}
}
}
UNALLOC(ui);
UNALLOC(uj);
}
void kontrollfunktion(int i,int s,int a,real kontrollwerte[],real u[]) {
/* Belegt u mit der zu i gehoerenden stueckweise konstanten Funktion.
s: Anzahl Teilintervalle, a: Anzahl Kontrollwerte, kontrollwerte: die Kontrollwerte,
u: die Werte der stueckweise konstanten Funktion (Rueckgabe) */
/* Es gibt a^s moegliche i's, denn wir wollen alle Variationen der Kontrollwerte (mit Wiederholungen). */
/* Die Reihenfolge der Kontrollfunktionen ist so aehnlich wie in einer Tabelle von Wahrheitswerten,
nur dass es mehr als zwei Werte gibt, also z. B. fuer s=2, a=3, Kontrollintervall [0,2]:
00
01
02
10
11
12
20
21
22* /
extern int anz_kont_fkten; /* = pow(a,s); */
/* So viele Kontrollfunktionen erhaelt man aus a Kontrollwerten und s Intervallstuecken*/114 ANHANG A. QUELLCODE DER TAYLOR-VERFAHREN
int j=0; /* Spalte der Tabelle */
FOR(j,0,s) {
u[j] = kontrollwerte[((i / ((int)(anz_kont_fkten/pow(a,j+1)))) % a)];
}
}
void eins(real *u, int s) {
int j;
FOR(j,0,s) { /* Die Einskontrollfunktion fuellen. */
u[j]=1.0;
}
}
void arraycopy(real *quelle, real *ziel, int dim) {
int j;
FOR(j,0,dim) {
ziel[j]=quelle[j];
}
}
int ggt(int zahl1,int zahl2) {
/* Berechnet ggT von zahl1 und zahl2 nach Euklidischem Algorithmus. */
int kleiner, groesser, rest;
if( zahl1 <= zahl2 ) {
kleiner = zahl1;
groesser = zahl2;
} else {
kleiner = zahl2;
groesser = zahl1;
}
rest = (groesser % kleiner);
while(rest > 0) {
groesser = kleiner;
kleiner = rest;
rest = (groesser % kleiner);
}
return(kleiner);
}Notation
Kapitel 1: Vorbereitungen und Voraussetzungen
Abschnitt 1.1: Die dynamischen Systeme
t Zeit t 2 R+
0
xx 2 Rd Zustand im Zustandsraum Rd
oder x: R+
0 ! Rd Unbekannte der Dierentialgleichungen
x0 Anfangswert x(0) 2 Rd
UU  Rm kompakte Menge von Eingangswerten
UU := fu: R+
0 ! U ju mebarg Menge der Eingangsfunktionen
uu 2 U Eingangswert oder u 2UEingangsfunktion (St¨ orung oder Kontrolle)
&s Verkettung zweier Eingangsfunktionen am Zeitpunkt s
U(B) U(B) := f u: B  R+
0 ! U j  u(x0;) 2U 8x0 2 Bg
Menge der von Anfangswerten aus B abh¨ angigen Eingangsfunktionen
WW  Rn Menge von St¨ orwerten
WW := fw: R+
0 ! W jw mebar und lokal wesentlich beschr¨ anktg
Menge der St¨ orfunktionen
ww 2 W St¨ orwert oder w 2WSt¨ orfunktion
PP  P , Menge nichtvorausschauender Strategien,
abgeschlossen bez¨ uglich Verschiebungen
p[u] p: U!Wnichtvorausschauende Funktion, p[u] 2 W St¨ orfunktion
f0 f0: Rd  U ! Rd rechte Seite der Dierentialgleichung (1.1)
ff : Rd  U  W ! Rd rechte Seite der gest¨ orten Dierentialgleichungen (1.2) und (1.3)
'' (t;x0;u;
w
p[u])L ¨ osung der Dierentialgleichungen (1.1)
_ x(t)=f0(x(t);u(t));x (0) = x0
bzw. (1.2) und (1.3)
_ x(t)=f(x(t);u(t);
w(t)
p[u](t));x (0) = x0
115116 NOTATION
hh > 0 Zeitschritt
'h 'h(x;u) := '(h;x;u;0) Zeit-h-Abbildung der Dierentialgleichung (1.1)
0
h 0
h: Rd U!Rd rechte Seite des zeitdiskreten System (1.11)
h h: Rd UW!Rd rechte Seite der gest¨ orten zeitdiskreten Systeme (1.12) und (1.13)
h h(t;x0;u;
w
p[u]) Trajektorie der zeitdiskreten Systeme (1.12) und (1.13)
x(t + h)=h(x(t);u(t+ );
w(t+)
p[u](t+))
Ψ ' oder h
TR oder hZ
Abschnitt 1.2: Normen, Mengen, Abst¨ ande und Vergleichsfunktionen
kk Euklidische Norm auf Rd
kk1 L1-Norm auf U bzw. W
kk[a;b] Einschr¨ ankung der L1-Norm auf Intervalle
AC Komplement einer Menge A
cl A Abschlu
int A Inneres
@A Rand
Pot(A) Potenzmenge
d(x;D) Punkt-Mengen-Abstand
h(C;D) Hausdorscher Semiabstand
h(C;D) Hausdorabstand
B(r;D) Kugel um D
K, K1, L, KL, KLD Klassen von Vergleichsfunktionen
Kapitel 2: Attrahierende Mengen und Einzugsbereiche
Abschnitt 2.1: Starke dynamische Konzepte
W W = fw 2Wjk wk1 6 g
Ψ(t;x0)Ψ (t;x0)=
S
u2U;w2W Ψ(t;x0;u;w)
Ψ(t;B)Ψ (t;B)=
S
x02B Ψ(t;x0)f ¨ ur eine Menge B
R(B) R(B)=
S
>0;t>0 Ψ(t;B)
Ψ(t)(t;x0)Ψ (t)(t;x0)=fΨ(t;x0;u;w)ju 2U;w2W; kw(t)k 6 (t)f ¨ ur fast alle t>0g
Ψ(t)(t;B)
S
x02B Ψ(t)(t;x0)f ¨ ur eine Menge BNOTATION 117
(w;t), 0(w;t), h(w;t) vgl. Denition 2.1.6 von sISDS
Abschnitt 2.2: Schwache dynamische Konzepte
P P=fp 2Pjk p[u]k1 6  f¨ ur alle u 2Ug
T Menge aller streng aufsteigenden Zahlenfolgen aus R+
0
6 schwach vgl. Denition 2.2.1
2 schwach vgl. Denition 2.2.2
~ (p;t), ~ 0(p;t), ~ h(p;t) vgl. Denition 2.2.8 von wISDS
Abschnitt 2.3: Einzugsbereiche
D(A) Einzugsbereich
Kapitel 3: Berechnung von Einzugsbereichen
Abschnitt 3.1: Diskretisierung des Zustandsraums
Q, Qi Zellen
Q Zell¨ uberdeckung
CQ Familie aller m¨ oglichen Vereinigungen von Zellen aus einer Zell¨ uberdeckung Q
diam(Q) Durchmesser einer Zelle Q
diam(Q) maximaler Durchmesser der Zellen in einer Zell¨ uberdeckung Q
b h Zustandsraumdiskretisierung
i Genauigkeit einer Zustandsraumdiskretisierung
b h Iterierte
U Menge aller Eingangsfolgen
Kapitel 4: Einschrittverfahren h¨ oherer Ordnung
Abschnitt 4.3: Notationen mit Multi-Indizes
aa =( j1;:::;j l) Multi-Index
l(a)L ¨ ange des Multi-Index a
 Multi-Index der L¨ ange 0
Mm Menge aller Multi-Indizes
−a −a =( j2;:::;j l)
a− a− =( j1;:::;j l−1)
 Verkettung zweier Multi-Indizes118 NOTATION
Ia iteriertes Kontrollintegral
Ga Koezienten-Funktion
Lj Dierentialoperatoren, vgl. Denition 4.3.4
A hierarchische Menge
B(A) Restmenge
Abschnitt 4.5: Taylor-Verfahren
AN fa 2 Mm jl(a) 6 Ng
Abschnitt 4.6: N¨ aherung mehrfacher Kontrollintegrale
PP 2 N,v g l .S a t z4 . 6 . 1
 = h=P, vgl. Satz 4.6.1Literaturverzeichnis
[Au 97] Aulbach, Bernd: Gew¨ ohnliche Dierentialgleichungen, Spektrum, 1997.
[Co/Kl 00] Colonius, Fritz/Kliemann, Wolfgang: The Dynamics of Control,B i r k h ¨ auser,
2000.
[De/Ho 97] Dellnitz, Michael/Hohmann, Andreas: A subdivision algorithm for the com-
putation of unstable manifolds and global attractors, Numerische Mathematik
(Springer), Volume 75, S. 293-317, 1997.
[Go 94] R.A. Gordon The Integrals of Lesbegue, Denjoy, Perron, and Henstock,G r a -
duate Studies in Mathematics, Vol. 4, American Mathematical Society, Provi-
dence, RI, 1994.
[Gr 01] Gr¨ une, Lars: Subdivision Techniques for the Computation of Domains of At-
traction and Reachable Sets, NOLCOS 2001, St. Petersburg, Russia, 762-767.
[Gr 02] Gr¨ une, Lars: Asymptotic Behavior of Dynamical and Control Systems under
Perturbation and Discretization, Springer, 2002.
[Gr 03] Gr¨ une, Lars: Corrections and improvements to the book Asymptotic Behavior of
Dynamical and Control Systems under Perturbation and Discretization,U R L :
http://www.uni-bayreuth.de/departments/math/~lgruene/papers/corrections.pdf,
letzte ¨ Anderung 24. April 2003.
[Gr/Kl 01] Gr¨ une, L./Kloeden, P. E.: Higher order numerical schemes for anely control-
led nonlinear systems, Numerische Mathematik (Springer), Volume 89 Issue 4,
S. 669-690, 2001.
[He 91] Heuser, Harro: Lehrbuch der Analysis { Teil 1, B. G. Teubner Stuttgart, 1991
(9. Auflage).
[J¨ a 84] J¨ anich, Klaus: Lineare Algebra, Springer, 1984 (3. Auflage).
[Kl 99] Kloeden, Peter E.: Numerische Dynamik, Vorlesung im Sommersemester 1999.
[Kl 99/00] Kloeden, Peter E.: Numerik f¨ ur Anfangswertaufgaben, Vorlesung im Winterse-
mester 1999/2000.
[Sz 97] Szolnoki, Dietmar: Berechnung von Viabilit¨ atskernen, Diplomarbeit, Univer-
sit¨ at Augsburg, 1997.
119Index
Abstand
Hausdorabstand, 14
Hausdorscher Semiabstand, 14
Punkt-Menge, 14
additive Kontrolle, 74
an, 63
asymptotisch stabil
schwach, 31
stark, 19
attrahierende Menge
f¨ ur Zustandsraumdiskretisierungen,
47
schwach, 31
stark, 19
Attraktionsrate, 20, 32
aufgeblasenes System
zeitdiskret, 11
zeitkontinuierlich, 8
zustandsabh¨ angig, 8, 11
Durchmesser, 44
dynamisch robust, 40
dynamisch stabil, 20, 32
Eingangs-
folgen, Menge aller, 45
funktionen, Menge aller, 6
Einzugsbereich, 39
Erreichbarkeitsmenge, 18
Familie von Umgebungen
kontrahierbar, 33
kontrahierend, 21
hierarchische Menge, 68
innerer Fehler, 45
ISDS
schwach (w), 32
stark (s), 20
Iterierte, 45
iteriertes Integral, 67
Koezienten-Funktion, 67
kommutative Kontrolle, 74
komplement¨ ar beschr¨ ankt, 15
kontroll-an, 64
kontrollierbar, 31
Kontrollierbarkeitsmenge, 40
Kontrollintegral, 67
Kugel, 15
Lyapunov-Funktion
sISDS, 26
wISDS, 37
Multi-Index, 66
nichtvorausschauend, 7
Norm
L1-Norm, 13
Euklidische, 13
overshoot gain, 20, 32
Polarkoordinaten, 82
Restmenge, 68
rigoros, 45
Robustheitsverst¨ arkung, 20, 32
R¨ uhrkessel, 96
stabil, 20, 32
Taylor-Approximation, 70
Taylor-Verfahren, 72
¨ Uberschwungverst¨ arkung, 20, 32
Vergleichsfunktion, 15
Verkettung
Multi-Indizes, 67
120INDEX 121
Eingangsfunktionen, 6
Viabilit¨ at, 31
vorw¨ artsinvariant
γ-robust, 20, 32
kontrolliert, 31
schwach, 30
stark, 19
Zeit-h-Abbildung, 10
Zelle, 44
Zell¨ uberdeckung, 44
Zustandsraumdiskretisierung, 44