In vehicular communication, roadside infrastructure, such as WiFi APs, often requires a large amount of investment. In this paper, we propose the idea of Mobile Vehicular Offloading (MoVeOff), which doesn't require extra investment, but allows data transfer from on-board devices to mobile devices of drivers and passengers, for uploading to the Internet in the future. When they arrive at their homes, offices, or other places where WiFi connection is available, vehicular data will be offloaded in a delay-tolerant manner, by the ferrying of mobile devices. We build a realistic system to investigate the regularities in people's daily travelling and WiFi usage, analyze individual mobility, and establish a Long Short Term Memory (LSTM) model to predict one's future WiFi connectivity. Moreover, a mobility-aware routing scheme is developed for inter-vehicle communication. Each vehicle broadcasts its expected offloading probability and delay, so that messages are dynamically delivered to the nodes, whose offloading can guarantee delay and delivery ratio bounds required by applications. Thus, our scheme overcomes traditional opportunistic forwarding, and introduces predictable ferrying guaranteed by individual mobility. Through system running and simulations, we demonstrate that our scheme provides extra and stable offloading service for delay-tolerant data in the areas with sparse roadside infrastructures.
I. INTRODUCTION
Nowadays, quick and easy transport has been an essential part of modern society. Vehicular Ad Hoc Networks (VANETs) are emerging as a new technology to integrate the capabilities of new generation wireless networks with vehicles, which has drawn significant interests from both academia and industry. Since moving vehicles can encounter roadside WiFi APs, relays, and other units during travel, VANETs not only have Vehicle-to-Vehicle (V2V) communication, but also support data services for vehicles as Vehicle-to-Infrastructure (V2I) communication. Thus, V2I traffic plays a vital role for integrating VANETs with the Internet, which makes a foundation for a broad range of vehicular applications, such as traffic control, parking management, urban sensing, content sharing, and other interactive applications.
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Since WiFi APs have limited coverage, the contacts between moving vehicles and encountered APs are often opportunistic, fleeting, and intermittent. Current efforts mainly focus on exploiting such contacts efficiently, such as connect and POtransport techniques for enhancing data delivery [1] , AP deployment techniques for improving ontact opportunities [2] , [3] , and AP-assisted forwarding techniques for using future contacts with vehicle trajectory knowledge [4] , [5] . However, the wide deployment of infrastructure is very expensive. Each WiFi AP needs costly installation and maintenance of power and wired network connectivity, so that WiFi projects for the public often require a large amount of investment, especially at the city scale. It makes open WiFi unachievable for many cities and highways. Furthermore, even in big cities, open WiFi networks are provided for people in hotels, shopping malls, parks, and other crowded places, not for cars on roads. According to our test in realistic daily driving (in Section III), a typical vehicle trip may encounter 20-50 WiFi APs, but they all require password authentication. In average, the probability of encountering open APs is less than one in three trips. Thus, a major challenge of current vehicular communication lies in very sparse deployment of roadside infrastructure.
With the increasing popularity of smartphones, the concept of mobile data offloading [6] - [8] attracts more and more attention, which aims at the reduction of cellular traffic by shifting it to local-area networks like WiFi. For mobile users, it postpones data delivery of delay-tolerant traffic (such as updates of apps or backups of pics), avoids congestion in cellular networks, and finally reduces the consumption of cost and energy. In VANETs, delay-tolerant data often includes vehicle data, pics/videos, traffic/parking data, road, bridge, and other environment data, and so on. Shifting such vehicular data with mobile devices is both feasible and practical, which is because: 1) vehicular users are also mobile users, e.g. drivers and passengers often carry their smartphones;
2) nearby wireless devices can easily exchange data through WiFi Direct or bluetooth connection;
3) people do have available WiFi APs, not at roadside, but at their homes and offices.
Once delivered to mobile devices, vehicular data can be differentially processed as mobile data. On one side, delay-sensitive data is directly uploaded through 3G or 4G cellular networks. On the other side, delay-tolerant data is stored temporarily, and offloaded to WiFi networks later.
In this paper, we propose the idea of MoVeOff, which doesn't require extra investment, but allows data transfer from on-board devices to mobile devices of drivers and passengers, for uploading to the Internet in the future. When they arrive at their homes, offices, or other places where WiFi connection is available, vehicular data will be offloaded in a delay-tolerant manner, by the ferrying of mobile devices. We build a realistic system to investigate the regularities in people's daily travelling and WiFi usage, analyze individual mobility, and establish a Long Short Term Memory (LSTM) model to predict one's future WiFi connectivity. Moreover, a mobilityaware routing scheme is developed for inter-vehicle communication. Each vehicle broadcasts its expected offloading probability and delay, so that messages are dynamically delivered to the nodes, whose offloading can guarantee delay and delivery ratio bounds required by applications. Thus, our scheme overcomes traditional opportunistic forwarding, and introduces predictable ferrying guaranteed by individual mobility. Through system running and simulations, we demonstrate that our scheme provides extra and stable offloading service for delay-tolerant data in the areas with sparse roadside infrastructures.
The original contributions that we have made in the paper are highlighted as follows:
• To the best of our knowledge, we are the first to present the concept of MoVeOff, which treats vehicle travelling as a subset of individual mobility, and then extends vehicular delivery from roads to people's daily visiting places, with the support of mobile devices.
• With OBD-II adaptor and mobile app, we build a simple system to enable local offloading for mobile users. According to a 25-car 3-month test, people have far more accessing opportunities for WiFi APs at most visiting places than that for roadside ones, and almost all vehicular data are finally offloaded to the Internet from these APs.
• Based on realistic data, we introduce deep learning into individual mobility prediction, and develop an LSTM model to support collaborative offloading. The evaluation results shows the mobility-aware scheme greatly improves the performance of offloading, even there are only a small proportion of participators.
The remainder of this paper is structured as follows. Section II makes a brief overview of related work, while Section III implements local offloading and proposes collaborative offloading. In Section IV, we explore individual mobility and analyze the properties. A mobility-aware routing scheme for collaborative offloading is developed in Section V. Section VI evaluates mobility-aware routing through simulations. Finally, Section VII summarizes the paper and outlines the research perspectives.
II. RELATED WORK A. VEHICULAR COMMUNICATION
In vehicular communication, WiFi APs have been demonstrated to be a feasible data service solution to moving vehicles, and mobility-aware schemes gradually expand to the vehicles with any predictable mobility patterns. As discussed above, many approaches [1]- [5] are developed for exploiting the contacts between moving vehicles and roadside APs efficiently. Some studies try to enhance V2I with 3G/4G cellular networks. Wiffer [9] develops delay tolerance and fast switching techniques to overcome the poor availability and performance of WiFi. VTube [10] investigates vehicular content distribution, which can minimize the download delay by the exploitation of vehicle mobility and distributed buffer storage at different locations. Zheng et al. [11] investigate the different performance metrics of uplink transmission of clustered vehicles including DSRC, 3G, and LTE, with dynamic data arrival rate and different vehicle densities. At the same time, security is critical because a poorly designed communication environment is vulnerable to network attacks [12] , which can compromise the safety of drivers.
B. MOBILE OFFLOADING
In recent years, the mobility knowledge of mobile users is used to improve the performance of mobile offloading. TOMP [6] is an opportunistic traffic offloading system that uses movement predictions of mobile users to analyze the prospective inter-device connectivity. MADNet [7] focuses on collaborative WiFi-based mobile data offloading, which design an energy-aware algorithm for offloading decision assistance and enables smartphones to select the most energy efficient WiFi AP for offloading. Liu et al. [8] regard mobile crowdsensing as a time-sensitive task, and propose a greedy user selection algorithm based on a time-related Markov model to achieve the mobility probabilities.
C. INDIVIDUAL MOBILITY
Song et al. [13] investigate the trajectories of 100,000 anonymous mobile users, and finds that each individual can be characterized by a time independent characteristic length scale, and a significant probability to return to a few highly frequented locations. They measure the predictability of human mobility by entropy, and find a 93% potential predictability as an upper bound of mobility prediction. Liu et al. [14] analyze the regularities of individual vehicle travelling, and develop a decision tree model to predict a moving vehicle's destination. TravelMiner [7] generates mobility predictions in a statistical model, which prefers the sequence of paths rather than locations, and is far more detailed in the perspective of knowing the exact route to follow. BreadCrumbs [12] focuses on the derivative of individual connectivity, and builds a Markov chain model to generate connectivity predictions. But the study only predicts the connectivity of next period according to that of current period, not involving the connectivity of any period in the future. Ruan et al. [15] analyze the past and future regularity of the nodes centrality in the real mobility traces, and verify that nodes centrality is predictable. With the historical information of the center of the node, the state probability matrix is constructed to predict the future central value of the node. Zhou et al. [16] develop some intuitive prediction methods are designed to predict nodes future temporal social contact patterns, and propose efficient temporal closeness and centrality-based data forwarding strategy with such knowledge. Cao et al. [17] investigate the charging recommendation problem of electric vehicles, and discuss the anticipated vehicles' charging reservations information, including their arrival time and expected charging time at charging stations.
In this study, our goal is to predict the destination and arrival time of a vehicle travelling, because the destination often points to a visiting place with or without Wifi APs, and the arrival time largely decides the expectation time of Wifi usage. However, the models designed for destination prediction, such as decision tree, Markov chain, and statistical model, can not achieve this aim. In order to predict time accurately, these models need a smaller time step (e.g., one state per minute) and involve a large state space, and are easy to fail down in the computing process due to state space explosion. Thus, we develop a new model based on deep learning to fulfil this purpose.
III. MoVeOff OVERVIEW
In this section, we give the global framework, and establish the concept of MoVeOff step by step. After explaining a simple offloading system, we propose local offloading and multi-user collaborative offloading and figure out the problems in them.
A. SYSTEM FRAMEWORK
Since our scheme focuses on mobile offloading of vehicular data, we should be aware of some prerequisites in our scenario, which includes delay-tolerant data and sparse roadside infrastructures. First in VANETs, delay-sensitive data or safety messages, such as velocity, speed, location, and some alarms, must be sent out immediately, while delay-tolerant data, such as fuel consumption, trajectory, fault, images, and some environment data captured by vehicular sensor networks, can be delivered with some delay limits. Second, roadside Wifi APs or 5G base stations are available in some big cities, but roadside infrastructures are often very sparse in small cities, highways, and rural areas, which brings a V2I communication problem in these places. As shown in Fig. 1 , we discuss the system framework in three stages, as Driving, Off-driving, and V2V. At first, we consider a simple offloading scheme as local offloading: drivers and passengers can store local data, as delay-tolerant data transfer from vehicle to phone in the Driving stage, and offload these data when they arrive at some visiting places with Wifi APs, as delay-tolerant data transfer from phone to Wifi AP in the Off-driving stage. In this case, onboard devices and users' mobile devices often maintain a long time contact, which provides stable wireless connections and supports a comparatively large amount of data transfer. At the same time, people offload data for their own benefits, so that the worry of privacy and security can be minimized. However, a big concern is the delay time, e.g. how long people will arrive at visiting places and offload data through Wifi, which decides what kinds of vehicular data with different delay limits can be transferred in this way. Thus, a Wifi prediction process is used to compute delay expectation of offloading. As shown as the red lines in Fig. 1 , we take advantage of one's phone to record one's driving history and Wifi usage history, establish individual mobility model, and make Wifi prediction to compute the time expectation of the next Wifi usage. After having this Wifi prediction time, onboard device can offload all vehicular data that have delay limits smaller than or equal to it.
If data's delay limits are larger than the Wifi prediction time, local offloading cannot offload these data in time. Thus, as shown as the bottom part in Fig. 1 , a V2V stage is introduced to offload vehicular data for others, which generates collaborative offloading. In this case, vehicular data from one vehicle is delivered to other vehicles, for being offloaded by some mobile users that are expected to access Wifi APs sooner. Although some study [18] suggests direct vehicular communication between smartphones in cars, we do not consider this method, for the radio range and the efficiency of communication are very limited. We simply assume V2V communication is carried out by onboard devices of moving vehicles, which is independent of the communication between mobile device and onboard device on one vehicle.
In collaborative offloading, the key problem lies in the choosing of a proper user to offload data, e.g. how to achieve efficient offloading. Let's discuss it in a simple example: Alice, Bob, and Carol drive their cars, as A, B, and C respectively, and meet together. Each of them has a mobile device, and is willing to offload data for others. After 15-minute driving, Alice will arrive at office where WiFi is available. Bob will get home 5 minutes later, and also can access WiFi there. Carol is on the way to sports, which may take 50 minutes, and there's no WiFi service. If Alice's car has some vehicular data, the question is how to offload these data with less delay. Obviously, the offloading efficiency mainly depends on one's Wifi prediction time, e.g. the expected travelling time and WiFi connectivity. In opportunistic routing, the delivering from A to C is a bad choice, for Carol's offloading will cause more delay than Alice's. In multi-copies schemes, the data may be delivered to B and C at the same time, which reduces delay time at the cost of bandwidth wasting. Only when cars are able to broadcast Wifi predictions of carrying users, as < 15M , Wifi >, < 5M , Wifi >, and < 50M , No Wifi >, a mobility-aware routing will deliver data from A to B correctly, for Bob's offloading is more efficient than others.
B. IMPLEMENTATIONS
Sometimes, a vehicle carries more than one person, such as taxis and buses. It means multiple mobile users, often including passengers, can offload data transferred from the vehicles they ride. Similarly, choosing a better user within one vehicle for offloading also requires the mobility knowledge of users. Consequently, we attribute it into the same target-choosing problem in collaborative offloading. Another problem happens at the end of a driving, for one still need to walk to the destination to offload data. In most cases, the walking time is far less than the driving time, for traffic light and traffic jam are often beyond control. Thus, we simply assume the walking time is small and can be learned from one's Wifi usage history. For vehicles with embedded internet access, they can choose to upload data by themselves or by MoveOff at will, with the considerations of costs and delays.
When mobile users offload data for others, the concerns of selfish behaviors, privacy, and security arise inevitably. To mobile users, the first problem is the motivation, i.e. the reason why they should help others. Obviously, allowing collaborative offloading could provide extra offloading opportunities and promote the offloading performance, which is directly beneficial to all users. According to the experience in P2P systems, incentive mechanisms are helpful to alleviate the tension between individual selfishness and collective welfare. In this study, we assume that some users are cooperative to deliver data for others, as previous collaborative V2V communication and mobile offloading studies. The incentive, privacy protection, and security schemes for encouraging and protecting collaborative offloading will be our next research agenda.
In order to achieve mobility-aware routing, we need to investigate the details of individual mobility. How do people move and access WiFi in daily lives? Are there any connections between individual movements and WiFi connectivity? How to establish a mobility model? Whether and to what extent are one's movements predictable? How to build a mobility-aware routing? How about the performance of collaborate offloading? The rest of this study is meant as a step towards a deeper understanding of these fundamental issues.
IV. INDIVIDUAL MOBILITY
In this section, we discuss temporal and spatial features of individual travelling and WiFi connectivity, explore individual mobility, and finally compute one's offloading expectation based on deep learning model.
A. INDIVIDUAL MOVEMENTS
According to the offloading test (in Section VI), we obtain a dataset of the vehicle travelling traces and the WiFi using records of 25 mobile users. We first consider the parking points, e.g. the starting point and the ending point of each travelling, and depict these points in their spatial and temporal contexts, including latitude, longitude, and time of day. As shown in Fig. 2 (a) , one-month travelling of a typical user is represented, in which nearby parking points are clustered and marked as several visiting places, for the user may have no special parking space.
According to NHTS [19] , the majority of individual daily trips -87 percent -are taken by personal vehicle. The daily activities of an individual person, including ''going to work'', ''having lunch'', ''shopping'', and so on, often show regular features. For instance, a commuter always moves from home to office at 9:00, and from office to home at 17:00 on workdays. As a kind of human activity, driving is controlled by individual drivers, and follows their respective social activities, partially. In Fig. 2 (a) , we find that two to four most visiting places cover more than 70% of the overall visiting. Although some unexpected travelling occurs, as the discrete points in the figure, individual travelling yields a high degree of temporal and spatial regularity. Similarly, the visiting durations of a typical user are highly concentrated. It is not surprising that people tend to spend many time, nearly 88%, staying at four places, for two major places, appear to occupy more than 75%. According to this fact, one's daily WiFi usage is easy to learn. Fig. 2 (b) shows one-month WiFi usage rations at most visiting places of a typical user. Since the Wifi location accuracy of APs is about 70 meters averagely, and one visiting place may have more than one Wifi AP, we simply assume that all APs distributed over 200 meters belong to one visiting place. Thus, we list the most visiting places as A, B, C, D, E, and others, and calculate the average Wifi usage ratios in them. We can find that one's WiFi usage is highly intensive, in which six most used APs account for 95% of total WiFi usage time while others cover 5%. At the same time, it is highly regular in temporal features, which makes we can easily conclude the locations of some WiFi APs, such as home and office, according to a general knowledge of individual movements. At the same time, there is a low probability of roadside WiFi usage. It is said that a mobile user often stays at the scope of some WiFi APs with most time, and spends far less time on other places and roads where WiFi services are unavailable. Generally, one's WiFi usage has more intensive temporal and spatial features in comparing to individual mobility, which makes one's next Wifi usage easy to be predicted.
B. LSTM MODEL
To predict the movements of a user, it is essentially to calculate the movement bundle of the user. Thus, we develop a deep learning model to achieve this goal, which takes one's movement history records (e.g. GPS trajectories) as input and generates a future describing of destination and arrival time as our output. Compared to previous mobility models based on Markov chain or Hidden Markov Model, we aim to generate accurate prediction of arrival time to support the decision of our collaborate routing.
LSTM networks are a special kind of Recurrent Neural Networks (RNN), which are well-suited to classify, process, and predict time series given time lags of unknown size and duration between important events. An LSTM network (or block) is composed of four main components: a cell, an input gate, an output gate and a forget gate. The cell is responsible for remembering values over arbitrary time intervals; hence the word memory in LSTM. Each of the three gates can be thought of as a conventional artificial neuron, as in a multi-layer neural network: that is, they compute an activation of a weighted sum. Intuitively, they can be thought as regulators of the flow of values that goes through the connections of the LSTM; hence the denotation gate. There are connections between these gates and the cell. Some of the connections are recurrent, and some of them are not. Our deep learning model for future mobility prediction is illustrated in Fig. 3 , which establishes a two-step endto-end architecture based on LSTM. First, we extract the GPS trajectory information to form a two-dimensional vector (location, time). Then, we manually add more dimensions to the extracted vector, including the average speed of the time and the day of the week. Thus, the final input sample becomes a four-dimensional vector (location i , time i , speed i , date i ). We put the time series into the network in Fig. 3 , where each LSTM cell corresponds to a sequence point in the input sequence. After the first layer of LSTM, we can obtain a Destination (location) predicted by the input sequence, as the first step. Since we care uploading opportunities and delays rather than locations, the probability of the destination and the arrival time should be considered. Here we find out all series ended with (location) in the input sequence, as Terminal (location, time). At the second step, Destination (location) and Terminal (location, time) enter the second layer LSTM, the output of the second layer LSTM is connected to the softmax layer, and the final output is a Destination (Probability, ArrivalTime), as the probability of the destination and the arrival time.
The structure of a single LSTM cell in our model is shown in Fig. 4 . As discussed before, an LSTM cell has three doors: a forget gate, an input gate, and an output gate. More specifically, the forget gate decides what information should be throw away from the cell state. It considers y t−1 and the input x t , and generates a number between 0 and 1 for each number in the cell state C t−1 . The input gate and an activation function decide what new information should be stored in the cell state. It means that every update to the cell state is generated by the input gate and the activation function. The output gate decides what should be sent out.
Here we add a sigmod function to decide what parts of the cell state will be output, so that we put the cell state into the activation function and multiply it by the output of the sigmod function, which makes the cell only output the parts we want.
1) FORWARD PASS
Consider an input sequence X of length T , which is provided to an RNN with I input units, H hidden units, and K output units. Let x t i be the value of input i at time t, and let a t j and b t j be the network input to unit j at time t, and the activation of unit j at time t respectively. For the input gate shown in Fig. 4 , we have:
After applying nonelinear and differentiable activation functions, we have:
For the forget gate, at t = 0, the state y t c of memory cell c is initialized to zero; subsequently, (t > 0) it is calculated by adding the squashed and gated input to the state at the previous time step, S (t+1) c . So we have:
As the same time, nonelinear and differentiable activation functions are then applied, we have:
Then, these two units are combined to create an update to the state, we get an unit called the cell, and we have:
The output gate activation y t out is computed as:
It is worth noting that we are using state C t c , not state y (t−1) c , because we have calculated and have updated the new state. Finally, we can get the cell output y t c as:
At last, we can get the forward pass formula of the cell.
2) GRADIENT-BASED BACKWARD PASS
Before we concretely deduce the backward pass formula, we first give the following definition:
Next we will give the complete equations for LSTM. During each step in the forward pass, no matter whether a target is given or not, we need to update the partial derivatives t c and t s for weights to the cell. For the cell output, we can find:
For the output gate, we have:
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For the state, we have:
For the cell, we have:
For the forget gate, we have:
For the input gate, we have:
Following these notations, we minimize the objective function with gradient descent by changing the wights in our model.
C. TRAINING AND RESULTS
Since most successful deep learning applications have required large amounts of training data, we exploit two public datasets to train our LSTM model. The Microsoft GeoLife dataset [20] involves GPS trajectories by 178 users in a period of over four years, which contains 17,621 trajectories with a total distance of 1,251,654 kilometers and a total duration of 48,203 hours. The CRAWDAD dataset [21] , collected from the regional Fire Department of Spain, contains one year of GPS traces of 229 cars, trucks, and other nodes, with 19,462,339 locations.
We further process the data as follows: 1) We implement data cleaning to remove the trajectories with an average speed lower than 20 km/h or higher than 110 km/h, which may be produced by other travelling tools. 2) We set a time interval as 10s, and extract data at this interval into the input time series, in which surplus trajectory data is discarded. After preprocessing, we randomly split all the events into three parts: 80% for training, 10% for validation and the remaining 10% for test.
The experiments are implemented on a server with Intel i7 3.4GHZ CPU, 16 GB memory, and RTX 2080 Ti GPU. In the training, we determine the hyper-parameters in our models through experiments on the training set and validation set. The learning rate uses a linear decay function, which decays to 50% of the original between two epochs. The batch size is set to 32. The number of hidden layers of the LSTM networks is set 2. The input and output sizes of LSTM model are 256*4*20 and 256*2*20 respectively. We also test decision tree and 2-order Markov chain on the same time series, and we use Mean Square Error (MSE) as evaluation criteria, because mean absolute error and mean relative error are more sensitive to the raw trajectory data. The prediction results of three models are presented as follows. As shown in Fig. 5 (a) , with the portion traveled in the x axis, the hitting rates of the generated up-to-date destination predictions are gradually increasing in vehicle travelling. It means the destination of a vehicle is showing up little by little in moving, because the traveled journey provides more and more information for the predication models. Since such information includes recent time-position states, the predication models are able to generate more accurate destination predictions, with more recent time-position states as effective inputs. At the end of travelling, the hitting rates cannot reach 100%, which indicates that there are always some new visiting places that are hard to predict for the models based on history. Generally, the results confirm the regularities in vehicle movements, and LSTM outperforms Markov chain slightly and decision tree largely in destination prediction.
As discussed in Section II, decision tree, Markov chain, and other classical prediction models cannot provide effective destination and arriving time predictions simultaneously. Thus, we only consider the performance of LSTM in arriving time prediction. As shown in Fig. 5 (b) , 0 in the y axis indicates the real arriving time, while + and − values represent the time errors in advance and in delay respectively. We can find that the up-to-date prediction errors are gradually converged with the portion traveled in the x axis. The large fluctuations at the beginning show the impacts of the errors of destination prediction, e.g. wrong routes bring wrong arriving time. It is inevitable because the predictions of destination and arriving time are mutually dependent. With the travelling going on, the hitting rates of destination prediction are rising, e.g. wrong routes are discarded gradually, which brings more accurate up-to-date predictions of arriving time and reduces the time errors. At the end of the travelling, the fluctuations reach the scope of ±300 seconds of the real values, on the basis of good destination predictions. Thus, the results prove we can predict the destination and arriving time of a moving vehicle, which makes mobile offloading feasible and measurable.
Finally, after the training on the server, the trained LSTM model is downloaded to and keeps running on the onboard devices of vehicles, for generating up-to-date predictions. The onboard device need to periodically refresh the model retained on the server when connection to server is available. Compared to mobile devices, onboard devices often have powerful computing resources because there is no strict size and energy limits. We expect that onboard devices can support the running of the LSTM model, for the resource consumption in running is much less than that in training. If not, a possible solution is model compression, which reduces the consumption of computing resources at the price of lower performance. Thus, we assume onboard devices on vehicles can support the running of LSTM model and make real-time predictions, with or without the help of model compression.
V. MOBILITY-AWARE ROUTING
With LSTM model, we are able to compute the user's offloading probability and delay in statistical aspect, which are necessary for a mobility-aware routing scheme. Since each vehicle broadcasts its expected offloading probability and delay, and the proper next hop for data forwarding will be chosen if its expected offloading probability is higher and its expected delay will is no more than the delay limit of data. At first, we assume the delay T of one vehicle belongs to logarithmic normal distribution if its destination is determined, as:
where σ i is a variation and µ i is the mean of the delay. According to the realistic data running in last subsection, σ i and µ i should be initialized from uniform distributions between [0.1, 1] and [0.5, 1] respectively. Each (σ i , µ i ) pair represents a user with special mobility characteristics. We assume the events of successful uploading belong to a distribution g(T |D i ), which can be regarded as a normal distribution of 77.10% ± 8.35% as Fig. 5 (a) . Let γ be the vehicle density on the road, which can be obtained from electric maps according to history or real-time traffic data. Since a vehicle should selectively deliver data to other vehicles that have lower delay, we calculate the probability of successful uploading p(t, i) and average delay E(t) as follows: (19) where N (γ ) is the number of meeting vehicles in unit time, and N i is the number of vehicles driving to a destination D i . More specifically, p(t, i) is the probability of successful uploading if we select i vehicle to deliver data from total N (γ ) vehicles. E(t) is the average delay of N (γ ) vehicles, which provides a reference value for offloading. At last, we can give an algorithm of mobility-aware routing as Algorithm 1. In Line 4 and 5, a vehicle generates its offloading probability and delay, and broadcasts out in beacons. At the same time, it receives beacons of nearby vehicles, and decides data delivering. In Line 8 and 9, if a neighbor's delay is less than its data's delay time constraint, and the whole uploading ratio is less 100%, it will deliver data to the neighbor. In Line 10 and 11, it will recalculate the uploading probability after a successful delivery, until the uploading is 100% guaranteed.
Algorithm 1 1-Hop Offloading
Require: LSTM: run LSTM prediction;
LISTEN: listen beacons of neighbors; Ensure: A delay time constraint DL. 1: if Vehicle is Moving then 2: set a time interval t; 3: set a location l; 4: call LSTM t, l, get prediction P slf = (p k , d k ); 5: broadcast P slf in beacons; 6: call LISTEN, get beacons P ngb = (P 1 , P 2 , . . . , P n ); 7: for j = 1;j ≤ n;j + + do 8: if (p < 100%) and (d j < DL) then 9: deliver to vehicle j 10: i = i + 1 11: p = p(t, i) 12: return j 13: end if 14: end for 15: end if Although we build mobility models and make predictions for offloading, the LSTM model is based on individual vehicle movements, which does not include other vehicles. Buses and subways support public transportation on some predefined routines, taxies and trucks for business services behave regularly to some extent, while ambulances, police cars, fire trucks, and other special vehicles are not very easy to predict. We cannot assume all vehicles are able to offload data in a predictive manner. Another concern is the prediction accuracies of vehicles. As shown in Fig. 5 , some individual vehicles may have more irregular movements, which often produce low prediction accuracies, especially at the initial stages. It means that offloading on these vehicles may face unexpected delays and invalid data transmission. Consequently, we make a simple restriction to the abuse of offloading: vehicles can participate in mobility-aware routing, only when their current prediction accuracies reach a high standard, e.g. ≥ 70%. It means only a small portion of vehicles with high reliability can offload data for others. We will insist on this restriction in evaluating the performance of our offloading scheme.
VI. PERFORMANCE EVALUATION
In this section, local offloading is implemented and investigated through a realistic test. Since the test system does not support vehicular communication, we evaluate the performance of collaborative offloading through simulations, in which our mobility-aware routing is deployed.
A. LOCAL OFFLOADING 1) HARDWARE AND APP
Based on the open-source project Mechanic [22], we develop an Android app as CarOffload to achieve local offloading for mobile users. It can receive real-time driving data from ODB-II adaptor, including speed, travelling distance, fuel consumption, temperature, and so on. Besides such driving data, we also consider the images of environments, which are mainly captured by phone camera in every 10 seconds. As shown in Fig. 6 , a bluetooth ODB-II adaptor, a car charger, a NFC tag, and a phone holder are used to perform this task. The ODB-II adaptor is used to read data from ODB-II interface of cars, which is widely supported by current vehicles. The car charger is used to provide power supply when the phone battery level is low. And the NFC tag is attached to the phone holder, for triggering the transmission of vehicular data. Thus, once a smartphone is placed onto the phone holder in a car, vehicular data will be successively sending to the phone, before the end of the travelling. In additional, the app will record GPS traces and WiFi APs during travelling at every 2 seconds. If multiple APs are found in one time interval, the one with better signal strength will be connected, for a vehicle only communicates with one AP at one time. It makes that we can simulate the generation of data from onboard devices of moving vehicles. At last, the app will send these data to a server in the Internet, whenever WiFi networks are available. A realistic test of local offloading can be implemented and investigated.
2) TEST AND RESULTS
In order to test our offloading system, we find 25 volunteers, most of them are school employees and their friends, to attend our experiments. Each volunteer has a private car and an Android smartphone. We provide the CarOffload app and 25 sets of equipments as shown in Fig. 6 for them. The hardware cost of each set is less than 20 US dollars, and the total spending is nearly 500 US dollars. During a test of 3 months, roughly from March 2018 to May 2018, all users were asked to run our app (mainly putting phones on phone holder in driving), for offloading vehicular data, images, GPS traces, and WiFi using records in their daily lives. After the end of the test, a total traces of 7,563 vehicle trips are founded, which involves 78,000 km travelling. The average driving to each volunteer is about 3.36 times per day, with a distance of 35 km one day. In each travelling, a vehicle may encounter WiFi APs, about one AP in every 2.3 minutes. Most APs are near to the starting and ending parts of the trips, for there are more buildings than the middle parts of the trips. In addition, some buses also provide open Wifi access for nearby vehicles. Besides the offloading test, collected driving history data and Wifi usage data are discussed in Section IV, for analyzing typical individual behaviors.
We consider two kinds of vehicular data for offloading, small messages and large files. As discussed above, small messages includes driving data for ODB-II interface, GPS traces, and Wifi AP records, which should be uploaded as soon as possible. Large files are images captured by phone camera (one image often has a size of 1M-2M), which can be uploaded after driving. In the test, a typical 30-minute trip will totally generate 5M small messages and 250M large files for offloading. After finishing the test, we check the collected data in the server, and find the results as shown as follows.
As shown in Fig. 7 , the x axis is divided into two segments, as traveled portion and time after travelling, to show the results of in-travelling offloading and off-travelling offloading respectively. In Fig. 7 (a) , only less than 0.01% messages are successfully uploaded to the server in travelling, while 87.5% messages are offloaded within 30 minutes later after travelling. It proves that roadside infrastructures are very limited in realistic road environments, so that vehicles cannot find enough open roadside WiFi APs to upload data. In this case, local offloading contributes almost all successful data uploading, as an effective communication method. We also find the delivery ratio of messages keeps unchanged from 30 minutes to 90 minutes after travelling. It is said that local offloading is failing when mobile users arrive at some visiting places that lack of Wifi APs or lack of open Wifi APs. The delivery ratio of files has a sharp rising in the first 30 minutes, and keeps increasing gradually from 30 minutes to 90 minutes. After checking the server data, we find that different phones have different uploading speeds, ranging from 500kbps to 1.5mbps, due to various hardware and settings of phones and Wifi APs. It makes offloading of large files differed widely in different phones. Similarly, some visiting places without Wifi AP also limit file data delivery. At last, local offloading is still an effective way to upload large amount of vehicular data, for the final delivery ratio is near to 75%.
In Fig. 7 (b) , we can find that the delays of in-travelling message uploading are far less than that of off-travelling message offloading. A few messages uploaded through roadside Wifi APs have low delays, which are often less than 5 minutes, and most messages keep undelivered until the end of the travelling. After a typical vehicle travelling of 10-30 minutes, people often need to take several minutes from parking spaces to buildings. It gives rise to long delay time in message offloading, which is often over 20 minutes. Thus, messages cannot tolerate such long delay time should be considered in collaborative offloading. In file offloading, the delay time keeps rising with time after travelling in the x axis, because some low speed uploading of image files is still going on.
Generally, realistic test results prove local offloading is a practical data service for delay-tolerant data, especially for large files that are hard to upload in vehicle travelling.
B. COLLABORATIVE OFFLOADING 1) METHODOLOGY AND SETTINGS
As shown in Fig. 8 , we extract a regional urban area with the range of 3200m × 2200m from a real street map of Chengdu, which contains 30 intersections and 48 bidirectional roads. Since accurately modeling vehicles movements is very important for message delivery, we use the open source software, VanetMobiSim-1.1 [23] , to generate the movements of vehicles that can be directly utilized by NS-2.33. To evaluate the vehicle calling in different traffic density environments, we deploy different vehicle numbers, i.e. 100, 200, 300, and 400, to the map, with the average speed ranges of 40 to 80 kilometers per hour. The radio range is set at 250m, and the MAC protocol is 2Mbps 802.11. The beacon interval is 1s, and all messages have an uniform size of 1kb and have the same priority. The simulation time is set 2 hours. Since no all users are willing to offload data for others, a participating ratio of 20% is deployed as the default value. To the participating vehicles, the offloading delays are randomly selected from 2 minutes to 10 minutes, for the realistic local offloading delay of small messages is about 6m48s in average. At the end of the delay time, a vehicle will stop at roadside for a 10-minute offloading, and restart a new travelling. In simulations, the participating vehicles broadcasts the expected delays with an accuracy from 70% to 90%, and all vehicles can deliver data according to the beacons from neighbours.
Since the number of roadside Wifi plays a vital role in our scenario, we use 1, 3, and 10 Wifi APs randomly distributed in the area to simulate the environments with very sparse, sparse, and dense Wifi deployment. Note that we do not consider a scenario without roadside Wifi, because offloading by phones will be the only possible way to support V2I communication. It will make traditional vehicular routing schemes useless. Similarly, large files will bring too many packets and network congestion, which make simulations hard to continue. Since we exam file uploading in realistic test, we only consider message uploading in simulations.
2) COMPARED SCHEMES JBR [24] , known as junction-based routing, makes use of selective greedy forwarding up to the vehicle that is located at a junction and which is closer to the destination, and uses selective greedy forwarding and forwards the packet to the neighbor that is selected as a next hop. Compared to the GPCR routing [25] , it reduces extra beacon messages and achieves better delay and the packet delivery ratio. GeoSpray [26] is a multi-copy geographic forwarding routing protocol, which employs the concept of Spray and Wait mechanism [27] , where a fixed number of packet copies are distributed to distinct nodes in the network. Instead of using blind replication (as proposed in Spray and Wait), GeoSpray guarantees that packet copies are only spread to the network nodes which will be closer to the packet's destination.
In order to evaluate our collaborative offloading, we develop two routing schemes as follows.
Mobility-aware Single-copy (MaSc) routing does not take greedy forwarding in roads and selective forwarding in junctions, but insists on an offloading-first strategy as Algorithm 1, to deliver packets to neighbor nodes with higher offloading probabilities and lower delays. Mobility-aware Multi-copy (MaMc) routing also employs the concept of Spray and Wait mechanism. It first spays a fixed number of packet copies to distinct nodes in the network, and then in the wait stage, use mobility knowledge to deliver packets to nodes with higher offloading probabilities and lower delays as Algorithm 1. To ensure fair competition, the numbers of packet copies in GeoSpray and MaMc are both set to 30% of vehicle numbers used in simulations.
3) RESULTS Fig. 9 shows the performance of four routing schemes in the environment with very sparse Wifi deployment. As shown in Fig. 9 (a) , at first, all routing schemes have low high delivery ratios, because sparse traffic means vehicles are hard to find proper offloading nodes or relay nodes. With the increase of vehicle number, MaSc and MaMc outperform JBR and GeoSpray quickly, and achieve 100% delivery ratios. Once vehicles meet an offloading node, the offloading node will always offload the received packets successfully, which is guaranteed ferrying. However, JBR and GeoSpray cannot assure the packets arriving at the roadside Wifi AP, which results in 20% and 55% delivery ratios at last. As shown in Fig. 9 (b) , MaSc keeps a long delay while MaMc has a slight decline. For packets uploaded through offloading, MaSc and MaMc both have a long delay. For packets uploaded through roadside Wifi APs, MaSc and MaMc act as opportunistic routing, in which vehicles happen to pass by Wifi APs to upload packets. As a multi-copy scheme, MaMc has more chances to upload more packets through Wifi, which brings lower delays in comparing to MaSc. JBR and GeoSpray always upload packets through Wifi, and outperform MaSc and MaMc in delay. In Fig. 9 (c) , costs, e.g. the total number of copies, of the four schemes are shown. It is easy to find that MaSc and JBR are single-copy algorithms, while MaMc and GeoSpray are multi-copy ones. MaSc has lower costs than JBR, and MaMc has lower costs than GeoSpray. The main reason is that offloading only considers the deliveries of a small portion of nodes, those with high offloading probabilities and low delays, which reduces unnecessary deliveries. Fig. 10 shows the performance of four routing schemes in the environment with sparse Wifi deployment. With the increase of the number of Wifi APs, all routing schemes have higher delivery ratios, lower delays and costs. At the same time, we can find that JBR and GeoSpray show much more performance improvement than MaSc and MaMc, because the former are designed to directly access roadside Wifi APs while the latter make use of roadside Wifi APs passingly. In total, MaSc and MaMc have higher delivery ratios, JBR and GeoSpray have lower delays, and MaSc and JBR have lower costs as before. Fig. 11 shows the performance of four routing schemes in the environment with dense Wifi deployment. As shown in Fig. 11 (a) , GeoSpray has the highest delivery ratios in all time, and JBR first outperforms MaSc in the initial stage, for dense Wifi brings a lot of uploading opportunities. As shown in Fig. 11 (b) , the delays of JBR and GeoSpray are largely less than that of MaSc and MaMc. As shown in Fig. 11 (c) , the delays of JBR and GeoSpray are very similar to that of MaSc and MaMc. Generally, the results prove traditional vehicular routing schemes outperforms our offloading ones in the environment with dense Wifi deployment.
Generally, experimental results prove that collaborate offloading provides effective and reliable V2I communication in the environment with very sparse/sparse Wifi deployment.
VII. CONCLUSION AND PERSPECTIVE
Motivated by substantial costs and poor deployment of roadside infrastructure, we propose MoVeOff to make the best of mobile devices of drivers and passengers for V2I communication. The basic idea of MoVeOff is simple: if we always carry smartphones in vehicle travelling, why not let them upload vehicular data for free?
In the paper, we deploy mobile devices as ferries to offload vehicular traffic to the Internet. At first, we build a system to support local offloading for mobile users, which achieves practical, reliable, and delayed data uploading. In order to reduce offloading delay in multi-user environments, we investigate individual mobility, predict individual WiFi connectivity by a LSTM model, and then develop a mobility-aware routing to deliver data according to expected offloading delays. Founded on realistic moving and WiFi using behaviors of people, MoVeOff introduces neglected resources, brings extra communication opportunities, and enhances V2I and related vehicular applications from down to top. Some implementation issues that have not been carefully considered, such as model compression and mobile downloading for VANETs, will be our next research agenda.
Generally, comparing to traditional V2I, our scheme provides extra, stable, but later communication opportunities, which are valuable for delay-tolerant data offloading in the areas with sparse roadside infrastructures. 
