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We investigate a one-dimensional Rabi-Hubbard type of model, arranged such that a qdot is
sandwiched between every cavity. The role of the qdot is to transmit photons between neighboring
cavities, while simultaneously acting as a photon non-linearity. We consider three-level qdots in the
Λ configuration, where the left and right leg couples exclusively to the left or right cavity. This
non-commuting interaction leads to two highly entangled incompressible phases, separated by a
second order quantum phase transition: the qdot degrees-of-freedom act as a dynamical lattice for
the photons and a Peierls instability breaks a second Z2 symmetry which leads to a dimerization in
entanglement and photon number. We also find a normal insulating phase and a superfluid phase
that acts as a quantum many-body superradiant phase. In the superradiant phase, a Z2 symmetry
is broken and the phase transition falls within the transverse field Ising model universality class.
Finally, we show that a limit of the model can be interpreted as a Z2 lattice gauge theory.
PACS numbers: 05.30.Rt, 42.50.Ct, 75.10.Kt
I. INTRODUCTION
Light has since always served as a tool for detecting
states of matter; whether it is our own eyes register-
ing our surrounding, or photon detectors measuring the
wavelengths of light from distant stars. Light can also
be used to control and change the states of matter. In
modern times, for example, we can cool and trap individ-
ual particles with designed laser light. At the quantum
level of single photons, strongly coupled light and mat-
ter can form novel states with no counterparts in other
branches in physics [1]; new interacting quantum many-
body models derive which may host exotic phases. The
study of phase transitions (PTs) in light-matter systems
dates back to the early days of the laser, when the onset
of lasing with increasing pump power was identified as a
non-equilibrium continuous PT [2].
Predating the laser, in 1954 Dicke showed how the rate
of spontaneous emission for a set of N two-level atoms
could be enhanced by a factor
√
N [3]. This phenomenon,
arising due to collective multi-partite interference, has
been termed superradiance and can be derived from the
Dicke model describing the coupling of N identical two-
level systems with a single photon mode [4]. In 1973, first
by Hepp and Lieb [5] and shortly afterwards by Wang and
Hioe [6], it was demonstrated that the Dicke model sup-
ports a second-order PT from a ‘normal’ to a ‘superra-
diant’ phase as the light-matter coupling is raised above
a critical value. The corresponding PT is accompanied
by a spontaneous breaking of a Z2 symmetry. In more
recent times, there has been a strong interest in realizing
PTs, like the Dicke one, in quantum optical lattice sys-
tems [7]. This development was spurred by the increased
experimental control over many-body quantum systems
and in the wake of quantum simulators [8].
One manifestation of a quantum PT is a non-analytic
behavior of the ground-state [9]. For the Dicke PT one
finds such a non-analyticity, and as such it has often been
referred to as a quantum PT (QPT). Nevertheless, the
transition is of the mean-field type, and the role of quan-
tum fluctuations becomes irrelevant in the thermody-
namic limit [10]. In this respect, the normal-superradiant
transition cannot be driven by quantum fluctuations, and
depending on ones personal taste one may question re-
ferring to the Dicke PT as a proper QPT.
In a ‘true’ many-body quantum normal-superradiant
PT, as the light-matter coupling g is increased the system
would enter a superradiant phase while quantum fluc-
tuations remain extensive in the thermodynamic limit.
This is more in the vein of paradigm quantum critical
models like the transverse field Ising or Bose-Hubbard
models [11]. As a way to enhance the role of quantum
fluctuations one may instead consider multimode Dicke
models [12] or cavity arrays [13]. In the latter, arrays of
cavities/resonators are manufactured on microchips such
that photons can tunnel between neighboring cavities.
Each transmission line resonator is equipped with a quan-
tum dot that acts as an artificial two-level atom [14]. This
produces a Jaynes-Cummings nonlinearity [15], which
acts as an effective photon-photon interaction. The re-
sulting physics (neglecting photon losses) is essentially
the same as for the Bose-Hubbard model with insulating
and superfluid phases of polaritons [16].
In a more recent work, the light-matter terms of the
model were used to produce an effective interaction as
well as the kinematics [17]. The authors studied a one-
dimensional array of resonators, with a two-level system
(qubit) placed between neighboring resonators, such that
photon tunneling is mediated by a Jaynes-Cummings
interaction. It was demonstrated that the low energy
physics is described by the transverse field Ising model.
While not discussed in [17], we may think of the emerg-
ing Ising transition as a normal-superradiant PT that
is driven by quantum fluctuations; in the normal phase,
all qubits are to a good approximation in their lower
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2state and the cavity modes in vacuum, while if the light-
matter coupling is increased beyond a critical value gc,
the photon modes as well as the excited qubit states are
populated.
In this work we also consider a cavity array with me-
diated photon tunneling, but instead of qubits we take
three-level systems, i.e. qutrits with three internal states
|1〉, |2〉, and |3〉. We assume strong light-matter couplings
g ∼ 1. The novel features of our model are due to the
non-commuting structure of the interaction terms; every
other resonator couples to the |1〉 ↔ |3〉 transitions of its
left and right qutrit, while every other instead addresses
the |2〉 ↔ |3〉 transitions [18].
It may be helpful to picture the photons as ‘site vari-
ables’ and the qutrits as ‘bond variables’, forming a ‘dy-
namical lattice’ for the photons as in quantum link mod-
els [19]. A salient result that may arise from a dynamical
lattice is an altered periodicity, leading to novel phases
such as charge density waves [20] first predicted by Peierls
in one dimension, and supersolids [21]. Indeed, for not
too large coupling strengths we find a phase (CDW)
with a charge density wave order. Contrary to a tra-
ditional Peierls instability for free fermions, the filling in
our model is not set by an external chemical potential
but is determined mainly by the light-matter coupling
g, and there are no strict constraints on the filling for
the appearance of the CDW. This is akin the ‘photonic
Peierls transition’ recently discussed in an extended Bose-
Hubbard model with a similar dynamical lattice as the
one considered here [22]. Beyond the CDW, as the cou-
pling is increased further, there is a phase transition to
another phase (NE), characterized by unbroken transla-
tional symmetry and high pairwise entanglement over the
bonds.
Neither of these phases are superradiant, i.e. pola-
ronic superfluids. In order to open up for the aforemen-
tioned quantum normal-superradiant PT we assume a
static dipolar field driving the |1〉 ↔ |2〉 transition. Such
a field has a ‘resetting’ effect on the qutrits; a qutrit
making the transition of say |1〉 → |3〉 → |2〉 by trans-
ferring one photon between two resonators can be reset
by the field to its original state |1〉 without involving fur-
ther photons from the resonators. Above some critical
drive amplitude sc and coupling strength gc we find a
superradiant phase which spontaneously breaks the Z2
symmetry. For weaker couplings, on the other hand, a
symmetric normal phase emerges. In addition, our nu-
merical results indicate a multi-critical point where all
four phases meet. All transitions are found to fall within
the universality class of the transverse field Ising model,
i.e. not of the mean-field type but truly quantum by
nature.
The outline of the paper is as follows. In the next sec-
tion we introduce our model and find its symmetries. In
Sec. III we present the zero temperature phase diagram
as obtained from DMRG calculations, and characterize
the different phases. We also discuss the possible transi-
tions between the phases. Finally, in Sec. IV we conclude
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FIG. 1. (Color online) Schematic picture of the system set-up
(a) and the qutrit-cavity coupling (b). An array of identi-
cal cavities supporting a single mode, with frequency ω, are
coupled via three-level Λ-systems on the bonds between the
cavities (a). These qutrit Λ-systems host two degenerate bare
ground states |1〉 and |2〉, and an excited state |3〉 separated
from the lower states by Ω, see (b). One of the legs of the
Λ-system is coupled to the cavity to the left and the other
leg is coupled to the cavity to the right. Selecting the tran-
sitions in this particular way can be achieved by alternating
the polarization, σ±, between the cavities. Photon transport
between consecutive cavities are only accompanied by transi-
tions within the corresponding Λ-system. In the rotating wave
approximation we would have a qutrit transition |1〉 → |2〉 for
a photon moving to the right from cavity i to cavity i + 1,
and vice versa for the other direction. The counter rotat-
ing terms, neglected within the rotating wave approximation,
break this property. In addition, we add a direct coupling be-
tween the |1〉 and |2〉 states with an amplitude s, as depicted
in (b). As explained in the main text, a polaronic superfluid
(superradiant phase) is only possible for a non-zero coupling
s.
with a summary.
II. MODEL SYSTEM AND ANALYSIS
We investigate a one-dimensional array of cavities,
where photon tunneling between each pair of neighbor
cavities is mediated by quantum dots. The system is
schematically pictured in Fig. 1 (a). The idea of intercon-
necting cavities via superconducting qubits dates back
to the works of [23], where the qubits were considered
as controllable switches for the tunneling of photons be-
tween the cavities. Based on these ideas, it was possible
to experimentally connect three resonators with the help
of qubits [24]. The extension to arrays of multiple cav-
ities was also later considered [17]. The system is then
truly in the quantum many-body regime and the low en-
ergy physics can be seen as bosons living on a ‘dynamical
lattice’ [22]. In this work we extend the model of [17] to
three-level quantum dots, where the transitions between
the qdot levels can be addressed separately.
3A. Full Hamiltonian
We assume ideal qutrits (three-level systems) in the
Λ configuration: the two states |1〉 and |2〉 are degen-
erate, while the state |3〉 is of a higher energy. Angu-
lar momentum must be preserved, so if, e.g., the lower
states are angular momentum states with m = ±1 and
the excited state has m = 0, then the qutrit transition
3→ 1 (3→ 2) emits a σ+-polarized (σ−-polarized) pho-
ton. One possible method of realizing our model would
be by using polarization-selective cavities. Due to these
selection rules, the qutrit transition 3 → 1 (3 → 2) can
only emit a photon into the left (right) cavity. We re-
turn to the question about experimental realization in
the conclusion. As mentioned in the introduction, we
also introduce a static dipolar field between the two lower
qutrit states |1〉 and |2〉. Note that such a field breaks
the angular momentum conservation, which is possible
to realize by external two photon driving [25]. The level
configuration and system parameters are shown in Fig. 1
(b).
The full model system, as shown in Fig. 1 (a), consists
of an infinite chain of cavities interspersed with qutrits.
We label each qutrit and the resonator to its right by the
same site index i. Cavities with even (odd) index select
σ+-polarized (σ−-polarized) modes and are coupled to
the 3 ↔ 1 (3 ↔ 2) transition with a Rabi interaction of
strength g. We do not restrict the analysis to moderate
couplings g  ω, in which the rotating wave approxi-
mation is applicable, but allow for g ∼ ω, i.e. the deep
strong coupling regime [26].
The Hamiltonian can be split in a bare and an inter-
action part
H = HB +Hint. (1)
The bare Hamiltonian is comprised of the harmonic os-
cillators representing the single light modes of the res-
onators, the bare energies of the qutrits, as well as the
dipolar field on the two lower qutrit states. Expressed
in terms of Gell-Mann matrices [27] (see Appendix A for
the definition of the Gell-Mann matrices λ
(α)
i ), the bare
Hamiltonian reads (~ = 1 throughout)
HB = ω
∑
i
a†iai −
Ω√
3
∑
i
λ
(8)
i − s
∑
i
λ
(1)
i , (2)
where ω is the resonant angular frequency of the cavities,
Ω is the frequency (energy) of the upper qutrit states, s is
the strength of the dipolar field on the lower qutrit states
and a†i (ai) are the photon creation (annihilation) opera-
tors for the i’th cavity, i.e. for a photon Fock state of the
i’th cavity, ai|n〉i = √ni|n−1〉i, a†i |n〉i =
√
ni + 1|n+1〉i,
and for the number operator ni|n〉i = a†iai|n〉i = ni|n〉i.
The interaction Hamiltonian can be written as
Hint = g
∑
i odd
(
ai + a
†
i
)(
λ
(4)
i−1 + λ
(4)
i
)
+g
∑
i even
(
ai + a
†
i
)(
λ
(6)
i−1 + λ
(6)
i
)
(3)
where g is the coupling strength.
We note that there is a duality which maps the Hamil-
tonian H(s, g, ω,Ω) → H(−s, g, ω,Ω). The unitary
transformation is
U = exp
(
ipi
∑
i
(
|1〉i i〈1|+ 1− (−1)
i
2
ni
))
(4)
Hence, it is sufficient to consider s > 0, and we remark
that for any superradiant phase for s < 0 there exists a
corresponding superradiant phase for s > 0, but with a
staggered ordered parameter 〈ai〉 ∝ (−1)i.
B. Effective qutrit Hamiltonian
It is possible to eliminate the photon degrees-of-
freedom to derive an effective model of interacting SU(3)
spins in one dimension. To obtain such an effective
model, we employ the polaron transformation (also called
Lang-Firsov transformation) [28, 29], which is an ansatz
for the ground state relying on a time-scale separation
between fast and slow variables. The method has proven
efficient in describing phonon physics, where the states
of the ions in a crystal are ‘displaced’ according to the
electronic state; phonons (fast variables) dress the elec-
trons (slow variables) to form a polaronic excitation [30].
If the phonons are displaced, the idea is to find the new
minima, i.e. the displaced phononic vacuum [29]. The
variational ansatz of the polaron transformation for our
model is given by
|Ψ({ci} , {αi} , γ)〉 = U†γ |ψqutrit({ci})〉 ⊗ |~α〉, (5)
where we have defined |~α〉 = ⊗i |αi〉. Here, {ci} are
the 3N coefficients of the entire many-body state of the
qutrits, αi ∈ R is the amplitude of a photonic coher-
ent state |αi〉, and γ is a real parameter which is later
chosen such that the photonic and qutrit variables are
decoupled. While this ansatz is a mean-field ansatz for
the photonic variables, it allows for general quantum cor-
relations in the qutrit variables. We define the unitary
polaron transformation as
Uγ = exp
[
γ
∑
i
(
ai − a†i
)
Pi−1,i
]
, (6)
where we have defined
Pi−1,i =
{
λ
(4)
i−1 + λ
(4)
i , i odd,
λ
(6)
i−1 + λ
(6)
i , i even.
(7)
4Taking the expectation value with respect to the photonic
variables, 〈~α|H|~α〉, yields the effective qutrit Hamilto-
nian
Heff = −s˜
∑
i
λ
(1)
i −
Ω˜√
3
∑
i
λ
(8)
i − J
∑
i odd
λ
(4)
i−1λ
(4)
i
−J
∑
i even
λ
(6)
i−1λ
(6)
i ,
(8)
where J , s˜, and Ω˜ are renormalized couplings. A detailed
calculation of Eq. (8), as well as the expressions for the
renormalized couplings, are given in the Appendix B.
C. The normal-superradiant phase transition
As motivated in the introduction, one reason for study-
ing the present model is to find a truly quantum normal-
superradiant PT. Similar to the Dicke model but with
extensive quantum fluctuations in the thermodynamic
limit. Our Hamiltonian is invariant under a pi-rotation
with respect to the total excitation number
Nex =
∑
i
(
ni +
√
3λ8i
)
, (9)
i.e. the corresponding unitary is
Π = exp(−ipiNex) = (−1)Nex , (10)
Since the eigenvalues of Nex are integers, we clearly have
Π2 = I as required for a Z2 symmetry. That the Hamil-
tonian is symmetric under the action of Π follows from
noticing
ΠaiΠ
† = −ai, Πλ(4)i Π† = −λ(4)i ,
Πλ
(6)
i Π
† = −λ(6)i , Πλ(8)i Π† = λ(8)i .
(11)
Apart from a few special exceptions, continuous phase
transitions occur when the ground state of a system spon-
taneously breaks the symmetries of its Hamiltonian [31].
We can then find a (local) order parameter, which is zero
in the symmetric phase and non-zero in the symmetry
broken phase. For the normal-superradiant PT, which is
connected to the breaking of a similar Z2 symmetry, a
proper choice is φ = 〈a〉 [32]. Given a real light-matter
coupling g, the order parameter will be real; the sign
of φ determines the parity [10]. Similarly in our model,
breaking of the parity symmetry results in a real non-zero
value of
φ =
1
L
∑
i
sign(s)i〈ai〉, (12)
where sign(s)i ensures that the order parameter works
whether the parity breaks ferro-magnetically (for s > 0)
or anti-ferromagnetically (for s < 0). The magnitude
of φ is the same for every lattice site, but the sign can
alternate between neighboring sites; constant signs rep-
resent ferromagnetic order, while alternating signs anti-
ferromagnetic order. Since the symmetry Π involves
both qutrits and resonators, there are two other possi-
ble order parameters which should show the same (anti)-
ferromagnetic order:
φ4 =
1
L
∑
i
sign(s)i〈λ(4)i 〉, (13)
φ6 =
1
L
∑
i
sign(s)i〈λ(6)i 〉. (14)
As a one-dimensional spin chain supporting a Z2 sym-
metry, the critical point should belong to the universal-
ity class of the transverse field Ising model. To elucidate
this, we investigate the limit of s → ∞ and extrapolate
to finite s. By a Hadamard rotation of the qutrit states
|1〉i → (|1〉i + |2〉i) /
√
2,
|2〉i → (|1〉i − |2〉i) /
√
2,
|3〉i → |3〉i,
(15)
the Hamiltonian can be rewritten as
H ′B = ω
∑
i
a†iai − Ω
∑
i
λ(8) − s
∑
i
λ(3),
H ′int = g
∑
i odd
(
ai + a
†
i
)(λ(4)i−1 + λ(6)i−1√
2
+
λ
(4)
i + λ
(6)
i√
2
)
+g
∑
i even
(
ai + a
†
i
)(λ(4)i−1 − λ(6)i−1√
2
+
λ
(4)
i − λ(6)i√
2
)
.
(16)
The bare Hamiltonian has eigenvalues
E1n = s+ ωn, E2n = −s+ ωn, E3n = Ω + n. (17)
The population in the state with bare energy E2n will be
small if s is large enough and the mean photon number
n¯ of each resonator is small. In this limit, we project
the qutrit degrees of freedom of the Hamiltonian by P =∏
i (|1〉i i〈1|+ |3〉i i〈3|) to find
PH ′BP = ω
∑
i
a†iai −
√
3Ω
2
∑
i
σzi + const.,
PH ′intP =
g√
2
∑
i
(
ai + a
†
i
) (
σxi + σ
x
i−1
)
,
(18)
where σzi = |1〉i i〈1| − |3〉i i〈3| and σxi = |1〉i i〈3| + |3〉i i〈1|.
In this limit, the model is equivalent to that considered
by [17], who already concluded that the phase transi-
tion falls within the Ising universality class. By the
duality (4), we conclude that the Hamiltonian is ‘anti-
ferromagnetic’ for s < 0.
5D. Quasi-translation symmetry
Assuming periodic boundary conditions, there is a sec-
ond global symmetry of the model which we call quasi-
translation symmetry : a permutation of the qutrit states
|1〉, |2〉, followed by a translation with one site. Calling
it T˜ , the action on the operators is
T˜ aiT˜ † = ai+1, T˜ λ(3)i T˜ † = −λ(3)i+1,
T˜ λ(4)i T˜ † = λ(6)i+1, T˜ λ(6)i T˜ † = λ(4)i+1,
T˜ λ(α)i T˜ † = λ(α)i+1,
(19)
for α = 1, 8. Since this symmetry involves no change
in parity of the photonic operators, no superradiance is
involved in a corresponding symmetry breaking phase
transition. It can still be called a parity symmetry, since
T˜ 2 = 1, but the parity change involves the qutrit opera-
tor λ
(3)
i rather than λ
(4)
i and λ
(6)
i as in Eq. (11). For the
spontaneous breaking of the quasi-translation symmetry
T˜ , we introduce the order parameter
ϕ =
1
L
∑
i
〈λ(3)i 〉. (20)
E. Local gauge symmetries for s = 0
In the limit that s = 0, we find an infinite set of local
conserved quantities
Πi =
{
B1iQiB
1
i+1 i odd
B2iQiB
2
i+1 i even,
(21)
where Bki = e
ipi|k〉i i〈k| (k = 1, 2). We note that the global
parity symmetry Π =
⊗
i Πi and that Πi have the form of
generators of a Z2 gauge theory, where the photons play
the role of the ‘matter field’ and the qutrits are bond
variables [19]. Gauge theories can lead to interesting
phenomena such as confinement, but in one-dimensional
quantum systems the gauge theory is ‘trivial’ [33]. We
discuss further aspects of gauge theory in the conclusion.
It is unclear whether the presence of these gauge sym-
metries implies that the model is integrable along the
s = 0 line. For the quantum Rabi model, comprising a
single spin-1/2 particle interacting with one boson mode,
the Z2 symmetry implies that the model is integrable [34].
The present model cannot, however, be thought of as in-
terconnected Rabi models since we rather have an SU(3)
algebra instead of an SU(2) one.
III. PHASE DIAGRAM
In this section we present the numerical results ob-
tained from DMRG simulations using the TenPy li-
brary [35]. In principle, for gapped systems, DMRG will
FIG. 2. (Color online) The sum of the order parameters φ4+ϕ
defined in equations (13) and (20), calculated with DMRG for
the full boson-qutrit model (a) and the effective qutrit model
(b). In the simulations, the maximal bond dimension χ = 100
was used and the bosonic Hilbert spaces were truncated to
dimension 4. On the two axes we have s and g. For larger
values of the light-matter coupling g, the photon number 〈ni〉
increases and we expect a breakdown of the adiabatic elimina-
tion. This is seen by the quantitative differences between the
phase diagrams. Nevertheless, the structure of the phases are
the same. This supports the claim that the two models share
identical universal properties. We distinguish between four
different phases; normal (N), charge density wave (CDW),
superradiant (SR), and normal-entangled (NE). The remain-
ing (dimensionless) parameters used for the calculation are
ω = 1 and Ω = 1. In figure (b), the sweeps made to calculate
figures 4 and 5 are indicated with white lines.
be able to reproduce the zero temperature phase diagram
to arbitrary accuracy provided one keeps large enough
bond dimension [36]. In practice, to extract the critical
exponents can be computationally costly. For bosons,
DMRG relies on truncating the infinite local Hilbert
space dimension on every site. In our model, to reach nu-
merical convergence close to the critical point may imply
including up to 10 Fock states per site, making the sim-
ulations rather time-consuming. To circumvent this slow
convergence, we perform some of the DMRG simulations
for the effective qutrit model (8) which shares the sym-
metries and qualitative features of the full model. This
is justified when we focus on universal critical features,
and not quantitative results.
In Fig. 2 we show the sum of the two order param-
eters, (13) and (20), for the full model and the effec-
tive qutrit model in the (s, g)-plane. The characteris-
tics of the four phases, normal (N), charge density wave
(CDW), superradiant (SR), and normal-entangled (NE),
will be specified below. We were not able to determine
conclusively whether the four phases merge in a single
multi-critical point involving all four phases, or in two
tri-critical points involving only three phases each. Nev-
ertheless, within the precision of the numerics, we lean
towards the former scenario. In obtaining the figures,
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FIG. 3. (Color online) (a) Entanglement entropy across both
the bonds between resonators and qutrits, calculated with
DMRG for the full boson-qutrit model with s = 0,Ω = ω = 1
and a bond dimension χ = 100. The bosonic Hilbert spaces
were truncated to dimension 4. The entanglement entropy
is identical between resonators of odd index and the left and
right adjacent qutrits, but differs from the entanglement be-
tween resonators of even index and its adjacent resonators.
(b) Expectation value of the photon number operator 〈a†iai〉,
for odd (dashed line) and even (dotted line) indices, calcu-
lated from the same DMRG simulations. The spontaneous
breaking of the T˜ symmetry (the CDW in photon number) is
evident in the ”charge” dimerization in (b) and in the stag-
gered entanglement entropy around odd and even resonators
in (a). Note that entanglement entropy is high inside both
phases, such that a non-trivial bond dimension χ is needed.
we used a maximal bond dimension of χ = 100. It was
checked that setting a higher bond dimension did not im-
prove the quality of the figure. We remark that, while
the qualitative structure of the phase diagrams are the
same, the polaron ansatz seems to give a bad quantitate
approximation in most of the phase diagram. This is in
contrast to ([17]) who find quantitative agreement with
a polaron ansatz.
There are two symmetry-breaking phases in the model:
φ 6= 0 in the SR phase, and ϕ 6= 0 in the CDW phase.
We mentioned above that the SR phase can alternatively
be viewed as a superfluid, in contrast to the CDW phase
which is an insulator in the sense that the superfluid or-
der parameter φ = 0. We find no phase with both sym-
metries broken simultaneously, i.e. a supersolid. The N
and NE phases are both symmetric with respect to both
symmetries.
The normal (N) and the normal-entangled (NE) phase
are both fully symmetric, and thus considered identical
in the Landau classification of phases. One qualitative
difference between them is the entanglement entropy [37].
We consider the von Neumann entropy
SvN = −Tr1 [ρ1 log ρ1] , (22)
where ρ1 is the reduced density operator of subsystem
1, obtained by tracing the full density operator over the
degrees-of-freedom of subsystem 2. It is understood that
the trace in the above expression is over the degrees-
of-freedom for subsystem 1. The subsystems 1 and 2
are defined from splitting the full system into two equal
halves. We expect an ‘area law’ behavior of the entropy
in gapped phases, i.e. up to logarithmic corrections the
entropy is proportional to the length of the boundary be-
tween the two subsystems [37], which in one dimension
is a single bond. For gapless phases, on the other hand,
we anticipate a ‘volume law’ where the entropy instead
grows linearly with the subsystem size. The same linear
growth in entanglement is expected at the critical points.
In all phases, we find that the entanglement entropy sat-
urates
In Fig. 3, we plot the expectation value of the photon
number as well as the entanglement entropy across the
CDW-NE phase transition for the full model of qutrits
and resonators. In obtaining the figures, the matrix prod-
uct states were truncated to a bond dimension of χ = 100
and the bosonic Hilbert spaces were truncated to dimen-
sion 4. The entanglement entropy in the two phases is
shown in Fig. 3 (a); in the CDW phase, the entanglement
is higher between resonators of odd/even index and its
adjacent qutrits. The state chooses a higher entangle-
ment around odd or even sites. This staggered structure
of the entanglement entropy is another indication of the
breaking of the Z2 quasi-translation symmetry. Indeed,
in Fig. 3 we see that also the photon number breaks quasi-
translation symmetry. The CDW is an entangled state
which is best described by a MPS (matrix product state)
of moderate bond dimension. Observe that the NE phase
is fully symmetric. This is reflected in that entangle-
ment is constant in all bonds, and no superradiance is ob-
served. It is a gapped phase since the DMRG simulations
converge for a moderate but quite high bond dimension.
In the entanglement structure and MPS description, the
NE phase is similar to the AKLT state. This paradigm
many-body spin state has been found to be a symmetry-
protected topological state for spin S of odd integer val-
ues. One telltale sign of a symmetry-protected state is a
two-fold degeneracy in the entanglement spectrum of the
MPS. We have found no such degeneracy in the entan-
glement spectrum, which indicates that the NE phase is
not a symmetry-protected topological state [39, 40]. This
raises one issue: if the Landau paradigm is not enough
to distinguish the N phase from the NE phase, and no
topological [41] feature distinguishes them, there is the
possibility that the N phase could be smoothly deformed
into the NE phase.
Let us briefly return to the discussion about the non-
commuting interactions. Assume no dipolar field on the
qutrits, i.e. s = 0, and assume that all qutrits are initially
prepared in states |1〉i (|2〉i). Then, photons are only
able to tunnel between sites i, i + 1 for i odd (even),
precisely because of the non-commuting structure of the
interactions. This ‘blockade’ causes the ground state to
be an insulator, either of CDW or NE type (the s = 0
line in the phase diagram). These two phases survive
70.475 0.500 0.525 0.550
g
0.0
0.1
0.2
0.3
0.4
0.5
φ
4
(a)
12.5 10.0 7.5 5.0 2.5
log(g− gc)
2.0
1.8
1.6
1.4
1.2
1.0
0.8
0.6
lo
g
(φ
4
)
(b)
FIG. 4. (Color online) Plot (a) and log-plot (b) of the order
parameter (13) over the phase boundary between the N and
SR phases. The circles give the numerical DMRG results
calculated for the effective qutrit model (8), while the solid
lines are curve fits with the exponent β = 1/8. The agreement
is convincingly good. The remaining parameters were taken
as ω = Ω = 1 and s = 0.2.
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FIG. 5. (Color online) The same as fig. 4 but for the order
parameter (20) across the phase boundary between the CDW
and NE phases. Again we find the exponent β = 1/8. The
other parameters were ω = Ω = 1 and s = 0.065.
for small non-zero couplings s, but for some critical sc
the two phases terminate. If the light-matter coupling
g is small, the photon number remains small and the
system stays an insulator even for large |s| values – the
normal phase. In order to find a superfluid state, g has
to be increased and the system enters into the SR phase.
This is further evidence of a charge density wave and
not the aforementioned supersolid. One could possibly
imagine that the vanishing order parameters, φ = 0 and
ϕ = 0, in the NE phase is some numerical artifact and
the two symmetries are indeed broken. However, this is
physically unlikely since for at least s = 0 we should find
an insulator with φ = 0.
Having identified the phases, we also wish to determine
the types of transitions. With the two Z2 symmetries
broken in the SR and CDW phases, one expects that
the PTs fall within the universality class of the trans-
verse field Ising model in one dimension [11]. Indeed, we
find that, close to the phase transitions, our numerically
calculated order parameters can be fitted with excellent
agreement to a power law with the exponent β = 1/8,
i.e.
φ4 ∝ Θ(g − gc)(g − gc)1/8,
ϕ ∝ Θ(s− sc)(s− sc)1/8,
(23)
where Θ(x) is the Heaviside step function. This is demon-
strated in figs. 4 and 5 displaying the order parame-
ters (13) and (20) respectively. The numerical data are
complemented with the expected fits (23). We cross the
critical points by varying g, while keeping s fixed. The
symmetry broken phases SR and CDW can be reached
from either the N or the NE phases, and in all cases we
have numerically verified that the exponent β = 1/8 is
obtained. In fig. 4, a maximal bond dimension of χ = 100
was used, while in 5, the maximal bond dimension was
χ = 200.
IV. SUMMARY AND CONCLUDING
REMARKS
In this work we have studied a generalized Rabi-
Hubbard chain. A few aspects are crucially different be-
tween our model and that of the standard Rabi-Hubbard
chain, which motivated our study. Let us summarize
these below and explain how our work differs from ear-
lier findings:
1. The qdots are not contained within the resonators
but rather positioned between consecutive res-
onators. Photon tunneling between any two res-
onators occurs via the qdot, and as such the qdot
acts as a ‘bond variable’ like in the quantum link
models that have been analyzed for dynamical
gauge theories [19]. Thus, we can picture the sys-
tem as bosons in a dynamical lattice – the lattice
itself constitutes quantum degrees-of-freedom. We
know that dynamical lattices can give rise to novel
phases and phenomena – the most well-known ex-
ample being the Peierls instability [42]. It is not
restricted to fermions (electrons) coupled to lattice
bosons (phonons), but may occur also for bosons
in a dynamical lattice [22] and in spin systems [43].
A similar transition was also found in our system,
manifested as the appearance of a CDW phase of
period 2.
2. While the qdots are necessary for any dynamics
(they couple the bare photon oscillators), they also
serve as a nonlinear medium, i.e. the finite local
8Hilbert space dimension implies a nonlinear spec-
trum and the occurrence of insulating phases.
3. Instead of qubits we considered qutrits. For qubits
the physics is qualitatively described by a trans-
verse field Ising model [17], with the insulating
(normal) phase being the symmetric one, and the
superfluid (superradiant) phase the symmetry bro-
ken one. In such a model, the more exotic CDW
and NE phases do not appear. The specific cou-
pling of our Λ qutrits breaks down the local gauge
symmetries Πi to a global symmetry Π, as ex-
plained in the main text. Without the direct cou-
pling of the lower qutrit states, i.e. s = 0, a qutrit
acts as a single photon ‘diode’; if one photon has
tunneled to the left, a second one cannot tunnel.
Thus, the phases for s = 0 are insulating and the
order parameter φ of Eq. (12) vanishes.
4. For s = 0, the Hamiltonian is invariant under
the infinite set of local symmetries (21). It has
the structure of a Z2 gauge theory. The Mermin-
Wagner theorem tells us that in one dimension
a continuous symmetry cannot be spontaneously
broken to generate long range order (superfluid-
ity) [44]. Elitzur’s theorem [45] tells us that gauge
symmetries can never be broken, and only gauge in-
variant observables can have non-zero expectation
values. One may speculate if this is related to the
fact that we find no superfluidity in the NE phase.
It is interesting to note that this phase extends to
finite s, where the gauge theory description does
not hold strictly. Note also that the superradiant
phase with φ 6= 0 is not contradicting the Mermin-
Wagner theorem since a discrete symmetry can be
broken in one dimension at zero temperature.
While our generalized Rabi-Hubbard model is simply
extended from the traditional one, a most relevant ques-
tion is whether it is also accessible experimentally. The
main experimental novelty is the selected coupling be-
tween a qutrit and its resonators to the left and right.
Such selection is easily achieved by adjusting the pho-
ton frequencies to become resonant with their respective
qutrit transition, but has the disadvantage of leading to a
staggered self-energy ω of the resonators. While the sym-
metry Π connected to the N-SR phase transition survives,
such a modification destroys the quasi-translation sym-
metry T˜ . By numerical simulation, we have confirmed
that the SR phase is robust to such changes [46], while
unfortunately the CDW and NE phases do not survive.
Consequently, to access the full phase diagram we need
to implement the selection rules by other means, for ex-
ample employing polarizations as discussed in the main
text. This is rather straightforward for Fabry-Prot cav-
ities, but technically more involved for transmission line
resonators. Another experimental aspect is how to reach
the deep strong coupling regime. This is typically done
with the help of external Raman driving [47], such that
the effective light-matter coupling g is controlled by a
classical field amplitude. Another option how to fullfil
the specific selection of the transitions is to externally
address different Raman transitions in the qutrit and so
controlling how the frequencies of the drive fields hit the
desired resonances.
The largest experimental hindrance is, however, the
loss of photons. The N–SR PT in the Dicke model sur-
vives photon losses, even if the universality class is al-
tered [10] (note that we consider the deep strong cou-
pling regime such that the photon number in the ground
state can be non-zero). It might well be that also our
many-body N–SR PT would survive photon losses. How
the properties of the CDW and NE phases are affected
by photon losses is a most interesting issue. At the one
hand, the CDW and NE phases are highly entangled and
decoherence could demolish it, but on the other hand one
could also argue that topology could stabilize in particu-
lar the excitations. Resolving this is certainly interesting
but it lies outside the scope of the present work. Nev-
ertheless, let us here assume that the experiment can be
performed on time scales shorter than the typical pho-
ton life-time κ−1, which can be of the order of ms in
the microwave regime. This is of course experimentally
challenging, but not completely unrealistic.
We end by mentioning the idea of studying similar qdot
generated photon tunneling in two dimensions, which
should not be experimentally much more demanding. In
higher dimensions the lattice geometry may play an im-
portant role – one can imagine a plethora of different
settings like lattices supporting flat bands, confinement,
Dirac cones [48], or other more exotic lattices [49].
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Appendix A: Gell-Mann matrices
Just as the Pauli matrices are generators of SU(2), the
Gell-Mann matrices λi (i = 1, 2, ..., 8) are generators of
SU(3), i.e. they are Hermitian, traceless (Tr(λi) = 0)
and orthogonal (Tr(λiλj) = 2δij) [27]. It should be clear
that together with the identity matrix, any complex 3×3
matrix can be expressed as a linear combination of the
λi matrices. The usual representation of the Gell-Mann
9matrices is
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 ,
λ3 =
 1 0 00 −1 0
0 0 0
 , λ4 =
 0 0 10 0 0
1 0 0
 ,
λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =
 0 0 00 0 1
0 1 0
 ,
λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 .
(A1)
Note that the Gell-Mann matrices can be written as prod-
ucts of matrices of the Spin 1 representation of SU(2).
However, only by using the Gell-Mann matrices can (1)
be written as a quadratic Hamiltonian.
Appendix B: Polaron ansatz
The goal of this appendix is to calculate the effective
qutrit Hamiltonian (8), which is found by taking the ex-
pectation value with respect to the photonic variables
only:
Heff = 〈~α|H|~α〉, (B1)
where, as in the main text, we have defined |~α〉 = ⊗i |αi〉.
It is useful to write the polaron unitary Uγ in two ways:
Uγ = exp(−iγS),
S =
∑
i
i
(
ai − a†i
)
Pi−1,i =
∑
i
Si,i+1,
(B2)
where we have defined the two-site operators
Pi−1,i =
{
λ
(4)
i−1 + λ
(4)
i i odd,
λ
(6)
i−1 + λ
(6)
i i even,
(B3)
and
Si,i+1 =
−
√
2
(
piλ
(4)
i + λ
(6)
i pi+1
)
i odd,
−√2
(
piλ
(6)
i + λ
(4)
i pi+1
)
i even,
pi = − i√
2
(
ai − a†i
)
.
(B4)
Note that both Pi−1,i and Si,i+1 are unitary, both in-
volves operators from two sites and [Pi−1,i, Pi,i+1] 6= 0,
[Si−1,i, Si,i+1] 6= 0. Si,i+1 only involves qutrit operators
for one site, while
(
ai − a†i
)
Pi−1,i only involves photonic
operators from one site.
Uγ acts like a displacement operator on the photonic
variables, i.e.
UγaiU
†
γ = ai+γ
[
ai − a†i , ai
]
Pi−1,i = ai+γPi−1,i, (B5)
which allows us to calculate the contribution to Heff from
the photonic part of HB immediately as∑
i
〈~α|Uγa†iaiU†γ |~α〉 =
∑
i
(
α2i + 2γαiPi−1,i + γ
2P 2i−1,i
)
.
(B6)
The transformation of the qutrit part of HB is more
involved. Using the Hadamard lemma [50], the trans-
formed qutrit operators can be expanded as power series
of nested commutators as
Uγλ
(α)
i U
†
γ = λ
(α)
i − iγ
[
Si,i+1, λ
(α)
i
]
+
(−iγ)2
2!
[
Si,i+1,
[
Si,i+1, λ
(α)
i
]]
+ . . . . (B7)
To compute coherent state expectation values, we use the
formula (assuming α ∈ R):
〈α|pn|α〉 =
{
0 n odd
Γ(n+12 )/
√
pi n even
(B8)
Using (B8), we find
−s
∑
i
〈~α|Uγλ(1)i U†γ |~α〉 = −sf1(γ)
∑
i
λ
(1)
i
− Ω√
3
∑
i
〈~α|Uγλ(8)i U†γ |~α〉 = −
Ω√
3
f8(γ)
∑
i
λ
(8)
i ,
(B9)
where the functions of γ can be expanded as rapidly con-
verging power series
f1(γ) = 1− γ2 + 5γ
4
6
− 17γ
6
30
+O
(
γ8
)
f8(γ) = 1− 3γ2 + 4γ4 − 16γ
6
5
+O
(
γ8
)
.
(B10)
It remains to calculate the contribution from the inter-
action Hamiltonian,
g
∑
i
〈~α|Uγ
(
ai + a
†
i
)
U†γUγPi−1,iU
†
γ |~α〉 =
g
∑
i
〈~α|
(
ai + a
†
i
)
UγPi−1,iU†γ |~α〉
+2gγ
∑
i
Pi−1,i〈~α|UγPi−1,iU†γ |~α〉.
(B11)
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In the calculation, we will need to use the formula
〈α|(a+ a†)pn|α〉 =
{
in/
√
2〈α|pn−1|α〉 n odd
2α〈α|pn|α〉 n even.
(B12)
Using (B12), we find
g
∑
i
〈~α|
(
ai + a
†
i
)
UγPi−1,iU†γ |~α〉 =
g
∑
i odd
∑
β=2,4,6
(
h4βi−1,iλ
β
i−1 + h
4β
i,i+1λ
β
i
)
+g
∑
i even
∑
β=2,4,6
(
h6βi−1,iλ
β
i−1 + h
6β
i,i+1λ
β
i
)
=
gfg(γ)
∑
i
2αiPi−1,i
(B13)
since h64i−1,i = h
46
i−1,i = 0 for all i, h
42
i,i+1 = h
62
i−1,i = 0 and
h42i,i+1 = −h62i−1,i for i odd and vice versa for i even, while
h66i,i+1 = h
44
i,i+1 = fg(γ) for all i, where
fg(γ) = 1− γ
2
2
+
γ4
6
− γ
6
30
+
γ8
210
+O
(
γ10
)
. (B14)
Note that the denominators are the primorial num-
bers [51], so fg(γ) is the ‘primorial version’ of e
−γ2 .
Furthermore, from (B8), we know that only coherent
state expectation values of even powers of pn are non-
zero. By expanding in a power series using the Hadamard
lemma and setting all terms which are odd in pi−1 or pi
to zero, we find
2gγ
∑
i
Qi−1,i〈~α|UγPi−1,iU†γ |~α〉 = 2γfg(γ)
∑
i
P 2i−1,i.
(B15)
The expression (B13) and the cross-term in (B6) are
the only terms which couple the photonic mean-field and
qutrit degrees of freedom. Both terms can be eliminated
by choosing γ to be a root of the equation
gfg(γ) = −ωγ, (B16)
which has a solution γ ∼ −g/ω close to g/ω = 0. By
this choice, the photonic and qutrit degrees of freedom
are completely decoupled. Once decoupled, the photonic
degrees of freedom can be minimized independently to
αi = 0. In this sense, the polaron ansatz is a “dynamic
displacement” of the photonic vacuum. The ansatz ne-
glects any contribution to quantum fluctuations from the
resonators around this vacuum state.
We found that the photonic part of the effective qutrit
Hamiltonian was minimized to zero, so the remaining
part is a qutrit Hamiltonian:
Heff = −sf1(γ)
∑
i
λ
(1)
i −
Ω√
3
f8(γ)
∑
i
λ
(8)
i
+
(
ωγ2 + 2γfg(γ)
)∑
i
P 2i−1,i.
(B17)
Assuming periodic boundary conditions, we find (the
constant term is dropped):∑
i
P 2i−1,i =
∑
i odd
(
(λ
(4)
i−1)
2 + (λ
(4)
i−1)
2 + 2λ
(4)
i−1λ
(4)
i
)
+
∑
i even
(
(λ
(6)
i−1)
2 + (λ
(6)
i−1)
2 + 2λ
(6)
i−1λ
(6)
i
)
= 2
∑
i odd
λ
(4)
i−1λ
(4)
i + 2
∑
i even
λ
(6)
i−1λ
(6)
i
+
∑
i
(
4
3
I3×3 − 1√
3
λ
(8)
i
)
,
(B18)
such that the effective qutrit Hamiltonian can be written
as
Heff = −s˜
∑
i
λ
(1)
i −
Ω˜√
3
∑
i
λ
(8)
i − J
∑
i odd
λ
(4)
i−1λ
(4)
i
−J
∑
i even
λ
(6)
i−1λ
(6)
i ,
(B19)
where
s˜ = f1(γ)s,
Ω˜ = f8(γ)Ω + J/2,
J = −2
(
ωγ2 + 2γfg(γ)
)
=
2− g
g
2ωγ2.
(B20)
[1] I. Carusotto, C. Ciuti, Rev. Mod. Phys. 85, 299 (2013).
[2] V. DeGiorgio and M. O. Scully, Phys. Rev A 2,1170
(1970); H. Haken, Laser theory (Springer Verlag, 2012).
[3] R. H. Dicke, Phys. Rev. 93, 99 (1954).
[4] B. M. Garraway, Phil. Trans. R. Soc. London A: Math.
Phys. Eng. Sciences 369, 1137 (2011).
[5] K. Hepp and E. H. Lieb, Ann. Phys. 76, 360 (1973).
[6] Y. K. Wang and F. T. Hioe, Phys. Rev. A 7, 831 (1973).
[7] M. J. Hartmann, F. G. S. L. Brandao, and M. B. Plenio,
Laser Phot. Rev. 2, 527 (2008).
[8] J. I. Cirac and P. Zoller, Nature Phys. 8, 264 (2012).
[9] M. Hillery and L. D. Mlodinow, Physical Review A 31,
797 (1985).
[10] J. Larson and E. K. Irish, J. Phys. A: Math. Gen. 50,
17002 (2017).
[11] S. Sachdev, Quantum Phase Transition, (Cambridge Uni-
11
versity Press, Cambridge, 2011).
[12] P. Strack and S. Sachdev, Phys. Rev. Lett. 107, 277202
(2011); M. Buchhold, P. Strack, S. Sachdev, and S. Diehl,
Phys. Rev. A 87, 063622 (2013).
[13] M. J. Hartmann, F. G. S. L. Brandao, and M. B Plenio,
Nature Phys. 2, 849 (2006); A. D. Greentree, C. Tahan,
J. H- Cole, and L. C. L. Hollenberg, Nature Phys. 2,
856 (2006); A. Tomadin, and R. Fazio, J. Opt. Soc. Am.
B 27, A130 (2010); S. Schmidt and J. Koch, Annalen
der Physik 525, 395 (2013); S. Schmidt, G. Blatter, and
J. Keeling, J. Phys. B: At. Mol. Opt. Phys. 46, 224020
(2013).
[14] A. Wallraff, D. I. Schuster, A. Blais, L. Frunzio, R.- S.
Huang, J. Majer, S. Kumar, S. M. Girvin, and R. J.
Schoelkopf , Nature 431, 162 (2004).
[15] K. M. Birnbaum, A. Boca, R. Miller, A. D. Boozer, T.
E. Northup, and H. J. Kimble, Nature 436, 87 (2005).
[16] In the Jaynes-Cummings-Hubbard model, the particle
number is preserved and it belongs to the same univer-
sality class as the Bose-Hubbard model. Without the ro-
tating wave approximation, i.e. the Rabi-Hubbard model,
the particle number is no longer preserved but it supports
a parity symmetry and it belongs instead to the Ising uni-
versality class; M. Schiro, M. Bordyuh, B. O¨ztop, and H.
E. Tu¨reci, Phys. Rev. Lett. 109, 053601 (2012).
[17] A. Kurcz, A. Bermudez, and J. J. Garc´ıa-Ripoll, Phys.
Rev. Lett. 112, 180405 (2014).
[18] I. Shomroni, S. Rosenblum, Y. Lovsky, O. Bechler, G.
Guendelman, and B. Dayan, Science 345, 903 (2014).
[19] U.-J. Wiese, Annalen der Physik 525, 777 (2013); D.
Marcos, P. Rabl, E. Rico, and P. Zoller, Phys. Rev. Lett.
111, 110504 (2013); P. Hauke, D. Marcos, M. Dalmonte,
and P. Zoller Phys. Rev. X 3, 041018 (2013).
[20] R. Peierls, Quantum Theory of Solids (Clarendon Press,
1955).
[21] J. Le´onard, A. Morales, P. Zupancic, T. Esslinger, and
T. Donner, Nature 543, 87 (2017).
[22] D. Gonza´lez-Cuadra, P. R. Grzybowski, A. Dauphin, and
M. Lewenstein Phys. Rev. Lett. 121, 090402 (2018).
[23] C. P. Sun, L. F. Wei, Y. X. Liu, and F. Nori, Phys. Rev.
A 73, 022318 (2006); M. Mariantoni, F. Deppe, A. Marx,
R. Gross, F. K. Wilhelm, and E. Solano, Phys. Rev. B
78, 104508 (2008).
[24] M. Mariantoni, H. Wang, R. C. Bialczak, M. Lenander,
E. Lucero, M. Neeley, A. D. O?Connell, D. Sank, M.
Weides, J. Wenner, T. Yamamoto, Y. Yin, J. Zhao, J.
M. Martinis, and A. N. Cleland, Nature Phys. 7, 287
(2011).
[25] S. Rosenblum, O. Bechler, I. Shomroni, Y. Lovsky, G.
Guendelman, and B. Dayan, Nature Phot. 10, 19 (2016).
[26] J. Casanova, G. Romero, I. Lizuain, J. J. Garcia-Ripoll,
E. and Solano, Phys. Rev. Lett. 105, 263603 (2010).
[27] H. Georgi, Lie Algebras in Particle Physics, (Westview
Press, 1999).
[28] G. Lang and Y. A. Firsov, Zh. Eksp. Teor. Fiz. 43, 1843
(1962).
[29] G. D. Mahan, Many-Particle Physics, (Plenum, New
York, 1990), Chap. 4; A. Wu¨rger, Phys. Rev. B 57, 347
(1998).
[30] G. D. Mahan, Many-Particle Physics. (KA/PP, New
York, 2000).
[31] N. Goldenfeld, Lectures On Phase Transitions And The
Renormalization Group, (Addison-Wesley, 1992).
[32] K. Baumann, C. Guerlin, F. Brennecke, and T. Esslinger,
Nature 464, 1301 (2010); M. P. Baden, K. J. Arnold, A.
L. Grimsmo, S. Parkins, and M. D. Barrett Phys. Rev.
Lett. 113, 020408 (2014).
[33] J. B. Kogut, Rev. Mod. Phys. 4, 51 (1979).
[34] D. Braak, Phys. Rev. Lett. 107, 100401 (2011); J. Lar-
son, J. Phys. B At. Mol. Opt. Phys. 46, 224016 (2013).
[35] J. Hauschild and F. Pollmann, SciPost Phys. Lect. Notes
(2018), code available from https://github.com/tenpy/
tenpy
[36] U. Schollwo¨ck, Ann. Phys. 326, 96 (2011).
[37] J. Eisert, M. Cramer, and M. B. Plenio, Rev. Mod. Phys.
82, 277 (2010).
[38] I. Affleck, T. Kennedy, E. H. Lieb, and H. Tasaki, Phys.
Rev. Lett. 59, 799 (1987).
[39] F. Pollmann, E. Berg, A. M. Turner, M. Oshikawa, Phys.
Rev. B 7 85 (2012).
[40] M. Oshikawa, J. Phys: Cond. Mat. 4, 36 (1992).
[41] X. Chen, Z.-C. Gu, and X.-G. Wen, Phys. Rev. B 83,
035107 (2011).
[42] R. E. Peierls, Quantum Theory of Solids, (Oxford Uni-
versity Press, Oxford, 1955).
[43] E. Pytte, Phys. Rev. B 10, 4637 (1974).
[44] A. Auerbach, Interacting electrons and quantum mag-
netism, (Springer, 2012).
[45] S. Elitzur, Phys. Rev. D, 1
¯
2, 12 (1975).
[46] P. Strack and S. Sachdev, Phys. Rev. Lett. 107, 277202
(2011); L.-J. Zou, D. Marcos, S. Diehl, S. Putz, J.
Schmiedmayer, J. Majer, and P. Rabl, Phys. Rev. Lett.
113, 023603 (2014).
[47] F. Dimer, B. Estienne, A. S. Parkins, and H. J.
Carmichael, Phys. Rev. A 75, 013804 (2007).
[48] A. A. Houch, H. E. Tu¨reci, and J. Koch, Nature Phys.
8, 292 (2012).
[49] A. J. Kollar, M. Fitzpatrick, and A. A. Houck, Nature
571, 45 (2019); A. J. Kollar, M. Fitzpatrick, P. Sarnack,
and A. A. Houck, Commun. Theo. Phys., 1 (2019).
[50] R. Shankar, Principles of Quantum Mechanics, (Plenum
Press 1994).
[51] H. Dubner, J. Recr. Math. 19: 197203 (1987).
