The previously published procedure for calculation of rate constants associated with the death of microbial cells is shown to be so sensitive to variation in experimental data as to render it impractical for this application. The only obvious modification to the published procedure met with only limited success. It is concluded that a fresh search should be undertaken for the solution to this fundamental problem. The success of such further attempts may depend upon an alternative description of the normal probability integral rather than upon refined experimentation.
The description of the kinetics of microbial cell death remains one of the most fundamental problems in microbiology. A description of the kinetics of thermal death of bacteria has been offered by Moats (2) . This description assumes that death results from inactivation of XL of N critical sites, that the N sites and all bacteria within the population are homogeneous, and that inactivation occurs at random and follows first-order kinetics. The chief advantage of this treatment relative to a single-hit, multitarget model (see, for example, reference 3) is that N, the total number of critical sites (targets), is obtained. The theoretical considerations associated with this treatment and a good discussion of previous approaches to the problem are provided by Moats (2) .
The present purpose is to examine this procedure for the determination of k, the rate constant for inactivation of individual critical sites. It should also be noted that the value ofN depends on the value ofk obtained. The value of XL may or may not, depending upon its method of estimation, depend upon k. Our own particular interest in this problem stems from an attempt to provide a kinetic description of the death of starved yeast cells. After an initial increase in the number of viable cells due to utilization of residual nutrients, the viability dropped. The kinetics of death obtained in a typical experiment (Table  1) are similar to the kinetics of death of heattreated cells described by Moats (2).
Moats' approach to this problem is to utilize a simultaneous solution for the equation: (d/or)2 = N (e-2k( -2e-(t+kt50) + e-2kt50)/ (e-kt-e-2kt) (1) where dlor is the ratio of deviation from the mean to standard deviation (obtainable from a table of the normal probability integral) for the fraction of survivors at time t; t50 is the time at which the fraction of survivors is 0. 5; N is the total number of critical sites; k is the rate constant sought; and e is the Napierian base.
The simultaneous solution is obtained by utilizing two different experimentally obtained values for t, thereby removing the constant, but unknown, term of N.
Unfortunately, the resulting equation is difficult to evaluate with confidence because of an extreme sensitivity ofk to slight variations in one or more of the terms (d/o)2, t1 and t2 (the two different values for t), and t50. The value of N, which is subsequently obtainable from equation 1, will also be very sensitive to variation. As a further consequence of this, the value of XL, which is obtained from the relationship XL = N (1 -e-ktso) (equation 2), will also exhibit great sensitivity. NOTES 1649 An attempt to estimate the rate constant for the inactivation of critical sites resulted in a series of values for k that differ from each other, depending on the time values used to solve equation 1. All time values were taken from the same experiment (Table 2) (d/ur)2 = XL (e-2kt -2e-(kt+ktso) + e-2kt5o)/
(1 -e-ktso) (e-kt -e-2kt) (3) which may be directly evaluated to obtain a value for k, which does not seem to depend so critically upon the experimental times chosen for the solution as does the previous simultaneous solution (Table 3) . However, it is also apparent that even the improved method is still subject to a degree of variation, which for many purposes must be regarded as unacceptable and, in the case of small variations in estimates of the survival fraction (Table 4) , is not better than the original method. Thus, the apparent advantage in using this alternative method rests in the independent estimation of XL and the decreased sensitivity to the times chosen for the solution. Unfortunately, as this method is apparently little better than that previously proposed for estimation of k (2) in terms of its sensitivity to variation in survival fraction estimates, we cannot claim to have made much greater progress in this direction than has Moats (2). It is concluded that neither the procedure outlined by Moats (2) nor the modification of this procedure introduced by us can be very usefully employed in the determination of the rate constant. Neither can refined experimentation or the use of a larger computer be expected to improve this determination. The only obvious possibility would appear to be an alternative description of the normal probability integral, which would lead to a better behaved function. Despite our lack of success in solving this problem we feel that our observations are significant and have led to a restatement of this problem, which will hopefully assist in its eventual solution.
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