The attenuation of ground-penetrating radar (GPR) energy by the subsurface shifts the amplitude spectrum of the radar pulse to lower frequencies (absorption) with increasing traveltime and also causes a distortion of wavelet phase (dispersion). Accounting for dielectric losses (or attenuation), the permittivity is, in general, a complex quantity. Absorption is introduced via the imaginary part of dielectric permittivity, while the frequency dependence of the real part introduces the dispersion. The radar attenuation is characterized by the quality factor Q, which is a measure of the energy stored to the energy lost per radian and can be estimated from the ratio of the real to imaginary parts of permittivity.
INTRODUCTION
The dielectric loss or attenuation of radar waves is of great interest in the analysis of radar transmission data for two reasons. First, the dielectric loss can be regarded as a perturbation of radar waves, which must be eliminated by inverse Q-filters. Hence, the problem of determining Q reliably remains. Second, attenuation is another parameter that can be used for lithological interpretation apart from velocity.
The radar attenuation is closely related to the dielectric permittivity of the medium, which is, in general, a complex quantity showing a frequency dependence. Q is a measure of the ratio of energy stored to the energy dissipated per radian, and can be estimated from the ratio of the real to the imaginary parts of the permittivity. When the real and imaginary parts of the permittivity do not follow similar trends in frequency, the model is assumed to be Q-frequency-dependent. The case where the real and imaginary parts of the permittivity show the same dependence on frequency corresponds to a constant-Q model. There are several commonly accepted functions which successfully describe the frequency dependence of permittivity in solids. The most common of these are the Cole-Cole (Cole & Cole 1941 ), Cole-Davidson (Davidson & Cole 1951) , and the 'universal' power-law (Joncsher 1977 (Joncsher , 1978 functions. Examples of studies showing the behaviour of one or other of these functions in saturated rocks are given by Locker & Byerlee (1985) , Knight & Nur (1987) and Taherian, Kenyon & Safinya (1990) .
In order to model for dielectric losses (or radar attenuation) we consider a complex power function of frequency for the dielectric permittivity. We show that this dielectric response corresponds to a constant-Q model and is in complete harmony with the 'universal' law of Joncsher (1977) . A similar expression for the elastic modulus is used by Kjartansson (1979) for the case of mechanical losses. Our approach is justified by the similar trends of the dielectric and mechanical responses (McCall 1969; Jonscher 1977) . After introducing the dielectric response into the wavenumber, we propose a propagation method to model the theoretical attenuated data. Then, by comparing the theoretical synthetic data with the observed transmitted data, we can determine the quality factor Q. This technique is similar to the wavelet modelling proposed by Jannsen, Voss & Theelin (1985) . Examples of synthetic and real radar transmission data in granite and salt will be shown in order to illustrate the determination of the quality factor in saturated rocks.
DEFINITIONS
Throughout this paper we will use the total complex dielectric permittivity defined as E = E' + is", where E' and E" are its real 0 1996 RAS and imaginary parts, respectively, and are measured in laboratory tests. When a sample is subjected to an electric field of the form E = exp (-iwt) , then a total current of density J , will, in general, flow in the sample (see Gueguen & Palciauskas 1992, p. 226) :
where i = (-1)'12, w is the angular frequency, and t is the time. Here we do not make any distinction concerning the mode of current flow, i.e. between conduction' and displacement currents. This latter convention can be found in Olhoeft (1980) .
The radar attenuation is commonly characterized by the loss tangent tan 6, and, in a similar manner to the seismic case attenuation, it is related to the dissipation factor or quality factor Q by where 6 determines the phase angle q5 between the total current density JT and electric field E (the phase angle is given by q5 = 6 -n/2). When the real and imaginary parts of permittivity follow exactly the same trends in frequency, the model is assumed to be a constant-Q model. The case where the real and imaginary parts of permittivity do not show the same dependence on frequency corresponds to a frequency-dependent-Q model.
FREQUENCY-DEPENDENT MODELS
The classical dipolar response of Debye (1929) has frequently been used to describe the dielectric dispersion in a system with a single relaxation time:
where z is the relaxation time, wp = l/z is the peak loss frequency corresponding to the maximum in E", and E, is the real part of E ( W ) at infinite frequency. However, many materials, including rocks, deviate from Debye behaviour, suggesting the presence of a distribution of relaxation times. Examples of studies showing the non-Debye behaviour of rocks are given by Locker & Byerlee (1985) , Knight & Nur (1987) and Taherian et al. (1990) .
In order to fit the observed deviations from the Debye equation and to model a distribution of relaxation times, some other empirical expressions are proposed. The most commonly used are the Cole-Cole expression (Cole & Cole 1941) , the Cole-Davidson, and the combined Cole-Cole and ColeDavidson expressions (Davidson & Cole 1951 ). An interesting feature of these empirical relations is that at frequencies far from the peak lbss frequency (w,) both E' -E, and E" show the same power-law dependence on frequency, which led Jonscher (1977) to define this power-law dependence as the 'universal' dielectric response. For a more complete comparison of various dielectric susceptibility functions, refer to Hill & Jonscher (1983) . According to Jonscher's dielectric response, the imaginary and real parts of permittivity are given by (see Fig. la 
with 0 < n < 1. The case of classical dipolar response modified by the experimental measurements is presented in Fig. l(a) . A consequence of eq. (4) is that the ratio E"/(E' -em) is independent of frequency and is given by E"/(E' -E,) = cot(nn/2). This is in complete contrast to the Debye behaviour for which this ratio is equal to wz (see eq. 3). Jonscher (1977, 1978) has also identified a special class of dielectric response which he refers to as a low-frequency dispersion. In material with this kind of response, the power-law dependence of eq. (4) persists throughout a transition from a small value of index n to a different, and larger, value beyond a characteristic frequency w,. This is shown in Fig. 1 (b) , which represents the case of carrier polarization. Information concerning theoretical aspects of this class of dielectric can be found in Jonscher (1981) and Dissado & Hill (1984) .
The imaginary part of permittivity E" and E' -E , are in fact Hilbert transforms of each another (Jonscher 1977) and, so knowledge of any one of the two functions E" or E' and E, determines the dielectric response of the system. The estimation of E , can be difficult, however, unless saturation is observed in the real part of the permittivity at high frequencies. If saturation is not observed, a useful technique (Bottcher & Bordewijk 1978; Hill & Jonscher 1983) is to take the Hilbert transform of the loss data (~" ( w ) ) to obtain the theoretical value of &'(a) -E, at the highest frequency available, and from this value and the measured value of ~ ' ( w ) at the same frequency to estimate E, .
CONSTANT DIELECTRIC LOSS
Constant dielectric loss or frequency-independent Q implies that the real and imaginary parts of permittivity should show the same trends in frequency (see eq. 2). So it seems reasonable to try a complex permittivity function for which the real and imaginary parts plot as two parallel straight lines on a log-log plot, over a given range of frequencies away from the peak loss frequency (w > cop). Therefore, in order to model for radar attenuation, we use a dielectric response of the form where 0 < n < 1 and a,, E, are two constants; w, is an arbitrary reference frequency, and E, has the dimensions of permittivity. A similar response function for the bulk modulus has been used by Kjartansson (1979) , in the case of mechanical losses in solids. Our choice (eq. 5) is based on the similar trends of the dielectric and mechanical responses (McCall 1969; Jonscher 1977) . By writing E ( W ) in eq. (5) in terms of its real and imaginary parts and considering only the positive frequencies we obtain
Consequently eq. ( 6 ) confirms that the argument of the permittivity in eq. (5), and thus the phase angle between the total current density and the electric field, is independent of frequency; hence, it follows from ( 2 ) that Q is independent of Eqs ( 5 ) to (8) are in agreement with the 'universal' law of Joncsher (1977) , for a constant factor ( E~) .
Accounting for this constant factor implies adding E, into the real part of eq. ( 5 ) ; this case is discussed in Appendix A, where it is also shown that for n z 1 (small attenuation) we deal with a constant-Q model which is consistent with Kjartansson's approximation for large Q.
The complex wavenumber (or the complex propagation constant) k is given by
where the constitutive parameter , u is equal to the magnetic permeability of free space for most non-magnetic rocks. Substituting eq. (5) 
The dispersion and absorption terms are introduced, respectively, by the real and imaginary part of the wavenumber k.
Writing the complex wavenumber as k = / 3 + ia, where (12) one can see the V, is simply the phase velocity at the arbitrary reference frequency 0 , and, since V is slightly dependent on frequency, the absorption coefficient tl in (13) is not exactly proportional to frequency. The result in (12) is the dispersion relation proposed for the first time by Kjartansson (1979) in the case of mechanical losses in solids. Our model, based on the empirical power-law description of dielectric response, is valid over a given range of frequencies (greater than wp) and for any positive value of Q. Turner & Siggins (1994) have also shown that a constant-Q attenuation is valuable for describing radar-pulse propagation in some geological materials. They found empirically that the absorption coefficient t( is given by summing a constant value (a,) with another term which is proportional to frequency and depends on a new parameter Q*. This parameter is equal to Q when MO = 0.
R A D A R DEPTH PENETRATION
Let Eo(w) be the complex spectrum of the electrical source e, ( t ) of radar data at z = 0. The theoretical complex spectrum E(o,z) of the signal transmitted at any distance z from the source is then given by
The first exponential in eq. (14) corresponds to the propagation term (the dependence of velocity on frequency introduces the dispersion), and the second corresponds to an amplitude factor or attenuation term. The skin depth (6,) is the distance at which the electric field is attenuated by a factor e, and is given by the inverse oft( (see eq. 13):
We can also define another skin depth in unit time as follows:
For a frequency of 100 MHz (o = w, = 2.n x 100 MHz) and for two different values of Q (Q = 15,30), from (16) we find for 6, the values of 47.8 and 95.5 ns, respectively. Taking a velocity of V, = 0.13 m ns-' (which is the case for the salt and granite), then the skin depth 6, will have the values of 6.21 and 12.41 m, respectively. The attenuation A (in dB m-l) relative to the skin depth (6,) is given by 20 A = -log(e) .
6, Therefore, for Q = 15 we find that A = 1.4 dB m-' and, for Q = 30, A = 0.7 dB m-I. These values of attenuation at radar frequencies are in harmony with those given by Davis & Annan (1989) , for the case of granite and salt. If we assume a very high signal-to-noise (S/N) ratio of 60dB then, for a frequency of 100 MHz, the penetration depth or the depth of investigation (in transmission) will have the values of 43 m for Q = 15, and 86 m for Q = 30. In addition to absorption losses, the radar signal also undergoes spherical spreading and scattering losses as it travels away from the antenna. These will make the depth of investigation smaller than the above values. The maximum range of investigation (in reflection), accounting for both absorption and spreading losses, can easily be estimated from nomograms proposed by Turner, Siggins & Hunt (1993) (see their Figs 1 and 2 ).
Q ESTJMATJON BY PROPAGATION METHOD
The method of estimating Q presented here is equivalent to wavelet modelling introduced by Jannsen et al. ( 1985) . Substituting eqs (12) and (13) into eq. (14), and changing the distance z to its equivalent in time by T = z/&, one obtains
We note here that n and Q are related by eq. (8), and that both are independent of frequency. A similar propagation technique has been used by Blair & Spathis (1982 . In order to assess the in situ mechanical losses of rock masses, they used the constant-Q theory of Kjartansson (1979) . They also discussed the stability of this propagation method compared with that of the standard spectral ratio estimation of Q (Blair & Spathis 1982) .
By transforming eq. (18) back into the time domain, one can obtain the theoretical wavelet e( t, T, n), transmitted at time T with quality factor Q. An example of wavelets propagated at the same distance or same time ( T = 60 ns) with different values of Qs (Q = 5, 10, 15, 20, 25 and 30), is shown in Fig. 2 . The source used here is a symmetrical Ricker wavelet with a dominant frequency of 100 MHz. From Fig. 2(a) , one can see that for small Q (large attenuation) the signal becomes broader, its energy is diminished (absorption), and also that its shape is not symmetrical any more (dispersion). The amplitude spectrum of each propagated wavelet is presented in Fig. 2( b) , from which we note that the amplitude spectrum decreases and shifts to lower frequencies for small Q. The same remarks can be made in the case where Q is fixed and the propagation time increases. This is shown in Fig. 3 , which represents the evolution of the shape of a 100 MHz radar pulse with increasing traveltime for a fixed value of Q = 10. The trace on the right side of the figure shows the intact radar pulse with a central frequency of 100 MHz (Tillard 1991) .
A practical way to obtain Q is to calculate the attenuated wavelets for a closely spaced set of Qs and to select the optimum solution from comparison with the observed transmitted wavelet e,(t). As the amount of absorption also depends on traveltime T (see eq. 18), this parameter must be determined simultaneously with Q. This can be done by varying T in a reasonable time interval. Since the information content of a wavelet in the time and frequency domains is exactly the same, the comparisons between two wavelets could also be done in (1985) , however, it is very difficult to compare phase spectra, especially in the presence of noise. Hence the inverse transform into the time domain is more practical, and the comparison of the modelled signal and the observed signal is performed in L, norm. Therefore the quality factor Q and the transmission time T are then'determined by taking the minimum of the following function:
The sum in (19) is done over the length of the wavelet, e(k, T , ni) is the theoretical value of the wavelet at sample time k and parameter set (z, ni), and ed(k) is then the value at sample time k of the observed transmitted wavelet. In our study we will compare the two wavelets in eq. (19) normalized by their peak amplitudes, a method that has the advantage that the amplitude decay effect caused by geometrical spreading can be neglected. That is the reason why the spreading term in eqs (14) and (18) is omitted.
REAL DATA EXAMPLES
The data presented in this paper were obtained with a PC-based, digital radar system (PulseEKKO IV, manufactured by Sensors & Software, Canada) operating with 50, 100 or 200 MHz dipole antennas. The radar data were acquired by positioning the transmitting and receiving antennas on both sides of a potash or granite pillar in a mine. The transmitter was fixed while the receiver was moved on the other side of the pillar by steps of 0.5 m. Fig. 4 shows a sketch of configurations for radar transmission measurements.
k Fig. 5 shows the radar transmission data in granite (Electricite de France site of Brommat) with a 100 MHz radar system. All the traces in this figure are normalized by peak amplitudes of each trace. Fig. 6 shows the propagation method and the comparisons of the theoretical wavelets with the observed transmitted wavelets. The starting radar pulse used here and elsewhere in the other figures is the same as the pulse on the right-hand side of Fig. 3 . By using eq. (19), the best fit between wavelets is found for a Q of 14. Fig. 6(a) shows the comparison between the propagated wavelet (top) and the real signal of the third trace in Fig. 5 (bottom) . Their amplitude spectra, presented in Fig. 6(b) , show that the peak-amplitude spectrum for both wavelets is nearly at 30 MHz. A comparison between the theoretical wavelet (top) and the observed wavelet of the 19th trace of Fig. 5 (bottom) is shown in Fig. 6(c) . The amplitude spectra are presented in Fig. 6(d) , from which we note that the peak-amplitude spectrum is at a frequency lower than 30 MHz: therefore the amplitude spectrum has shifted to lower frequencies. For a velocity of V, = 0.13 m/ns, the travel distances of wavelets in Figs 6(a) and (c) are respectively 26 and 34.5 m (traveltimes of 200 and 265 ns). The reference frequency fr(w, = 2nfr) for modelling is chosen to be in the centre of the radar bandpass, which in the case of highly altered granite is at nearly 40 MHz (Tillard 1994) . Fig. 7 represents the radar transmission data in salt (Potash Mine of Alsace) with a 50 MHz radar system. No normalization is applied to these data. Fig. 8 has the same format as Fig. 6 , but in this case uses data from Fig. 7 and Q = 35. The radar source used for modelling is the same as the pulse on the righthand side of Fig. 3 , but with a sample rate that is twice as big. Therefore, the starting radar pulse has a central frequency of 50 MHz. The modelling of signals in Figs 8(a) and (c) (top) is done with a reference frequency f r = 40 MHz, which is the centre of the radar bandpass in salt for a 50MHz antenna. The observed transmitted wavelets in salt presented in Figs S(a) and (c) (bottom), are respectively the first and the 21st traces of Fig. 7 . Using the same velocity as in the case of granite, the travel distances are nearly 31.6 and 41.9 m (traveltimes at 243 and 323 ns). It is clear that the wavelets become longer as the traveltime increases, but the dispersion is smaller than for granite. Figs 8(b) and (d) show the amplitude spectra of the theoretical wavelets (top) and real transmitted signals (bottom). It is clear from Figs 6 and 8 that the pulse shape has changed (dispersion) as it propagates through the Earth. This is one of the reasons why classical deconvolution methods, used routinely in seismic data processing, are often ineffective in the case of radar data (see also Turner 1994).
The method of estimating Q described previously has been
Time ( (Fig. 5 ) the value of Q varies between 12 and 18, while in the case of salt (Fig. 7) the Q values are between 30 and 42. The reliability of the computation of Q is dependent on the attenuation itself and on the amount of noise. So, a low Q (high attenuation) is much easier to compute reliably than a high Q, and the higher the noise level the more problematic Q estimation is. More discussion about the errors and the reliability of the wavelet modelling method, used in this paper, can be found in Jannsen et al. (1985) and Tonn (1991) .
CONCLUSION
The work presented here shows that the dielectric losses of radar waves in some rocks can be approximated by taking a complex power function of frequency for the dielectric permittivity, which is similar to the expression for the elastic modulus in the case of mechanical losses. We demonstrated also that this approximation corresponds to a constant-Q model and is valid for any positive value of Q.
Using this approach, we proposed a propagation method to model radar attenuation and to estimate the quality factor Q. Then this method was applied to the radar transmission data in granite and salt. Extending the application of the proposed method to radar data in other materials is the logical next step.
It is also shown that the radar pulse undergoes an important dispersion due to the dependence of phase velocity on frequency. This is one of the reasons why any conventional deconvolution of radar data does not work well. The results shown in this paper have significant implications for the modelling and processing of radar data, especially in the implementation of appropriate inverse-Q filtering, which is the subject of current research in the case of radar waves.
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Dielectric losses of G P R waves
We note here that the quality factor Q, is constant and proportional to the one defined in eq. (7) or (A4), with a constant factor of (E: + E,)/E:. In such a situation (n x 1 or Qo > lo), the tangent in (A4) may be replaced by its argument [i.e. 1 -n x 2/(nQo)], and, using Maclaurin's series expansion,
( a / q Y -' in eq. (A7) can be written as It seems from (A12) that V, is simply the phase velocity at the arbitrary reference frequency a=@, and from (A13) cr is strictly linear in frequency. Eq. (A12) is exactly the same as the dispersion relation found by Kjartansson (1979) (12), we find the same dispersion relation as in (A12), but with Q given by eq. (7) or (A4). Hence, for the case of large Qo (n x l), eq. (A10) deals with a frequency-independent-Q model (as does eq. l l ) , with the dispersion and absorption terms given by eqs (A12) and (A13), respectively.
