Abstract-A smart grid is a complex system consisting of a wide range of electric grid components, entities controlling power distribution, generation and consumption, and a communication network supporting data exchange. This paper focuses on the influence of imperfect network conditions on smart grid controllers, and how this can be counteracted by utilizing Quality of Service (QoS) information from the communication network. Such an interface between grid controller and network QoS is particularly relevant for smart grid scenarios that use third party communication network infrastructure, where modification of networking and lower layer protocols are impossible. This paper defines a middleware solution for adaptation of smart grid control, which uses network QoS information and interacts with the smart grid controller to increase dependability. In order to verify the methodology, an example scenario of a low voltage grid controller is simulated under imperfect network conditions.
I. INTRODUCTION Energy production in todays' power grid is mainly done using non-renewable energy sources [1] , it is, however, desired to rely more and more on several types of renewable energy sources in the future. Private wind turbines and solar panels are gaining popularity at low voltage levels, meaning that energy production is changing from a more centralized system, to a highly distributed system, as well as part of the energy production moving from the high voltage(HV) and medium voltage(MV) layers to the low voltage(LV) layer. To enable the power grid to handle future requirements of a highly dynamic energy production and consumption at this level, it must be possible for the distribution grid to have better control of grid assets.
To facilitate this added control intelligence in smart grid systems, a communication infrastructure must be in place as well as functionality to allow grid asset control, which for the LV grid is not yet implemented. Since the assets are highly distributed, dependable communication is required to allow proper grid operation, however, this is not without challenges since several trade-off's have to be made, [2] .
Because dependable communication infrastructures tend to be expensive, either a suitable compromise between depend- Fig. 1 : Conceptual dual loop for dependable smart grid operation, [3] .
which realizes the adaptation of the control system to the communication network properties. Section VI describes the simulation approach and the evaluation results from the simulation experiments, demonstrating the benefits of the proposed adaptation scheme.
II. STATE OF THE ART
Reference [4] gives an overview of the different technologies available for smart grid communication, and lists the relevant standards. In Ref. [5] the viability of using power line communication (PLC) is investigated through simulation. Two different topologies for the smart grid communication are proposed and then simulated. This paper sets certain requirements that the communication should adhere to, and investigates if it is possible to meet these requirements using PLC. The results show that PLC can fulfill the stated requirements in only a limited set of scenarios, and hence more relaxed communication requirements need to be deployed, or a different communication solution must be used. The poor performance of PLC is also shown in Ref. [6] , where it is shown that under certain conditions, bit error rates in the order of 10 −2 can be expected. Adapting a control algorithm to the communication network QoS has been discussed in different papers, but it is scenario dependent which adaptation scheme is the most suited for the task. Adaptation should preferably be done without an extensive restructuring of the control algorithm. According to Ref. [7] , it is possible to adapt the control algorithm without major changes. The idea is to modify the control loop time while leaving the parameters of the control algorithm unchanged. While this algorithm is not optimal, it can improve the overall performance if the increased control loop time leads to lower communication network traffic, thus ensuring all data in the communication network reaches its destinations before the next sample time. Furthermore, Ref. [7] shows that a control algorithm with variable control loop time will still be stable under certain conditions. A different method for adapting the control algorithm to the communication network state is presented in Ref. [8] . The distributed control algorithm is changed dynamically depending on the QoS of the communication network as estimated by the distributed controllers. This approach changes the control loop time, which either leads suboptimal control, or recalibration of control parameters. Ref. [9] proposes to adapt the network to the controller by choosing the optimal throughput to allocate to based on different power cost functions.
III. SYSTEM ARCHITECTURE AND USE CASE
In this section we introduce the system architecture and the example case on which we focus our work. Furthermore, we describe the embedding in the communication stack that allow the transparent adaptation of the controller to changing communication network properties.
A. System architecture and assumptions
The adaptation approach in this paper focuses on the lowvoltage grid controller, whose embedding in a hierarchical overall smart grid control architecture is shown in Figure 2 [10]. From higher level, the LV grid controller receives set points used as a reference for optimal power consumption. Due to the restricted number of assets in the LV grid, this consumption may not always be achievable, and so, power may flow in and out via the transformer station as needed, but following at best effort the level of a reference signal from the medium voltage (MV) grid controller. However, the in-and out-flux of power between the grid domains should be kept at a minimum for a reliable operation (the more predictable a LV grid domain is to the MV controller, the less effort it is to maintain this, and chances for energy waste is reduced). Toward the MV grid controller, the LV controller thus offers a flexibility service in terms of following set points given by the MV controller. In this paper we focus on the LV grid controller and assume that the set points from the MV grid controller are given. To achieve the goal of balancing production and consumption, the LV grid controller is envisioned to be able to interact with the assets connected to the LV grid. We distinguish between two different types of assets:
We refer to Ref. [11] for more information on these types of assets. As shown, the LV grid controller needs to interact via a communication network with the assets. In the next section we propose some addition to the communication network protocol stack to improve the controller performance under imperfect network conditions.
B. Adaptive communication network functionality
We describe a middleware solution that performs adaptation of the control signal and is performed based on the QoS of the used communication network (Downstream Adaptation). Using this middleware, the controller can focus on the originally targeted control operation while the adaptation to changing network performance is taken care of by the middleware. Further, we also propose similar middleware adaptation for access to measured sensor data (Upstream Adaptation). To be able to perform this adaptation based on communication QoS, packet loss estimates must be provided by the network monitoring functions. These QoS estimations can be used to adapt the control signals. The proposed middleware will be placed on the controller side of the communication network for both downstream and upstream adaptation. An overview of the solution and how it interacts with a control system can be seen in Figure 3 . 
IV. EXAMPLE SMART GRID CONTROL SCENARIO
In this section we describe an example LV grid controller scenario that will be controlling the assets as previously described. The scenario considers the control of power consumption of thermostatic loads in a LV grid scenario.
A. Regulation of thermostatic loads
A block diagram of the control scenario is shown in Fig. 4 , for which the core design without the communication network, has previously been published in [12] . This structure contains three main elements:
• A number N of refrigerator units F i each equipped with a modified thermostat controller K i , i ∈ {1...N }, and each wih the power consumption y i .
• The cumulated inflexible power consumption w that acts as a predictable disturbance.
• The main controller consisting of the supervisor control, estimation and dispatch blocks. The objective of the controller in this scenario is to reduce the peaks in the overall power consumption by effectively utilizing the characteristics and restrictions of the grid assets and coordinating the power intake of the asset groups. For the case study we look at thermal energy storage in terms of refrigerators. These refrigerators will by the objective of the control thus be timely coordinated to increase power consumption, and thereby store "coldness", before power peaks caused by the inflexible loads and then coordinated to safely turn off during that peak, and thereby use the previously stored "coldness". For refrigerators, the challenges are that these are restricted in terms of operating temperatures, which from time to time disallow operation of them as desired. The operation of the control algorithm can be sketched as follows:
for 
of f are the estimated number of refrigerators that are in the on or of f state. z andp is the measured power consumption of the LV grid, and the average power consumption of a refrigerator respectively.p is assumed known by the controller, but in practicality would be provided by each refrigerator when registering, and then averaged.
The LV grid controller then coordinates with the MV grid controller, and calculates a power consumption reference r for a given time horizon, e.g. a day. In this paper we delimit ourselves from deriving the reference signal r, and the used reference is therefore generated artificially based on the used behaviour of the inflexible loads in the considered LV grid. The exact behaviour of the reference signal is not in focus in this paper, as we want to analyze the concept of adaptations based on imperfect communication networks and not include MV grid control behaviour.
The control signal, , is calculated according to Equation (1) and (2) and sent to the refrigerators. The control signal indicates the fraction of refrigerators in the right state that should change their state; if < 0 then a fraction of refrigerators should switch to the ON state, if > 0 in the reverse direction. For example, an value of 0.2 indicates a request of the supervisor center for 20% of the refrigerators currently in the of f state to switch to the on state, which as being executed gives an overall increase in power consumption, but at the same time adds to the thermal energy storage in the form of "coldness". Similarly, an value of −0.2 indicates a request of the the supervisor center for 20% of the refrigerators currently in the on state to switch to the of f state, which translates into an overall power consumption decrease, and a loss of "coldness".
The change of state at the i'th refrigerator leads to a power consumption, y i , in which the total consumption of the refrigerators, z, are simply the sum of all these. Since there are many other loads on the electrical grid, noises and disturbances, w (from inflexible loads in this specific scenario), is added to the measured load signal. The controller would need to estimate the controllable load of the refrigerators y, and thus the average power consumption of a single refrigerator,p, is multiplied by the estimate of how many refrigerators are on or how many are of f . All this happens at discrete points in time, notated by the index k for the k'th step of the control.
In order to ensure that refrigerator temperature (and other potential constraints) are not broken at the individual unit, the actual power consumption decision is taken by the local refrigerator controller K i . Every refrigerator in the group receives the same message, in case of perfect communication, and the dispatch is carried out by a local randomization in the following way. If the refrigerator unit is capable, given its local conditions, to safely turn on or of f respectively, it will do so with a | | probability.
In this way, a simple control signal is dispatched to the assets which also respects local constraints of the assets.
1) Assumptions of the control for thermostatic loads:
The control approach in [12] is based on several assumptions and we briefly review these here. First, the refrigerators have similar, although not identical parameters, and the average parameter values are known by the controller. This resembles a situation where the LV controller has been preconfigured, e.g. via registration of grid assets, such that a set of flexiable assets are able to be controlled.
Secondly, the group of refrigerators together with the inflexible consumption are within the same electrical LV grid domain, making it possible to measure the cumulated power consumption z, for example as illustrated in Figure 2 at a MV/LV transformer station. Furthermore, it is assumed that the statesÑ of f k andÑ on k can be estimated accurately by the controller.
The communication in [12] is considered to be done over an ideal link, i.e. the assumption is that all refrigerators receive the control signal and in due time for the control operation.
2) Modifications of the controller: In order to fit the controller to the scenario, it has been modified in certain areas.
• The first one regards a change of the calculation. In the original controller described in [12] , the control signal is modified such that the controller performs a more aggressive control when the power consumed is above the reference. This aggression has been removed such that the controller attempts to reach the reference exactly, instead of trying to be just below it. The reference signal r has been lowered accordingly.
•Ñ of f andÑ on are estimated via feedback from the refrigerators to the controller. After receiving the control command, all refrigerators reply with their (potentially updated) binary state. This feedback was not included in the original controller in Ref [12] . Since the controller has been modified, and a new performance metric is used, the controller can no longer be considered optimal as defined in [12] . This means that control adaptations can cause increased control performance by pure luck. For this reason the controller is recalibrated by changing the calculations to:
Where C is a constant. The value of C is found by simulating the controller under perfect network conditions using different values for C, and thereby determining its optimal value. This simple recalibration is done as controller design is out of scope of this paper, however, in a practical implementation, a recalculation of control parameters should be done instead.
B. Communication network
In this scenario we use narrowband PLC for communication between the LV grid controller and each refrigerator. Because we have 60 seconds to dispatch the control signal , communication delays in the ranges of few seconds only have minor impact. However, packet losses are a focus which impact differently for UDP and TCP based protocols, especially for high packet loss communication technologies like PLC.
The parameters of the network scenario that is used in Section VI for evaluation are listed in Table I . We assume a broadcast network with a star topology, for which we can broadcast or multicast the value directly to the assets, and each asset unicast their state back to the controller. A high packet loss probability of 70% was chosen to illustrate the impact of imperfect network conditions on the controller. The controller was simulated with different values of packet loss, but proved highly resistant to packet losses due to the fact that it was designed with stochastic deviations in mind. As delays does not have a significant impact on the controller in this scenario, the value for the throughput was chosen sufficiently high to support the scenario. Ref. [6] showed that PLC can have BERs as high as 10 −2 , which for the packet sizes in our scenario translate into 92% packet loss probability. In practice, the impact of bit errors can be reduced by deploying error correcting codes.
C. QoS-based Adaptive Control
The performance decrease is mainly caused by dropped packets on the communication network. One method to counteract this is to use a reliable transport protocol such as TCP. This does, however, come at the cost of increased delay and overhead, especially compared to UDP, since the control algorithm allows for the use of multi casting. Furthermore TCP becomes very slow in scenarios with high packet loss rates due to its congestion control, or it may even drop connections entirely and then has to perform connection re-establishment. If the overall packet-loss probability can be measured or estimated, the hypothesis is that the control signal can be modified to take into account the loss of recipients by counter adjusting the control signal to the amount of refrigerators expected to receive the signal. The fraction of refrigerators that should change their state then needs to take into account the predicted message loss to achieve the level of control expected by the controller.
In the considered control system, the control parameter is a measure of the amount of refrigerators which should change state and is calculated based on the amount of available refrigerators in the system, N . The effective number of reached devices will be smaller than N , as some refrigerators will not receive the control signal. These become an inflexible unit in practice. To counteract the effect of the packet loss, a new control parameter is defined, as shown in eq.(4). This is calculated from the reduced value of number of nodes that receive the downstream adaptation request,
In this way, is being scaled according to the expected loss of recipients, however, requiring that the packet loss is known. When a refrigerator receives a control signal from the supervisor center, it will respond with its state information. In scenarios of packet loss, the correct reception of this response message at the controller requires that both the broadcast message and the response message are successfully transmitted. Assuming independent packet loss with probability p l in both directions, an estimator of packet loss is obtained from the the number of received response messages as follows:
The controller uses the amount of refrigerators in a certain state when calculating epsilon, however the measured number of refrigerators in this state and the actual number might not be the same due to packet loss. Thus theÑ on k orÑ of f k should be modified to account for packet loss. This leads to a new calculation of , being:
This means that there are two kinds of adaptation of the controller, one which scales with the estimated packet loss, and one which corrects the counted amount of on or of f state refrigerators based on estimation of missing responses. Later we refer to these two types of adaptations to a) upstream adaptation and b) downstream adaptation, representing the direction of information flow, respectively. Using both adaptations the formula becomes:
V. SIMULATION METHODOLOGY In order to evaluate the adaptation approach described in section III-B an example scenario has been implemented in a simulation framework. A framework for combined simulation of the control method and of the network behavior is developed for that purpose. We used MATLAB and OMNeT++ in our work, but conceptually, the procedure would be similar using other tools, it would probably require extensive changes to the framework. MATLAB is used to simulate the LV grid controller, and will therefore be considered the control simulator for the purpose of this paper.
Since the two tools, MATLAB and OMNeT++, are working with different time concepts, we need to ensure that the two tools interoperate properly in order to produce useful results. Coupling the operation between MATLAB and OMNeT++ is nothing new, as for example illustrated in Ref. [13] where it is used to model indoor wireless networks, and for that reason we will not go into detail regarding this coupling. Figure 6 shows the workflow of the two simulators for a single control loop.
OMNeT++ is handling the time of the simulation, and sends messages to MATLAB at the points where system dynamics and control actions need to be processed. To simulate the transport over the communication network, OMNeT++ requires information from MATLAB regarding the amount of data to send, but it does not require actual packet content, this content must therefore be handled internally in MATLAB. Once a packet reaches the destination in the OMNeT++ simulation, the simulation time is paused and MATLAB is given information on the specific receiver entity of the packet. The execution flow now moves into MATLAB, which performs the required processing and returns control to OMNeT++ when done. The simulation time in OMNeT++ is then updated with an added processing delay. The control program can be triggered from OMNeT++ by communication network events such as the arrival of a packet, or by clock events, as is the case of the main control loop. It was chosen to have OMNeT++ initiate and handle the communication with MATLAB, and not the other way around, because it also handles simulation time. This means that OMNeT++ must know the time it takes for each control part to be processed. This process is illustrated in Fig. 6 . The structure of the communication between MATLAB and OMNeT++ is shown on Figure 7 .
VI. EVALUATION OF THE NETWORK AWARE CONTROL

SYSTEM
In this section we provide an overview of the results we obtained and discuss them in relation to the framework we 
setup.
A. Performance metric definition
The key performance metric of the control algorithm is defined as the error between the total consumed power and the power reference. This error to some degree reflects the effort, that the MV grid controller has to do in terms of extra effort of providing or distributing excess power over time. The parameter is calculated as
Summing up over time, and averaging, gives an indication of the energy demand for the particular LV grid domain over a time period.
B. Base scenario In the base case scenario, we make a simulation run of the control simulation without any influence of the communication network. Figure 8 illustrates clearly the role of the controller, namely to store energy in the refrigerators as before a power peak arises. It is seen by the initial rise of power consumption by the refrigerators, which during the peak load period is reduced. After the peak load period the refrigerator power consumption increases significantly to recover from the energy drain in the thermal energy 'bank'. The cycle repeats itself for the late afternoon peak, however, not without violating the setpoint for which the controller was supposed to keep. This is a result of the stochastic elements. Any deviation from the reference relates to cases where power must be either taken from or input to the LV grid with the interaction of the MV grid controller.
Investigating the control scenario with lossy and delayed communication is now used to analyze 1) the impact of imperfect communication networks on top of the control system, and 2) how well this can be remedied by our proposed solution of manipulating the control and feedback signaling without the knowledge of the controller to make up for packet losses.
C. Evaluation of the communication network influence and proposed solution
Five different simulations have been done, one with perfect communication network conditions, which will serve as the best achievable performance (lowest error), and the four combinations of with and without upstream and downstream adaptation. Where the one without any adaptation will show how the controller performs under imperfect communication network conditions, and the rest will show the effect of the adaptations. 15 days have been simulated for each simulation and the error is calculated for each minute. The average error was then calculated for each minute of the day. Due to significant fluctuations in this plot it was difficult to see any differences between the schemes. To show the trends in the error it was chosen to make a moving average of the error with a window size of 50 minutes, which can be seen in Figure  9 . The results in Figure 9 shows first a substancial impact due to the communication network imperfections (teal curve) and secondly that the proposed adaptations (blue curve) are effective. The error in terms of energy losses, becomes worse with the communication network degradation and if nothing is done, this may have impact on the overall strategy of which the MV controller needs to take if multiple LV grids should be considered within one MV control domain.
The average error over an entire day has been calculated for each scheme, by taking the average error for each day, and afterwards averaging this over the 15 simulated days. The standard deviations of the error have been calculated likewise. It is seen in Table II , that the imperfect communication network conditions have impact on the controller performance. It is also seen that only adapting for downstream imperfections will cause the controller to be over aggressive, and an increased error is experienced. It can also be seen that only adapting for downstream imperfections reduces the performance significantly. If we consider the calculation of as shown in equation (7), we see that if there is no modification of the received responses (no upstream adaptation), will increase, making the controller more aggressive. Furthermore if is adapted based on the packet loss it becomes even larger, thus even more aggressive. This leads to the controller becoming overly aggressive leading to poor performance. The performance can be increased significantly by adapting for upstream imperfections, and even more by adapting for both upstream and downstream imperfections, leading to a total improvement of around 20 %.
VII. CONCLUSION AND FUTURE WORK
We introduce an approach to take measured communication network performance into account via parameter adaptation in middleware functions and show the effectiveness in simulation experiments. We also show that including communication network considerations when designing systems, like smart grids, where faults can be very expensive, is important. We propose a solution for this inclusion, where control signals are adapted according to communication network QoS measurements, and evaluate this in a LV smart grid control scenario using simulations. This can in principle be realized via a middleware solution as sketched here; however the detailed design in order to allow the middleware to act transparently to the control algorithm is not given in this paper.
We show that by adapting the controller to current communication network QoS estimations, the controller performance can be increased significantly (as seen when using full adaptation). It can, however, also be concluded that adapting the controller to the communication network can in some cases decrease control performance, if the controller becomes over aggressive (as seen when only considering downstream adaptations).
This paper shows how packet loss probabilities can be effectively included to increase control performance, however, further explorations into the inclusion of other QoS parameters such as latency and throughput can prove useful. 
