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Abstract
A classical theorem of L. Carleson states that the injection map from the Hardy space Hp into Lp(dµ) is
bounded if and only if the positive measure µ on the unit disc is a bounded Carleson measure. In this paper
Forelli–Rudin estimates for arbitrary positive measures on the unit disc are proved, and then these estimates
are applied to characterize bounded s-Carleson measures in terms of α-Bloch- and F(p,q, s)-functions.
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1. Introduction
Let D denote the unit disc {z ∈ C: |z| < 1} of the complex plane C and let T = {z ∈ C: |z| = 1}
be its boundary. As usual, for p > 0, Hp denotes the Hardy space consisting of those analytic
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‖f ‖Hp = lim
r→1−
(
1
2π
2π∫
0
∣∣f (reiθ )∣∣p dθ
)1/p
< ∞.
A positive (Radon) measure µ on D is said to be a bounded s-Carleson measure, if
sup
I
µ(S(I ))
|I |s < ∞, 0 < s < ∞, (1.1)
where |I | denotes the arc length of a subarc I of T,
S(I) =
{
z ∈ D: z|z| ∈ I, 1 − |I | |z|
}
is the Carleson box based on I , and the supremum is taken over all subarcs I of T such that
|I | 1. Moreover, if
lim|I |→0
µ(S(I))
|I |s = 0, 0 < s < ∞, (1.2)
then µ is said to be a compact s-Carleson measure. If s = 1, then a bounded (respectively com-
pact) 1-Carleson measure is just a standard bounded (respectively compact) Carleson measure.
Clearly, a necessary condition for (1.1) to hold is that µ(D) < ∞. Therefore small boxes are
essential, more precisely it is enough to consider the supremum over all subarcs of length less
than or equal to some fixed ε ∈ (0,1). It is also evident that the conditions (1.1) and (1.2) remain
equivalent if the Carleson box S(I) is replaced by the stretched box {z ∈ D: z/|z| ∈ I, 1−b|I |
|z|}, where b is positive constant, or the half circle type region {z ∈ D: |z−c| < |I |}, where c ∈ T.
A classical theorem of L. Carleson states that the injection map from Hp into Lp(dµ) is
bounded if and only if the positive measure µ on D is a bounded Carleson measure (see [6,
Theorem 2] and [7, Theorem 1] as well as [9] and [14, Theorem 3.1] for two extensions). We
state this result as follows.
Theorem A. Let 0 < p < ∞. A positive measure µ on D is a bounded Carleson measure if and
only if there is a positive constant C such that(∫
D
∣∣f (z)∣∣p dµ(z))1/p C‖f ‖Hp
for all analytic functions f in D, in particular, for all f ∈ Hp .
The same problem for functions in the weighted Bergman space Apα , consisting of those ana-
lytic functions f in D for which
‖f ‖Apα =
(∫
D
∣∣f (z)∣∣p(1 − |z|2)α dA(z))1/p < ∞,
where dA(z) denotes the Lebesgue area element, was studied by D.H. Luecking in [14,15].
Theorem B [14, Theorem 2.2]. Let 0 < p  q < ∞, −1 < α < ∞ and n ∈ N ∪ {0}. A positive
measure µ on D is a bounded ( (2+α)q + nq)-Carleson measure if and only if there is a positivep
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D
∣∣f (n)(z)∣∣q dµ(z))1/q C‖f ‖Apα
for all analytic functions f in D, in particular, for all f ∈ Apα .
A relationship between certain positive measures and functions in the Bloch space B, consist-
ing of those analytic functions f in D for which
‖f ‖B = sup
z∈D
∣∣f ′(z)∣∣(1 − |z|2)< ∞,
was given by J. Arazy et al. [1].
Theorem C [1, Theorem 16]. Let µ be a positive measure on D and let 0 < p < ∞. Then∫
D
dµ(z)
(1 − |z|2)p < ∞
if and only if there is a positive constant C such that(∫
D
∣∣f ′(z)∣∣p dµ(z))1/p  C‖f ‖B
for all analytic functions f in D, in particular, for all f ∈ B.
Other results similar to Theorems A–C in D can be found in [2,12,13,21,22], as well as in
Notes on [8, p. 45].
For a ∈ D, let the Möbius transformation and the Green’s function of D be defined by ϕa(z) =
(a − z)/(1 − az) and g(z, a) = − log |ϕa(z)|, respectively. Simple calculations show that ϕa is
its own inverse and
1 − ∣∣ϕa(z)∣∣2 = (1 − |a|2)(1 − |z|2)|1 − az|2 =
∣∣ϕ′a(z)∣∣(1 − |z|2).
For a ∈ D and 0 < r < 1, let the pseudo-hyperbolic disc be defined by D(a, r) = {z ∈ D:
|ϕa(z)| < r}. The pseudo-hyperbolic disc D(a, r) is a Euclidean disc centered at (1 − r2)a/
(1 − |a|2r2) with radius (1 − |a|2)r/(1 − |a|2r2) (see [11, p. 3]). Further, it is well known that,
if s > 1 and r ∈ (0,1), then a positive measure µ on D is a bounded (respectively compact)
s-Carleson measure if and only if
sup
a∈D
µ(D(a, r))
(1 − |a|)s < ∞
(
respectively lim|a|→1
µ(D(a, r))
(1 − |a|)s = 0
)
.
However, this fails for 0 < s  1. Moreover, we have the following characterizations of bounded
and compact s-Carleson measures by R. Aulaskari, D.A. Stegenga and J. Xiao.
Proposition D [4, Lemma 2.1]. Let µ be a positive measure on D, and let 0 < s < ∞. Then µ is
a bounded s-Carleson measure if and only if
sup
a∈D
∫ ∣∣ϕ′a(z)∣∣s dµ(z) < ∞.
D
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lim|a|→1
∫
D
∣∣ϕ′a(z)∣∣s dµ(z) = 0.
For 0 < p < ∞, −2 < q < ∞ and 0 s < ∞, F(p,q, s) and F0(p, q, s) are defined as the
sets of all analytic functions f on D for which
‖f ‖pF(p,q,s) = sup
a∈D
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)qgs(z, a) dA(z) < ∞
and
lim|a|→1
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)qgs(z, a) dA(z) = 0, 0 < s < ∞,
respectively. The spaces F(p,q, s), introduced by R. Zhao in [25], are known as the general
family of function spaces. For appropriate parameter values p, q and s, F(p,q, s) coincides with
several classical function spaces. For instance, F(p,q, s) = B(q+2)/p if 1 < s < ∞ (see [26]),
where Bα , 0 < α < ∞, consists of those analytic functions f in D for which
‖f ‖Bα = sup
z∈D
(
1 − |z|2)α∣∣f ′(z)∣∣< ∞.
The space F(p,p,0) is the classical Bergman space Ap = Ap0 (see [27, Theorem 4.2.9] and
[20, Lemma 3.1]), and F(p,p − 2,0) is the classical Besov space Bp . Further, F(2, q,0) is the
weighted Dirichlet space Dq , consisting of those analytic functions f (z) =∑∞n=0 anzn in D for
which
‖f ‖Dq =
( ∞∑
n=0
n1−q |an|2
)1/2
< ∞;
in particular, F(2,1,0) is just the Hardy space H 2. The spaces F(2,0, s) and F0(2,0, s) are Qs
and Qs,0, respectively, introduced by R. Aulaskari et al. [3,5]. In particular, F(2,0,1) = BMOA
and F0(2,0,1) = VMOA, the functions of bounded and vanishing mean oscillation, respectively.
More information on the spaces F(p,q, s) can be found in [19,25].
The following result on asymptotic behavior of certain integrals by F. Forelli and W. Rudin
can be found in [10] and [18, Proposition 1.4.10], where it is proved in the case of the unit ball
of Cn.
Proposition E. Let 0 c < ∞, −1 < t < ∞, and let
Ic,t (a) =
∫
D
(1 − |z|2)t
|1 − az|2+t+c dA(z). (1.3)
Then, for 0 < c < ∞,
Ic,t (a) = O
(
1
(1 − |a|2)c
)
, |a| → 1,
and
I0,t (a) = O
(
log
1
1 − |a|2
)
, |a| → 1.
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appearing in (1.3) when the Lebesgue area measure is replaced by an arbitrary positive mea-
sure µ on D. Proposition 2.1 generalizes Proposition D and gives an alternative proof for the
case 0 < c < ∞ of Proposition E. Therefore it can be understood as a Forelli–Rudin estimate
for arbitrary positive measures. At the end of Section 2 we discuss the case c = 0 with exam-
ples. Section 3 is devoted to characterizations of s-Carleson measures in terms of α-Bloch- and
F(p,q, s)-functions. We first extend Theorem C to higher derivatives and α-Bloch-functions in
Theorem 3.2, and then characterize bounded s-Carleson measures in terms of α-Bloch-functions
in Theorem 3.4. Further, Theorem B is applied to obtain similar characterization in terms of
F(p,q, s)-functions in Theorem 3.5. We complete the paper by shortly discussing a problem,
which we were unable to solve completely, in Section 4.
2. Forelli–Rudin estimates for positive measures
In this section we prove Forelli–Rudin estimates for arbitrary positive measures on D, and
then discuss a certain special case with concrete examples.
Proposition 2.1. Let µ be a positive measure on D, 0 < c, s < ∞ and −1 < t < ∞ with s +
c + t > 0. Then the quantities (1) and (2) are comparable:
(1) supa∈D
∫
D
(1−|a|2)c(1−|z|2)t
|1−az|s+c+t dµ(z),
(2) supI 1|I |s+t
∫
S(I)
(1 − |z|2)t dµ(z),
and the conditions (3) and (4) are equivalent:
(3) lim|a|→1
∫
D
(1−|a|2)c(1−|z|2)t
|1−az|s+c+t dµ(z) = 0,
(4) lim|I |→0 1|I |s+t
∫
S(I)
(1 − |z|2)t dµ(z) = 0.
Proof. To prove that the quantity (1) is less than or equal to the quantity (2), we consider the
stretched boxes
S(I) = {z ∈ D: 1 − |I | |z|, |θ − arg z| |I |},
where eiθ is the midpoint of I . Let z ∈ S(I) and choose a = (1 − |I |)eiθ . Then
1 − a¯z = 1 − a¯(a + (z − a))= 1 − |a|2 − a¯(z − a),
and hence
|1 − a¯z| 1 − |a|2 + |a| |z − a| 1 − |a|2 + |z − a|.
Now
|z − a|2  ∣∣ei(θ+|I |) − (1 − |I |)eiθ ∣∣2
= ∣∣1 − (1 − |I |)e−i|I |∣∣2
= 1 − 2(1 − |I |)(e−i|I |)+ (1 − |I |)2
 1 − 2(1 − |I |)(1 − |I |2)+ (1 − |I |)22
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 2|I |2,
and hence
(1 − |a|2)c
|1 − az|s+c+t 
(1 − |a|2)c
(1 − |a|2 + |a|√2|I |)s+c+t
 (1 − |a|)
c
(2(1 − |a|) + √2|I |)s+c+t
= 1
(2 + √2)s+c+t
1
|I |s+t , s + c + t > 0.
Therefore, for every Carleson box S(I),∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
∫
S(I)
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
 1
(2 + √2)s+c+t
1
|I |s+t
∫
S(I)
(
1 − |z|2)t dµ(z), (2.1)
and it follows that
sup
I
1
|I |s+t
∫
S(I)
(
1 − |z|2)t dµ(z) C1 sup
a∈D
∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z),
with C1 = (2 +
√
2)s+c+t , as we wished to prove.
To prove the converse, assume that the quantity (2) is finite for the stretched boxes
S(I) =
{
z ∈ D: 1 − 2|I |
π
 |z|, |θ − arg z| |I |
}
,
where eiθ is the midpoint of the subarc I of T and |I | π2 . If |a| 34 , then∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z) 4
s+c+t
∫
D
(
1 − |z|2)t dµ(z)
 4c+ s+t2 πs+t sup
I
1
|I |s+t
∫
S(I)
(
1 − |z|2)t dµ(z),
s + c + t > 0.
If |a| > 34 , define E0 = ∅ and
En =
{
z ∈ D:
∣∣∣∣z − a|a|
∣∣∣∣< 2n(1 − |a|)
}
, n = 1,2, . . . .
Further, define In such that |In| = min{2n−1π(1 − |a|), π2 } and a/|a| is the midpoint of I . Then
∅ = E0  E1  E2  · · ·  En0−1  En0 = D,
where n0 = min{n ∈ N: 2n−1(1 − |a|) 1}, so that
D =
n0⋃
(En \ En−1),
n=1
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(1 − |a|2)c
|1 − az|s+c+t 
2c
(1 − |a|)s+t (2.2)
for all z ∈ D, in particular, for all z ∈ E1 \E0 = E1. Moreover, for z ∈ En \En−1, 2 n n0 −2,
|a − z|
∣∣∣∣a − a|a|
(
1 − 2n−1(1 − |a|))∣∣∣∣= (1 − |a|)(2n−1 − 1),
and it follows that
(1 − |a|2)c
|1 − az|s+c+t 
2c(1 − |a|)c
|a − z|s+c+t
 2
c
(2n−1 − 1)s+c+t (1 − |a|)s+t
 2
2s+2t+3c
2n(s+c+t)(1 − |a|)s+t , s + c + t > 0, (2.3)
for all z ∈ En \ En−1, 2 n n0 − 2. In a similar manner, keeping in mind that |a| > 34 , we get
(1 − |a|2)c
|1 − az|s+c+t 
{
2c+2s+2t , z ∈ En0−1 \ En0−2,
2c+2s+2t
3s+t , z ∈ En0 \ En0−1.
(2.4)
Then, by (2.2)–(2.4),
∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
=
n0∑
n=1
∫
En\En−1
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
 2
c
(1 − |a|)s+t
∫
S(I1)
(
1 − |z|2)t dµ(z)
+ 22s+2t+3c
n0−2∑
n=2
1
2n(s+c+t)(1 − |a|)s+t
∫
S(In)
(
1 − |z|2)t dµ(z)
+ 2c+2s+2t
∫
D
(
1 − |z|2)t dµ(z) + 2c+2s+2t
3s+t
∫
D
(
1 − |z|2)t dµ(z)
 πs+t
(
2c + 2s+t+3c
n0−2∑
n=2
1
2nc
+ 2s+t+c + 2
c+s+t
3s+t
)
sup
I
1
|I |s+t
∫
S(I)
(
1 − |z|2)t dµ(z)
 πs+t
(
2c + 2
s+t+3c
1 − 2−c + 2
s+t+c + 2
c+s+t
3s+t
)
sup
I
1
|I |s+t
∫ (
1 − |z|2)t dµ(z), (2.5)S(I)
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sup
a∈D
∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z) C2 supI
1
|I |s+t
∫
S(I)
(
1 − |z|2)t dµ(z),
where
C2 = πs+t2c
(
1 + 2
s+t+2c
1 − 2−c + 2
s+t + 2
s+t
3s+t
)
.
Thus the first part of the assertion is proved.
If (3) holds, then (2.1) implies (4).
On the other hand, if µ satisfies (4), then the quantity (2) is finite. For t ∈ (0,1), let ∆t =
{z: |z| < t} be the disc of radius t centered at the origin. Then, by (2.5),∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
=
(∫
∆t
+
∫
D\∆t
)
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z)
 (1 − |a|
2)c
(1 − t)s+c+t
∫
D
(
1 − |z|2)t dµ(z) + C2 sup
I
1
|I |s+t
∫
S(I)\∆t
(
1 − |z|2)t dµ(z).
Let ε > 0. Since µ satisfies (4), there is t0 ∈ (0,1) such that
sup
I
1
|I |s+t
∫
S(I)\∆t
(
1 − |z|2)t dµ(z) < ε
2C2
(2.6)
for all t ∈ [t0,1). Fix such a t . Then for a sufficiently close to the boundary, say |a| r0,
(1 − |a|2)c
(1 − t)s+c+t
∫
D
(
1 − |z|2)t dµ(z) < ε
2
, (2.7)
and, by (2.6) and (2.7), we deduce∫
D
(1 − |a|2)c(1 − |z|2)t
|1 − a¯z|s+c+t dµ(z) <
ε
2
+ ε
2
= ε
for |a| r0. 
If µ is the Lebesgue area measure, then Proposition 2.1 reduces to the case 0 < c < ∞ of
Proposition E.
If t = 0, then we are dealing with bounded and compact s-Carleson measures. In this case a
different approach to the proof of the necessity of the finiteness of (1), with s = c = 1, can be
found in the proof of [16, Theorem 3] while a different proof of the case s = c > 1 appears in
[1, Theorem 13]. Moreover, the case s = c 1 has been proved by applying Theorem A (s = 1)
and Theorem B (s > 1) in [8, Theorems 2.33 and 2.36], respectively. The proof presented here
relies on ideas used in the proof of [4, Lemma 2.1] (Proposition D).
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D
(
(1 − |a|2)d
|1 − a¯z|1+d
)s( 1 − |z|2
|1 − az|
)t
dµ(z). (2.8)
If now t = 0 and d = 1, then |ϕ′a(z)|s is just integrated with respect to the measure µ. In this case
Proposition 2.1 reduces to Proposition D.
To study the finiteness of (1) does not make any sense if c < 0. Moreover, the first statement
in Proposition 2.1 fails for c = 0 as seen in Example 2.3 below. We make two more observations
on the case c = 0. First, a careful examination of the proof of Proposition 2.1 shows that the
finiteness of (2) implies∫
D
(1 − |z|2)t
|1 − a¯z|s+t dµ(z) = O
(
log
1
1 − |a|
)
, |a| → 1, (2.9)
since the number of terms in the sum in (2.5) is at most − log2(1 − |a|) + 1, and hence, as a
special case, we obtain the case c = 0 of Proposition E. Second, by the first part of the proof of
Proposition 2.1, (2.9) implies∫
S(I)
(
1 − |z|2)t dµ(z) = O(|I |s+t log 1|I |
)
, |I | → 0. (2.10)
However, the opposite implications are not true in general as seen in Examples 2.4 and 2.5 below.
In fact, it is known that (1), with c = t = 0, is finite if and only if
sup
0θ<2π
1∫
0
µ(S(h, θ))
hs
dh
h
< ∞,
where S(h, θ) = {reit ∈ D: 1 − h < r, |t − θ | < h/2} is just the Carleson box determined by
h and θ (see [1, Theorem 15]). With minor changes in the proof of this theorem, we obtain the
following result.
Proposition 2.2. Let µ be a positive measure on D and let 0 < s < ∞. Then∫
D
dµ(z)
|1 − a¯z|s = O
(
log
1
1 − |a|
)
, |a| → 1, (2.11)
if and only if
sup
0θ<2π
1∫
δ
µ(S(h, θ))
hs
dh
h
= O
(
log
1
δ
)
, δ → 0. (2.12)
Example 2.3. Consider the positive measure µ such that
dµ(z) = (1 − |z|2)s |1 − z|−2 dA(z).
Then the quantity (2) in Proposition 2.1 is finite by [4, Theorem 2.2], since − log(1 − z) belongs
to Qs+t for all s + t > 0. However,
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a∈D
∫
D
(1 − |z|2)t
|1 − a¯z|s+t dµ(z) lim inf|a|→1
∫
D
(1 − |z|2)s+t
|1 − a¯z|2+s+t dA(z) = ∞,
and therefore the first statement in Proposition 2.1 fails for c = 0.
Example 2.4. There is a positive measure µ on D such that (2.11) (or equivalently (2.12)) is
satisfied, but µ is not a bounded s-Carleson measure. To see this, let
µ(z) =
∞∑
n=1
2−nsanδ1−2−n(z),
where δζ is the Dirac measure at ζ , and
an =
{
n, if n = 2l for some l ∈ N,
0, otherwise.
We may clearly assume that a = 1 − 2−2k . Then (2.11) becomes
∞∑
n=0
2n · 2−2ns
(2−2n + 2−2k − 2−(2n+2k))s = O
(
2k
) (2.13)
while µ is a bounded s-Carleson measure if and only if
∞∑
n=k
2n−2ns = O(2−2ks). (2.14)
Since
k∑
n=1
2n = 2k+1 − 2 and
∞∑
n=k
2n−2ns = 2k−2ks
(
1 +
∞∑
j=1
2j−2k(2j−1)s
)
,
the condition (2.13) is satisfied but (2.14) fails.
Example 2.5. For 1 < s < ∞, consider the measure µs such that
dµs(z) =
(
1 − |z|)s−2 log 1
1 − |z| dA(z).
Then µs satisfies (2.10) with t = 0 but does not satisfy (2.12), as can be verified by integrating
by parts.
3. Characterizations in terms of Bα and F(p,q, s)-functions
In this section we characterize bounded s-Carleson measures in terms of α-Bloch- and
F(p,q, s)-functions. To do this, we need the following two auxiliary lemmas. The first one
can be found in [29].
Lemma F. Suppose that {nk} is an increasing sequence of positive integers satisfying nk+1nk 
λ > 1 for all k ∈ N. Let 0 < p < ∞. Then there are two positive constants C1 and C2, depending
only on p and λ such that
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( ∞∑
k=1
|ak|2
)1/2

(
1
2π
2π∫
0
∣∣∣∣∣
∞∑
k=1
ake
iθnk
∣∣∣∣∣
p
dθ
)1/p
 C2
( ∞∑
k=1
|ak|2
)1/2
for any scalars a1, a2, . . . with
∑∞
k=1 |ak|2 < ∞.
Lemma 3.1. Let 0 < β < ∞, 1 < λ < ∞ and e−β/λ  r0 < 1. Then there is a positive constant
C, depending only on λ, β and r0, such that
∞∑
k=1
λkλβrλ
k+1  C
(1 − r2)λβ
for all r0  r < 1.
Proof. We follow the reasoning at the end of the page 133 in [1]. Denote
f (x) = λxλβrλx+1 ,
then
f ′(x) = λxλβrλx+1 logλ(λβ + λx+1 log r)= 0
if and only if
x = logλ β − logλ log
1
r
=: x0  1,
and it follows that
∞∑
k=1
λkλβrλ
k+1 
∞∫
x0+1
λxλβrλ
x+1
dx, r  e−
β
λ .
The change of variables
x = logλ
(
− y
log r
)
− 1
yields
∞∫
x0+1
λxλβrλ
x+1
dx =
(
λλβ logλ
(
log
1
r
)λβ)−1 ∞∫
λ2β
yλβ−1e−y dy,
and the assertion follows by the inequality log 1
r
 1
r0
(1 − r2), 0 < r0  r  1. 
We now generalize Theorem C to higher derivatives and α-Bloch-functions.
Theorem 3.2. Let µ be a positive measure on D and 0 < p < ∞. Let either 0 < α < ∞ and
n ∈ N, or 1 < α < ∞ and n = 0. Then∫
dµ(z)
(1 − |z|2)αp < ∞ (3.1)
D
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D
∣∣f (n)(z)∣∣p(1 − |z|2)p(n−1) dµ(z))1/p  C(‖f ‖Bα + ∣∣f (0)∣∣) (3.2)
for all analytic functions f in D, in particular, for all f ∈ Bα .
Proof. By [28, Propositions 7 and 8], there exists a positive constant C such that∫
D
∣∣f (n)(z)∣∣p(1 − |z|2)p(n−1) dµ(z) C(‖f ‖Bα + ∣∣f (0)∣∣)p
∫
D
dµ(z)
(1 − |z|2)αp
for all f ∈ Bα , and hence (3.1) implies (3.2).
To prove the converse, let
f (z) =
∞∑
k=1
λk(α−1)zλk , (3.3)
where λ 2 is a fixed integer. Then f ∈ Bα by [24, Theorem 1], and by (3.2),
Cp‖f ‖pBα 
∫
D
∣∣f (n)(z)∣∣p(1 − |z|2)p(n−1) dµ(z). (3.4)
Replace f (z) by fθ (z) = f (eiθ z) in (3.4), integrate with respect to θ , use Fubini’s theorem,
Lemma F and the inequality
n−1∏
j=0
(
λk − j) λnk
n! , n ∈ N, k ∈ N, λ
k  n,
to obtain
Cp‖f ‖pBα

∫
D
1
2π
2π∫
0
∣∣∣∣∣
∞∑
k[logλ n]
n−1∏
j=0
(
λk − j)λk(α−1)zλk−neiθλk
∣∣∣∣∣
p
dθ
(
1 − |z|2)p(n−1) dµ(z)
Cp1
∫
D
( ∞∑
k[logλ n]
(
n−1∏
j=0
(
λk − j)
)2
λ2k(α−1)|z|2(λk−n)
)p/2(
1 − |z|2)p(n−1) dµ(z)

C
p
1
(n!)p
∫
D
( ∞∑
k[logλ n]
λ2k(α+n−1)|z|2(λk−n)
)p/2(
1 − |z|2)p(n−1) dµ(z), (3.5)
where [x] = inf{n ∈ N: n x}. By Lemma 3.1, with r0 = e−β/λ, there is a positive constant C,
depending only on β , λ and n, such that
∞∑
λ2k(α+n−1)|z|λk+1  C
(1 − |z|2)2(α+n−1) (3.6)
k=1
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1k<[logλ n]
λ2k(α+n−1)|z|λk+1  C
2(1 − |z|2)2(α+n−1) (3.7)
for all r ′0  |z| < 1. Combining (3.5)–(3.7), we finally obtain
Cp‖f ‖pBα 
C
p
1 C
p
2
2
p
2 (n!)p
∫
D\∆(0,r ′0)
dµ(z)
(1 − |z|2)αp ,
from which (3.1) clearly follows. 
Remarks.
(1) The term |f (0)| in (3.2) can be omitted if n = 0.
(2) Taking the measure µ such that dµ(z) = (1 − |z|2)p+q dA(z) in Theorem 3.2, we obtain the
known inclusion Bα ⊂ Apq , α < 1 + (q + 1)/p.
(3) The fact that (3.2) implies (3.1) can be proved by the following alternative way, still relying
on special functions with Hadamard gaps. By [17, Proposition 5.4] and [23, Theorem 2.1.1]
there exist two functions g1 and g2 in Bα+n−1 and a positive constant C such that∣∣g′1(z)∣∣+ ∣∣g′2(z)∣∣ C(1 − |z|2)−(α+n−1)
for all z ∈ D. Let f1 and f2 be analytic functions in D such that f (n)1 = g′1 and f (n)2 = g′2.
Then f1 and f2 belong to Bα , and assuming (3.2), we obtain
C
(‖f1‖Bα + ‖f2‖Bα )
(∫
D
∣∣f (n)1 (z)∣∣p(1 − |z|2)p(n−1) dµ(z)
)1/p
+
(∫
D
∣∣f (n)2 (z)∣∣p(1 − |z|2)p(n−1) dµ(z)
)1/p
 C(p)C
∫
D
dµ(z)
(1 − |z|2)αp ,
which gives (3.1).
In view of remark (3) above and the fact F(p,q, s)  B(q+2)/p , 0  s  1, we pose the
following question. Are there two functions f1 and f2 in F(p,q, s), 0 s  1, such that∣∣f ′1(z)∣∣+ ∣∣f ′2(z)∣∣ C(1 − |z|2)− q+2p
holds for all z ∈ D and for some positive constant C? The answer is negative, more precisely we
have the following easy result.
Proposition 3.3. There exist f1 and f2 in F(p,q, s), 0 s  1, such that∣∣f ′1(z)∣∣+ ∣∣f ′2(z)∣∣ C(1 − |z|2)−α, z ∈ D,
for some positive constant C if and only if α < (q + s + 1)/p.
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of two functions with required properties follows by [23, Theorem 2.1.1].
To see the converse, assume on the contrary that α  (q + s + 1)/p and that there exist f1
and f2 in F(p,q, s), 0 s  1, with the desired property. Then
∞ >
∫
D
(∣∣f ′1(z)∣∣+ ∣∣f ′2(z)∣∣)p(1 − |z|2)q logs 1|z| dA(z)
 C
∫
D
(
1 − |z|2)q−pα logs 1|z| dA(z),
which is a contradiction, since q − pα + s −1 by the assumption. 
Using the function
f (z) =
∞∑
k=1
2k(α−1)
bε,k
(bε,kz)
2k ∈ Bα0 , (3.8)
where bε,k = 2−kε/(2k−1) and ε is a sufficiently small positive number, in the proof of Theo-
rem 3.2 instead of the function defined in (3.3), we see that, for a positive measure µ on D, the
following two conditions are equivalent to (3.1):
(1) Dn :Bα → Lp((1 − |z|2)p(n−1) dµ) is bounded,
(2) Dn :Bα0 → Lp((1 − |z|2)p(n−1) dµ) is bounded,
where Dn is the nth differential operator, that is, Dn(f ) = f (n).
Denote the set of all analytic functions in D for which
‖f ‖pF(p,q,s,µ) = sup
a∈D
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)q(1 − ∣∣ϕa(z)∣∣2)s dµ(z) < ∞
by F(p,q, s,µ). Then, by observing carefully the proof of Theorem 3.2 with the function defined
in (3.8) and using Proposition 2.1 and (2.8), with d = 1 and t = 0, we obtain the following
characterization of bounded αp-Carleson measures in terms of α-Bloch-functions.
Theorem 3.4. Let µ be a positive measure on D, 0 < p,α < ∞ and n ∈ N. Then the following
conditions are equivalent:
(1) µ is a bounded αp-Carleson measure,
(2) Dn−1 :Bα → F(p,p(n − 1), αp,µ) is bounded,
(3) Dn−1 :Bα0 → F(p,p(n − 1), αp,µ) is bounded.
We next apply Theorem B to obtain a characterization of bounded Carleson measures in terms
of F(p,q, s)-functions.
Theorem 3.5. Let 0 < p  p∗ < ∞, −2 < q < ∞ and 0 < s < ∞ with q + s > −1, and let µ be
a positive measure on D. Let either n ∈ N, or n = 0 and p < min{q + s + 1, q + 2}. Then µ is a
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p
)-Carleson measure if and only if there is a positive constant
C such that(
sup
a∈D
∫
D
∣∣f (n)(z)∣∣p∗ ∣∣ϕ′a(z)∣∣ sp∗p dµ(z)
) 1
p∗
C
(‖f ‖F(p,q,s) + ∣∣f (0)∣∣) (3.9)
for all analytic functions f in D, in particular, for all f ∈ F(p,q, s).
Proof. Suppose that µ is a bounded ((2 + q + s + np − p)p∗
p
)-Carleson measure. Then an
application of Theorem B, with n = 0, q = p∗ and α = q + s + np − p, to the function
f (n)(z)/(1 − a¯z) 2sp , where a ∈ D, yields∫
D
∣∣f (n)(z)∣∣p∗ ∣∣ϕ′a(z)∣∣ sp∗p dµ(z)
 C
(∫
D
∣∣f (n)(z)∣∣p(1 − |z|2)np−p+q(1 − ∣∣ϕa(z)∣∣2)s dA(z)
) p∗
p
.
If n = 1, then (3.9) follows by the inequality 1 − |ϕa(z)|2 −2 log |ϕa(z)|. If n = 1, it remains
to prove
(∫
D
∣∣f (n)(z)∣∣p(1 − |z|2)np−p+q(1 − ∣∣ϕa(z)∣∣2)s dA(z)
) 1
p
 C1
(‖f ‖F(p,q,s) + ∣∣f (0)∣∣), (3.10)
where C1 is a positive constant depending only on p, q , s and n. To do this, we argue as in the
proof of [19, Theorem 4.2.1]. Let p > 0, q∗ > −1, and let g be an analytic function in D. Assume
first that n > 1. It is well known that there is a positive constant C2, depending only on p and q ,
such that∫
D
∣∣g′(z)∣∣p(1 − |z|2)p+q∗ dA(z) C2
∫
D
∣∣g(z)∣∣p(1 − |z|2)q∗ dA(z), (3.11)
see, for example, [20, Lemma 3.1]. Let g(z) = f (n−1)(z)/(1 − a¯z) 2sp , where a ∈ D, and choose
q∗ = np − 2p + q + s  q + s > −1. Then (3.11) yields∫
D
∣∣∣∣ ddz f
(n−1)(z)
(1 − a¯z) 2sp
∣∣∣∣
p(
1 − |z|2)np−p+q+s dA(z)
 C2
∫
D
∣∣∣∣ f (n−1)(z)
(1 − a¯z) 2sp
∣∣∣∣
p(
1 − |z|2)np−2p+q+s dA(z),
where
d
dz
f (n−1)(z)
2s
p
= f
(n)(z)
2s
p
+ 2sa¯f
(n−1)(z)
2s
p
+1 . (3.12)
(1 − a¯z) (1 − a¯z) p(1 − a¯z)
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2p|a + b|p + 2p|b|p , where a, b ∈ C, we get∫
D
∣∣f (n)(z)∣∣p(1 − |z|2)np−p+q(1 − ∣∣ϕa(z)∣∣2)s dA(z)
 2p
(
1 − |a|2)sC2
∫
D
∣∣∣∣ f (n−1)(z)
(1 − a¯z) 2sp
∣∣∣∣
p(
1 − |z|2)np−2p+q+s dA(z)
+ 2
2psp
pp
(
1 − |a|2)s ∫
D
∣∣f (n−1)(z)∣∣p (1 − |z|2)np−p+q+s|1 − a¯z|2s+p dA(z)
 2pC2
∫
D
∣∣f (n−1)(z)∣∣p(1 − |z|2)np−2p+q(1 − ∣∣ϕa(z)∣∣2)s dA(z)
+ 22p
∫
D
∣∣f (n−1)(z)∣∣p(1 − |z|2)np−2p+q(1 − ∣∣ϕa(z)∣∣2)s
(
1 − |z|2
|1 − a¯z|
)p
dA(z)

(
2pC2 + 23p
)∫
D
∣∣f (n−1)(z)∣∣p(1 − |z|2)np−2p+q(1 − ∣∣ϕa(z)∣∣2)s dA(z).
Applying this inequality n − 1 times together with the inequality 1 − |ϕa(z)|2 −2 log |ϕa(z)|
we obtain (3.10) with C1 = 2s/p+n−1(C2 + 22p)(n−1)/p in the case when n > 1.
Assume now that n = 0. It is well known that there is a positive constant C3, depending only
on p and q∗, such that∫
D
∣∣g(z)∣∣p(1 − |z|2)q∗ dA(z) C3
(∫
D
∣∣g′(z)∣∣p(1 − |z|2)p+q∗ dA(z) + ∣∣f (0)∣∣p), (3.13)
see, for example, [20, Lemma 3.1]. Applying this inequality to the function g(z) = f (z)/
(1 − a¯z)2s/p , where a ∈ D, and choosing q∗ = q − p + s > −1, we obtain∫
D
∣∣f (z)∣∣p(1 − |z|2)q−p(1 − ∣∣ϕa(z)∣∣2)s dA(z)
C3
(
1 − |a|2)s∣∣f (0)∣∣p
+ 2pC3
(
1 − |a|2)s ∫
D
∣∣∣∣ f ′(z)
(1 − a¯z) 2sp
∣∣∣∣
p(
1 − |z|2)q+s dA(z)
+ 2
2psp
pp
C3
(
1 − |a|2)s ∫
D
∣∣∣∣ f (z)
(1 − a¯z) 2sp +1
∣∣∣∣
p(
1 − |z|2)q+s dA(z)
 2p+sC3
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)qgs(z, a) dA(z) + C3∣∣f (0)∣∣p
+ 22pC3
(
1 − |a|2)s ∫ ∣∣∣∣ f (z)
(1 − a¯z) 2sp +1
∣∣∣∣
p(
1 − |z|2)q+s dA(z), (3.14)
D
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prove (3.10), it remains to deal with the last term in (3.14). Now
(
1 − |a|2)s ∫
D
∣∣∣∣ f (z)
(1 − a¯z) 2sp +1
∣∣∣∣
p(
1 − |z|2)q+s dA(z)

(
sup
z∈D
∣∣f (z)∣∣(1 − |z|2) q+2p −1)p(1 − |a|2)s ∫
D
(1 − |z|2)p+s−2
|1 − a¯z|2s+p dA(z), (3.15)
where the last integral is bounded by a constant times (1−|a|2)−s by Proposition E if p+ s > 1.
By the proof of [28, Proposition 7] and [25, Lemma 2.9], there are positive constants C4 and C5,
depending only on p, q and s, such that
sup
z∈D
∣∣f (z)∣∣(1 − |z|2) q+2p −1  C4(‖f ‖B q+2p +
∣∣f (0)∣∣)C5(‖f ‖F(p,q,s) + ∣∣f (0)∣∣), (3.16)
and therefore the inequality (3.10) follows in the case when p + s > 1 by (3.14)–(3.16). If
p + s  1, a similar application of (3.13) as in (3.14) yields
(
1 − |a|2)s ∫
D
∣∣∣∣ f (z)
(1 − a¯z) 2sp +1
∣∣∣∣
p(
1 − |z|2)q+s dA(z)
 2p+sC3
∫
D
∣∣f ′(z)∣∣p(1 − |z|2)qgs(z, a) dA(z) + C3∣∣f (0)∣∣p
+ 2pC3
(
2s
p
+ 1
)p(
sup
z∈D
∣∣f (z)∣∣(1 − |z|2) q+2p −1)p(1 − |a|2)s
×
∫
D
(1 − |z|2)2p+s−2
|1 − a¯z|2s+2p dA(z),
from which the desired upper bound for the last term in (3.14) follows similarly as above when
2p + s > 1. If 2p + s  1, then we may proceed in a similar manner by applying (3.13) again.
The total number of applications of (3.13) needed is min{k ∈ N: k > (1 − s)/p}. The necessity
of (3.9) is now proved.
Conversely, suppose that (3.9) holds for all analytic functions f in D. Then∫
D
∣∣f (n)(z)∣∣p∗ ∣∣ϕ′a(z)∣∣ sp∗p dµ(z) Cp∗(‖f ‖F(p,q,s) + ∣∣f (0)∣∣)p∗ (3.17)
for all a ∈ D. Choose
fa,n(z) =
z∫
0
z1∫
0
z2∫
0
· · ·
zn−2∫
0
zn−1∫
0
(
ϕ′a(zn)
) q+2
p
+n−1
dzn dzn−1 · · ·dz3 dz2 dz1,
where it is understood that exactly n integrations is done, and therefore, if n = 0, we
have fa,0(z) = ϕ′a(z)(q+2)/p−1. Then f (k)a,n(0) = 0 for all k = 0, . . . , n − 1 and f (n)a,n (z) =
(ϕ′a(z))(2+q)/p+n−1. Note that the power (2 + q)/p+n−1 is always positive by the assumption.
For a and b in D, denote B(a) = {z ∈ D: |ϕ′a(z)| |ϕ′ (z)|}. Thenb
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∫
D
∣∣f (n)a,n (z)∣∣p(1 − |z|2)np−p+q(1 − ∣∣ϕb(z)∣∣2)s dA(z)

( ∫
B(a)
+
∫
D\B(a)
)∣∣ϕ′a(z)∣∣2+q+np−p∣∣ϕ′b(z)∣∣s(1 − |z|2)np−p+q+s dA(z)
 2 sup
a∈D
∫
D
∣∣ϕ′a(z)∣∣2+q+np−p+s(1 − |z|2)np−p+q+s dA(z),
where the last integral is uniformly bounded for all a ∈ D by Proposition E. It follows by the first
part of the proof that fa,n ∈ F(p,q, s) for all a ∈ D, and moreover, there is a positive constant C6,
depending only on p, q , s and n, such that
‖fa,n‖F(p,q,s) +
∣∣fa,n(0)∣∣= ‖fa,n‖F(p,q,s)  C6 (3.18)
for all a ∈ D. Therefore, by (3.17) and (3.18), we have∫
D
∣∣ϕ′a(z)∣∣(2+q+s+np−p) p∗p dµ(z) =
∫
D
∣∣f (n)a,n (z)∣∣p∗ ∣∣ϕ′a(z)∣∣ sp∗p dµ(z) (CC6)p∗
for all a ∈ D, and it follows by Proposition E that µ is a bounded ((2 + q + s + np −p)p∗
p
)-Car-
leson measure. 
As in the case of Theorem 3.2 the term |f (0)| in (3.9) can be omitted if n = 0.
The following corollary of Theorem 3.5 should be compared with Theorem 3.2.
Corollary 3.6. Let 0 < p∗  p < ∞, 0 < α < ∞ and 1 < s < ∞, and let µ be a positive measure
on D. Let either n ∈ N, or n = 0 and α > 1. Then µ is a bounded (p(α+n−1)+ s p
p∗ )-Carleson
measure if and only if there is a positive constant C such that(
sup
a∈D
∫
D
∣∣f (n)(z)∣∣p∣∣ϕ′a(z)∣∣ spp∗ dµ(z)
) 1
p
C
(‖f ‖Bα + ∣∣f (0)∣∣) (3.19)
for all analytic functions f in D, in particular, for all f ∈ Bα .
4. Further discussion
We complete the paper by shortly discussing the following problem which we were unable to
solve.
Problem. Find a necessary and sufficient condition for a positive measure µ on D such that the
differentiation operator D1 from F(p,q, s), 0 < s  1, into Lp(dµ) is bounded.
Let us consider the special case D1 :Qs → L2(dµ), 0 < s  1, for simplicity. We want to find
a necessary and sufficient condition for µ such that the inequality∫ ∣∣f ′(z)∣∣2 dµ(z) C sup
a∈D
∫ ∣∣f ′(z)∣∣2gs(z, a) dA(z) (4.1)
D D
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C‖f ‖D0 , where C is a positive constant, Theorem B ensures the following two implications:
(1) if µ is a bounded (2 + s)-Carleson measure, then (4.1) holds, and conversely
(2) if (4.1) holds, then µ is a bounded 2-Carleson measure.
However, if µ is a bounded t-Carleson measure, then t  2 is not sufficient, t  2 + s is not
necessary, and 2 < t < 2 + s is neither sufficient nor necessary for (4.1) to hold. To this end,
choose f1(z) = − log(1 − z) and let µ1 be such that
dµ1(z) = (1 − |z|)
t
|1 − z|2 dA(z).
Then f1 ∈ Qs , 0 < s < ∞, and µ1 is a bounded t-Carleson measure, see Example 2.3, but∫
D
∣∣f ′1(z)∣∣2 dµ1(z) = ∞
for t  2. If t > 2, choose a ∈ (2, t). Then the measure µ2 such that
dµ2(z) = (1 − |z|)
a
|1 − z|2 dA(z)
is not a bounded t-Carleson measure, but satisfies the condition (3.1) with p = 2 and α = 1.
Since Qs is imbedded boundedly into B, (4.1) follows. It remains to find a bounded t-Carleson
measure µ3, with 2 < t < 2 + s, and an analytic function f such that (4.1) fails. Let µ3 be such
that dµ3(z) = (1 − |z|2)t−2 dA(z). Then the left-hand side of (4.1) is bounded if and only if
f ∈ Dt−2, where 0 < t − 2 < s. Since analytic functions with Hadamard gaps (lacunary series)
in Qs are the same as in Ds , 0 < s  1, and t − 2 < s, it is easy to find an f with Hadamard gaps
such that (4.1) fails.
For convenience, let us consider the following two assertions:
(a) The differentiation operator D1 from F(p,q, s), 0 < s  1, to Lp(dµ) is bounded.
(b) The measure µ is a bounded t-Carleson measure.
With this notation, we state the result on the general case as follows. The proof is included for
the convenience of a reader.
Proposition 4.1. Let µ be a positive measure on D. Then the following statements hold:
(1) If q + s > −1 and t  q + s + 2, then (b) implies (a).
(2) If q > −1 and t  q + 2, then (a) implies (b).
(3) If q > −1 and q + 2 < t < q + s + 2, then neither (a) implies (b), nor (b) implies (a).
Proof. Note first that C−11 ‖f ‖F(p,q+s,0)  ‖f ‖F(p,q,s)  C1‖f ‖F(p,q,0) for a positive constant
C1 depending only on p, q and s. Similarly, ‖f ‖B(q+2)/p  C2‖f ‖F(p,q,s), where C2 depends
only on p, q and s.
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(2 + q + s)-Carleson measure, and Theorem B yields∫
D
∣∣f ′(z)∣∣pdµ(z)C‖f ‖pF(p,q+s,0)  Cp1 C‖f ‖pF(p,q,s),
and (1) is proved.
Further, assuming that D1 :F(p,q, s) → Lp(dµ), 0 < s  1, is bounded, we obtain∫
D
∣∣f ′(z)∣∣pdµ(z)C‖f ‖pF(p,q,s)  CCp1 ‖f ‖pF(p,q,0),
and it follows, by Theorem B, that µ is a bounded (q + 2)-Carleson measure. The assertion (2)
is proved.
If 2 + q < t < 2 + q + s, choose a ∈ (2 + q, t) and let µ be such that
dµ(z) = (1 − |z|
2)a
|1 − z|2 dA(z).
Then µ is not a bounded t-Carleson measure, but it satisfies the condition (3.1) with p = p and
α = (q + 2)/p, and hence∫
D
∣∣f ′(z)∣∣p dµ(z) C‖f ‖p
B
q+2
p
CCp2 ‖f ‖pF(p,q,s),
that is, D1 :F(p,q, s) → Lp(dµ), 0 < s  1, is bounded.
Finally, choose µ such that dµ(z) = (1 − |z|2)t−2 dA(z), where 2 + q < t < 2 + q + s. Then
µ is a bounded t-Carleson measure. Further D1 :F(p,q, s) → Lp(dµ) is bounded if and only
of there is positive constant C such that∫
D
∣∣f ′(z)∣∣p(1 − |z|2)t−2 dA(z) C‖f ‖pF(p,q,s),
which fails since t − 2 < q + s and the functions with Hadamard gaps are the same in F(p,q, s)
as in F(p,q + s,0) when 0 < s  1 by [25, Theorem 5.5]. 
By Proposition 4.1 it is clear that the measures we are looking for are not bounded s-Carleson
measures. Further, we complete the section by showing that these measures neither can be char-
acterized by the condition
(b′) µ satisfies ∫
D
dµ(z)
(1−|z|2)t < ∞.
Proposition 4.2. Let µ be a positive measure on D. Then the following statements hold:
(1) If q + s > −1 and t  q + 2, then (b′) implies (a).
(2) If q + s > −1 and t < q + s + 1, then (a) implies (b′).
(3) If 0 < q + s + 1 t < q + 2, then neither (a) implies (b′), nor (b′) implies (a).
Proof. The proof relies on ideas used in this section and Section 3, and therefore we merely
sketch it. Part (1) follows by Theorem 3.2, and part (2) can be proved as the sufficiency of (3.2)
in Theorem 3.2 by testing with the function f (z) =∑∞k=1 2−k(p−q−s−1+ε)/pz2k , where ε > 0.
414 F. Pérez-González, J. Rättyä / J. Math. Anal. Appl. 315 (2006) 394–414The measure µ such that dµ(z) = (1 − |z|2)q+s dA(z) shows that (a) does not imply (b′) if
t  q + s + 1 > 0.
If t < q + 2, then the measure µ such that dµ(z) = (1 − |z|2)q+2|1 − z|−2 dA(z) and the
function f (z) = ∫ z0 (1 − w)−(q+2)/p dw, which belongs to F(p,q, s) for 0 < s  1, shows that
(b′) does not imply (a). 
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