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ON THE DENSITY OF BANACH C(K) SPACES WITH THE
GROTHENDIECK PROPERTY
CHRISTINA BRECH
Abstract. Using the method of forcing we prove that consistently there is a
Banach space of continuous functions on a compact Hausdorff space with the
Grothendieck property and with density less than the continuum. It follows
that the classical result stating that “no nontrivial complemented subspace of
a Grothendieck C(K) space is separable” cannot be strengthened by replacing
“is separable” by “has density less than that of l∞”, without using an addi-
tional set-theoretic assumption. Such a strengthening was proved by Haydon,
Levy and Odell, assuming Martin’s axiom and the negation of the continuum
hypothesis. Moreover, our example shows that certain separation properties
of Boolean algebras are quite far from the Grothendieck property.
1. Introduction
For an infinite compact Hausdorff space K, let C(K) be the Banach space of the
continuous real-valued functions on K, with the supremum norm. The purpose of
this work is to show that the existence of a Grothendieck C(K) space with density
less than the continuum (denoted by c) is independent from the usual axioms of set
theory. Recall that a Banach space X is said to be a Grothendieck space (see [4] for
more details) whenever each weak∗ convergent sequence in its dual X∗ converges
weakly. To obtain this independence result we make the following two assertions:
If p = c, then every Grothendieck C(K) space has density ≥ c. (I)
In a model obtained by forcing, there is a Grothendieck
C(K) space with density < c.
(II)
The main purpose of this work is to prove (II), since (I) is already known: it follows
from a result of [9]. To present here a direct proof of (I), we define the cardinal
p: we call p the least infinite cardinal κ for which there exists (Mα)α<κ ⊆ ℘(N)
such that
⋂
α∈F Mα is infinite for all finite subsets F of κ and there is no infinite
M ⊆ N such that |M \Mα| < ∞ for all α < κ. This means that we can in some
way diagonalize less than p subsets of N which are finitely compatible. It is known
that ω1 ≤ p ≤ c (ω1 is the first uncountable cardinal) and that MA (Martin’s
axiom) implies that p = c. We have that every infinite compact Hausdorff space
with weight less than p has a nontrivial convergent sequence (see [6], Proposition
24 A) and therefore C(K) is not a Grothendieck space (see the proof of Theorem
9.5 of [11]). So, assuming p = c we have that if C(K) is a Grothendieck space, then
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K has weight at least c and by the Stone-Weierstrass Theorem, C(K) has density
at least c.
It follows from a result of [4] that no nontrivial complemented subspace of a
Grothendieck C(K) space is separable. A strengthening of this statement fol-
lows from a result of [9], assuming MA (or simply p = c) and the negation of
CH (continuum hypothesis): each nontrivial complemented subspace of a non-
reflexive Grothendieck space (hence each nontrivial complemented subspace of a
Grothendieck C(K) space) has density at least c. Our result shows that we need
an additional set-theoretic assumption to prove such strengthening.
Pe lczyn´ski asked (see [8]) if every Banach space of continuous functions should
contain either a complemented copy of c0 or a (complemented) copy of l∞. Ta-
lagrand (assuming CH, see [16]) and Haydon (without any additional hypothesis,
see [8]) answered this question negatively. Moreover, the space constructed by
Talagrand does not have a quotient space isomorphic to l∞. On the other hand,
Haydon, Levy and Odell proved in [9] that p = c and the negation of CH imply
that every Grothendieck C(K) space has l∞ as a quotient. Our space has stronger
properties than that constructed by Talagrand: it is a Grothendieck C(K) space
or, equivalently, a Banach C(K) space with no complemented copies of c0 (by a
result of [13]) with density less than c, which is the density of l∞ (and therefore it
has no quotient isomorphic to l∞).
Turning to properties of Boolean algebras, we would like to notice that there are
many of them which imply that C(K) has the Grothendieck property, for K its
Stone space. Some of them are the subsequential completeness property (see [8]),
subsequential interpolation property (see [7]), etc. However, all of them imply also
that the Boolean algebra has cardinality at least c, which is not the case of ours.
So, our space is a Grothendieck C(K) space, for K the Stone space of a Boolean
algebra, which does not have such properties. This illustrates that these properties
are quite far from the Grothendieck property.
To show (II) we will not make use of well-known axioms like CH or p = c,
as occurs in the results of Talagrand and Haydon, Levy and Odell. Instead, we
shall prove the consistency directly by forcing1. Using a product of Sacks forcings
(also known as the perfect set forcing) we obtain the model in which there is a
Grothendieck C(K) space with density less than c. It would be interesting to
decide if axioms like p < c or alike imply (II) directly. Other applications of the
Sacks forcing in analysis can be found in [2] and [15].
The idea of showing (II) was motivated by a result of [10]. In this work, Just
and Koszmider showed that a certain compact Hausdorff space K with weight
less than c (and so, C(K) has density less than c) has no nontrivial convergent
sequences. Although this is not sufficient for C(K) to be a Grothendieck space, it
is necessary. Thus, generalizing and modifying the methods used in [10] we prove
that C(K) is a Grothendieck space. Moreover, Schachermayer proved (see [13])
that a necessary (but not sufficient) condition for a Boolean algebra to have the
Grothendieck property (that is, for C(K) to be a Grothendieck space, where K is
its Stone space) is that it is not a countable union of a strictly increasing sequence
of subalgebras. One of the results of [10] (which follows also combining ours and
that of [13]) is that our Boolean algebra is not such a union.
1A classical example of the use of forcing to obtain a result in analysis is the proof of the
consistency of the automatic continuity of homomorphisms between Banach algebras (see [3]).
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In this paper, B denotes an infinite Boolean algebra and S(B) its Stone space.
We use
∨
i∈I bi for the supremum of the family (bi : i ∈ I) ⊆ B, if it exists and we
say that a family A ⊆ B is an antichain in B if for each a, b ∈ A with a 6= b we
have that a · b = 0. We denote by µ a real-valued finitely additive measure on B
and if µ is bounded, |µ| denotes the variation of µ. K will always denote an infinite
compact Hausdorff space and Bor(K) the σ-algebra of its Borel sets. A Radon
measure µ on K is a real-valued σ-additive bounded regular measure on Bor(K)
and ‖µ‖ denotes its norm (see [13] and [14] for the definitions).
Let B be a Boolean algebra. In what follows we will identify the Boolean algebra
B with the Boolean algebra Clop(S(B)) of the closed and open subsets of S(B),
using the Stone duality. Recall that given a Radon measure µ on K, µ|B is a finitely
additive measure on B. On the other hand, if µ is a finitely additive measure on B,
then there is a unique Radon measure µ˜ on K such that µ˜|B = µ. Thus, we have
a correspondence between finitely additive measures on B and Radon measures on
K and we will identify them in the sequel. Recall that the Riesz Representation
Theorem guarantees that C(S(B))∗ (the dual space of C(S(B))) is isometric to the
space of the Radon measures on S(B). Hence we identify also each Radon measure
on S(B) (and thus, each finitely additive measure on B) with the correspondent
functional in C(S(B))∗.
We use a standard terminology for the Sacks forcing: we denote by S the Sacks
forcing and given s ∈ S and p ∈ s, let s|p = {q ∈ s : q ⊆ p or p ⊆ q} ∈ S. We
denote by l(n, s) the nth forking level of s ∈ S and we say that s ≤n t if s ≤ t and
l(n, s) = l(n, t) (see [1] for the definitions).
Given a regular cardinal κ, we denote by Sκ the product of κ Sacks forcings and
given s ∈ Sκ, a finite subset F of dom(s) and n ∈ N, we denote by l(F, n, s) the
set {σ : dom(σ) = F and for all α ∈ F, σ(α) ∈ l(n, s(α))}. We say that s ≤F,n t if
s ≤ t and l(F, n, s) = l(F, n, t). Finally, if s ∈ Sκ, if F is a finite subset of dom(s)
and if σ is a function with domain F such that σ(α) ∈ s(α) for all α ∈ F , let
s|σ ∈ Sκ be such that (s|σ)(α) = s(α) for α ∈ dom(s)\F and (s|σ)(α) = s(α)|σ(α)
for α ∈ F . We will need some results about this forcing, which are all proved in [1].
In Section 2 we present some combinatorial results needed for the proof of (II) and
in Section 3 we present the proof of the main result. The notation and terminology
used are those of [5] for Grothendieck spaces and those of [1] for Sacks forcing.
2. Some combinatorial results
In this section we present some combinatorial results, which will be necessary in
the proof of the main theorem. The following lemma is implicit in [12].
Lemma 2.1. Let B be a Boolean algebra and let κ be an uncountable cardinal. Let
(an : n ∈ N) be an antichain in B and let (µk : k ∈ N) be a sequence in C(S(B))
∗.
If (Nξ : ξ < κ) is an almost disjoint family in ℘(N) (that is, a family of infinite
subsets of N such that for all ξ < ξ′ < κ, Nξ ∩ Nξ′ is finite), then for all but
countably many ξ’s we have that for all k ∈ N and all M ⊆ Nξ, if
∨
n∈M an exists,
then
µk(
∨
n∈M
an) =
∑
n∈M
µk(an).
Proof. Suppose that the lemma does not hold. Then there is an uncountable X ⊆ κ
such that for each ξ ∈ X there is kξ ∈ N and an infinite set Mξ ⊆ Nξ such that
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∨
i∈Mξ
ai exists and
∑
i∈Mξ
µkξ(ai) 6= µkξ(
∨
i∈Mξ
ai). We can assume without loss
of generality that there are natural numbers k and m such that for all ξ ∈ X ,
|µk(
∨
i∈Mξ
ai)−
∑
i∈Mξ
µk(ai)| >
1
m
.
Fix ξ ∈ X . Let δξ = µk(
∨
i∈Mξ
ai) −
∑
i∈Mξ
µk(ai). Since µk(
∨
i∈Mξ,i>l
ai)
converges to δξ as l→∞, there are arbitrarily large l ∈ N such that
|µk(
∨
i∈Mξ ,i>l
ai)− δξ| < |δξ| −
1
m
. (∗)
Let n be a natural number greater than m · ‖µk‖ and let ξ1, . . . , ξn be different
ordinals inX such that δξj are either all positive or all negative. For each 1 ≤ j ≤ n,
let lj be a natural number as in (∗) and such that (Mξj \ {0, . . . , lj})1≤j≤n are
pairwise disjoint. Note that (∗) implies that µk(
∨
i∈Mξj ,i>lj
ai) are also either all
positive or all negative and that |µk(
∨
i∈Mξj ,i>lj
ai)| >
1
m
. Then,
|µk(
∨
1≤j≤n
(
∨
i∈Mξj ,i>lj
ai))| =
n∑
j=1
|µk(
∨
i∈Mξj ,i>lj
ai)| ≥ n ·
1
m
> ‖µk‖,
a contradiction. Therefore the lemma is true. 
Lemma 2.2. Let m, A and N be natural numbers. For each i < N , let Gi be a
finite subset of N with cardinality at least A+m. Fix an infinite X ⊆ N and suppose
that for each i < N and each k ∈ Gi, Xk,i ⊆ X is such that X ⊆
⋃
{Xk,i : k ∈ F}
for all i < N and all F ⊆ Gi with |F | ≥ m. Then, for each i < N , there is Hi ⊆ Gi
with cardinality at least A such that
⋂
{Xk,i : i < N, k ∈ Hi} is infinite.
Proof. Let u be a nonprincipal ultrafilter in N which containsX . By the hypothesis,
for each i < N , there are at most m − 1 elements k ∈ Gi for which Xk,i /∈ u,
since if they don’t belong to u, their union does not belong to u as well. Taking
Hi = {k ∈ Gi : Xk,i ∈ u}, we have that |Hi| ≥ |Gi| −m ≥ A, which concludes the
proof. 
Lemma 2.3. Let N be a natural number and for each i < N , let Gi ⊆ N be finite.
For each k ∈
⋃
l<N Gl and each i, j < N , let (m
k
i,j(n) : n ∈ Gi) be a sequence of
positive real numbers such that
∀i, j < N, ∀k ∈
⋃
l<N
Gl,
∑
n∈Gi
mki,j(n) ≤M,
for a fixed positive real number M . Let η be a positive real number and let m be a
natural number such that m · η > M . Given a natural number C, there is a natural
number B depending on C, N and m such that if |Gi| ≥ B for all i < N , then,
for each i < N , there is G∗i ⊆ Gi with cardinality C such that for all i, j < N with
i 6= j, all k ∈ G∗i and all n ∈ G
∗
j , we have that m
k
i,j(n) < η.
Proof. We prove it by induction on N . If N = 1, we are done.
So, assuming that the result holds for N , we prove it for N + 1. Fix a natural
number C and let C′ = C+C·m. By the inductive hypothesis, there is B(N,C′) ∈ N
satisfying the lemma for N and C′. We claim that B(N + 1, C) = max{C +N2 ·
C′ ·m,B(N,C′)} works.
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Since B(N + 1, C) ≥ B(N,C′), we have that for each i < N , there is G∗∗i ⊆ Gi
with |G∗∗i | = C
′ satisfying the thesis. Taking K =
⋃
{G∗∗i : i < N}, we have that
|K| ≤ N · C′. For each j < N and each k ∈ K, there at most m elements n of GN
such that mkN,j(n) ≥ η. So, taking
G∗N = {n ∈ GN : m
k
N,j(n) < η, for all k ∈ K and all j < N},
we have that |G∗N | ≥ C and m
k
N,j(n) < η for all k ∈ K, all j < N and all n ∈ G
∗
N .
We can suppose without loss of generality that |G∗N | = C. Since for each i < N
and each k ∈ G∗N , there are at most m elements n of G
∗∗
i such that m
k
i,N (n) ≥ η,
taking
G∗i = {n ∈ G
∗∗
i : m
k
i,N (n) < η, for all k ∈ G
∗
N},
we have that |G∗i | ≥ C and for each i, j < N with i 6= j, each n ∈ G
∗
i and each
k ∈ G∗j we have that m
k
i,j(n) < η, which concludes the proof. 
Proposition 2.4. Let s ∈ Sκ, let E ⊆ N be finite and let ε and M be positive real
numbers. Let (µ˙k : k ∈ N) be a sequence of names for finitely additive measures on
the Boolean algebra ℘(N), let (A˙k : k ∈ N) be a sequence of names for subsets of N
and let X˙ be a name for a subset of N. Suppose that
s 


∀k ∈ N, ‖µ˙k‖ < Mˇ,
∀k, k′ ∈ N, k 6= k′, A˙k ∩ A˙k′ = ∅,
X˙ is infinite,
Eˇ ∩ X˙ = ∅,
∀k ∈ X˙, |µ˙k(A˙k)| ≥ εˇ.
Given a natural number N , a finite subset F of κ and a positive real number δ,
there are: s∗ ∈ Sκ with s∗ ≤F,N s; a
∗ ⊆ N; E∗ ⊆ N with |E∗| ≤ 2N |F |; a sequence
of names (A˙∗k : k ∈ N) for subsets of N; and a name X˙
∗ for a subset of N such that
s∗ forces that:
(1) for all k ∈ N, A˙∗k = A˙k \ aˇ
∗ and so, for all k, k′ ∈ N, k 6= k′, A˙∗k ∩ A˙
∗
k′ = ∅;
(2) X˙∗ ⊆ X˙ and X˙∗ is infinite;
(3) for all k ∈ X˙∗, |µ˙k|(aˇ∗) ≤ δˇ and so, for all k ∈ X˙∗, |µ˙k(A˙∗k)| ≥ εˇ− δˇ;
(4) for all k ∈ Eˇ, |µ˙k|(aˇ∗) ≤ δˇ;
(5) there is k ∈ Eˇ∗ such that |µ˙k(aˇ∗)| ≥ εˇ− δˇ;
(6) Eˇ∗ ⊆ X˙ \ X˙∗.
Proof. First, take K = 2N |F | and η = δ
K
. Fix a natural number m such that
m · η > M . Let B ∈ N be large enough (we need it large enough in order to have a
number greater than 1 after several applications of Lemmas 2.2 and 2.3).
We will define a∗ as the “union of some A˙k’s” with k ∈ X˙. To find the k’s that
will work, we have to decide many (but finitely many) elements of X˙∗ and after
that, we will eliminate those which do not serve. So, take L = l(F,N, s) and let
D = {p ∈ Sκ : there is G ⊆ N with |G| = B and such that p  Gˇ ⊆ X˙}.
Since D is dense below s and open, by Lemma 1.8 of [1] there is s′ ≤F,N s such
that s′|σ ∈ D for all σ ∈ L. Hence for each σ ∈ L, there is Gσ ⊆ N with cardinality
B such that s′|σ forces that Gˇσ ⊆ X˙.
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Now, we want to decide A˙k for each k ∈ Gσ and each σ ∈ L. Let G =
⋃
σ∈LGσ
and
D′ = {p ∈ Sκ : for all k ∈ G there is Ak ⊆ N such that p  Aˇk = A˙k}.
Again, since D′ is dense below s′ and open, applying Lemma 1.8 of [1] we obtain
s′′ ≤F,N s′ such that for each σ ∈ L we have s′′|σ ∈ D′. Hence for each σ ∈ L
and each k ∈ G, there is Ak(σ) ⊆ N such that s′′|σ forces that Aˇk(σ) = A˙k and
therefore, for each σ ∈ L, (Ak(σ))k∈G is pairwise disjoint.
Since we want the measures of a∗ to satisfy properties (3), (4) and (5), and the
names A˙∗n to satisfy properties (1) and (3), we will approximate the values of the
measures µ˙k for k ∈ E ∪G in the sets An(σ) for σ ∈ L and n ∈ Gσ.
Claim 1. For each σ, σ′ ∈ L, each k ∈ E ∪G and each n ∈ Gσ, there is mkσ,σ′(n) ∈
R and there is t ≤F,N s′′ such that for all σ, σ′ ∈ L, all k ∈ E ∪G and all n ∈ Gσ,
t|σ forces that |µ˙k|(Aˇn(σ′)) ≤ mˇkσ,σ′(n) and such that for all σ, σ
′ ∈ L and all
k ∈ E ∪G, ∑
n∈Gσ
mkσ,σ′(n) < M.
Proof of Claim 1. Since E∪G is finite and s forces that ‖µ˙k‖ < Mˇ for all k ∈ Eˇ∪Gˇ,
it forces also that there is θ > 0 such that Mˇ − ‖µ˙k‖ ≥ θ for all k ∈ Eˇ ∪ Gˇ. Thus,
there is p ≤F,N s′′ such that p forces that Mˇ − ‖µ˙k‖ ≥ θˇ for all k ∈ E ∪G.
There is t ≤F,N p and for each σ, σ′ ∈ L, each n ∈ Gσ and each k ∈ E ∪G, there
is mkσ,σ′(n) ∈ R such that
t|σ  0 ≤ mˇkσ,σ′(n)− |µ˙k|(Aˇn(σ
′)) <
θˇ
2|Gσ|
.
Recall that for each σ ∈ L, (Ak(σ))k∈G is pairwise disjoint. Therefore, for all
σ, σ′ ∈ L and all k ∈ Eˇ ∪ Gˇ, t|σ forces that
Mˇ −
∑
n∈Gσ
mˇkσ,σ′(n) ≥ Mˇ −
∑
n∈Gσ
(|µˇk|(Aˇn(σ
′))−
θˇ
2|Gσ|
) ≥ Mˇ − ‖µˇk‖ −
θˇ
2
≥
θˇ
2
> 0
and so,
∑
n∈Gσ
mkσ,σ′(n) < M . Moreover, for each n ∈ Gσ, each σ, σ
′ ∈ L and each
k ∈ Eˇ ∪ Gˇ, t|σ forces that |µ˙k|(Aˇn(σ′)) ≤ mˇkσ,σ′(n), concluding the proof of the
claim. 
From the fact that for each σ, σ′ ∈ L and each k ∈ E,
∑
n∈Gσ
mkσ,σ′(n) < M , it
follows that for each σ, σ′ ∈ L and each k ∈ E there are at most m elements n of
Gσ such that m
k
σ,σ′(n) ≥ η. Since B is large enough, we can assume without loss
of generality that
∀σ, σ′ ∈ L, ∀k ∈ E, ∀n ∈ Gσ, m
k
σ,σ′(n) < η, (7)
and by Lemma 2.3, we can assume without loss of generality that
∀σ, σ′ ∈ L, σ 6= σ′, ∀n ∈ Gσ, ∀k ∈ Gσ′ , m
k
σ,σ′(n) < η. (8)
To obtain X˙∗ satisfying (2), for each σ ∈ L and each n ∈ Gσ, let X˙n,σ be a name
such that t forces that X˙n,σ = {k ∈ X˙ : |µ˙k|(Aˇn(σ)) < η}.
Claim 2. There is s∗ ≤F,N t and for each σ ∈ L there is a nonempty Hσ ⊆ Gσ
such that s∗ forces that
⋂
{X˙n,σ : n ∈ Hˇσ, σ ∈ L} is infinite.
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Proof of Claim 2. Let (σi : i < K) be an enumeration of L. To prove the claim,
we will proceed by induction on j < K to construct a sequence of conditions sj
such that sj+1 ≤F,N sj ≤F,N t and for each σ ∈ L, we construct a sequence of
finite nonempty sets Hσ,j with Hσ,j+1 ⊆ Hσ,j ⊆ Gσ such that sj|σj forces that⋂
{X˙n,σ : n ∈ Hˇσ,j , σ ∈ L} is infinite.
For the construction, fix 0 ≤ j < K and suppose we already have sj and Hσ,j
for all σ ∈ L as wanted. We have that sj forces that X˙ ⊆
⋃
{X˙n,σ : n ∈ H} for all
σ ∈ L and all H ⊆ Hσ,j with |H | ≥ m, for if not, then there would be σ ∈ L, k ∈ N,
H ⊆ Hσ,j with |H | ≥ m and (sj)′ ≤ sj such that (sj)′ forces that k ∈ X˙ \
⋃
{X˙n,σ :
n ∈ H}. Since for each σ ∈ L, (An(σ))n∈H are pairwise disjoint, we would have
that (sj)′ forces that |µ˙k|(
⋃
{Aˇn(σ) : n ∈ H}) ≥
∑
n∈H |µ˙k|(Aˇn(σ)) ≥ mˇ · ηˇ > Mˇ ,
contradicting our hypothesis. We apply Lemma 2.2 in V [G] and using Lemma 1.8
of [1] we have that there is sj+1 ≤F,N sj and for each σ ∈ L there is Hσ,j+1 ⊆ Hσ,j,
such that sj+1|σj+1 forces that
⋂
{X˙n,σ : σ ∈ L, n ∈ Hˇσ,j+1} is infinite. Since C is
large enough, we can assume each Hσ,K−1 to be nonempty and taking s
∗ = sK−1
and Hσ = Hσ,K−1 we conclude the proof of the claim. 
For each σ ∈ L we take kσ ∈ Hσ of Claim 2. We define a∗ =
⋃
σ∈LAkσ (σ) and
E∗ = {kσ : σ ∈ L}. For each k ∈ N, we define A˙∗k names for A˙k \a
∗ and X˙∗ a name
such that
s∗  X˙∗ =
⋂
{X˙k,σ : k ∈ Hˇσ, σ ∈ L} \ Eˇ
∗.
Claim 3. s∗ forces that for all k ∈
⋂
{X˙n,σ′ : n ∈ Hˇσ′ , σ
′ ∈ L} and all σ ∈ L,
|µ˙k|(Aˇkσ (σ)) < ηˇ.
Proof of Claim 3. Suppose that s∗ forces that k ∈ X˙n,σ for each n ∈ Hσ and each
σ ∈ L. Then, by the definition of X˙n,σ it means that s∗ forces that |µ˙k|(Aˇn(σ)) < ηˇ
for each n ∈ Hσ and each σ ∈ L. Since each kσ ∈ Hσ, we conclude the claim. 
Let us now verify that we have everything we wanted: first, note that by the
definition of A˙∗k we have that s
∗ forces that A˙∗k = A˙k \ aˇ
∗ and (A˙∗k)k∈N are pairwise
disjoint, since it forces that (A˙k)k∈N are pairwise disjoint. Therefore we obtain (1).
By the definition of X˙∗ we have that s∗ forces that X˙∗ ⊆ X˙. By Claim 2 we
have that s∗ forces that X˙∗ is infinite, since E∗ is finite. So we obtain (2).
By Claim 3 we have that
s∗  ∀k ∈ X˙∗, |µ˙k|(aˇ
∗) = |µ˙k|(
⋃
σ∈L
Aˇkσ (σ)) ≤
∑
σ∈L
|µ˙k|(Aˇkσ (σ)) ≤ Kˇ · ηˇ ≤ δˇ.
By the hypothesis of the proposition, s forces that |µ˙k(A˙k)| ≥ εˇ for each k ∈ X˙.
To obtain (3), note that
s∗  ∀k ∈ X˙∗, |µ˙k(A˙
∗
k)| ≥ |µ˙k(A˙k)| − |µ˙k|(aˇ
∗) ≥ εˇ− δˇ.
To verify (4), note that Claim 1 and (7) imply that for all σ, σ′ ∈ L, all k ∈ E
and all n ∈ Gσ
s∗|σ  |µ˙k|(Aˇn(σ
′)) ≤ mˇkσ,σ′(n) < ηˇ.
Since for all σ ∈ L, kσ ∈ Hσ ⊆ Gσ, then, for each σ ∈ L and each k ∈ E we have
that
s∗|σ  |µ˙k|(aˇ
∗) = |µ˙k|(
⋃
σ′∈L
Aˇkσ′ (σ
′)) ≤
∑
σ′∈L
|µ˙k|(Aˇkσ′ (σ
′)) ≤ Kˇ · ηˇ ≤ δˇ,
and so, by Lemma 1.9 of [1] we obtain (4).
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To verify (5), note that Claim 1 and (8) imply that for all σ, σ′ ∈ L with σ 6= σ′,
all n ∈ Gσ and all k ∈ G′σ
s∗|σ  |µ˙k|(Aˇn(σ
′)) ≤ mˇkσ,σ′(n) < ηˇ.
Since for all σ ∈ L, kσ ∈ Hσ ⊆ Gσ, we have that for each σ ∈ L,
s∗|σ  |µ˙kσ (a
∗)| ≥ |µ˙kσ (Aˇkσ (σ))| −
∑
σ′∈L,σ′ 6=σ
|µ˙kσ |(Aˇkσ′ (σ
′)) > εˇ− Kˇ · ηˇ = εˇ− δˇ,
and again by Lemma 1.9 of [1] we obtain (5).
By the definition of E∗ and that of X˙∗ we have (6). 
3. The proof of the main theorem
We show now how the main result follows from Proposition 2.4.
Theorem 3.1. Let κ > ω1 be a regular cardinal. Let G be an S
κ-generic filter over
a set-theoretic universe V where CH holds. In V [G], if K is the Stone space of
the Boolean algebra ℘(N)∩V , then C(K) is a Banach space with the Grothendieck
property and density ω1 which is less than κ = c.
Proof. First we work in V [G]. By Theorem 1.11 of [1], |℘(N) ∩ V | = ω1 and by
Theorem 1.14 of [1], ω1 < κ = c. So, K has weight ω1 and C(K) has density ω1,
which is less than c.
Now suppose that C(K) is not a Grothendieck space. Then there is a sequence
(µk)k∈N ⊆ C(K)∗ which is weak∗ convergent to µ ∈ C(K)∗ but does not converge
weakly. If {µk : k ∈ N} were weakly compact, by the Eberlein-Sˇmulian Theorem,
it would be sequentially weakly compact. Then there would be infinite and disjoint
sets M1,M2 ⊆ N such that (µk)k∈Mi is weakly convergent to νi for i = 1, 2, and
ν1 6= ν2. Since weak convergence implies weak∗ convergence, we would have that
(µk)k∈Mi converges weakly
∗ to νi for i = 1, 2, a contradiction.
So, we can assume that {µk : k ∈ N} is not weakly compact. By the Uni-
form Boundedness Principle, (µk)k∈N is a bounded sequence. By the Dieudonne´-
Grothendieck Theorem (Theorem VII.14 in [5]), there is a pairwise disjoint sequence
(Uk)k∈N of open subsets of K and ε > 0 such that for all k0 ∈ N there is k ≥ k0
and nk ∈ N such that |µnk(Uk)| ≥ ε. Since K is a Boolean space, using the regu-
larity of each µk, we can assume without loss of generality that Uk = Bk for some
Bk ∈ B. Moreover, if for some k ∈ N we have that |µk(Bki)| ≥ ε for some sequence
(ki)i∈N ⊆ N, it follows that |µk|(
⋃
i∈NBki) ≥
∑
i∈N |µk(Bki)| = ∞, contradicting
the fact that µk is bounded. So, let i0 ∈ N and n0 ∈ N be such that |µn0(Bi0 )| ≥ ε
and we construct by induction ik+1 > ik and nk+1 > nk such that |µnk(Bik)| ≥ ε.
Let Ak = Bik and we have that (Ak)k∈N ⊆ ℘(N) ∩ V are pairwise disjoint and
(nk)k∈N ⊆ N is an increasing sequence such that for all k ∈ N, |µnk(Ak)| ≥ ε.
Working now in V , let µ˙k be a name for the restriction of µnk to the Boolean
algebra ℘(N) ∩ V . Let s ∈ Sκ, let M and ε be positive real numbers and let A˙k be
names for the elements of ℘(N) ∩ V such that
s 


∀k ∈ N, ‖µ˙k‖ ≤ Mˇ,
∀k, k′ ∈ N, k 6= k′, A˙k ∩ A˙k′ = ∅,
∀k ∈ N, |µ˙k(A˙k)| ≥ εˇ.
By induction, we will construct a sequence (sN )N∈N with sN+1 ≤FN ,N sN where
FN = {α
k
i : i, k < N} and supp(sN) = {α
N
k : k ∈ N}, a pairwise disjoint sequence
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(aN )N∈N in ℘(N), a pairwise disjoint sequence (EN )N∈N of finite subsets of N,
sequences of names (A˙Nk )k∈N,N∈N for subsets of N and a sequence of names (X˙N )N∈N
for subsets of N such that sN+1 forces that
(1) for all k ∈ N, A˙N+1k = A˙
N
k \ aˇN+1 and so, for all k, k
′ ∈ N if k 6= k′, then
A˙N+1k ∩ A˙
N+1
k′ = ∅;
(2) X˙N+1 ⊆ X˙N and X˙N+1 is infinite;
(3) for all k ∈ X˙N+1, |µ˙k|(aˇN+1) ≤ δˇN and so, for all k ∈ X˙N+1, |µ˙k(A˙
N+1
k )| ≥
εˇN − δˇN ;
(4) for all k ∈
⋃
0≤i≤N Eˇi, |µ˙k|(aˇN+1) ≤ δˇN ;
(5) there is k ∈ EˇN+1 such that |µ˙k(aˇN+1)| ≥ εˇN − δˇN ;
(6) EˇN+1 ⊆ X˙N \ X˙N+1;
where ε0 = ε, δ0 =
ε
23 and for each N ∈ N, εN+1 = εN − δN and δN+1 =
δN
2 .
For the construction, let s0 = s, E0 = ∅, A˙0k = A˙k, X˙0 = Nˇ and note that we
have the hypothesis of Proposition 2.4.
Now suppose we already have s0, . . . , sN , E0, . . . , EN , (A˙
N
k )k∈N, X˙0, . . . , X˙N , and
a1, . . . , aN as we want. Note that (1), (2), (3) and (6) guarantee that the hypothesis
of Proposition 2.4 is satisfied. Then there are sN+1 ≤FN ,N sN , aN+1 ⊆ N, EN+1 ⊆
N, a sequence of names (A˙N+1k )k∈N for subsets of N and a name X˙N+1 for a subset
of N satisfying (1)− (6). This concludes the construction of the sequences.
Then, by Lemma 1.6 of [1] there is s∗ ∈ Sκ such that s∗ ≤ sN for all N ∈ N.
We have that (1) guarantees that (aN )N∈N are pairwise disjoint. Moreover, (4)
guarantees that
s∗  ∀N ∈ N, if i < N and k ∈ Eˇi, then |µ˙k|(aˇN ) ≤
εˇ
2N+3
. (9)
On the other hand, using (3) and (6) we conclude that
s∗  ∀N ∈ N, if i > N and k ∈ Eˇi, then |µ˙k|(aˇN ) ≤
εˇ
2N+3
. (10)
And finally we have that (5) guarantees that
s∗  ∀N ∈ N, ∃k ∈ EˇN , |µ˙k(aˇN )| ≥
3εˇ
4
. (11)
Let (Kα)α<ω1 ⊆ ℘(N) be an almost disjoint family. For each α < ω1 we have
that
s∗ 
∨
N∈Kˇα
aˇN ∈ ℘(N) ∩ V.
By Theorem 1.11 of [1], s∗ forces that (Kˇα)α<ωˇ1 is an almost disjoint family of
subsets of N and ωˇ1 = ω1. By Lemma 2.1 applied in V [G], we obtain s
∗∗ ≤ s∗ and
α ∈ ω1 such that
s∗∗  ∀k ∈ N µ˙k(
∨
N∈Kˇα
aˇN ) =
∑
N∈Kˇα
µ˙k(aˇN ).
Take a =
∨
N∈Kα
aN and let us see that in V [G], if δ =
ε
4 , then there are
infinitely many n ∈ N such that |µn(a)| ≥ 2δ and infinitely many l ∈ N such that
|µl(a)| ≤ δ.If i ∈ Kα, using (9), (10) and (11), we have that s
∗∗ forces that there is
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k ∈ Eˇi such that
|µ˙k(aˇ)| = |
∑
N∈Kˇα
µ˙k(aˇN )| ≥ |µ˙k(aˇi)| −
∑
N∈Kˇα\{i}
|µ˙k|(aˇN ) ≥
3εˇ
4
−
εˇ
4
= 2δˇ.
On the other hand, if i /∈ Kα, then
s∗∗  ∀k ∈ Eˇi |µ˙k(aˇ)| = |
∑
N∈Kˇα
µ˙k(aˇN )| ≤
∑
N∈Kˇα
εˇ
2N+3
≤
εˇ
4
= δˇ.
Since a ∈ ℘(N) ∩ V which is identified with Clop(K), we have that χa ∈ C(K)
and therefore (µk)k∈N does not converge weakly
∗, contradicting our hypothesis and
concluding the proof. 
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