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Let us consider the problem{−u + a(|x|)u = |u|p−1u in B1,
u = 0 on ∂B1, (0.1)
where B1 is the unit ball in RN , N  3, and a(|x|) 0 is a smooth
radial function. Under some suitable assumptions on the regular
part of the Green function of the operator −u′′ − N−1r u + a(r)u we
prove the existence of a changing sign solution to (0.1) for p large
enough.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we prove the existence of changing sign solutions to the problem
{−u + a(|x|)u = |u|p−1u in B1,
u = 0 on ∂B1, (1.1)
where B1 is the unit ball of RN , N  3, p > 1, a(|x|) 0 is a smooth function.
It is known that the existence of solutions to (1.1) strongly depends on the value of p and by the
shape of the function a.
A classical result states that if 1 < p < N+2N−2 (subcritical case) there exist inﬁnitely many solutions
to (1.1) (the same holds if we replace B1 by a general domain Ω in RN ).
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2918 M. Grossi / J. Differential Equations 245 (2008) 2917–2938When p = N+2N−2 (critical case) the problem looks like different. Indeed, using the Pohozaev iden-
tity [14] it is possible to show that (1.1) has no solution if a(|x|) ≡ 0. A fundamental existence result
of positive solutions in the critical case was established in the pioneering paper of Brezis and Niren-
berg [1].
Some existence results for changing sign solutions when a(|x|) = λ < 0 and p = N+2N−2 were proved
in [2–4].
If p > N+2N−2 (supercritical case) the problem becomes more diﬃcult to the lack of embedding of
the space H10(B1) in L
p+1(B1). Note that we have some existence result for positive solution just for
p slightly supercritical [6] or in suitable domains (see [5,7,10–13]).
To our knowledge there is no result for changing sign solution in the unit ball for the supercritical
case. The aim of this paper is to give a contribution in this direction, following the research started
in [8] and [9].
Let us denote by G(r, s) the Green function of the operator −u′′ − N−1r u′ + a(r)u in (0,1) with
u(1) = 0 and with H(r, s) its regular part (see Section 2 for more details).
In [9] it was studied the existence of a radial positive solution to (1.1) when the exponent p is
large and it was proved that if there exists a nondegenerate critical point r¯ of the function
F (r) = H(r, r)
rN−1
,
then there exists a radial positive solution up to (1.1) which satisﬁes
up(r) → G(r, r¯)
H(r¯, r¯)
uniformly in (0,1). (1.2)
The main tool of the previous result is the classical contraction mapping theorem. This approach
was used by many authors in similar problems and it involves hard and tedious computations.
In this paper we will use the result in [9] and we give some suﬃcient conditions which ensure the
existence of a changing sign solution. We stress that we will not use any ﬁnite dimensional reduction.
Indeed we provide an alternative proof which is, in the opinion of the author, much simpler.
Before of stating our main result we describe the main ideas of the paper.
Let z ∈ (0,1) and u1,p , u2,p be solutions of
⎧⎪⎨⎪⎩
−u′′ − N − 1
r
u′ + a(r)u = up in (0, z),
u > 0 in (0, z),
u′(0) = u(z) = 0
(1.3)
and
⎧⎪⎨⎪⎩
−u′′ − N − 1
r
u′ + a(r)u = up in (z,1),
u > 0 in (z,1),
u(z) = u(1) = 0,
(1.4)
respectively. For the moment we avoid to write the conditions which ensure the existence of u1,p .
Then we set
up(r) =
{
u1,p(r) if r ∈ (0, z),
−u2,p(r) if r ∈ (z,1). (1.5)
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−u′′ − N − 1
r
u′ + a(r)u = up in (0,1),
u(0) = u(1) = 0,
(1.6)
if and only if the equality
u′1,p(z) = u′2,p(z) (1.7)
holds for some z ∈ (0,1). In order to ﬁnd such a z we pass to the limit in (1.7) and, using the
asymptotic behavior of u1,p and u2,p (Sections 2 and 3) we have
Gr(z, r1)
H(r1, r1)
= Gr(z, r2)
H(r2, r2)
(1.8)
where G(r, s) and G(r, s) are the Green functions of the operator −u′′ − N−1r u′ + a(r)u in (0, z)
and (z,1) respectively, H(r, s) and H(r, s) are their regular part (see Section 2) and ﬁnally r1 =
limp→+∞ r1,p , r2 = limp→+∞ r2,p , where r1,p and r2,p are the points where u1,p and u2,p achieve
there maximum.
We ﬁrst show that it is possible to ﬁnd z ∈ (0,1) which veriﬁes (1.8). Secondly we derive the
existence of a suitable zp close to z which veriﬁes (1.7) for p large enough. We point that this point
is technical and needs some careful computations.
Now we are in position to state our main result.
Let us denote by G(r, s) the Green functions of the operator −u′′ − N−1r u′ + a(r)u in (0,1) with
u(1) = 0 and H(r, s) its regular part (see Section 2 for more details).
Theorem 1.1. Let us suppose that rˆ = (rˆ1, rˆ2) is a critical point of the system⎧⎪⎨⎪⎩
Hr(r1, r1) − H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2)Gr(r1, r2) =
1
2
,
Hr(r2, r2) − H(r2, r2) + G(r1, r2)
H(r1, r1) + G(r2, r1)Gr(r2, r1) =
1
2
,
(1.9)
which satisﬁes
4a(rˆi) = α2i , for i = 1,2, (1.10)
and
4a(rˆ1)rˆ
N−1
2 α2
α21 − 4a(rˆ1)
+ 4a(rˆ2)rˆ
N−1
1 α1
α22 − 4a(rˆ2)
+ rˆN−11
(
H(rˆ2, rˆ2)
G(rˆ1, rˆ2)
α2 − α1
)
= 0, (1.11)
with
α1 = H(rˆ2, rˆ2) + G(rˆ1, rˆ2)
H(rˆ1, rˆ1)H(rˆ2, rˆ2) − G(rˆ1, rˆ2)G(rˆ2, rˆ1) , (1.12)
α2 = H(rˆ1, rˆ1) + G(rˆ2, rˆ1)
H(rˆ1, rˆ1)H(rˆ2, rˆ2) − G(rˆ1, rˆ2)G(rˆ2, rˆ1) . (1.13)
Then there exists a radial solution to (1.1) which veriﬁes
up(r) → α1G(r, rˆ1) + α2G(r, rˆ2) (1.14)
uniformly on (0,1).
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up(z) = 0 if z satisﬁes G(z, rˆ1)
G(z, rˆ2)
= H(rˆ1, rˆ1) + G(rˆ2, rˆ1)
H(rˆ2, rˆ2) + G(rˆ1, rˆ2) .
Remark 1.3. It is easy to prove that α1 and α2 are solutions of the following linear system
2∑
j=1
α jG(ri, r j) = (−1)i+1, i = 1,2. (1.15)
Then the points rˆ1 and rˆ2 are critical points of the following functional
F (r1, r2) =
2∑
j=1
(−1) j+1α jrN−1j , r = (r1, r2) ∈ [0,1] × [0,1]. (1.16)
The paper is organized as follows: In Section 2 we prove some properties of the Green function
of the operator Lu = −u′′ − N−1r u′ + a(r)u which will be used in the paper. In Section 3 we study
the asymptotic behaviour of the solution u2,p as p → +∞. In Section 4 we prove Theorem 1.1 and in
Section 5 we give an example of a function a(r) which veriﬁes the assumption of Theorem 1.1.
2. Preliminaries
We start this section with some remarks on the Green function of the operator Lu = −u′′ −
N−1
r u
′ + a(r)u, u ∈ H1(0,1): u(1) = 0. It is likely that most of the main properties claimed in this
section are known, but we are not able to provide any reference. The argument is quite elementary.
Let N  3 and introduce the function
Γ (r, s) = s
N−1
2(N − 2)
(
r2−N − s2−N − ∣∣r2−N − s2−N ∣∣)
=
{
0 if r < s,
sN−1
N−2 (r
2−N − s2−N ) if r > s, (2.1)
for r, s ∈ (0,1). It is easy to check that Γ (r, s) veriﬁes{
−Γrr(r, s) − N − 1
r
Γr(r, s) = δs(r), r ∈ (0,1),
Γr(0, s) = 0
in the sense of distribution. Here δs(r) is the Dirac function centered at s. Then we have the following
decomposition for the Green function,
G(r, s) = Γ (r, s) + H(r, s) (2.2)
where H(r, s) is the solution of the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
−Hrr(r, s) − N − 1
r
Hr(r, s) + a(r)H(r, s) = −a(r)Γ (r, s), r ∈ (0,1),
Hr(0, s) = 0,
H(1, s) = 1 (s − sN−1). (2.3)N − 2
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G(r, s) are uniformly bounded in (0,1). Since Γ (s, s) = 0 we will write G(r, r) = H(r, r). We have the
following
Lemma 2.1. The Green function G(r, s) satisﬁes
G(r, s)rN−1 = G(s, r)sN−1, (2.4)
G(r, s) < H(s, s) for r = s. (2.5)
Proof. Proof of (2.4): The Green function G(r, s) satisﬁes the equation⎧⎪⎨⎪⎩
−Grr(r, s) − N − 1
r
Gr(r, s) + a(r)G(r, s) = δs(r), r ∈ (0,1),
Gr(0, s) = 0,
G(1, s) = 0.
(2.6)
Multiplying (2.6) by G(r, t)rN−1 and integrating we get
1∫
0
[
Gr(r, s)Gr(r, t) + a(r)G(r, s)G(r, t)
]
rN−1 dr = sN−1G(s, t). (2.7)
Writing down the equation satisﬁed by G(r, t) and multiplying it by G(r, s)rN−1 we have the claim.
Proof of (2.5): Let r < s. Then the Green function satisﬁes
−Grr(r, s) − N − 1
r
Gr(r, s) + a(r)G(r, s) = 0. (2.8)
Integrating (2.8) we get
Gr(r, s)r
N−1 =
r∫
0
a(t)tN−1G(t, s)dt > 0. (2.9)
From (2.9) we derive G(r, s) < G(s, s) = H(s, s); arguing in the same way for r > s we have the
claim. 
Corollary 2.2. The following identities hold
(
Gr(r, s) + N − 1
r
G(r, s)
)
rN−1 = Gs(s, r)sN−1, (2.10)
Hr(r, r) + N − 1
r
H(r, r) − 1 = Hs(r, r). (2.11)
Proof. See [9]. 
Next proposition states an important decomposition property of the Green function. It will be
greatly used in all the paper.
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G(r, s) =
{
A(r)B(s) if 0 r  s,
A˜(r)B˜(s) if s r  1, (2.12)
for some positive smooth functions A, B, A˜, B˜ .
Proof. Let 0 r < s and consider the function
G(r,q, s) = G(r,q) − G(P ,q)
G(P , s)
G(r, s) with 0 r,q < P < s. (2.13)
We have that G(r,q, s) satisﬁes⎧⎪⎨⎪⎩
−Grr(r, s) − N − 1
r
Gr(r, s) + a(r)G(r, s) = δq(r), r ∈ (0, P ),
Gr(0,q) = 0,
G(P ,q) = 0.
(2.14)
Hence G(P ,q) is the Green function of the operator Lu = −u′′ − N−1r u′ +a(r)u, r ∈ (0, P ). From the
uniqueness of the Green function it follows that G(P ,q) is independent of s and then
0 = ∂
∂s
G(P ,q) = −G(P ,q) ∂
∂s
(
G(r, s)
G(P , s)
)
, (2.15)
and then
G(r, s) = A(r)G(P , s). (2.16)
Setting B(s) = G(P , s) the claim follows for 0 r  s. The case  s r  1 is similar. 
Corollary 2.4. The following identities hold
A(r)B ′(r) − A˜(r)B˜ ′(r) = −1, (2.17)
A′(r)B(r) − A˜′(r)B˜(r) = 1, (2.18)
A′(r)B(s)rN−1 = A˜(s)
(
B˜ ′(r) − N − 1
r
B˜(r)
)
sN−1, for r  s. (2.19)
Proof. Let us prove (2.17). By Proposition 2.3 we get, for r < s,
A(r)B(s) = G(r, s) = H(r, s)
and then
A(r)B ′(s) = Hs(r, s) ⇒ A(r)B ′(r) = Hs(r, r).
On the other hand, for r > s,
A˜(r)B˜(s) = G(r, s) = Γ (r, s) + H(r, s) = s
N−1 (
r2−N − s2−N)+ H(r, s)
N − 2
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A˜(r)B˜ ′(s) = 1
N − 2
(
(N − 1)sN−2r2−N − 1)+ Hs(r, s).
So
A˜(r)B˜ ′(r) = 1+ Hs(r, s) = 1+ A(r)B ′(r)
and (2.17) follows.
Proof of (2.18) is analogous. Finally (2.19) follows by (2.10) and (2.4). 
Proposition 2.5. Let us denote by G(r, s) = Γ (r, s)+ H(r, s) the Green function of the operator Lu = −u′′ −
N−1
r u
′ + a(r)u, r ∈ (0, z).
If r ∈ (0, z) is a critical point of the function
F (r) = H(r, r)
rN−1
, (2.20)
we have that
Hrr(r, r) + Hrs(r, r) = 4a(r)H(r, r)
2 − 1
4H(r, r)
. (2.21)
Proof. Let us recall (see (3.1) and (3.2) in [9]) that the assumption that r is a critical point of F is
equivalent to
Hr(r, r) = 1
2
. (2.22)
Using Proposition 2.3 we see that (2.22) is equivalent to
A′(r)B(r) = 1
2
(2.23)
and
Hrr(r, r) + Hrs(r, r) = A′′(r)B(r) + A′(r)B ′(r)
= −N − 1
r
A′(r)B(r) + a(r)A(r)B(r) + A′(r)B ′(r)
= −N − 1
2r
+ a(r)A(r)B(r) + A(r)B
′(r)
2A(r)B(r)
= 4a(r)A
2(r)B2(r) − 1
4A(r)B(r)
= 4a(r)H(r, r)
2 − 1
4H(r, r)
.  (2.24)
Next theorem is an improving of the main result of [9].
Theorem 2.6. Let us denote by G(r, s) = Γ (r, s) + H(r, s) the Green function of the operator Lu = −u′′ −
N−1
r u
′ + a(r)u, r ∈ (0, z).
If there exists a critical point r ∈ (0, z) of the function
F (r) = H(r, r)
N−1 (2.25)r
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4a(r)H(r, r)2 = 1, (2.26)
then there exists a solution to the problem⎧⎪⎨⎪⎩
−u′′p −
N − 1
r
u′p + a(r)up = upp for 0< r < z,
up > 0 for 0< r < z,
u′p(0) = 0, up(z) = 0,
(2.27)
verifying
up(r) → G(r, r)
H(r, r)
in H10(0, z) ∩ C1
([0, z] \ {r}). (2.28)
Proof. In [9] it was proved that if r is a nondegenerate critical point of the function F there exists a
solution to (2.27) satisfying (2.28). Let us recall (see [9]) that the nondegeneracy condition is
Hrr(r, r) + Hrs(r, r) = 0. (2.29)
Using Proposition 2.5 we have the claim. 
3. Analysis of the solution in the annulus
Let us consider the following minimization problem
I p = inf
u∈H1r (Ω)
(
∫
Ω
|∇u|2 + a(|x|)u2)
(
∫
Ω
|u|p+1) 2p+1
(3.1)
where Ω = {x ∈ RN : 0 < a  |x|  b}, H1r (Ω) = {u ∈ H10(Ω): u = u(|x|)} and 0  a(|x|)  C . Up to a
constant the minimum up = up(r) of (3.1) satisﬁes⎧⎪⎨⎪⎩
−u′′p −
N − 1
r
u′p + a(r)up = upp for a < r < b,
up > 0 for a < r < b,
up(a) = up(b) = 0.
(3.2)
The aim of this section is to study the asymptotic behavior of the solution up as p → +∞. The proof
of some of these results is the same of the case a(r) ≡ 0 considered in [8] and it will be omitted.
Let us start with the following lemma.
Lemma 3.1.We have that
b∫
a
u′p(r)2 dr  C, (3.3)
up(r) → G(r, r0)
G(r0, r0)
in H10(a,b) ∩ C1
([a,b] \ {r0}), (3.4)
Hr(r0, r0) = 1
2
(3.5)
where G(r, s) is the Green function of the operator −u′′ − N−1r u′ + a(r)u in (a,b).
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Let us prove (3.4); ﬁrst we remark that integrating (3.2) one gets from (3.3)∣∣u′p(r)∣∣ C for any r ∈ [a,b]. (3.6)
Hence there exists φ ∈ H10(a,b) such that
up → φ in H10(a,b). (3.7)
Let us show that ‖φ‖∞ = 1.
Multiplying (3.2) by e1rN−1 where e1 is the ﬁrst eigenfunction of the operator −u′′ − N−1r u′ in
(a,b) we get
λ1
b∫
a
upe1 
b∫
a
uppe1 (3.8)
where λ1 is the eigenvalue associated to e1. From (3.8) we get that ‖up‖p−1∞  λ1 and then ‖φ‖∞  1.
On the other hand if ‖φ‖∞ > 1 we get that ‖up‖∞ > 1 for p large. Moreover, since |u′p(r)|  C ,
we derive that there exists a set of positive measure such that up > 1. Then
b∫
a
up+1p → +∞ (3.9)
and this is a contradiction with (3.3). So ‖φ‖∞ = 1.
Recalling that up minimizes (3.1), up → φ in H10(a,b) and ‖φ‖∞ = 1 we get
I p = min
u∈H10 (a,b)∫ b
a u
p+1=1
b∫
a
(|u′|2 + a(r)u2)rN−1 → I∞ = min
u∈H10 (a,b)‖u‖∞=1
b∫
a
(|u′|2 + a(r)u2)rN−1
=
b∫
a
(|φ′|2 + a(r)φ2)rN−1. (3.10)
Set
A = {r ∈ (a,b): φ(r) = 1}. (3.11)
We claim that A is a singleton. By contradiction let us suppose that card A  2. This implies that
I∞ = min
u∈H10 (a,b)‖u‖∞=1
card A2
b∫
a
(|u′|2 + a(r)u2)rN−1. (3.12)
Now let us denote by ψ the function which achieves I∞ with A = {r1, r2}. We have that ψ solves⎧⎪⎨⎪⎩
−ψ ′′ − N − 1
r
ψ ′ + a(r)ψ = 0 in (a, r1) ∪ (r1, r2) ∪ (r2,b),
ψ > 0 in a < r < b,
ψ(r ) = ψ(r ) = 1, ψ ∈ H1(a,b).
(3.13)1 2 0
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ψ(r) = αG(r, r1) + βG(r, r2) (3.14)
where α,β ∈R are chosen so that ψ(r1) = ψ(r2) = 1. Actually we have that
α = H(r2, r2) − G(r1, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) , (3.15)
β = H(r1, r1) − G(r2, r1)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) . (3.16)
We have that
I∞ =
b∫
a
(|ψ ′|2 + a(r)ψ2)rN−1
= αrN−11
(
αH(r1, r1) + βG(r1, r2)
)+ βrN−12 (αG(r2, r1) + βH(r2, r2))
= H(r2, r2)r
N−1
1 + H(r1, r1)rN−12 − 2G(r1, r2)rN−11
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) >
rN−11
H(r1, r1)
(3.17)
since H(r1, r1) − G(r2, r1) > 0. Finally choosing φ¯ = G(r,r3)H(r0,r3) with r3 satisfying
rN−13
H(r3, r3)
= min
r∈(a,b)
rN−1
H(r, r)
(3.18)
we obtain
I∞ 
b∫
a
(|φ¯′|2 + a(r)φ¯2)rN−1 = rN−13
H(r3, r3)
, (3.19)
which gives a contradiction with (3.17). Hence A = {r0} is a singleton and φ solves⎧⎨⎩−φ′′ −
N − 1
r
φ′ + a(r)φ′ = 0 in (a, r0) ∪ (r0,b),
φ(r0) = 1, φ ∈ H10(a,b).
(3.20)
Then φ(r) = G(r,r0)H(r0,r0) which proves (3.4).
Finally we prove (3.5). Let us recall that
inf
u∈H1r (Ω)
(
∫
Ω
|∇u|2 + a(|x|)2)
(
∫
Ω
|u|p+1) 2p+1
=
( b∫
a
(
u′p(r)2 + a(r)u2p
)
rN−1 dr
)1− 2p+1
=
∫ b
a (G
′(r, r0)2 + a(r)G(r, r0)2)rN−1 dr
G(r0, r0)2
+ o(1)
= G(r0, r0)r
N−1
0
G(r , r )2
+ o(1) = r
N−1
0
H(r , r )
+ o(1). (3.21)0 0 0 0
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get
F ′(r) =
N−1
r H(r, r) − Hr(r, r) − Hs(r, r)
H(r, r)2
rN−1
⇒ N − 1
r0
H(r0, r0) = Hr(r0, r0) + Hs(r0, r0), (3.22)
and recalling (2.11) we have the claim. 
4. Existence of the nodal solution
In this section we construct a nodal solution to (1.1) which changes sign exactly once. We assume
that r1, r2 ∈ (0,1) satisfy
Hr(r1, r1) − H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2)Gr(r1, r2) =
1
2
(4.1)
and
Hr(r2, r2) − H(r2, r2) + G(r1, r2)
H(r1, r1) + G(r2, r1)Gr(r2, r1) =
1
2
. (4.2)
We have the following
Lemma 4.1. Let us assume that r1 and r2 satisfy (4.1) and (4.2). Then
A′(r1)
A(r1)
= H(r2, r2) + G(r1, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) (4.3)
and
A′(r2)
A(r2)
= H(r1, r1) + G(r2, r1)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) . (4.4)
Proof. From (4.1) we derive
Hr(r1, r1) − H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2)Gr(r1, r2) =
1
2
⇔ A′(r1)B(r1) − A(r1)B(r1) + A˜(r2)B˜(r1)
A(r2)B(r2) + A(r1)B(r2) A
′(r1)B(r2) = 1
2
⇔ A′(r1) = A(r1) + A(r2)
2(A(r2)B(r1) − A˜(r2)B˜(r1))
⇔ A
′(r1)
A(r1)
= A(r1)B(r2) + A(r2)B(r2)
2(A(r1)B(r1)A(r2)B(r2) − A(r1)B(r2) A˜(r2)B˜(r1))
= H(r2, r2) + G(r1, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) , (4.5)
which proves (4.3). In the same way we get (4.4). 
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[0,1] = [0, z] ∪ [z,1]
where z will be chosen later. In next proposition we show the existence of a positive solution of the
problem
{
−u′′ − N − 1
r
u′ + a(r)u = up, r ∈ (0, z),
u > 0, u′(0) = 0, u(z) = 0.
(4.6)
Proposition 4.2. Let us assume (4.1) and
4a(r1) =
(
H(r2, r2) + G(r1, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1)
)2
. (4.7)
Moreover let us choose z ∈ (r1, r2) satisfying
G(z, r1)
G(z, r2)
= H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2) . (4.8)
Then, for p large enough there exists a solution u1,p to (4.6) which satisﬁes
u1,p(r) → G(r, r1)
H(r1, r1)
in C
([0, z])∩ C1([0, z] \ {r1}), (4.9)
where G(r, s) is the Green function of the operator Lu = −u′′ − N−1r u + a(r)u with u ∈ C = {u ∈
C2(Bz): u′(0) = u(z) = 0}.
Proof. First we show that there exists z ∈ (r1, r2) verifying (4.8). Using (2.5) we have that
lim
z→r1
G(z, r1)
G(z, r2)
= H(r1, r1)
G(r1, r2)
>
H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2) (4.10)
and
lim
z→r2
G(z, r1)
G(z, r2)
= G(r2, r1)
H(r2, r2)
<
H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2) . (4.11)
The continuity of the Green function gives the existence of z ∈ (r1, r2) verifying (4.8).
Recalling Theorem 2.6 we have that there exists a solution to (4.6) if the function H(r,r)
rN−1 admits
a critical point r1 verifying 4a(r1) = 1H(r1,r1)2 . Here H(r, r) is the regular part of the Green function
G(r, s). Let us show that the condition (4.1) implies that r1 is a critical point of the function
H(r,r)
rN−1 .
To do this, let us point out that for any r2 > z, the function
G(r, s) = G(r, s) − G(z, s)
G(z, r2)
G(r, r2) (4.12)
is the Green function of the operator Lu with u ∈ C .
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Hr(r1, r1) = 1
2
⇔ Hr(r1, r1) − G(z, r1)
G(z, r2)
Gr(r1, r2) = 1
2
⇔ Hr(r1, r1) − H(r1, r1) + G(r2, r1)
H(r2, r2) + G(r1, r2)Gr(r1, r2) =
1
2
, (4.13)
and
4a(r1) = 1
H(r1, r1)2
⇔ 4a(r1) = 1
(H(r1, r1) − G(z,r1)G(z,r2)G(r1, r2))2
=
(
H(r2, r2) + G(r1, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1)
)2
. (4.14)
So Theorem 2.6 applies and we have the existence of a solution to (4.6). 
Proposition 4.3. Let us assume that z satisﬁes (4.8). Then the solution u2,p of{
−u′′ − N − 1
r
u′ + a(r)u = up, r ∈ (z,1),
u > 0, u(z) = 0, u(1) = 0
(4.15)
veriﬁes
u2,p(r) → G(r, r2)
H(r2, r2)
in H10(z,1) ∩ C1
([z,1] \ {r1}), (4.16)
where G(r, s) is the Green function of the operator Lu = −u′′ − N−1r u+a(r)u with u ∈ C2(z,1)∩ C0([z,1]).
Finally r2 satisﬁes (4.2).
Proof. The existence of the solution and (4.16) follows by Lemma 3.1. In order to ﬁnish the proof we
have to show that r2 satisﬁes (3.5). To do this let us remark that the function
G(r, s) = G(r, s) − G(z, s)
G(z, r1)
G(r, r1) (4.17)
is the Green function of the operator Lu with u ∈ C2(z,1) ∩ C0([z,1]). From (4.17) we derive
H(r, r2) = H(r, r2) − G(z, r2)
G(z, r1)
G(r, r1) (4.18)
and differentiating (4.18) we have
Hr(r2, r2) = 1
2
⇔ Hr(r2, r2) − G(z, r2)
G(z, r1)
Gr(r2, r1) = 1
2
⇔ Hr(r2, r2) − H(r2, r2) + G(r1, r2)
H(r1, r1) + G(r2, r1)Gr(r2, r1) =
1
2
. (4.19)
Hence r2 satisﬁes (4.2). 
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up =
{
u1,p(r) for 0 r  z,
−u2,p(r) for z r  1, (4.20)
where u1,p and u2,p are the solutions given by Propositions 4.2 and 4.3, respectively.
Of course we have that up is a solution to (4.6) in [0,1] if
u′1,p(z) = −u′2,p(z). (4.21)
Next lemma states that (4.21) is true as p → ∞.
Lemma 4.4.We have that
lim
p→∞u
′
1,p(z) = − limp→∞u
′
2,p(z). (4.22)
Proof. By (4.9) and (4.12) we have that
lim
p→∞u
′
1,p(z) =
Gr(z, r1)
H(r1, r1)
= Gr(z, r1) −
G(z,r1)
G(z,r2)
Gr(z, r2)
H(r1, r1) − G(z,r1)G(z,r2)G(r1, r2)
(4.23)
and since z veriﬁes (4.8) we get
lim
p→∞u
′
1,p(z) =
Gr(z, r1) − H(r1,r1)+G(r2,r1)H(r2,r2)+G(r1,r2)Gr(z, r2)
H(r1, r1) − H(r1,r1)+G(r2,r1)H(r2,r2)+G(r1,r2)G(r1, r2)
= Gr(z, r1)(H(r2, r2) + G(r1, r2)) − (H(r1, r1) + G(r2, r1))Gr(z, r2)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) . (4.24)
Arguing in the same way, by (3.4) and (4.17) we have
− lim
p→∞u
′
2,p(z) = −
Gr(z, r2)
H(r2, r2)
= − Gr(z, r2) −
G(z,r2)
G(z,r1)
Gr(z, r1)
H(r2, r2) − G(z,r2)G(z,r1)G(r2, r1)
− Gr(z, r2) −
H(r2,r2)+G(r1,r2)
H(r1,r1)+G(r2,r1)Gr(z, r2)
H(r2, r2) − H(r2,r2)+G(r1,r2)H(r1,r1)+G(r2,r1)G(r1, r2)
= −Gr(z, r2)(H(r1, r1) + G(r2, r1)) − (H(r2, r2) + G(r1, r2))Gr(z, r1)
H(r1, r1)H(r2, r2) − G(r1, r2)G(r2, r1) , (4.25)
which gives the claim. 
In order to prove our theorem we have to show that (4.22) holds for p large. This is the ﬁnal step
of our proof and it requires some work.
Let us set
z(t) = z + t, t ∈ [−, ] for a suitable positive ,
and point out that the nondegeneracy of the critical point r1 of the functional
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rN−1
= 1
rN−1
(
H(r, r) − G(z, r)
G(z, r2)
G(r, r2)
)
= 1
rN−1
(
H(r, r) − G(z, r)
A(z)
A(r)
)
(4.26)
implies that also the functionals
Ht(r, r)
rN−1
= 1
rN−1
(
H(r, r) − G(z(t), r)
G(z(t), r2)
G(r, r2)
)
(4.27)
and
Ht(r, r)
rN−1
= 1
rN−1
(
H(r, r) − G(z(t), r)
G(z(t), r1)
G(r, r1)
)
(4.28)
admit a nondegenerate critical point r1(t) → r1 as t → 0. Moreover since Ht(r, r) is the Robin function
in (0, z(t)), by Theorem 2.6 for t small enough there exists a solution u1,t,p(r) to⎧⎨⎩−u′′ −
N − 1
r
u′ + a(r)u = up, r ∈ (0, z(t)),
u > 0, u′(0) = 0, u(z(t))= 0. (4.29)
On the other hand let us denote by u2,t,p(r) the solution of the problem⎧⎨⎩−u′′ −
N − 1
r
u′ + a(r)u = up, r ∈ (z(t),1),
u > 0, u
(
z(t)
)= 0, u(1) = 0, (4.30)
considered in Section 3 and set by r2(t) the limit of its maximum point.
Finally let us consider the function
f p(t) = u′1,t,p
(
z(t)
)+ u′2,t,p(z(t)). (4.31)
Lemma 3.1 and Proposition 4.2 tell us that
f p(t) → f∞(t) =
Gr(z(t), r1(t)) − G(z(t),r1(t))A(z(t)) A′(z(t))
H(r1(t), r1(t)) − G(z(t),r1(t))A(z(t)) A(r1(t))
+ Gr(z(t), r2(t)) −
G(z(t),r2(t))
A(z(t)) A
′(z(t))
H(r2(t), r2(t)) − G(z(t),r2(t))A(z(t)) A(r2(t))
in C1(−, ). (4.32)
Since f∞(0) = 0 (see Lemma 4.4) if we show that f ′∞(0) = 0 then there exists t close to zero such that
f p(t) = 0 and this gives the claim. Proof of f ′∞(0) = 0 is quite tedious and needs a lot of computation.
Let us start with the following
Lemma 4.5. Let us assume that r1 , r2 satisfy (4.1), (4.2), (4.7) and
4a(r2) =
(
H(r1, r1) + G(r2, r1)
H(r2, r2)H(r1, r1) − G(r2, r1)G(r1, r2)
)2
. (4.33)
Then the functions r1(t), r2(t) are differentiable and
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2A′(r1(t))2A(r1(t))B˜(r1(t))
(A′(r1(t))2 − a(r1(t))A(r1(t))2)A(z(t))B˜(z(t)) > 0, (4.34)
r′2(t) =
2 A˜′(r2(t))2 A˜(r2(t))B(r2(t))
( A˜′(r2(t))2 − a(r2(t)) A˜(r2(t))2) A˜(z(t))B(z(t))
> 0. (4.35)
Proof. Let us recall that conditions Hr(r1, r1) = 12 and 4a(r1) = 1H(r1,r1)2 imply that r1 is a nondegen-
erate critical point of the function F (r) = H(r,r)
rN−1 (see Proposition 2.5).
Since H(r, r) = H(r, r)− G(z,r)G(z,r2)G(r, r2) we have that (4.1) and (4.7) imply that r1 is a nondegenerate
critical point for the functional
H(r,r)− G(z,r)G(z,r2) G(r,r2)
rN−1 .
So, applying the implicit function theorem to
F (t, r) = Hr(r, r) −
G(z(t),r)
G(z(t),r2)
Gr(r, r2)
rN−1
we get that the function r1(t) is differentiable and it satisﬁes
d
dr
F (t, r) = 0
⇔ Hr
(
r1(t), r1(t)
)− G(z(t), r1(t))
G(z(t), r2(t))
Gr
(
r1(t), r2(t)
)= 1
2
⇔ Hr
(
r1(t), r1(t)
)− G(z(t), r1(t))
A(z(t))
A′
(
r1(t)
)= 1
2
⇔ A′(r1(t))B(r1(t))− A˜(z(t))B˜(r1(t))
A(z(t))
A′
(
r1(t)
)= 1
2
⇔ A
′(r1(t))B(r1(t)) − 12
A′(r1(t))B˜(r1(t))
= A˜(z(t))
A(z(t))
. (4.36)
Differentiating (4.36) with respect to t we get
LHS = r′1(t)
1
2 (A
′′(r1(t))B˜(r1(t)) + A′(r1(t))B˜ ′(r1(t)))
A′(r1(t))2 B˜(r1(t))2
+ r′1(t)
A′(r1(t))2(B ′(r1(t))B˜(r1(t)) − B(r1(t))B˜ ′(r1(t)))
A′(r1(t))2 B˜(r1(t))2
. (4.37)
Note that
A′′
(
r1(t)
)= −N − 1
r1(t)
A′
(
r1(t)
)+ a(r1(t))A(r1(t)). (4.38)
Moreover from Grr(r, s) + N−1r Gr(r, s) + a(r)G(r, s) = 0 for r < s we get
B ′
(
r1(t)
)
B˜
(
r1(t)
)− B(r1(t))B˜ ′(r1(t))
= A(r1(t))B
′(r1(t)) A˜(r1(t))B˜(r1(t)) − A(r1(t))B(r1(t)) A˜(r1(t))B˜ ′(r1(t))
A(r1(t)) A˜(r1(t))
= (and since A˜(r1(t))B˜(r1(t))= A(r1(t))B(r1(t)))
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′(r1(t)) − A˜(r1(t))B˜ ′(r1(t)))B(r1(t))
A˜(r1(t))
= (by (2.17))= − B(r1(t))
A˜(r1(t))
. (4.39)
Hence,
LHS
= r′1(t)
1
2 [A′(r1(t))(B˜ ′(r1(t)) − N−1r1(t) B(r1(t))) + a(r1(t))A(r1(t))B˜(r1(t))] − A′(r1(t))2
B(r1(t))
A˜(r1(t))
A′(r1(t))2 B˜(r1(t))2
= (using (2.19))= r′1(t)a(r1(t))A(r1(t))B˜(r1(t)) − A′(r1(t))2 B(r1(t))A˜(r1(t))2A′(r1(t))2 B˜(r1(t))2
= r′1(t)
a(r1(t))A(r1(t))2 − A′(r1(t))2
2A′(r1(t))2A(r1(t))B˜(r1(t))
. (4.40)
On the other hand, differentiating the RHS of (4.36) we get
RHS = A˜
′(z(t))A(z(t)) − A˜(z(t))A′(z(t))
A(z(t))2
= A˜
′(z(t))A(z(t))B(z(t))B˜(z(t)) − A˜(z(t))A′(z(t))B(z(t))B˜(z(t))
A(z(t))2B(z(t))B˜(z(t))
= A˜
′(z(t))B˜(z(t)) − A′(z(t))B(z(t))
A(z(t))B˜(z(t))
= − 1
A(z(t))B˜(z(t))
. (4.41)
From (4.40) and (4.41) we derive
r′1(t) = −
2A′(r1(t))2A(r1(t))B˜(r1(t))
(a(r1(t))A(r1(t))2 − A′(r1(t))2)A(z(t))B˜(z(t)) , (4.42)
which proves (4.34). In the same way we have (4.35). 
Lemma 4.6. Let us assume that r1 , r2 satisfy (4.1), (4.2), (4.7) and (4.33). Moreover we assume (1.11). Then we
have that
d
dt
(
u′1,t
(
z(t)
)+ u′2,t(z(t)))∣∣∣t=0 = 0. (4.43)
Proof. We have that
u1,t(r) →
G(r, r1(t)) − G(z(t),r1(t))G(z(t),r2(t))G(z(t), r2(t))
H(r1(t), r1(t)) − G(z(t),r1(t))G(z(t),r2(t))G(r1(t), r2(t))
. (4.44)
Hence
u′1,t
(
z(t)
)→ A˜′(z(t))B˜(r1(t)) − A˜(z(t))B˜(r1(t))A(z(t)) A′(z(t))
A˜(r1(t))A(z(t))− A˜(z(t))A(r1(t))
A(z(t)) B˜(r1(t))
= A˜
′(z(t))A(z(t)) − A˜(z(t))A′(z(t))
A˜(r1(t))A(z(t)) − A˜(z(t))A(r1(t))
= A˜
′(z(t))B˜(z(t)) − A′(z(t))B(z(t))
A˜(r1(t))B˜(z(t)) − A(r1(t))B(z(t))
= (using (2.17))= − 1˜ ˜ . (4.45)A(r1(t))B(z(t)) − A(r1(t))B(z(t))
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u2,t(r) →
G(r, r2(t)) − G(z(t),r2(t))G(z(t),r1(t))G(z(t), r1(t))
H(r2(t), r2(t)) − G(z(t),r2(t))G(z(t),r1(t))G(r2(t), r1(t))
, (4.46)
and then
u′2,t
(
z(t)
)→ A′(z(t))B(r2(t)) − A(z(t))B(r2(t))A˜(z(t)) A˜′(z(t))
A(r2(t)) A˜(z(t))−A(z(t)) A˜(r2(t))
A˜(z(t))
B(r2(t))
= − A
′(z(t)) A˜(z(t)) − A(z(t)) A˜′(z(t))
A(r2(t)) A˜(z(t)) − A(z(t)) A˜(r2(t))
= − 1
A(r2(t))B(z(t)) − B˜(z(t)) A˜(r2(t))
. (4.47)
Note that by (4.22), (4.45), (4.47)
u′1,0(z) = u′2,0(z) ⇔ A
(
r2(t)
)
B
(
z(t)
)− B˜(z(t)) A˜(r2(t))= A˜(r1(t))B˜(z(t))− A(r1(t))B(z(t)). (4.48)
Let us compute ddt (u
′
1,t(z(t)) − u′2,t(z(t)))|t=0.
From (4.45), (4.47), (4.48) we get
d
dt
(
u′1,t
(
z(t)
)+ u′2,t(z(t)))
= − d
dt
(
1
A˜(r1(t))B˜(z(t)) − A(r1(t))B(z(t))
− 1
A(r2(t))B(z(t)) − B˜(z(t)) A˜(r2(t))
)
= 1
( A˜(r1(t))B˜(z(t)) − A(r1(t))B(z(t)))2
[(
A˜′
(
r1(t)
)
B˜
(
z(t)
)− A′(r1(t))B(z(t)))r′1(t)
− (A′(r2(t))B(z(t))− A˜′(r2(t))B˜(z(t)))r′2(t) + ( A˜(r1(t))+ A˜(r2(t)))B˜ ′(z(t))
− (A(r1(t))+ A(r2(t)))B ′(z(t))]. (4.49)
Note that by (4.36) we get
A˜′
(
r1(t)
)
B˜
(
r1(t)
)− A˜(z(t))B˜(r1(t))
A(z(t))
A′
(
r1(t)
)= −1
2
⇔ A˜′(r1(t))A(z(t))− A′(r1(t)) A˜(z(t))= − A(z(t))
2B˜(r1(t))
⇔ A˜′(r1(t))B˜(z(t))− A′(r1(t))B(z(t))= − B˜(z(t))
2B˜(r1(t))
. (4.50)
In the same way we have that
A′
(
r2(t)
)
B
(
z(t)
)− A˜′(r2(t))B˜(z(t))= B(z(t))
2B(r2(t))
. (4.51)
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(
A˜
(
r1(t)
)+ A˜(r2(t)))B˜ ′(z(t))− (A(r1(t))+ A(r2(t)))B ′(z(t))
= (A(r1(t))+ A(r2(t)))(B˜ ′(z(t)) B(z(t))
B˜(z(t))
− B ′(z(t)))
= A(r1(t)) + A(r2(t))
A(z(t))
. (4.52)
Then (4.49) becomes
d
dt
(
u′1,t
(
z(t)
)+ u′2,t(z(t)))= 1
( A˜(r1(t))B˜(z(t)) − A(r1(t))B(z(t)))2
·
[
− B˜(z(t))
2B˜(r1(t))
r′1(t) −
B(z(t))
2B(r2(t))
r′2(t) +
A(r1(t)) + A(r2(t))
A(z(t))
]
. (4.53)
Using (4.34) and (4.36) we get
(
A˜(r1)B˜(z) − A(r1)B(z)
)2 d
dt
(
u′1,t
(
z(t)
)+ u′2,t(z(t)))∣∣∣t=0
= − B˜(z)
2B˜(r1)
r′1(0) −
B(z)
2B(r2)
r′2(0) +
A(r1) + A(r2)
A(z)
= − A
′(r1)2A(r1)
(A′(r1)2 − a(r1)A(r1)2)A(z) −
A˜′(r2)2 A˜(r2)
( A˜′(r2)2 − a(r2) A˜(r2)2) A˜(z)
+ A(r1) + A(r2)
A(z)
=
(
from Lemma 4.1 and recalling that by (1.12) and (1.13) we get α1 = A
′(r1)
A(r1)
)
= −
α21
4 A(r1)B(r2)
(
α21
4 − a(r1))A(z)B(r2)
−
α22
4 A˜(r2)B˜(r1)
(
α22
4 − a(r2)) A˜(z)B˜(r1)
+ A(r1)B(r2) + A(r2)B(r2)
A(z)B(r2)
= −
α21
4 G(r1, r2)
(
α21
4 − a(r1))G(z, r2)
−
α22
4 G(r2, r1)
(
α22
4 − a(r2))G(z, r1)
+ G(r1, r2) + H(r2, r2)
G(z, r2)
= −G(r1, r2)
G(z, r2)
( α21
4
α21
4 − a(r1)
+ r
N−1
1
rN−12
α22
4
α22
4 − a(r2)
α1
α2
− 1− H(r2, r2)
G(r1, r2)
)
= −G(r1, r2)
G(z, r2)
(
4a(r1)r
N−1
2 α2
α21 − 4a(r1)
+ 4a(r2)r
N−1
1 α1
α22 − 4a(r2)
+ rN−11
(
H(r2, r2)
G(r1, r2)
α2 − α1
))
. (4.54)
Since A˜(r1)B˜(z) − A(r1)B(z) = 0 we have the claim. 
Proof of Theorem 1.1. From the deﬁnition of the functions u1,t,p(r) and u2,t,p(r) in (4.29) and (4.30)
and by Lemma 4.6 we get that there exists t¯ ∈ (0,1) such that
u′ ¯ (t¯) = −u′ ¯ (t¯).1,t,p 2,t,p
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up =
{
u1,t¯,p(r) for 0 r  z(t¯),
−u2,t¯,p(r) for z(t¯) r  1, (4.55)
is a solution to (1.6).
Finally (1.14) follows by (4.8), (4.9), (4.12), (4.16), (4.17). 
5. Examples
In this section we exhibit a function a(r) which satisﬁes the conditions of Theorem 1.1.
Let ξ ∈ C∞0 (R), ξ  0 and ξ ≡ 0 and set
a(r) = a(r) = 1

ξ
(
r − r0

)
(5.1)
for some r0 ∈ (0,1). We will show that for  small enough the assumptions of Theorem 1.1 are
satisﬁed.
Let us denote by H()(r, s) the regular part of the Green function of the operator −u′′ − N−1r u′ +
a(r)u. In [9, Section 8], it was shown that
H()(r, s) → H(0)(r, s) = s − s
N−1
N − 2 − β
rN−10
N − 2
{
1− r2−N0 if r < r0,
1− r2−N if r  r0,
(5.2)
in C([0,1]) ∩ C2([0,1] \ {r0}). Moreover
β → (N − 2)Γ (r0, s) + s − s
N−1
rN−10 (1− r2−N0 )
as
∫
R
ξ(t)dt → +∞. (5.3)
Hence if
∫
R
ξ(t)dt is large enough we have that
H(0)r (r, s) ∼ s − s
N−1
r0 − rN−10
rN−10 s
1−N (5.4)
and then there exists r¯ > r0 such that H
(0)
r (r¯, r¯) = 12 .
Since H()r (r, s) → H(0)r (r, s) uniformly far away from r0 we get that there exists r¯ → r¯ such that
Hr(r¯, r¯) = 1
2
. (5.5)
Hence r¯ > r0 + α for  small enough and α independent of  .
The previous computation holds in the interval [0, z] with z ∈ [r0,1]. So let us denote by r1, (z) =
r1(z) ∈ [r0, z] the point which veriﬁes
Hr
(
r1(z), r1(z)
)= 1
2
(5.6)
where H(r, s) is the regular part of the Green function of the operator Lu = −u′′ − N−1r u′ +a(r)u, r ∈
(0, z). We have again that r1(z) > r0 + α for some positive α independent of  .
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−v ′′ − N − 1
r
v ′ + a(r)v = vp, r ∈ (z,1),
v > 0, v(z) = 0, u(1) = 0.
(5.7)
From the result of Section 3 we have that, if we denote by rp,z the point where vp achieves its
maximum, then rp,z → r2(z) ∈ (z,1) for p → +∞. Moreover rp,z satisﬁes
Hr
(
r2(z), r2(z)
)= 1
2
(5.8)
where H(r, s) is the regular part of the Green function of the operator Lu = −u′′ − N−1r u′ + a(r)u,
r ∈ (z,1).
Writing H(r, s) and H(r, s) in term of the Green function of (0,1) we get that (5.6) and (5.8)
become ⎧⎪⎨⎪⎩
Hr
(
r1(z), r1(z)
)− G(z, r1(z))
G(z, r2(z))
Gr
(
r1(z), r2(z)
)= 1
2
,
Hr
(
r2(z), r2(z)
)− G(z, r2(z))
G(z, r1(z))
Gr
(
r2(z), r1(z)
)= 1
2
.
(5.9)
If we show that there exists z¯ ∈ [r0,1] such that
G(z¯, r1(z¯))
G(z¯, r2(z¯))
= H(r1(z¯), r1(z¯)) + G(r2(z¯), r1(z¯))
H(r2(z¯), r2(z¯)) + G(r1(z¯), r2(z¯)) (5.10)
the points r1(z¯) and r2(z¯) verify (4.1) and (4.2).
To do this we use a result of Section 8 of [9] where it was proved that, denoting by H ()(r, s) the
regular part of the Green function of the operator Lu = −u′′ − N−1r u′ + a(r)u, r ∈ (0,1), it holds
H()(r, s) → (s − s
N−1)(r2−N − r2−N0 )
(N − 2)(1− r2−N0 )
as  → 0 and
∫
R
ξ → +∞. (5.11)
Note that (5.11) is not explicitly given in [9] but it follows directly by (8.5) and (8.6) of Section 8
of [9]. Hence a straightforward computation gives
G(z, r1(z))
G(z, r2(z))
→ r1(z)
N−1(r1(z)2−N − r2−N0 )(z2−N − 1)
(r2(z) − r2(z)N−1)(z2−N − r2−N0 )
(5.12)
and
H(r1(z), r1(z)) + G(r2(z), r1(z))
H(r2(z), r2(z)) + G(r1(z), r2(z))
→ (r1(z)
2−N − r2−N0 )(r1(z) − r1(z)N−1 + r1(z)N−1(r2(z)2−N − 1))
(r2(z) − r2(z)N−1)(r2(z)2−N − r2−N0 + r1(z)2−N − r2−N0 )
. (5.13)
So the claim follows if we have that
z2−N − 1
z2−N − r2−N =
r1(z)2−N − 1+ r2(z)2−N − 1
r (z)2−N − r2−N + r (z)2−N − r2−N . (5.14)0 2 0 1 0
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at least one solution z¯ ∈ (r0,1). This proves the claim.
We now show that
4a
(
r1(z¯)
) = ( H(r2(z¯), r2(z¯)) + G(r1(z¯), r2(z¯))
H(r1(z¯), r1(z¯))H(r2(z¯), r2(z¯)) − G(r1(z¯), r2(z¯))G(r2(z¯), r1(z¯))
)2
(5.15)
and
4a
(
r2(z¯)
) = ( H(r1(z¯), r1(z¯)) + G(r2(z¯), r1(z¯))
H(r1(z¯), r1(z¯))H(r2(z¯), r2(z¯)) − G(r1(z¯), r2(z¯))G(r2(z¯), r1(z¯))
)2
. (5.16)
This claim easily follows because a(r1(z¯)),a(r2(z¯)) = 0 for  small enough.
Finally we have to prove that
α21
4
α21
4 − a(r1(z¯))
+ r1(z¯)
N−1
r2(z¯)N−1
α22
4
α22
4 − a(r2(z¯))
α1
α2
− 1− H(r2(z¯), r2(z¯))
G(r1(z¯), r2(z¯))
= 0. (5.17)
Using again that a(r1(z¯)),a(r2(z¯)) = 0 for  small enough we get that (5.17) is equivalent to
r1(z¯)N−1
r2(z¯)N−1
α1
α2
= H(r2(z¯), r2(z¯))
G(r1(z¯), r2(z¯))
⇔ H(r2(z¯), r2(z¯)) + G(r1(z¯), r2(z¯))
H(r1(z¯), r1(z¯)) + G(r2(z¯), r1(z¯)) =
r2(z¯)N−1H(r2(z¯), r2(z¯))
r1(z¯)N−1G(r1(z¯), r2(z¯))
⇔ H(r2(z¯), r2(z¯)) + G(r1(z¯), r2(z¯))
H(r1(z¯), r1(z¯)) + G(r2(z¯), r1(z¯)) =
H(r2(z¯), r2(z¯))
G(r2(z¯), r1(z¯))
, (5.18)
which is veriﬁed since
H
(
r1(z¯), r1(z¯)
)
H
(
r2(z¯), r2(z¯)
)− G(r1(z¯), r2(z¯))G(r2(z¯), r1(z¯))> 0.
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