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a b s t r a c t
Given a graph G, a defensive alliance of G is a set of vertices S ⊆ V (G) satisfying the
condition that for each v ∈ S, at least half of the vertices in the closed neighborhood of
v are in S. A defensive alliance S is called global if every vertex in V (G) − S is adjacent
to at least one member of the defensive alliance S. The global defensive alliance number
of G, denoted γa(G), is the minimum size around all the global defensive alliances of G.
In this paper, we present an efficient algorithm to determine the global defensive alliance
numbers of trees, and further give formulas to decide the global defensive alliance numbers
of complete k-ary trees for k = 2, 3, 4.We also establish upper bounds and lower bounds
for γa(Pm × Pn), γa(Cm × Pn) and γa(Cm × Cn), and show that the bounds are sharp for
certainm, n.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Given a graph G and a vertex v ∈ V (G), the open neighborhood of v in G is the set NG(v) = {u ∈ V (G) : uv ∈ E(G)}, and
the closed neighborhood of v in G is the set NG[v] = NG(v) ∪ {v}. A set S ⊆ V (G) is called a dominating set of G if for every
vertex v ∈ V (G), v ∈ NG[u] for some vertex u in S. A set S ⊆ V (G) is called a global defensive alliance of G if S is a dominating
set of G, and for all v ∈ S, |NG[v] ∩ S| ≥ |NG[v] \ S|. The global defensive alliance number of G, denoted by γa(G), is defined
by γa(G) = min{|S| : S is a global defensive alliance of G}. A set S ⊆ V (G) is called a minimum global defensive alliance of G
if S is a global defensive alliance of G and |S| = γa(G).
The original study and motivated definition of global defensive alliances in graphs were first introduced by Haynes
et al. [3]. In that paper, the authors introduced somemathematical properties of global defensive alliances and found bounds
of global defensive alliance numbers for general graphs, complete graphs, complete bipartite graphs, paths, cycles, 4-regular
graphs and trees [3]. Recently, upper bounds on the size of global defensive alliance numbers have been established on
regular networks, for example, star networks [4] and double-loop networks [7]. The research of alliance as graph-theoretic
concept has recently attracted a great deal of attention due to some interesting applications in a variety of areas. Most
of these applications are based on the original definition of alliance used in national defense [6]. Besides, in networking,
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defensive alliances could be used to model the context of coalition, monopolies, and distributed computing by a member
of the alliance from its neighboring nodes not in the alliance [2,8]. In fault-tolerant computing on networks, processors are
partitioned into two alliances to adopt majority voting when there is a conflict on distributed data [8–10,12]. The problem
of finding a minimum global defensive alliance is NP-complete even when restricted to bipartite or chordal graphs [1,5].
In [5], Jamieson developed a variant of the Wimer methodology (Ref. [11]) for finding linear algorithms for global defensive
alliances in trees.
In this paper, we present an efficient algorithm to determine the global defensive alliance numbers of trees, and give
formulas to compute the global defensive alliance numbers of complete k-ary trees for k = 2, 3, 4. We also study the
global defensive alliances of the Cartesian product of paths and cycles and establish upper bounds and lower bounds for
γa(Pm × Pn), γa(Cm × Pn) and γa(Cm × Cn). Furthermore, the bounds are shown to be sharp for specialm, n.
2. Global defensive alliances of trees
We study the global defensive alliances of trees in this section. For this purpose, we first fix some terminology that will be
used later. Given a graph G and a vertex v ∈ V (G), we say that S ⊆ V (G) is a near global defensive alliance of G corresponding
to v if for all u ∈ V (G)\{v},N[u]∩S ≠ ∅, and for allw ∈ S \{v}, |N[w]∩S| ≥

deg(w)+1
2

. And, we say that S is a good global
defensive alliance of G corresponding to v if S is a global defensive alliance of G containing v, and |N[v] ∩ S| ≥

deg(v)
2

+ 1.
In order to compute the global defensive alliance number of a tree T , we must determine the possible types of
subtree/subset pairs that could be created by a minimum cardinality global defensive alliance. Let S be the set of vertices
in a minimum global defensive alliance. Let v be the root of the current subtree of T and T (v) the subtree rooted at v. It
is important to know the balance, in S and not in S, between children vertices of v. If v ∈ S, then v either has a defense
cooperating with its parent vertex and forms a near global defensive alliance of T (v) or a defense cooperating with its
children vertices to form a (good) global defensive alliance of T (v). In contrast, V (T (v)) cannot have a good global defensive
alliance of T (v)when v ∉ S. There are 5 classes:
aT (v) = min{|S| : S is a global defensive alliance of T (v)which contains v},
bT (v) = min{|S| : S is a global defensive alliance of T (v)which does not contain v},
cT (v) = min{|S| : S is a good global defensive alliance of T (v) corresponding to v},
dT (v) = min

|S| : S is a near global defensive alliance of T (v) corresponding to v
which contains v, and |N[v] ∩ S| ≥

deg(v)
2

,
eT (v) = min{|S| : S is a near global defensive alliance of T (v) corresponding to v which does not contain v}.
Let T (v)− v =mi=1 T (ui), where ui is the only vertex of T (ui) that is adjacent to v in T (v). Once these classes have been
defined, we can consider the composition of a subtree T (v) from these subtrees subset pairs T (ui), where i = 1, 2, . . . ,m.
At each point we combine subtrees T (ui) to produce T (v), we must consider all possible compositions of classes above.
aT (v) = 1+min


m+1
2

−1
l=1
dT (uσ(l)) +
m
l=

m+1
2
min{dT (uσ(l)), eT (uσ(l))} : σ is a permutation of {1, 2, . . . ,m}
 ,
bT (v) = min

cT (uσ(1)) +
m
l=2
min{bT (uσ(l)), cT (uσ(l))} : σ is a permutation of {1, 2, . . . ,m}

,
cT (v) = 1+min

⌈m2 ⌉
l=1
dT (uσ(l)) +
m
l=⌈m2 ⌉+1
min{dT (uσ(l)), eT (uσ(l))} : σ is a permutation of {1, 2, . . . ,m}
 ,
dT (v) = 1+min

⌈m2 ⌉−1
l=1
dT (uσ(l)) +
m
l=⌈m2 ⌉
min{dT (uσ(l)), eT (uσ(l))} : σ is a permutation of {1, 2, . . . ,m}
 ,
eT (v) = min

m
l=1
min{bT (uσ(l)), cT (uσ(l))} : σ is a permutation of {1, 2, . . . ,m}

.
The initial values for each class are defined for a leaf u of the tree. The only classes which logically can exist initially for
a leaf are aT (u), cT (u), dT (u), with a value of 1, and class eT (u), with a value of 0. After execution of the algorithm, we need
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Fig. 1. A minimum global defensive alliance of a tree.
to determine the answer. Only two classes aT (v) and bT (v) can produce the global defensive alliance number of T (v). For
example, Fig. 1 demonstrates a minimum global defensive alliance S on a tree T . In Fig. 1, vertex x is a leaf of T with initial
values (1∞110) of the five classes aT (x), bT (x), cT (x), dT (x) and eT (x). The values of vertices v, u and w are computed by the
composition of their subtrees. The global defensive alliance number of T is the minimum of aT (v) = 9 and bT (v) = 11, and S,
containing the darkened vertices, is a minimum global defensive alliance of T .
From these relations, we can use the following algorithm to find the global defensive alliance number of a tree T .
Algorithm GDA
Input: A tree T rooted at v, and T (v)− v =mi=1 T (ui), where ui is the only vertex of T (ui) that is adjacent to v in T (v).
Output: aT (v), bT (v), cT (v), dT (v), eT (v), and γa(T (v)) = min{aT (v), bT (v)}.
Method:
1. For each i, 1 ≤ i ≤ m, if ui is a leaf of T (v), set aT (ui) := 1, bT (ui) := ∞, cT (ui) := 1, dT (ui) := 1, and eT (ui) := 0. Else use
Algorithm GDA to find aT (ui), bT (ui), cT (ui), dT (ui) and eT (ui), respectively.
2. Set αi := eT (ui) − dT (ui), βi := bT (ui) − cT (ui).
3. Sort the values α1, α2, . . . , αm. Let σ be a permutation of {1, 2, . . . ,m}, such that ασ(i) ≥ ασ(i+1) for all i, 1 ≤ i ≤ m.
4. Find the maximum value of β1, β2, . . . , βm. Let σ ′ be a permutation of {1, 2, . . . ,m}, such that βσ ′(1) ≥ βσ ′(i) for all
i, 2 ≤ i ≤ m.
5. Set
aT (v) = 1+

m+1
2

−1
l=1
dT (uσ(l)) +
m
l=

m+1
2
min{dT (uσ(l)), eT (uσ(l))},
bT (v) = cT (uσ ′(1)) +
m
l=2
min{bT (uσ ′(l)), cT (uσ ′(l))},
cT (v) = 1+
⌈m2 ⌉
l=1
dT (uσ(l)) +
m
l=⌈m2 ⌉+1
min{dT (uσ(l)), eT (uσ(l))},
dT (v) = 1+
⌈m2 ⌉−1
l=1
dT (uσ(l)) +
m
l=⌈m2 ⌉
min{dT (uσ(l)), eT (uσ(l))},
eT (v) =
m
l=1
min{bT (uσ ′(l)), cT (uσ ′(l))}.
In Algorithm GDA, for each vertex u in T (v) with degT (u)(u) = k, Step 2 takes time O(k log k) to sort the values
α1, α2, . . . , αk, and Step 3 takes time O(k) to find the maximum value of β1, β2, . . . , βk. So, each vertex uses time O(k log k)
for computing its parameters in Algorithm GDA. As k is the number of children of a vertex in T , the sum of k is in fact the
number of edges of T . Therefore, the time complexity of this algorithm is O(|V (T )| log∆), where∆ is the maximum degree
of T .
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We now consider complete m-ary trees and shall establish lower bounds and upper bounds to the size of the global
defensive numbers of the trees. A complete m-ary tree of height l is a tree Tm,l with
V (Tm,l) = {vij : 0 ≤ i ≤ l, 1 ≤ j ≤ mi},
E(Tm,l) = {vijv(i+1)k : 0 ≤ i ≤ l, 1 ≤ j ≤ mi, (j− 1)m+ 1 ≤ k ≤ jm}.
We can use the idea above to give formulas for γa(Tm,l) for m = 2, 3, 4 and all l. In order to simplify the notation, we use
the symbols am,l, bm,l, cm,l, dm,l, em,l, to replace aTm,l(v01), bTm,l(v01), cTm,l(v01), dTm,l(v01), eTm,l(v01), respectively. Note that when
l = 0, we set am,0 = 1, bm,0 = ∞, cm,0 = 1, dm,0 = 1, and em,0 = ∞. And when l = 1, by definition, we have
am,1 =
m+1
2

, bm,1 = m, cm,1 =
m+2
2

, dm,1 =
m
2

, and em,1 = m. We then show the relationship of parameters of
vertices between two consecutive levels in a 2-ary tree.
Lemma 1. For all l ≥ 2,
a2,l = 1+ d2,l−1 +min{b2,l−1, d2,l−1, 2b2,l−2},
b2,l = a2,l−1 +min{a2,l−1, b2,l−1},
d2,l = 1+ 2min{b2,l−1, d2,l−1, 2b2,l−2}.
Proof. Since a2,l = 1 + d2,l−1 + min{d2,l−1, e2,l−1}, b2,l = c2,l−1 + min{b2,l−1, c2,l−1}, d2,l = 1 + 2min{d2,l−1, e2,l−1}, and
e2,l−1 = min{2a2,l−2, a2,l−2 + b2,l−2, 2b2,l−2}, c2,l−1 = a2,l−1, b2,l−1 = min{2a2,l−2, a2,l−2 + b2,l−2}, the result follows. 
By an argument similar as above, the next lemma shows the relationship of vertex parameters on k-ary trees for k = 3, 4.
Lemma 2. For all l ≥ 2,
a3,l = 1+ a3,l−1 + 2min{a3,l−1, b3,l−1, 3b3,l−2},
b3,l = c3,l−1 + 2min{b3,l−1, c3,l−1},
c3,l = 1+ 2a3,l−1 +min{a3,l−1, b3,l−1, 3b3,l−2},
a4,l = 1+ 2d4,l−1 + 2min{b4,l−1, d4,l−1, 4b4,l−2},
b4,l = a4,l−1 + 3min{a4,l−1, b4,l−1},
d4,l = 1+ d4,l−1 + 3min{b4,l−1, d4,l−1, 4b4,l−2}.
We now compute vertex parameters on 2-ary trees.
Lemma 3. a2,2 = 3, b2,2 = 4, c2,2 = 3, and for all l ≥ 3,
a2,l =

2l+2 + 6
5
, if l ≡ 0 (mod 4),
2l+2 + 2
5
, if l ≡ 1 (mod 4),
2l+2 − 1
5
, if l ≡ 2 (mod 4),
2l+2 + 3
5
, if l ≡ 3 (mod 4),
b2,l =

a2,l − 1, if l ≡ 0, 3 (mod 4),
a2,l + 1, if l ≡ 1, 2 (mod 4),
and
d2,l =

a2,l − 1, if l ≡ 0, 1 (mod 4),
a2,l, if l ≡ 2, 3 (mod 4).
Proof. We prove this by induction on l. The conclusion clearly holds for l = 2. Suppose it holds for all l, 2 ≤ l ≤ n. When
l = n+ 1, by Lemma 1, since
a2,l = 1+ d2,l−1 +min{b2,l−1, d2,l−1, 2b2,l−2},
b2,l = a2,l−1 +min{a2,l−1, b2,l−1}, and
d2,l = 1+ 2min{b2,l−1, d2,l−1, 2b2,l−2},
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if l ≡ 0 (mod 4), then
a2,l = 1+ 2
l+1 + 3
5
+min

2l+1 − 2
5
,
2l+1 + 3
5
,
2l+1 + 8
5

= 2
l+2 + 6
5
,
b2,l = 2a2,l−1 − 1 = 2×

2l+1 + 3
5

− 1 = 2
l+2 + 1
5
,
d2,l = 1+ 2min

2l+1 − 2
5
,
2l+1 + 3
5
,
2l+1 + 8
5

= 2
l+2 + 1
5
,
if l ≡ 1 (mod 4), then
a2,l = 1+ 2
l+1 + 1
5
+min

2l+1 + 1
5
,
2l+1 + 1
5
,
2l+1 − 4
5

= 2
l+2 + 2
5
,
b2,l = 2a2,l−1 − 1 = 2×

2l+1 + 6
5

− 1 = 2
l+2 + 7
5
,
d2,l = 1+ 2min

2l+1 + 1
5
,
2l+1 + 1
5
,
2l+1 − 4
5

= 2
l+2 − 3
5
,
if l ≡ 2 (mod 4), then
a2,l = 1+ 2
l+1 − 3
5
+min

2l+1 + 7
5
,
2l+1 − 3
5
,
2l+1 + 2
5

= 2
l+2 − 1
5
,
b2,l = 2a2,l−1 = 2×

2l+1 + 2
5

= 2
l+2 + 4
5
,
d2,l = 1+ 2min

2l+1 + 7
5
,
2l+1 − 3
5
,
2l+1 + 2
5

= 2
l+2 − 1
5
,
and if l ≡ 3 (mod 4), then
a2,l = 1+ 2
l+1 − 1
5
+min

2l+1 + 4
5
,
2l+1 − 1
5
,
2l+1 + 14
5

= 2
l+2 + 3
5
,
b2,l = 2a2,l−1 = 2×

2l+1 − 1
5

= 2
l+2 − 2
5
,
d2,l = 1+ 2min

2l+1 + 4
5
,
2l+1 − 1
5
,
2l+1 + 14
5

= 2
l+2 + 3
5
.
Therefore, the conclusion also holds for l = n + 1. By the Principle of Mathematical Induction, the conclusion holds for all
l ≥ 2. 
By using Lemma 2, and an argument similar as in the proof of Lemma 3, we have the following lemma.
Lemma 4. a3,2 = 7, b3,2 = 9, c3,2 = 7, and for all l ≥ 3,
a3,l =

19× 3l−1 + 7
8
, if l ≡ 0 (mod 4),
19× 3l−1 − 3
8
, if l ≡ 1 (mod 4),
19× 3l−1 − 1
8
, if l ≡ 2 (mod 4),
19× 3l−1 + 5
8
, if l ≡ 3 (mod 4),
b3,l =
a3,l − 1, if l ≡ 0, 3 (mod 4),
a3,l + 2, if l ≡ 1 (mod 4),
a3,l + 5, if l ≡ 2 (mod 4),
and
c3,l =
a3,l + 1, if l ≡ 0 (mod 4),
a3,l + 2, if l ≡ 1 (mod 4),
a3,l, if l ≡ 2, 3 (mod 4).
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Lemma 5. a4,2 = 9, b4,2 = 12, d4,2 = 9, and for all l ≥ 3,
a4,l =

577× 4l−1 + 557
255
, if l ≡ 0 (mod 4),
577× 4l−1 + 443
255
, if l ≡ 1 (mod 4),
577× 4l−1 − 13
255
, if l ≡ 2 (mod 4),
577× 4l−1 + 203
255
, if l ≡ 3 (mod 4),
b4,l =

a4,l − 2, if l ≡ 0 (mod 4),
a4,l + 1, if l ≡ 1 (mod 4),
a4,l + 7, if l ≡ 2 (mod 4),
a4,l − 1, if l ≡ 3 (mod 4),
and
d4,l =
a4,l − 1, if l ≡ 0 (mod 4),
a4,l − 2, if l ≡ 1 (mod 4),
a4,l, if l ≡ 2, 3 (mod 4).
By Lemmas 3–5, and the fact that γa(Tm,l) = min{am,l, bm,l}, for the complete binary trees, complete 3-ary trees and
complete 4-ary trees, we have the following theorem.
Theorem 6. γa(T2,1) = 2, γa(T2,2) = 3, and for all l ≥ 3,
γa(T2,l) =

2l+2 + 1
5
, if l ≡ 0 (mod 4),
2l+2 + 2
5
, if l ≡ 1 (mod 4),
2l+2 − 1
5
, if l ≡ 2 (mod 4),
2l+2 − 2
5
, if l ≡ 3 (mod 4).
Theorem 7. γa(T3,1) = 2, γa(T3,2) = 7, and for all l ≥ 3
γa(T3,l) =

19× 3l−1 − 1
8
, if l ≡ 0, 2 (mod 4),
19× 3l−1 − 3
8
, if l ≡ 1, 3 (mod 4).
Theorem 8. γa(T4,1) = 3, γa(T4,2) = 9, and for all l ≥ 3
γa(T4,l) =

577× 4l−1 + 47
255
, if l ≡ 0 (mod 4),
577× 4l−1 + 443
255
, if l ≡ 1 (mod 4),
577× 4l−1 − 13
255
, if l ≡ 2 (mod 4),
577× 4l−1 − 52
255
, if l ≡ 3 (mod 4).
3. Global defensive alliances of Pm × Pn, Cm × Pn and Cm × Cn
Given two graphs G and H , the Cartesian product of these two graphs, denoted G× H , is a graph with
V (G× H) = V (G)× V (H),
E(G× H) = {(u, x)(v, y)| (u = v, xy ∈ E(H)) or (uv ∈ E(G), x = y)}.
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In this section, we study the global defensive alliance numbers of Pm× Pn, Cm× Pn and Cm× Cn. To simplify the notation,
for a given graph G and a set S ⊆ V (G), we let NG,S[v] = NG[v] ∩ S, and let αk(S) = |{v ∈ S : deg(v) = k}|.
We first want to establish a lower bound of the global defensive alliance numbers of a general graph by improving the
result of [3]. In [3], Haynes et al. consider the lower bound of the global defensive alliance number of bipartite graphs and
gave the following result.
Theorem 9 ([3]). If G is a bipartite graph of order n and maximum degree∆, then
γa(G) ≥ 2n
∆+ 3 .
We can give a better lower bound for the global defensive alliance number of a general graph.
Theorem 10. If G is a graph of order n and maximum degree∆, then
γa(G) ≥

n
∆+3
2
 .
Proof. Let S be a minimum global defensive alliance of G. Then, by definition, for each vertex v in S, |NG,S[v]| ≥

deg(v)+1
2

.
Hence |NG,V (G)\S[v]| ≤ (deg(v)+1)−

deg(v)+1
2

=

deg(v)+1
2

. Since S is a dominating set ofG,

v∈S NG,V (G)\S[v] = V (G)\S.
Thus

v∈S

deg(v)+1
2

≥ n− |S|, and so∆k=1  k+12 αk(S) ≥ n− |S|. Then, we have
n ≤∆k=1  k+12 αk(S)+ |S| ≤ ∆+12 ∆k=1 αk(S)+ |S| = ∆+32  |S|.
Therefore, γa(G) ≥

n
∆+3
2
. 
By Theorem 10, the next result follows immediately and hence a lower bound of the global defensive alliance numbers
of the Cartesian product of paths and cycles is established.
Corollary 11. If Gi = Pni or Cni for i = 1, 2, then
γa(G1 × G2) ≥
n1n2
3

.
We are now to prove the following results to establish upper bounds of the global defensive alliance numbers of the
Cartesian product of paths and cycles.
Theorem 12. (i) If 2 ≤ m ≤ n, then γa(Pm × Pn) = mn3 if mn ≡ 0 (mod 3), and
γa(Pm × Pn) ≤

n
3

m+
m
2

+ a, if m ≡ n ≡ 1 (mod 3),n
3

m, if m ≡ n ≡ 2 (mod 3),
min
m
3

n+
n
2

+ b,
n
3

m

, if m ≡ 1 (mod 3) and n ≡ 2 (mod 3),
min
n
3

m+
m
2

+ a,
m
3

n

, if m ≡ 2 (mod 3) and n ≡ 1 (mod 3),
where a = 1+ m+24 − m+24  , b = 1+  n+24 −  n+24 .
(ii) If m ≥ 3, n ≥ 2, then γa(Cm × Pn) =
mn
3

if mn ≡ 0 (mod 3), or m ≥ 7,m ≡ 1 (mod 6), and n = 2 or 4. And
γa(Cm × Pn) ≤

min
n
3

m,
m
3

n

, if n ≡ 2 (mod 3) and m ≢ 0 (mod 3),
min
m
3

n,
n
3

m+
m
2

+ a

, if n ≡ 1 (mod 3) and m ≢ 0 (mod 3),
where a = 1+ m+24 − m+24 . Moreover, if m ≥ 7,m ≡ 1 (mod 6), and n ≡ 2, 4 (mod 6), then
γa(Cm × Pn) ≤

mn
3
+min
n
6
,
m
3

, if n ≡ 2 (mod 6),
mn
3
+min

n
6
,
m
6
+ 3
2
+

m+ 2
4

−

m+ 2
4

, if n ≡ 4 (mod 6).
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(iii) If 3 ≤ m ≤ n, then γa(Cm × Cn) =
mn
3

if mn ≡ 0 (mod 3), or m = 4, n ≥ 7, n ≡ 1 (mod 6). And γa(Cm × Cn) ≤
min{ n3m, m3  n} if mn ≢ 0 (mod 3).
In what follows, for convenience, when consider the graphs Pm × Pn, Cm × Pn and Cm × Cn, we always assume that
V (Pm × Pn) = V (Cm × Pn) = V (Cm × Cn) = {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ n},
E(Pm × Pn) = {(i, j)(k, l) : |i− k| + |j− l| = 1, 1 ≤ i ≤ m, 1 ≤ j ≤ n},
E(Cm × Pn) = E(Pm × Pn) ∪ {(m, i)(1, i) : 1 ≤ i ≤ n},
and
E(Cm × Cn) = E(Cm × Pn) ∪ {(i, n)(i, 1) : 1 ≤ i ≤ m}.
And we let A, A′, A1, A2, A3, B, B′, B1, B2, B3, E be the subsets of V (Pm × Pn) = V (Cm × Pn) = V (Cm × Cn), which are defined
by
A =

(3i− 1, j) : 1 ≤ i ≤
m
3

, 1 ≤ j ≤ n

,
A′ =

(3i− 1, j) : 1 ≤ i ≤
m
3

, 1 ≤ j ≤ n

,
A1 = {(m, k) : 1 ≤ k ≤ n, k ≡ 2, 3 (mod 4)},
A2 = {(m, k) : 1 ≤ k ≤ n− 5, k ≡ 2, 3 (mod 4)} ∪ {(m, l) : n− 3 ≤ l ≤ n− 1},
A3 = {(m, k) : 1 ≤ k ≤ n− 2, k ≡ 2, 3 (mod 4)} ∪ {(m, n− 1), (m, n)},
B =

(i, 3j− 1) : 1 ≤ i ≤ m, 1 ≤ j ≤
n
3

,
B′ =

(i, 3j− 1) : 1 ≤ i ≤ m, 1 ≤ j ≤
n
3

,
B1 = {(k, n) : 1 ≤ k ≤ m, k ≡ 2, 3 (mod 4)},
B2 = {(k, n) : 1 ≤ k ≤ m− 5, k ≡ 2, 3 (mod 4)} ∪ {(l, n) : m− 3 ≤ l ≤ m− 1},
B3 = {(k, n) : 1 ≤ k ≤ m− 2, k ≡ 2, 3 (mod 4)} ∪ {(m− 1, n), (m, n)},
E = {(i, j) : j ≡ 0, 1 (mod 4), i = 1 or i ≡ 2, 3 (mod 6)} ∪ {(i, j) : j ≡ 2, 3 (mod 4), i ≡ 0, 5 (mod 6)},
E ′ = {(i, j) : i ≡ 0, 1 (mod 4), j = 1 or i ≡ 2, 3 (mod 6)} ∪ {(i, j) : i ≡ 2, 3 (mod 4), j ≡ 0, 5 (mod 6)}.
To prove the casemn ≡ 0 (mod 3) of Theorem 12, we need the following result.
Lemma 13. If Gi = Pni or Cni for i = 1, 2, and n1n2 ≡ 0 (mod 3), then
γa(G1 × G2) = n1n23 .
Proof. If n1 ≡ 0 (mod 3), let S = A, and if n1 ≢ 0 (mod 3), let S = B. Then, clearly, S is a global defensive alliance of G1×G2,
and |S| = n1n23 . Hence γa(G1 × G2) ≤ n1n23 . By Corollary 11, we also have γa(G1 × G2) ≥ n1n23 . Hence γa(G1 × G2) = n1n23 if
n1n2 ≡ 0 (mod 3). 
It now remains to show the casemn ≢ 0 (mod 3) of Theorem 12.
Proof of Theorem 12(i). There are four cases to be considered.
Case 1.m ≡ n ≡ 1 (mod 3).
In this case, ifm ≡ 0, 3 (mod 4), let S = B ∪ B1, ifm ≡ 1 (mod 4), let S = B ∪ B2, and ifm ≡ 2 (mod 4), let S = B ∪ B3.
Then, it is easy to verify that S is a global defensive alliance of Pm × Pn, and |S| =
 n
3

m + m2  + 1 + m+24  − m+24 .
Hence γa(Pm × Pn) ≤
 n
3

m+ m2 + 1+ m+24 − m+24  ifm ≡ n ≡ 1 (mod 3).
Case 2.m ≡ n ≡ 2 (mod 3).
In this case, let S = B′. Then, clearly, S is a global defensive alliance of Pm×Pn, and |S| =
 n
3

m. Henceγa(Pm×Pn) ≤
 n
3

m
ifm ≡ n ≡ 2 (mod 3).
Case 3.m ≡ 1 (mod 3) and n ≡ 2 (mod 3).
In this case, if n ≡ 0, 3 (mod 4), let S = A ∪ A1, if n ≡ 1 (mod 4), let S = A ∪ A2, if n ≡ 2 (mod 4), let
S = A ∪ A3, and let S ′ = B′. Then, it is easy to verify that both S and S ′ are global defensive alliances of Pm × Pn, and
|S| = m3  n+ n2+1+ n+24 − n+24  , |S ′| =  n3m. Hence γa(Pm×Pn) ≤ min{m3  n+ n2+1+ n+24 − n+24  ,  n3m}
ifm ≡ 1 (mod 3) and n ≡ 2 (mod 3).
Case 4.m ≡ 2 (mod 3) and n ≡ 1 (mod 3).
In this case, if m ≡ 0, 3 (mod 4), let S = B ∪ B1, if m ≡ 1 (mod 4), let S = B ∪ B2, if m ≡ 2 (mod 4), let
S = B ∪ B3, and let S ′ = A′. Then, it is easy to verify that both S and S ′ are global defensive alliances of Pm × Pn, and |S| =
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3

m+m2 +1+m+24 −m+24  , |S ′| = m3  n. Hence γa(Pm×Pn) ≤ min{ n3m+m2 +1+m+24 −m+24  , m3  n}
ifm ≡ 2 (mod 3) and n ≡ 1 (mod 3).
This proves Theorem 12(i). 
Proof of Theorem 12(ii). There are four cases.
Case 1. n ≡ 2 (mod 3) andm ≢ 0 (mod 3).
In this case, let S = A′, and let S ′ = B′. Then, it is easy to verify that both S and S ′ are global defensive alliances of Cm×Pn,
and |S| = m3  n, |S ′| =  n3m. Hence γa(Cm × Pn) ≤ min{ n3m, m3  n} if n ≡ 2 (mod 3) andm ≢ 0 (mod 3).
Case 2. n ≡ 1 (mod 3) andm ≢ 0 (mod 3).
In this case, if m ≡ 0, 3 (mod 4), let S = B ∪ B1, if m ≡ 1 (mod 4), let S = B ∪ B2, if m ≡ 2 (mod 4), let
S = B ∪ B3. And let S ′ = A′. Then, it is easy to verify that both S and S ′ are global defensive alliances of Cm × Pn, and
|S| =  n3m+m2 +1+m+24 −m+24  , |S ′| = m3  n. Henceγa(Cm×Pn) ≤ min{m3  n,  n3m+m2 +1+m+24 −m+24 }
if n ≡ 1 (mod 3) andm ≢ 0 (mod 3).
Case 3.m ≥ 7,m ≡ 1 (mod 6), and n ≡ 2 (mod 6).
In this case, let S = E, then, it is easy to verify that S is a global defensive alliance of Cm × Pn, and |S| = mn3 + n6 . Since
n ≡ 2 (mod 6), by Case 1, γa(Cm×Pn) ≤ min{
 n
3

m,
m
3

n}. Since m3  n = mn3 + 2n3 > |S| and  n3m = m(n+1)3 = mn3 + m3 ,
we have γa(Cm × Pn) ≤ min{mn3 + n6 ,
 n
3

m,
m
3

n} = mn3 +min{ n6 , m3 } ifm ≥ 7,m ≡ 1 (mod 6), and n ≡ 2 (mod 6).
Case 4.m ≥ 7,m ≡ 1 (mod 6), and n ≡ 4 (mod 6).
In this case, let S = E, then, it is easy to verify that S is a global defensive alliance of Cm × Pn, and |S| = mn3 + n6 . Since
n ≡ 4 (mod 6), by Case 2, γa(Cm×Pn) ≤ min{
m
3

n,
 n
3

m+m2 +1+m+24 −m+24 }. Since m3  n = mn3 + 2n3 > |S| and n
3

m+m2 +1+m+24 −m+24  = mn3 + m6 + 32 +m+24 −m+24 , we have γa(Cm×Pn) ≤ min{mn3 + n6 , m3  n,  n3m+m
2
+ 1+ m+24 − m+24 } = mn3 +min{ n6 , m6 + 32 + m+24 − m+24 } ifm ≥ 7,m ≡ 1 (mod 6), and n ≡ 4 (mod 6). Note
that when n = 4, γa(Cm × P4) ≤ 4m+23 =
 4m
3

. Hence by Corollary 11, γa(Cm × P4) =
 4m
3

ifm ≥ 7,m ≡ 1 (mod 6).
Note that by Case 3, γa(Cm × P2) ≤ 2m+13 =
 2m
3

, and by Case 4, γa(Cm × P4) ≤ 4m+23 =
 4m
3

. Hence by Corollary 11,
γa(Cm × Pn) =
mn
3

if n = 2 or 4,m ≥ 7,m ≡ 1 (mod 6). From the argument above, the result follows. 
Proof of Theorem 12(iii). By an argument similar as the proof of Theorem 12, Case 1, we have γa(Cm × Cn) = mn3 if
mn ≡ 0 (mod 3). If m = 4, n ≥ 7, n ≡ 1 (mod 6), let S = E ′. Then, it is easy to verify that S is a global defensive
alliance of C4 × Cn, and |S| = 4n+23 =
 4n
3

. Hence by Corollary 11, γa(C4 × Cn) =
 4n
3

if n ≥ 7, n ≡ 1 (mod 6). If
mn ≢ 0 (mod 3), let S = A′, and let S ′ = B′. Then, it is easy to verify that both S and S ′ are global defensive alliances of
Cm × Cn, and |S| =
m
3

n, |S ′| =  n3m. Hence γa(Cm × Cn) ≤ min{ n3m, m3  n} ifmn ≢ 0 (mod 3). 
4. Concluding remarks
For algorithmic purposes, an O(|V (T )| log∆) algorithm is presented for finding theminimum global defensive alliance of
trees. We also give formulas to determine the global defensive alliance numbers of complete k-ary trees for k = 2, 3, 4. For
higher k, we leave it open for future research.We also establish upper bounds and lower bounds for γa(Pm×Pn), γa(Cm×Pn)
and γa(Cm × Cn), and show that the bounds are sharp for certainm, n.
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