This paper describes the development of a layered structure of a multi-resolutional scalable video codec based on the Color Set Partitioning in Hierarchical Trees (CSPIHT) scheme. The new structure is designed in such a way that it supports the network Quality of Service (QoS) by allowing packet marking in a real-time layered multicast system with heterogeneous clients. Also, it provides (spatial) resolution/ frame rate scalability from one embedded bit stream. The codec is self-identifiable since it labels the encoded bit stream according to the resolution. We also introduce asymmetry to the CSPIHT encoder and decoder which makes it possible to decode lossy bit streams at heterogeneous clients.
INTRODUCTION
In recent years, the discrete wavelet transform (DWT) has been increasingly applied in coding of images and video sequences. The Set Partitioning in Hierarchical Trees (SPIHT) 2 is an image compression technique that exploits decaying spectrum density. SPIHT was extended to Color-SPIHT (CSPIHT) 4, 5, 6 by linking selected Y nodes in the lowest subband to the corresponding CrCb nodes. This scheme provides satisfactory results for color image and video coding in terms of PSNR. However, the main drawback is that once encoded, network elements (e.g., servers, routers and clients) are not able to know how a particular chunk of bits will contribute to reconstruction of the compressed video. Furthermore, it is not suited for real-time QoS enabled transmission since it provides stream of different bit rate at the expensive of re-encoding. Finally, lossy video streams cannot be correctly decoded. Taking possible network QoS implementations into consideration, our modified CSPIHT codec slots specially designed flags between each two layers in order to indicate the layer beginning position to network elements and the decoder. These flags, called layer ID, tell which layer a particular package belongs to.
The organization of this paper follows. We provide a brief overview of the CSPIHT in section 2 and describe our modified codec in detail in sections 3 and 4. Section 5 provides the experimental results and performance analysis. We present our conclusions in section 6.
CSPIHT VIDEO CODEC
In this section, we describe the CSPIHT scheme and its limitations that severely restrict its use in a real time QoS enabled video delivery system. Like the SPIHT, the CSPIHT is essentially an algorithm for sorting the wavelet coefficients across subbands. The coefficients in the transformed domain are linked by a spatial orientation tree (SOT) structure that are then partitioned such that the coefficients are divided into sets defined by the level of the most significant bit in a bit-plane representation of their magnitudes 3, 4, 5, 6 . Significant bits are coded with higher priority under certain bit budget constraints, thus creating a rate controllable bit stream. For video sequences, the CSPIHT encoder takes a group of frames (GOF), which normally consists of 16 frames, as input wavelet transform and subsequently links and codes the wavelet coefficients in the 3-D CSPIHT 7 kernel. In the luminance plane, the SPIHT 2 algorithm is used to define the SOT while the EZW 1 structure is adopted in the chrominance planes 6, 7 . Fig. 1 depicts the SOT structure of the CSPIHT for image coding. In the original CSPIHT, sorting terminates when the user defined bit budget is used up. The decoder must know the same budget information to decode a particular stream. For video reconstruction at a different bit-rate, the encoder needs to run again with the desired bit budget, which is a problem if real-time multicast is required. Thus, the original CSPIHT is not suitable for realizing a real-time multicast system that supports QoS. Networks rely on packet marking to provide QoS service. Packets from different resolution layers can be marked with different priorities since they contribute differently to the reconstruction. Hence, it is highly desirable for different layers in the encoded bit stream to be easily identified by network elements. Since data loss is possible, the decoder cannot rely on the bit budget parameter but must be able to decode differently truncated versions as well as lossy versions of the original encoded stream, i.e., the stream before network transmission, in real-time. Fig. 2 illustrates the problem when decoding lossy data under the original CSPIHT scheme. The first stream in Fig. 2 is the encoded video data sent from the network server, and the second is the one that arrives at the decoder. As shown, the loss of one packet in GOF2 renders the decoder unable to correctly decode all data that arrive after it. To overcome this problem, additional flags are needed to enable the decoder to identify the beginning of new layers and GOFs. Finally, CSPIHT is a bit rate scalable codec and so does not provide resolution or frame rate scalability. 
MODIFIED CSPIHT VIDEO CODEC
In this section we present the Modified CSPIHT codec which overcomes the limitations of the CSPIHT highlighted above so that it can be applied to a real-time QoS enabled transmission system.
Our main consideration is how to cooperate with the network elements and enable the decoder to decode lossy data. We assume that the network is real-time and multicast. The new codec can also be used in a unicast delivery system. In this paper, we only discuss the multicast case since the codec functions similarly in the unicast situation. Layered multicast enables receiver-based subscription of multicast groups that carry incrementally decodable video layers 9 . In a layered multicast system, the server sends only one video stream and the receivers/clients can choose different resolutions, sizes, and frame rates for display, resulting in different bit rates. As shown in Fig 3, the encoder is executed offline. The resulting stream is separated into layers according to resolution and stored separately so that they can be sent over different multicast groups. The server must make various decisions including the number of layers to be sent, the layers to be discarded if bandwidth is not adequate for all layers and etc. The server is able to do this because it has information about the network status including the available bandwidth and the congestion level. Heterogeneous clients subscribe to the layers they want based on the capacity of the client machines and user requests. Users may not always want to see the best quality video even if they could because it takes more time and costs more. In Fig. 3 for example, the PDA client only subscribes to the first layer of each GOF, the laptop PC client subscribes to the first two layers while the powerful desktop PC client subscribes to all seven layers. For QoS marking, the network elements in the layered multicast system need to know which layer the data being currently processed belongs to, and the decoder also needs to know it for the decoding lossy streams. In a real time multicast network, real-time delivery cannot be achieved using the bit-budget since it is obtained by re-encoding.
We modified the original CSPIHT codec so that it can be used in layered multicast environments by removing the bit budget parameter so that all coefficients are coded and by incorporating:
• A new sorting algorithm that produces resolution/frame rate scalable bit streams in a layered format.
• A specially designed layer ID in the encoded bit stream that identifies the layer that a particular data packet belongs to.
Layer IDs
The layer ID must be unique and result in minimal overhead for any combination of video data. Synchronization bits consisting of k consecutive '1's, i.e., '1111…11' are introduced as the layer ID at the beginning of each layer. To make the ID unique, occurrences of k consecutive '1's in the video data stream are modified by inserting a '0' bit after k−1 '1's so that the sequence becomes '1111…101'. If the data bit after k−1 consecutive '1's is '0', an additional '0' will still be added to protect the original '0' from being removed at the decoder. Once the video stream is received at the decoder, '0' is removed from occurrences of '1111…10' while conducting normal CSPIHT decoding (Fig. 4) . A good value of k is one that results in the smallest overhead. If k is too large, the layer ID will be a high overhead while if it is too small many zeroes have to be inserted. From simulation experiments conducted by examining the resulting compression ratios with different reasonable values of k, k=8 was found to be a good choice. In a congestion adaptive network, the network elements can consciously select less important data to discard when congestion occurs. In our proposed codec, different layers have different priorities according to their resolution. The Layer ID is essential as it enables network elements and decoders to identify the beginning point of a new layer i.e., the boundary between two layers. Knowing the boundaries between layers not only helps QoS marking but also enables decoding of lossy video stream. Different layers use the same ID by maintaining an ID counter that counts the number of times the layer ID is captured. For example, decoder knows the successive data belong to layer 3 when it detects layer ID for the third time. ID counter is reset to zero as soon as it reaches the maximum number of layers. Our modified codec has 7 layers as it uses 3-level spatial and temporal wavelet transform. The modified CSPIHT solves the problem mentioned in section 2 (Fig. 2) . Fig. 5 is a detailed version of the first stream in Fig. 2 . Each GOF is re-sorted and separated into 7 resolution layers. Layer ID is slotted between every two layers at the encoding stage. As layer ID is designed to be a unique binary code, the decoder can easily identify it while 'reading' the stream. When a packet in layer 6 is lost (dark area in Fig. 5) , the decoder will stop decoding the current layer (layer 6) on detecting the subsequent layer ID. Thus, the confusion in Fig. 2 is avoided and correct decoding of the subsequent layers after the lost packet is realized. If the lost packet is not the last packet in a layer, the decoder will have to discard the stream thereafter up to the next layer ID, and begin decoding from the next layer. In the network, block headers and layer IDs should be marked with the lowest drop precedence. In the original CSPIHT, a node is significant when the magnitude of the coefficient is larger than a given threshold. In the modified CSPIHT, a node is significant when it is greater than the threshold and when it is in an effective subband, i.e., a subband that is currently being coded. Thus, every node must be double checked to determine whether it is significant. Fig. 6 (a) depicts the relationship between the subband and layer for one GOF. The total of 22 subbands are divided into 7 layers that are coded in order i.e., layer 1, layer 2, up to layer 7. Table 1 shows 7 resolution options which provide for different combinations of spatial resolutions and frame rates. Fig. 6(b) shows how the resolution layers are progressively decoded to generate increasingly higher quality reconstruction.
Production of Resolution

MODIFIED CSPIHT ALGORITHM
Our modified CSPIHT algorithm is similar to the original CSPIHT algorithm 4,5,6,7 except for the following:
i. coefficients are re-sorted by redefining the criterion for a node to be significant; ii. the layer ID is inserted in the encoded bit stream between consecutive layers; iii. additional zeros are inserted to protect the uniqueness of the layer ID.
A bit-counter is used to keep track of the number of bit '1's. In the initialization stage, the bit-counter is reset to zero and subbands belonging to layer 1 are marked as effective subbands. Next, the modified CSPIHT sorting pass is conducted. Nodes in the List of Insignificant Pixels (LIP) are coded as in the original CSPIHT algorithm, while layer effectiveness is checked when judging significance of nodes in the List of Insignificant Sets (LIS). A check on the layer effectiveness is not necessary in LIP because the check done in LIS prevents nodes from non-effective subbands from entering the LIP. If a node (i,j,k) does not satisfy layer effectiveness, it will be considered as an insignificant node and undergo normal CSPIHT processing for insignificant nodes. If it does, the magnitude of node (i,j,k) will be compared against the current threshold to finally determine whether it is significant or not.
A special step called layer ID protecting is also carried out during the sorting pass in the modified CSPIHT. This step is executed whenever a '1' is output to the encoded bit stream. In layer ID protecting, we increment the bit-counter by 1. When bit-counter reaches k-1, a'0' will be added to the encoded bit stream to prevent the occurrence of '1111…11'. Also, layer effectiveness must be updated to the next layer, and layer ID must be written to the encoded bit stream at end of coding each layer.
PERFORMANCE DATA
In this section, we discuss the coding performance of the modified CSPIHT video codec. Experiments are done with color QCIF format video sequences: foreman, suzie, news and container at 10 frame per second. All experiments are performed on Pentium IV 1.6GHz computers. news, container and suzie are given in Table 2 . We compare the performance of the modified CSPIHT codec and the original CSPIHT codec in terms of PSNR, encoding time and compression ratio. All comparisons are done at the same bit rate and frame rate. The modified codec is run at resolution 1, i.e., only layer 1 is coded. The bit rate required to fully code layer 1 is computed and the original codec is run at this bit rate. In our experiment the bit rate is 216580 bps. Fig. 8 gives a frame by frame comparison in terms of PSNR in the luminance and chrominance planes. In the luminance plane, the original codec outperforms the modified codec significantly. This is expected because confining the coding to the first resolution layer causes the coder to miss significant coefficients in the higher resolution subbands. These coefficients may be very large and discarding them can cause the PSNR to decrease significantly. However, in the chrominance planes, the modified codec performs on par with or even better than the original codec. Because chrominance nodes are normally smaller than luminance nodes, the affect of restricting the resolution will not be so significant. Visually, the modified codec gives quite pleasant reconstruction with less brightness. Fig. 10 shows the encoding time and the compression ratio of the two codecs. As the modified codec adds special markings to the encoded bit stream to support QoS implementation and lossy stream decoding, it takes more time in coding and produces a less compressed bit stream. Experimental results also show that when coding 16, 128 and 256 frames, the original codec saves 0.37, 2.28 and 4.25 seconds respectively. Also, the modified codec has a lower compression ratio than the original CSPIHT due to extra bits introduced by the layer ID. Table 3 Encoding time and compression ratio of the original and modified codec
CONCLUSION
This paper presents a modified version of the CSPIHT codec that can be applied to real-time layered network transmission. Our codec achieves this at the expense of less PSNR performance in the luminance plane. In the chrominance planes it performs on par with the original CSPIHT codec.
