Parallel computers are becoming deeply hierarchical. Locality-aware programming models allow programmers to control locality at one level through establishing affinity between data and executing activities. This, however, does not enable locality exploitation at other levels. Therefore, we must conceive an efficient abstraction of hierarchical locality and develop techniques to exploit it. Techniques applied directly by programmers, beyond the first level, burden the programmer and hinder productivity. In this article, we propose the Parallel Hierarchical Locality Abstraction Model for Execution (PHLAME). PHLAME is an execution model to abstract and exploit machine hierarchical properties through locality-aware programming and a runtime that takes into account machine characteristics, as well as a data sharing and communication profile of the underlying application. This article presents and experiments with concepts and techniques that can drive such runtime system in support of PHLAME. Our experiments show that our techniques scale up and achieve performance gains of up to 88%.
INTRODUCTION
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As parallel computer architecture advances, systems are scaled in two dimensions. This is accomplished in one dimension by increasing the number of cores and nodes. Scaling is also achieved in another dimension by the creation of deeper memory hierarchies and interconnection networks. All the layers in the system hierarchy have different characteristics in terms of latency, bandwidth, and affinity. Special hardware features are also present to support certain functions such as Remote Direct Memory Access (RDMA), which allows data transfers to be very efficient. Thus, the cost that parallel activities incur for communication varies widely according to the communication layers and the type of communication. To illustrate the importance of understanding the characteristics of different hardware layers, we ran an experiment on a Cray XE6 supercomputer to measure the bandwidth between two threads at different relative distances. Unexpectedly, the bandwidth between two remote threads is higher than the bandwidth among local threads given that there is no network contention. This happens only at message sizes larger than 16KB. Figure 1 depicts the results of this experiment. This unforeseen behavior is attributed to the Block Transfer Engine (BTE) in the Gemini network chip of the Cray XE6, which speeds up such large messages. The experiment described here only uses point-to-point communication between a pair of cores, which is not representative of the general case and should not be relied on for system characterization.
Locality-aware parallel programming models, such as Partitioned Global Address Space (PGAS) [PGAS 2015] , expose data locality to enable programmers and domain scientists to enforce data affinity, or first-order data affinity, that is, the association between a given computing activity/thread and the data that it needs the most. To fully exploit the capabilities of the underlying hardware, it is no longer sufficient to only consider "first-order locality." In addition, the relative amount of interactions between every pair of activities should be used to decide how far they should be placed from one another given the system hierarchy.
While many agree that this is a pressing need, we strongly believe that viewing this as the programmer's responsibility will not only limit productivity but also affect performance portability in many cases.
We demonstrate the importance and expected gains from leveraging hierarchical locality using a synthetic benchmark on a Cray XE6 as shown in Figure 2 . The benchmark is written in UPC and used 144 threads in total (24 threads per node on 6 nodes). The benchmark distributes a shared array across threads. Each thread makes a fixed number of accesses that are divided between owned and non-owned data. The ratio between the owned and non-owned number of accesses is shown on the x-axis. The baseline is measured for each of these ratios while the affinity of the threads is randomly assigned to cores. The blue bars show the gains due to the best placement of the threads at the node level, that is, properly choosing which threads belongs to each node. The red bars show the gains of the best placement at the chip level by grouping the threads with higher communication on the same chip. Thus, each color represents the expected amount of performance improvement if the correct placement decisions are taken at the corresponding level.
To further investigate the potential performance gain from our techniques as we scale out the number of cores in the machine, we use a second synthetic benchmark on a Cray XE6. The results of the benchmark are presented in Figure 3 (a) and (b). The synthetic benchmark distributes data uniformly across the compute threads. Then, the compute threads are either placed randomly or intelligently on the system. The compute threads will then perform some accesses to their own data and some accesses to remote data that belong to other thread(s). The accesses patterns are constructed such that heavily communicating groups of threads are formed, that is, groups that have high degree of locality. The performance gain provided by the intelligent placement (based on our proposed model) is then evaluated under different conditions: read/write, different ratio of local to remote accesses (x-axis), and the number of threads (z-axis or depth axis). The y-axis represents the gain of running the benchmark with groups assigned to the same node compared to running with the default randomized placement of threads as decided by the system. It is clear that hierarchical locality becomes remarkably significant with the scaling of the number of threads and remote data access ratio. Figure 4 shows the hierarchical dragonfly topology of the Cray XC40 supercomputer as an example of a modern architecture. There are five locality levels shown in the figure: four levels originate from the interconnect and one level emerges from having dual sockets within the node. According to the benchmark results above, heavily communicating groups of threads should be placed in a way to maximize their throughput bandwidth. For example, on the Cray XC40, this can be realized by placing these thread groups within the same node or within the same Processor Daughter Card (PDC). However, misplacing those threads can have a steep performance penalty. We believe strongly that the penalty will increase as systems grow deeper and wider.
In this work, we propose the Parallel Hierarchical Locality Abstraction Model for Execution (PHLAME, "flame"). Starting from the affinity exposed by the locality-aware programming models, PHLAME exploits the machine hierarchical characteristics through a runtime framework. The runtime framework combines machine characteristics and the data sharing/communication profile of the application in order to guide the automatic exploitation of hierarchical locality using different strategies. PHLAME is loosely referred to as an execution model, as its concepts, metrics, and algorithms are used to create a hierarchical locality-driven thread execution environment. We also propose the PHLAME Adaptive Selection Test (PHAST, "fast") algorithm, which is used to pick the best strategy for a given application and machine combination.
The work described in this article makes the following contributions:
-Proposes PHLAME, the Parallel Hierarchical Locality Abstraction Model for Execution: a descriptive model that captures the deep hierarchical architecture characteristics of parallel systems. The model is utilized by a runtime framework, along with the application's communication profile, to produce a hierarchical thread mapping according to different placement strategies.
-Introduces PHAST, the PHLAME Adaptive Selection Test algorithm: an adaptive algorithm that employs the hierarchical communication costs to test and predict the best placement strategy. -Demonstrates the effectiveness of PHLAME and PHAST for large systems, where the performance gains increase as the number of cores scales up for a varying benchmark suite of varying communication patterns and complexity.
The rest of this article is organized as follows: Section 2 discusses previous related work relevant to hierarchical locality. Section 3 presents the PHLAME model. Section 4 presents our experimental system and our results in detail. We will conclude the article and discuss future work in Section 5.
RELATED WORK
Hierarchical locality exploitation has been gaining attention, and many recently started projects are underway. One such initiative, Dynamic Exascale Global Address Space (DEGAS) [Yelick et al. 2015] , is a project to research a unified programming model for Exascale systems. It proposes the use of a hierarchical programming model both for the hierarchical locality exploitation (for the memory stack and the network) and for the control (creation of new threads in a hierarchical fashion). Similarly, Habanero-C is a hierarchical PGAS language [Majeti et al. 2014; Habanero-C 2015] that allows the programmer to dynamically create new threads and control their locality by using hierarchical place trees. The programmer specifies where in the tree the new threads should be spawned. Another approach is to use specific libraries like the Zoltan toolkit [Devine et al. 2002] . The program is expected to be written in MPI and the programmer is expected to describe the problem to be partitioned through Zoltan API.
We believe that while all the above approaches tackle the problem in one good possible way and can yield good performance, they leave programmers and domain scientists with the big burden of reasoning and writing code that specifies many levels of parallelism and locality at all machine levels.
In our approach, the user specifies only the first level of locality. The knowledge generated from that step is then used to extract the hierarchical locality information automatically through straightforward profiling of the application. Then, in conjunction with the underlying PHLAME machine model, the runtime system can make informed placement decisions for exploiting locality at the other levels of the hierarchy. This considerably increases the ease of use of the system.
A large body of related research targeted topology-aware communication optimization. A closely related effort was that of Jeannot et al. [2014] . They presented the TreeMatch algorithm, which is somewhat similar to our clustering algorithm. However, their clustering does not take into account the hierarchical characteristics of the machine as they did not consider the various communication costs at each level, whereas hierarchy is an essential element in our machine abstraction model. Thus, their technique does not cater to deeply hierarchical modern architectures, which is our primary concern here. Another distinction is that their technique is based on the aggregate communication size and does not account for the underlying message sizes and number of messages, whereas, in our approach, we account for the different message sizes, which captures the communication cost more precisely. Thus, we make a distinction between patterns that have many small messages as opposed to patterns with few large messages. Jain et al. [2014] presented a model that can predict traffic on a dragonfly network, based on the process placement and the application communication pattern. Nevertheless, their model did not aim at improving the placement for the target applications. Zheng et al. presented a heuristic in to maximize the throughput of parallel applications in cloud/grid environments. However, their work was targeting parallel applications that are represented as directed acyclic graph (DAG). Wu et al. proposed a hierarchical task mapping for adaptive mesh refinement (AMR) workloads [Wu et al. 2012] . Several efforts targeted topology-aware optimization for collective communication operations only such as in Prisacari et al. [2013] , Sack and Gropp [2012] , Subramoni et al. [2011] , and Bruck et al. [1997] .
A lot of work [Molina da Cruz et al. 2011; Cruz et al. 2012 ] considered locality exploitation under locality-unaware shared memory programming models. This, however, is a different problem, as the core of these efforts was to guess the first level of locality and not the hierarchical grouping.
Molina da Cruz et al. [2011] , on the other hand, presented a framework for detecting shared accesses in an Symmetric Multiprocessing (SMP) node running parallel programs written in OpenMP [Dagum and Menon 1998 ]. Their work was simulation based. They used the Simics simulator [Magnusson et al. 2002] to be able to record all memory sharing patterns among threads. This is neither a software nor a programming model technique and therefore it does not address the issues at hand.
It should be noted that none of these later techniques would be applicable in localityaware programming languages such as UPC [El-Ghazawi et al. 2003 ], MPI [Gabriel et al. 2004] , SHMEM [Poole et al. 2011 ], or Chapel [Chamberlain et al. 2007] .
Experimental characterization of the target-machine-relevant properties is another area of related work. Broquedis et al. [2010] presented Portable Hardware Locality (hwloc), a framework to detect and report portable abstractions of the hierarchical architecture of modern hardware, such as NUMA nodes, sockets, shared caches, cores, and so on. However, it does not consider some critically needed information like the memory bandwidth. Our PHLAME, on the other hand, captures and abstracts all the machine characteristics from the cores to the shared memory or interconnection network in relationship to hierarchical locality. This allows us to accurately rank the different placement choices.
THE PARALLEL HIERARCHICAL ABSTRACTION MODEL FOR EXECUTION (PHLAME)

Design Philosophy
PHLAME is an execution model that is designed to facilitate the hierarchical locality exploitation, shown in Figure 5 . As an execution model, PHLAME defines at a high level the strategy for performing computations. It also determines the functionality of different components of the system stack. PHLAME focuseds on reducing the intercommunication overhead in deeply hierarchical architectures by exploiting hierarchical locality. The functionalities of PHLAME map into a locality-aware programming model and a runtime system. The objectives of PHLAME are to (1) organize activities (e.g., threads) such that each activity is co-located with the data that it requires and (2) place every pair of activities at a hierarchical distance that is consistent with the degree of interaction between them. PHLAME's philosophy is built around two fundamental concepts, as shown in Figure 6 : (1) trust the programmers or the domain scientists to have full control over the data affinity to the parallel threads (this is what we call "first-order locality") and (2) refrain from asking the programmer to also handle the higher-order locality in a hierarchical architecture as this would be a great hindrance to productivity.
For the first point, the rationale is that the programmers or domain scientists are the experts in knowing the problem they are trying to solve, and they should be granted the ability to decide the best way to distribute the data across threads. Therefore, a locality-aware programming model is in the core of PHLAME. The two widely accepted programming models that expose locality-awareness are message passing and PGAS. While PHLAME does not mandate a certain programming model, we believe that with shared address space and one-sided communication constructs, PGAS languages will potentially (as they reach maturity) provide higher performance gains and productivity with PHLAME.
To be able to produce rational mappings, PHLAME utilizes descriptive models that capture the machine and application characteristics. The machine model captures the characteristics of the different layers in the machine hierarchy. Similarly, the application model captures the application communication profile. The characterization is done completely offline and the associated overhead will be therefore transparent to the user. Such offline overhead is also incurred only once for a given machine as long as the machine does not change (e.g., adding more nodes or more memory to the existing nodes) and only once for a given problem size of an application. PHLAME fuses these two models to obtain mappings using different strategies that rely on different graph partitioning methodologies. PHLAME requires testing and evaluation of the different mappings. The testing and evaluation should be performed analytically without having to run the application under each mapping. Finally, the PHLAME runtime system will adaptively select and apply the best mapping for a specific parallel task.
Our model here is not a structural/architectural model that differentiates between the details of how a cache versus network router work. It is, rather, a behavioral, performance characterization that focuses on the cost of the data movement (latency) as seen by the underlying programming model, regardless of the specifics of the hardware units involved. For example, for MPI workloads, this characterization is based on sends and receives, for UPC workloads, this characterization is based on puts and gets. In establishing such a characterization, we deal with such hardware units as black boxes: They are given an excitation (a data size to move) and latency is measured. What exactly happens inside of a cache or a network interface has no bearing on the decision; only the associated total latency across all levels involved is what matters.
While in this article we do not present a full end-to-end working realization of the PHLAME stack, we provide a robust proof of concept as we established the core components at all the levels to experimentally evaluate the effectiveness of the concepts and techniques proposed as reported in the next section.
Basic Definitions
-Locale: A locale is a group of execution modules (or cores in the first level of the hierarchy) where any pair of cores within the same locale can interact with the same consistent latency. A locale in the context of PHLAME is a hardware feature. A locale at Level 0 just consists of a single core. We define locales recursively from the bottom-up. Level l locale is formed by grouping N locales from the lower level l−1 . -Level: A level i is formed from all locales that are at the same vertical distance from the root. For example, level 0 is usually formed of all cores. Levels are generally delineated by the communication hardware, which can be through shared memory or an interconnection network. As an example, the levels and locales of XC40 are shown in Figure 7 . -Locale Size at Level l : the maximum number of level l−1 locales that can fit in a level l locale. For example, the maximum locale sizes at level 2 (Node Level) in XC40 is two, as each node locale can fit two chip locales from level 1 , as shown in Figure 7 . -Locale Mass at Level l : Locale Mass is the total number of cores that belong to a locale at level l . For example, in the XC40, shown in Figure 7 , if the chip contains 12 cores, then the mass of a chip locale is 12 and the mass of a node locale is 24, and so on. -Message Cost at Level l : the time to deliver a message of size b bytes between two cores that belong to the same locale at level i and belong to different locales at lower levels. For instance, to measure the cost at the blade level, the measurement should be done between cores that belong to different nodes. -Partition: Partitions are used to describe groupings of parallel activities that can fit in one locale at a given level. A partition at level l cannot exceed the locale mass at the same level l . Thus, partitions at level 0 can only contain a single task, assuming no over-scheduling is allowed. -Hierarchical Locality Exploitation: creating partitions of parallel activities at different levels that ideally will result in reduction of the overall communication cost.
Formal Treatment
Being an execution model, PHLAME establishes the functionality of different components of the system stack [Lucas et al. 2014] . In this section, we define a general framework that can be used to realize different PHLAME components.
3.3.1. Machine Description and Characterization. The goal of this step is to extract the hardware properties of the underlying machine architecture. This is achieved by determining the different parameters specific to each machine: -Machine Description: captures general parameters, such as the total number of cores and the total number of levels in the machine. Hierarchical description of the levels in terms of locale sizes and locale masses will also be included. -Machine Characterization: captures the costs of different message sizes at each level. This can be described as the cost vector for level l and is given by the following equation:
where C l is the vector storing the message costs for different message sizes at level l and c s is the cost of sending a message of size s bytes on that level.
The overhead of describing and characterizing a machine is only incurred once only for a particular machine. The output can be stored in a file that is made available to other PHLAME components.
3.3.2. Application Profiling. The application profile is done by extracting the communication characteristics between each pair of activities. As PHLAME relies on localityaware programming models, the runtime associates each piece of data to an activity. Therefore, the communication can be precisely inferred by the runtime, even when it happens across the shared memory and caches. In order to reduce both the memory and the computational requirements, two vectors are used to represent the communication patterns. The message size spectrum is partitioned into bins, such that each bin corresponds to a sub range. For example, bin 0: (1 byte → 63 bytes), bin 1: (64 bytes → 255 bytes), and so forth. And for each bin, two values are collected: (1) the average message size in the bin, to be captured in the first vector, and (2) the total number of messages between the pair of activities that belong to that bin, to be captured by the second vector. The two vectors can be represented by the following equations:
where i and j are the ranks of threads/activities, whereas A ij and N ij are the vectors storing the average message sizes and the number of messages in each bin, for bins 0 → B, for communication between activities i and j. Thus, a b and n b are the average message size and number of messages in bin b, respectively.
Fitness for Integrating Threads (FIT).
Based on the characterizations of the machine and application, a measure is needed to assess the importance of how a pair of threads should be placed relative to each other.
We calculate vector T ij , which captures the different costs incurred by a pair of threads/activities i and j, if they are placed at different levels. T ij is of length L, where L is the number of levels in the target machine.
where each element t l in the vector T ij represents the total expected communication cost that the two threads being considered would incur if placed at level l, ignoring t 0 , which corresponds to placing i and j on the same core. We store the message costs for the bin limits when performing the machine characterization step. During the execution of an application, messages are not restricted to any size and can fall in the middle of the range in any of the bins. Hence, we perform the interpolation function to get a more accurate cost. Thus, t l can be calculated as follows:
where
where s(x) is the index of the first element in C l that represents message sizes less than or equal to x, as defined in Equation (1). Finally, we derive the FIT measure to assess how a level l is suitable for two threads i and j. As the placement of one pair of threads may impact the others, FIT is a based on the total gain from placing a pair of threads at a better level, minus the total loss due to placing them at levels that are worse, as compared to the current level l:
With simple rearrangement of the terms of the second summation, this becomes
This can be further simplified into
where T ij [l] is the total messaging cost associated with having threads i and j placed at level l, as shown in Equation (4), and Better is the set of all better mappings, Worse is the set of all worse mappings, and o represents all other levels that belong to Better and Worse less the current level l. FIT measure is computed based on the benefit-loss tradeoff caught by Equation (7). A FIT value is calculated at each level for each pair of interacting threads. The FIT measure simply assesses how a given level is a good or bad choice for any two threads. The first summation calculates the gain by not being at worse placement levels, and the second summation calculates the loss by not going to better level placements. By getting the difference of the two values, we can get an idea about how good a given level is for a pair of threads. The complexity of computing the FIT measure for all threads at all levels is O(b.l.n 2 ), where b is the number of bins, l is number of levels, and n is the number of threads.
A full explanation of computing the FIT measures between a pair of threads at the different levels is shown in Figure 8 . The rounded boxes in the figure depict the different placement levels available. For example, the innermost represents a die, then a socket, and, finally, a node. The blue thread is shown at different levels in each subfigure, corresponding to different relative placement of the two threads. The red bars on the bar graph below show the cost of the communication at each level. To calculate the FIT[i, j][1] metric at the die level (level1), as in Figure 8 (a), we start from the die level as the baseline and calculate whether mapping those threads to other levels will results in benefit or loss. Differences above the dotted line correspond to savings by placing the pair of threads at the baseline level. Differences below the dotted line correspond to losses from placing the pair of threads at the baseline level. The FIT metric is the sum of all the gains (w Worse in Equation (7)) minus the sum of all the losses (w Better in Equation (7)). This has to be repeated for the rest of the levels. The number of levels will depend on the target machine.
Hierarchical Partitioning of Thread Interaction
Graphs. PHLAME represents the application as an interaction graph, where vertices represent threads and edges represent interactions between threads. The edges have multiple weights that represent the FIT measure between adjacent threads at multiple levels as in Figure 9 (a). The partitioning step will hierarchically create partitions that can be mapped onto locales, as shown in Figure 9 (b). There are several strategies to produce hierarchical partitions. A bottom-up strategy (Clustering) is to begin with isolated partitions and create grouping recursively until reaching one partition. A top-down strategy (Splitting) would be beginning with a single partition and start splitting it recursively until reaching partitions consisting of only one thread/activity. A preliminary implementation of these two strategies was presented in Anbar et al. [2014] : -Clustering, Bottom-Up Strategy (Algorithm 1) consisting of three phases:
(1) Grouping Phase: can be performed by any known graph partitioning algorithm. The priority should be given to the pairs with highest FIT[l] at the current level l. This means that the algorithm will tend to place pairs that are benefiting most of being grouped at the current level together. (2) Packing Phase: ensures that the mapping is done using the minimum number of resources. (1) Splitting Phase: can be performed by any known graph partitioning algorithm. The priority should be given to the pairs with lowest FIT[l] at the current level l. This means that the algorithm will tend to group pairs that will suffer most if being separated in different partitions at the current level. (2) Recursive Descent Phase: step down to the lower level l − 1 and repeat the splitting for all the produced partitions. The Splitting algorithm comes in two variants:
(1) Restricted -ensures that the mapping is done using the minimum number of resources (nodes). (2) Non-restricted -with no resource restrictions, allows us to investigate possible mappings when resources are available. To obtain unrestricted mapping, the constraint of creating maximum N partitions in Algorithm 2 is just removed.
PHlame Adaptive Selection Test (PHAST) Algorithm.
It is impractical to try all partitioning strategies for all applications. To overcome this big overhead, we are proposing the PHAST algorithm, which analytically predicts the best partitioning strategy based on the predicted total communication cost. The total communication cost of a partition can be calculated as follows:
where T is a two-dimensional (2D) array holding all cost vectors T ij ∀ threads i, j and X is the total number of threads and the function lvl(i, j, M) returns the level that separates i and j according to the given mapping M. The PHAST algorithm neither computes new maps nor does it search the entire space for best one. The objective of PHAST is to pick, from the mappings that are generated by different scheduling algorithms, such as the ones discussed earlier, the one that will give the best performance. The inputs to PHAST are the set of mappings and the cost of the communication between thread pairs at different levels as determined in the machine characterization step. The level that separates a pair of threads is determined by a given mapping, which in turn imposes a certain communication cost for that pair. PHAST computes the total communication cost by summing all communication costs for all thread pairs for different mappings. PHAST then picks the mapping that leads to minimum total communication cost. The intuition is straightforward, and the gain from a placement will correlate to the amount of reduction in total communication cost. Thus, PHAST picks the mapping that will produce the minimum total communication cost as shown in Algorithm 3.
The complexity of the PHAST algorithm is O(m.n 2 ), where m is the number of available mappings and n is the total number of threads when cost matrix T is pre-computed, 
2 ), where again m is the number of available mappings, n is the total number of threads, and b is the total number of bins when cost matrix T is computed on the fly.
EXPERIMENTAL RESULTS
Experimental Testbed
To perform the experiments, we used George, a Cray XE6m supercomputer. George is composed of 56 compute nodes, and each node is composed of 32GB of RAM and 2 12-core AMD Magny Cours chips. Each core is an out-of-order, three-way superscalar processor. Each core has separate private instruction and data L1 caches each is 64KB and a private 512KB L2 cache. The L1 and L2 caches use an exclusive layout-that is, the L2 cache is a victim cache for the L1 instruction and data caches. Each processor consists of two dies (6 cores each), where the cores on each of these dies have a shared 6MB L3 cache. Every two nodes in the system share a Gemini network chip. The network chips are interconnected using a 2D torus topology network. The system has a peak performance of 10.6TFlops.
In the sense of PHLAME, a level is identified based on sharing some interaction medium. This interaction medium can be either a shared network router (such as the 
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Gemini chip in our testbed) or a shared memory. A leve under PHLAME is therefore recursively defined by having a shared medium of interaction to the units belonging to a lower level. In that sense, our characterization is targeting only levels with no distinction between memory and network, as long as they provide a shared medium for interaction. The difference between a memory and a network router is caught in the characterization as message cost, thereby aiding effective placement of the threads. If memory or networking behavior, from one system to another, differs, then those differences will be captured in the characterization of that target machine and applied accordingly.
We identified the following locality levels in George:
-Four levels belong to the memory hierarchy: We adopted a variant of the crossfire bandwidth (Xfire) benchmark [Conway et al. 2010] . Recall that our system characterization is focused on level-to-level communication for a given pair of threads using different message sizes. In order to assess the bandwidth at a given level, we measure the bandwidth available to each core when all cores are accessing the memory of other cores at that level. For example, at the socket level, to measure the bandwidth between 12-core sockets on the same node, we run 24 threads, each is pinned to one core. Each thread then accesses the data that belong to the threads pinned to the other socket. At the node level, the same is done where cores from one node access the memory of cores from other nodes at the same level. This is also repeated at the chassis level, and so on. In each of the cases, different data sizes are used and all cores are participating while bandwidth measurements are taken.
Experimental Setup
To implement and experimentally verify the concepts presented in this article, we used MPI and UPC as it is the most mature PGAS language today. In the "Grouping Phase" of the clustering algorithm and "Splitting Phase" of the splitting algorithm, we relied on METIS [Karypis and Kumar 1998 ] v5.1.0 to produce the graph partitions. The mappings generated by our algorithms resulted in different numbers of threads assigned to each node. This is not generally allowed in this environment. To be able to launch variable numbers of threads per node and at the same time to control the mapping of the threads, we used the most recent Berkeley UPC compiler v2.20.0 and we modified the GASNet [Bonachea 2002 ] Gemini conduit, as described in Anbar et al. [2014] .
For the UPC application characterization, we modified the Parallel Performance Wizard v3.2 (PPW) [Su et al. 2008] . PPW is a performance analysis tool designed for UPC, MPI (C Bindings Only), and SHMEM programs. To be able to characterize Fortran MPI applications, we modified the Tuning and Analysis Utilities (TAU) v2.24 [Shende and Malony 2006] . We customized PPW and TAU tools to be able to generate communication profiles with fine bin resolution. This entailed making changes to PPW and TAU front and back ends.
Benchmarks
As presented in Section 1, we first used a synthetic benchmark to evaluate the possible gains of PHLAME (Figure 3(a) and (b) . Therefore, we are expecting the gains to grow with the ratio of remote communication and the number of threads.
For real-world workloads, we used all five NAS Parallel Benchmark kernels (Class C), written in UPC [Bailey et al. 1991; El-Ghazawi and Cantonnet 2002] , and the corresponding MPI versions. They represent various computation workloads with a variety of access and communication patterns, as follows:
-NAS CG -Conjugate Gradient: irregular memory access and communication -NAS EP -Embarrassingly Parallel: minimal communication -NAS FT -Discrete 3D Fast Fourier Transform: large, all-to-all communication -NAS IS -Integer Sort: performs many random accesses -NAS MG -Multi-Grid: both short-and long-range communication For completeness, we also included heat diffusion as the sixth benchmark. This benchmark performs a six-point stencil operation in 3D across a large 3D matrix. The benchmark is described by El-Ghazawi et al. [2005] .
Results and Discussion
For each benchmark, we present the results in eight graphs. The UPC-related graphs are on the left, and the MPI-related graphs are on the right. First, the Communication Matrices are shown in parts (a) and (b) of each figure. We obtain it by profiling the application. The communication matrix represents the weighted sum of all the bins used by PHLAME.
Second, the Performance Gains are shown in partd (c) and (d) of each figure while scaling the number of threads from 64 to 1024. The baseline timing is generated by the default partitioning of the underlying Cray testbed, which is representative of the current state-of-the-art driven by common practice, rather than hierarchical locality exploitation. Currently, there is no automated system that provides such a hierarchical locality inspired partitioning, which is introduced in this article. The Cray testbed has three algorithms controlled by the MPICH_RANK_REORDER_METHOD environment variable. The default algorithm that is used by both UPC and MPI runtimes sequentially places threads according to their rank, with disregard to locality, assigning all cores in a node before using another. The other two algorithms are round-robin and folded-rank. We have used the default algorithm, which gave the best performance among the available options, as the baseline. The graphs have four bars representing different placements for each thread count. The y-axis represents the gain as calculated by Equation (4) over the baseline. The performance gain is calculated using following equation:
where T Default (our baseline) and T PHLAME are the real runtimes of the actual programs on the target machine for the default mapping and one of the PHLAME mappings, respectively. T Default is the default execution time on the Cray XE6m testbed (George) without any improvements. T PHLAME is the execution time on the same testbed with PHLAME incorporated. The Relative Communication Costs are shown in parts (e) and (f) of each figure, as calculated in the PHAST algorithm. This graph estimates the reduction in communication cost relative to the default placement. It is used by PHAST to select the best partitioning strategy. Again, the graphs have four bars representing different placements for each thread count. The y-axis represents the ratio of total communication costs of each placement to that of the baseline (default placement).
For the EP kernel, the graphs are not shown as EP is designed to have minimal communication and, as expected, no significant gain is obtained by PHLAME.
For FT (Figure 10) , the large all-to-all communications are difficult to optimize but the performance gain still ranges from 6% to 10% for the UPC case and 2% to 7% in the MPI case. The communication matrices for both UPC and MPI show that the differences in messages between different pairs of threads are small, resulting in almost a solid red color for both versions. Consequently, the reduction in total communication cost is quite small. The UPC achieves higher gain as the baseline performance of MPI is better than that of the UPC.
For MG (Figure 11 ), PHLAME is able to generate a good hierarchical placement that improves the performance by up to 60% in the case of UPC and 35% in the case of MPI. The communication matrices for both UPC and MPI show more locality than the matrices of the FT. The communication matrix of the UPC version shows more opportunities for locality exploitation. Accordingly, the reduction in total communication cost in the UPC case are more than in the MPI version, which in turn leads to more performance gains in UPC than MPI. Like the case of FT, PHAST adaptively selects different algorithms for different number of cores.
For IS (Figure 12 ), although the communication pattern appears to be random, using PHLAME can increase the performance by up to 12% in the UPC case and 9% in the MPI case when using 1024 threads. The reduction in total communication cost is not much in both cases due to the poor degree of locality. The UPC and MPI baseline version performances are close, with that of MPI slightly better. For heat diffusion (Figure 13 ), the gains increase from 7% to 22% in the UPC case as the number of threads is increased. The MPI gains range from 4% to 12%. The communication matrix of the UPC shows a high degree of locality, leading to better performance gains. However, the communication matrix of MPI is showing a very poor degree of locality. The reason for having different communication patterns is that in the MPI version every thread does a max-reduce operation after each step to find the maximum change from the previous step and stops if it reaches some threshold. This leads to an all-to-all communication. Figure 14 presents the results obtained with the NAS CG Benchmark. The performance gains range from 3% to 88% for the UPC version and range from 3% to 40% for the MPI version. The communication matrices of both versions shows high degrees of locality that clearly appear as clusters of communicating threads around the diagonal. The communication within the groups in the UPC version is more dense than the MPI version, which translates to higher degrees of locality in case of UPC.
The significantly larger gains obtained with the non-restricted splitting algorithm are attributed to the particular communication pattern of CG. In Figure 14 (a), we see that clusters or groups of 16 threads communicate intensively with each other. This tight intragroup interaction is due to the high frequency of collective all-reduce operations within each group. The default and the two restricted mappings cause some of these groups to be split and distributed across different nodes, as shown in Figure 15 . Thus, all the extensive communication within a group now goes across the network, leading to high network overhead and, in turn, performance degradation, limiting the amount of improvement. The non-restricted splitting algorithm does not break those groups by using more nodes (see Table I ).
The less dense communication within the groups of the MPI version does not lead to congested networks as in the case of UPC. Accordingly, the MPI version does not have the scalability problem of the UPC version. However, using the non-restricted version and keeping the communication within the groups off the network still helped in achieving high performance gain. Even though more nodes are used, the performance gain is so important that the system usage is greatly reduced (see Figure 16 ). With 1024 threads, it is not possible to preserve these clusters of 16 threads anymore as it would require 64 compute nodes and we only have 56 in our machine (George); this is why the performance gain obtained at 1024 threads is only 30%.
Across all the benchmarks, it is important to note that PHAST achieves 100% accuracy in choosing the best partitioning algorithm always based on the computed relative communication cost.
We also demonstrate that through all the benchmarks (with the only exception of CG at 1024 threads due to the insufficient number of nodes in George), the performance gains increase with the number of cores. This clearly shows that exploiting hierarchical locality becomes more and more important as systems grow, which is critical for extreme scale computing.
CONCLUSION AND FUTURE WORK
Large parallel systems exhibit deeper hierarchies as the technology advances. This introduces different levels with different access latencies and bandwidths across the system, making data locality critical for performance and very complex to handle by the programmer directly through hierarchical programming models. In this work, we present PHLAME, an execution model whose runtime system is designed to exploit the machine's underlying hierarchy by providing a better mapping between activities and processing elements.
Under PHLAME, the programmer is only responsible for the first level of locality, which is afforded by existing locality-aware programming models. A PGAS programming model would be an excellent fit for our approach. The higher levels of locality are handled by the runtime system without hindering the programmer's productivity.
In this article, we presented PHLAME, along with extensive benchmarking and experimentation of the underlying concepts and techniques using a variety of workloads that included all of the UPC NAS Parallel Benchmark kernels and the corresponding MPI versions. We also included a 3D heat diffusion benchmark in both UPC and MPI. Our experiments have shown up to 88% improvement in performance gain. We further show that PHLAME can reduce the overall communication cost up to 15% compared to the default run(s). Even when the communication pattern is uniformly distributed across threads, as in NAS Parallel Benchmark kernel IS, PHLAME showed a performance gain of more than 12%. The performance gains are obtained automatically by the runtime system without any user intervention.
We also propose PHAST, which automatically selects the best hierarchical mapping available. In all of our experiments, PHAST provided 100% accuracy in predicting the mapping with the best performance.
The performance gains obtained by exploiting hierarchical locality increased with the number of cores in all of our experiments. This is why we believe that the PHLAME approach will be essential for extreme scale computing systems with deep hierarchies, as will be the case for Petascale systems and beyond.
Future work will include modeling that can enable studying extreme what-if scenarios and investigating the exploitation of hierarchical locality under dynamic parallelism.
