The critical behaviour of statistical models with long-range interactions exhibits distinct regimes as a function of ρ, the power of the interaction strength decay. For ρ large enough, ρ > ρ sr , the critical behaviour is observed to coincide with that of the short-range model. However, there are controversial aspects regarding this picture, one of which is the value of the short-range threshold ρ sr in the case of the long-range XY model in two dimensions. We study the 2d XY model on the diluted graph, a sparse graph obtained from the 2d lattice by rewiring links with probability decaying with the Euclidean distance of the lattice as |r| −ρ , which is expected to feature the same critical behavior of the long range model. Through Monte Carlo sampling and finite-size analysis of the spontaneous magnetisation and of the Binder cumulant, we present numerical evidence that ρ sr = 4. According to such a result, one expects the model to belong to the Berezinskii-KosterlitzThouless (BKT) universality class for ρ ≥ 4, and to present a 2 nd -order transition for ρ < 4. 1 arXiv:1905.06688v1 [cond-mat.stat-mech]
from 0 to η sr = η(∞), i.e. the value of anomalous dimension in the short range model.
However, Sak
28 introduced a different picture in which η(ρ) = 2 + d − ρ is continuous and the long-short range transition arises when ρ sr = 2 + d − η sr (the value for which η(ρ) = η sr ). This picture was confirmed by Monte Carlo (MC) simulations for the Ising model, 29 and contrasted by subsequent numerical work 30, 31 which proposed a non-mean field correction to η(ρ) recovering ρ sr = 2 + d, as in Fisher's work. Recently, further numerical work 26 has shown that logarithmic corrections undermine the numerical estimation of the critical exponents in ref. 30, 31 and they propose Sak's theory as the simplest explanation of the observed results. Moreover, Sak's result ρ sr = 2 + d − η sr has been recovered by using the functional renormalization group beyond the local potential approximation, 19 the equivalence of the free energy finite size scaling, 26, [32] [33] [34] and perturbation theory.
35,36
The value of ρ sr in the case of the two-dimensional XY model (n = 2, d = 2) is particularly controversial. A blind application of the functional renormalisation group provides, for the anomalous dimension of the two-dimensional XY model, η sr (n, d) = 0 and, hence, ρ sr = 4.
19,37
However, at the BKT transition η (BKT) sr = 1/4 and, consequently, the application of Sak's formula would give ρ sr = 3.75, which is consistent with the numerical results of ref. 24 We notice that, for the two-dimensional XY model, ρ sr separates two completely different critial behaviours: for ρ > ρ sr , a topological phase transition takes place, while for ρ < ρ sr , it is expected a standard transition to a magnetic phase.
If the correct value was ρ sr = 3.75, the system would present a peculiar phase for ρ ∈ (3.75 : 4). As a matter of fact, it is known that the existence of a magnetised low-temperature phase for continuous symmetry models on a graph is determined by its spectral dimension, 39 for a two-dimensional lattice with long range interactions showing that d s > 2 as soon as ρ < 4. As a consequence, the long-range two-dimensional XY model is expected to exhibit spontaneous magnetisation at under-critical temperatures for ρ < 4, in agreement with further exact results. 18, 19, 40, 41 Therefore, ρ sr = 3.75 would imply that for 3.75 < ρ < 4 the system would be both magnetised and it would feature some characteristics of the BKT class, making the interval ρ ∈ (3.75 : 4) particularly interesting.
An important point is that much about the critical behaviour of the long range XY model has been studied when it is defined on the long-range diluted graph, a sparse graph obtained from a regular lattice with links rewired with probability decaying according to the same power ρ of the interaction decay. Interestingly, the diluted graph interpolates between the reference (regular) lattice in d dimensions, for ρ → ∞, and a random graph, for ρ → 0.
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Moreover, the numerical study in ref. 24 suggests that the long-range diluted graph has the same spectral dimension as its fully connected long range counterpart.
It is, hence, expected that (ρ, d)-long range diluted O(n) models in d dimensions present the same universality class as their fully connected equivalents with long-range interactions, decaying with the same power ρ of the distance in a d-dimensional lattice. 26, [32] [33] [34] 42 This mapping is believed to hold, it is known to be at least approximately valid and it has been studied in 24 in the case of the 2d XY model. Therefore, the long-range diluted graph provides a valid testing ground to investigate the nature of the XY low temperature phase and the value of ρ sr .
In this article we study the long-range diluted XY model and we provide rather unambiguous numerical evidence of the fact that in the interval 3.75 < ρ < 4, the system: (1) presents spontaneous magnetisation, and (2) is not scale invariant for under-critical temperatures.
These results confirm the generalised Mermin-Wagner direct and inverse theorems 22, 38 and suggests, in agreement with 19 , that the long range XY model belongs to the BKT universality class as far as ρ > ρ sr = 4.
In the following section we will define the model. In section III we will present the numerical protocol that we have used, and the objectives of our article. Section IV is to present the results, while our conclusions are drawn in section V.
II. THE LONG-RANGE DILUTED XY MODEL {sec:contex
The long-range diluted XY model is defined by the Hamiltonian:
where s j , j = 1, . . . , N , is the degree of freedom of the j-th site, is a two-dimensional vector with unit norm, and where A is the adjacency matrix, A i,j = 0, 1, of an undirected network that belongs to the ensemble of long-range dilute graphs. They are such that the probability of a link between two sites i, j, A ij = 1 is proportional to |r ij | −ρ , being |r ij | its distance in a reference hypercubic d-dimensional lattice, constrained such that the number of links in the (from left to right). The total number of links is constant,
graph is a fixed, extensive number, N l = N i<j=1 A ij , being N l = 2N for periodic boundary conditions (for details on the numerical construction of this graph see 24 and appendix B).
When ρ → ∞, only nearest neighbors of the original d-dimensional lattice survive since their probability is infinitely larger than that of longer range links, while, in the limit ρ → 0, the probability of a given link does not depend on r ij , and the ensemble of graphs coincides with theËrdos-Rényi ensemble with N nodes and N l links. In fig. 1 we show three realizations of long-range dilute graphs for d = 2, N = 16 2 , and three values of ρ.
As we already mentioned in the introduction, it is believed that the critical behaviour of (d, ρ)-diluted models coincides with that of their long-range equivalents at the same value of d and ρ. Indeed, in ref. 24 , for the XY model in d = 2 the three regimes (mean field, ρ-dependent non-mean field, short range) have been found, with a strong numerical evidence for ρ mf = 3d/2 and a moderate numerical evidence for the more subtle estimation ρ sr 3.75.
However, the question of the presence of spontaneous magnetisation has not been directly addressed in ref. 24 .
As explained in the introduction, the XY model is known to present spontaneous magnetisation only when defined in graphs of spectral dimensions d s > 2. 22, 38 Both for the long range and the diluted graph the spectral dimension is known to be: This provides a motivation for the study of the critical behavior for ρ ∈ (3.75 : 4). We will show that our numerical results are compatible with the hypothesis (C) since the system at low temperature presents spontaneous magnetization and no scale invariance, confirming the generalized inverse Mermin-Wagner theorem.
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III. METHODS {sec:method
We will numerically address, by means of Monte Carlo sampling and finite size scaling, whether the long-range diluted 2d XY model presents spontaneous magnetization and whether it presents scale invariance for ρ in the interval (3.75 : 4) . For this purpose we will focus on the case ρ = 3.875 in the middle point of the interval under study. Other observables. We have also considered other thermodynamic quantities, mainly: . We will present them in the following section.
C. Numerical protocol
Description of the simulations. For our analysis we have employed Monte Carlo sampling in the canonical ensemble at inverse temperature β, using the Metropolis algorithm. global magnetisation (equation (5)) of each configuration have been saved in memory every Furthermore, in Appendix C, we show further numerical evidence of the fact that, in the ρ = 3.875 case, the average modulus of the magnetisation is compatible with the law:
We conclude that the data regarding the absolute value of the magnetisation strongly suggests that the ρ = 3.875 dilute XY model exhibits spontaneous magnetisation below the critical temperature, while for ρ = 4.5 this is not the case, as predicted by the generalized Mermin-Wagner theorem. In this section we will refer to realisation a single implementation of the MC Markov chain with given initial conditions, sequence of random numbers and realisation of the graph. The average over realisations is denoted by [·] , while the average over the n meas temporal measures within a single realisation is denoted by · .
Jack-Knife error estimation in a single realisation
Within a realisation, the observables at different times are, in general, correlated, so that the statistical error associated to the average of an observable O is larger than the naive standard deviation of the sequence of measures, σ O /n meas 1/2 . We now explain the way in which the uncorrelated error, σ r , of the ensemble average within the r-th realisation, O r (or, in general, in an arbitrary sequence of n meas of observables), is estimated. We have used the Jack-Knife method for error estimation. 43, 52 The dataset {m(t)} nmeas t=1
of measures of the total magnetization is divided into blocks of size b. The Jack-Knife estimator for the
where j runs from 1 to the number of blocks n b = int(n meas /b), O (j,b) is the observable averaged over the set of magnetisations in the j−th block, and O (b) is the average over j of the later quantity.
For large blocksize b, the square root of the Jack-Knife variance, σ (b) , does not depend on b within its statistical error (see below) and it becomes a fair error for O . This estimation coincides with the one obtained from the more immediate Bootstrap method. 43, 52 However, the Jack-Knife method also allows for the estimation of the correlation time associated to O (given N , β, and the algorithm used):
43,52
where σ (b) 2 is the Jack-Knife variance for large enough blocksizes b, and σ
2
O is the naive variance of the series of O(t) measurements from which the average O has been computed.
The last equation has been used to estimate the correlation times that we present in the following subsection.
We remark that the Jack-Knife method not only allows to estimate the standard deviation of correlated variables, but also to compute the error of an observable of the data O[{s i } i ], beyond linear propagation, and to estimate the error of the error (the error of σ 2 (b) , since it obeys a χ 2 -distribution 52 ). We have used such an estimation for the error of the error in order to estimate, given N , β and the observable, the minimum blocksize b min such that σ do not change within its errors for b > b min . Furthermore, the error of the error has been used to plot the error bars corresponding to the various correlation times, τ , in the following section.
Finally, the standard deviation associated to O within a single realisation r, σ r , is estimated as σ (b min ) .
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2. Intra-graph and inter-graph error estimation
As we have anticipated, we have estimated the statistical uncertainty of the average (over graph and time) of a generic observable, [ O ], in three different ways. 
As the standard deviation of the single-realization measure
3. As the Jack-Knife error associated to the MC measures in the concatenated series of MC simulations corresponding to different realisations, treating them as a single equilibrated simulation in which also the graph realisation has changed.
While (1) 
Correlation times
We have estimated the correlation times of different observables by means of equation (A2) and using a dedicated, particularly long simulation with ρ = 4.5, N = 512 2 , β = 1.05, n MCS 1.34 · 10 8 . In particular, we present τ (b) vs b in fig. 7 , for a series of observables:
the susceptibility, the modulus square of the magnetisation, the single component of the magnetisation, the argument of the magnetisation, the modulus of the magnetisation, the susceptibility of the modulus of the magnetisation, the Binder cumulant: 
As it is apparent from fig. 7 , the correlation times of the observables explicitly depending on the single components m x,y , through a functional dependence different from the modulus, |m|, exhibit very large values of τ (b) , much larger than the simulation time n MCS ∼ 2·10 6 and, most importantly, they increase monotonously with the block size in a statistically significant way, indicating that τ (b) (and, consequently, the error σ (b) ) is an underestimation of the real correlation time and, consequently, that the observable is not thermalised. Oppositely, the observables depending on |m| only, exhibit a value of τ (b) which is constant in b within their errors, and that is lower than the simulation time.
The correlation time of the observable |m| is moderate (τ 10 5 ): independently of the average global angle of the magnetisation vector, the system quickly acquires the equilibrium value of |m| . However, the Hamiltonian is invariant under global rotations of all the spins, implying an enormous correlation time of the observable φ and of all observables explicitly depending on the single components of the magnetization, whose error, proportional to τ (b)
(A2), is underestimated. This prevents equilibrium measurements of the observables χ and m , at least in this circumstances and for the used algorithms.
For the rest of the observables, presenting a low correlation time, the effective number of uncorrelated measures (given an observable, N , β and ρ) is of the order of n meas divided by the correlation time in units of t s , or n meas t s /τ (b) (see eq. A2).
factor. Afterwards, the following set of operations is sequentially performed, N l times: a distance, d, is extracted with its relative probability, P (d); a lattice site i is then chosen at random; a random neighbor, j, of i, is chosen at random among those satisfying the constraint |r ij | = d, considering the given boundary conditions; the link ij is, then, created.
The neighbor j is taken from a lookup table, fig. 8 ).
Appendix C: Finite-size scaling of the Binder cumulant in the low-temperature phase {sec:binder
In sec. IV B we have shown that, in the ρ = 3.875 case where the system is expected to exhibit a second-order phase transition, the Binder cumulant approaches its thermodynamic value, 1, with a slow power-law dependence with the size: 1−B ∼ N −x B with x B 1/4. We will argue in this section that such a law is compatible with a dependence of the absolute value of the magnetisation with the size of the type:
where µ ∞ (β) = |m| (∞, β), c ρ,β is a function of ρ and β only, and the exponent x 1/8 for ρ = 3.875, independent of temperature. Afterwards, we will show that, indeed, the value We consider the XY model for ρ < ρ * , when it presents a second-order phase transition. We assume that the probability distribution of the magnetisation in a single realisation of the graph is a product of two independent Gaussian distributions on its components, given a single realisation of the graph and a single initial condition: p N (m) = N (m x |µ x , σ 2 ) × N (m y |µ y , σ 2 ). In the ferromagnetic phase, µ x,y are nonzero in general, while in the paramagnetic phase they vanish. The variance of the distribution is proportional to the susceptibility, σ 2 = χ/(2N ). We are interested in the finite-size scaling of the quantity: We will suppose that, in the low-temperature phase, the N -dependence of |m| is |m| = µ ∞ (β) + c β N −x . We will omit the β-dependence of these constants, as we have done with 
