Using of the principle of subordination, we investigate some subordination and convolution properties for classes of multivalent functions under certain assumptions on the parameters involved, which are defined by a generalized fractional differintegral operator under certain assumptions on the parameters involved.
Introduction and Definitions
Denote by A(p) the class of analytic and p-valent functions of the form:
a p+n z p+n (p ∈ N = {1, 2, ...}; z ∈ U = {z ∈ C : |z| < 1}).
For functions f , g analytic in U, f is subordinate to g, written f (z) ≺ g(z) if there exists a function w, analytic in U with w(0) = 0 and |w(z)| < 1, such that f (z) = g(w(z)), z ∈ U. If g is univalent in U, then (see [1, 2] ):
f (z) ≺ g(z) ⇔ f (0) = g(0) and f (U) ⊂ g(U).
If ϕ(z) is analytic in U and satisfies:
then ϕ is a solution of (2) . The univalent function q is called dominant, if ϕ(z) ≺ q(z) for all ϕ.
A dominant q is called the best dominant, if q(z) ≺ q(z) for all dominants q. (λ) n := Γ (λ + n) Γ (λ) .
We will recall some definitions that will be used in our paper.
For f (z) ∈ A(p), we have:
where " * " stands for convolution of two power series, and q F s (q ≤ s + 1; q, s ∈ N 0 = N ∪ {0}) is the well-known generalized hypergeometric function.
Let:
and:
Tang et al. [9] (see also [10] [11] [12] [13] [14] [15] ) defined the operator H λ,δ p,η,µ : A(p) → A(p), where:
It is easy to verify that:
By using the operator H λ,δ p,η,µ , we introduce the following class.
which is equivalent to:
For convenience, we write T λ,δ
In this paper, we investigate some subordination and convolution properties for classes of multivalent functions, which are defined by a generalized fractional differintegral operator. The theory of subordination received great attention, particularly in many subclasses of univalent and multivalent functions (see, for example, [13, [15] [16] [17] ).
Preliminaries
To prove our main results, we shall need the following lemmas. Lemma 1. [18] . Let h be an analytic and convex (univalent) function in U with h(0) = 1. Additionally, let φ given by:
be analytic in U. If:
then:
and ψ is the best dominant of (6).
Denote by P(ς) the class of functions Φ given by:
which are analytic in U and satisfy the following inequality:
Using the well-known growth theorem for the Carathéodory functions (cf., e.g., [19] ), we may easily deduce the following result:
Lemma 3. [20] . For 0 ≤ ς 1 , ς 2 < 1,
The result is the best possible. 
and this is the best dominant.
(ii) If B = 0 and |νA| < π and if ϕ satisfies:
and all z ∈ U. If p(z) = 1 + p 1 z + p 2 z 2 + ..., is analytic in U and if:
Lemma 6. [22] . Let ψ (z) be analytic in U with ψ(0) = 1 and ψ(z) = 0 for all z. If there exist two points z 1 , z 2 ∈ U such that:
for some ρ 1 and ρ 2 (ρ 1 , ρ 2 > 0) and for all z (|z| < |z 1 | = |z 2 |) , then:
where:
Properties Involving H λ,δ p,η,µ
Unless otherwise mentioned, we assume throughout this paper that 
The estimate in (13) is sharp.
Proof. Let:
Then, φ is analytic in U. After some computations, we get:
Now, by using Lemma 1, we deduce that:
or, equivalently,
and so:
Since:
The inequality (13) now follows from (16) and (17) . To prove that the result is sharp, let:
Now, for f (z) defined by (18), we have:
Letting z → −1, we obtain:
which ends our proof.
Putting θ = 1 and using Lemma 1 for Equation (15) in Theorem 1, we obtain the following example.
Example 1. Let the function f (z) ∈ A(p).
Then, following containment property holds,
Using (4) instead of (3) in Theorem 1, one can prove the following theorem.
The result is sharp.
Putting θ = 1 in Theorem 2, we obtain the following example.
Example 2. Let the function f (z) ∈ A(p). Then, following inclusion property holds
For a function f ∈ A(p), the generalized Bernardi-Libera-Livingston integeral operator F p,γ is defined by (see [23] ):
Proof. Since
Now, the first part of this lemma follows. Furthermore,
If we replace f (z) by H λ,δ p,η,µ f (z) and using the first part of this lemma, we get (21) .
and F p,γ defined by (20) . Then:
Then, φ is analytic in U. After some calculations, we have:
Employing the same technique that was used in proving Theorem 1, the remaining part of the theorem can be proven. 
The result is possible when B 1 = B 2 = −1.
Now, by using (33) in (32) and then appealing to Lemma 2, we have:
When B 1 = B 2 = −1, we consider the functions f i (z) ∈ A(p) (i = 1, 2), which satisfy (25), are defined by:
Thus, it follows from (32) that:
which evidently ends the proof.
Theorem 5.
Let υ ∈ C * , and let A, B ∈ C with A = B and |B| ≤ 1. Suppose that: Proof. Putting:
Assume that z 1 , z 2 are two points in U such that the condition (9) is satisfied, then by Lemma 6, we obtain (10) under the constraint (11 
