We present a Bayesian inversion method for the joint infer- and is demonstrated to achieve better performance than the Karhunen-Loève 15 expansion. We illustrate our inversion approach using synthetic (error cor- 
Introduction
High-parameter dimensionality poses considerable challenges for the inversion of ground- 
Methods
For ease of understanding, we proceed first by describing the general circulant em-118 bedding technique in section 2.1. Next, section 2.2 details our proposed dimensionality 119 reduction approach.This step is of utmost importance as it reduces significantly the di-120 mensionality of the parameter space used by the circulant embedding, thereby enabling
121
Bayesian inference via MCMC simulation. Section 2.3 then compares for different lev-122 els of dimensionality reduction the proposed approach against the KL transform, before 123 sections 2.4, 2.5 and 2.6 present the other ingredients of our inversion approach. 
Stationary Gaussian Process Generation via Circulant Embedding
We use the stationary Gaussian process generation through circulant embedding of the 125 covariance matrix proposed by Dietrich and Newsam [1997] [see also the excellent review 126 by Kroese and Botev , 2013] . We provide herein a short description of this methodology 127 for a 2D domain but extension to a 3D grid is straightforward. Further details on the 128 method can be found in the cited references. 
161
The use of circulant embedding for generating multi-Gaussian fields (section 2.1) 162 has several attractive features, one of which is that it enables joint inference by fast experience with FFT-MA suggests the need for a larger embedding domain than for the 177 standard approach to produce consistent multi-Gaussian fields with long integral scales.
178
Coupling FFT-MA with dimensionality reduction also led to reconstructed models that 179 are less accurate than those derived from coupling of dimensionality reduction with the 180 classical circulant embedding approach (see also section 2.3).
Dimensionality Reduction by One-dimensional FFT Interpolation
We take advantage of one-dimensional interpolation to significantly reduce the dimen-182 sionality of the parameter space. More specifically, we employ one-dimensional interpola-
183
tion by the FFT method to resample two lower-dimensional vectors of standard normal 184 variates, say r 1 and r 2 , to two sets of (2m − 1) (2n − 1) equally spaced points, hereafter 185 referred to as z 1 and z 2 . The reconstructed vectors z 1 and z 2 can then be reshaped into 186 the matrices Z 1 and Z 2 (see equation (2)). In this work, r 1 and r 2 have a dimensionality 187 that is one to two orders of magnitude lower than that of z 1 and z 2 .
188
The original low-dimensional r 1 and r 2 vectors are thus transformed to the Fourier 189 domain using FFT and then transformed back with (2m − 1) (2n − 1) points to produce 6. Reshape the z 1 and z 2 vectors into the two matrices Z 1 and Z 2 , respectively.
216
7. Fourier transform the product of the complex Gaussian matrix Z = Z 1 + iZ 2 with 217 the square-root of Ω to obtain two fields in the spatial domain (a real-valued and an 218 imaginary one).
219
Lastly, we would like to stress that our dimensionality reduction approach is funda- number of "super parameters" or dimensionality reduction variables (e.g., elements of r)
225
considered. This is demonstrated in the next section. 
Effects of the Dimensionality Reduction
We first investigate the trade-off between dimensionality reduction and the accuracy of 227 reconstruction, that is, the degree to which the statistical properties of the reconstructed 228 field match those derived from direct generation of the original field. To highlight the 229 essential differences between our approach and the KL expansion, the latter is included 230 in our analysis.
231
An anisotropic exponential variogram with short integral scales is considered for re-232 construction of a 100 × 100 field (that is, 10,000 grid points). This variogram model 233 characterizes the log conductivity of the reference field used in our inversions (Table 1   234 and Figure 1a ). whereas the associated correlation lengths remain slightly overestimated (not shown).
267
We conclude from this analysis that the proposed dimensionality reduction approach
268
(1) is well suited to reconstruction of multi-Gaussian fields, and (2) outperforms the KL transform in cases of short and moderate-lag correlation(s 
290
with covariance function C (|h|) = −γ (|h|) + v. 
Joint Inference of Conductivity Fields and Variogram Parameters
In the Bayesian paradigm, the unknown model parameters, θ, are viewed as random 300 variables with a posterior probability density function (pdf), p (θ|d), given by
302 where L (θ|d) ≡ p (d|θ) signifies the likelihood function of θ. The normalization factor inference. In the remainder of this paper, we will thus focus on the unnormalized density 
328
If we assume the N-vector of residual errors (differences between the measured and 329 simulated data), e, to be Gaussian distributed, uncorrelated and with constant variance,
e , the likelihood function of θ can be written as
is a set of measurements, and F (θ) is a deterministic "forward" Table 1 ).
335
The number of parameters sampled with MCMC is thus equivalent to the number of DR 336 variables plus seven. This equates to a total of 257 parameters for the first MCMC trial 337 with 250 DR variables, and 1007 parameters for the second trial with 1000 DR variables.
338
The standard normal distribution of z 1 and z 2 (and thus r 1 and r 2 ) can be enforced by 339 the use of a standard normal prior Gaussian white noise using a standard deviation equivalent to 5% of the mean observed variance of the log-conductivity field, whereas the anisotropy angle, A, is set to 75 degrees.
366
In the absence of prior information about the geostatistical parameters (with exception 367 of the ranges of the search space), we assumed either uniform or Jeffreys [1946] (that is, 368 log-uniform) truncated individual priors that span a wide range of values. We selected a 369 bounded uniform prior for m and a bounded Jeffreys prior for v. This is a common choice 370 in the inference of multi-Gaussian fields [e.g., Box and Tiao, 1973; Rubin et al., 2010] .
371
We chose bounded uniform priors for I M , A, and R I , and a bounded Jeffreys prior for 372 ν. Also, a Jeffreys prior is selected for σ e . 
416
To investigate the bias introduced by the dimensionality reduction in the posterior es- exploration, details of which will be presented in section 4 of this paper.
475
For proper convergence assessment, we performed three (independent) SGS trials using 476 starting points drawn randomly from the prior distribution. Because of the associated 477 computational costs, we terminated the calculation after a total of 500,000 FEs (that is, therefore equal to n V × n K × n f .
(horizontal black line). Nevertheless, it is evident that SGS is unable to converge
p (θ V , θ K |d) ∝ p (θ V ) p (θ K |θ V ) p (d|θ V , θ K ) ,(10)
560
We used 49 anchors on a regular grid (Figure 10a ) and set n V to 500, n K to 12 and n f to 561 100, leading to a total computational budget of 600,000 FEs. The 500 samples from p (θ V )
562
were drawn randomly using Latin hypercube sampling. Our values for n V , n K and n f are might not be optimal. We would like to stress, however, that a total of 600,000 FEs for 568 MAD is justified. Indeed, a computational budget of only 500,000 FEs was assigned to 569 our proposed inversion approach (section 3.2) and the SGS method (section 3.3.1). advantage of multi-processor resources. We did so herein using an 8-core workstation, 
Conclusions
This paper presents a novel Bayesian inversion scheme for the simultaneous estima-621 tion of high-dimensional multi-Gaussian conductivity fields and associated geostatistical properties from indirect hydrological data. Our method merges Gaussian process gener- the unconditional simulated value is taken out and replaced by the conditioning datum.
664
In the vicinity of a conditioning data location, the kriging operator smooths the change 665 between the conditioning data and the unconditional simulated values outside the range of kriged values. The conditioning is therefore exact at data locations whereas beyond 667 the correction range, the conditional simulated values will be the unconditional simulated 668 values.
669
Using matrix notation, the λ i in equation (A1) are obtained for a random field with
672
where C df is the n y × (m × n) matrix of covariances between data and target field values,
673
C dd is the data-to-data covariance matrix, and the superscripts T and −1 denote transpose 674 and inverse matrix operations, respectively. 
(g) (h) (i) Figure 5 . Marginal prior and posterior distributions of (a) the standard deviation of the residual errors, (b-g) the six geostatistical parameters, and (h) the first (r 1 ), and (i) last (r MAX ) elements of the r vector for the inversion with 250 (blue lines) and 1000 (dashed red lines) DR variables. The distributions are derived from kernel density smoothing using the last 90% of the samples generated by DREAM (ZS) . The parameter values used for creating the reference field are separately indicated with a vertical black line. Since the reference field was generated without dimensionality reduction, there are no true values for r 1 and r MAX . The r MAX parameter is either r 250 (blue line) or r 1000 (red dashed line), whereas the respective r 1 and r MAX distributions derived from the inversions with 250 and 1000 DR variables are grouped into the same plots for visual convenience only. There is no reason for these distributions to be similar across inversions. (a) Evolution of theR convergence diagnostic [Gelman and Rubin, 1992] for the total computational budget of 500,000 model evaluations of the three SGS trials. We only plot traces (color coded) of the six geostatistical parameters and σ e . (b) and (c) Marginal posterior distributions (red lines) of v and I M derived from the last 90% of the samples generated with the three different SGS trials. Kernel density smoothing is applied. The prior distribution is indicated by a gray line, and the true values by the vertical black lines. (d) Mean autocorrelation function (ACF) of the 10,000 log-conductivity grid values derived from DREAM (ZS) (blue line) or SGS (red line) for lags 0 to 5000. The lag-k autocorrelation is defined as the correlation between draws k lags apart. Listed statistics are computed for the last 50,000 log-conductivity fields sampled in the eight DREAM (ZS) chains or the three independent SGS chains. The average of the chains is presented. This simply demonstrates that the method cannot converge properly within the assigned computational budget of 600,000 model evaluations.
