We describe an algorithm that computes polynomials whose roots are the coefficients of any specific order of the Laurent series of a rational function. The algorithm uses only rational operations in the coeff• field of the function. This allows us to compute with the principal parts of the Laurent series, in particular with the residues of the function, without factoring or splitting its denominator. As applications, we get a generalisation of the residue formulas used in symbolic integration algorithms to nth-order formulas. We also get an algorithm that computes explicitly the principal parts at all the poles simultaneously, while computing in the field generated by the coefficients of the series instead of the one generated by the poles of the function. This yields an improved version of the necessary conditions for the various cases of Kovacic's algorithm, that expresses those conditions in the smallest possible extension field.
Introduction
The residues of complex functions at their isolated singularities arise from their Laurent series expansions at those singularities. They are used in complex integration and definite real integration [5] . They can also be defined algebraically for rational functions over an algebraically closed field as some coefficients of the P-adic expansions at the poles of the function [3] . These "algebraic" residues, which are equivalent to the analytic residues in the complex rational function case, are used in symbolic integration algorithms (e.g. [7] ). Furthermore, some other coefficients of the P-adic expansions, which we call the "higher-order residues" are used in algorithms that look for closed form solutions of differential equations [1] . The main computational problem is that computing the Laurent series of a rational function over a field K requires extensive computations in an algebraic closure of K, or more precisely in the splitting field of the denominator of the function, which is in general ineffective. This is particularly wasteful since it can happen that the field generated by the residues has a much lower degree over K than this splitting field. For this reason, a special case formula has been devised [6, 7] which computes a polynomial whose roots are exactly the residues of a rational function, provided that it has only simple poles. In this paper, we generalize this formula and obtain a family of polynomials whose roots are precise subsets of the coefficients of the Laurent series of a rational function with poles of arbitrary order. Together, these polynomials cover all the coefficients corresponding to negative exponents in the series. All the computations are done in the coefficient field of the function and only involve rational operations. As applications we can determine the smallest extension field containing the residues of a function, and compute the principal parts of the Laurent series at all its poles while computing only in the field generated by the coefficients of the series. This field is always contained in the field generated by the poles of the function and can often be much smaller. At the end, we apply this algorithm to test necessary conditions for the 3 cases of Kovacic's algorithm [1] in the smallest possible extension field.
Talylor and Laurent Series
Let k be an algebraically closed field of characteristic 0 and x be an indeterminate over k. We recall in this section the definition of the P-adic series expansions, and show that they are the algebraic analogues of the Taylor and Laurent series for complex functions.
Notation:
The only derivation used in this paper is '= d/dx, and g(O denotes the i th derivative of g with respect to x. We also write g' and g" for g (1) and ga) respectively. 
xJ\{O}, va(A/B) = va(A) -v.(B).
The local ring at a is defined by
Finally, the value at a is the map q5,:(9, ~ k defined by: let fe(9, and write f = A/B with A, Bak [x] , (A,B)= (1) and B r 0. Since feO,, (B,x-a)= (1), so there exist C, Dek [x] 
It is easily checked that 4~, is well-defined on (9 4, and that q~a(f)= A(a)C(a)= A(a)/B(a). By analogy with complex functions, we write f(a) for @a(f)-Let fs(9,, and define the sequence S I = (f,), >__o by {fo =f
This definition corresponds to the construction described in [3] for the P-adic series. The following Lemma shows that S I is well-defined: Lemma 1. Let re(9. and Sy be given by (1) . Then, f.e(9 a for n > O.
Proof. By induction on n. f0 = f~(9., so let n > 0 and suppose that f.~(9. In order to show that these expansions are the usual Taylor series in the complex case, we prove that they satisfy Taylor's formula. 
Since (x -a) (i) = 0 for i > 2, the only nonzero terms in the above sum are the terms for i = 0 and i = 1, and the Lemma follows 9 [] Lemma 3 (Tayior's formula). Let f E(9~ and S z be given by (1) . Then,
Proof. fo(a) = f(a) =f(~ so the formula holds for n = 0, so suppose that n > 0. We prove by induction on q a slightly stronger result: that
holds for m > 0, n > 0 and 0 < q < n. Since ~" (2) holds for q = 0. Suppose now that (2) holds for a given q, 0 < q < n. From the definition of SI, we have fm+q = (x -a)fm+q+ ~ + fm+q(a). And n -q > 0, so, by Lemma 
so (2) holds for q + I. Plugging in m = 0 and q = n in (2), we get
which is Taylor's formula. [] Since Taylor's formula holds in k, the P-adic expansions for elements of (9 a are exactly the Taylor series expansions for complex rational functions.
Let fek(x) and suppose that fr
f, has a P-adic expansion at x = a of the form ~ b,(x -a)". We define the P-adic expansion off at x = a to be the series
where a, = b, + ~ for n > v,(f). Applying Taylor's formula to fo, we find
At.
The P-adic expansions for elements of k(x)\C% are exactly the Laurent series expansions for complex rational functions. The coefficient a_ 1 is called the residue of f at x = a. We extend this terminology to the other coefficients.
Definition 2. Let f ek(x) and m > O. The residue of order m of f at x = a is the coefficient of (x -a)-" in the P-adic expansion of f at x = a.
The residues of order 1 of f are just called the residues of f and correspond to the usual residues for complex functions.
Rational Computation of the Residues
We show in this section that we can compute the residues of f of any order without factoring the denominator of f or extending the coefficient field of f. We note that, since the only denominators involving u in h are powers of u, the Q in formula (5) can be of the form Q = utq for some integer t > 0 and qsK [x] .
We now claim that the roots of B,,,(f) in/( are exactly the residues of order m of f at its poles of order n in/s q Let el .... , aqe/( be the distinct poles off of order n in/(. 
B,m(f)= resultantx( G-t Q D ~, ,)
where G = gcd(P, Q)EK [x] .
As a consequence, we can compute a polynomial whose roots are exactly all the (usual) residues of f at all its poles. (6) .
Corollary 1 (Residues

n=l
In addition, it is often useful to compute quantities involving both the residues and the poles at which they appear. It is clear from the proof of Theorem 1 that multiple roots of B,m(f) correspond to residues of order m appearing at several poles of order n of f. The following Theorem, which generalizes the result of [4] , shows that one can separate the poles of order n into subsets having the same residue of order m without extending K. 
Special Cases
For any specific values of n and m, we can compute a closed-form formula for B,m(f) in terms of its numerator and denominator, by applying the algorithm of the previous section with symbolic A and D,. We describe in this section the cases for m = n which corresponds to the leading coefficient of the Laurent series expansions of f, and for m = n -1. Let K be a field of characteristic 0,/~ be an algebraic closure of K, x and t be indeterminates over K, and fsK(x). 
Corollary 2 (Leading Coefficients). Let nsZ, 1 < n < p. Then, the leading coefficients of the Laurent series off at all its poles of order n in K are exactly all the roots in K of L,(f)= resultant~(A * '" -tD. D,, Dn)eK[t].
Proof. Plugging in m = n in the algorithm of the previous section, (4) in that case, and this is precisely the Trager-Rothstein resultant used in symbolic integration algorithms [6, 7] .
Corollary 3. Let neZ, 2 <_ n < p. Then, the residues of order n-1 off at all its poles of order n in K are exactly all the roots in K of M,(f) = resultantx(A'D* D', -AD,*' D,' -n2 A D'D", , -tD*2 D'"+ I, D,).
Proof. Plugging in m = n -1 in the algorithm of the previous section, (4) It is clear from the above Corollary that a closed form formula for B,,,(f) can be derived in terms of n for any particular values of n -m. The size of these formulas grows however with a rate similar to the size of (u") (q) as q goes from 0 to n. 
Computation of the Principal Parts
B~l(f)=resultantx(~--t ~,x2 + l)= 729(2t--1) 2.
Bll has a double zero t = 1/2, and the remainder of degree 2 in x in the subresultant algorithm is Gl12(f)(x, t) = x 2 + 1, so G 112(f)(x, 1/2) = x 2 + 1 so the principal parts B33 has a double zero t = 17 and the remainder of degree 2 in x in the subresultant algorithm is G332(f)(x, t) = x 2 -2.
For m = 2, we differentiate (7) once, obtaining 10X 8 --7X 6 --9x 4 + 70X 2 -+-8 (6X 9 --15x 7 + 57x 5 + 102x 3 + 24x)u' h-(X 4 + 2x 2 + 1)U 2 (x 4 + 2X 2 + 1)u 3 D 3 --2 so we get/3 = 14x9 + x 7 _ 75x 5 + 38x 3 _ 8x, (~ = 16x 8 + 32x 6 + 16x 4, and G = x. Hence,
Ba2 = resultant x ~-t ~,
B32 has a double zero t = 0, and the remainder of degree 2 in x in the subresultant algorithm is G322(f)(x, t) = x 2 -2.
For m = 1, we differentiate (7) twice and divide by 2 !, obtaining a formula for h in terms of x,u,u' and u". Replacing u by 2x, u' by 1 and u" by 0, we get /~ = 2X 6 -k 6X 4 + 6X 2 --25, (~ = 2x 6 q-6X 4 + 6X 2 + 2, and G = 1. Hence,
B31 has a double zero t = 1/2, and the remainder of degree 2 in x in the subresultant algorithm is G312(f)(x, t) = x 2 -2.
We find that
so the principal parts of the Laurent series of f at f12 2 = 0 are
Hence, the residues of f are exactly 1/2 at all its poles, and its leading coefficients are l at both its triple poles. Furthermore, its residues of order 2 are 0 at these poles. In this particular case, all the coefficients of the principal parts of f are rational numbers, so we could reconstruct all of them computing only in Q(x).
The algorithm of this section has been implemented in the Maple computer algebra system by B. Salvy (INRIA Roquencourt, France). The following is an interactive session computing the Laurent series for the above example.'- 
Kovacic's Necessary Conditions
Kovacic's algorithm [ 1] computes a closed form solution (if it exists) of an equation of the form y" = ry where r~C(x) is given and ' = d/dx. The algorithm has 3 cases, corresponding to 3 possible types of closed-form solutions, the 4 'h case being that the equation has no closed-form (Liouvillian) solution. In order for the algorithm to be more effective and to avoid going through all the cases, Kovacic proves that the following conditions on r are necessary for each of the 3 cases respectively: Since n < 2, D~ = D 1, so, by Corollary 2, the roots of P are exactly the ei's of (8). Hence, x/1 + 4e~eQ for each i is equivalent to saying that ~/1 + 4esQ for each root ~ of P. This implies that each root of P is in Q, hence that primx (P) factors linearly over Q is in Q[x] since its coefficients are symmetric functions of its roots.
We also have D* = D2 2, SO, by Corollary 2, the roots of R are exactly the flj's of (8) at the zeroes of D1, and, by Corollary 3, the roots of Q are exactly the fij's of (8) 
