This paper studies minimaxity of estimators of a set of linear combinations of location parameters µ i , i = 1, . . . , k under quadratic loss. When each location parameter is known to be positive, previous results about minimaxity or non-minimaxity are extended from the case of estimating a single linear combination, to estimating any number of linear combinations. Necessary and/or sufficient conditions for minimaxity of general estimators are derived. Particular attention is paid to the generalized Bayes estimator with respect to the uniform distribution and to the truncated version of the unbiased estimator (which is the maximum likelihood estimator for symmetric unimodal distributions). A necessary and sufficient condition for minimaxity of the uniform prior generalized Bayes estimator is particularly simple; If one estimates θ = Aµ where A is an ℓ × k known matrix, the estimator is minimax if and only if (AA t ) ij ≤ 0 for any i and j, (i ̸ = j). This condition is also sufficient (but not necessary) for minimaxity of the MLE.
Introduction
Estimation of restricted parameters has received much attention in the literature, and interesting studies have been developed from a decision-theoretic point of view since Katz (1961) and Farrell (1964) . For recent developments, see Marchand and Strawderman (2004) , Oono and Shinozaki (2005) , van Eeden (2006) and Tsukuma and Kubokawa (2008) . It is especially interesting to note that in the estimation of means of normal distributions, minimax properties of the uniform prior generalized Bayes estimator and the maximum likelihood estimator (MLE) in unrestricted estimation problems are not necessarily inherited in the restricted problems. One example of non-minimaxity is the case of estimating a bounded mean; Casella and Strawderman (1981) showed that the uniform prior generalized Bayes estimator is not minimax and Marchand and Perron (2001) demonstrated that minimaxity of the MLE is limitted. Another example is the case of estimating the sum of positively restricted means; Kubokawa (2010) showed the uniform prior generalized Bayes estimator is not minimax (if k ≥ 2) and Kubokawa and Strawderman (2011) demonstrated that minimaxity of the MLE is limited. In this paper, we consider the extension of the results of these two papers to the simultaneous estimation of a set of linear combinations of means which are restricted to be positive, and derive necessary and/or sufficient conditions for minimaxity of general types of estimators. Quadratic loss is considered throughout the paper.
To explain instructively the problem treated here, consider the following problem: Let X 1 , . . . , X k be independent random variables such that X i has a density f i (x − µ i ) with a location parameter µ i . Assume that E[X where A = (a 1 , . . . , a ℓ ), a k × ℓ matrix.
In the case of ℓ = 1, Kubokawa (2010) verified that the linear combination of unbiased estimators θ
is a minimax estimator with a constant risk. Then it was shown that the minimaxity of the linear combination of uniform prior generalized Bayes estimatorsθ
is quite limited. Here,
(1.1)
In particular,θ
is minimax for k = 1, but not minimax for k ≥ 3. In the case of k = 2, it is minimax when a 11 a 12 ≤ 0, but not minimax when a 11 a 12 > 0. Also in the case of ℓ = 1, Kubokawa and Strawderman (2011) treated the truncated estimator
which is, as well, the MLE of µ j for symmetric unimodal distributions and for some other distributions. Although µ
T R j
is minimax in estimation of the single location µ j , it was shown that the minimaxity of the linear combinationθ
is also limited in the context of estimating θ 1 . When ℓ = k and A = I k , the indentity matrix, on the other hand, it can be verified that the uniform prior generalized Bayes estimator and the MLE are minimax. Thus, the problem treated in this paper fills in gaps between the above results for ℓ = 1 and ℓ = k.
In this paper we give a general necessary and sufficient condition for minimaxity of a general estimator of the form A t µ where each µ i (X i ) depends only on X i . We show the condition is also sufficient when each µ i is either the truncated estimator or the uniform prior generalized Bayes estimator on (0, ∞). The condition takes on the very simple form, i.e., all off-diagonal elements of AA t are non-positive, for the uniform prior generalized Bayes estimator. This condition is also sufficient (but not necessary) for minimaxity of the truncated estimators as well. The sufficiency of the general necessary condition is also demonstrated for certain other minimax estimator µ i .
The paper is organized as follows: A general class of estimators, denoted by θ ϕ , of θ = A t µ is handled throughout the paper. In Section 2, a general necessary condition (NC) and a sufficient condition (SC) for minimaxity of θ ϕ are derived. Additionally, it is shown that the sufficient condition (SC) is also necessary for minimaxity of the uniform prior generalized Bayes estimator. Also, some examples of matrices A satisfying the sufficient condition (SC) are given.
In Section 3, a general condition is derived under which the necessary condition (NC) becomes sufficient for minimaxity of θ ϕ . In particular, it is shown that the truncated estimators (which are MLE for symmetric unimodal distributions) are governed by this result, and the necessary and sufficient condition for their minimaxity is given.
In Section 4, we consider the specific case wherein the underlying distributions are normal. In Section 4.1, we provide a unified approach to necessary and sufficient conditions for minimaxity of the uniform prior generalized Bayes estimator and the MLE. In Section 4.2, we extend the results to the unknown variance case and show that similar dominance results hold. Finally, the proof of minimaxity of the unrestricted generalized Bayes estimator of θ is given for a location-scale family. In particular, this implies that the unbiased estimator of θ is minimax in normal distributions with a common unknown variance.
We begin by considering a general type of estimator
Then the risk function of the estimator θ ffi is written as
where (AA t ) ij denotes the (i, j)-th element of AA t , and R i (µ i ) and B i (µ i ) are, respectively, the risk function and the bias of the estimator µ ϕ,i = X i − ϕ i (X i ), given by
These can be also expressed as
where the risk difference can be expressed as
Then, the difference between the risk functions of θ ffi and the minimax estimator θ 4) and it is seen that the minimaxity of θ ffi is equivalent to ∆(µ) ≤ 0.
We first derive a necessary condition for the minimaxity of θ ffi . For this purpose, we assume that lim µ i →∞ B i (µ i ) = 0 and lim µ i →∞ D i (µ i ) = 0. As shown below, this assumption can be guaranteed when ϕ i (w) converges to c i as w → ∞. Let Λ = {1, . . . , k} and let C be any subset of Λ. If µ i → 0 for all i ∈ C, and if µ j → ∞ for all j ∈ Λ\C, then the risk difference ∆(µ) converges to
The assumption given in Proposition 2.1 is satisfied if the function ϕ i (w) satisfies the following conditions: (i) lim w→∞ ϕ i (w) = c i and (ii) there exists a function
where Z has a density f i (z). In fact, using the Lebesgue's dominated convergence theorem, we can see that
A sufficient condition for minimaxity
To get sufficient conditions for minimaxity, we need to find conditions such that ∆(µ) ≤ 0 for any µ. In this subsection we derive a general sufficient condition and show that it is also a necessary condition for minimaxity of the uniform prior generalized Bayes estimator. 
Proposition 2.2 Assume the following conditions:
(SC) :
Then, the estimator θ ffi is minimax.
It is noted that
, or it is minimax. As verified in Kubokawa (2010) , the estimator µ ϕ,i = X i − ϕ i (X i ) is minimax if ϕ i (w) satisfies the condition (A1) and the condition given by
The conditions (A1) and (A2) imply that D i (µ i ) ≥ 0 and B i (µ i ) ≥ 0 for any µ i > 0 and i = 1, . . . , k, so that the condition (SC2) is sufficient for the minimaxity.
[2] The uniform prior generalized Bayes estimator and the necessary and sufficient condition. In general, the sufficient conditions (SC1) and (SC2) are not necessary for minimaxity. However, it is interesting to note that the condition (SC2) is necessary and sufficient for minimaxity of the uniform prior generalized Bayes estimator
where µ
GB i
is given in (1.1). In fact, note that µ GB i may be expressed as
and that ϕ 
. . , k, it can be seen that this necessary condition is reduced to the condition (SC2).
Proposition 2.3 A necessary and sufficient condition for the uniform prior generalized Bayes estimator θ

GB
to be minimax is that all off-diagonal elements of AA t satisfy the condition (SC2).
[3] Examples of matrix A satisfying (SC2). We here investigate when the condition (SC2) is satisfied through some examples. 
Example 2.1 (Case of
for a (1) = (a 11 , a 21 ) t and a (2) = (a 12 , a 22 ) t . Then, the necessary and sufficient condition is equivalent to a is not minimax in the case of ℓ = 1 and k = 3. This corresponds to the result of Kubokawa (2010) .
Example 2.2 (Case of
In the case of ℓ = 2, we have
Then, the necessary and sufficient condition is a
but not minimax for
) .
In the case of ℓ = 3, we have
for a (1) 
For example, let {a 1 , a 2 , a 3 } be orthonormal vectors. Then, A becomes an orthogonal matrix, which means that {a (1) , a (2) , a (3) } are orthonormal vectors and the mutual inner products are zero. Thus, the condition (SC2) is satisfied and the minimaxity of θ GB is established.
Example 2.3 (General cases) For k ≥ 4 and ℓ ≥ 1, let
Then, θ GB is minimax if and only if a
In the case of ℓ = 1, such vectors a (i) 's do not exist, and it is not minimax. In the case that ℓ = k and A = (a 1 , . . . , a ℓ ) is an orthogonal matrix, the condition (SC2) is satisfied, and θ GB is minimax.
Necessary and Sufficient Conditions for Minimaxity of General Estimators
Sufficiency of the necessary condition (NC)
We here consider the interesting question of whether the necessary condition (NC) given in (2.5) is sufficient or not. To answer the question, we need to show that the risk function attains its maximum on the boundary of the parameter space. Differentiating ∆(µ) with respect to µ i , we see from (2.4) that
It is here noted that B i (µ i ) and D i (µ i ) can rewritted as
Differentiating these functions with respect to µ i gives the expressions
where
. Thus, the partial derivative of ∆(µ) is expressed as
Applying this argument for all i ∈ {1, . . . , k} and assuming that lim µ i →∞ B i (µ i ) = 0 and
where C is all subsets of {1, . . . , k}. This implies that the sufficient condition leads to the necessary condition (2.5). Hence, we have the following result.
is a necessary and sufficient condition for the estimator θ ffi to be minimax.
As verified below Proposition 2.1, the condition (A1) implies that E[ϕ
Although this proposition provides a nice necessary and sufficient condition, it may be hard to check the monotonicity of the function H i (µ i ). For specific cases of estimator and distribution, however, we can verify this monotonicity. The following proposition give us a condition on ϕ i (·) which implies the monotonicity of H i (µ i ).
Proposition 3.2 Assume the condition (A1). If ϕ
′ i (z + u 2 )/ϕ ′ i (z + u 1 ) and ϕ i (z) − z are nonincreasing in z on {z|ϕ ′ i (z + u 1 ) > 0} for 0 < u 1 < u 2 , then H i (µ i ) is nondecreasing in µ i ,
and the condition (2.5) is necessary and sufficient.
Proof. We omit the index i in this proof. For 0 < u 1 < u 2 , we need to show that
Since ϕ
Remark 3.1 In the general setup, it would be interesting if we could show that H i (µ i ) is nondecreasing in µ i for the uniform prior generalized Bayes estimators. Unfortunately we have not been able to show this. However, when the distributions are normal, it will be verified in Section 4.1 that the uniform prior generalized Bayes estimator as well as the MLE lead to monotonicity of H i (µ i ).
Truncated estimators and the necessary and sufficient condition
In this subsection we study minimaxity of truncated estimators. The truncated estimator of µ i is µ
where γ > 0 and
For the condition (A2), it is noted that the function ϕ GB i (w) given in (2.6) is increasing in w and lim w→∞ ϕ GB (w) = c i , and that ϕ
Thus, the function ϕ
T Rγ i
(w) satisfies the conditions (A1) and (A2) for 0 < γ ≤ 1, so that from Kubokawa (2010) , the resulting truncated estimator µ
dominates X i , namely, it is minimax for 0 < γ ≤ 1 in the context of estimation of µ i . However, Kubokawa (2010)'s result can not be used to extend this dominance result to the case of 0 < γ ≤ 2.
To show directly the dominance result for 0 < γ ≤ 2, it is noted that µ 
where 
We here show that
In fact, differentiating the function with respect to µ, we observe that the derivative is proportional to 
Proposition 3.4 For the function ϕ T Rγ i (w), the function H
i (µ i ) is increasing in µ i > 0 when 0 < γ ≤ 1. When γ > 1, the function H i (µ i ) is also increasing in µ i if f ′ (z)/f (z
) is non-increasing in z. Thus, for both cases of γ, (2.5) is a necessary and sufficient condition for minimaxity of θ
Proof. For simplicity, we omit the index i in X i , µ i , H i (·), c i and others. Also, we here write ϕ
T Rγ i
(X) as ϕ(X) for notatonal convenience. Since ϕ
On the other hand,
so that the function H(µ) can be written as
As verified in the proof of Proposition 3.3,
is non-increasing in z. Thus, H(µ) is increasing in µ when γ > 1, and the proof is complete.
It is noted that the assumption that f ′ (z)/f (z) is nonincreasing in z is satisfied by the normal distribution and, more generally, all other location density functions with monotone likelihood ratio.
Case of the same distribution
Consider a special case that f 1 
for all subsets C of {1, . . . , k}. This condition is simplified as ∑ i∈C
. In this case, the condition (3.8) is simplified as
For ℓ = 1, this is just k ≤ K f,ϕ , which corresponds to the result of Kubokawa and Strawderman (2011) . It is interesting to note that larger ℓ eases more the condition for the minimaxity, and for
We may summarize much of the discussion for the case of f 1 (z) = · · · = f k (z) = f (z) as follows:
(I) A necessary and sufficient condition for the uniform prior generalized Bayes estimator to be minimax is that condition (SC2) holds, namely, (AA t ) ij ≤ 0 for any i and j, (i ̸ = j).
(II) A necessary and sufficient condition for the truncated estimator θ T Rγ to be minimax is that condition (3.8) hold. In this case, we can obtain 
In particular, t-and double exponential distributions give the following values.
Of course, for the case 
Minimaxity and Non-minimaxity in Normal Distributions
In this section, we consider the cases of normal distributions with known or unknown variance. In Section 4.1, we provide a unified approach to necessary and sufficient conditions for minimaxity of the uniform prior generalized Bayes estimator and the MLE. In Section 4.2, we extend the dominance results to the unknown variance case.
A unified condition for minimaxity
Let X 1 , . . . , X k be mutually independent random variables such that X i has a normal distribution with mean µ i and unit variance, namely, X i ∼ N (µ i , 1) for µ i > 0. In the estimation of µ i , an unbiased estimator of µ i is µ U i = X i , which is minimax relative to the mean squared error. The maximum likelihood estimator of µ i is µ
Both estimators are minimax, namely, they dominate µ U i . As mentioned before, in general, an estimator of the form
We now treat the estimation of the vector of the linear combinations θ = A t µ and consider the estimators θ ϕ = A t µ ϕ where
Necessary and sufficient conditions for minimaxity of θ ϕ are summarized in the following proposition which follows from Propositions 2.1, 2.2 and 3.
(2) Assume the conditions (A1 ′ ) and (A2 ′ ). Then, the estimator θ ϕ is minimax if (SC2) (AA t ) ij ≤ 0 for all i, j (i ̸ = j). µ, and the condition (4.1) is a necessary and sufficient condition for the estimator θ ϕ to be minimax.
Proposition 4.2 Under the normality assumption, if the condition (A3) is satisfied, then H(µ) is nondecreasing in
Proof. The function H(µ) is expressed as
is absolutely continuous, by integration by parts, it can be seen that
Differentiating H(µ) with respect to µ shows that the derivative is proportional to
is nondecreasing in x, it can be seen that the derivative in (4.2) is positive, so that H(µ) is increasing in µ.
As shown below, the uniform prior generalized Bayes estimator satisfies the condition (A3). Taking into account this fact and Propositions 4.2 and 4.2, in normal distributions, we can provide a unified necessary and sufficient condition for minimaxity of the MLE and the uniform prior generalized Bayes estimator.
As an application of Propositions 4.1 and 4.2, we deal with estimators of the form
for λ > 0. This estimator was studied by Maruyama and Iwasaki (2005) , who showed that ϕ λ (w) is nondecreasing in w and also in λ, which implies that ϕ λ (w) ≥ ϕ 1 (w) = ϕ GB (w) for λ ≥ 1. Maruyama and Iwasaki (2005) proved that µ i,λ is minimax if and only if λ ≥ 1. Considering the estimation of θ, we can get sufficient conditions for minimaxity of the corresponding estimator Proof. For part (1) , the function ϕ λ (w) satisfies the conditions (A1 ′ ) and (A2 ′ ) as demonstrated in Maruyama and Iwasaki (2005) , so that the estimators µ i,λ are minimax. Thus, the minimaxity result for λ > 1 follows from Proposition 4.1 (2).
For part (2), we shall show that the function ϕ λ (w) satisfies the condition (A3). Since
Thus,
.
. Differentiating w − ϕ λ (w) with respect to w, we can see that w − ϕ λ (w) is increasing in w.
is increasing in w for 0 < λ ≤ 1. The result (2) follows from Proposition 4.2.
As shown in Maruyama and Iwasaki (2005) , the estimator µ i,λ is not minimax for 0 < λ < 1. It is, however, interesting to note that Proposition 4.3 (2) implies that the estimator θ λ is minimax for certain conditions on (AA t ) ij even for 0 < λ < 1. It is also worth noting that the case of λ = 1 corresponds to the uniform prior generalized Bayes estimator and that Proposition 4.3 means the function ϕ GB (w) satisfies the condition (A3). That is, the condition (4.1) is a necessary and sufficient condition for the uniform prior generalized Bayes estimator to be minimax. Since D(0) = 0 for the uniform prior generalized Bayes estimator µ GB i , the condition (4.1) is identical to the condition (SC2) as shown in Proposition 2.3.
An extension to the case of unknown variance
It is quite interesting to consider the extension of the previous results to location-scale families. In general, however, this extension may be difficult, because estimators of location parameters are not necessarily independent of estimators of scale parameters. Extension for a specific distribution may be feasible however. We here treat normal distributions with common unknown variance.
Let X 1 , . . . , X k and S be mutually independent random variables distributed as
where µ i 's are restricted as µ i > 0 and χ 2 m denoted a chi-square distribution with m degrees of freedom. This is a canonical form of a random sample from k normal populations with unknown common variance. As studied in the previous sections, we deal with estimation of a set of the linear combinations θ = (θ 1 , . . . , θ ℓ ) t = A t µ for the restricted parameter and µ = (µ 1 , . . . , µ k ) t . An estimator θ of θ is evaluated relative to the quadratic loss
Proposition 4.4 The unbiased estimator θ
The proof of Proposition 4.4 is given in the appendix. To construct a class of minimax estimators improving on θ U , consider estimators of the form
for an absolutely continuous function ϕ. It can be seen that the expectations
. The following lemmas due to Kubokawa (2004) are useful for deriving conditions for minimaxity of the estimator θ ϕ .
Lemma 4.1 The risk difference of the two estimators
where c is the normalizing constant and
The above lemmas imply the following proposition. 
Proposition 4.5 Assume that ϕ(w) satisfies the following conditions:
The risk function of the estimator θ ffi is written as
so that the risk difference of θ ϕ and θ 
Concluding Remarks
In this paper, we have derived necessary and/or sufficient conditions for minimaxity of general types of estimators in the simultaneous estimation of a set of linear combinations θ = A t µ where the location parameters µ i 's are restricted to positive real numbers. When θ is estimated by the uniform prior generalized Bayes estimator θ GB , the necessary and sufficient codition for minimaxity is that all the off-diagonal ellements (AA t ) ij , (i ̸ = j), are not positive. Hartigan (2004) proved that θ GB is always minimax in normal distributions when A is the identity matrix I k , where his result guarantees the minimaxity when µ is restricted to a general convex set. When A t = (a 1 , . . . , a k ), on the other hand, Kubokawa (2010) showed that θ GB is minimax if and only if k = 1, or (k = 2, a 1 a 2 ≤ 0). This means, in a sense, that the results given in this paper fill in gaps between the two results given by Hartigan (2004) and Kubokawa (2010) .
The paper also gives conditions on estimators under which the condition (2.5) becomes necessary and sufficient for minimaxity, and this result has been applied to a class of truncated estimators. When the underlying distributions are normal, we have shown that this gives a unified condition which can be applied to both the uniform prior generalized Bayes estimator and the MLE.
Finally, we want to conclude this section by describing some interesting related issues to be (hopefully) resolved in the future.
(1) Is it possible to construct a prior distribution, other than the uniform prior, such that the resulting generalized Bayes estimator is minimax ? No such prior has been found even for k = 1.
(2) An admissible and minimax estimator of θ = A t µ was derived by Kubokawa (2010) when A t = (a 1 , . . . , a k ), namely, ℓ = 1. Can this result be extended to the case of ℓ ≥ 2? (3) In this paper, the location parameters µ i 's are restricted to positive real numbers. Can the results given in this paper be extended to the case where µ is restricted to a general convex cone? (4) When X ∼ N k (µ, I k ) and µ is restricted to a convex set, Hartigan (2004) proved that X is dominated by the uniform prior generalized Bayes estimator. Is it possible to extend his result to the case of X ∼ N k (µ, Σ) for known Σ or more general location family?
