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LOSS OF MEMORY AND MOMENT BOUNDS FOR
NONSTATIONARY INTERMITTENT DYNAMICAL SYSTEMS
A. KOREPANOV1 AND J. LEPPA¨NEN2
Abstract. We study nonstationary intermittent dynamical systems, such as compo-
sitions of a (deterministic) sequence of Pomeau-Manneville maps. We prove two main
results: sharp bounds on memory loss, including the “unexpected” faster rate for a large
class of measures, and sharp moment bounds for Birkhoff sums and, more generally,
“separately Ho¨lder” observables.
1. Introduction
We study limit laws for nonstationary dynamical systems, a topic of very intense recent
interest, see [2, 3, 4, 5, 9, 13, 14, 15, 16, 20, 22, 23, 29, 33, 34, 38, 40, 41] and more.
In this work we are interested in dynamical systems with intermittency. The most
common example is the family of Pomeau-Manneville maps [36], in particular the version
from Liverani, Saussol and Vaienti [31], T : [0, 1]→ [0, 1],
T (x) =
{
x(1 + 2γxγ), x ≤ 1/2,
2x− 1, x > 1/2.
(1.1)
Here γ ∈ (0, 1) is a parameter. These maps are a prototypical example of slowly (poly-
nomially) mixing systems. We recommend Goue¨zel [17] for some background information
on statistical behavior of these maps.
In this introduction we state a couple of applications of our results to the maps (1.1).
This delays the abstract and technical framework to later sections, while hopefully giving
our readers a feeling of the paper.
Let T1, T2, . . . be a sequence of maps (1.1) corresponding to parameters γ1, γ2, . . ., and
suppose that supn γn ≤ γ
∗ with a fixed γ∗ ∈ (0, 1). Let T1,n = Tn ◦ · · ·◦T1. Our first result
is a sharp bound on the speed of memory loss, namely on the decay of |(T1,n)∗(µ − ν)|,
where µ and ν are sufficiently regular probability measures on [0, 1], and | · | denotes the
total variation.
As in [31], for some a > 2γ
∗
(γ∗ + 2) we let
C∗ =
{
f ∈ C((0, 1]) ∩ L1 : f ≥ 0, f is decreasing,
xγ
∗+1f(x) is increasing, f(x) ≤ ax−γ
∗
∫ 1
0
f(y) dy
}
.
(1.2)
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Then C∗ is a convex cone of functions, containing densities of all absolutely continuous
probability measures invariant under maps (1.1) with parameters in (0, γ∗].
Theorem 1.1. Suppose that µ and µ′ are probability measures on [0, 1] with Ho¨lder den-
sities and ν is a probability measure on [0, 1] with density in C∗. Then:
(a) |(T1,n)∗(µ− ν)| = O(n
−1/γ∗+1),
(b) |(T1,n)∗(µ− µ
′)| = O(n−1/γ
∗
).
Our second result, which is the original goal of this paper, gives optimal moment bounds
for Birkhoff sums (and more generally for separately Ho¨lder observables on [0, 1]N, see
Section 3).
Let vn : [0, 1]→ R be a family of Ho¨lder continuous observables with uniformly bounded
Ho¨lder norm, i.e. supn ‖vn‖η < ∞ for some η ∈ (0, 1], where ‖v‖η = supx |v(x)| +
supx 6=y |v(x) − v(y)|/|x − y|
η. Let µ be a probability measure with density in C∗. On
the probability space ([0, 1], µ), define a random process
Vn = v0 + v1 ◦ T1,1 + · · ·+ vn−1 ◦ T1,n−1.
Let Sn = Vn − EVn and S
∗
n = maxk≤n |Sk|.
Theorem 1.2. Let n ≥ 0.
(a) If γ∗ ∈ (0, 1/2), then
E(S∗n)
2(1/γ∗−1) ≤ Cn1/γ
∗−1.
(b) If γ∗ = 1/2, then
E(S∗n)
2 ≤ Cn log(n + 1)
and for p > 2,
E(S∗n)
p ≤ Cpn
p−1.
(c) If γ∗ ∈ (1/2, 1), then for all t > 0,
P(S∗n ≥ t) ≤ Cnt
−1/γ∗ .
Here C denotes constants which depend only on γ∗ and supn ‖v‖η, and Cp depends in
addition on p.
Remark 1.3. The moment bounds from Theorem 1.2, together with ‖S∗n‖∞ ≤ Cn, can be
used to obtain optimal bounds on E(S∗n)
p for all p ∈ [1,∞), as it is done in Goueze¨l and
Melbourne [19].
The paper is organized as follows. In Section 2 we comment on our results. In Section 3
we state the abstract versions of Theorems 1.1 and 1.2. Sections 4, 5 and 6 contain the
proofs.
2. Discussion
2.1. Theorem 1.1. The two bounds in Theorem 1.1 are known in the contexts of Markov
chains, see Lindvall [30] and references therein, and of stationary dynamical systems, see
Goue¨zel [18]. In the nonstationary case, prior methods do not apply and our result is
new. We improve the best previously known bound O
(
n−1/γ
∗+1(logn)1/γ
∗)
by Aimino,
Hu, Nicol, To¨ro¨k and Vaienti [1].
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For a stationary dynamical system, Theorem 1.1(b) is new in the sense that the implied
constant is explicit in its dependence on basic parameters of a dynamical system, see
Theorem 3.8.
A case of special interest is when the parameters γn are random, say independently
and uniformly distributed in an interval [γ−, γ+]. Then one expects the memory loss to
correspond to the quickest mixing map (i.e. the one for γ−) for almost every sequence of
parameters. For the maps (1.1) such results are proved by Bahsoun, Bose and Ruziboev [6]
with rate O(n−1/γ
−+1+δ) for every δ > 0. In contrast, we work in the worst case scenario,
i.e. our bounds hold for every sequence of parameters and correspond to the slowest mixing
map. We conjecture that the bound of [6] can be improved to at least O(n−1/γ
−+δ) for
measures with Ho¨lder densities, as in Theorem 1.1(b).
2.2. Theorem 1.2. In the stationary case, versions of Theorem 1.2 can be found in
Goue¨zel and Melbourne [19] and in Dedecker and Merleve`de [11]. These moment bounds
are known to be optimal (see [19]), hence our results are optimal as well.
As in [19], we prove concentration bounds not only for Birkhoff sums, but for a more
general class of separately Lipschitz (or separately Ho¨lder) functions on [0, 1]N, see The-
orem 3.11 and Remark 3.3.
Theorem 1.2 improves the moment bounds in Nicol, Pereira and To¨ro¨k [33] and Su [41],
and implies the following bounds on large and moderate deviations:
Corollary 2.1. In the notation of Theorem 1.2, for every p > 2,
µ
{
|Sn/n| ≥ ε
}
≤

Cε−2(1/γ
∗−1)n−(1/γ
∗−1), γ∗ ∈ (0, 1/2),
Cpε
−pn−1, γ∗ = 1/2,
Cε−1/γ
∗
n−(1/γ
∗−1), γ∗ ∈ (1/2, 1).
(2.1)
Further, for τ > 0,
µ
{
|Sn/n
τ | ≥ ε
}
≤

Cε−2(1/γ
∗−1)n−(2τ−1)(1/γ
∗−1), γ∗ ∈ (0, 1/2),
Cε−2n−(2τ−1) log(n+ 1), γ∗ = 1/2,
Cε−1/γ
∗
n−(τ/γ
∗−1), γ∗ ∈ (1/2, 1).
(2.2)
Compared to results for stationary dynamics, (2.1) agrees with the optimal large de-
viation bounds, see Melbourne [32] and also Pollicott and Sharp [35]. In turn, (2.2) is
as good as one can infer from moment bounds, but otherwise for γ∗ ∈ (0, 1/2] there are
more interesting inequalities, see Dedecker, Goue¨zel and Merleve`de [10].
In the nonstationary case, (2.1) is a slight improvement over the bound
µ
{
|Sn/n| ≥ ε
}
≤ Cpn
−(1/γ∗−1)(log n)1/γ
∗
ε−2p for each p > max{1, 1/γ∗ − 1}
from [33, Theorem 4.1]. We remove the logarithmic term, get a better power of ε when
γ∗ ∈ (1/2, 1) and allow the observables vn to depend on n.
2.3. Quasistatic dynamical systems. The original motivation for our project is a ques-
tion from quasistatic dynamical systems (QDS). These are a class of nonstationary systems
introduced by Dobbs and Stenlund [12] to model situations in which the observed system
transforms slowly under the influence of an ambient system. We refer the reader to [12]
for the abstract definition of the model and discussion on its physical significance. A
4 LOSS OF MEMORY AND MOMENT BOUNDS
special class of QDSs described by the intermittent family (1.1) was studied by Leppa¨nen
and Stenlund [28, 29]: the evolution of states is described by compositions of the form
xn,k = Tγn,k ◦ · · · ◦ Tγn,1(x), 0 ≤ k ≤ n,
where Tγn,k is the map (1.1) with parameter γn,k ∈ (0, 1), and {γn,k : 0 ≤ k ≤ n} is a
triangular array such that
lim
n→∞
αn,⌊nt⌋ = Γt, (2.3)
where Γ: [0, 1] → (0, 1) is a sufficiently regular curve. Starting from an initial state
x ∈ [0, 1], xn,k is the state of the system after k steps on the n-th level of the array {γn,k}.
The levels of the array approximate Γ ever more accurately as n increases. Hence the
intermittent QDS is a setup of intermittent systems with slowly transforming parameters.
Let v : [0, 1]→ R be a Lipschitz continuous observable and
Sn(x, t) =
∫ nt
0
v(xn,⌊s⌋) ds
ξn(x, t) = n
− 1
2
[
Sn(x, t)−
∫ 1
0
Sn(x, t) dµ(x)
]
, n ≥ 1,
Let x be distributed according to an initial probability measure µ with density in C∗.
Then ξn(x, t) are random elements of the space C[0, 1] of continuous functions. It was
shown in [28] that if Γt is Ho¨lder continuous with Γt ≤ γ
∗ < 1/3 and the convergence (2.3)
happens polynomially fast and uniformly in t, then ξn converges in distribution to χ(t) =∫ t
0
σs(v) dWs. Here s 7→ σs(v) is a deterministic nonnegative continuous function andW is
a standard Brownian motion. Theorem 1.2 allows us to extend this result from γ∗ < 1/3
to γ∗ < 1/2. Indeed, by [27, Theorem 1.3], it suffices to show that ξn are tight in C[0, 1],
which follows by the Kolmogorov criterion since Theorem 1.2 implies the existence of a
small ε > 0 such that∫ 1
0
∣∣ξn(x, t + δ)− ξn(x, t)∣∣2+ε dµ(x) = O(δ1+ ε2 )
as n→∞, whenever 0 ≤ t ≤ t+ δ ≤ 1.
Alternatively, one can use the moment bounds from [33] or [41], but these were not
available when we started this project.
2.4. Mixing. On early stages of this project we attempted to prove Theorem 1.2 without
relying on mixing properties of the maps. For stationary dynamics, there exist proofs
which give close to optimal moment bounds [25] which do not depend on the speed
of mixing, and moreover do not need mixing at all. We found, however, that mixing
is indispensable in the nonstationary setup. Problems appear already when a dynamical
system is fixed but observables are changing. As a simple example of such system, consider
the Markov chain g0, g1, . . . on state space {A,B,C} with g0 distributed according to some
probability measure and the following transition probabilities:
AB C
1/2 1/2
1 1
(2.4)
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This Markov chain is 2-periodic and thus not mixing. Let vn : {A,B,C} → R and Sn =∑n−1
j=0 vj(gj). If vn do not depend on n, then n
−1/2(Sn − ESn) converges weakly to a
normal random variable. But
if vn(g) =
{
(−1)n+1, g = A
(−1)n, g ∈ {B,C}
, then Sn =
{
−n, g0 = A
n, g0 ∈ {B,C}
.
Then Sn does not satisfy any interesting concentration inequalities.
Also, we found that for γ∗ ∈ (0, 1/2), Theorem 1.2 can be proved using memory loss
with asymptotics O(n−1/γ
∗+1) as in Theorem 1.1(a), and close to optimal results can
be obtained with the slightly weaker bound O
(
n−1/γ
∗+1(log n)1/γ
∗)
from [1], as it is done
in [33]. For γ∗ ∈ (1/2, 1) the situation is significantly more complicated. We guess that the
bound O(n−1/γ
∗+1) would suffice for Birkhoff sums, see [11, Proposition A.1]. But for the
generality of separately Ho¨lder observables we do not see a way around Theorem 1.1(b),
which is unfortunate because it is significantly harder to prove than Theorem 1.1(a).
Luckily, it is also more interesting.
3. Abstract setup and results
3.1. Nonstationary nonuniformly expanding dynamical system. Let (X, d) be a
metric space which is bounded, separable and universally measurable.1 We endow X with
the Borel sigma-algebra, and we only work with measurable sets.
Let Y ⊂ X and let m be a probability measure on X with m(Y ) = 1. Let T be a class
of measurable transformations of X . Given a sequence of transformations T1, T2, . . ., we
denote Tk,ℓ = Tℓ ◦ · · · ◦ Tk. (If k > ℓ, then Tk,ℓ is the identity map.)
For a nonnegative measure µ on Y with density ρ = dµ/dm, we denote by |µ|LL the
Lipschitz seminorm of the logarithm of ρ:
|µ|LL = sup
y 6=y′∈Y
| log ρ(y)− log ρ(y′)|
d(y, y′)
,
with a convention that log 0 = −∞ and log 0− log 0 = 0.
We suppose that there exist constants λ > 1, K > 0, δ0 > 0 and n0 ≥ 1, and a
function h : {0, 1, . . .} → [0,∞) such that the following assumptions hold for each sequence
T1, T2 . . . ∈ T .
For x ∈ X , let
τ(x) = inf{n ≥ 1 : T1,n(x) ∈ Y }
be the first return time to Y . First, we assume that there is a finite or countable partition
P of X , up to an m-zero measure set, such that Y is P-measurable and for each a ∈ P:
(NU:1) m(a) > 0.
(NU:2) τ is constant on a with value τ(a).
(NU:3) If a ⊂ Y , then the map Fa = T1,τ(a) : a→ Y is a bijection, and for all y, y
′ ∈ a,
d(Fa(y), Fa(y
′)) ≥ λd(y, y′).
Further, Fa is nonsingular with log-Lipschitz Jacobian:
ζ =
d(Fa)∗(m|a)
dm
satisfies |ζ |LL ≤ K.
1Most spaces are universally measurable, see Shortt [37].
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(NU:4) For all x, x′ ∈ a, with Fa = T1,τ(a) as above,
max
0≤j≤τ(a)
d(T1,j(x), T1,j(x
′)) ≤ Kd(Fa(x), Fa(x
′)).
In other words, the first return map y 7→ T1,τ(y)(y) is full branch Gibbs-Markov, and
returns from outside of Y have bounded backward expansion.
Next, to quantify mixing we assume that:
(NU:5) m(τ ≥ n) ≤ h(n) for all n.
(NU:6)
∑∞
n=1 h(n) ≤ K.
(NU:7) m(T−11,n(Y )) ≥ δ0 for every n ≥ n0.
Remark 3.1. Since
∫
τ dm =
∑
n≥1m(τ ≥ n) ≤
∑
n≥1 h(n), assumption (NU:6) guaran-
tees that the return times τ , parametrized by sequences of maps, are uniformly integrable.
Remark 3.2. To satisfy assumption (NU:7), it is sufficient that other assumptions hold
and that there exist δ′0 > 0 and coprime integers p1, p2, . . . , pN such that m(τ = pn) ≥ δ
′
0
for each n. The proof repeats that for the stationary dynamics, see [26, Section 4.2].
Remark 3.3. In papers on nonuniformly expanding maps one usually assumes that the
Jacobian is log-Ho¨lder. We assume log-Lipschitz purely to simplify notation: we no not
lose generality. If we let dη(x, y) = d(x, y)
η with η ∈ (0, 1), then dη is also a metric, all
our assumptions are satisfied on (X, dη) with slightly different constants, and η-Ho¨lder
functions with respect to d are Lipschitz with respect to dη.
3.2. Memory loss.
Proposition 3.4. There exist constants 0 < K1 < K2, depending only on λ and K, such
that for each sequence T1, T2 . . . ∈ T with the corresponding partition P and return time
τ , for each nonnegative measure µ on Y with |µ|LL ≤ K2 and each a ∈ P, a ⊂ Y ,∣∣(T1,τ(a))∗(µ|a)∣∣LL ≤ K1.
The constants K1, K2 can be chosen arbitrarily large.
Proof. It is standard, see e.g. [26, Proposition 3.1], that∣∣(T1,τ(a))∗(µ|a)∣∣LL ≤ K + λ−1|µ|LL.
We can choose any K2 > (1− λ
−1)−1K and K1 = K + λ
−1K2. 
Fix K1, K2 as in Proposition 3.4.
Definition 3.5. We say that a nonnegative measure µ on X is regular if for every
T1, T2, . . . ∈ T with the corresponding partition P and every a ∈ P,∣∣(T1,τ(a))∗(µ|a)∣∣LL ≤ K1.
We say that µ has tail bound r, with r : {0, 1, . . .} → [0,∞), if µ
(
X \ ∪n−1k=1Ak
)
≤ r(n)
for all n ≥ 0.
Remark 3.6. The measure m is regular with tail bound r(n) = h(n), and every measure
µ on Y with |µ|LL ≤ K2 is regular with tail bound r(n) = µ(Y )e
K2h(n).
Remark 3.7. Let T1, T2, . . . ∈ T and suppose that h(n) = Cn
−β with β > 1. If µ is
a regular measure with tail bound r(n) = Cn−β , then (T1,k)∗µ has tail bound rk(n) =
C ′kn−β, with C ′ independent of k. If r(n) = n−β+1, then (T1,k)∗µ has tail bound rk(n) =
C ′n−β+1, again with C ′ independent of k. See Proposition 4.2 and Corollary 4.4.
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The abstract version of Theorem 1.1 is:
Theorem 3.8. Suppose that µ is a regular probability measure with tail bound r. Then
for each sequence T1, T2, . . . ∈ T , there exists a decomposition
µ =
∞∑
n=1
αnµn,
where µn are probability measures and αn are nonnegative constants with
∑
n≥1 αn = 1
such that (T1,n)∗µn = m for each n. The sequence αn is fully determined by K1, K2, the
constants in the definition of nonstationary nonuniformly expanding dynamical system
(diamX, K, λ, n0, δ0), and the functions h and r. In particular, αn does not depend on
µ in any other way.
Further, suppose that h(n) ≤ Cβn
−β with β > 1.
• If r(n) ≤ C ′βn
−β′ with β ′ ∈ (0, β], then∑
j≥n
αj ≤ CC
′
βn
−β′ ,
where C depends only on Cβ, β, β
′, K1, K2 and diamX, K, λ, n0, δ0 (i.e. on
everything except C ′β).
• For n ≥ 2n0, ∑
j≥n
αj ≤ r(⌊n/2⌋ − n0) + Cn
−β
∞∑
j=1
r(j),
where C depends only on Cβ, β, K1, K2, and diamX, K, λ, n0, δ0.
Theorem 3.8 is proved in Section 4.
Remark 3.9. If µ and µ′ are regular probability measures as in Theorem 3.8, then∣∣(T1,n)∗(µ− µ′)∣∣ ≤ 2∑
j>n
αj .
Corollary 3.10. Let µ and µ′ be regular probability measures as in Theorem 3.8. Let
Θ: X ×X → {0, 1, 2, . . .} ∪ {∞},
Θ(x, x′) = inf{k ≥ 0 : T1,k(x) = T1,k(x
′)}.
Then there exists a probability measure µ˜ on X ×X with marginals µ and µ′ on the first
and second coordinate respectively such that
µ˜(Θ ≥ n) ≤
∑
j≥n
αj.
Proof. By Theorem 3.8, we have the decompositions µ =
∑
n≥1 αnµn and µ
′ =
∑
n≥1 αnµ
′
n.
Fix n.
Let Fn : X → X × X , Fn(x) = (x, T1,n(x)), and let ν = (Fn)∗µn. Then the marginals
of ν are µn and m, and T1,n(x1) = x2 for ν-almost every (x1, x2). Let ν
′ = (Fn)∗µ
′
n.
Since the marginals of ν and ν ′ on the second coordinate agree, by Shortt [37, Lemma 7]
there exists a measure ρ on X × X × X with respective marginals µn, µ
′
n and m, such
that T1,n(x1) = T1,n(x2) = x3 for ρ-almost every (x1, x2, x3).
Let µ˜n be the marginal of ρ on the first two coordinates. Then the marginals of µ˜n are
µn and µ
′
n, and µ˜n(Θ ≤ n) = 1. Now, µ˜ =
∑
n≥1 αnµ˜n is the required measure. 
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3.3. Moment bounds. For a random variable X we denote the strong and weak Lp
norms by
‖X‖p =
(
E |X|p
)1/p
, ‖X‖p,∞ =
(
sup
t>0
tp P(|X| > t)
)1/p
. (3.1)
We note that ‖X‖p,∞ is not, strictly speaking, a norm, but for p > 1 it is equivalent to the
respective Lorentz norm, which is indeed a norm, see Stein and Weiss [39, Section V.3].
We say that H : XN → R is a separately Lipschitz function if Lipn(H) <∞ for each n,
where
Lipn(H) = sup
{xk},x′n
∣∣H(x0, . . . , xn−1, xn, xn+1, . . .)−H(x0, . . . , xn−1, x′n, xn+1, . . .)∣∣
d(xn, x′n)
.
Given a sequence of maps T1, T2, . . . ∈ T , slightly abusing notation where convenient, we
use H as a function of a single variable:
H(x) = H(x, T1,1(x), T1,2(x), . . .).
The abstract version of Theorem 1.2 is:
Theorem 3.11. Let T1, T2, . . . ∈ T . Suppose that h(n) = Cβn
−β, where Cβ > 0 and
β > 1. Let µ be a regular probability measure on X with tail bound Cβn
−β+1. Let
H : XN → R be separately Lipschitz, continuous with respect to the product topology on
XN and satisfying
∫
H dµ = 0. Then on the probability space (X, µ):
(a) If β ∈ (1, 2), then ‖H‖β,∞ ≤ C
(∑
n≥0
Lipn(H)
β
)1/β
.
(b) If β = 2, then ‖H‖2 ≤ C
(∑
n≥0
Lipn(H)
2
(
1+log(n+1)
))1/2
. In addition, for p > 2,
‖H‖p ≤ Cp
(∑
n≥0
Lipn(H)
2
(
1 + log(n+ 1)
))1/2
+ Cp
(∑
n≥0
Lipn(H)
2
)1/p(∑
n≥0
Lipn(H)
)1−2/p
.
(c) If β > 2, then ‖H‖2(β−1) ≤ C
(∑
n≥0
Lipn(H)
2
)1/2
.
Here C denotes constants which depend only on Cβ, β, K2, K1 and K, diamX, λ, n0,
δ0, and Cp depends also on p.
Theorem 3.11 is proved in Sections 5 and 6. In the rest of this section we show that
Theorems 1.1 and 1.2 fit our framework and follow from Theorems 3.8 and 3.11.
3.4. Proof of Theorem 1.1. Fix γ∗ ∈ (0, 1) and let T be the family of intermittent
maps (1.1) with parameters in (0, γ∗]. Let X = [0, 1] and Y = (1/2, 1]; let m be the
Lebesgue measure on Y normalized to probability and let mX be the Lebesgue measure
on X . Let β = 1/γ∗. We use C to denote various constants which depend only on γ∗.
Proposition 3.12 verifies that T satisfies the assumptions of Section 3 with the bound
on return times h(n) = Cn−β.
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Proposition 3.12. For each sequence T1, T2, . . . ∈ T , there exists a partition PY of Y
into intervals (yn+1, yn] with y1 = 1, y2 = 3/4, 1/2 < yn+1 < yn ≤ 1/2 + Cn
−1/γ∗ and
yn − yn+1 ≤ yn+1 − 1/2 for all n, such that τ : Y → {1, 2, . . .}, τ(y) = n if y ∈ (yn+1, yn],
is the first return time to Y . Further, each restriction T1,n : (yn+1, yn] → Y is a bijection
with bounded distortion:
| log T ′1,n(y)− log T
′
1,n(y
′)| ≤ C|T1,n(y)− T1,n(y
′)| for all y, y′ ∈ (yn+1, yn].
Proof. See e.g. [1, 7, 27]. For the bound yn−yn+1 ≤ yn+1−1/2 see [27, Equation (4)]. 
There is a similar partition of (0, 1/2]:
Proposition 3.13. For each sequence T1, T2, . . . ∈ T , there exists a partition PX of
(0, 1/2] into intervals (xn+1, xn] with x1 = 1/2, xn+1 < xn ≤ Cn
−1/γ∗ and xn−xn+1 ≤ xn+1
for all n, such that τ : (1/2, 1] → {1, 2, . . .}, τ(x) = n if x ∈ (xn+1, xn], is the first entry
time to Y . Further, the restriction T1,n : (xn+1, xn] → Y is a bijection with bounded
distortion:
| log T ′1,n(x)− log T
′
1,n(x
′)| ≤ C|T1,n(x)− T1,n(x
′)| for all x, x′ ∈ (xn+1, xn].
Let µ be a probability measure on X with Lipschitz density. Then for sufficiently large
c > 0, µ˜ = (µ+ cmX)/(1 + c) is a probability measure with log-Lipschitz density and, by
Proposition 3.13, µ˜ is regular with tail bound Cn−β. If µ′ is another such measure, then
|(T1,n)∗(µ− µ
′)|/(1 + c) = |(T1,n)∗(µ˜− µ˜
′)| = O(n−β)
by Theorem 3.8 and Remark 3.9. Measures with Ho¨lder densities can be treated in the
same way by Remark 3.3. This proves Theorem 1.1(b).
Even though Theorem 1.1(a) is an easier result, its proof requires additional work:
Proposition 3.14. Let µ be a probability measure on X with density in the cone C∗. Let
T1, T2, . . . ∈ T . Then µ is regular with tail bound Cn
−β+1. (For a suitable choice of K1
in the definition of regularity.)
Proof. Let ρ ∈ C∗ be the density of µ. Let xn and yn be as in Propositions 3.12 and 3.13.
The tail bound follows from ρ(x) ≤ Cx−γ
∗
and xn, yn − 1/2 ≤ Cn
−1/γ∗ :
µ
(
{x ∈ X : T1,k 6∈ Y for all 1 ≤ k < n}
)
= µ
(
(0, xn] ∪ (1/2, yn]
)
≤ Cx−γ
∗+1
n + C(yn − 1/2) ≤ Cn
1−β.
It remains to show that µ is regular. Write
An = {x ∈ X : T1,n(x) ∈ Y and T1,k(x) 6∈ Y for all 1 ≤ k < n}
= In ∪ Jn,
where In = (xn+1, xn] and Jn = (yn+1, yn]. We show that
∣∣(T1,n)∗(µ|In)∣∣LL ≤ C for all
n ≥ 1. The proof on Jn is similar, the two together yield
∣∣(T1,n)∗(µ|An)∣∣LL ≤ C as wanted.
The measure (T1,n)∗(µ|In) has density
d(T1,n)∗(µ|In)
dmX
(z) =
ρ(zn)
T ′1,n(zn)
, z ∈ Y,
where zn = (T1,n|In)
−1z. Hence it is enough to show that for all z, z′ ∈ Y ,∣∣∣∣log T ′1,n(zn)T ′1,n(z′n)
∣∣∣∣ ≤ C|z − z′| (3.2)
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and ∣∣∣∣log ρ(zn)ρ(z′n)
∣∣∣∣ ≤ C|z − z′|. (3.3)
Inequality (3.2) holds by Proposition 3.13. To obtain (3.3) we assume that z > z′.
Since ρ is decreasing, ∣∣∣∣log ρ(zn)ρ(z′n)
∣∣∣∣ = log ρ(z′n)ρ(zn) .
Since xγ
∗+1ρ(x) is increasing,
ρ(z′n)
ρ(zn)
=
(z′n)
γ∗+1ρ(z′n)
zγ∗+1ρ(zn)
zγ
∗+1
n
(z′n)
γ∗+1
≤
zγ
∗+1
n
(z′n)
γ∗+1
. (3.4)
By the distortion bound (3.2), T ′1,n ≥ C(xn − xn+1)
−1 on (xn+1, xn]. Hence
zn − z
′
n ≤ inf
x∈(xn+1,xn]
T ′1,n(x) (z − z
′) ≤ C(xn − xn+1)(z − z
′). (3.5)
By (3.4) and (3.5), and using zn ∈ (xn+1, xn],
log
ρ(z′n)
ρ(zn)
≤ C(log zn − log z
′
n) ≤ x
−1
n+1(zn − z
′
n) ≤ Cx
−1
n+1(xn − xn+1)(z − z
′).
Now to obtain (3.3) it suffices to recall that xn − xn+1 ≤ xn+1. 
Theorem 1.1(a) follows from Theorem 3.8, Theorem 1.1(b) and Proposition 3.14.
3.5. Proof of Theorem 1.2. We showed above that the maps in T satisfy assumptions
of Theorem 3.11 and that every probability measure with density in C∗ is regular with tail
bound Cn−1/γ
∗+1. The bounds in Theorem 1.2 follow from those in Theorem 3.11 and
|Sn| ≤ n supk,x |vk(x)|, as in [19, Equations (1.2), (1.3)].
4. Proof of Theorem 3.8
Remark 4.1. If µ and µ′ are nonnegative measures on Y , then
|µ+ µ′|LL ≤ max{|µ|LL, |µ
′|LL}.
(Whenever the above is well defined.) As a corollary, if µ is a measure on Y with |µ|LL ≤
K2, or more generally a regular measure on X , then for each n ≥ 1,∣∣∣((T1,n)∗µ)∣∣Y ∣∣∣LL ≤ K1.
Proposition 4.2. Suppose that µ is a probability measure on Y with |µ|LL ≤ K2. Let
T1, T2, . . . ∈ T . Then there is a constant θ ∈ (0, 1), depending only on K1, K2, diamY
and δ0, such that for every n ≥ n0,
(T1,n)∗µ = θm+ (1− θ)µ
′,
where µ′ is a regular probability measure. The tails of both µ and µ′ are bounded by
hn(ℓ) = Ch
∑n
j=0 h(j + ℓ), where Ch = 2e
K2 diamY .
Proof. Let θ0 ∈ (0, 1) be such that for every θ
′ ∈ [0, θ0], every measure ρ on Y with
|ρ|LL ≤ K1 can be written as ρ = ρ(Y )θ
′m+ ρ′ with |ρ′|LL ≤ K2. Such θ0 exists and only
depends on K1, K2 and diamY , see [26, Lemma 3.4].
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Suppose that n ≥ n0 and let ρn =
(
(T1,n)∗µ
)∣∣
Y
. Observe that
∣∣ρn∣∣LL ≤ K1 and
ρn(Y ) ≥ δ0. Let θ = min{θ0δ0, 1/2}. Then
ρn = θm+ ρ
′ with |ρ′|LL ≤ K2.
Define
µ′ = (1− θ)−1
(
(T1,n)∗µ− θm
)
= (1− θ)−1
(
ρ′ +
(
(T1,n)∗µ
)∣∣
X\Y
)
.
Then µ′ is a probability measure and (T1,n)∗µ = θm+(1−θ)µ
′. Both ρ′ and
(
(T1,n)∗µ
)∣∣
X\Y
are regular measures, and thus so is µ′. It remains to bound the tail of µ′. For this, we
bound the tail of (T1,n)∗µ and use µ
′ ≤ (1− θ)−1(T1,n)∗µ with (1− θ)
−1 ≤ 2.
For each 0 ≤ j ≤ n define
Yj = {y ∈ Y : Tn−j+1,ℓ(y) /∈ Y for all n− j < ℓ ≤ n},
Y ′j = Y ∩ T
−1
1,n−jYj
= {y ∈ Y : T1,n−j(y) ∈ Y and T1,ℓ(y) /∈ Y for all n− j < ℓ ≤ n}.
Observe that the sets Y ′j form a partition of Y , so we can write
(T1,n)∗µ =
n∑
j=0
(T1,n)∗µj ,
where µj is the restriction of µ to Y
′
j .
Next, set νj = ((T1,n−j)∗µ)|Y for all 0 ≤ j ≤ n and note that for all measurable B ⊂ X ,
(Tn−j+1,n)∗(νj|Yj )(B) = νj(Yj ∩ T
−1
n−j+1,n(B)) = µ(T
−1
1,n−jYj ∩ T
−1
1,nB) = (T1,n)∗µj(B),
in other words (Tn−j+1,n)∗(νj |Yj) = (T1,n)∗µj .
By Remark 4.1, |νj|LL ≤ K2; using νj(Y ) ≤ 1 we deduce that νj ≤ e
K2 diamYm and thus
the tail of νj is bounded by e
K2 diamY h. Observe that (Tn−j+1,n)∗(νj |Yj) inherits the tail
bound from νj with a time shift, namely (Tn−j+1,n)∗(νj |Yj) has tail bound e
K2 diamY h(·+j).
It follows that (T1,n)∗µ has tail bound e
K2 diamY
∑n
j=0 h(·+ j).
Since µ′ ≤ (1 − θ)−1(T1,n)∗µ and θ ≤ 1/2, the measure µ
′ has tail bound
2eK2 diamY
∑n
j=0 h(·+ j), as required. 
Further we use θ, hn and Ch from Proposition 4.2.
Corollary 4.3. Let T1, T2, . . . ∈ T . Suppose that N ≥ 0 and µ is a probability measure
on X such that (T1,N)∗µ is supported on Y and |(T1,N)∗µ|LL ≤ K2. Then for every
n ≥ N + n0,
µ = θµn + (1− θ)µ
′
n,
where µn, µ
′
n are probability measures with (T1,n)∗µn = m and (T1,n)∗µ
′ regular with tail
bound hn−N .
Proof. Fix n ≥ N+n0. Proposition 4.2 gives the decomposition (T1,n)∗µ = θm+(1−θ)µ
′,
where µ′ is a regular probability measure with tail bound hn−N . Define µn and µ
′
n by
dµn =
( dm
d(T1,n)∗µ
◦ T1,n
)
dµ and dµ′n =
( dµ′
d(T1,n)∗µ
◦ T1,n
)
dµ.
It is straightforward that µ = θµn + (1 − θ)µ
′
n with (T1,n)∗µn = m and (T1,n)∗µ
′
n = µ
′.
This is the desired decomposition. 
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Corollary 4.4. Let T1, T2, . . . ∈ T and let µ be a regular probability measure with tail
bound r. Then (T1,n)∗µ is a regular probability measure with tail bound rn(ℓ) = r(n+ ℓ)+
Ch
∑n
j=0 h(j + ℓ).
Proof. Let P be a partition of X corresponding to T1, T2, . . . and let a ∈ P. Let µa be the
restriction of µ on a. By Proposition 4.2, if τ(a) ≤ n then (T1,n)∗µa has tail bound ℓ 7→
|µa|Ch
∑n
j=0 h(j + ℓ). Thus (T1,n)∗
(∑
a∈P:τ(a)≤n µa
)
has tail bound ℓ 7→ Ch
∑n
j=0 h(j + ℓ).
It remains to notice that (T1,n)∗
(
µ−
∑
a∈P:τ(a)≤n µa
)
has tail bound ℓ 7→ r(n+ ℓ). 
Lemma 4.5. Suppose that µ is a regular probability measure with tail bound r where r(n)
is nondecreasing, r(1) = 1 and limn→∞ r(n) = 0. Suppose that T1, T2, . . . ∈ T . Then
µ =
∞∑
j=n0+1
αj [θµ
′
j + (1− θ)µj],
where αj = r(j−n0)−r(j+1−n0) and µj, µ
′
j are probability measures such that (T1,j)∗µj
is regular with tail bound hj and (T1,j)∗µ
′
j = m.
Proof. Let P be the partition of X corresponding to T1, T2, . . . and let
An = ∪{a ∈ P : τ(a) = n}.
Let νn = µ|An. Then for each n ≥ 1, the measure (T1,n)∗νn is supported on Y and satisfies
|(T1,n)∗νn|LL ≤ K1. By Corollary 4.2, for each ℓ ≥ n+ n0,
νn = µ(An)
[
θνn,ℓ + (1− θ)ν
′
n,ℓ
]
, (4.1)
where νn,ℓ, ν
′
n,ℓ are probability measures with (T1,ℓ)∗νn,ℓ = m and (T1,ℓ)∗ν
′
n,ℓ regular with
tail bound hℓ−n.
We observe that
ℓ∑
n=1
µ(An) ≥ r(1)− r(ℓ) and
∞∑
n=1
µ(An) = r(1)− lim
ℓ→∞
r(ℓ) = 1.
Hence (see [26, Proposition 4.7]) there exist nonnegative constants ξℓ,n, 1 ≤ n ≤ ℓ < ∞,
such that ∑
n≤ℓ
ξℓ,nµ(An) = r(ℓ)− r(ℓ+ 1) for each ℓ∑
ℓ≥n
ξℓ,n = 1 for each n.
For j ≥ n0 + 1, let χj =
∑j−n0
n=1 ξj−n0,nνn. Then µ =
∑∞
j=n0+1
χj and χj(X) = αj. Due
to (4.1),
χj = αj[θµj + (1− θ)µ
′
j ]
with µj = α
−1
j
∑j−n0
n=1 ξj−n0,nµ(An)νn,j and µ
′
j = α
−1
j
∑j−n0
n=1 ξj−n0,nµ(An)ν
′
n,j. (It is possible
that αj = 0, but this does not create problems and we ignore it for simplicity.)
It remains to observe that µj and µ
′
j are probability measures with (T1,j)∗µj = m and
(T1,j)∗µ
′
j regular with tail bound hj . 
Similar to Corollary 4.3 we obtain:
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Corollary 4.6. Suppose that T1, T2, . . . ∈ T . Suppose that N ≥ 0 and µ is a regular
probability measure such that (T1,N)∗µ has tail bound r where r(n) is nondecreasing, r(1) =
1 and limn→∞ r(n) = 0. Then
µ =
∞∑
j=n0+1
αj [θµ
′
j + (1− θ)µj],
where αj = r(j − n0) − r(j + 1 − n0) and µj, µ
′
j are probability measures such that
(T1,N+j)∗µj is regular with tail bound hj and (T1,N+j)∗µ
′
j = m.
Further we suppose that r is nonnegative with limn→∞ r(n) = 0 and define
rˆ(n) = min
{
1, sup
j≥n
r(n)
}
.
This way, rˆ is nonincreasing and rˆ(1) = 1; for a probability measure, tail bound r is
equivalent to rˆ. Similarly define hˆ and hˆk.
Let X1, X2, . . . be random variables with values in {n0, n0 + 1, . . .} such that for all
ℓ ≥ n0,
P(X1 ≥ ℓ) = rˆ(ℓ− n0)
P(Xj ≥ ℓ | X0, . . . , Xj−1) = hˆXj−1(ℓ− n0) for j ≥ 2.
Let τ be a geometric random variable on {1, 2, . . .} with parameter θ, namely P(τ = ℓ) =
(1− θ)ℓ−1θ. Let τ be independent from {Xj}. Let
S = X1 + . . .+Xτ .
Lemma 4.7. Suppose that µ is as in Theorem 3.8 and T1, T2, . . . ∈ T . Then there exists
a decomposition
µ =
∞∑
n=1
P(S = n)µn
where µn are probability measures such that (T1,n)∗µn = m.
Proof. Starting from the decomposition from Corollary 4.6, we apply the same decompo-
sition to µj and so on recursively to obtain:
µ = θ
∑
j>n0
αjµ
′
j + (1− θ)θ
∑
j,k>n0
αj,kµ
′
j,k + (1− θ)
2θ
∑
j,k,ℓ>n0
αj,k,ℓµ
′
j,k,ℓ + · · · (4.2)
where
• (T1,j)∗µ
′
j = m and αj = rˆ(j − n0)− rˆ(j + 1− n0),
• (T1,j+k)∗µ
′
j,k = m and αj,k = αj(hˆj(k − n0)− hˆj(k + 1− n0)),
• (T1,j+k+ℓ)∗µ
′
j,k,ℓ = m and αj,k,ℓ = αj,k(hˆk(ℓ− n0)− hˆk(ℓ+ 1− n0)),
and so on.
We observe that for each n ≥ 1 and j1, j2, . . . , jn ≥ n0,
(1− θ)n−1θαj1,j2,...,jn = P(τ = n,X1 = j1, . . . , Xn = jn).
Grouping the terms in (4.2) by the sum of indices, we obtain the required decomposition
with
µn =
∑
k≥1
j1+···+jk=n
αj1,...,jkµ
′
j1,...,jk
/ ∑
k≥1
j1+···+jk=n
αj1,...,jk .
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
To complete the proof of Theorem 3.8, it remains to estimate the tails P(S ≥ n), as it
is done in the following proposition:
Proposition 4.8. Suppose that µ is as in Theorem 3.8, T1, T2, . . . ∈ T and h(n) ≤ Cβn
−β
with β > 1.
(a) If r(n) ≤ C ′βn
−β′ where β ′ ∈ (0, β], then
P(S ≥ n) ≤ C ′βCn
−β′,
where C depends only on n0, θ, Ch, Cβ, β
′ and β.
(b) If
∑∞
j=1 r(j) <∞ (which corresponds to EX1 <∞), then for n ≥ 2n0,
P(S ≥ n) ≤ r(⌊n/2⌋ − n0) + Cn
−β
∞∑
j=1
r(j),
where C depends only on n0, θ, Ch, Cβ and β.
Proof. Let C denote various constants which depend only on n0, θ, Ch, Cβ and β. Suppose,
without loss of generality, that h is nonincreasing, so that hˆn(ℓ) ≤ hn(ℓ).
Write, for k ≥ 2,
E(Xk | Xk−1)− n0 =
∞∑
j=n0+1
P(Xk ≥ j | Xk−1) =
∞∑
j=n0+1
hˆXk−1(j − n0)
≤
∞∑
j=n0+1
hXk−1(j − n0) = Ch
Xk−1∑
ℓ=0
∞∑
j=n0+1
h(ℓ+ j − n0)
≤ ChCβ
Xk−1∑
ℓ=0
∞∑
j=n0+1
(ℓ+ j − n0)
−β = o(Xk−1).
By induction,
sup
k≥2
E(Xk | X1) ≤ CX1. (4.3)
Next, for k ≥ 2 and j > n0,
P(Xk ≥ j | Xk−1) = hˆXk−1(j − n0) ≤ ChCβ(Xk−1 + 1)(j − n0)
−β.
Taking conditional expectation with respect to X1 and using (4.3), we obtain
P(Xk ≥ j | X1) ≤ Cj
−βX1 for all k ≥ 2 and j ≥ 1. (4.4)
We prove (a) first. By (4.4), using β ′ ∈ (0, β] and β > 1,
P(Xk ≥ j) ≤ Emin{Cj
−βX1, 1} ≤ Cj
−β
Cjβ∑
ℓ=1
P(X1 ≥ ℓ)
≤ CC ′βj
−β
Cjβ∑
ℓ=1
ℓ−β
′
≤ CC ′βj
−β

1, β ′ > 1
log j, β ′ = 1
jβ(−β
′+1), β ′ < 1
≤ CC ′βj
−β′.
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Thus P(Xk ≥ j) ≤ CC
′
βj
−β′ for all k ≥ 1 and j ≥ 1. Hence
P(S ≥ n) =
∞∑
t=1
P(τ = t)P(X1 + · · ·+Xt ≥ n)
≤
∞∑
t=1
(1− θ)t−1θ
[
P(X1 ≥ n/t) + · · ·+ P(Xt ≥ n/t)
]
≤ CC ′β
∞∑
t=1
(1− θ)t−1θt1+β
′
n−β
′
≤ CC ′βn
−β′,
(4.5)
as required.
Now we prove (b). Let Cr =
∑∞
ℓ=1 r(ℓ); note that P(X1 ≥ j) ≤ r(j − n0) for j ≥ n0,
and that EX1 ≤ Cr. Taking expectation of both sides in (4.4), we obtain
P(Xk ≥ j) ≤ Cj
−β
EX1 ≤ CCrj
−β for all k ≥ 2.
Similar to (4.5), we have P(S −X1 ≥ n) ≤ CCrn
−β. The result follows from P(S ≥ n) ≤
P(X1 ≥ n/2) + P(S −X1 ≥ n/2). 
Corollary 4.9. Suppose that T1, T2, . . . ∈ T and h(ℓ) ≤ Cβℓ
−β with β > 1. Let µ and ν
be probability measures on Y with |µ|LL, |ν|LL ≤ K2. Then∣∣(T1,k+n)∗µ− (Tk,k+n)∗ν∣∣ ≤ Cmin{kn−β, n−β+1},
where C is a constant which depends only on Cβ, β, K2, K1 and K, diamX, λ, n0, δ0.
Proof. By Proposition 4.2, (T1,k)∗m is a regular measure with tail bound hk. It is a direct
verification that hk(ℓ) ≤ Cℓ
−β+1 and hk(ℓ) ≤ Ckℓ
−β. Now apply Proposition 4.8. 
5. Proof of Theorem 3.11
Throughout this section, C denotes various constants which depend only on β, Cβ, λ,
K, K1, K2, δ0, n0 and diamX . We work on the probability space (X, µ), and E denotes
the expectation with respect to µ.
Overall, our strategy is to construct a filtration Bn (based on symbolic itinerary), ap-
proximate H with the Doob martingale H˜n = E(H | Bn). Then we bound the quadratic
variation of H˜n and use Burkholder inequality.
5.1. Filtration and martingale. For n ≥ 0, let Pn denote the partition of X corre-
sponding to the sequence of maps Tn+1, Tn+2, . . . as in Section 3. To each x ∈ X there
corresponds a symbolic itinerary a0, a1, . . . with an ∈ Pn and T1,n(x) ∈ an. Let Bn denote
the sigma-algebra generated by a0, . . . , an, i.e. by sets of the type {x ∈ X : T1,k(x) ∈
ak for 0 ≤ k ≤ n}. Let B−1 = {∅, X} be the trivial sigma-algebra.
Let
H˜n = E(H | Bn).
Then H˜n is a (Doob) martingale. Note that H˜−1 = 0. Let X˜−1 = 0 and for n ≥ 0,
X˜n = H˜n − H˜n−1.
Remark 5.1. In Theorem 3.11 we assumed that H is continuous on XN with respect to
the product topology. Since returns to Y are backward contracting, this guarantees that
H˜n → H pointwise.
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To estimate the increments X˜n we use some auxilliary random variables. For x ∈ X ,
define the sequence of return times to Y by r−1(x) = 0 and
rk(x) = inf{ℓ > rk−1(x) : T1,ℓ(x) ∈ Y } for k ≥ 0.
Define lap numbers
Lk(x) = #{1 ≤ ℓ ≤ k : T1,ℓ(x) ∈ Y }.
Then rLk−1 ≤ k < rLk . Observe that Lk and rLk are Bk-measurable. Denote
κk = rLk ,
τk = rk − rk−1,
τˆk =
∑
rk−1≤j<rk
Lipj(H).
5.2. Martingale increments. Throughout this subsection, we fix a symbolic itinerary
a0, a1, . . . and let A−1 = X and for n ≥ 0,
An = {x ∈ X : T1,k(x) ∈ ak for all k ≤ n}.
Proposition 5.2. For all x, x′ ∈ An−1,∑
k<κn(An)
Lipk(H)d(T1,k(x), T1,k(x
′)) ≤ C
∑
ℓ≤Ln(An)
τˆℓ(An)λ
−(Ln(An)−ℓ).
Proof. Suppose that x, x′ ∈ An−1. By backward contraction of at least λ at returns to Y
and using Ln(An) ≤ Ln−1(An−1) + 1 and Lj(An) = Lj(An−1) for j < n,
d(T1,j(x), T1,j(x
′)) ≤ Cλ−(Ln(An)−Lj(An)) for j < κn(An).
Hence ∑
j<κn(An)
Lipj(H)d(T1,j(x), T1,j(x
′)) =
Ln(An)∑
ℓ=0
rℓ(An)−1∑
j=rℓ−1
Lipj(H)d(T1,j(x), T1,j(y))
≤
Ln(An)∑
ℓ=0
τˆℓ(An)λ
−(Ln(An)−ℓ).

Let Θ: X ×X → {0, 1, 2, . . .} ∪ {∞},
Θ(x, x′) = inf{k ≥ 0 : T1,k(x) = T1,k(x
′)}.
Lemma 5.3. Let n ≥ 0 and let µAn−1 and µAn be the restrictions of µ on respective
sets, normalized to probability. Then there exists a probability measure µ˜ on X ×X with
marginals µAn−1 and µAn such that for ℓ ≥ 1,
µ˜(Θ ≥ κn + ℓ) ≤ C

ℓ−β+1, n = 0,
min{τLn(An)ℓ
−β, ℓ−β+1}, n > 0 and an ⊂ Y,
0, else.
Proof. First we assume that n > 0. Observe that if an ⊂ X \ Y , then An = An−1 and the
result is clear. Suppose that an ⊂ Y . Note that then κn = n+ τLn .
Since µ is regular, (T1,n)∗µAn−1 is supported on Y with |(T1,n)∗µAn−1|LL ≤ K1, and
similarly |(T1,κn)∗µAn |LL ≤ K1.
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Let µ′ = (T1,κn)∗µAn−1 and µ
′′ = (T1,κn)∗µAn. By Remark 3.7, both µ
′ and µ′′ are regular
with tail bound Cmin{τLnℓ
−β, ℓ−β+1}. By Theorem 3.8, there exist decompositions
µ′ =
∑
ℓ≥1
αℓµ
′
ℓ and µ
′′ =
∑
ℓ≥1
αℓµ
′′
ℓ (5.1)
such that (Tκn+1,κn+ℓ)∗µ
′
ℓ = (Tκn+1,κn+ℓ)∗µ
′′
ℓ = m and
∑
k≥ℓ αk ≤ Cmin{τLnℓ
−β, ℓ−β+1}.
Write
µAn−1 =
∑
ℓ≥1
αℓµAn−1,ℓ and µAn =
∑
ℓ≥1
αℓµAn,ℓ,
where (T1,κn)∗µAn−1,ℓ = µ
′
ℓ and (T1,κn)∗µAn,ℓ = µ
′′
ℓ .
As in the proof of Corollary 3.10, for each ℓ there is a probability measure µ˜ℓ on X×X
with marginals µAn−1,ℓ and µAn,ℓ, such that µ˜ℓ(Θ ≤ κn + ℓ) = 1.
Let µ˜ =
∑
ℓ≥1 αℓµ˜ℓ. Then the marginals of µ˜ are µAn−1 and µAn, and
µ˜(Θ ≥ κn + ℓ) ≤
∑
k≥ℓ
αk ≤ Cmin{τLnℓ
−β, ℓ−β+1},
as required.
It remains to treat the case n = 0. The proof is similar to above, only now µAn−1 = µ
and by Remark 3.7, both µ′ and µ′′ are regular with tail bound Cℓ−β+1. Thus we have
the decomposition (5.1) with
∑
k≥ℓ αk ≤ Cℓ
−β+1. The rest of the proof is unchanged. 
In order to bound X˜n, we define random variables In and Jn by
In =
∑
ℓ≤n
τˆℓλ
−(n−ℓ)
and
Jn =
∑
j≥1
Liprn+j−1(H)min
{
j−β+1, τnj
−β
}
for n ≥ 1,
J0 =
∑
j≥1
Lipr0+j−1(H)j
−β+1.
Proposition 5.4.
|X˜n| ≤
{
C(ILn + JLn), n ∈ {rk}k≥−1,
0, else.
Proof. We bound X˜n(An) for An ∈ Bn corresponding to the symbolic itinerary a0, . . . , an,
as defined before. Let µ˜ be the measure on X×X from Lemma 5.3. For (x, x′) ∈ X×X ,
let G(x, x′) = (H(x), H(x′)). Then∫
Gdµ˜ = (E(H | An−1),E(H | An)). (5.2)
Let x, x′ ∈ An−1; note that this holds for µ˜-almost every (x, x
′). By Proposition 5.2,∑
k<κn(An)
Lipk(H)d(T1,k(x), T1,k(x
′)) ≤ C
∑
ℓ≤Ln(An)
τˆℓ(An)λ
−(Ln(An)−ℓ). (5.3)
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From Lemma 5.3,∑
k≥κn(An)
∫
Lipk(H)d(T1,k(x), T1,k(x
′)) dµ˜(x, x′) ≤ C
∑
k≥κn(An)
Lipk(H)µ˜(Θ > k)
≤ C
∑
j≥1
Lipκn(An)+j−1(H)

j−β+1, n = 0,
min{τLn(An)j
−β, j−β+1}, n > 0 and an ⊂ Y,
0, else.
(5.4)
Recall that X˜n(An) = E(H | An)−E(H | An−1). The combination of (5.2), (5.3) and (5.4)
yields the desired bounds. 
Remark 5.5. By Jensen’s inequality, I2n ≤ C
∑
ℓ≤n τˆ
2
ℓ λ
−(n−ℓ), so∑
n≥0
I2n ≤ C
∑
n≥0
τˆ 2ℓ .
By Burkholder inequality (Theorem 6.3, (a) and (b)), ‖H‖p ≤ Cp
∥∥∑
n≥0 |X˜n|
2
∥∥
p
and
‖H‖p,∞ ≤ Cp
∥∥∑
n≥0 |X˜n|
2
∥∥
p,∞
for each p > 1, with Cp depending only on p. Hence by
Proposition 5.4 and Remark 5.5,
‖H‖p ≤ CCp
∥∥∥(∑
n≥0
τˆ 2n
)1/2∥∥∥
p
+ CCp
∥∥∥(∑
n≥0
Jn
)1/2∥∥∥
p
,
‖H‖p,∞ ≤ CCp
∥∥∥(∑
n≥0
τˆ 2n
)1/2∥∥∥
p,∞
+ CCp
∥∥∥(∑
n≥0
J2n
)1/2∥∥∥
p,∞
.
(5.5)
Since µ has tail bound Cℓ−β+1 and returns to Y are full branch Gibbs-Markov maps, for
all n, ℓ ≥ 1,
µ(τ0 ≥ ℓ) ≤ Cℓ
−β+1,
µ(τn ≥ ℓ | τ0, . . . , τn−1) ≤ Cℓ
−β.
(5.6)
We show separately, in Section 6, that (5.6) can be used to bound the right hand side
of (5.5) well enough to complete the proof of Theorem 3.11.
6. Quadratic variation
In this section we bound quadratic variation for processes driven by nonstationary
renewal-like sequences with polynomial renewal times, as those appearing in Section 5.
The main results, Theorems 6.1 and 6.2, and their proofs are an adaptation of the corre-
sponding parts of [19], with an improvement when β = 2.
This section is self-contained, and notation is unrelated to the rest of the paper.
Let an, n ≥ 0, be a nonnegative sequence. (In notation of Section 5, an plays the role
of Lipn(H).) Let τn, n ≥ 0 be a sequence of random variables with values in {1, 2, . . .}
such that with some Cτ > 0 and β > 1:
P(τ0 ≥ ℓ) ≤ Cτℓ
−β+1 for all ℓ ≥ 1,
P(τn ≥ ℓ | τ0, . . . , τn−1) ≤ Cτℓ
−β for all n ≥ 1 and ℓ ≥ 1.
Let r−1 = 0 and rn =
∑
j≤n τj for n ≥ 0. Define
σ =
∑
n≥0
(arn−1 + · · ·+ arn−1)
2
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and
ω =
∑
n≥0
(∑
j≥1
arn+j−1min{τnj
−β, j−β+1}
)2
.
Recall the notation ‖ · ‖p and ‖ · ‖p,∞ as in (3.1).
Theorem 6.1. There is a constant which depends only on β and Cτ such that:
(a) If β ∈ (1, 2), then ‖σ1/2‖β,∞ ≤ C
(∑
n≥0
aβn
)1/β
.
(b) If β = 2, then ‖σ1/2‖2 ≤ C
(∑
n≥0
a2n
(
1+log(n+1)
))1/2
. In addition, for each p > 2,
‖σ1/2‖p ≤ Cp
(∑
n≥0
a2n
(
1 + log(n+ 1)
))1/2
+ Cp
(∑
n≥0
a2n
)1/p(∑
n≥0
an
)1−2/p
,
where Cp depends only on β, Cτ and p.
(c) If β > 2, then ‖σ1/2‖2(β−1) ≤ C
(∑
n≥0
a2n
)1/2
.
Theorem 6.2. There is a constant which depends only on β and Cτ such that:
(a) If β ∈ (1, 2], then ‖ω1/2‖β ≤ C
(∑
n≥1
aβn
)1/β
.
(b) If β > 2, then ω1/2 ≤ C
(∑
n≥1
a2n
)1/2
.
Proof of Theorems 6.1 and 6.2 takes the rest of this section.
6.1. Proof of Theorem 6.1. A key ingredient of the proof is:
Theorem 6.3 (Burkholder type inequalities). Suppose that Mn is a martingale adapted
to a filtration Fn with increments Xn = Mn −Mn−1, maximum M
∗
n = maxj≤n |Mn| and
quadratic variation [M ]n =
∑
j≤n |Sj − Sj−1|
2. Let p > 1 and let cp and Cp denote
constants which depend only on p. Then for all n:
(a) cp
∥∥[M ]1/2n ∥∥p ≤ ‖M∗n‖p ≤ Cp∥∥[M ]1/2n ∥∥p.
(b) cp
∥∥[M ]1/2n ∥∥p,∞ ≤ ‖M∗n‖p,∞ ≤ Cp∥∥[M ]1/2n ∥∥p,∞.
(c) If p ∈ (1, 2), then
∥∥[M ]1/2n ∥∥p,∞ ≤ Cp(∑j≤n ‖Xj‖pp,∞)1/p.
(d) ‖Mn‖p ≤ Cp
∥∥∥∑
j≤n
E
(
|Xj|
2 | Fj−1
)∥∥∥1/2
p/2
+ Cp
∥∥max
j≤n
|Xj|
∥∥
p
.
Proof. Parts (a) and (d) are proved in Burkholder [8, Theorems 3.2 and 21.1]. Part (b)
can be found in Johnson and Schechtman [24, Remark 6]. To prove part (c), write∥∥[M ]1/2n ∥∥p,∞ = ∥∥[M ]p/2n ∥∥1/p1,∞ ≤ ( 42− p∑
j≤n
∥∥|Xj|p∥∥1,∞)1/p = Cp(∑
j≤n
∥∥Xj∥∥pp,∞)1/p,
where we used a surrogate triangle inequality for ‖·‖1,∞ from Vershynin [42, Proposition 1]
(which is an extended version of Hagelstein [21, Theorem 2]). Alternatively, part (c) is a
corollary of part (b) and [19, Theorem 2.5]. 
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Remark 6.4. Let an,j =
∑n+j−1
ℓ=n aℓ and let An =
∑
0≤j≤n Ijarj−1,τj , where In are indepen-
dent (also from τn) coin flips, P(In = ±1) = 1/2. Then An is a martingale with quadratic
variation [A]∞ = σ. With Theorem 6.3 this implies that for p > 1,
‖σ1/2‖p ≤ Cp
∥∥∥∑
n≥0
E
(
a2rn−1,τn | τ0, . . . , τn−1
)∥∥∥1/2
p/2
+ Cp
∥∥max
n≥0
arn−1,τn
∥∥
p
(6.1)
and that for p ∈ (1, 2),
‖σ1/2‖pp,∞ ≤ Cp
∑
j≥0
‖arn−1,τn‖
p
p,∞. (6.2)
Another key ingredient for the case β > 2 is an elementary inequality with a surprisingly
nontrivial proof:
Lemma 6.5 ([19, Lemma 4.4]). Suppose that β > 2. Consider a nonnegative sequence
wn with
∑
k≥nwk = O(n
−β). There exists a constant C such that for every sequence
an ∈ ℓ
2(Z), ∑
n∈Z
∑
k≥0
wk
( n+k∑
j=n−k
aj
)2(β−1)
≤ C
(∑
n∈Z
a2n
)β−1
.
For β = 2 we use a simpler inequality:
Lemma 6.6. There is a constant C > 0 such that for every nonnegative sequence an,∑
n≥1
∑
k≥1
k−3(an + . . .+ an+k−1)
2 ≤ C
∑
n≥1
a2n(1 + log n).
Proof. Write∑
n≥1
∑
k≥1
k−3(an + . . .+ an+k−1)
2 ≤
∑
n≥1
∑
k≥1
k−2(a2n + . . .+ a
2
n+k−1)
=
∑
m≥1
a2m
∑
n≤m
∑
k>m−n
k−2 ≤ C
∑
m≥1
a2m(1 + logm).

We use C to denote various constants which depend only on β and Cτ . As in Remark 6.4,
we let an,j =
∑n+j−1
ℓ=n aℓ. Throughout we use the observation that if bj is an increasing
sequence, then ∑
j≥1
P(τ0 = j)bj ≤ C
∑
j≥1
j−βbj and∑
j≥1
P(τn = j | τ0, . . . , τn−1)bj ≤ C
∑
j≥1
j−β−1bj for n ≥ 1.
6.1.1. Proof of Theorem 6.1, case β ∈ (1, 2). Let Mn = supk≥0
an−k+···+an+k
2k+1
, where an = 0
if n < 0. For n ≥ 1,
‖arn−1,τn‖
β
β,∞ ≤ ‖(2τn + 1)Mrn−1‖
β
β,∞
= sup
t>0
E
(
tβ P(Mrn−1(2τn + 1) > t | τ0, . . . , τn−1)
)
≤ C EMβrn−1 .
Next, ∑
n≥1
‖arn−1,τn‖
β
β,∞ ≤ C E
∑
n≥1
Mβrn−1 ≤ C
∑
n≥0
Mβn ≤ C
∑
n≥0
aβn,
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where for the last step we used the Hardy-Littlewood maximal inequality (cf. [19, Theo-
rem 2.3]). The term corresponding to n = 0 is simpler:
‖a0,τ0‖
β
β,∞ = ‖a
β
0,τ0‖1,∞ ≤
∥∥τβ−10 (aβ0 + . . .+ aβτ0−1)∥∥1,∞
≤ ‖τ0‖
β−1
β−1,∞(a
β
0 + a
β
1 + · · · )
≤ C(aβ0 + a
β
1 + · · · ).
Altogether, ∑
n≥0
‖arn−1,τn‖
β
β,∞ ≤ C
∑
n≥0
aβn. (6.3)
The desired result follows from (6.2).
6.1.2. Proof of Theorem 6.1, case β > 2. We bound the two terms on the right hand side
of (6.1), giving special treatment to the case n = 0.
First,
E a
2(β−1)
0,τ0 =
∑
j≥1
P(τ0 = j)a
2(β−1)
0,j ≤ C
∑
j≥1
j−βa
2(β−1)
0,j
≤ C
∑
k∈Z
∑
j≥0
j−β−1(ak−j + · · ·+ ak+j)
2(β−1) ≤ C
(∑
j≥0
a2j
)β−1
,
(6.4)
where aj = 0 for j < 0, and for the last inequality we used Lemma 6.5. It follows that
E a20,τ0 ≤ C
∑
j≥0
a2j . (6.5)
Next, for p ≥ 1,∑
n≥1
E
(
aprn−1,τn | τ0, . . . , τn−1
)
=
∑
n≥1
∑
j≥1
P
(
τn = j | τ0, . . . , τn−1
)
aprn−1,j
≤ C
∑
n≥1
∑
j≥1
j−β−1aprn−1,j ≤ C
∑
n≥1
∑
j≥1
j−β−1apn,j.
(6.6)
Since a2n,j ≤ j(a
2
n + . . .+ a
2
n+j−1), using (6.6) with p = 2 yields∑
n≥1
E
(
a2rn−1,τn | τ0, . . . , τn−1
)
≤ C
∑
n≥1
∑
k≥0
(k + 1)−βa2n+k ≤ C
∑
n≥1
a2n.
Summing the above with (6.5), we obtain∑
n≥0
E
(
a2rn−1,τn | τ0, . . . , τn−1
)
≤ C
∑
n≥0
a2n. (6.7)
Write
Emax
n≥1
a2(β−1)rn−1,τn ≤ E
∑
n≥1
a2(β−1)rn−1,τn ≤ E
∑
n≥1
E(a2(β−1)rn−1,τn | τ0, . . . , τn−1)
≤ C
∑
n≥1
∑
j≥1
j−β−1a
2(β−1)
n,j ≤ C
(∑
n≥1
a2n
)β−1
,
where for the second last inequality we used (6.6), and for the last inequality we
used Lemma 6.5. With (6.4), we have
Emax
n≥0
a2(β−1)rn−1,τn ≤ C
(∑
n≥0
a2n
)β−1
. (6.8)
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Altogether, (6.7), (6.8) and (6.1) prove the desired bound.
6.1.3. Proof of Theorem 6.1, case β = 2. The proof is similar to that for β > 2, using
Lemma 6.6 instead of Lemma 6.5.
Let Mn = maxk<n
ak+···+an−1
n−k
. Then
E a20,τ0 =
∑
j≥1
P(τ0 = j)a
2
0,j ≤ C
∑
j≥1
j−2a20,j ≤ C
∑
j≥1
M2j ≤ C
∑
j≥0
a2j , (6.9)
where we used the Hardy-Littlewood maximal inequality at the last step (taking into
account that Mn ≤ 3maxk>0
an−1−k+···+an−1+k
2k+1
).
Next, similar to (6.6) and using Lemma 6.6,∑
n≥1
E
(
a2rn−1,τn | τ0, . . . , τn−1
)
=
∑
n,j≥1
P
(
τn = j | τ0, . . . , τn−1
)
a2rn−1,j
≤ C
∑
n,j≥1
j−3a2rn−1,j ≤ C
∑
n,j≥1
j−3a2n,j ≤ C
∑
n≥1
a2n(1 + logn).
(6.10)
By (6.9) and (6.10),∑
n≥0
E
(
a2rn−1,τn | τ0, . . . , τn−1
)
≤ C
∑
n≥0
a2n(1 + log(n + 1)) (6.11)
and
E
(
max
n≥0
a2rn−1,τn
)
≤ E
∑
n≥0
E
(
a2rn−1,τn | τ0, . . . , τn−1
)
≤ C
∑
n≥0
a2n(1 + log(n+ 1)).
Hence by (6.1),
E σ ≤ C
∑
n≥0
a2n(1 + log(n + 1)).
It remains to bound E σp/2 with p > 2. By (6.3), which is not restricted to β ∈ (1, 2),∥∥max
n≥0
arn−1,τn
∥∥2
2,∞
≤
∑
n≥0
‖arn−1,τn‖
2
2,∞ ≤ C
∑
n≥0
a2n.
Thus P(maxn≥0 arn−1,τn ≥ t) ≤ Ct
−2
∑
n≥0 a
2
n. Also, ‖maxn≥0 arn−1,τn‖∞ ≤
∑
n≥0 an,
hence
E
(
max
n≥0
arn−1,τn
)p
≤ Cp
∑
n≥0
a2n
∫ ∑
n≥0 an
0
tp−1t−2 dt
≤ Cp
(∑
n≥0
a2n
)(∑
n≥0
an
)p−2
.
Here and further, Cp denotes constants which depend only on β, Cτ and p. By the
above, (6.11) and (6.1),
‖σ1/2‖p ≤ Cp
(∑
n≥0
a2n(1 + log(n+ 1))
)1/2
+ Cp
(∑
n≥0
a2n
)1/p(∑
n≥0
an
)1−2/p
,
as required.
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6.2. Proof of Theorem 6.2. We abbreviate δℓ,k = min{ℓk
−β, k−β+1}.
The case β > 2 is simple: by Jensen’s inequality,(∑
j≥1
arn+j−1δτn,j
)2
≤ C
∑
j≥1
a2rn+j−1j
−β+1,
so
ω ≤ C
∑
n≥0
∑
j≥1
a2rn+j−1j
−β+1 ≤ C
∑
n≥1
a2n.
Further we treat β ∈ (1, 2].
Let
ω˜ =
∑
n≥1
(∑
j≥1
arn+j−1δτn,j
)2
,
so that
ω =
(∑
j≥1
ar0+j−1δτ0,j
)2
+ ω˜.
By Ho¨lder’s inequality,∑
j≥1
ar0+j−1δτn,j ≤
(∑
j≥1
aβr0+j−1
)1/β(∑
j≥1
j−β
)(β−1)/β
≤ C
(∑
j≥1
aβj
)1/β
,
hence it remains to show that
E ω˜β/2 ≤ C
∑
j≥1
aβj . (6.12)
We note that
ω˜1/2 ≤
[∑
n≥1
(∑
j≥1
arn+j−1δτn,j
)β]1/β
and thus
E ω˜β/2 ≤ E
∑
n≥1
E
[(∑
j≥1
arn+j−1δτn,j
)β ∣∣∣ τ0, . . . , τn−1]
= E
∑
n,ℓ≥1
P(τn = ℓ | τ0, . . . , τn−1)
(∑
j≥1
arn−1+ℓ+j−1δℓ,j
)β
≤ E
∑
n,ℓ≥1
pn,ℓ
(∑
j≥1
an+ℓ+j−1δℓ,j
)β
,
where
pn,ℓ =
{
P(τk = ℓ | τ0, . . . , τk−1), rk−1 = n for some k,
0, else.
Recall that
∑
k≥ℓ pn,k ≤ Cℓ
−β almost surely for all n, ℓ ≥ 1. Now the bound (6.12) follows
from Lemma 6.7, which is a version of [19, Lemma 4.5]. This completes the proof of
Theorem 6.2.
Lemma 6.7. Suppose that pn,ℓ, n, ℓ ≥ 1 are nonnegative constants such that for all ℓ ≥ 1,
sup
n
∑
k≥ℓ
pn,k ≤ Cβℓ
−β,
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where β > 1 and Cβ > 0. Then for every nonnegative sequence an,∑
n,ℓ≥1
pn,ℓ
(∑
k≥1
an+ℓ+kmin{ℓk
−β, k−β+1}
)β
≤ C
∑
n≥3
aβn.
Proof. In this proof C denotes various constants which only depend on β and Cβ. We
continue to abbreviate δℓ,k = min{ℓk
−β, k−β+1}.
We suppose that β ∈ (1, 2). The proof for β ≥ 2 is similar and simpler.
First we note a couple of simple bounds:∑
k≥1
δℓ,k ≤ Cℓ
2−β (6.13)
and for γ > 2,∑
1≤ℓ<m
ℓ−γδℓ,m−ℓ ≤ Cβ,γ
∑
1≤ℓ<m/2
ℓ−γδℓ,m/2 + Cβ,γ
∑
m/2≤ℓ<m
m−γδm,m−ℓ
≤ Cβ,γm
−β + Cβ,γm
−γ+1,
(6.14)
where Cβ,γ depends only on β and γ.
Let Φ: RN → RN×N be the linear operator
{an}n≥1 7→
{
ℓ−(2−β)
∑
k≥1
an+ℓ+kδℓ,k
}
n,ℓ≥1
.
We equip N with the counting measure and N×N with the measure {(n, ℓ)} 7→ pn,ℓℓ
β(2−β).
In this formulation, it is enough to prove that Φ is bounded as an operator from Lβ to Lβ
with the norm only depending on C and β. To achieve this, we show that Φ is bounded
from L1 to L1 and from L∞ to L∞. Then the result follows from the Marcinkiewicz
interpolation theorem.
Boundedness from L∞ to L∞ is immediate due to (6.13), so it remains to prove bound-
edness from L1 to L1, i.e. to show that for nonnegative an,∑
n,ℓ,k≥1
pn,ℓℓ
(β−1)(2−β)an+ℓ+kδℓ,k ≤ C
∑
n≥3
an. (6.15)
Letting n + ℓ + k = j and k + ℓ = m, we rewrite the left hand side above in terms of j,
m and ℓ:
· · · =
∑
j≥3
aj
∑
2≤m<j
∑
1≤ℓ<m
pj−m,ℓℓ
(β−1)(2−β)δℓ,m−ℓ. (6.16)
Since ℓ(β−1)(2−β)δℓ,m−ℓ is increasing with ℓ and
∑
k≥ℓ pn,k ≤ Cβℓ
−β, for an upper bound we
replace pj−m,ℓ with Cℓ
−β−1 for ℓ < m− 1, and pj−m,m−1 with Cℓ
−β:∑
1≤ℓ<m
pj−m,ℓℓ
(β−1)(2−β)δℓ,m−ℓ
≤ C
∑
1≤ℓ<m−1
ℓ−β−1ℓ(β−1)(2−β)δℓ,m−ℓ + C(m− 1)
−β(m− 1)(β−1)(2−β)δm−1,1
≤ Cm(β−1)(β−2)−β .
For the last inequality we used (6.14) with γ = β + 1 − (β − 1)(2 − β) > 2. Since
(β − 1)(β − 2)− β < −1,∑
2≤m<j
∑
1≤ℓ<m
pj−m,ℓℓ
(β−1)(2−β)δℓ,m−ℓ ≤ C
∑
2≤m<j
m(β−1)(β−2)−β ≤ C.
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The L1 to L1 bound (6.15) follows from the above and (6.16).
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