Introduction

By the general algebraic hypersurface (or the
Here A ⊂ Z k is a fixed finite set while all coefficients a α are treated as independent variables. We assume that the set A generates the lattice Z k as a group. The set of polynomials (1) is identified with the space C A of sequences a = (a α ) α∈A of dimension N := #A. We can think about V as a family of hypersurfaces V a in (C \ 0) k parametrized by coefficients a ∈ C A . The aim of the present paper is to obtain explicit formulas for almost all singular points of the hypersurface V . Recall that a point y ∈ V is said to be singular if the polynomial f in (1) and all its partial derivatives f 
has a unique multiple root y = y(a) = y(a 0 , . . . , a d ), and its multiplicity equals two, then y is given by rational expressions
where ∆ j = ∂∆ ∂a j are derivatives of the discriminant ∆(a) of the polynomial f (y) in (2) . Analogous formulas for a unique root of multiplicity ν 2 are given in [5] , where instead of using the discriminant ∆, the resultant of f and its derivative f (ν−1) (with respect to y) of order ν − 1 is used.
We prove that almost all singular points y(a) (actually, those that correspond to a belonging to the regular part of the discriminantal set) admit a rational representation (Theorem 3). In the last section we consider an example with comments how the type of a singular point y(a) ∈ V depends of the singular type of a ∈ ∇ A .
A-discriminant and the reduced equation
e. roots at which the gradient of f vanishes:
The closure ∇ • =: ∇ A in C A is said to be the A-discriminantal set.
In the set ∇ A is a hypersurface in C A , then by the A-discriminant one means an irreducible integral polynomial ∆ A in coefficients a of f ∈ C A which vanishes on ∇ A .
The solution y = y(a) to the equation (1) is (k+1)-homogeneous (it satisfies k+1 homogeneity conditions), and the A-discriminant inherits this property. To see this, we consider the following action on the space C A of polynomials (1) .
Observe that the set ∇ A is invariant under the λ-action. In terms of coefficients (a α ) of the polynomial f this action can be written in the following form:
Here α 1 , . . . , α k are the coordinates of α. In the toric part (C \ 0)
A ⊂ C A the orbits of this action are the equivalence classes with respect to the (k + 1)-parametric subgroup defined by the immersion
Its injectivity follows from the fact that A generates Z k . Renumerating the elements of A as α 1 , . . . , α N we represent this immersion in the form
where A is the matrix
and
with a j being the columns of this matrix. Remark that we keep the notation A (which was used for the set of exponents α in (1)) for this extended matrix. Thus, an equivalence class can be written in the form λ A · g with the coordinate-wise multiplication. In order to parameterize all equivalence classes we represent them in the form of an m-parametric subgroup
where C is an m × N -matrix with m = N − k − 1. Choosing the matrix C in such a way that the N × N -matrix
is unimodular (with determinant ±1), we conclude that the transform
C parametrizes all equivalence classes modulo the subgroup λ A . Denoting by c α the column of the matrix C indexed by an element α ∈ A, we arrive at the following reduced equation for (1):
where the coefficients z
A . The discriminantal set of the equation (5) By Kapranov's theorem [6] the reduced discriminantal set is birationally equivalent to the projective space CP m−1 . Moreover, there is an explicit formula
parametrizing ∇ ′ A . Clearly, then we get a parametrization of ∇ A as
Parametrization of singular points
The matrix C, extending A in (4) defines a special matrix B, the so called Gale transform of A (see [1, P. 225] ). Namely, the inverse of the matrix A can be represented in the following block form:
where D and B are blocks with k + 1 and m columns, respectively. They satisfy the relations
Remark that we can use columns α of A to index the rows for B writing them as b α . With the help of B and D we can formulate the theorem on singular points of the reduced hypersurface (5).
The most convenient reductions of the equation (1) are associated with matrices C which contain k + 1 zero columns at that the other m columns form the unit matrix. Such matrices can be used for extension of A to be unimodular if A has k + 1 columns, say α 0 , α 1 . . . , α k , for which the columns
In this case the reduction of (1) is just a fixation of the coefficients:
We can use such a reduction when δ is nondegenerate as well as in the case when δ is unimodular. After dividing by y α 0 and denoting α j − α 0 by α j , j = 1, . . . , N − 1 we can assume that the reduction has the following form
where the matrix δ = (α ij 
where χ jν are the entries of the matrix δ −1 , parameterizes the set of singular points of the reduced hypersurface (7) .
Proof. Firstly, we consider the case when δ is the unit matrix, i.e. when f is of the type
with an associated matrix
Choose the dual matrix
. . .
Due to the Horn-Kapranov formula (6) the discriminantal set of the equation (8) is given by the following parametrization
where s = (s 1 , . . . , s m ).
Lemma 1. The vector-function y(s) = (y 1 (s), . . . y k (s)) with coordinates
satisfies the system of equations
Proof. Let us substitute y = y(s) into the equation (8) with the coefficients z = = (Bs) B . We get the following expression
The last sum vanishes, since
Recall that the sum of all rows of the matrix B is equal to zero, and B consists of rows b 0 , . . . , b k supplemented by the unit m × m-matrix. So, y(s) annihilates f (y) when z = (Bs) B . Similarly for the derivatives, one has as follows
The last expression vanishes due to the property of vectors b j . So, the proof of Lemma 1 is completed.
In order to continue the proof of Theorem 1 let us turn to the equation (7). We introduce the monomial change
which can be rewritten in the matrix form as x = y δ . Since δ is nondegenerate, one has
Let us write the matrix A = (α ij ) in the block form A = (δ, δ ′ ). Then after the substitution
where
This matrix supplemented by the row of units looks like (9) where the block δ ′ is changed by δ −1 δ ′ :
The computation shows that the dual matrix to A is the matrix
Further applying Lemma 1 we complete the proof of Theorem 1.
Rational expression for singular points
As it follows from the definition of the A-discriminantal set, the singular points of the hypersurface which we consider coincide with the restrictions of solutions to the equation (1) on the A-discriminantal set, i.e. with y(a) ∇A . For the reduced equation (7) A this mapping can be written explicitly (see [8] )
where for simplicity we write ∆ ′ instead of ∆ ′ A . Therefore, by Theorem 1 we get the following statement. 
where χ jν are the entries of the matrix δ −1 .
Now we can formulate the main result. Proof. We consider an arbitrary reduction of the type (7) with fixed coefficients a α j 0 = . . . = =a α j k = 1. Let B J ′ be the submatrix of the dual matrix B consisting of rows b α j 1 , . . . , b α j k . Then by Theorem 2 the singular points of the reduced hypersurface can be found in the following way:
The last term is a rational expression in variables z. Since by Kapranov's theorem γ is a birational map we get rationality of y(a) in variables a.
Example
Let us consider the following polynomial equation a 00 + a 10 y 1 + a 01 y 2 + a 31 y which has the right annulator
The reduced equation looks as follows:
According to (6) (12) is the unit matrix, therefore by (12) we get the following formulas for singular points: 
