To studied Bayesian aspect of small area estimation using Unit level model. In this paper we proposed and 
Introduction
Model-based small area estimation methods have been widely used in practice due to the increasing demand for precise estimates for local regions and various small areas. It is now generally accepted that the indirect estimates should be based on explicit models that provide links to related areas through the use of supplementary data such as census counts or administrative records; see, for example, (Jiang and Lahiri 2006) and for more discussion on model-based small area methods. Also, (Adam et. Al., 2013) summarise the main methodological approaches to SAE and their linkages. [Jiango et. Al., 2013] investigate two new approaches: one relying on the work of Chambers, and the second using the concept of conditional bias to measure the influence of units in the population. [Chambers et. al., 2014] proposed two different analytical mean-squared error estimators for the ensuing bias-corrected outlier robust estimators. [Rao et al., 2013] relaxed the assumption of linear regression for the fixed part of the model and replace it by a weaker assumption of a semi-parametric regression.The model-based estimates are obtained to improve the direct design-based estimates in terms of precision and reliability, i.e., smaller coefficients of variation (CVs). There are two broad classifications for small area models: area level models and unit level models. The basic unit level model is based on unit level auxiliary variables. In this paper we focus on Unit level models that are related to the unit level values of response through a nested error linear regression model, under the assumption that the nested error and the model error are independent of each other and normally distributed with common mean zero and common or different variances. The nested error unit level regression model was first used to model county crop areas in USA (Battese et al., 1988) , they have used the normally distributed common errors variance assumption and revealed that based on the fitting-of-constants method the estimates of errors variances are slightly different from each other. Techniques for validating their model on the basis of unit level auxiliary variables are also considered. This type of model is appropriate for continuous value response variables. Various extensions of this type of model have been proposed to handle binary responses, two-stage sampling within areas, multivariate responses and others (Rao, , 2003a ).
The objective of this paper is to consider new improved prior on hyperparameters of variance component of Unit Level model and illustrate the usefulness of this models through an application to horticultural survey data. The paper is organized as follows. In section 2, we first study Unit level models including EBLUP estimators of unit level model. Then in section 3 we propose Bayesian formulation of urea level model with new prior for variance component and obtain HB inference for small area parameters through the MCMC method using Laplace approximation. In section 4, we apply the proposed model to the analysis of small area data from the Horticultural Survey. We compare the performance the proposed model i.e hierarchical Bayes estimate with the proposed prior (Proposed HB) with the hierarchical Bayes estimate with uniform prior (HB(WINBUG)) and EBLUP estimates to investigate the effects of incorporating new prior on the variance component 
Unit level model
The basic unit level model is based on unit level auxiliary variables. This type of model can be represented by the following mathematical equation 
The BLUP estimator (2.1.1) depends on the variance ratio 
The second order MSE approximation i.e EBLUP estimate of (1988) and , we assume that the sample values also follow the model (3.4) , that is, we do not address the situation involving informative sampling. The assumption that the sample values also obey the model (3.5.1) holds true for simple random sampling from each area. For a proof of this absence of selection bias .
We can also write the small area mean
where
is the finite population correction, 
Our aim is to find the Bayesian estimator of small area means of unit level model and its measure of uncertainty, which are given by )
respectively, where y is the vector of sampled values of y. Whether we are in Bayesian or frequentist paradigm depends on whether we assume a prior on the hyperparameters ) , , ( 2 2 e v    at the third level. To obtain the Bayesian summary statistics for Yi, we proceed as follows (assuming that the sample values follow the same model above, as discussed in Section 2). First we write the likelihood using level 1 and level 2 of the hierarchical Bayesian model as:
Now, following Ghosh and Lahiri (1989), Datta and Ghosh (1991), we specify prior on 2 e  and  at level 3 as: 
3), using matrix notation, we write the joint distribution (without the normalizing constant) of where
The subscript  in both  ˆand   indicates the dependence of the terms on the ratio of variance component 
From the equation (3.7), it follows that 
To present the results in a unified way, we restate (3. 11) using matrix notation as
This formulation is presented for the ease of writing codes in simulation and data analysis.
Posterior moments of finite population mean when  known
in two steps. First, we find analytical expressions for these quantities when  is known. Then using the Laplace approximation, we obtain the final results. Using the iterative expectation and variance technique and the results given in (3..4), (3. 6), and (3. 9), it is not very difficult to get
. . Then the posterior distribution of  is given by: are the usual definition of within sum of square and between sum of square used in the balanced one-way ANOVA. After some modification and simplification of (3.7.13) and (3.7.14), we find
2 Choice of proir on 
To obtain the posterior mean and variance of i Y from (3.1.1) and (3.1.2), we need to perform one-dimensional integral with respect to the posterior distribution of  . For that we need to assume a prior distribution on  . The uniform prior on  is non-informative and yields a posterior distribution of  for which the mode is identical to the residual maximum likelihood (REML) estimator of  , following the arguments discussed above. The posterior mode of  with uniform prior or equivalently, the REML estimator of  can be zero for a particular application. In many practical applications, the maximum likelihood (ML) or restricted maximum likelihood (REML) estimates of hyperparameters occur at the boundary point. we match the posterior distribution of  given in (3. 11) to the adjusted profile likelihood function of  to obtain an appropriate prior distribution of  . This prior leads to a posterior distribution of  for which the mode is always positive and results in estimators of the shrinkage factor and small area mean that have good frequentist properties. By profile likelihood, we mean the likelihood of  that does not account for the loss of degrees of freedom due to the estimation of regression coefficient  . This is given by 
To simplify the prior for some special cases, we proceed as follows:
. Thus, we can write For the common mean model, balanced case (i.e.
where SSW and SSB is defined earlier. Hence, simplifying it further we can say
3 Laplace approximation
The posterior moments of 
Common mean model, Balanced case, and
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Comparison of different estimators
The performance of different estimators is examined from the accuracy of the point estimates. This is considered through the relative bias and absolute relative bias of different estimators. 
ASD
Now using the above four criteria on the apple data set already discussed above. A Comparison of HB estimates using proposed prior with EBLUP estimates and HB estimates with uniform prior is made using above discussed four different criteria and is reported in Table- estimates for all the small areas separately using Percent Absolute Relative Error(ARE) and Absolute Error(AE) has been carried out and is depicted in the following Table 2 . From the Table-2 it is evident that HB model with proposed prior exhibits smaller errors and a lower incidence of extreme error than either of the HB (with uniform prior) and EBLUP estimates. providing the lowest value of both % ARB and AB for each of the small areas compared to EBLUP and hierarchical Bayes (with uniform prior).
Mean Square Error (MSE) of Estimators of Variance components for 12 small areas are reported below in Table 3 Thus for the plot also we conclude that among the three techniques discussed the HB(with new/proposed prior) is the best technique for obtaining the estimates. Table-5 reports the relative contribution of the three terms to the posterior variance of i  obtained by using the new/proposed prior. The three columns T 1 , T 2 , T 3 exhibits the relative contribution of term1, term 2, term 3 respectively. From the values in the table we conclude that the contribution of the term which accounts for the uncertainty in estimating the variance component is substantially small relative to the first term which accounts for the uncertainty in the model in estimating the small area means.
Conclusion
In this paper Bayesian implementation of Unit level model is carried out and new prior is proposed on the variance component  . Besides being simple, this prior has two main advantages. It removes the possibility of yielding zero estimates for the variance component; the popular choice of uniform prior on  suffers from this drawback if posterior mode is considered as an estimator. This prior also enjoys good small sample frequentist properties; real agricultural study results justify this conclusion. Also, in order to have closed form expressions of the posterior mean and variance of the true small area mean, Laplace approximation to ratio of integrals, following [Kass and Staffey 1989 ] is being used. To illustrate the method numerically a real data set on apple has been used and the results showed that the Bayes estimators (with new prior) of small area means have good frequentist properties such as MSE and ARB as compared to other methods viz., EBLUP and HB(WINBUG) estimators.
