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Abstract
Estimation theory in a nonstationary environment has been very popular
in recent years. Existing studies focus on nonstationarity in parametric linear,
parametric nonlinear and nonparametric nonlinear models. In this paper, we
consider a partially linear model of the form Yt = Xτ
t α+g(Vt)+t, t = 1,···,n,
where {Vt} is a sequence of β–null recurrent Markov chains, {Xt} is a sequence
of either strictly stationary or nonstationary regressors and {t} is a stationary
sequence. We propose to estimate both α and g(·) semiparametrically. We
then show that the proposed estimator of α is still asymptotically normal
with the same rate as for the case of stationary time series. We also establish
the asymptotic normality for the nonparametric estimator of the function g(·)
and the uniform consistency of the nonparametric estimator. The simulated
example is given to show that our theory and method work well in practice.
Keyword: Asymptotic normality; β–null recurrent Markov chain; consis-
tency; kernel estimator; partially linear model
1 Introduction
During the past two decades, there has been much interest in various nonparametric
and semiparametric techniques to model time series data with possible nonlinearity.
Both estimation and speciﬁcation testing problems have been systematically exam-
ined for the case where the observed time series satisfy a type of stationarity. For
1Jiti Gao is from the School of Economics, The University of Adelaide. Adelaide SA 5005,
Australia. Email: jiti.gao@adelaide.edu.au.
1more details, we refer to Robinson (1988, 1989), Green and Silverman (1994), Fan
and Gijbels (1996), H¨ ardle et al (1997, 2000), Fan and Yao (2003), Gao (2007), Li
and Racine (2007) and the references therein.
As pointed out in the literature, the stationarity assumption seems too restrictive
in practice. For example, when tackling economic and ﬁnancial issues from a time
perspective, we often deal with nonstationary components. In reality, neither prices
nor exchange rates follow an invariant stationary law over time. Thus practitioners
might feel more comfortable avoiding restrictions like stationarity for processes in-
volved in economic time series models for example. There is now a large literature
on parametric linear and nonlinear models of nonstationary time seires, but very
few work has been done in nonparametric and semiparametric nonlinear cases. In
nonparametric estimation of nonlinear regression and autoregression of nonstation-
ary time series models as well as continuous–time ﬁnancial models, existing studies
include Phillips and Park (1998), Karlsen and Tjøstheim (2001), Park and Phillips
(2001), Bandi and Phillips (2002, 2003, 2005), Schienle (2006) and Karlsen et al
(2007).
Consider a nonparametric regression model of the form
Yt = m(Zt) + t, (1)
where {Yt} and {Zt} are nonstationary time series, m(·) is an unknown function
deﬁned in R
p and {t} is a sequence of strictly stationary errors. We may apply a
nonparametric method to estimate m(·),




where {ant(z)} is a sequence of non–negative weight functions.
As pointed out in the literature for the case where the dimension of {Zt} is larger
than three, m(·) may not be estimated by c m(z) with reasonable accuracy due to
“the curse of dimensionality”. The curse of dimensionality problem has been clearly
2illustrated in several books, such as Silverman (1986), Hastie and Tibshirani (1990),
Green and Silverman (1994), Fan and Gijbels (1996), H¨ ardle et al (2000), Fan and
Yao (2003), and Gao (2007). There are several ways to circumvent the curse of di-
mensionality. Perhaps the two most commonly used methods are additive modelling
and semiparametric modelling, and the latter will be taken to mean partially linear
modelling in this context. In this paper, we propose using a partially linear model
of the form
Yt = Xτ
t α + g(Vt) + t, t = 1, ···, n, (3)
where α is an unknown d–dimensional vector, g(·) is some continuous function,
Xt = (xt1, ···, xtd)τ, {Vt} is a β–null recurrent process (see Section 2 below for
details), {t} is a stationary ergodic Markov process with E[1] = 0, and {t} is
independent of {Vt}.
An advantage of the partially linear approach is that any existing information
concerning possible linearity of some of the components can be taken into account
in such models. Engle et al (1986) were among the ﬁrst to study this kind of par-
tially linear model. It has been studied extensively in both economics and statistics
literature. With respect to the development in the ﬁeld of semiparametric time
series modelling, various estimation and testing issues have been discussed for the
case where both {Xt} and {Vt} are strictly stationary (see, for example, H¨ ardle et
al 2000; Gao 2007) since the publication of Robinson (1988). For the case where
{Vt} is a sequence of either ﬁxed designs or strictly stationary regressors but there
is some type of unit–root structure in {Xt}, existing studies, such as Juhl and Xiao
(2005), have discussed estimation and testing problems.
To the best of our knowledge, the case where either {Vt} is a sequence of nonsta-
tionary regressors or both {Xt} and {Vt} are nonstationary has not been discussed
in the literature. This paper considers the following two cases: (a) where {Xt} is
a sequence of strictly stationary regressors and {Vt} is a sequence of nonstation-
ary regressors; and (b) where both {Xt} and {Vt} are nonstationary. In this case,
3model (3) extends some existing models (Robinson 1988; H¨ ardle et al 2000; Juhl and
Xiao 2005; Gao 2007) from the case where {Vt} is a sequence of strictly stationary
regressors to the case where {Vt} is a sequence of nonstationary regressors.
The main objective of this paper is to derive asymptotically consistent estimators
for both α and g(·) involved in model (3). In a traditional stationary time series
regression problem, some sort of stationary mixing condition is often imposed on the
observations (Xt,Vt) to establish asymptotic theory. In this paper, it is interesting to
ﬁnd that the proposed semiparametric estimator of α is still asymptotically normal
with the same rate as that in the case of stationary time series. In addition, our
nonparametric estimator of g(·) is also asymptotically consistent, although the rate
of convergence, as expected, is slower than that for the stationary time series case.
The uniform consistency of the nonparametric estimator is also discussed in this
paper.
The rest of the paper is organized as follows. Both the estimation method of α
and g(·) and some necessary conditions are given in Section 2. The main results as
well as some extensions are provided in Section 3. Section 4 discusses a simulated
example of implementation. Section 5 concludes this paper with some remarks. A
summary of some key terminologies in the Markov theory is given in Appendix A.
The proofs of the main results as well as the key lemmas are given in Appendix B.
The proofs of the key lemmas are ﬁnally given in Appendix C.
2 Estimation method and assumptions
2.1 Markov theory
Let {Vt, t ≥ 0} be a Markov chain with transition probability P and state space
(E, E), and φ be a measure on (E, E). Throughout the paper, {Vt} is assumed
to be φ–irreducible Harris recurrent (see Appendix A for deﬁnition), which makes
4asymptotics for semiparametric estimation possible. The class of stochastic pro-
cesses we are dealing with in this paper is not the general class of null recurrent
Markov chains. Instead, we need to impose some restrictions on the tail behavior of
the distribution of the recurrence time Sα of the chain (see Appendix A for details).
This is what we are interested in: a class of β–null recurrent Markov chains.
DEFINITION A Markov chain {Vt} is β–null recurrent if there exist a small nonneg-
ative function f(·) (see Appendix A for the deﬁnition of small function), an initial










βLf(n) as n → ∞, (4)
where Eλ stands for the expectation with initial distribution λ and Γ(·) is the usual
Gamma function.
It is shown in Karlsen and Tjøstheim (2001) that when there exist some small
measure ν and small function s with ν(E) = 1 and 0 ≤ s(v) ≤ 1, v ∈ E, such that
P ≥ s ⊗ ν, (5)
then {Vt} is β–null recurrent if and only if
Pα(Sα > n) =
1
Γ(1 − β)nβLs(n)
(1 + o(1)), (6)
where Ls =
Lf
πsf and πs is the invariant measure deﬁned in (A.2) of Appendix A
below.
We then introduce a useful decomposition which is critical in the proofs of asymp-
totics for nonparametric estimation in null recurrent time series. Let f be a real




sum of identically distributed random variables with one main part and two asymp-
5totically negligible minor parts. Deﬁne
Zk =

        
        
τ0 P
t=0
f(Vt), k = 0,
τk P
t=τk−1+1
f(Vt), 1 ≤ k ≤ N(n),
n P
t=τN(n)+1
f(Vt), k = (n),
where the deﬁnitions of τk and N(n) will be given in Appendix A. Then
Sn(f) = Z0 +
N(n) X
k=1
Zk + Z(n). (7)
From Nummelin (1984)’s result, we know that {Zk,k ≥ 1} is a sequence of i.i.d. ran-
dom variables. In the decomposition (7) of Sn(f), N(n) plays the role of the number
of observations. It follows from Lemma 3.2 in Karlsen and Tjøstheim (2001) that
Z0 and Z(n) converge to zero almost surely when they are divided by N(n). Further-
more, Karlsen and Tjøstheim (2001) show that if (5) holds and
R
|f(v)| πs(dv) < ∞,
then for an arbitrary initial distribution λ we have
1
N(n)





Since E[t|Vt] = E[t] = 0, the nonparametric function g(Vt) can be represented by
g(Vt) = E [(Yt − X
τ
t α)|Vt] = E[Yt|Vt] − (E[Xt|Vt])
τ α. (9)
In view of (9), we can rewrite model (3) as (see, for example, Robinson 1988;
H¨ ardle et al 2000)
Yt − E[Yt|Vt] = (Xt − E[Xt|Vt])
τ α + t. (10)
6Letting Wt = Yt − E[Yt|Vt] and Ut = Xt − E[Xt|Vt], model (10) implies
Wt = Yt − E[Yt|Vt] = (Xt − E[Xt|Vt])
τ α + t = U
τ
t α + t. (11)
Note that E[Wt] = E[Uτ
t α] + E[t] = 0. In the case where {(Xt,Vt,t) : t ≥ 1}
is a sequence of stationary random variables, various estimation methods for α and
g(·) in model (3) have been studied by many authors (see, for example, Robinson
1988; H¨ ardle et al 2000; Gao 2007).
We now propose a semiparametric least squares estimation method based on
the so–called local linear kernel smoothing. For every given α, we deﬁne a kernel




e wnt(v)(Yt − X
τ
t α),









































for j = 0,1,2.
Replacing g(Vt) by gn(Vt;α) in model (3) and applying the weighted least squares
method, we obtain a least squares estimator of α of the form













e wnk(Vt)Yk. And g(·) is then estimated by
e gn(·) = gn(·; e αn). (14)
7This kind of estimation method has been studied in the literature (see, for exam-
ple, H¨ ardle et al 2000). When {Vt} is a sequence of either ﬁxed designs or stationary
regressors with a compact support, the conventional weighted least square estima-
tors (13) and (14) work well in large sample theory and practical applications. Since
the invariant distribution of β–null recurrent Markov chain {Vt} might not have any
compact support, however, it is diﬃcult to establish asymptotic results for the esti-
mators (13) and (14) owing to the random denominator problem involved in e ωnt(·).
Hence, to establish our asymptotic theory, we apply the following weighted least
squares estimation method (see, for example, Robinson 1988). Deﬁne
Ft := Fnt = I (|pn(Vt)| > bn), (15)




f Kv,h(Vk) and bn is a sequence of positive numbers satisfying
some conditions. Furthermore, let
f X
τ = (f X1F1,···, f XnFn) and e Y
τ = (e Y1F1,···, e YnFn).
Throughout this paper, we propose to estimate α by
b αn = (f X
τ f X)
−1f X
τ e Y , (16)
and g(·) by
b gn(·) = gn(·; b αn). (17)
2.3 Assumptions
Let H(v) = E[Xt|Vt = v],
H(·) = (h1(·),···,hd(·))
τ and Ut = (ut,1,···,ut,d)
τ. (18)
As may be seen from equation (11), further discussion on the semiparametric
estimation method depends heavily on the structure of {Xt} and {Vt}. For example,
8each hj(·) is just a constant aj = E[xtj] when {Xt} is a sequence of strictly stationary
regressors and independent of {Vt}. When {Xt} is a sequence of nonstationary
regressors, each hj(·) may depend on t even when {Ut} and {Vt} are assumed to be
independent.
This paper is concerned with the following two cases: (i) where {Xt} is a sequence
of strictly stationary regressors and independent of {Vt}; and (ii) where {Xt} is
a sequence of nonstationary regressors and dependent on {Vt}. Thus, the main
assumptions will be on {Vt} and {Ut}, where Ut = Xt − E[Xt|Vt].
Before stating the main assumptions, we introduce the deﬁnition of α–mixing
dependence. The stationary sequence {Zt,t = 0,±1,···} is called to be α–mixing if








k} denotes a sequence of σ–ﬁelds generated by {Zt,k ≤ t ≤ j}. Since
its introduction by Rosenblatt (1956), α–mixing dependence is a property shared by
many time series models (see, for example, Withers 1981; Auestad and Tjøstheim
1990). For more details about limit theorems for α–mixing processes, we refer to
Lin and Lu (1996) and the references therein.
The following assumptions are necessary to derive the asymptotic properties of
the semiparametric estimators.
A1. The kernel function K(·) is a probability and symmetric function having
some compact support. Furthermore, K(·) is Lipschitz continuous of order 1.
A2 (i). Let {Ut} be a sequence of stationary ergodic Markov chains with
E [kU1k4+γ1] < ∞ for some γ1 > 0, where k · k stands for the Euclidean norm. Fur-
thermore, we suppose that Σ := E[U1Uτ





γ1/(4+γ1) < ∞. (19)
9where αU(t) is the α–mixing coeﬃcient of {Ut}.
(ii). Let {t} be a stationary ergodic Markov process with E[1] = 0, σ2 :=
E [2





γ2/(2+γ2) < ∞, (20)
where α(t) is the α–mixing coeﬃcient of {t}.
A3. (i). The invariant measure πs of the β–null recurrent Markov chain {Vt}
has a uniformly continuous density function ps(·) with sup
v∈R
ps(v) < ∞.
(ii). Let {Ut}, {Vt} and {t} be mutually independent.
A4. Let fi,k(·) be the density function of
Vi,k = ϕi−k (Vi − Vk) for i > k with ϕm = m










fi+m,i(v) < ∞ (21)
and ft,0(v) = O(v−(3+ς)) for some ς > 0 as t → ∞ and v → ∞. Furthermore, there
exists a sequence of σ–ﬁelds {Ft, t ≥ 0} such that {Vt} is adapted to Ft. We assume









fi+m,i(v|Fi) < ∞, (22)
where fi,k(v|Fk) is the conditional density function of Vi,k given Fk.
A5. The function g(v) is twice diﬀerentiable and the second derivative is also











where g00(·) is the second order derivative of g(·), the deﬁnitions of ϕt and ft,0(v) are
given in A4.
10A6. The sequence {bn} satisﬁes as n → ∞
bn → 0, n
ε0hb
−2
n → 0 and n
β−ε0hb
4
n → ∞ (24)
for some 0 < ε0 < β. Moreover,
n X
t=1
P (pn(Vt) ≤ bn) = o(n). (25)
Remark 2.1. Assumptions A1–A3 are relatively mild in this kind of problems
and can be justiﬁed in many situations. A1 is a quite natural condition on the
kernel function and is used by many authors for the stationary time series case. α–
mixing dependence in A2 is a mild condition on {Ut} and the errors process {t}, and
Karlsen et al (2007) also had similar assumption. On the other hand, A2 is necessary
for the establishment of asymptotic normality in this type of semiparametric setting.
As we can see from the asymptotic theory below, the condition on the existence of
the inverse matrix Σ−1 is required in Theorem 3.1. H¨ ardle et al (2000) also applied
the analogous conditions (see Section 1.3 in their book) to establish the asymptotic
results for the conventional least square estimator (13) and (14). They did not apply
the truncated least square method, since {Vt} in their book is a sequence of either
ﬁxed designs or stationary regressors with compact support. A3(i) corresponds to
analogous conditions on the density function in the stationary case. A.3(ii) imposes
the mutual independence to avoid involving some extremely technical conditions.
Remark 2.2. A4 is similar to but weaker than Assumption 2.3(ii) in Wang and
Phillips (2006). It is easy to check that (21) and (22) are satisﬁed with β = 1 and
Ls(·) ≡ 1 when {Vt} is a sequence of either i.i.d. or stationary dependent variables.
Consider the random walk case deﬁned by
Vt = Vt−1 + vt, t = 1,2,···, V0 = 0, (26)
where {vt} is a sequence of i.i.d. random variables. The random walk model (26)
is very important in economics and ﬁnance and has been studied by many authors.
11See, for example, Phillips and Park (1998) and the references therein. It corresponds
to a 1/2–null recurrent process and it is easy to check that (21) and (22) are satisﬁed
with β = 1/2, Ls(n) ≡ 1 and Fk = σ(vi,i ≤ k). On the other hand, (21) and (22)
can be formulated in terms of the transition probability. For example, assume that
the transition probability of the Markov process {Vt} is deﬁned by
P(x,dy) = f(x|y)dy.









m v + y|y)f
i(y)dy,
where ϕm is deﬁned in A4.
Remark 2.3. A5 is assumed to make sure that the bias term of the nonpara-
metric estimator is negligible when establishing the asymptotic distribution of the
semiparametric estimator b αn. When {Vt} is the random walk process deﬁned by
(26), condition A5 can be veriﬁed. If
g(v) = %0 + %1v + %2v
2 + %3v
3 (27)


















which implies (23). For the case where g(·) is a polynomial function with an order
higher than three, we will discuss this in Section 3.2.
Remark 2.4. A6 is imposed to ensure that the truncated procedure works in
this kind of problems. When {Vt} is a sequence of i.i.d. random variables having
a compact support S, it is easy to show that (25) holds if sup
x∈S
p(x) > 0, where p(·)
is the density function of {Vt}. On the other hand, if {Vt} is an i.i.d. sequence
without any compact support, Robinson (1988) gave diﬀerent conditions such that




P (pn(Vt) ≤ ε) = o(n), (28)
where ε is a suﬃciently small positive constant. Note that, for the random walk









































   
   
k P
j=1
vt+1−j, if t ≥ [n/2],
k P
j=1
vt+j, if t < [n/2].
By Proposition 3.1 below again, we have pn(Vt) ≥
N([n/2])
N(n) ps(0) in probability. On






Since ps(·) ≡ 1 for the random walk case, we have shown that (28) holds.
3 The main results and their extensions
3.1 The main results
Before stating asymptotic distributions of the semiparametric estimators, we ﬁrst
establish the uniform strong convergence of the kernel estimator, which is critical
in proving some of the main results of this paper. Uniform convergence for the



















for 0 ≤ i ≤ 3. Note
that Q and pn(v,q) all depend on i, but for notational simplicity we ignore this
lower–case index throughout the rest of this paper.
Proposition 3.1. Let A1, A3(i) and A4 hold. If, in addition, nε0h → 0, nβ−ε0h →
∞ for some 0 < ε0 < β, then as n → ∞
pn(v,Q) − ps(v)
Z
Q(u)du = o(1) a.s., (29)
uniformly in v ∈ R.
Remark 3.1. Karlsen and Tjøstheim (2001) already studied point–wise strong
consistency of pn(·) when i = 0,
n
ε0h → 0, n
β/2−ε0h → ∞, 0 < ε0 < β/2,
which are slightly stronger than the conditions in Proposition 3.1. Hence, we not
only weaken the corresponding conditions of Karlsen and Tjøstheim (2001), but also
extend their results to uniform strong consistency.
We are now ready to state the asymptotic distributions of the estimate b αn in the
following theorem. Its proof is given in Appendix B. The following theorem includes
two cases: (a) {Vt} is a sequence of nonstationary regressors and {Xt} is a sequence
of strictly stationary regressors and independent of {Vt}; and (b) both {Xt} and
{Vt} are nonstationary.




t ] be positive
deﬁnite.
(i) If {Xt} is strictly stationary and independent of {Vt}, then as n → ∞,
√








(ii) Assume that H(v) is twice diﬀerentiable and the second derivative is also



























Then, (30) still holds.
Remark 3.2. Since the asymptotic distribution and asymptotic variance in
(30) are mainly determined by the stationary sequences {t} and {Ut}, the above
conclusion extends Theorem 2.1.1 of H¨ ardle et al (2000) for the case when {Xt},
{Vt} and {t} are all strictly stationary.
Remark 3.3. Since {Xt} is assumed to be strictly stationary and indepen-
dent of {Vt} in Theorem 3.1 (i), H(Vt) = E[Xt|Vt] = E[X1]. As a result, Σ =
E [(X1 − E[X1])(X1 − E[X1])
τ] is just the variance matrix of {Xt}.
Remark 3.4. As discussed in Remark 2.3, we can also show that (31) and (32)
hold for the random walk case, when
g(v) = %0 + %1v + %2v
2 + %3v
3, H(v) = a0 + a1v + a2v
2 + a3v
3
and n3h8 = o(1), where ak, k = 0,···,3, are d−dimensional vectors.
An asymptotic distribution of b gn(x), similar to the corresponding results obtained
by Karlsen et al (2007), is given in Theorem 3.2 below.
Theorem 3.2 (i) Let the conditions of Theorem 3.1 (i) hold. If, in addition,









(b gn(v) − g(v))
d −→ N (0,σ2 R
K2(u)du). (33)
(ii) Under the conditions of Theorem 3.1 (ii), then equation (33) remains true.
In addition to the asymptotic distribution of b gn(v) to g(v) in Theorem 3.2, The-
orem 3.3 below establishes a useful result to obtain the uniform convergence of the
semiparametric estimator b gn(v).
15Theorem 3.3 Let A1–A6 hold. Suppose that H(v) is twice diﬀerentiable and the































Remark 3.5. Equation (34) implies that there exists some relationship between
the bandwidth condition and the moment condition on 1. As ε0 decreases (the
bandwidth condition becomes weaker), we need higher order moment condition on
1. On the other hand, inf
v∈Rps(v) > 0 is a mild condition for nonstationary time
series. For example, ps(v) ≡ 1 for the random walk case.
As an application of Theorem 3.3, we can obtain the uniform consistency of
b gn(v). When {Vt} is a sequence of nonstationary regressors and {Xt} is a sequence
of strictly stationary regressors and independent of {Vt}, we have the following
result.
Corollary 3.1. Let the conditions of Theorem 3.1(i) hold. If, in addition,
equation (34) is satisﬁed and inf













  = oP(1). (36)
When {Xt} and {Vt} are both nonstationary processes, we have the following
result.
Corollary 3.2. Let the conditions of Theorem 3.1(ii) hold. If, in addition,
inf
|v|≤Cn



























 = oP(1). (37)
3.2 Some extensions
In Remarks 2.3 and 3.4, we have shown that under mild conditions on the band-
width, our asymptotic results hold when g(·) and H(·) are third–order polynomials.
A natural question is whether Theorems 3.1 and 3.2 still hold when g(·) and H(·)
are higher order polynomials. As introduced in Section 2.2, we apply the local lin-
ear smoothing technique to deal with the nonparametric regression component in
model (3). If the kernel method is replaced by a local q–order polynomial method,
our asymptotic results should still hold and the conditions on g(·) and H(·) may be
relaxed. Further discussion is left for future research.
Meanwhile, various extensions of model (3) may be discussed. In the following,
we consider a general case where {Vt} is a vector of p–dimensional variables given
by Vt = (vt1,···,vtp)τ. As mentioned in the introduction, two of the most useful
dimension reduction methods are the additive modelling and the semiparametric
modelling. We thus propose combining the two methods together to deal with the







gj(vtj) + t, (38)
where gj(·), 1 ≤ j ≤ p, are unknown univariate functions. To estimate the pa-
rameters and functions involved in model (38), we may need to extend an eﬃcient
semiparametric method proposed in Gao et al (2006) for the stationary case to such
a nonstationary case. Meanwhile, the smooth backﬁtting method, developed in
Schienle (2006) for the case when αk ≡ 0 and {vtj} is a sequence of nonstationary
regressors, could also be extended to deal with model (38). Since diﬀerent methods
and more technicalities will be involved, such issues are left for future research.
174 Simulation study
To illustrate our estimation procedure, we consider a simulated example in this
section. In the simulation study, the uniform kernel K(v) = 1
2I[−1,1](v) is used.
A diﬃcult problem in simulation is the choice of a proper bandwidth. From the
asymptotic results in Section 3, we can ﬁnd that the rates are diﬀerent from those
in the stationary case with n being replaced by nβ. In practice we have found it
useful to use a semiparametric cross–validation method (see, for example, Section
2.1.3 of H¨ ardle et al 2000).
Example 4.1. Consider a partially linear time series model of the form
Yt = Xtα + g(Vt) + t, t = 1,2,···,n, (39)
where
Vt = Vt−1 + vt
with V0 = 0 and {vt} is a sequence of i.i.d. random variables generated from
N(0,0.12), {t} is generated by the following AR(1) process
t = 0.5t−1 + ηt,
{ηt} is a sequence of i.i.d. random variables generated from N(0,1), {vt} and {ηt}
are mutually independent. Furthermore, we choose the true value of α as α0 = 1
and the true form of g(·) as g0(v) = v. Deﬁne H(v) = E[Xt|Vt = v]. We consider
three types of situations for {Xt}
(i) Xt = Ut, {Ut} is a sequence of i.i.d. N(0,1) random variables,
(ii) Xt = Vt + Ut, where {Ut} is deﬁned as in case (i), and
(iii) Xt = V 2
t + Ut, where {Ut} is deﬁned as in case (i).
18Table 1: Simulation results for the estimator of α0
n α0 H(·) AE SE
200 1.000 H(v) ≡ 0 0.0137 0.0144
700 1.000 H(v) ≡ 0 0.0117 0.0086
1200 1.000 H(v) ≡ 0 0.0064 0.0062
200 1.000 H(v) = v 0.0172 0.0215
700 1.000 H(v) = v 0.0149 0.0126
1200 1.000 H(v) = v 0.0079 0.0108
200 1.000 H(v) = v2 0.0218 0.0229
700 1.000 H(v) = v2 0.0132 0.0167
1200 1.000 H(v) = v2 0.0083 0.0090
Table 2: Simulation results for the estimator of g0(v) = v
n H(·) AE SE
200 H(v) ≡ 0 0.1158 0.0575
700 H(v) ≡ 0 0.0894 0.0341
1200 H(v) ≡ 0 0.0628 0.0210
200 H(v) = v 0.1391 0.0582
700 H(v) = v 0.1299 0.0437
1200 H(v) = v 0.1075 0.0367
200 H(v) = v2 0.1402 0.0585
700 H(v) = v2 0.1350 0.0483
1200 H(v) = v2 0.1096 0.0400
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It is easy to check that the random walk {Vt} deﬁned in this example corresponds
to a 1/2–null recurrent process and the assumptions in Section 2 are satisﬁed here.
We choose sample sizes n = 200, 700,1200 and N = 1000 as the number of replica-
tions in the simulation. The simulation results are listed in Tables 1 and 2 and the
plots are given in Figures 1–9.





|b α(j) − α0|, (40)
where b α(j) is the value of b αn in the j–th replication. “SE” is the standard error of
{b α(j)}. From Table 1, we ﬁnd that the estimator of α0 performs well in the small
                          
    
  
    
  
    
 
   
     
                                    
    
  
    
  
    
  
    
 
   
 
   
     











20and medium–sample case and it improves when the sample size increases.
The performance of the nonparametric estimator is given in Table 2. The “AE”






|b gn(vj) − vj|, (41)
where vj = vmin +
j−1
300(vmax − vmin) for j = 1,2,···,300, vmax and vmin are the
maximum and minimum of the random walk {Vt,1 ≤ t ≤ n}, respectively. “SE”
in Table 2 is the standard error. From Table 2, we ﬁnd that the nonparametric
estimator of g0(v) = v performs well in our example and it improves when the
sample size increases.
Figures 1–3 compare the true nonparametric regression function g0(·) and its
local linear estimator for the case of H(v) = 0 when the sample size is 200, 700 and
1200 respectively. Figures 4–6 compare the true nonparametric regression function
g0(·) with its local linear estimator for the case of H(v) = v when the sample size
is 200, 700 and 1200 respectively. Figures 7–9 compare the true nonparametric
regression function g0(·) and its local linear estimator for the case of H(v) = v2
when the sample size is 200, 700 and 1200 respectively. The solid line is g0(·)
and the dashed line is the local linear estimator. We cannot forecast the trace of
the random walk {Vt} because of its nonstationarity. Hence, we estimate the true
regression function g0(·) according to the scope of {Vt} and we cannot estimate g0(·)
in other points out of the scope since there is not enough sample in the neighborhood
of them. That is why the scopes of the abscissa axis are diﬀerent in Figures 1–9.
We can also ﬁnd that the performance of the local linear estimator of g0(·) improves
as the sample size increases.
215 Conclusions
We have established asymptotically normal estimators for both the parameters and
the regression function involved in model (3) when either {Vt} is nonstationary and
{Xt} is strictly stationary or both {Xt} and {Vt} may be nonstationary. Theorem
3.1 shows that the conventional
√
n–rate of convergence can still be achievable for
the proposed semiparametric estimator of α even when nonstationarity is involved.
Meanwhile, Theorem 3.2 shows that the estimator b gn(·) has the same asymptotic
properties as for the purely nonparametric regression case discussed in Karlsen et al
(2007). Proposition 3.1, Corollaries 3.1 and 3.2 establish the uniform consistency of
the nonparametric estimators. In addition, the small and medium–sample studies
in Section 4 show that both the estimation method and the asymptotic theory work
well in practice.
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7 Appendix A
To make this paper more self–contained, we summarize the deﬁnitions of some terms as
well as some facts in Markov theory in this section. We still adopt the notations used in
Nummelin (1984) and Karlsen and Tjøstheim (2001).
Let {Vt, t ≥ 0} be a class of Markov chains with transition probability P and state
space (E, E), and φ be a measure on (E, E). {Vt, t ≥ 0} is said to be φ–irreducible if
22each φ–positive set A is communicating with the whole state space E, i.e.
∞ X
n=1
Pn(v,A) > 0, for all v ∈ E whenever φ(A) > 0.
Denote the class of nonnegative measurable functions with φ–positive support by E+. For
a set A ∈ E, we write A ∈ E+ if 1A ∈ E+, where 1A stands for the indicator function of
the set A. The chain {Vt} is Harris recurrent if for all A ∈ E+, v ∈ E,
P(SA < ∞|V0 = v) ≡ 1, SA = min{n ≥ 1, Vn ∈ A},
or equivalently, if given a neighborhood Nv of v, v ∈ E, with φ(Nv) > 0, {Vt} will return
to Nv with probability one. This is what makes asymptotics for our semi-parametric
estimation possible. So in the following, we always assume that {Vt} is φ–irreducible
Harris recurrent.
Let η be a nonnegative measurable function and λ be a measure. We deﬁne the kernel
η ⊗ λ by
η ⊗ λ(v,A) = η(v)λ(A), (v,A) ∈ (E, E).












A function η ∈ E+ is said to be a small function if there exist a measure λ, a positive
constant b and an integer m ≥ 1, so that
Pm ≥ bη ⊗ λ.
And if λ satisﬁes the above inequality for some η ∈ E+, b > 0 and m ≥ 1, then λ is
called a small measure. A set A is small if 1A is a small function. By Theorem 2.1 and
Proposition 2.6 in Nummelin (1984), we know that for a φ–irreducible Markov chain, there
23exists a minorization inequality: there are a small function s, a probability measure ν and
an integer m0 ≥ 1 such that
Pm0 ≥ s ⊗ ν.
As pointed out by Karlsen and Tjøstheim (2001), it causes some technical diﬃculties to
have m0 > 1 and it is not a severe restriction to assume m0 = 1. So in the paper, we
always assume that the minorization inequality
P ≥ s ⊗ ν (A.1)
holds with ν(E) = 1, 0 ≤ s(v) ≤ 1, v ∈ E.
We apply the so–called Markov chain splitting method of Karlsen and Tjøstheim (2001)
when we prove some of our results. In this method, an important role is played by the split
chain, which can be constructed when the minorization inequality (A.1) holds. This allows
for the decomposition of the chain into identically distributed main parts and remaining
parts that are asymptotically negligible. Denote
Q(v,A) = (1 − s(v))−1(P(v,A) − s(v)ν(A))1(s(v) < 1) + 1A(v)1(s(v) = 1).
Then the transition probability P(v,A) can be decomposed as
P(v,A) = (1 − s(v))Q(v,A) + s(v)ν(A).
When (A.1) holds, it can be veriﬁed that Q is a transition probability. As 0 ≤ s(v) ≤ 1
and ν(E) = 1, P can be seen as a mixture of the transition probability Q and the small
measure ν. Since ν is independent of v, the chain regenerates each time when ν is chosen
with probability s(v). For more details, we refer to Nummelin (1984). Now we introduce
the split chain {(Vt, Tt), t ≥ 0}, where the auxiliary chain {Tt} only takes the values
0 and 1. Given Vt = v, Tt−1 = tt−1, Tt takes the value 1 with probability s(v). The
distribution of {(Vt,Tt), t ≥ 0} is determined by its initial distribution λ, the transition
probability P and (s, ν). We use Pλ and Eλ for the distribution and expectation of the
Markov chain with initial distribution λ. When λ = δv we write Pv instead of Pδv, which
is the conditional distribution of (T0, {(Vt,Tt),t ≥ 1}) given V0 = v. When λ = δα(v,1),
24i.e., V0 = v for arbitrary v ∈ E and T0 = 1, then we write Pα and Eα. As shown in
Karlsen and Tjøstheim (2001), if we let
πs = νGs,ν, where Gs,ν =
∞ X
n=0
(P − s ⊗ ν)n, (A.2)
then πs = πsP, which implies that πs is an invariant measure.
Next, we give some deﬁnitions of the stopping times of the Markov chain. Let
τ = τα = min{n ≥ 0 : Tn = 1} (A.3)
and
Sα = min{n ≥ 1 : Tn = 1}. (A.4)





inf{n ≥ 0 : Tn = 1}, k = 0,
inf{n > τk−1 : Tn = 1}, k ≥ 1,
(A.5)





max{k : τk ≤ n}, if τ0 ≤ n,
0, otherwise.
(A.6)
(A.3)–(A.6) are used in the decomposition (7) in Section 2.
8 Appendix B
First of all, we give some lemmas which are useful in the proofs of our asymptotic results.
The proofs of the following lemmas are relegated to Appendix C below. For simplicity,
we assume, throughout the section, that (21) and (22) hold for all i, m ≥ 1. This will
cause no problem, as we can prove the results by A4 and the decomposition technique of
small block and large block. Since the proofs of the main results are very technical,we will
consider only the case of d = 1 for convenience since the basic ideas of our methodology
hold for the case of d ≥ 2. Thus, Xt = xt,1 in the rest of this section.
25Lemma B.1. Assume that {Vt} and {t} are mutually independent. {Vt} is β–null
recurrent and {t} is ergodic. Then, the compound process {(Vt, t)} is still β–null recur-
rent.
Lemma B.2. Let e g(Vt) = g(Vt)−
n P
k=1




Let A1, A3 and A4 hold. If, in addition, both g(v) and H(v) are twice diﬀerentiable and




C(K)h2g00(Vt)(1 + oP(1)) and e H(Vt) =
1
2
C(K)h2H00(Vt)(1 + oP(1)) (B.1)
when pn(Vt) > 0.
Lemma B.3. Under the conditions of Theorem 3.1, we have, as n → ∞,
1
n
e Xτ e X
P −→ Σ. (B.2)
Lemma B.4. Suppose that E|X|p < ∞ and E|Y |q < ∞, where p, q > 1, p−1+q−1 < 1.
Then
|E(XY ) − (EX)(EY )| ≤ 8(E|X|p)1/p(E|Y |q)1/qα1−p−1−q−1
,
where α = sup
A∈σ(X),B∈σ(Y )
|P(AB) − P(A)P(B)|.






















I (|Vt| > Sn).






























































































∩ Jn(β) + Jc
n(β).
(B.4)
By Lemma 3.4 in Karlsen and Tjøstheim (2001), in order to prove (B.3), it suﬃces to






















The compact set {v : |v| ≤ 2Sn} can be covered by a ﬁnite number of subsets {S0
i}
centered at s0
i with radius (nβ−ε0/2h)−(2m−1), where m > (2 + 2ζ)/ε0 + 5/4. Letting Tn



















































































































+ o(1) = o(1) a.s.,
(B.7)
27since m > (2 + 2ζ)/ε0 + 5/4 > (1 + β)/ε0 − 11/8. In view of (B.6) and (B.7), in order to
























We then apply the decomposition (7) to show (B.8). Deﬁne
Zk,j =

        

















j,h(Vt) = Z0,j +
N(n) X
k=1
Zk,j + Z(n),j. (B.9)
From Nummelin (1984)’s result, we know that {Zk,j, k ≥ 1} is a sequence of i.i.d.
random variables for each ﬁxed j. Let
µ(Qs0
j,h) = E [Zk,j]. (B.10)













 = o(1). (B.11)
























 ∩ Jn(β), i.o.


 = 0. (B.12)
We prove (B.12) through using Bernstein’s inequality and the truncation method. As










28where the constant C depends neither on s0
j nor on j. Deﬁne
Zk,j = Zk,jI(|Zk,j| < nβ−
ε0
4 ) and e Zk,j = Zk,j − Zk,j.


































































Take p = m in (B.13). Then as ε0m − 5



































































































































































where c1 and c2 are some positive constants. By (B.15), (B.16) and Borel–Cantelli
Lemma, (B.12) is proved. By arguments similar to those used in the proof of Theorem










|Z(n),j| = o(1) a.s. (B.17)
29By (B.9), (B.12) and (B.17), equation (B.8) holds. Hence, the proof of (B.3) is completed.
To show that (29) holds, by (B.3) and Bochner’s lemma, we only need to show that
sup
|v|>2Sn
|e pn(v,Q) − E [e pn(v,Q)]| = o(1) a.s., (B.18)
sup
v∈R
|pn(v,Q) − E [pn(v,Q)]| = o(1) a.s. (B.19)
Since the assumptions of |v| > 2Sn and |Vt| ≤ Sn imply |Vt − v| ≥ Sn, the fact that






























|e pn(v,Q) − E [e pn(v,Q)]| ≤ sup
|v|>2Sn
|e pn(v,Q)| + sup
|v|>2Sn
|E [e pn(v,Q)]| = o(1).
Hence, (B.18) holds. To prove (B.19), using the boundedness of K(·) and Lemma 3.4 in





|pn(v,Q)| > δ, nβ−
0










































































































, which can be proved by A4. Then, by




|pn(v,Q)| = o(1) a.s.
30Finally, using the same arguments as above, we have
sup
v∈R







Thus, the proof of Proposition 3.1 is completed.
Proof of Theorem 3.1. In view of Lemma B.3 and the decomposition
















we need only to show
n X
t=1

















d −→ N (0,Σ,U). (B.22)



























(g(Vk) − g(v)) =
h2C2(K)
2










(H(Vk) − H(v)) =
h2C2(K)
2
ps(v)H00(v) (1 + oP(1)),

































e Xt = Xt −
n X
s=1
e wns(Vt)Xs = Ut −
n X
s=1



















































































In the following, we verify equations (B.23)–(B.31) to complete the proofs of Theorem
3.1(i) and then Theorem 3.1(ii). Note that for Theorem 3.1(i), H00(·) ≡ 0. Thus, equations
(B.25), (B.28) and (B.30) hold trivially.




∞, which implies that
E























Utg00(Vt)Ft = oP(1), (B.33)
which implies that (B.23) holds.
Similarly, by the continuity of g00(·), Lemma B.2 and Lemma 3.4 in Karlsen and
Tjøstheim (2001), we have
h4E




































. Letting FV = σ(Vt,1 ≤ t ≤ n) and by
∞ P
t=1
|E[U1Ut]| < ∞, we have
E

















































































=: Λn,1 + Λn,2.





































=: Λn,1(1) + Λn,1(2)





























































































































We then consider Λn,2. Analogous to the calculation of Λn,1, we need only to deal with
the case of t2 > t1 > k and the other cases can be dealt with similarly. By A1 and A4–A6






























































and we have shown (B.24).

























































E [KVt,h(Vk1)KVt,h(Vk2)]E [k1k2] =: Ξn,1 + Ξn,2.
(B.35)



































On the other hand, by A2 (ii) and Lemma B.4, we can show that
∞ X
t=1
|E[1t]| < ∞. (B.37)















































































if taking  < ε0/2. Hence, (B.26) is proved.




































































=: In,1 + In,2.
(B.41)






































































































































s(n)h−2), j = 2,3,4. (B.44)































































































|E[U1Ut]| < ∞ and (B.37) as well as following the calculation of the order of
I
(j)




s(n)h−1), j = 1,···,4. (B.47)
By (B.46)–(B.47), we have
In,2 = O(n3β+1L3
s(n)h−1).



































n ) = oP(
√
n),
which implies that (B.27) holds.
Finally, we prove (B.29) and (B.31). The proof of (B.29) is similar to (B.40). By the









Utt < z | FU
)
→ Φ(z/σ1) a.s., (B.48)
where σ2
1 = Σ,U > 0 when the dimension of {Ut} is assumed to be d = 1 in this section.



































U (|t − s|)α
γ2/(2+γ2)











U (|t − s|)α
γ2/(2+γ2)








U (|t − s|)α
γ2/(2+γ2)




E(1 − Ft) = C
n P
t=1
P (pn(Vt) ≤ bn) = o(n),
(B.49)
which implies that (B.31) is proved.
Proof of Theorem 3.1(ii). We next prove Theorem 3.1(ii) by completing the proofs
of (B.25), (B.28) and (B.30).





  = oP(
√
n). (B.50)


















whose proof is similar to that of of (B.33).
Therefore, equations (B.50)–(B.52) complete the proof of Theorem 3.1(ii).
Proof of Theorem 3.2 (i). By the deﬁnition of b gn(v), we have
b gn(v) − g(v) =
n P
t=1




e wnt(v)(Yt − Xtα − g(Vt)) +
n P
t=1




e wnt(v)Xt(α − b αn)
=: Φn,1 + Φn,2 + Φn,3.
(B.53)
Since {t} is assumed to be stationary and α–mixing, by Corollary 5.1 of Hall and























































































As derived in the proof of Lemma B.2 below, we have
n X
t=1
e wnt(v)(g(Vt) − g(v)) =
C(K)h2
2
g00(v)(1 + oP(1)). (B.56)
















since nβ/5+h = o(1).







Φn,3 = oP(1). (B.58)













1/2  n P
t=1








1/2  n P
t=1















= oP(n(β−1)/2) = oP(1) (B.60)
by h−1  nε0. On the other hand, by A1, A2 (i) and Lemma B.4, we have
E












































2h−1/2) = oP(1) (B.63)
when taking  ≤ ε0/3. Therefore, (B.58) is an immediate result of (B.59), (B.60) and
(B.63). The proof of Theorem 3.2 (i) is completed.
40Proof of Theorem 3.2 (ii). The proof is similar to that of Theorem 3.2 (i) and the
only diﬀerence lies in Φ
(1)
n,3. As H(·) is twice diﬀerentiable and the second derivative is
















e wnt(v)H00(v + ϑt(Vt − v))(Vt − v)2
= H(v) + o(1) a.s.,
which, along with (B.53), completes the proof of Theorem 3.2 (ii).




























 = oP(1). (B.66)
By(3), Proposition 3.1 and inf
v∈R
















 = oP(1). (B.67)
Recalling that {t} is stationary ergodic and independent of {Vt}, by Lemma B.1, we know
that the compound process {(Vt,t)} is also β–null recurrent. Let Sn = n2−β. First of all,














  = oP(1). (B.68)
As in the proof of Proposition 3.1, let the set {v : |v| ≤ 2Sn} be covered by a ﬁnite
number of subsets {S
0
i} centered at s0
i with radius (nβ−(1−δ1)ε0h)−(2m−1), where m will








        

















j,h(Vt)t = W0,j +
N(n) P
k=1
Wk,j + W(n),j. From Nummelin (1984)’s result, we
know that {Wk,j, k ≥ 1} is a sequence of i.i.d. random variables for ﬁxed j. As in the
proof of Proposition 3.1, deﬁne
Wk,j = Wk,jI(|Wk,j| < nβ−(1−δ2)ε0) and f Wk,j = Wk,j − Wk,j,
where δ1 < δ2 < 1. Furthermore, {nβ−
ε0
8  N(n)  nβ+
ε0
8 } in the proof of Proposition
3.1 is replaced by
In(β) ≡ {nβ−(1−δ3)ε0  N(n)  nβ+(1−δ3)ε0}, δ2 < δ3 < 1.

































































Furthermore, letting δ1 → 0, δ2 → 1, δ3 → 1, m = [
3−β
2ε0 ] + 1 and by (34), (B.15) in the




















































































Hence, we have shown that (B.68) holds. Furthermore, by (B.68) and following the proof
of (B.18) and (B.19), we can show that (B.67) holds.















 = oP(1). (B.70)
As {Ut} is stationary ergodic and independent of {Vt}, the proof of (B.70) is similar to
that of (B.67).
Therefore, the proof of Theorem 3.3 follows from equations (B.53), (B.56) and (B.64)–
(B.66).
9 Appendix C
This appendix gives the proofs of the key lemmas and (B.13) listed in the previous ap-
pendix.
Proof of Lemma B.1. See the proof of Lemma 3.1 in Karlsen et al (2007).
Proof of Lemma B.2. We only give the detailed proof of (B.1) for e g(Vt) since the































for j = 0,···,3.











































































 = o(1) a.s.














which implies that (B.1) holds.
Proof of Lemma B.3. We only prove (B.2) under the conditions of Theorem 3.1 (ii)
since proof of (B.2) under Theorem 3.1 (i) is analogous and simpler.
Note that e Xτ e X =
n P
t=1
e Xt e Xτ
t Ft and e Xt = (e xt1,···, e xtd)τ. As in Appendix B, we still
consider only the case of d = 1 for convenience since the basic ideas of our methodology
hold in the case of d ≥ 2. Hence, in the rest proof of the lemma, let e Xt = e xt1 and
H(v) = h1(v). It is easy to check that
n P
t=1





































































44Similarly to (B.23)–(B.31), in order to prove Lemma B.3, it suﬃces to show that
n X
t=1
  n X
s=1
wns(Vt)Us




Ft = oP(n), (C.2)
n X
t=1




Ut Ft = oP(n), (C.3)
n X
t=1

















































































=: Πn,1 + Πn,2.
(C.8)

































































× E[Uk1Uk2Uk3Uk4] =: Πn,1(1) + Πn,1(2) + Πn,1(3) + Πn,1(4).
(C.9)



































=: Πn,1(1,1) + Πn,1(1,2).
(C.10)
In the rest of the proof, we take  < min(1
4, 1
2ε0). By A2–A4, A6 and Lemma 3.4 in
























































































































































































(t − k1)β−1Ls(t − k1)




n ) = o(n2)
by  < 1+2ε0








By A2 (i) and the covariance inequality for α–mixing sequence (Lemma B.4), we have for












U (k1 − k2) + α
γ1/(4+γ1)



















U (k1 − k2) + α
γ1/(4+γ1)












U (k1 − k2) + α
γ1/(4+γ1)
U (k2 − k3) + α
γ1/(4+γ1)











By (C.9)–(C.16), we also have
Πn,1 = o(n2). (C.17)





















































































































































≡ Πn,2(1) + Πn,2(2) + Πn,2(3) + Πn,2(4) + Πn,2(5) + Πn,2(6) + Πn,2(7).
By A2–A4,  < 1+2ε0
































































































By the above arguments, we obtain
Πn,2 = o(n2). (C.18)
By (C.8), (C.17), (C.18) and the Markov inequality, we show that (C.2) holds.
On the other hand, applying the argument in the proof of (B.33), we can prove (C.6).
By the law of large numbers for stationary α–mixing process (cf. Lin and Lu 1996) and







P −→ Σ. (C.19)







t = oP(1). (C.20)




















49we have shown that (C.7) holds.
By Cauchy–Schwarz inequality, (C.2), (C.6) and (C.7), we can show that (C.3)–(C.5)
hold, which complete the proof of Lemma B.3.
Proof of Lemma B.4. The detailed proof can be found in some α–mixing literature
such as Lin and Lu (1996).
Proof of (B.13). The proof of (B.13) is similar to that of Lemma D.1 in Gao et al
(2008), who considered the random walk case. As in Karlsen and Tjøstheim (2001), the
main issue is to deal with the inequalities in the middle of page 404 in their paper. Note













where c2 = c1 (sup|Q|)
li is independent of v and INv(y) = I(|y −v| ≤ h). By deﬁnition of
Gs,ν in Appendix A, we have
Gs,νINv(y) = Ey












≤ Mv. We thus need to show that there is
an absolute constant M such that sup
v
|Mv| ≤ M. By symmetry
Ey















which is independent of v, where Ey means that the expectation is taken with the initial
condition V0 = y.
It then follows trivially that there is some 0 < M < ∞ such that sup
v
c3(v) ≤ M
involved in the inequality Gs,ν e I|gh|li on page 404 of Karlsen and Tjøstheim (2001)’s paper.



























50independent of v. Along with the same lines as in the proof of Lemma 5.2 in Karlsen and
Tjøstheim (2001) and letting v = s0















where Zk,j is deﬁned in Appendix B and the constant Cp does not depend on j. This
completes the proof of (B.13).
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