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ABSTRACT 
NILUFER OZDEMIR: Essays in Macroeconomics of Small Open Economies 
(Under the direction of Professor Patrick J. Conway) 
 
Two main  themes  run  through  the  papers  in  this  dissertation.  Firstly,  the  papers  discuss  the 
spillovers  of  policy  choices made  by  large  countries  on  small  open  economies.  Secondly,  the  papers 
challenge some of the basic assumptions that have been widely used by open economy models.  
In  analyzing  the  influence of  external  shocks on  small open  economies,  the  current  literature 
takes the outside world as exogenous. The first essay questions this assumption and demonstrates that a 
three‐country framework is more appropriate to analyze the influence of external shocks than the current 
framework. Introducing other countries into this analysis helps us quantify the relative importance of the 
shocks that are transmitted to small countries after passing through another country. Moreover, it allows 
incorporating  the  role  of  large‐country  monetary  policy  choices  in  influencing  the  shocks  that  are 
transmitted  to  the  small open  economies.  The  game‐theoretic  component of  the model  analyzing  the 
interactions among large countries indicates that shocks transmitted to small countries depend upon the 
degree  of  coordination  among  large  countries.  The  simulation  results  show  that  shocks  that  are 
transmitted to the small open economy through trading partners create significant volatility for the small 
economy.  
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Another  commonly used  assumption  is  the uncovered  interest parity  assumption. The  second 
essay  starts  from  a  basic  observation:  high  ratios  of  banking  sector  concentration  are  very  common 
among  developing  countries.  The  essay  then  tests  the  relationship  between  this  observation  and  the 
deviations from uncovered interest parity. The theoretical model developed demonstrates that countries 
with greater market power  in domestic  financial  institutions will have the ability to discourage  financial 
flows  through their manipulation of domestic  interest rates.  In  these markets, domestic  lenders’ use of 
their  market  power  leads  to  a  different  correlation  between  financial  flows  and  excess  returns  as 
compared  to  those  suggested by  traditional models.  I  find  that  convergence  in  interest  rates  in  these 
markets  is  a  result  of  collusive  behavior. My  panel  data  estimation  indicates  that  there  is  significant 
evidence of the impact of financial market concentration on the relation between excess returns and the 
volume of the financial flows. 
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CHAPTER I 
INTRODUCTION 
  Trade and  financial connections with the world economies brought numerous benefits to the small 
open  economies, while making  them more  susceptible  to  external  shocks.  Fluctuations  in  price  of major 
export and import products or assets in the world markets, changes in investors’ degree of risk aversion and 
spillovers  of  other  policymakers’  policy  choices  have  caused  shocks  that  were  very  influential  on  small 
countries in 1980s and 1990s. Although I had a relatively tranquil period in terms of shocks in the recent past 
which  lead  to the discussion of “decoupling” of emerging markets,  the recent distress  in  the world markets 
have proven one more time that external shocks still have strong implications on small countries and it is very 
hard for them to insulate themselves from these effects.  
  The  literature has frequently analyzed the  influence of external shocks. However, previous analyses 
are made under very restrictive assumptions. For instance, a typical small open economy analysis is based on 
the assumption that external shocks follow an exogenous process. Therefore, it does not refer to markets and 
polices which generate and moderate these shocks before reaching the small open economies. Similarly, some 
of the properties that are common among small countries have not been taken into account in these analyses. 
This dissertation analyzes basic assumptions made by the literature and shows that we are giving up important 
pieces of information under these assumptions.  
The  dissertation  is  comprised  of  two  essays  both  of  which  provide  an  empirical  and  theoretical 
framework  for analyzing  the  influence of external shocks on  the small countries. The  first essay  focuses on 
large countries and the role they play  in transmitting shocks to the small countries. The theoretical analysis 
and simulation results shed light on issues related to spillover effects of large country policies on small open 
economies by focusing on coordinated and or non‐coordinated policy choices. They show that the interactions 
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among  large  countries  should  be  incorporated  into  the  small  open  economy  analysis  since  they  may 
potentially  alleviate  or  exacerbate  the  nature  of  the  shocks  influencing  small  countries.  The  second  essay 
focuses on properties of  small open economies.  It analyzes a common assumption which  is at  the heart of 
many small open economy models, called the “Uncovered Interest Parity” assumption. The theoretical model 
and the panel data estimation show that a property which  is very common among small open economies –
having concentrated  financial markets‐ plays an  important  role  in explaining  the deviations  from  this parity 
condition. The summary of each essay is presented in the following sections.  
 
I.I.  Effects  of  Monetary  Policy  Coordination  on  the  Transmission  of  External  Shocks  to  Small  Open 
Economies 
In response to shocks hitting their economies large‐country policymakers have two options. They may 
either determine their policies in coordination with other large countries, or they may determine their policies 
focusing on their domestic self interest. These policy interactions have implications on the participants of the 
policy coordination, which the literature has frequently analyzed. Moreover, they potentially have implications 
on the spillovers of these decisions on the non‐participant countries. Since the current small‐open‐economy 
literature  takes  the  outside  world  as  exogenous,  the  influence  of  these  policy  interactions  among  large 
countries is not incorporated into the analysis.  
The first essay focuses on monetary‐policy choices of  large countries to  incorporate this  interaction 
into  small‐open‐economy  analysis.  For  this purpose,  the  small‐open‐economy model of  Svensson  (2000)  is 
combined  with  the  two‐large‐country  model  of  Clarida,  Gali  and  Gertler  (2002).  The  game‐theoretic 
component of  their model allows us to analyze these monetary policy interactions among large countries in 
response  to various supply and demand shocks. By combining  these models, we  include not only  the direct 
effect of external  shocks which  is  covered by  the  literature, but also  indirect effects which passes  through 
another country before reaching the small open economy.  
3 
 
The  simulation  analysis  of  the  article  presents  the  standard  deviations  of  basic  macroeconomic 
variables  under  the  assumption  that  the  small  open  economy  follows  a  standard  monetary  policy  rule. 
Moreover,  the  tradeoff  that  small  open  economy  policymakers  face  is  analyzed with  the  use  of  efficient 
monetary policy frontiers. The significant  increase  in the standard deviations and shift  in the efficient policy 
frontiers with the introduction of indirect effects show that the literature’s simplifying assumptions could be 
very misleading. In most cases, the trade‐off small‐open‐economy policymakers are faced with is worse than 
the literature suggests. The degree of this indirect effect is found to depend on factors such as the degree of 
coordination among large countries, degree of trade connections that the small country has with the country 
originally affected by the shock and the initial foreign debt stock of the small country.  
 
I.II. The Role of Market Structure in the Determination of Deviations from UIP Condition 
An assumption which is commonly used, but not supported by empirical data, is the “uncovered interest 
parity assumption.” According to this assumption, interest rate differentials between two countries are equal 
to expected exchange  rate  changes. The  literature has  shown  that  this  assumption does not hold  and has 
provided  various explanations  to  the deviations  from  this  condition  such as  capital  controls,  risk premium, 
transaction costs, and macroeconomic differences.  
The second essay starts from an empirical analysis of the deviations and shows that even when I control 
for  the explanations provided by  the  literature,  I still observe unexplained deviations  from  this condition.  It 
also  calls  attention  to  a  basic  observation:  high  ratios  of  banking  sector  concentrations  are  very  common 
among  developing  countries.  The  essay  then  tests  the  relationship  between  this  observation  and  the 
deviations from uncovered interest parity with the help of theoretical and empirical analysis. The two‐country 
general  equilibrium model developed  covers  the  literature’s  explanations  and demonstrates  that  countries 
with greater market power in domestic financial institutions will have the ability to discourage financial flows 
through their manipulation of domestic interest rates. In these markets, domestic lenders’ use of their market 
power  leads  to  a  different  correlation  between  financial  flows  and  excess  returns  as  compared  to  those 
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suggested by traditional models. The convergence  in  interest rates  in these markets  is shown not to be the 
result of capital movements, but of collusive behavior. Markets with monopoly power are  found  to have a 
chance to increase their welfare at the expense of the other country’s welfare.  
The  quarterly  panel  data  set  which  includes  variables  belonging  to  ten  developed  and  twenty  one 
emerging market countries between the first quarter of 2000 and the  last quarter of 2005 has been used  in 
the  estimations.  In  these  panel  data  estimations,  I  find  that  there  is  significant  evidence  of  the  impact of 
financial market concentration on the relation between excess returns and the volume of the financial flows. 
Threshold  regression  results  show  that  in  countries with market  concentration  ratio above 81 percent,  the 
return differentials are not determined by the capital movements.  
  This essay also analyzes the forward premium puzzle for the same panel data set. While the literature 
suggests  that  low  forward  premium  realizations  in  the  emerging  market  countries  are  related  to 
macroeconomic  differences  between  developed  and  emerging  market  countries,  this  essay  suggests  that 
these differences are  related  to differences  in market  concentrations.  I  found  that  in  countries with highly 
concentrated financial markets, this premium almost entirely disappears.  
 
 
 
 
   
  
CHAPTER II 
EFFECTS OF MONETARY POLICY COORDINATION ON THE TRANSMISSION OF EXTERNAL SHOCKS TO SMALL 
OPEN ECONOMIES  
II.I. Introduction 
In this paper I analyze the  impact of external shocks on small open economies. The effects of these 
shocks  have  been  discussed  in  the  literature  by  authors  such  as Dornbusch  (1985),  Calvo,  Leiderman  and 
Reinhart (1993) and Reinhart and Reinhart (2001). There’s a common element among the analyses offered by 
all of these authors: they have all treated external shocks as independent, without regard to the markets and 
policies that generate and moderate these shocks before they reach a small open economy.  I  improve upon 
this  literature by  recognizing  and  incorporating  the  role of  large‐country markets  and policy  in  the  shocks 
transmitted to the small open economies.   
   External shocks may affect a small open economy either directly or  indirectly.  I  introduce  two new 
terms:   “Direct  shocks” are  those  that are propagated by  surprises  that drive  the world markets.   “Indirect 
shocks” are those that pass through another country before reaching the small open economy. In the case of 
indirect shocks, surprises  that drive  international markets affect  large‐country behavior. The spillovers  from 
the  decisions  of  that  country’s  policymakers  and  the  response  of  the  market  in  that  country  are  then 
transmitted to the small open economy. As the transmission takes place, the shock comes to reflect the policy 
stance of the country through which it passes. The interaction of the large country with the rest of the world 
also plays a role, with the shock reaching to the small open economy taking a different shape when there  is 
policy coordination among these countries. The existing literature limits itself to direct shocks: indirect shocks 
are ignored. In this paper, I demonstrate that the indirect effects are both different than and are at times as 
important as direct effects.   
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We can see an illustration of direct and indirect shocks in the case of Mexico and the oil price hikes of 
the 1970s.   World oil markets experienced two price hikes  in the 1970s: an  increase from 2.80 dollars to 12 
dollars per barrel between 1973 and 1974 and  from 15 dollars  to 40 dollars per barrel  in 1979. The direct 
effect on  government  revenues  and  inflation  rate was  felt  immediately  in Mexico.  The  indirect  effect was 
determined by the industrial countries’ response to the shock. The timing of the first oil price hike coincided 
with  the breakdown of  the Bretton Woods  system.  The  response of  industrial  countries  to  this  shock was 
rather limited and to a certain extent still coordinated (Doyle 2001). The world economies did not experience 
dramatic exchange  rates  fluctuations  in  that period.   As a  result,  the  indirect effect was not  severe either. 
Export  revenues  increased,  the Mexican economy had  improved access  to external borrowing, and Mexico 
became one of the most active borrowers of that time (Yergin 1993). 
The  second  oil  price  hike  illustrates  how  changed  responses  of  the  large  countries  affected  the 
intensity of  the  indirect  shock.    The  Fed, which did not  respond  strongly  to high  and  rising  inflation  rates 
before 1979, began  to  follow a  radically different policy with  the appointment of Paul Volcker as  the new 
chairman.   The nominal three‐month U.S. treasury bill rate  increased to 20 percent  in 1980 and stayed high 
until 1982.   Other  industrialized  countries  such as Germany,  Japan and  the U.K. who had  started  to  follow 
contractionary policies in the mid 1970s, tightened their policies further after the second hike. That is to say, 
each country tightened  its monetary policy without coordinating  its policy with other  large countries.1 These 
contractionary policies, while decreasing inflation in these countries, also transmitted a series of interest rate 
and demand reduction shocks  to small open economies such as Mexico. The cost of  loans  taken by Mexico 
rose due  to  the  link  to  the U.S.  interest  rate or  LIBOR.  Interest payments on  accumulated debt  increased 
sharply. Schaffer (2005) indicates that Mexico’s interest bill tripled from 2.3 billion dollars in 1979 to 6.1 billion 
dollars  in  1982.  The  increased  debt  service  obligations  led  investors  to  lose  confidence  in  countries  like 
Mexico. As a result, the Mexican economy suffered a severe recession. By the end of the 1982, inflation was in 
the  three‐digit range. This crisis was so harmful  that  the 1980s has been called a “lost decade”  for Mexico. 
                                                            
1 According  to Doyle et al  (2001) “The elections of Margaret Thatcher and Ronald Reagan  led  to a cessation of serious 
attempts at policy coordination  in the early 1980s, as these  leaders tended to favor unilateral action and were generally 
suspicious of international coordination in all spheres.” 
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Although there were other factors contributing to the debt crisis2, overall the  indirect effects of the oil price 
hikes through world financial and product markets played a significant role in the Mexican crisis. 
The approach introduced in this article offers three advantages over the current literature. First, the 
example above shows that the small open economy is actually hit by two sets of shocks at the same time: the 
market‐based shock and the impact of policy reactions of large economies to the original shock. This indirect 
effect can be even  larger  than  the direct effect.  Ignoring  the  indirect effect can  lead  to deceptive results  in 
measuring  impact. Second, the current  literature does not take  into account the  initial shock and starts with 
the policy shock right away. Since the size of the policy responses depends on the scale of the  initial shock, 
ignoring this initial size effect makes evaluations of the policy shocks less precise. In addition to this, in real life 
policy  makers  are  not  able  to  stabilize  their  economies  completely.  Residuals  of  initial  shocks  will  be 
transmitted to the small open economies together with the policy spillover. The approach  introduced  in this 
article corrects  for  the size effect, allows  for  the residuals of  the  initial shocks and a  larger variety of policy 
shocks to influence the small open economy at the same time.  
The  third and most  important advantage of  this approach  is  that  it  takes  the  interactions between 
large  economies  into  account. Due  to  the web  of  relationships  among world  economies,  the  externalities 
created by the policy actions of a country give rise to policy conflicts with other countries and therefore policy 
responses. When these responses are determined  in an uncoordinated way,  i.e. based on  individual country 
self interest, reactions can be “too much” or “not enough” as each country tries to gain an advantage at the 
expense of  the others. On  the other hand, when  the  countries engage  in  joint welfare maximization,  they 
internalize  the  costs  or  benefits  of  the  spillovers.  The  degree  of  coordination  between  large  countries  is 
important  for  small  open  economies,  since  the  indirect  effects  will  be  shaped  by  the  degree  of  policy 
coordination among  large  countries.  In  the 1979 oil price  shock example above, monetary policy decisions 
among industrial countries taken in an uncoordinated way intensified the interest‐rate shock to the Mexican 
economy.  
                                                            
2 See Rubio et al (1987) for details of Mexican aspects of debt crisis.  
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In  analyzing  the  influence of  external  shocks on  small open  economies,  this  last  effect  cannot be 
captured by simply changing the size of the  initial shock, or by  increasing the variety of shocks. To take this 
impact into account, the interactions between large countries should be modeled in detail.  For this reason, in 
the theoretical section of my analysis, I bring together a small‐open‐economy model with a two‐large‐country 
model.  To  simplify my  analysis,  I  consider  fixed  fiscal  policy  and  focus  on  endogenous monetary  policy.  I 
simulate my model and evaluate the impact of external shocks on the small open economy by using impulse 
response functions, volatility tables and efficient policy frontiers. I first follow the literature and analyze only 
direct shocks and then I extend my analysis by including indirect effects. The form that spillovers to small open 
economies  can  take  is  heavily  dependent  upon  whether  indirect  shocks  are  created  by  coordinated  or 
uncoordinated  policy  environments.  I  find  that  in  case  of  country  specific  cost‐push  shocks  hitting  trade 
partner of the small open economy, the indirect shock is felt more strongly in the small open economies when 
large countries determine their policies  independently, while coordination of large‐country policies mitigates 
this impact for them.  
 
Where do these “shocks” originate? 
In this section I illustrate the derivation of shocks that impinge upon a small country in a simple open 
economy model3. Shocks to the small open economy take three forms:  nominal interest rate, foreign inflation 
and  real exchange  rate  shock. As  illustrated  in  Figure  II.I below,  I  consider  a world  consisting of  two  large 
countries, A and B, and a small open economy which is represented by C.  Equations (II.I) ‐ (II.III) represent the 
IS equation, the Phillips curve and the UIP condition for country i.  
1| 1 2it it t i it i it itx x a r a q μ+= − + +   (II.I)    
1| 1 2it it t i it i it itb x b q ε+Π = Π + + +   (II.II)   
                                                            
3 The details of a similar model can be found in Froyen (2007).  
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1|it jt it t itr r q q+= + −   (II.III)   
where  , ,i A B C= ,  itx , itr  and itq  are log deviations of output gap, real interest rate and real exchange rate 
from their steady state values, and  itΠ is the inflation in country i. The real interest rate in country i is equal to 
the  difference  between  the  nominal  interest  rate  and  expected  inflation  1|it it it tr i += − Π .  itμ and  itε are 
white‐noise demand and supply shocks  influencing country  i directly. The variable  |t tz τ+ denotes the rational 
expectation of  tz τ+ at time t in these equations. 
The model is closed with a monetary policy rule determining the nominal interest rate of country i. In 
the determination of  the nominal  interest  rate,  the  large  countries have  two options. They  can determine 
their policies either in coordination or by taking the other country’s policy as given. For illustration purposes, I 
show country A’s policy rule and reduced‐form equations below. Similar functional forms apply to country B as 
well.  
1 2 1|At At At t Ati xα α ξ+= + Π +   (II.IVa)   
1 2 1| 3 2 1|At At At t Bt Bt t Ati x xβ β β β ξ+ += + Π + + Π +   (II.IVb)   
(II.IVa)  and  (II.IVb)  are  the  optimal  nominal  interest  rate  rule  of  A  under  cooperative  and  non‐
cooperative  regimes  respectively  and  Atξ   is A’s  policy  shock.  In  the  cooperative  regime,  differing  from  a 
standard Taylor  rule, A’s policymaker  cares  about not only domestic output  and  inflation, but  also  foreign 
variables.  By  contrast,  I  assume  that  C  follows  a  flexible  exchange  rate  regime  and  monetary  policy  is 
determined by a standard Taylor rule: 
1 2 1|Ct Ct Ct t Cti xφ φ ξ+= + Π +   (II.IVc) 
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Two different reduced‐form solutions for A are given in matrix form below.  AX  is a 4x1 endogenous‐
variable   vector of country A which can be decomposed  into two components, output gap and price vector, 
' , 'A At AX x P⎡ ⎤= ⎣ ⎦  . P is a 3x1 vector of prices,  [ ]' , ,A At At AtP i q= Π .  
1 2 3At t t tP V U Eω ω ω= + +   (II.Va) 
1 2 3At t t tP V U Eγ γ γ= + +   (II.Vb) 
where  tV ,  tU and  tE  are the 2x1 supply, demand, policy shock vectors respectively. The parameters of the 
reduced form solutions depend on the policy regime. ω ’s and  γ ’s are 3x1 reduced‐form‐parameter matrices 
under non‐cooperative and cooperative regime respectively. 
  Since  the small open economy  takes  foreign variables as given,  the  reduced‐form equations of  the 
small open economy will have the following functional form:  
1 2 3 4Ct Ct Ct Ct ktX V U E Pθ θ θ θ= + + +   (II.Vc) 
where  CtX is the 4x1 endogenous variable vector.  Ctε ,  Ctμ  and CtE  are domestic supply, demand and policy 
shocks hitting C. These are the “direct shocks” to the small country.
  1θ ,  2θ  and  3θ are 4x1 coefficient vectors 
and  4θ   is a 4x3 reduced  form parameter matrix.  ktP   is the “indirect shock” vector which can take the two 
different forms of (II.Va) and (II.Vb) depending on the regime k chosen by A and B.  
External shocks for small open economies, then, are: 
  (1) not equivalent to the fundamental supply or demand shocks influencing A and B directly; they are 
determined by the solution of a system of equations for A and B. 
  (2) at  least  in part due  to  “policy  shocks”  in  the  large  countries  [ ]' ,t At BtE ξ ξ= . As  in  the  case of 
fundamental supply and demand shocks, policy shocks are also transformed. 
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  (3) dependent upon the degree of policy coordination as shown in equation (II.Va) and (II.Vb). 
Small‐open‐economy analyses based only on direct effects  ignore both  transformation effects and 
policy‐coordination effects. The goal of this paper is to map the complete impact of primitive shocks on small 
open economies by accounting for both the direct impact and the indirect impact.  
Figure II.I: The Illustration of a Global Supply Shock Influencing Mexico. 
 
Figure II.I illustrates the influence of a global supply shock on Mexico. The direct effect of this shock is 
,A tε ,  ,B tε and  ,C tε .  Mexico  is  influenced  by  indirect  shocks  as  well.  The  value  of  this  indirect  shock  is 
represented by  AtP  and  BtP . This transformation is determined by the macroeconomic characteristics of the 
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United States and European countries and the degree of policy coordination between the United States and 
European countries.       
 
II.II. Literature Review 
This paper  identifies  the role of  the  transformation effect  in analyzing shocks that hit a small open 
economy. Here the transformation effect refers to the changes in the original shocks when they pass through 
another country. While the small‐open‐economy  literature has not studied these effects  in detail before, we 
see that it recognizes the importance of coordination between large countries on small open economies. In a 
discussion on the U.S.‐Europe competition to appreciate their currencies in 1980s in the aftermath of oil price 
shocks,  McKibbin  and  Sachs  (1991)  and  Frankel  and  Roubini  (2001)  both  note  the  potential  impact  that 
coordination would have on small open economies. According to Frankel and Roubini (2001)  “…the outcome 
of  this ultimately  futile  race was high world  real  interest  rates. The developing  countries,  though  innocent 
bystanders, were said to be the victims hardest‐hit”. McKibbin and Sachs (1991) suggest that the G7 countries 
should have entered a cooperative agreement  to  refrain  from attempts  to appreciate  their  currencies, and 
thereby  lower  world  real  interest  rates.  They  see  this  as  the  biggest  possible  contribution  of  the  large 
countries in helping solve the international debt problem.  Reinhart and Reinhart (2001) investigate the impact 
of  a  possible  target‐zone  arrangement  among  G3  countries  on  developing  countries.  While  they  do  not 
perform a thorough analysis of monetary policy coordination, they recognize the  fact that G3 countries can 
contribute  to welfare  in small open economies by decreasing  their exchange  rate volatilities.   The common 
suggestion of these papers  is that coordination among  large countries could create positive externalities for 
small open economies.  
While there’s been some recognition that transformation effects may be important, their role has not 
been examined by the empirical literature. Canova (2005) and Maćkowiak (2006) analyze the effect of foreign 
monetary policy shocks on small open economies. Dornbusch (1985), Reinhart et al (2001) and Izquierdo et al 
(2007) analyze the influence of large country business cycles on small open economies. Calvo, Leiderman and 
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Reinhart (1993) and Fernandez‐Arias (1996) analyze the influence of rates of return in developed countries in 
explaining  capital  flows  to developing  countries. All of  these  articles  analyze only  the direct  effects of  the 
external shocks represented by  itε ,  itμ  and  itξ  above, without referring to  AP  and  BP .   
Since the common monetary policy followed by the European Central Bank is an extreme version of 
the monetary policy coordination that we consider here, we would expect to see the coordination effect to be 
taken  into account  in this  literature. Surprisingly, the  literature analyzing the  impact of the monetary policy 
shocks generated by the European Union also ignores indirect effects.  Anzuni and Levy (2007) and Tremosa‐
Balcells et  al.  (2001)  analyze how  the monetary policy  transmission mechanism works  in existing  and new 
member countries. Ciccarellia and Rebucci  (2006) analyze the change  in the transmission mechanism during 
the  run‐up  to EMU. Canova and Favero  (2005)  compare  the  transmission of monetary policy  shocks  in  the 
Euro area and in some potential member countries. They mostly consider differences and possible changes in 
the Euro area monetary‐transmission mechanism. They do not analyze the  influence of the establishment of 
European Union on the magnitude of shocks. 
As  in the case of empirical works, theoretical articles analyzing the small open economies  focus on 
direct effects of external shocks.  Articles such as Clarida, Gali and Gertler (2002), McCallum and Nelson (2001) 
and Gali and Monacelli (2005) treat foreign shocks including policy shocks as exogenous processes. Svensson 
(2000) does go further and introduces a central bank reaction function for the foreign country which reacts to 
exogenous  shocks  to  inflation and output gap. Svensson  treats  large  country policy  shocks as  responses  to 
exogenous  supply  and  demand  shocks.  Therefore,  he  considers  the  transformation  effect  only  for  policy 
shocks, but as with the other articles  in this  literature, he models the rest of the world as consisting of one 
large country. This approach misses the influence of coordination on the policy shocks.  
We  see  from  the  discussion  above  that  although  the  significance  of  transformation  effects  are 
recognized, they have been largely ignored in both empirical and theoretical analyses. My article contributes 
to  the  small‐open economy  literature by offering a more  comprehensive analysis of external  shocks which 
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includes these factors.  This approach also contributes to the literature on the European Union by identifying a 
gap in this literature. Filling this gap will advance the welfare evaluation of such unions.  
Support  for my approach can be  found  in the  large‐open‐economy  literature. There are similarities 
between my definition of policy shocks and  theoretical analysis of  large‐country  interactions. This  literature 
recognizes  the  fact  that  foreign  country policy  shocks are actually  reactions  to  supply and demand  shocks. 
They  analyze  policy  alternatives  to  see  if  large  countries  can  improve  their welfare  by  coordinating  their 
policies. Early articles  in this  literature such as Canzoneri and Gray  (1985), Canzoneri and Henderson  (1991) 
and Oudiz and Sachs (1985) analyze this issue by using the old Keynesian multiplier setup for both static and 
dynamic games and find that gains are possible for coordination regimes. Recent articles such as Obstfeld and 
Rogoff (2002), Corsetti and Pesenti (2001), Clarida, Gali and Gertler (2002) and Liu and Pappa (2008) use New‐
Keynesian models which  incorporate  optimizing  households, monopolistic  competition,  and  some  form  of 
nominal  inertia.  Among  these  articles,  those  that  incorporate more macroeconomic  interdependence  and 
those that  introduce asymmetries between countries have a tendency to find more gains from coordination 
between  large  countries.  In  my  article,  I  take  a  similar  approach  but  analyze  the  effect  of  coordination 
between large countries on small open economies. 
In the following sections, I begin by introducing a small‐open‐economy model developed by Svensson 
(2000).  I will  extend  Svensson’s work by  combining  it with  a  large  country model  in  order  to  capture  the 
influence of transformation and coordination between large countries.  While my large‐country dimension will 
be mainly based on Clarida, Gali, Gertler (2002), this model will be modified in order to make the two models 
compatible with each other. After introducing the models, I will report results of my simulation exercise and 
sensitivity analysis. Finally, I will conclude.   
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II.III. Theoretical Model  
II.III.A. Modeling the Connections between Open Economies 
Since  the  goal  of  this  paper  is  to  explore  the  complete  impact  of  external  shocks  on  small  open 
economies, the trade and finance channels that connect a small open economy to the outside world should be 
carefully modeled. Because of  their  influence on  these  channels,  I am going  to discuss briefly  some of  the 
assumptions  that  will  be  made  below.  These  assumptions  are  about  the  degree  of  exchange‐rate  pass‐
through, utilization of foreign goods in the open economy, financial markets and consumer preferences. This 
section will not only give a brief summary of different approaches followed by the literature on these issues, 
but also shed light on the factors I consider in selecting the small‐open‐economy structure.  
In modeling the prices of imported goods, the literature has used two assumptions. Authors such as 
Obstfeld  and  Rogoff  (1995)  and  Svensson  (2000)  let  import  prices  be  determined  in  terms  of  producers’ 
currency, which suggests perfect exchange rate pass‐through. Authors such as Devereux and Engel (2003) and 
Monacelli  (2003) assume  that a  fraction of  firms set  their prices  in  the buyers’ currency.  In  the  first pricing 
scheme, which  is called producer currency pricing, movements  in exchange rate will  immediately affect  the 
consumer price index. As a result of this, any shocks influencing the exchange rates will have an expenditure‐
switching  impact  in  these models. We  do  not  see  the  expenditure‐switching  effect  in  the  second  pricing 
scheme, which is called local currency pricing.  While Campa and Goldberg (2002) find low exchange rate pass 
through for the OECD countries in the short run, Calvo and Reinhart (2002) indicate that exchange rate shocks 
in emerging market economies tend to feed  into aggregate  inflation at a much faster rate than  in  industrial 
economies. To capture the latter effect, I make the producer‐currency‐pricing assumption for the small open 
economy.  
Secondly, foreign goods have been utilized by the literature as consumption good and/or as input in 
the production process. Clarida, Gali and Gertler (2001), Gali and Monacelli (2005) and many others assume 
that foreign goods have a place in the consumers’ consumption baskets. Under this assumption, the price of 
the consumption basket is determined by both domestic and foreign prices. Therefore any shock that causes a 
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change  in  foreign  price  level  will  be  immediately  transmitted  to  domestic  prices.  Moreover,  since  price 
rigidities  are  relevant only  for domestic prices,  this  assumption produces  a  lower degree of nominal price 
rigidities for this open economy. The other approach followed by McCallum and Nelson (2000) and McCallum 
and Nelson (2001) assumes that foreign goods are used as imported raw materials. The impact of a change in 
the price of foreign goods in these models is limited by the extent to which it affects production costs. In this 
article, I will follow a comprehensive approach. Foreign goods are going to be used both as consumption good 
and productive input in the model.  
In modeling  the  financial markets, articles  such as Obstfeld and Rogoff  (1995) and Kollman  (2004) 
make an incomplete‐financial‐markets assumption. Another group including Benigno and Benigno (2006) and 
Devereux  and  Engel  (2000)  instead  assume  that  financial  markets  are  complete.  The  advantage  of  the 
complete‐market assumption is the simplification it introduces into the model since it shuts down any effects 
on  the  current  account.  In  an  analysis more  interested  in  short  run  volatilities  than  long‐run  steady‐state 
values, the complete‐market assumption seems to be acceptable.  
In  modeling  consumers’  preferences,  the  literature  has  used  either  the  symmetrical‐  or  the 
asymmetrical‐preferences  assumption.  In  the  symmetric‐preferences  case  all  varieties  enter  symmetrically 
into  the consumption bundle;  in  the asymmetric‐preferences case, a distinction between  the way domestic 
and foreign goods provide utility to the representative agent is introduced. The existence of traded and non‐
traded goods as in Hau (2000) and Lane (2001) and the introduction of home bias toward domestic goods as in 
Warnock  (1998) are examples of asymmetric‐preferences  cases. The  idea behind  these assumptions  is  that 
domestic  demand  conditions  matter  more  for  some  goods  than  others.  So,  domestic  shocks  have  more 
influence on the demand for these goods. While the asymmetric preference assumption might be interesting 
for future analysis,  in an analysis which  is more focused on the  influence of external shocks on a small open 
economy the symmetric‐preferences assumption is imposed.   
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II.III.B. A Small Open Economy Model  
Given the major assumptions discussed above and the other advantages to be explained below, I use 
the small‐open‐economy model introduced by Svensson (2000). Svensson models a representative agent who 
consumes both domestic and foreign goods under a symmetric‐preferences assumption. In addition to being 
used as a consumption good,  the  foreign good  is also used  in production. This comprehensive approach  in 
modeling  foreign goods  is helpful  in modeling  the exchange  rate channel  realistically.  In  line with empirical 
evidence  for  small  countries,  the  imported  good  is priced  in  the  currency of  the producer. While  financial 
markets  have  not  been  explicitly  modeled,  the  assumption  of  unitary  elasticity  of  substitution  between 
domestic and foreign goods provides complete market results4.  
In  addition  to  these,  Svensson  (2000)  has  two  other  features  which  are  useful  in  analyzing  the 
influence of external shocks. First,  it carefully models the exchange rate channel, which  is very  important  in 
evaluating external shocks. Secondly, Svensson introduces a lag structure which provides a realistic lag length 
for  the  transmission  of monetary  policy. He  recognizes  the  fact  that  it  takes  time  for monetary  policy  to 
influence the real economy. He assumes that it takes a longer time for monetary policy to influence domestic 
inflation than for aggregate demand and the CPI.  
The  foreign world  is assumed  to  consist of one  country  in Svensson  (2000) as  is  customary  in  this 
literature. The response of the  foreign central bank to exogenous shocks  is endogenized to a certain extent 
with  the  introduction of a Taylor  rule  for  the  foreign monetary authority. With  the  introduction of a  three‐
country model,  I will  take  this  approach  a  step  further  and  I will  completely endogenize  the  large‐country 
policy choices.   
Below  I  introduce  the basic equations of Svensson  (2000). As  in  the previous  section,  the variable 
|t tz τ+ denotes the rational expectation of   tz τ+ at time t.  
Phillips Curve:  
                                                            
4 See Bowman and Doyle (2003) for details. 
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In modeling domestic inflation, the model combines the Calvo‐type Phillips curve and the Fuhrer and 
Moore  (1995)  Phillips  curve.  Therefore,  domestic  inflation  tΠ   depends  on  lagged  and  future  inflation, 
together with previous expectations of the output gap,  tx . The real exchange rate term in the Phillips curve, 
tq ,  is associated with the existence of  imported raw materials.  tu   in this equation represents the cost‐push 
shock hitting the small open economy.  
( ) ( )( )1 1| 2 | 2 1 1| 2 | 21t t t t y t t y t t t q t t tx x x q uπ πα α α β α− + − − − − − −Π = Π + − Π + + − + +     (II.VI) 
CPI Equation:  
Because of  the existence of  foreign goods  in  the consumption basket,  the CPI depends on  the  real 
exchange rate directly.  
( )1ct t t tq qω −Π = Π + −      (II.VII) 
where  ctΠ is CPI inflation and ω  is the share of imported goods in CPI. 
IS Equation:  
The IS equation in Svensson (2000) has an unusual functional form. While in a typical IS curve in this 
literature  today’s output gap  is associated with expected output gap  in  the next period,  in Svensson  (2000) 
output gap today is also influenced by the previous period’s output gap. The reason for this is that he assumes 
that aggregate demand adjusts only partially. In accordance with this assumption, aggregate demand is taken 
to be a convex combination of lagged aggregate demand and today’s expectations of future output demand.  
( )*1 | 1 * | 1 | 1 1n n nt y t t t y t t q t t y y t t tx x y q y vρβ β ρ β β γ β η− − − − −= − + + − − + −   (II.VIII) 
Current real interest rates:  
1|t t t tr i +≡ − Π   (II.IX) 
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Sum of the current and expected future real interest rates:  
|
0
t t tr τ
τ
ρ ∞ +
=
≡∑   (II.X) 
The UIP condition:  
*
1|t t t t t ti i e e ϕ+− = − +   (II.XI) 
The real interest parity condition:  
* *
1| 1| 1|t t t t t t t t t tq q i i ϕ+ + += + −Π − +Π −   (II.XII) 
The definition of real exchange rate:  
*
t t t tq e p p= + −   (II.XIII) 
UIP Shock:  
1 ,t t tϕ ϕϕ γ ϕ ζ−= +   (II.XIV) 
Svensson  (2000)  assumes  stationary  AR(1)  processes  for  foreign  output  and  inflation  rate. 
Additionally,  he  introduces  a  Taylor  rule  for  the  foreign  interest  rates. With  the  introduction  of  the  large 
countries, I am going to replace these equations with equations derived from a two‐country model. 
Policy Rule:  
Different policy rules are compared  in the original article5. Since my point  is not to analyze the best 
policy response, in this version I picked one of those rules and worked with that. The policy rule of the small 
country that is used in the simulations is given below. 
1.5 0.5t t ti x= Π +   (II.XV) 
                                                            
5 For details, see Svensson (1998), which is the working paper version of this article.  
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  According to this rule, the monetary authority of the small open economy responds to both domestic 
inflation and output gap realizations. 
 
II.III.C. A Two‐Large‐Country Model  
As  is discussed  in the  literature review, the recent monetary‐policy‐coordination  literature analyzes 
policy  interactions  between  large  countries  by  using  optimizing  households,  monopolistic  competition, 
nominal rigidity and a stochastic environment. While early models using this approach find limited support for 
monetary  policy  coordination  due  possibly  to  their  simplified  structures,  more  recent  articles  find  more 
evidence supporting the gains of coordination.  
Among  the  recent models,  I will use  the  theoretical model developed by Clarida, Gali  and Gertler 
(2002) to  link with the small‐open‐economy model of   Svensson (2000) for various reasons: first of all, gains 
from cooperation in some of these models such as Canzoneri et al (2005) and Liu and Pappa (2008) depend on 
existence of asymmetries between countries. However, gains  from coordination  in Clarida, Gali and Gertler 
(2002)  depend  on  values  of  the  critical  parameters  that  will  be  discussed  below.  Since  the  asymmetries 
between large countries are not critical in my analysis, Clarida, Gali and Gertler (2002) offers more appropriate 
structure for my analysis6. Moreover, as  it  is discussed  in Appendix A.III, Clarida, Gali and Gertler (2002) and 
Svensson (2000) share some common points, and these points make the two models more compatible than 
others. 
In the following section I first give a brief summary of Clarida, Gali and Gertler (2002). Country A and 
Country B in this discussion represent the large‐country model.  
 
 
                                                            
6 I will examine the role of asymmetries in equilibrium for this model in the sensitivity analysis section.  
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II.III.C.A. Details of the Two‐Country Model 
This  is a two‐country general equilibrium model  in which markets are complete and countries have 
equal  sizes and are  symmetric  in every aspect except  for  shocks hitting  them. Nominal prices are  set on a 
staggered basis as in Calvo (1983). Labor is the only input used in the production process7. Since workers are 
assumed to have market power, exogenous variation  in this market power generates cost‐push pressure on 
inflation. The model has a producer‐currency‐pricing scheme and the foreign country’s output has a place  in 
the consumption basket of the representative agent.  
Foreign output is one of the determinants of the domestic marginal cost of production. It has “terms 
of trade” and “wealth” effects on marginal cost. The first impact is related to the influence of foreign output 
on the relative prices. When foreign output increases, the domestic country’s terms of trade appreciates and 
this pushes the real marginal cost of production down. The second impact is related to the influence of foreign 
output  on  domestic  consumption. When  foreign  output  goes  up,  both  domestic  and  foreign  consumption 
increases due to the complete‐market assumption. The change in consumption influences the marginal rate of 
substitution between  consumption and  leisure, which  in  turn decreases  the  labor  supply and  increases  the 
marginal cost of production  in A. The  total effect of  foreign output on marginal cost  is  summarized by  the 
parameter  ( )0 1κ γ σ= − below. The value of  this parameter depends on country  size  (which  is  taken  to be 
equal with 
1
2
γ =   )  and  the  value of  the  intertemporal  elasticity of  substitution, which  is equal  to  1σ . By 
following  the  literature,  σ   is going  to be  taken  to be equal  to 2  in most of my simulations. Therefore,  the 
wealth effect outweighs the terms of trade effect. When the output in one country increases, foreign workers’ 
desire to work increases and the other country’s marginal cost of production goes up. In the following section, 
the  implications of  international considerations for monetary policy depend on how foreign country choices 
affect the behavior of marginal cost. This parameter has a critical importance8.  
                                                            
7 Foreign output is not used as raw material, differing from Svensson (2000). 
8 For this reason, the implications of having the value of  0κ  less than zero will be discussed in the sensitivity analysis. 
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The  main  characteristics  of  the  model  described  above  result  in  the  following  equations.  The 
subscripts A and B represent the nationality of the variables in the large‐country analysis. In this section, I will 
present equations that belong to A. Symmetric equations will apply to B as well. 
IS Equation:  
( )1, , 1| 0 , , 1| , ,A t A t t A t A t t A t A tx x i rr vσ −+ += − − Π − +   (II.XVI)  
where ,A tx is Country A’s output gap which is defined as the difference between output and the natural output 
level,  , , ,A t A t A tx y y= − .  ,A ti is the nominal  interest rate,  , 1|A t t+Π   is expected domestic  inflation rate,  ,A trr   is 
the natural interest rate in A and  ,A tv  is the demand shock.  
Phillips Curve:  
, , 1| , ,A t A t t A t A tx uβ λ+Π = Π + +   (II.XVII) 
This is a typical new Keynesian Phillips curve where domestic inflation depends on expected inflation 
and the output gap. Exogenous variation in the market power of the labor force generates cost‐push pressure 
on inflation.  
Flexible Price Output:  
( )1, , 0 ,1A t A t B ty a yκ φ κ− ⎡ ⎤= + −⎣ ⎦   (II.XVIII) 
The natural output depends on an exogenous technology parameter  ,A ta and foreign country output. 
The reason why foreign output is seen in this equation is related to the impact of foreign output on marginal 
cost of production. Since in the flexible price equilibrium real marginal cost of production is constant and  0κ  
is assumed to be greater than zero, an increase in foreign output pushes natural output down.  
Natural Interest Rate:  
23 
 
( ) ( ), 0 , 1| , 0 , 1| ,A t A t t A t B t t B trr y y y yσ κ+ += − + −   (II.XIX) 
The natural interest rate depends not only on domestic productivity, but also on the expected growth 
in the world output.  
Cost Push Shock:  
, , 1 ,A t A t A tu uρ ε−= + .  (II.XX) 
The cost‐push shock follows an AR (1) process and  ,A tε  is the random component of this shock.  
The model is closed with an optimal monetary policy rule. Two cases have been considered here. In 
the  non‐cooperative  Nash  case,  each  central  bank  follows  an  independent  monetary  policy.  In  the 
coordination case, policy makers of A and B determine their policies together.  
Non‐cooperative Nash Solution:  
In the non‐cooperative Nash case, the central banks have concern only for the domestic output gap 
and domestic inflation. The optimal monetary policy requires the central bank to respond only to a change in 
the domestic inflation expectations. The optimal interest‐rate rule in the Nash case is  
, , , 1|A t A t A t ti rr ϑ += + Π  where  ( )0 11 1ξσ ρϑ ρ
−= + >   (II.XXI) 
Cooperative Solution: 
 In  the  cooperative  case  a  common  objective  function  has  been  optimized  by  A’s  and  B’s 
policymakers. The solution to this optimization problem gives the following optimal interest rate rule  
( )0, , , 1| , 1|1A t A t A t t B t ti rr κϑ ϑκ+ += + Π + − Π    (II.XXII) 
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Therefore,  depending  on  the monetary  policy  regime  followed  by  A  and  B, monetary  authorities 
respond only to domestic or to domestic and foreign inflation expectations.  
 
II. III.D. Connections between the Small Open Economy and the Rest of the World: 
As  is customary  in the small‐open‐economy  literature, the foreign country  in Svensson (2000)  is not 
analyzed. Variables that belong to the  foreign economy such as exchange rate,  foreign  interest rate, output 
gap  and  inflation  are  taken  as  given.  To  simplify  the model,  Svensson defines AR(1)  processes  for  foreign 
output and inflation rate and a Taylor rule for the foreign policy rate. In this article, instead of taking them as 
exogenous, foreign‐country variables are determined endogenously from the two‐country model. Therefore, 
these  AR  (1)  processes  and  the  Taylor  rule  are  going  to  be  replaced  by  related  equations  of  the  foreign 
country. On  the other hand,  I  still assume  that  the  small  country has a negligible  share  in  large  countries’ 
trade. Therefore, the small economy is not influential in the determination of the world equilibrium price level 
and interest rates.  
To simplify the analysis, the small country  is assumed to have trade and  financial connections with 
only  one  of  the  large  countries,  Country  A,  and  does  not  have  any  direct  connections  with  Country  B. 
Therefore,  foreign  country variables  in  the  small open economy model will be  the variables  that belong  to 
Country A.  
*
,t A ti i=   (II.XXIII) 
*
,t A tΠ = Π   (II.XXIV) 
*
,t A ty x=   (II.XXV) 
While Country B  is not directly  connected with  the  small  country,  it will  still be  influential on  the 
small‐open‐economy  analysis.  It  will  play  a  role  in  modifying  the  shocks  influencing  Country  A  and  then 
transmitted to C.  
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Figure II.II: Illustration of Simplified Version of Direct and Indirect Shocks  
 
Figure II.II above illustrates a global cost‐push shock influencing A, B and C. In this figure, the value of 
AP   is  going  to be determined by both A  and B. Even  if C does not have direct  connections with B, B will 
influence the value of  AP  and moreover will transmit the shocks influencing its economy to C through A. 
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II.IV. Simulation Results 
In  this section, simulation  results of direct and  indirect effects of external cost‐push shocks on  the 
small open economy are presented. Three kinds of indirect effects are analyzed:  
(1) indirect effects of shocks influencing only the non‐partner country,  
(2) indirect effects of shocks influencing only the partner country,  
(3) indirect effects of shocks influencing both the partner and the non‐partner country.  
Since A is the country to which the small country is connected, the way A is affected by these shocks 
will be critical from C’s point of view. Section IV.A. focuses on the influence of these shocks on A. Section IV.B. 
discusses the implications of these indirect effects on the small open economy.  
The volatilities of basic macroeconomic variables are presented in the tables below. In the following 
section,  the  output  and  inflation  trade‐offs  are  analyzed  by  using  efficient monetary  policy  frontiers.  The 
impulse  response  functions which  correspond  to  annual percentage  changes  in  the  variables of  interest  in 
response to a one‐standard deviation cost‐push shock are attached in the Appendix A.I. The parameter values 
used in these simulations are reported in Appendix A.III.  
II.IV.A. Analysis of the Indirect Effects under Different Policy Regimes  
Under  the  non‐cooperative  regime,  the monetary  authorities’  goal  is  to minimize  their  domestic 
output gap and inflation without considering spillovers of their policy on the other country. On the other hand, 
under the cooperative regime, central banks would  like to minimize the deviations  from the  level of output 
that would correspond to a cooperative steady state.  
In line with equation (II.XVII), cost‐push shocks increase inflation expectations in the country they hit. 
Therefore, this country will certainly tighten its policy under both coordinated and non‐coordinated regimes. 
On the other hand, how much the country indirectly affected by this shock will respond depends on the policy 
regime.  
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  Table  II.I below presents the standard deviations computed from the simulation of a one‐standard‐
deviation shock to ,A tε , and to  ,A tε and ,B tε at the same time. In the third and fourth column, volatilities under 
non‐coordinated  and  coordinated  regime  are  presented  respectively.  These  shocks  are  assumed  to  be 
persistent with a 0.9 autocorrelation coefficient.  
 
Table II.I: The Volatility of Macroeconomic Variables of Large Countries* 
    Non‐coordinated
R i
Coordinated
R i
Cost‐Push 
Shock to A 
,A tΠ   1.062 1.148
,A tx   10.701 10.639
,A tr 1.585 1.577
,B tΠ   0.000 0.315
,B tx   0.000 0.228
,B tr   0.069 0.102
Cost‐Push 
Shock to A 
and B 
,A tΠ   1.062 0.833
,A tx   10.701 10.867
,A tr 1.654 1.679
,B tΠ   1.062 0.833
,B tx   10.701 10.867
,B tr   1.654 1.679
*Source: Author’s calculations.  
Case 1: Shock Influences only Country A 
When  the monetary authority  in A  tightens  its policy  in  response  to a cost‐push  shock,  since  0κ is 
taken to be greater than zero, the decline in A’s output increases workers’ desire to work in B. Therefore A’s 
response to a cost‐push shock decreases marginal cost of production and increases natural output in B. Under 
the  non‐cooperative  case,  the monetary  authority  in  B  stabilizes  only  its  domestic  output  gap  and moves 
nominal rates in order to stabilize the change in its natural output. As it can be seen from Table II.I, there are 
no inflation spillovers to B under this regime.  
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Under  the  cooperative  regime,  B’s  policy  makers  respond  not  only  to  a  change  in  its  domestic 
inflation expectations, but also to a change in inflation expectations in A. Since  0κ is taken to be greater than 
zero,  the more B  tightens,  the more A’s marginal cost will go down and  the more A will benefit  from  that. 
Therefore,  B’s monetary  policy  is  tightened more  than  needed  to  stabilize  its  domestic  output  under  the 
coordinated regime. As a result there will be a negative  inflation spillover to B as  it  is shown  in Figure AI.I.B. 
The over‐tightened monetary policy response in B in turn contributes to A’s disinflation efforts by decreasing 
its marginal cost of production more than it would normally do. With the help of B’s response, A stabilizes its 
economy by increasing its real interest rates less than how much they would increase in the non‐coordinated 
regime. B’s benefit from the coordination is limited to the decline in the marginal cost spillover from A to B in 
this regime.   
Case 2:  Perfectly Correlated Shocks to A and B  
  When perfectly correlated supply shocks influence both A and B at the same time, monetary policy in 
A and B will be tightened under both the coordinated and the non‐coordinated regimes. Each policy maker will 
respond to this shock by focusing only on its domestic shock under the non‐coordinated regime. They will take 
the  influence of  the other country’s  shock as given and  therefore will  respond  to  the  indirect effect of  the 
other  country’s  shock  only  to  the  extent  that  it  influences  their  natural  output.  However,  under  the 
coordinated  regime  the optimal policy  response  to  the  indirect effect of  the other  country’s  shock will be 
more than stabilizing the influence on the natural output. As it can be seen from Figure A.I.I.C and A.I.I.D, the 
real  interest  rates  in A  and B would  increase more under  the  coordinated  regime  than  the uncoordinated 
regime. As a result of this, both A and B would be more successful in their disinflation effort.  
 
II.IV.B. Volatility of Macroeconomic Variables of Country C 
In this section, the influence of external shocks on C will be analyzed. Since A is the country that C is 
connected  to,  the  indirect effects  that will be  considered here are  related  to  the  influence of  several one‐
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standard‐deviation cost‐push shocks on A. The direct shock analyzed here is simply a one‐standard‐deviation 
cost‐push  shock  to C. When  shocks are allowed  to  influence more  than one country at  the  same  time,  the 
correlation coefficients between these shocks are taken to be equal to 19.  
Although the magnitude of shocks changes depending on which country  is originally  influenced and 
which policy regime  is  followed by A and B, the real  interest rate of A  increases and output gap declines  in 
response to these shocks. That is to say, A transmits a positive real interest shock to C. In addition, declines in 
A’s output gap, which affects on the IS equation of C, will also be transmitted to the small country.  
The first impact of these shocks on the small economy is going to be felt on the real exchange rate, 
which will depreciate in line with the real exchange rate parity condition. The influence of the depreciation will 
be  seen  immediately  on  the  CPI, which will  increase with  the  share  of  foreign  goods  in  the  consumption 
basket. Because of the lag structure of the model, it will take one period for the output gap to be influenced. 
The depreciation and A’s output gap shock will influence A’s demand for C’s output next period. Therefore, it 
takes  one  period  for  the monetary  authority  of  C  to  respond  to  this  shock.  In  two  periods,  depreciation 
influence  on  the  supply  side will  be  felt  as  a  result  of  changes  in  foreign  input  costs. When  depreciation 
increases the domestic inflation with a two‐period lag, monetary authority in C increases its policy rates even 
more  in  line with  equation  (II.XV).  As  a  result,  the  output  gap  in  C  declines  before  it  is  stabilized  in  the 
following periods.  
Table  II.II. presents the standard deviations computed from the simulation of the stochastic model. 
The volatility columns  in  these  tables  refer  to  the different approaches used  in analyzing  these shocks. The 
first column considers only the direct shocks. These volatilities are calculated based on the approach followed 
by the current literature. The second and third columns show the total effect which includes both direct and 
indirect  shocks  under  the  assumption  that  A  and  B  follow  non‐cooperative Nash  regimes  or  coordination 
regimes. 
                                                            
9 This assumption is going to be relaxed in the sensitivity analysis.  
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The first block of Table II.II. presents the standard deviations of various macroeconomic variables that 
belong  to  C  in  response  to  a  cost‐push  shock  influencing  only  A.  In  the  first  column  the  volatilities  are 
calculated  under  the  direct‐shock  approach.  The  direct‐shock  approach  ignores  the  volatility  that  is 
transmitted to C through A10. In the second and third column, the complete effect of this shock includes direct 
and indirect effects. Since A has to adjust its interest rates less under the coordinated regime, lower volatility 
is  transmitted  to  C  in  this  case.  Therefore, when  shocks  influence  C’s  trade  partner,  C will  benefit  from 
coordinated policies among those partners.  
On  the  remaining blocks of Table  II.II., shocks  influence either only B or both A and B at  the same 
time. First of all, when B is influenced by a shock, the coordinated regime does not generate a better result for 
C. As it can be seen from Table II.I. and impulse response functions, A’s policy makers tighten their policy more 
under  the  coordinated  regime  than non‐coordinated  regime. As a  result,  the  coordinated  regime  transmits 
higher volatility to C when B is involved. Secondly, since B does not have trade and financial connections with 
C, B  is expected to be  less  influential on C. The second block of Table  II.II. shows that  indirect effects of B’s 
shocks are smaller than indirect effects of A’s shock.  
Overall, these results provide evidence to the fact that the  literature misses a significant amount of 
volatility by following the direct‐shock approach. The indirect‐shock approach captures not only this volatility 
for all four variables given above, but also the influence of coordination between A and B.  
 
 
 
 
 
                                                            
10 The  literature does not totally  ignore shocks that effect A. They analyze the  influence of A’s policy responses without 
referring to the underlying shock to which that country responding. I analyze this effect by referring to the initial shock and 
by taking the policy regimes followed by large countries into account. 
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Table II.II: The Volatility of Macroeconomic Variables of the Small Open Economy* 
   
Direct Effect 
Total Effect Under 
Non‐coordinated 
Regime 
Total Effect Under 
Coordinated 
Regime 
Cost‐Push 
Shock to A 
c
tΠ   0  2.129 2.119
tΠ   0  1.207 1.201
tx   0  0.956 0.951
tq   0  13.648 13.577
Cost‐Push 
Shock to  B 
c
tΠ   0  0.082 0.126
tΠ   0  0.057 0.083
tx   0  0.026 0.045
tq   0  0.428 0.716
Cost‐Push 
Shock to A and 
B 
c
tΠ   0  2.210 2.244
tΠ   0  1.264 1.284
tx   0  0.980 0.995
tq   0  14.074 14.292
Cost‐Push 
Shock to A, B 
and C 
c
tΠ   19.412  20.217 20.232
tΠ   18.810  20.064 20.083
tx   15.223  16.200 16.215
tq   33.579  20.751 20.566
*Source: Author’s calculations.  
 
II.IV.C. The Tradeoff between Output and Inflation Variability under Optimal Monetary Policy  
In the previous section, volatility of basic macroeconomic variables is analyzed under the assumption 
that  the monetary authority  follows  the nominal  interest  rule given by equation  (II.XV).  In  this  section,  the 
influence of external shocks on the small country  is going to be analyzed with efficient policy  frontiers. The 
tradeoff  between  output  and  inflation  volatility  is  compared  under  different  policy  coordination  regimes 
followed by large countries with the help of these frontiers.  
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II.IV.C. A. Efficient Monetary Policy Frontiers  
Central  banks’  objectives  are  described  as  minimizing  a  loss  function  in  the  literature.  Equation 
(II.XXVI) below represents a standard loss function that has been commonly used11.  
( ) ( ) ( )t t tE L Var Var xμ= Π +     (II.XXVI) 
where  μ is the preference parameter which indicates the relative weight that the policymaker attaches to the 
variance of  the output  gap  and    ( )tVar Π   and  ( )tVar x   are  the  variances of  inflation  and output  gap. A 
smaller value of  μ  means that the central bank accepts high output variability  in order to keep  inflation as 
close as possible to the target and vice versa. Central banks’ optimal response to shocks depends on the value 
of  μ  and different  μ  values result in a different combination of inflation and output variability.  
Efficiency frontiers are developed by changing the value of  μ  with a numerical grid search. For each 
value  in  the  grid,  corresponding  optimal  policy  responses  and  variances  of  output  gap  and  inflation  are 
calculated. Therefore frontiers show the best available combinations of variability  in output and  inflation for 
each of these different weights. Along this frontier it is not possible to attain lower inflation variability without 
increasing variability in output. Any policy rule that results in an inflation‐output variability outcome above the 
frontier is not “efficient” in the sense that better outcomes are possible with a different rule.  
II.IV.C. A.I. Efficient Monetary Policy Frontiers of Country C  
The monetary authority of C is still assumed to follow a Taylor rule. Instead of using the parameters 
given in equation (II.XV), this time the parameters of the Taylor rule are determined optimally in such a way to 
minimize  the  central  bank’s  loss  function.  They  depend  on  the  shocks  that  are  influencing  C  and  relative 
weights of inflation and output gap in the loss function.  
In this section, efficient frontiers are derived for the cases that are covered in Table II.II. above. In this 
calculation, the value of the relative weight is changed over  0 20μ< <  interval with increments equal to 0.1. 
                                                            
11 See Froyen and Guander (2007) for details of loss functions. 
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As discussed in section IV.B. above, the shocks influencing C differ depending on the policy regime followed by 
A and B. Figures below will  include  two  frontiers‐one  for  coordinated, one  for non‐coordinated  regime‐  to 
compare output inflation trade‐offs under different coordination regimes.  
Case 1:  Cost Push Shock to A 
In the first block of Table  II.II,  it  is shown that when a cost‐push shock  influences C’s trade partner, 
the partner  country  transmits a  smaller  shock  to C when  it  coordinates  its policy with other  large country. 
Figure  II.III displays output‐inflation  trade‐off of C  in response  to this  indirect shock. Under  the coordinated 
regime, the efficient frontier is found to be slightly on the left.  
Figure II.III: Efficient Monetary Policy Frontier of C When Cost‐Push Shock Hits A 
 
Case 2:  Cost Push Shock to B 
Figure II.IV represents the output‐inflation variability in C in response to indirect effect from B. In the 
second block of Table  II.II,  it  is shown  that  the  indirect effect  transmitted  to C becomes smaller when non‐
partner country B is the only country which is influenced by a shock. In line with this finding, the scale of the 
Figure II.IV. is shown to be smaller below. Moreover, when A coordinates its policy with B, it  is found that A 
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transmits a bigger shock to C. Figure II.IV supports this result as well and reveals that the efficient frontier is on 
the right when A and B coordinates.  
Case 3:  Cost Push Shock to A and B 
In the third block of Table II.II., it is shown that when a cost‐push shock influences both partner and 
non‐  partner  country,  the  shock  transmitted  to  C  is  smaller  under  non‐coordinated  regime.  Figure  II.V. 
supports this result and reveals that the efficient frontier is only on the right when A and B coordinates. 
 
Figure II.IV:  Efficient Monetary Policy Frontier of C When Cost‐Push Shock Hits B 
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Figure II. V:  Efficient Monetary Policy Frontier of C When Cost‐Push Shock Hits A and B 
 
Case 4:  Cost Push Shock to A, B and C 
Finally when A, B and C are all influenced by external shocks, the variability is shown to jump in the 
last block of Table  II.II. Supporting this, the scale of the frontiers Figure II.VI  is found to be  larger than other 
frontiers  presented  before.  Moreover,  in  line  with  the  findings  of  Table  II.II.,  when  a  cost‐push  shock 
influences  three  countries  at  the  same  time,  the  shock  transmitted  to C  is  smaller under non‐coordinated 
regime. Figure II.VI supports this result and shows that the efficient frontier is to be slightly on the right when 
A and B coordinates. 
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Figure II.VI:  Efficient Monetary Policy Frontier of C When Cost‐Push Shock Hits A, B and C 
 
II.IV.C. A. II. Summary of the Results of Efficient Monetary Policy Frontiers 
While section  IV.B. presents volatilities of basic macroeconomic variables, section  IV.C analyzes  the 
trade‐off between output and  inflation variability with the help of efficiency frontiers.   Frontiers are derived 
for the cases discussed in Table II.II. The conclusions are as follows: 
(1) The findings of this section support the results found in section II.IV.B. and Table II.II. above. 
(2) The position of the efficiency frontier depends on the policy regime followed by  large countries. 
When only A  is  influenced by the cost‐push shock, the small country benefits  from the coordinated regime. 
However, when only B  is  influenced by the shock or when A and B are  influenced by the shock at the same 
time, the coordinated regime results in a larger shock being transmitted to the SOE. Therefore, in these cases 
the frontier that belongs to the coordinated regime is more on the right.  
(3) In addition to the magnitude of the shock, the parameter values used in the simulations are also 
found to be important. Appendix A.II includes efficiency frontiers that derived for the cases analyzed in Table 
II.IV. These frontiers show that when the elasticity of intertemporal substitution is taken to be equal to 1.25, 
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the  value  of  elasticity  of  marginal  cost  with  respect  to  the  foreign  output  will  be  negative.  This  time 
coordinated regime creates a more favorable frontier.  
(4) Indirect shocks create significant volatilities in C. As can be seen from Figure II.VI., when indirect 
effects are included, the tradeoff faced by the policymaker worsens.  
 
II.V. Sensitivity Analysis 
In this section, sensitivity analysis results are presented.  In each sub‐section below, one parameter of 
interest  is changed while the rest of the parameters are kept the same as  in the previous section. Volatility 
tables are replicated for different set of parameter values:  
(1) the degree of the small country’s openness  
(2) the correlation coefficient of shocks influencing A and B  
(3) the elasticity of intertemporal substitution 
(4) the persistence of shocks influencing C 
 (5) the initial foreign debt stock. 
 
II.V.A. Change in the Share of Imported Goods in CPI 
  The  share of  imported goods  in  the CPI,  ω ,  in a  sense measures  the openness of  the  small open 
economy to the outside world.  In the previous section, this variable  is taken to be equal to 0.3 by following 
Svensson (2000). In this section, larger values of ω  is used and the influence of this change is analyzed. As we 
move to the right on the Table II.III. below, the share of imported goods in consumption basket increases. The 
table  reveals  that  volatility  of  the  small  open  economy  variables  increases  as  the  value  of  this  parameter 
increases. This increase is found to be especially noticeable when shocks influence A.  
 
 
Table II.III.: Volatility of Macroeconomic Variables of the Small Open Economy for Different Values of ω *  
    0.4ω =   0.5ω = 0.6ω =   0.7ω =
    Non‐
coordinated 
Regime  
Coordinated 
Regime 
Non‐
coordinate
d Regime 
Coordinated 
Regime 
Non‐
coordinated 
Regime 
Coordinated 
Regime 
Non‐
coordinated 
Regime 
Coordinated 
Regime 
Cost‐Push 
Shock to A 
c
tΠ   2.74  2.72 3.44 3.42 4.24 4.22 5.18 5.15
tx   0.99  0.98 1.04 1.04 1.12 1.12 1.24 1.23
Cost‐Push 
Shock to  B 
c
tΠ   0.10  0.15 0.11 0.18 0.12 0.21 0.13 0.23
tx   0.02  0.04 0.02 0.04 0.02 0.04 0.02 0.04
Cost‐Push 
Shock to A 
c
tΠ   2.83  2.88 3.54 3.60 4.35 4.42 5.30 5.38
tx   1.01  1.02 1.06 1.07 1.13 1.15 1.24 1.26
*Source: Author’s calculations.  
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Since the  indirect effects of shocks  influencing B are smaller, the  increase  is found to be relatively smaller  in 
the second block of the table. 
 
II. V.B. Change in the Correlation Coefficient  
  In the model, large countries A and B are assumed to be identical in every aspect. Moreover, in the 
previous  section, when  shocks are allowed  to  influence both A and B at  the  same  time,  it  is assumed  that 
shocks are identical as well. In other words, the idiosyncratic components of these shocks are assumed to be 
negligible. Under these circumstances, when A and B coordinate, the degree of volatility transmitted to the 
small country is found to be higher than the non‐coordinated case. The reason for this is related to the value 
of  a  key parameter  0κ   , which  is  the  elasticity of one  large  country’s marginal  cost with  respect  to other 
country’s output. This elasticity is taken to be positive so far. That is to say, declines in one country’s output 
help  the  other  country’s  disinflation  efforts  under  this  parameter  value.  Therefore,  A’s  policy makers  are 
required to tighten their policy more under the coordinated regime to help the other country which faces an 
identical problem.  
  The value of  0κ  will be changed in section V.C. below. In this section another possible reason for this 
result is going to be investigated. The identical shock assumption is changed. To be more specific, shocks will 
be assumed to follow processes given by equation (II.XXVII) and (II.XXVIII) below. 
, 1A t c cε = +   (II.XXVII) 
, 2B t c cε θ= +   (II.XXVIII) 
where  c represents  the  common  shock and  1c  and  2c   characterize  country  specific  components of  these 
shocks. The correlation coefficient of the shock influencing A and B is θ  which has been taken to be equal to 1 
so far.  
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In this section, a one‐standard‐deviation shock will be allowed to influence A and B at the same time. 
θ  is going to be changed and as the degree of correlation decreases, the country specific component of the 
shocks becomes larger.  
To analyze the influence of this change, the third block of the Table II.II. is replicated for values of θ  
between 1 and ‐1. The differences in the volatility of C’s macroeconomic variables between different regimes 
are examined. In Figures II.VII.A and II.VII.B, percentage differences in the volatilities between coordinated and 
non‐coordinated regime are presented. Positive values in these figures indicate that non‐coordinated regime 
increases  the volatility of  the  small open economy variables. Negative values  indicate  that  the  coordinated 
regime generates higher volatilities.  
Figure II.VII.A. Percentage Changes in the Volatility of Output Gap  
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Figure II.VII.B Percentage Changes in the Volatility of CPI  
 
These  figures  show  that  when  the  country‐specific  components  of  the  shocks  are  small,  policy 
coordination between A and B generates  larger volatility. Policy makers  in A tighten their policy more under 
coordination than non‐coordination in order to contribute B’s disinflation efforts.  
On  the  other  hand,  when  the  correlation  coefficient  is  negative  the  results  changes.  When  for 
instance  1θ = − ,  A will be influenced by a positive cost‐push shock, while B will have the opposite. Therefore, 
inflation expectations in A increases, while they decline in B. A’s policy rates are increased less than the case in 
which B also had a positive shock according to equation (II.XXII). Therefore, a smaller shock will be transmitted 
to C and the standard deviations of output gap and CPI will be smaller under the coordinated regime. 
 
 
 
 
 
‐2.5
‐1.5
‐0.5
0.5
1.5
2.5
3.5
‐1 ‐0.8 ‐0.6 ‐0.4 ‐0.2 0 0.2 0.4 0.6 0.8 1
%
 C
ha
ng
e
correlation coefficient
CPI
42 
 
II.V.C. Change in the Value of Elasticity of Intertemporal Substitution 
  The elasticity of intertemporal substitution measures the extent to which consumers shift their total 
expenditures across time in response to changes in the effective rate of return. While it is generally taken to 
be less than 1 in the business cycle literature, there are empirical works estimating this parameter up to 212.  
The  value  of  elasticity  of  intertemporal  substitution  is  of  great  importance  in  the  large  country 
component of  the model  since  it determines  the  sign of  0κ   , which  is  the elasticity of one  large  country’s 
marginal  cost with  respect  to  other  country’s  output. When  the  elasticity  of  intertemporal  substitution  is 
taken to be less than 1,  0κ  becomes positive and this means a decline in B’s output results in a decline in A’s 
marginal cost of production. Therefore when A and B are influenced by the supply shocks, B’s tightening eases 
inflationary pressures on A by decreasing A’s marginal cost.  
So far the value of σ taken to be equal to 0.5 in line with Svensson (2000). In this section, it is going 
to be taken to be greater than 1. Since the interaction between A and B will change drastically under this new 
parameter  value,  the  change  in  the  value of  this parameter  is not  going  to be  a minor  change. When B’s 
output declines, A’s marginal  cost of production  increases  this  time. Therefore, when B wants  to assist A’s 
disinflation efforts under  the coordinated  regime, B’s policy  rates are needed  to be  increased  less  than  the 
non‐coordinated  regime  in  line with equation  (II.XXII). As  a  result of  this, under  the  coordinated  regime A 
would transmit a smaller real interest rate shock.  
Table II.IV. below replicates the results of the volatility of the last two blocks of Table II.II. when σ  is 
taken to be equal to 1.25. Under this new parameter value , 0 0.1κ = − . Table II.IV. reveals that when both A 
and B are under the  influence of a cost push shock, the coordinated regime transmits smaller volatility to C 
than non‐coordinated regime13. 
 
                                                            
12 For a survey on this topic, see Engelhardt and Kumar  (2007). 
13 In Appendix II, efficient monetary policies analyzing the cases discussed in Table 4 are presented.   
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Table  II.IV. The Volatility of Macroeconomic Variables of  the Small Open Economy When  the Elasticity of 
Intertemporal Substitution is equal to 1.25*  
   
Direct Effect 
Total Effect Under 
Non‐coordinated 
Regime 
Total Effect Under 
Coordinated 
Regime 
Cost‐Push 
Shock to A and 
B 
c
tΠ   0  1.0108 0.975
tΠ   0  0.4314 0.4161
tx   0  0.5926 0.5717
tq   0  7.4149 7.1523
Cost‐Push 
Shock to A, B 
and C 
c
tΠ   18.969  19.203 19.194
tΠ   18.643  19.072 19.056
tx   16.518  17.108 17.088
tq   21.735  14.822 15.058
*Source: Author’s calculations.  
 
II. V.D. Change in the Persistence of Shocks Influencing C 
As Table II.II. shows, volatilities in the last block of this table are significantly larger than other blocks. 
In other words, when a direct shock, which is as persistent as large country shocks, is allowed to influence C, 
volatilities increase significantly. On the other hand, the small open economy part of the model already has a 
built‐in  lag  structure.  Perhaps  for  this  reason,  Svensson  (2000)  analyzes  serially  uncorrelated  shocks  in 
simulating his model.  
In this section, to give readers an idea about the importance of the autocorrelation coefficient, Table 
II.V presents  the  influence of  global  shocks when  the  shock  to  the  small  country  is assumed  to be  serially 
uncorrelated. The volatilities in this table are found to be larger than the first three blocks of Table II.II, but not 
as large as the last block.  
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Table  II.V.   Volatility of Macroeconomic Variables of  the Small Open Economy When  the Direct Shock  is 
Serially Uncorrelated* 
   
Direct 
Effect 
Total  Effect Under 
Non‐coordinated 
Regime 
Total Effect Under 
Coordinated 
Regime 
Cost‐Push 
Shock to A, B 
and C 
c
tΠ   1.367  2.923 2.954
tΠ   1.435  2.226 2.242
tx   0.524  1.402 1.417
tq   2.585  12.036 12.252
*Source: Author’s calculations.  
 
II.V.E. Introduction of Initial Foreign Debt Stock 
In the previous sections, the small open economy is assumed to have zero initial debt stock. However, 
it  is very common among world economies –especially emerging market economies‐ to have a high debt to 
GDP  ratios on which debt  service payments  are done.  These payments depend upon  the  current nominal 
foreign  interest  rate.  Since  this  article’s  target  is  to  address  issues  related  mostly  to  emerging  market 
economies,  in  this  section  I  introduce  different  initial  foreign  debt  stock  to  the  model  to  analyze  its 
implications on the relative importance of the direct and indirect effects of the external shocks.   
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Table  II.VI. Volatility of Macroeconomic Variables of  the Small Open Economy When  Initial Debt Stock  is 
Introduced* 
      d=0  d=20 d=30 d=40 d=50 d=60 
    Direct 
Effect 
Total 
Effect  
Total 
Effect  
Total 
Effect 
Total 
Effect 
Total 
Effect 
Total 
Effect 
Cost‐Push 
Shock to 
A, B and C 
c
tΠ 19.412  20.232  25.102 30.102 35.951 42.300  48.953 
tΠ 18.810  20.083  21.314 22.758 24.639 26.864  29.355 
tx   15.223  16.215  30.686 42.308 54.567 67.116  79.818 
tq   33.579  20.566  57.077 82.470 108.454 134.687  161.047 
*Source: Author’s calculations.  
Figure II.VIII. Debt to GDP Ratios of Mexico 
   
The first column of Table  II.VI. above replicates the bottom of Table  II.II., which presents the direct 
effect of a cost‐push shock which hits A, B and C at the same time. In the remaining columns, the total effects 
of the external shock for coordinated cases are given for different foreign debt/GDP ratios. Table shows that 
as the initial debt stock increases, the influence of foreign interest shocks become more significant. Therefore, 
indirect effects are magnified. When debt stock  is equal to 20 percent, the total effect of the shock on  tx   is 
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doubled:  the  indirect  effect  becomes  as  large  as  the  direct  effect  itself. When  debt  stock  is  equal  to  50 
percent, the indirect effect of the shock on  ctΠ  becomes    as large as the direct effect. 
Figure II.VIII. shows Mexico’s debt position in last 35 years. As it can be seen from the figure, in line 
with Mexico’s borrowing from international financial markets in 1970s, Mexico’s debt to GDP ratio reached to 
60 percent  in mid‐1985.  Therefore,  the  analysis  of  this  section  is  very  appropriate  to  shed  light  on  issues 
related to countries like Mexico.  
 
II.V.G. Summary of Sensitivity Analysis Results  
In section  II.V, the results of sensitivity analysis have been presented. Five different parameters are 
changed. Two of these parameters belong to the small country. The other two are mostly  important for the 
large countries. It is found that  
(1) C is exposed to external shocks more when imported goods are consumed more.  
(2)  C’s  direct  shock will  influence  this  country  less when  the  degree  of  persistence  of  this  shock 
declines.  
(3)  The  coordinated  regime  generates more  volatility  for  C when  shocks  influencing  A  and  B  are 
positively correlated.  
(4)  The  coordinated  regime  generates  smaller  volatility  when  the  elasticity  of  intertemporal 
substitution is taken to be greater than 1 or when the shocks influencing A and B are negatively correlated.  
(5) The size of indirect shocks to C is magnified when C has an initial foreign debt stock.  
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II.VI. Concluding Remarks 
This paper challenges one of the basic assumptions of small‐open‐economy analysis. In analyzing the 
dynamics of small countries, current literature takes the outside world as given partly because outside world’s 
interaction is assumed not to be critical from the small country’s standpoint. This article demonstrates that in 
today’s globalized world,  this assumption overlooks some of  the basic  issues  that are critical  to small‐open‐
economy analysis. Analysis that takes the outside world as exogenous cannot fully account for the influence of 
outside  world  on  small  open  economies  in  today’s  world.  This  paper  makes  the  case  that  three‐country 
models are essential in analyzing external shocks influencing the small open economy to capture the complete 
effect. 
We see that using a three‐country model provides insight in the analysis of three different scenarios:  
(a) Shocks that hit only the small open economy’s trade partner and then are transmitted to the small 
open economy,  
(b) Shocks  that hit only a non‐partner country and are  then  transmitted after passing  through  that 
country,  
(c) Global shocks which influence all countries at the same time. 
The  simulation  results  point  to  the  presence  of  a  significant  amount  of  volatility  induced  by  the 
shocks that are transmitted through the small open economy’s trade partner. The current analysis of the small 
open economy models overlooks these completely. Especially  in the first two cases, the difference between 
the approach introduced here and the current literature becomes more apparent. Moreover, the intensity of 
this volatility depends on  the policy  regime chosen by  large countries. More precisely,  these volatilities are 
mitigated when  large  countries  coordinate  their policies and  intensified when  they  follow non‐cooperative 
Nash policies.  
This essay demonstrates that as realistic features of emerging markets and developed countries are 
introduced  in the model, the  indirect effects become more significant. Continuing with the Mexico example 
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provided at the beginning of the article, this article suggests a possible explanation for the difference between 
the  influence of  first and  second oil price  shocks of 1970s on Mexican economy. The  reason why  the  first 
shock  did  not  have  as  unfavorable  effects  as  the  second  shock  can  be  explained  by  the  change  in  the 
characteristics of Mexico and the world economies in 1970s. While Mexico had a relatively mild debt to GDP 
ratio at the beginning of the 1970s, the heavy borrowing from  international financial markets  increased this 
ratio almost  three  times until  the end of 1970s. This,  in  turn,  increased  the sensitivity of Mexico  to  foreign 
interest  rate  shocks.  The  other  factor  determining  the  size  of  the  indirect  effect  in  this  case  was  the 
characteristics of the  large countries.  In the second oil price shock, the policy preferences of  large countries 
also changed. Instead of accommodating the oil price shock, large countries responded to the second shock by 
tightening their policy considerably. Therefore, not only the sensitivity of the Mexican economy to the interest 
rate shocks was larger, but also interest rate shock itself was larger in the second oil price shock than the first 
shock. 
Debt to GDP ratios of Mexico went down to more moderate levels in mid 1990s and according to the 
model used here this could be seen as a reason for less susceptibility of Mexican economy to external shocks. 
However,  this  article  also  suggests  that  the  increase  in  the  degree  of  the  trade  openness  also  increases 
vulnerability of small open economies  to external shocks. The NAFTA agreement which went  into effect on 
January 1, 1994 can be seen as a factor replacing the decrease in the debt to GDP ratios. Therefore, Mexican 
economy can be still argued to be open to the influence of external shocks in the following period.  
The framework  introduced  in this essay  lends  itself to various extensions. To begin with, the model 
used  in  the  paper  can  be  extended  to  include  the  financial  channel  by  introducing  a  incomplete markets 
assumption.  Currently,  the  relationships  between  countries  are  dependent  mostly  on  trade  relationships 
because of the complete financial market assumption. Therefore, I did not follow current account movements. 
Also,  the  change  in  the borrowing  cost of  small  countries by  the  large  countries has not been  considered. 
Extending the model to address these omissions will provide further detail and can be expected to reinforce 
the current  findings, since  the volatility will  increase with  the  introduction of borrowing cost of small open 
economies.  
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The three‐country framework provided by this essay can be applied to optimal policy analysis. Since 
optimal responses to shocks require accurate measurement of shocks, the  inclusion of  indirect effects  in the 
measurement  of  shocks  would  assists  policymakers’  efforts  to  stabilize  their  economy.  The  framework 
provided  by  this  essay  also  offers  important  insights  into  selection  of  exchange  rate  regimes. When  large 
countries  follow  non‐cooperative  Nash  regimes,  the  exchange  rate  volatilities  will  be  exacerbated  in  the 
outside  world.  When  they  follow  coordinated  policies,  exchange  rates  will  be  more  stable.  Therefore, 
depending on the policy regime followed by large countries, it will matter for the small open economy to fix 
the value of its currency with its trade partners. This framework will allow analysis of this issue.  
The  framework provided by  this essay  also offers  important  insights  for  large  country  analysis. As 
discussed above, two country models analyzing coordination gains find inconsistent results. This article offers 
two new aspects in monetary policy coordination literature. Firstly, it shows that this coordination matters for 
countries that are not participating into the coordination. Therefore, including other countries that do not join 
into  coordination  may  help  generate  more  consistent  results.  Secondly,  this  article  demonstrates  that 
coordination  plays  a  role  in mitigating  the  shocks  influencing  the world  economies.  In  evaluating welfare 
benefits of participating  into economic unions, such as European Union,  the shock‐mitigating effects of  the 
unions needs to be taken into account.  
Finally, this article shows that factors determined by the outside world may  improve the welfare of 
the  small  open  economy.  Specifically,  large  countries  are  shown  to  play  a  role  on  this  issue  when  they 
determine  their  policies  collaboratively.  A  further  interesting  extension  of  this  article  would  involve  the 
analysis  of  the  role  of  international  institutions  on  this  issue.  Findings  of  this  article  suggest  that  these 
institutions can improve small‐open‐economy welfare by encouraging worldwide coordinated policies. 
 
 
CHAPTER III 
THE ROLE OF MARKET STRUCTURE IN THE DETERMINATION OF DEVIATIONS FROM UNCOVERED 
INTEREST PARITY CONDITION  
 
III.I. Introduction 
The  uncovered  interest  parity  (UIP)  condition  is  a  key  assumption  of  many  open  economy 
macroeconomic models including the model used in the first chapter of this dissertation. According to the UIP 
condition, nominal  interest rate spreads between two countries should be equal to expected exchange rate 
changes.  The  currency  with  the  higher  interest  rate  is  expected  to  appreciate.  Most  empirical  studies, 
however, have  rejected  this  relationship between  interest  rate differentials and exchange  rate movements. 
The  behavior  of  domestic  returns  relative  to  foreign  returns  has  shown  extensive  deviations  from  the 
prediction of the UIP condition. This empirical failure of the UIP condition is one of the long‐time unresolved 
puzzles to economists working in international finance area.  
  The presumption supporting the UIP condition is that financial flows between two countries will bring 
interest  rates and exchange  rate  changes  into UIP alignment. As discussed below, deviations  from UIP  are 
often associated in the literature with risk premia. Also important will be the degree of integration of the two 
financial markets:  the more  integrated,  the greater  the  financial  flows and  (controlling  for  risk premia)  the 
smaller the deviations from UIP. The volume of financial flows and excess returns (as I will call deviations from 
UIP) are thus simultaneously determined—negatively correlated, once other factors are controlled for.  
  I develop a  theoretical model  in  this essay of  joint determination of  financial  flows and deviations 
from UIP  that  nests  the  traditional  explanations  and  introduces  a  new  one:  the  varying market  power  of 
financial institutions across countries. I demonstrate in this model that countries with greater market power in 
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domestic financial institutions will discourage financial flows through their manipulation of domestic interest 
rates. This use of market power will  lead to a substantially different correlation between financial flows and 
excess returns in countries with concentrated domestic financial markets. 
In  later  sections  I  test  this model using quarterly panel data on  transactions  in  interbank  financial 
markets for twenty one developing countries in the period 2000 q1 to 2005 q4. There is significant evidence of 
the traditional reasons given for observed excess returns, specifically risk premia and the absence of capital 
controls. Supporting the hypothesis of this paper, there is also significant evidence of the independent impact 
of  financial market  concentration  on  the  relation  between  excess  returns  and  the  volume  of  the  financial 
flows. The deviation from UIP is in part attributable to financial market power.  
This  is  an  important  contribution  to  the  general  empirical  literature  on  the  UIP  condition:  It 
demonstrates  that  financial market  structure  is  a  factor  that must be  considered  in modeling  the puzzling 
deviations from UIP. It also sheds light on the puzzling findings of Bansal and Dahlquist (2000) that the forward 
discount premium behaves significantly differently for developed and developing countries. My research does 
not consider the forward markets, but it suggests that the difference between the two groups in their results 
may be due to the relative market power of financial institutions in the two groups of countries. Finally, it has 
implications  for  financial market  regulation  in developing countries.  If  the market power of  the  large banks 
remains, since monopoly power  in the domestic financial markets changes the processes governing financial 
flows  and  excess  returns,  it will  have  an  impact  on  exchange  rate  policy.  If  policymakers  have  implicit  or 
explicit exchange rate targets, since the excess returns will not attract capital inflows in a predictable fashion, 
policy  actions  to  change  the  value of  their  currency may not be  as  effective.  The  increase  in  the  value of 
interest rates will not necessarily trigger capital inflow.  
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III.II. Literature Review  
There have been many studies of the empirical failure of the UIP condition. Lewis (1994) summarizes 
different explanations for this situation and shows that excess returns can be expressed as a summation of risk 
premium  and  markets’  forecast  error.  According  to  this,  excess  returns  would  completely  disappear  if 
investors  are  risk  neutral  and/or  underlying  assets  are  perfect  substitutes  and  agents  have  rational 
expectations. To  the extent  that  investors are  risk averse, an excess  return appears  to  compensate  for  the 
perceived risk of holding foreign assets. Frankel and Chinn (1993)’s findings support this outcome. They found 
evidence  that  variation  in  the  risk premium  constitutes  a  large part of  the deviations  from UIP. Black  and 
Salemi  (1988)  test  the  null  hypothesis  of  a  constant  risk  premium  against  an  alternative  where  the  risk 
premium  changes  with  regimes  by  using  German  and  US  data  for  1964‐1983  periods.  When  they  allow 
processes driving relative interest rates and relative prices to shift across regimes, they find evidence for risk 
aversion. Moreover, UIP’s  reliance upon  the assumption of mean  zero expectation errors  is a  controversial 
issue. Due  to  the  existence of  irrational  traders  and difficulties  in measuring  expected  returns,  systematic 
forecast  errors  may  arise.  Froot  and  Frankel  (1989)  show  that  the  standard  tests  for  UIP  yield  radically 
different results when one uses survey‐based measures of exchange rate depreciation. They find that most of 
the variation of the forward discount appears to be related to expected depreciation for their sample.  
Barriers to perfect capital mobility are another candidate to explain deviations from UIP, since they 
limit the possibilities of  investors to speculate. Frictions and transactions costs are barriers  in this sense. For 
any given  interest rate differential, transactions costs create an upper and  lower  limit within which financial 
transactions can not be profitable. Frenkel and Levich (1977) estimate the transaction cost band for UK and US 
differentials from covered  interest parity14. They find that the width of this band takes values between 0.12 
percent  and  1.03  percent  per  annum.  Capital  controls  represents  another  barrier.  While  some  papers 
investigating UIP conditions like Frankel and Poonawala (2004) or Chinn and Meredith (2005) bring up the role 
                                                            
14 The covered interest parity condition states that the return from buying the bonds of one’s domestic country should be 
the same as that of  investing abroad, once currency risk has been covered with a forward contract. However,  in the UIP 
condition exchange rate risk  is not covered. For the UIP deviations to be equal to zero,  in addition to the zero exchange 
rate premium, the covered interest parity condition needs to  
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of capital controls without presenting a detailed discussion on  this  topic, Wolff et al.  (2007) makes a direct 
analysis of capital controls. For a panel of Western European countries, where most countries liberalized their 
capital accounts  in  the 80’s and beginning of  the 90’s,  they  found  limited evidence  that capital controls did 
affect uncovered interest parity deviations.  
While the UIP hypothesis is tested more for developed countries than developing countries, existing 
empirical  tests show  that  there are differences  in  the dynamics  that determine excess  returns  in  these  two 
country groups. It is also found that the forward exchange rate is a less biased indicator of the future expected 
spot rate in emerging market economies than developed economies. Bansal and Dahlquist (2000) analyze the 
role of macroeconomic differences between these two country groups in the determination of excess returns 
and  find  that  the  absence  of  bias  holds  better  when  a  country  experiences  high  inflation  rate,  inflation 
volatility and  low per capita  incomes. Frankel and Poonawala  (2004) argue  that while  risk premiums would 
probably be larger and more variable for developing countries, emerging market currencies are more prone to 
high  inflation and other sources of medium‐term trends. Since  it might be easier to forecast the direction of 
movement of the spot rate for these countries, the forecast errors can be smaller for these countries.  
It  is widely accepted  in the  literature that concentrated market structure  in the financial sector has 
wide‐ranging and long‐lasting implications. Some authors cite the stability and efficiency‐improving aspects of 
concentrated  financial markets while others  claim  that  concentration  increases  vulnerability.  Petersen  and 
Rajan (1995) argue that banks with monopolistic power have greater incentives to incur the costs associated 
with overcoming  informational barriers, which then  facilitates the  flow of credit to worthy enterprises. As a 
counterpoint, Caminal and Matitutes (2002) show that concentration leads to less credit rationing and higher 
probability of  failures.  Taking  the  impact of market  structure on bank profits  and  ease of monitoring  into 
account, Alen and Gale (2004) show that less concentrated markets are more prone to financial crisis. A recent 
empirical work by Beck et al (2006) also finds that crises are  less  likely  in more concentrated markets. Since 
the banking sector has been the main source of finance in many countries, the repercussions of banking sector 
concentration  on  the  long  term  economic  growth  have  been  widely  analyzed  as  well.  Beck  et  al  (2004) 
evaluate  firms’  access  to  credit  and  find  that  in  countries  with  low  levels  of  institutions  and  economic 
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development, bank concentration increases obstacles to obtain finance. While this literature generally focuses 
on  the  implications  of  market  concentration  on  financial  stability,  efficiency  of  allocations  and  long‐run 
economic growth,  the role of market structure on  international  financial markets has not been analyzed.  In 
this paper, I discuss the impact of collusive structure in the banking sector on international financial flows and 
excess returns. 
The market structure discussion that I have in this article creates a connection between my work and 
a  concept  from  the  IO  literature:  the  contestable‐market  hypothesis.  According  to  contestability  theory 
developed by Baumol et al. (1982) competitive pricing can be observed in a market even if there is only limited 
number of firms. In this theory, a market with low (or maybe no) barriers to entry and exit and no sunk costs 
will  be  open  to  hit‐and‐run  competition.  Therefore, monopolistic  or  oligopolistic  firms may  not behave  as 
economic theories predict. Instead, when contestability exists players will take action to deter entry into their 
market. Recent studies apply the contestability concept to financial markets and suggest that even in the face 
of increased concentration, incumbent banks may still behave competitively once there exists a potential free 
entrant. Although my theoretical model show differences from contestability theory, theoretical implications 
of my model shares some common properties with this hypothesis. When the structure of domestic financial 
markets supports collusive behavior, agents are going to agree on a lower interest rate than what they would 
choose  in  the  absence  of  collusion.  Therefore,  interest  rates  can  be  equalized,  as  in  the  contestable 
integration idea, with only limited foreign entry in my model. 
In this paper  I analyze excess returns and financial flows for a group of developing countries.  In the 
theoretical section,  I present an extension of Martin and Rey (2004)’s model to analyze the determinants of 
excess returns and financial flows. Monopoly power in the domestic financial market is shown to change the 
process  governing  financial  flows  and  excess  returns.  Traditionally,  the  increase  in  the  volume of  financial 
flows  is  expected  to  be  related  to  smaller  interest  rate  differentials. However, my  analysis  shows  that  in 
markets with monopoly  power,  this mechanism  does  not work  in  this  fashion.  The  reason  for  this  is  that 
domestic financial institutions will discourage financial flows by exercising their market power.  
55 
 
In the empirical section, I test the implications of the market structure on excess returns (deviations 
from UIP) of a group of emerging countries from developed countries in the period 2000 q1 to 2005 q4. The 
emerging‐market  countries  in  my  sample  are  Argentina,  Brazil,  Chile,  Bulgaria,  Croatia,  Czech  Republic, 
Estonia, Hungary, Israel, Latvia, Lithuania, Malaysia, Mexico, Poland, Romania, Russia, Slovenia, South Africa, 
Turkey,  Ukraine,  and  Uruguay;  the  developed  countries  consist  of  Austria,  Belgium,  Netherland,  France, 
Germany,  Japan, Spain,  Sweden,  Switzerland, and  the USA. By using Hansen  (1999)’s methodology,  I apply 
threshold regression to my panel data set.  In  line with the predictions of my theoretical model,  I show that 
market  structure  is  important  in  determining  excess  returns.  While  speculative  flows  are  found  to  be 
significant  in more  competitive  markets  as  expected,  I  find  that  they  do  not  have  explanatory  power  in 
collusive  markets.  Although  the  structure  of  my  theoretical  model  does  show  differences  from  the 
contestability  hypothesis,  my  empirical  analysis  suggests  that  in  the  face  of  increased  concentration, 
incumbent banks may push  their  interest  rates  closer  to  the  foreign  country  level by  themselves,  in other 
words without having foreign capital flows, when there are no restrictions on foreign‐lender entry. Therefore, 
my work suggests a potential way of testing contestable financial integration.  
This  paper  demonstrates  that  the market  structure  has  not  only  domestic,  but  also  international 
implications.  In an era when we have witnessed a multitude of bank mergers and  increased  concentration 
ratios both in developed and emerging countries, this article offers significant findings for policymakers, since 
it proves that  in countries with concentrated financial markets, the relationship between excess returns and 
financial  flows  are  different  from  what  traditional  models  suggest.  In  these  countries,  interest  rate 
differentials do not attract as much financial inflows. Therefore, the impact of market concentration needs to 
be taken into account in setting exchange rate targets and instruments.   
The  remainder  of  the  paper  is  organized  as  follows:  Section  III.II  presents  descriptive  statistics  of 
excess  returns,  financial  flows  and  concentration  ratios  for  selected  countries.  Section  III.III  presents  a 
theoretical model explaining the role of market structure in the determination of international financial flows 
and return differential. This  is followed  in Section  III.IV by the empirical results. Section  III.V discusses policy 
implications of the current work and concludes.  
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III.III. Financial Concentration in Developed and Emerging Countries 
Empirical  tests  show  that  there  are  differences  in  the  dynamics  that  determine  excess  returns 
between developed and emerging countries. While Bansal and Dahlquist  (2000) and Frankel and Poonawala 
(2004) analyze the role of macroeconomic factors in explaining this, differences in market structures has not 
been examined in this literature yet. In the next two sections, I will analyze the implications of this difference 
on  the  determination  of  rates  of  returns  and  financial  flows  theoretically  and  empirically.  In  this  section, 
summary  statistics will be presented  to  illustrate  the  structural differences among  selected developed and 
emerging countries.  
Table III.I below represents the evolution of some of the key variables for selected countries. As the 
first  two  columns  represent,  concentration  ratios  in  the  developed  group  are  remarkably  lower  than  the 
values  in the emerging economies. IPES (2005) point out that cross‐border mergers and foreign acquisitions, 
regulatory  reforms, and privatization processes are  the main  reasons  for high concentration  ratios  in  these 
countries.  In  addition  to  this,  we  recently  observe  a  trend  toward  more  concentrated  banking  sector  in 
emerging countries as well mostly as a result of the need to reduce their excess capacity. As the table shows, 
all countries except Turkey experienced an  increase  in the concentration ratios through time. The third and 
fourth columns represent deviations from UIP. The US is taken as the base country here, and the interest rates 
used in these calculations are money market rates. As the table reveals, deviations in Turkey and Romania are 
higher than what is observed in other countries. These are periods in which these two countries have higher 
inflation realizations than rest of the countries in the sample. Finally, the last two columns show the volume of 
interbank flows from the US to emerging countries. This data base is assembled by BIS to provide information 
about the country risk exposures of major national banking groups to emerging countries. The flows among 
developed countries are not available to public. Therefore, this data is provided only for emerging countries. 
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Table III.I: Descriptive Statistics for Selected Countries 
   Concentration Ratios1 Excess Returns2 Financial Flows3 
Developed Countries  2000 2005 2000 2005 2000  2005
   The United States  0.28 0.31  
    Italy  0.38 0.74 0.33 2.25  
   The United Kingdom  0.41 0.66 5.22 0.08  
   Canada  0.53 0.59 3.39 7.17  
   Japan  0.48 0.41 5.14 2.04  
Emerging Countries       
   Estonia  0.98 0.99 2.37 1.94 22.5 4  40.25 4
   Czech Republic  0.61 0.99 2.41 7.51 1.4  2.8
   Croatia  0.65 0.98 1.30 2.16 0.2  0.2
   Romania  0.93 1.00 69.98 1.31 0.3  1.0
   Turkey  0.84 0.78 98.52 17.20 5.8  6.4
   Hungary  0.61 0.91 6.89 9.26 1.5  2.3
1 Concentration ratios represents the assets of three largest banks as a share of assets of all  
commercial banks. Source: A New Database on Financial Development and Structure ( updated in 2007)15. 
2 Absolute values of the calculated deviations from UIP. The US is taken as the base country.  
3 Financial flows from the United States to given emerging country, billion US Dollars. 
Source: BIS.  
4 Millions of US Dollars.   
Source: IFS16. 
 
                                                            
15 Beck et al. (2000) introduced a database of indicators of financial development and structure across countries and over 
time.  This database  is  then updated  in 2007. Both working paper  version  and  the database  itself  are  available on  the 
following web‐site: http://econ.worldbank.org/staff/tbeck  
16  The  US  Federal  Funds  Rate  and  realized  exchange  rate  depreciations  are  subtracted  from  corresponding  country’s 
money market rate to calculate the UIP deviations.  
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III.IV. Theoretical Explanations for Excess Returns 
In this section, the role of market power on the determination of rates of returns and financial flows 
will be analyzed. I will first start with an autarkic case. In this situation, asset prices are going to be different in 
each country.  In terms of the parameters of the model, they will depend on domestic variables such as size 
and initial endowments of autarkic countries. And then predictions of traditional integration will be analyzed. 
When  barriers  to  trade  are  totally  abolished  and when  both  countries  participating  in  international  fund 
transfer are competitive, I have the outcome that is defined in the “traditional integration” literature: financial 
flows will  push  returns  to  an  equal  level when  they  are  both  riskless.  Since  in  real  life  countries  are  not 
identical  in  terms  of  the  risk  they  carry  and  financial  flows  among  riskless  and  risky  countries  are  not 
uncommon,  the  third  case will  cover a  situation  in which one of  the  countries analyzed  is  riskier  than  the 
other. In this situation, the  introduction of risk will change quantity of financial flows between the countries 
analyzed and rates of returns are going to differ due to the risk premium. Finally, the last case will include the 
market structure effect. While one of the countries  is still competitive, the other country  is now assumed to 
have  a  collusive  financial market  structure.  Collusion  in  the  financial market will  play  a major  role  in  the 
determination  of  rates  of  return.  It  will  be  shown  that  when  the  trade  barriers  are  abolished  if  market 
structure allows collusive agreements between domestic agents, asset prices in collusive market will converge 
to the other country’s level with relatively limited financial flows. 
An extension of the Martin and Rey (2004), MR hereafter, theoretical model will now be introduced. 
This is a two‐period, two‐country model analyzing the determination of financial flows and rates of return. The 
countries  I am analyzing here, A and B, are assumed to have different populations,  An  and  Bn .  In the first 
period, risk‐averse agents use their endowments,  1Ay  and  1By , to consume,  invest  in risky projects or buy 
stocks. There are L different, equally likely states. Each agent produces only one project and each project pays 
a dividend equal to d in only one of those states of nature17. The total world population is assumed to be equal 
to the number of states,  A Bn n L+ = , with each project paying off  in one state. Since the set of projects  is 
                                                            
17 Since it is not of critical importance in our structure, differing from Martin and Rey (2004), we do not 
introduce project starting costs or an endogenous number of assets. 
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assumed to be common knowledge and all the projects have the same expected return, there is no reason to 
replicate a project that is already developed by another agent. 
The financial flows between A and B in this model are agents’ purchases of foreign equity shares. Due 
to  my  A Bn n L+ =   assumption,  I  have  complete  markets  in  some  situations  in  this  model.  Under  the 
complete market assumption, gross return on the riskless situation is equal to  1 i
i
d r
p
= +  where  ip  is equal 
to the equilibrium price of the shares under complete coverage situation.  I will discuss the determination of 
this riskless rate of return below.  
 
III. IV.A. Model 
Agents have a “love for diversity” type of utility function given below. Love for diversity comes from 
risk aversion.  
1 1
2
1 1 1
h
h h
cEU c
σ
β σ
−⎛ ⎞= + ⎜ ⎟−⎝ ⎠
             (III.I) 
where h=A, B which represents a typical agent from country A or B. 
Agents have following budget constraint:  
1 1h i i j j h k kc p s p s y p α+ + = +∑ ∑           (III.II) 
where  1hy   is  the  initial endowment,  is   is  the agent’s demand  for a share of domestic project  i,  js   is  the 
agent’s  demand  for  a  share  of  foreign  project  j.  The  agent  sells  a  share  kα   of  the  project  that  he  has 
developed.  
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An  agent’s  consumption  in  the  second  period  depends  on  his  share  purchases made  in  the  first 
period.  
2A ic ds=  if he purchased a share in realized state i, 
2A jc ds=  if he purchased a share in realized state j, 
( )2 1A kc d α= −  if the state associated with his own project is observed18.  
At time 1, agents determine their first period consumption, demand for domestic and foreign shares 
and the proportion of each project to be kept.  
 
III. IV.B. Autarkic Equilibrium 
In this case, barriers  in both Country A and B are assumed to prohibit  international  financial  flows. 
Under this scenario, since agents are allowed to buy only domestic shares, risk coverage will be  incomplete. 
Therefore, agents might have zero consumption in the second period.  
A typical agent’s utility function and budget constraint are given below  
( ) ( )1 1 11 11
1
1
An
A A i k
i
DEU c s σ σα
− − −
=
⎛ ⎞= + + −⎜ ⎟Δ ⎝ ⎠∑         (III.III) 
1
1 1
1
An
A A k k i i
i
c y p p sα
−
=
= + − ∑             (III.IV) 
where 
dD
L
β Δ= and  11 σΔ = −  
                                                            
18 In this section, i represents domestic fellows, j represent projects developed by agents from the other 
country and finally k is used to indicate agents’ own asset.   
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These definitions  indicate  that  each  agent produces only one project  and buys  at most  ( )1An −  
domestic  assets.  The  first‐order  conditions  with  respect  to  is   and  kα   can  be  manipulated  to  yield  the 
equilibrium price level. 
i is p D
σ σ−=                 (III.V) 
( )1 k kp Dσ σα −− =               (III.VI) 
( )1 1A A Ap D p D nσ σ σ σ− −− = −     `        (III.VII) 
The equilibrium price level in Country A from equation (III.VII) is  
1
A Ap Dn
σ=                 (III.VIII) 
Total equilibrium welfare and the equilibrium consumption in the first period are 
1
1
Aut
A A A
DEU y n σ= + Δ                 (III.IX) 
1 1A Ac y=  
Similarly, the equilibrium price level and autarkic welfare in Country B are  
1
B Bp Dn
σ=                 (III.X) 
1
1
Aut
B B B
DEU y n σ= + Δ               (III.XI) 
When markets are closed, the equilibrium prices are going to be different  in Country A and B. As  it 
can  be  seen  from  (III.VIII)  and  (III.IX),  the  country with  the  larger  population will  have  higher  equilibrium 
prices. That is to say, the difference in asset prices at this stage are determined by Country A’s and B’s sizes. It 
is due to barriers to capital flows, not to risk premia. 
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III.IV.C. Complete Integration (No Barriers to Trade) Equilibrium 
  In this section the political authorities in Countries A and B agree to abolish barriers to financial flows. 
After this, an agent who buys both Country A’s and B’s shares can cover his risk completely19.  
  In  this new scenario,  the utility  functions and budget constraint  include both domestic and  foreign 
assets 
( ) ( ) ( )1 11 111 11
1 1
111
A Bn n
A A i j k
i j
DEU c s s σσ σα
σ
− −− −
= =
⎛ ⎞= + + + −⎜ ⎟⎝ ⎠−
∑ ∑      (III.XII) 
1
1 1
1 1
A Bn n
A A k k i i j j
i j
c y p p s p sα
−
= =
= + − −∑ ∑           (III.XIII) 
In addition to (III.V) and (III.VI), a new first‐order condition determines the demand for foreign shares.  
j js p D
σ σ−=                 (III.XIV) 
Due to foreign participation, there is a different equilibrium condition in this case  
( )1 1A A A B Ap D n p D n p Dσ σ σ σ σ σ− − −− = − +           (III.XV) 
The equilibrium price level, first period’s consumption and welfare in Country A are 
( )1A A Bp D n n σ= +               (III.XVI) 
1 1A Ac y=  
( )11IntA A A BDEU y n n σ= + +Δ             (III.XVII) 
                                                            
19 In MR, financial integration is defined as an increase in the effective market size. However, when the two countries open 
their  financial markets,  the  asset  prices  are  not  equalized  due  to  the  transaction  costs  and  imperfect  substitutability 
between the assets  in their model. Since transaction costs are not the main point of this article,  in this version they are 
assumed to be equal to zero. 
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Similarly, the equilibrium price level, the first period’s consumption and welfare in Country B are now 
( )1B A Bp D n n σ= +               (III.XVIII) 
1 1B Bc y=  
( )11IntB B A BDEU y n n σ= + +Δ             (III.XIX) 
When financial restrictions are abolished, the equilibrium price levels in Country A and B are equated 
now as can be seen from (III.XVI) and (III.XVIII)20. Differing from Case 1, we have financial flows between A and 
B now. Each agent from Country A’s demand for Country B is equal to  js and an agent will buy  Bn  of them. 
Therefore, an agent’s total spending on B’s assets is equal to  B B jn p s . Total flows from Country A to B, 
B
AFF
and flows from Country B to A,  ABFF  ,are given below 
( )BA A j A B A B A BFF p s n n n n n n−Δ= = +           (III.XX) 
( )AB A j A B A B A BFF p s n n n n n n−Δ= = +           (III.XXI) 
III.D. Equilibrium with Risk Premium 
Country  A  and  B  have  different  sizes  and  different  initial  endowments,  but  otherwise  have  been 
taken  to be  identical.  In  this section,  I analyze a case  in which  there  is a one‐sided  information asymmetry 
problem.  I assume that states  in Country B are not verifiable. Some of the borrowers  from Country B cheat 
and assert that the state from which they offer shares was not realized even  if  it  in fact was. Moreover, the 
legal system can enforce only ω  per cent of total contracts. Therefore, when an agent from Country A buys a 
share of a Country B project, the probability of coming across a seller who cheats and not having justice in the 
court is1 ω− . This in turn means that the expected dividend of country B’s projects to Country A residents is 
                                                            
20 Moreover, comparison of equation (III.VII) and (III.X) reveals that the integrated equilibrium is a better outcome than 
the autarky for both Country A and B.   
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d
L
ω . On  the other hand,  I  assume  that  agents  from Country B  can  still monitor  the  states  in Country B: 
Domestic agents cannot fool each other. While agents from Country A cannot monitor Country B, Country A is 
still transparent to Country B purchases. The expected dividend of country B’s projects to Country B residents 
is still equal to 
d
L
. Agents from Country A will not buy any of the shares of Country B when  0ω = , which is 
the autarky case described in section III.B. When  1ω = , the model is going to be identical to the integration 
case defined in Section III.C.  
When  this  information asymmetry  in Country B  is  introduced,  the utility  function of an agent  from 
Country A will be somewhat different, while the budget constraint will be the same as (III.XIII) 
( ) ( ) ( )1 11 111 11
1 1
1
A Bn n
A A i j k
i j
DEU c s s σσ σω α
− −− −
= =
⎛ ⎞= + + + −⎜ ⎟Δ ⎝ ⎠∑ ∑       (III.XXII) 
This time the Country A demand for foreign shares depends on the level of risk  
j js p D
σ σ σω−=                 (III.XXIII) 
Since  the  risk  introduced has  impact only on Country B’s  reliability, nothing will change  in A. Therefore  the 
equilibrium condition and equilibrium price level in Country A is still the same as equation (III.XVI). However, 
the introduction of this one‐sided risk will have some welfare effects in A.  
( ) ( )1 1A A B A A B A Ac y n D n n n D n nσ σω ω −Δ−Δ= + + − +       (III.XXIV) 
           ( ) ( )1 1 1Int Uncer AA A A B B B A BnEU y D n n n n D n nσ σω ω −Δ−Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠   (III.XXV) 
Since Country A’s demand for B’s assets depends on the risk involved, the equilibrium condition and 
therefore the market clearing price level in Country B is  
( )1 1B B B A Bp D n p D n p Dσ σ σ σ σ σ σω− − −− = − +  
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( )1B A Bp D n n σσω= +               (III.XXVI) 
The consumption in the first period and total welfare of Country B in equilibrium are given below: 
( )( ) ( )1 1B B A A A A A Bc y D n n n n D n nσ σω ω −Δ −Δ= + + − +       (III.XXVII) 
           ( ) ( )1 1 1Int Uncer BB B A B A A A BnEU y D n n n n D n nσ σω ω−Δ −Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠   (III.XXVIII) 
Calculation of Risk Premium 
Risk is completely covered in the integration case. By contrast, in this section I have discussed a case 
in which Country B’s assets have an uncertain return. Due to this risk, Country B is now offering a higher return 
to Country A. This  can be  seen when we  compare  (III.XXVI)  to  (III.XVIII).  The  risk premium  is  given by  the 
following equation 
( )
( )
1
1 1
A B
t
A B
n n
RP
n n
σ
σσω
+= −
+
            (III.XIX) 
( )
( )
11
1 1 0
A A Bt
A B
n n nRP
n n
σσ
σσ
ω
ω ω
−
+
+∂ = − <∂ +
 
Therefore, as the  level of enforceability goes up, the risk premium goes down. As can be seen from 
equation (III.XIX), it is also possible in some cases that the risk premium may go to infinity. For instance, when 
the number of assets produced in country B,  Bn , is very small, and when ω  converges to zero,  tRP  goes to 
infinity. In this situation, agents in Country A will not be willing to buy any of Country B’s shares, while agents 
from Country B still buy A’s shares. This situation will be called “one‐sided autarky” in this essay.  In the one‐
sided autarky case, Country B still enjoys the benefits of the financial integration, whereas due to the high risk 
contained in B’s assets, Country A buys only domestic assets.  
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Excess Returns in Risky Integration 
  In  this section,  I derive an equation  that will be used  in  the empirical part of  the paper. Country A 
residents’  returns  from  buying  two  different  assets  are  now  different  due  to  the  asymmetric  information 
problem in Country B. This time, the expected dividend of Country B’s projects to Country A residents is 
d
L
ω , 
while that of A’s projects  is 
d
L
. If the ratio of expected return to the price of asset  is represented by 1 nr+  
where  ,n A B= , expected returns can be rewritten  
( ) 1
1 A
A B
dr
LD n n σ
+ =
+
              (III.XXX) 
( ) 11 B A B
dr
LD n nσ σ
ω
ω
+ =
+
            (III.XXXI) 
Based on the fact that  ( )log 1 r r+ ≅  and definition of D, (III.XXX) and (III.XXXI) can be rewritten 
( ) ( ) ( )1 1log log logA A Br d n nβσ σ= − − +         (III.XXXII) 
( ) ( ) ( ) ( )11 log log log logB A Br d n n σσω β ω εσ ⎡ ⎤= + − − + +⎢ ⎥⎣ ⎦     (III.XXXIII) 
Since transactions are in terms of real goods, this model does not include an exchange rate term. However in 
real life when financial assets are dominated in different currencies to compare them we need to convert one 
currency into another21. Therefore, return differentials will take the exchange rate impact into account in this 
case.  
( ) ( ) ( )1 1log log logB A A B A Br r e n n n nσω ωσ σ− − Δ = − + + +     (III.XXXIV) 
                                                            
21 In the future extension of this article, I am going to introduce money and an exchange rate into my model.  
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  According  to  equation  (III.XXXIV),  observed  excess  returns  for  the  risky  country  depends  on  a 
parameter related to risk and parameters representing country specific features.   
 
Quantity of Flows in the Risky Case 
Financial flows between A and B are different from the integration case discussed before due to the 
risk involved. Each agent from Country A’s demand for Country B’s assets is equal to  js and agent will buy  Bn  
of them. Therefore, an agent’s total spending on B’s assets is equal to  B B jn p s . Total flows from Country A to 
B,  BAFF , is given below 
( )BA A j A B A B A BFF p s n n n n D n nσ σω ω−Δ= = +         (III.XXXV) 
Notice that when 1ω = , expressions  in (III.XX) and (III.XXXV) are  identical. For any other values of ω , flows 
from A to B will be smaller as expected. On the other hand, since Country A is still riskless, flow demand from 
Country B to A are the same as before.  
 III. IV.E. The Role of Market Structure in Equilibrium 
So far I have assumed that Countries A and B have competitive market structures. Moreover, they are 
assumed to be identical in every aspect except for market size and the degree of risk premium. In this section, 
another difference between A and B will be  introduced.  I will assume that Country B  is not only risky, but  it 
also has a collusive market structure. In other words, while Country A is still competitive, agents in Country B 
are now allowed to act together to change the equilibrium market outcome22.  
In this situation, agents  in Country B have the capability of forming a cartel. The members of cartel 
are now assumed to collect the initial endowment together at time 1 and decide how many units of financial 
                                                            
22 Although I do take the market structure as given, this scenario can be modeled by introducing cost of establishing a 
cartel. While this cost will be assumed to be low enough to set up a cartel in Country B, it will be assumed to be high in 
Country A in this scenario.   
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assets  to  be  bought  and  sold. Holdings  are  then  assumed  to  be  shared  equally.  In  this  section,  since  the 
collusive agreement will give power to project producers in Country B, the price of the shares sold in Country 
B will reflect the impact of this monopoly power. 
In  a  situation  like  this,  the  cartel  can manipulate  the market  outcome  to  its  best  interest.  If  it  is 
possible  to  provide  the  cartel  members  with  higher  welfare  by  imposing  a  different  price  level  than 
competitive price  level,  the cartel will  sell  its asset  to  the  citizens of Country A at  this price  level, which  is 
indicated by  Rp . Below,  it will be shown that the  imposition of this new price  level will change the welfare 
level not only in Country A, but also in Country B.  
The Cartel’s Optimization Problem  
Since the cartel  is assumed to collect the  initial endowment at the beginning of time 1,  it will have 
B Bn y   units  of  initial  endowment.  For  each  domestic  agent,  the  cartel will  have  js   units  of  demand  for 
Country  A’s  shares.  The  total  demand  for  foreign  shares  is  equal  to  B jn s   units.  The  share  of  the  home 
projects that will be sold  to  the other country  is now represented by  kα , with  the remaining  1 kα−   to be 
shared equally among the agents of Country B. That is to say, each agent will be purchasing 
1 k
Bn
α−
 shares of 
domestically produced projects. This will give us following utility function and budget constraint: 
( )
1111
1
1 1
1
11
A Bn n
C C k
B B B j B
i k B
DEU c n s n
n
σ
σ α
σ
−
−
= =
⎛ ⎞⎛ ⎞−⎜ ⎟= + + ⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟− ⎝ ⎠
∑ ∑       (III.XXXVI) 
1 1
1 1
B An n
C
B B B k k B j j
k j
c n y p n p sα
= =
= + −∑ ∑  
Determination of Reservation Price 
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The cartel’s target is to impose a price level to Country A to increase its welfare. Therefore, the price 
level will be  increased to a point where citizens of Country A are  indifferent between the collusive case and 
autarky case. In other words, the cartel will push the price level as high as possible such that when the price 
level goes slightly above Rp , Country A’s consumers will be better off not buying it. This requires that  
( ) ( ), 0C Autarky AutA R A A AEU p p EU p− =            (III.XXXVII) 
where R Bp p ε= + . Here  Bp  is the equilibrium price level in the integrated market scenario.  
The Impact of Imposition of the Cartel’s Price 
  At this new price level, Country A’s demand for Country B’s assets are given below:  
A
B Rs p D
σ σ−=  
  Now,  remaining  shares  are  going  to  be  purchased  by  agents  in  Country  B.  Therefore  market 
equilibrium in Country B requires that  
1BB B A Rn p D n p D
σ σ σ σ− −+ = .  
The equilibrium price level in Country B which is given below will be also dependent on A’s reservation price 
level: 
( ) 11 1BB B A Rp n D n p D σσ σ σ −−= −  
This can be expressed as in terms of the equilibrium price in the integrated case: 
B
B Bp p γ= −  
where  ( ) 11 1( ) 1A B B A RD n n n D n p D σσ σ σ σ σγ ω −−= + − − . For plausible parameter values  0γ > . 
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Therefore,  in  the collusive scenario  the shares of Country B’s asset will be sold at a different price 
level in Country A than in Country B. The difference will be equal to γ ε+ . 
The  imposition of  the  reservation price will also have  influence on  the price of asset produced by 
Country A’s citizens due to the income and substitution effects. The form of utility function used here includes 
only substitution effects. In this version the substitution effect of this price change on Country A is assumed to 
be negligible. Since generally size of the financial markets of countries with collusive market structure is small 
relative to the size of financial markets with competitive structure, this assumption is of real life relevance as 
well.  
Quantity of Flows in Collusion 
Market power also plays an important role in the determination of financial flows between Country A 
and B. Agent from Country A’s demand for Country B is equal to  jS and agent will buy  Bn  of them. Therefore, 
an agent’s total spending on B’s assets is equal to  B B jn p S . Total flows from Country A to B, 
B
AFF  and flows 
from Country B to A,  ABFF , are given below 
  ( )( )11BA A j A B A B A BFF p s n n n n D n n σσσ σ σω ω ε −= = + +       (III.XXXVIII) 
( )AB A j A B A B A BFF p s n n n n n n−Δ= = +           (III.XXXIX) 
   Welfare Implications of Collusion 
 
Tables BI.I. and BI.II.  in  the Appendix B.I  summarize welfare  implications of  the different  scenarios 
analyzed so far. As is shown in the third row of the table, residents of Country B will have lower welfare when 
they have a one‐sided information asymmetry. Due to the risk premium they have to pay, they will generate a 
lower level of welfare.  
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My next  task  is  to analyze welfare  implications of  collusion  in Country B. As explained above,  the 
imposition of the reservation price on Country A’s citizens will also have impact on the price of asset produced 
and bought by the members of the cartel itself. The members of the cartels will now pay a lower price of their 
domestic assets now, which is equal to  BB Bp p γ= − . As it will be shown below, this lower price will bring the 
welfare improvement23.  
Moreover, for plausible parameter values welfare  in the fourth row  is greater than that  in the third 
row: welfare  in Country A  is  smaller. This  tells us  that by  colluding, Country B  increases  its welfare  at  the 
expense of Country A’s welfare.  
Excess Returns in Collusion 
 
  In this section,  I derive an equation that will be used  in the empirical part of this paper. Country A 
residents’  returns  from  buying  two  different  assets  are  going  to  be  different  due  to  the  asymmetric 
information problem in Country B and collusive market structure.  
( ) 1
1 A
A B
dr
LD n n σ
+ =
+
              (III.XL) 
( ) 1
1 B
A B
dr
LD n nσ σ
ω
ω ε
+ = ⎡ ⎤+ +⎢ ⎥⎣ ⎦
            (III.XLI) 
By using the fact that  ( )log 1 r r+ ≅  and definition of D, (40) and (41) can be rewritten 
( ) ( ) ( )1 1log log logA A Br d n nβσ σ= − − +         (III.XLII) 
                                                            
23 An alternative way of modeling strategy here would be that the members of the cartel impose a higher price level to 
both domestic and foreign buyers. In a situation like this, cartel would collect a higher income from their trade. In the 
second stage, higher income can be shared by the members of the cartel. This would also result in welfare improvement.    
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( ) ( ) ( ) ( )11 log log log logB A Br d n n σσω β ω γσ ⎡ ⎤= + − − + −⎢ ⎥⎣ ⎦     (III.XLIII) 
By taking the exchange‐rate depreciation effect into account again, the excess returns offered by Country B’s 
asset relative to Country A’s asset is given by the following equation: 
( ) ( ) ( )1 1log log logB A A B A Br r e n n n nσ σω ω γ σ⎡ ⎤− − Δ = − + − + +⎢ ⎥⎣ ⎦     (III.XLIV) 
  According  to  equation  (III.XLIV),  observed  excess  returns  for  the  risky  country  depends  on  a 
parameter  related  to  risk,  a  parameter  related  to  the  imposition  of  the  cartel  price  and  parameters 
representing country specific features.  
Comparison of Different Scenarios 
  In  this  section,  I  am  going  to  compare  return  differentials  in  the  collusive  integration  to  the 
differentials in risky integration case. As can be seen from the equations given below the return differentials 
are different under these different scenarios.  
( ) ( ) ( )1 1log log logB A A B A Br r e n n n nσω ωσ σ− − Δ = − + + +        
( ) ( ) ( )1 1log log logB A A B A Br r e n n n nσ σω ω γ σ⎡ ⎤− − Δ = − + − + +⎢ ⎥⎣ ⎦  
When we compare these two equations, we see a term in the collusive case that did not occur in the 
competitive scenario. The reason for this  is that  in the previous scenarios, capital  inflows and outflows push 
the price level close to each other. In the riskless case, we observed the equality of returns. In risky case, this 
did not happen because of the risk premium. But, in this scenario we have a situation different from previous 
cases.  In an environment  like this, return differentials between two countries are not determined by capital 
inflow and outflow process, but by a term which represents the existence of collusive situation. This shows us 
that the establishment of cartel changes the dynamics that determine the return differentials.  
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III.V. Testing the Market Structure Hypothesis 
The theoretical findings suggest that level of risk and country size are among the determinants of the 
excess  returns.  I  also  found  that market  structure  plays  a  central  role  in  the  determination  of  the  excess 
returns. The countries with a collusive structure have  two different effects  from competitive markets. First, 
they can reduce the risk premium they pay. Second, collusion results  in  fewer  financial  flows. As a result of 
their  collusive  behavior,  the  collusive  country manages  to  charge higher  share  prices  and  therefore  fewer 
capital inflows are realized.  
My theoretical findings have important implications in the UIP discussion. As it is indicated above, the 
UIP condition suggests  that speculative  flows continue until excess  returns disappear. However,  in collusive 
markets  financial  flows are discouraged. Therefore,  in  collusive markets a  channel which  forces asset price 
equality does not work as the UIP condition suggests.  
In the following section, the impact of market structure on excess returns is tested. For this purpose, 
two  types of  regression will be used.  In  the  first  stage,  an explanatory equation  for  financial  flows will be 
estimated. Once the amount of “normal” flows between two countries given the characteristics of the lender 
and borrower are found, the predicted excess flows are going to be used to proxy for speculative flows. I will 
then test if market power plays a role in financing flows.  
III.V.A. Estimation of Financial Flows 
As  in  the  trade  literature,  gravity  equations  are  commonly  used  in  order  to  explain  cross‐border 
capital movements. In these equations, flows are generally explained by typical gravity variables such as size, 
common  language,  distance  etc. As  in  gravity  regressions  in  the  goods’  trade  literature,  variables defining 
distance between countries  typically have negative signs  in  these equations. Since, unlike goods, assets are 
weightless, significant negative impact of distance on financial transactions at first sight looks quite surprising. 
But, as Portes and Rey (2005) indicates, variables representing proximity are not used to proxy transportation 
costs,  but  to  proxy  for  information  costs  or  an  information  asymmetry  between  domestic  and  foreign 
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investors. Variables  representing  cultural  closeness,  like  common  language or  colonial history,  are used  to 
proxy for the efficiency of transactions in explaining financial flows24.  
Gravity  equations  have  been  very  successful  in  explaining  financial  flows  in  terms  of  precision  of 
estimates and explanatory power.  In  this  section,  to analyze  interbank  flows  from a group of developed  to 
emerging countries, a gravity equation is estimated. In addition to these typical gravity variables, by following 
the predictions of the theoretical model, a risk variable is also placed in the gravity estimation. Appendix B.III. 
gives a detailed explanation of the variables used in these estimations.  
Table III.II: Estimations of Financial Flows 
   Pooled Estimates 
Fixed‐effects (within) 
regression   Between Regression 
   Coef.  Std. Err.  T  Coef. Std. Err. T Coef. Std. Err.  T 
Dist  ‐0.653  0.025  ‐25.89 (dropped) ‐0.655 0.117  ‐5.59
Comlang  0.875  0.173  5.070 (dropped) 0.834 0.801  1.040
Colony  2.520  0.141  17.93 (dropped) 2.553 0.652  3.910
gdp_d  1.178  0.021  56.83 0.51 0.043 11.73 1.195 0.100  11.90
gdp_s  0.681  0.020  33.59 0.49 0.139 3.53 0.695 0.095  7.340
Cpivr  0.008  0.002  3.460 ‐0.007 0.001 ‐5.91 0.020 0.014  1.400
openness  0.044  0.019  2.260 0.051 0.016 3.18 0.096 0.103  0.930
_cons  ‐9.119  0.338  ‐27.01 ‐4.979 1.786 ‐2.79 ‐11.157 2.239  ‐4.980
Num. Obs.  5040      R‐sq: 0.32 R‐sq:    
F( 31, 5008)  175.46      F(27,4802) 30.91 F(8,201)  26.99   
R‐sq  0.5119         
Adj R‐sq  0.5095         
                                                            
24 See Portes and Rey (2005), Papaioannou (2004) and  Lane and Feretti (2004), for examples of gravity equations 
estimating financial flows.  
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In  this  table  dist,  comlang,  colony,  gdp_d,  gdp_s,  cpivr  and  openness  respectively  represent  the 
distance  between  the  borrower  and  the  lender  country,  common  language  dummy,  colonial  relationship 
dummy, logarithm of the contemporaneous real GDP of the borrower and lender country and volatility of CPI 
series calculated from GARCH estimations25. Openness is a variable derived by Chinn and Ito (2007) to capture 
the  influence of  capital  controls. Although  the  results  are not  reported here, by  following  Portes  and Rey 
(2005), time dummies are also included in the estimations to capture the impact of aggregate shocks.  
  In  the  estimation of  the  gravity  equation,  the dependent  variable  is  the dollar  value of  interbank 
bilateral  flow  from  one  developed  to  one  emerging  country,  finflows.  Typical  gravity  variables,  distance, 
colony, common  language and size variables  (gdp_d and gdp_s) are among the explanatory variables. These 
coefficients are found to have expected signs and to be significant.  
Once the  financial  flows equation  is estimated,  in the second step the role of  financial  flows  in the 
determination  of  the  excess  returns  is  tested.  Gravity  equations  give  us  the  amount  of  “normal”  flows 
between  two  countries  given  the  characteristics of  lender  and borrower  countries.  Therefore,  error  terms 
found  from  the  gravity  equations  represents  the  “excess  flows”.  Negative  realizations  of  the  error  terms 
represent that the realized flows are more than expected given the characteristics of the countries analyzed 
and vice versa. Therefore, the excess flows will be used to proxy for speculative flows. 
 
III.V.B. Testing for the Null Hypothesis 
In equation (III.XLIV) of the theoretical model, excess returns are explained by variables related to risk 
and  country  size.  In  this  and  the  next  section,  empirical  tests  of  the  theoretical model’s  predictions  are 
presented. The model presented here  is a model where  interest  rates are not observed directly. But, asset 
prices  incorporate  information  about  the  interest  rates.  Since  the  price  equality will  lead  to  interest  rate 
equality as well, in this section I am going to apply this result to money‐market rates. I will estimate deviations 
                                                            
25 For details of GARCH estimation, see Appendix B.III. 
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from  UIP  as  ,it jt ij tr r e− − Δ .  In  this  expression,  itr and  jtr   represents  emerging  market  and  developed 
country money market rates and  ,ij teΔ  realized value of exchange rate depreciation. 
The quarterly money market time series used in these estimations are the short horizon interest rates 
downloaded  from  International  Financial  Statistics  (IFS)  of  the  International  Monetary  Fund  (IMF).  My 
estimation covers the period from Q1 2000 through Q4 2005 for a group of emerging countries  listed  in the 
appendix. 
 
Table III.III: Determinants of UIP Deviations  
   Coef.  Std. Err. T
cpi_vr  0.452  0.021  21.030
Risk  ‐0.016  0.024  ‐0.680
ggdp_d  ‐0.015  0.010  ‐1.500
ggdp_s  ‐0.135  0.015  ‐9.270
excess flows (all)  ‐0.231  0.251  ‐0.920
 F(28,4802)  34.53 
R‐sq:  0.3502 
     
 
Table  III.III  displays  the  fixed  effect  estimations  of  the  determinants  of  UIP  deviations.  For  each 
emerging  economy  in  the  sample,  the  UIP  deviations  from  corresponding  base  developed  country  are 
calculated and taken as the dependent variable in this estimation. Again, although the results are not reported 
here, time dummies are also included into estimations to capture the aggregate shocks. The first two variables 
in this table are variables representing risk. GDP variables in this equation represent size.  
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Table III.III shows that the increase in the volatility of inflation rates in the borrower country results in 
an increase in the deviations. When volatility of inflation rates and the risk variable are used together, the risk 
is not  found to be significant. Among the remaining variables, only the growth rate of the  lender country  is 
found  to be significant. The remaining variables,  including  the variable used  to measure unexpected capital 
flows, are found to be insignificant.  
As explained above, when the realized flows are more than expected given the characteristics of the 
countries,  the  country  is  interpreted  as  having  speculative  flows. An  increase  in  the  value  of  this  variable 
represents speculative inflows and this presumably decreases the value of the deviations26. While the sign of 
this variable is in line with my theory’s expectations, this variable is not found to be significant in this section. 
As  the  predictions  of  my  theoretical  model  are  remembered,  these  are  not  unexpected  results.  In  the 
theoretical model, it is shown that asset prices are determined as a result of collusive actions in some market 
structures and  in this case asset prices move closer to the other country’s  level with only  limited amount of 
flows.  In other words, for the collusive markets financial flows are not expected to have explanatory power. 
On the other hand, for the markets which do not have collusive structure, the traditional models’ presumption 
holds. That is to say, my theoretical model suggests that there are two different regimes in the determination 
of asset prices. In one regime, flows have explanatory power, in other they are not.  
 
III.V.C. Testing for the Alternative Hypothesis of Market Power 
To analyze  the predictions of my  theoretical model  for a panel data  set, a  threshold  regression  is 
estimated.  The methodology  used  in  this  section  is  introduced  by  Hansen  (1999).  It  is  developed  for  the 
estimation of non‐dynamic panels with individual specific effects. The threshold variable is not taken as given, 
but estimated like other model coefficients. In the first step, the threshold variable which minimizes the sum 
of  the  error  squares  is  searched over  all  possible  values.  In  the  second  step,  for  this  chosen  value  of  the 
threshold  variable  the  least  squares  estimations  of  the  slope  coefficients  are  calculated.  This  estimation 
                                                            
26 Excess flows variable here is calculated from the fixed effect estimations of the gravity equation.  
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procedure  will  allow  us  to  differentiate  different  regimes  in  my  estimations.  As  in  the  structure  of  the 
theoretical model, threshold models specify that individual observations can be divided into classes based on 
the value of an observed variable.  
'
1 ,it i it ity x eμ β= + +    itq γ<             (III.XLV) 
'
2 ,it i it ity x eμ β= + +    itq γ>             (III.XLVI) 
According  to  equations  (III.XLV)  and  (III.XLVI),  the  observations  are  divided  into  two  regimes 
depending on whether  itq  is smaller or larger than the value of the threshold  γ . The threshold variable is an 
unobservable, but estimated variable here. Each regime is defined by its regression slopes,  1β  and  2β  in this 
equation. 
In Table III.III fixed effect estimations of deviations from UIP are presented. In this section, I am going 
to  repeat a  similar exercise by using Hansen’s  threshold  regression methodology. Equation  (III.XLVII) below 
represents a compact version of equation (III.XLV) and (III.XLVI). As my theory suggests, I estimate the excess 
returns  by  using  variables  representing  risk,  country  size  and  speculative  flows. My  theory  suggests  that 
financial flows are governed by different processes in collusive and noncollusive markets. Therefore, the role 
of financial flows determining excess flows will be analyzed by the threshold framework. 
( ) ( )'1 2 3 4 4 ,it it jt it it it it it its b b rp a I c a I c eβ β β β γ β γ= + + + < + > +     (III.XLVII)  
As  in  equation  (III.XLIV),  excess  returns  in  equation  (III.XLVII)  are  expressed  as  a  function  of  risk  and  size 
variables. In this equation,  its ,  itb ,  jtb , ita , and  itrp  represent deviations from UIP, size variables of country i 
and  j, a speculative  flow variable and a variable related to the degree of risk respectively. The observations 
here are divided into two classes based on the value of a collusion variable,  itc , by using an indicator function 
( ).I . The  first  indicator  function  takes  the value of 1 when  itc γ<  and value of zero when  itc γ> . The 
second indicator function takes the value of 1 when  itc γ>  and value of zero when  itc γ< . As in equation 
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(III.XLV)  and  (III.XLVI),  the  coefficient  of  the  ita   variable  takes  a  different  coefficient  depending  on  its 
relationship with the threshold variable. In this estimation procedure, I am going to use the degree of market 
concentration in the banking sector to represent the degree of collusion in these markets and it will be used as 
a threshold variable27.  
Table III.IV: Threshold Estimation of the UIP Deviations28 
   Coef.  Std Er* T
cpi_vr  0.276 0.036 7.721
Risk  0.147 0.025 5.957
Conc  6.286 5.118 1.228
ggdp_d  ‐0.082 0.017 ‐4.801
ggdp_s  ‐0.084 0.016 ‐5.152
excess flows (regime 1)  ‐0.688 0.217 ‐3.175
excess flows (regime 2)  1.908 0.677 2.816
Estimated threshold value  0.81
Confidence region of the 
threshold estimate   0.80 0.81   
Number of obs. in regime 1  870
Number of obs. in regime 2  4170
R‐sq:           0.5658
    
            *These are heteroscedasticty corrected standard errors.  
 
                                                            
27 Concentration  ratios  represent  the  assets  of  three  largest  banks  as  a  share  of  assets  of  all  commercial  banks.  I 
downloaded  this  variable  from  Financial  Structure  Dataset.  It  is  available  on  the  World  Bank’s  web‐site  at 
http://econ.worldbank.org/staff/tbeck. 
28 In these estimations, I used a modified version of Hansen (1999)’s MATLAB code.  
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Table  III.IV above represents the estimation of equation  (III.XLVI) using Hansen  (1999)’s fixed‐effect 
methodology. As in Table III.III, the dependent variable is the UIP deviations of an emerging economy from the 
developed countries in my sample. The estimated threshold value, which is 0.81, defines regime 1 and regime 
2  in  this  table. When  an  observed  concentration  ratio  in  a  country  is  less  than  this  value,  this  country  is 
estimated  to be  in  the  first  regime, and vice versa. The coefficients and  their standard errors  in Table  III.IV 
show that financial‐flows variable has the expected sign only  in the first regime (when financial markets are 
not collusive) and is significant in both regimes. The other variables included into the regression have similar 
magnitudes and signs with variables in Table III.I. 
In  the  next  step,  I  tested  the  significance  of  the  threshold  effect.  In  terms  of  the  parameters  of 
equation (47), the hypothesis of no threshold effect can be represented by the following linear constraint.  
'
0 1 1:H β β=  
Under the null hypothesis of no threshold, the model is  
1 2 3 ,it i it it it its a b rp eμ β β β= + + + +           (III.XLVIII)   
Hansen (1999) suggest that the likelihood ratio test of  0H  is based on the following equation: 
( )( )0 1
1 2
S S
F
γ
σ
−
=               (III.XLIX) 
where  0S  and  ( )1S γ represents the sum of squared errors under the null and alternative hypotheses.   
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Table III.V: Test for Threshold Effect 
Calculated test statistic.  51.66
Critical value  36.38
Bootstrap est. of asymptotic p‐value  0.02
Number of bootstrap repetition   1000
 
Since under the null hypothesis the threshold variable is not identified, classical tests will have non‐
standard distributions. Hansen  (1999) describes a bootstrap procedure  to determine whether  the  threshold 
effect  is  statistically  significant.  I  follow his procedure and calculate  the percentage of draws  for which  the 
simulated  statistics  exceeds  the  actual.  This  is  the  bootstrap  estimate  of  the  asymptotic  p‐value  for  the 
calculated statistics. Table III.V also represents the results of this test. It is found that the null of “no threshold 
effect”  is  rejected with 5 percent  significant  level. Table  III.V also  reports  the value of calculated  likelihood 
ratio statistics and critical value at 5 percent significance level. 
These results  indicate that for a group of emerging countries analyzed  in this section, the threshold 
effect is significant. In countries that have banking sector concentration ratio higher than 0.81, the speculative 
flows are not effective  in reducing the deviations from UIP, whereas  in  less concentrated countries they are 
found  to be effective. This  shows  that excess  returns offered by an open  financial market does not always 
attracts  financial  flows. Therefore,  in evaluating  implications of  financial  integration, using  low  interest  rate 
spreads as an indicator of integration can be deceptive. Because these countries may not be actually gathering 
traditionally assumed benefit of financial integration.  
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III.V. D. Forward Premium Puzzle  
These  results  shed  light  on  two  issues  that  have  been  commonly  analyzed  by  the  literature:  the 
unbiasedness hypothesis  and  forward premium puzzle. According  to  the unbiasedness hypothesis,  interest 
rate differentials are unbiased predictors of future exchange rate movements. Therefore, risk premia and non‐
rational  expectation  errors  are uncorrelated with  interest  rate differentials  and  changes  in  exchange  rates 
should be positively related to  interest differentials with a coefficient of unity.  In the estimation of equation 
(III.L) below,  β  is expected to be equal to 1. However, empirical tests of this equation in the literature find a 
negative  β  for developed countries and positive but less than one for emerging countries. In analyzing these 
issues,  forward premium and  interest  rate differentials are used  interchangeably by authors such as Bansal 
and Dahlquist (2000) since forward premium is approximately equal to the interest rate differentials. The fact 
that the forward premium incorrectly predicts the direction of the subsequent change in the spot rate, that is 
to say  0β <  in equation (III.L), is known as the forward premium puzzle.  
( )*1t t t ts i i uα β+Δ = + − +                                                                                         (III.L) 
The literature has so far examined the role of macroeconomic factors in explaining these differences. 
My theoretical model suggests an alternative: market power can be a potential explanation for the realization 
of smaller biases  in emerging market economies compared  to  those  in developed countries. As opposed  to 
Frankel  and  Poonawala  (2004)’s  higher  risk  premium  and  lower  forecast  errors  predictions  for  emerging 
countries, my analysis suggests the risk premium realizations do not have to be high in these countries even if 
they  are  risky.  In  emerging  markets  that  have  collusive  market  structures,  risk‐premium  realizations  are 
expected to be lower due to exploitation of monopoly power.  
I  analyzed  the  forward premium puzzle  for  the emerging market  countries  in my  sample.  I  follow 
Bansal  and  Dahlquist  (2000)  but  use  interest  rate  differentials  to  in  place  of  the  forward  premium  since 
forward rates are not available for most of the emerging markets in my sample.  
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Table III.VI: Estimation of Forward Premium Puzzle Equation 
   Pooled Estimates  Fixed‐effects (within) regression  Between Regression 
   Coef.  Std. Err. T Coef. Std. Err. T Coef.  Std. Err. T
int_d  0.875  0.023 38.370 0.958 0.030 31.970 0.7762  0.0514 15.10
_cons  ‐0.642  0.397 ‐1.620 ‐1.313 0.419 ‐3.140 0.1610  0.6772 0.24
Num. Obs.  5040    R‐sq: 0.1747 R‐sq:  0.5231
F( 1, 5038)  1472.19    F(1,4829)      1022.15 F(1,208)  228.12
R‐sq  0.2261       
Adj R‐sq  0.226          
 
Table  III.VI presents  the estimated coefficients of equation  (III.L) above. The dependent variable  in 
this equation is the expected exchange rate changes. The independent variable is the interest rate differentials 
between corresponding emerging market and developed country. These results show that the coefficient of 
interest  rate differential  is  less  than 1.  Since my  sample does not  include  the deviations of  the developed 
countries, I do not analyze the forward premium puzzle for the developed countries. But, the results confirm 
Bansal’s finding for the emerging markets. The forward premium puzzle is not as strong in emerging markets. 
Especially, fixed effect estimation results show that the coefficient of interest rate differential is insignificantly 
different from 1. 
Bansal  (1997)  suggests  that violations of uncovered  interest  rate parity depend on  the  sign of  the 
interest rate differential. He introduces a threshold type of equation similar to the one I used above. However, 
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he takes threshold value as given‐his threshold is taken to be zero. Equation (III.LI) given below is built upon a 
similar assumption.  Instead of  taking zero as my  threshold,  I used  the  threshold value of  the concentration 
ratio that is estimated above.  
 
( ) ( ) ( ) ( )* *1 1 2t t t it t t it ts i i I c i i I c uα β γ β γ+Δ = + − < + − > +                      (III.LI) 
Table III.VII: Estimation of Forward Premium Puzzle Equation with Threshold Approach 
   Pooled Estimates  Fixed‐effects (within) regression  Between Regression 
   Coef.  Std. Err.  T Coef. Std. Err. T Coef.  Std. Err. T
int_d1  0.502  0.046  10.950 0.579 0.055 10.520 0.425  0.123 10.520
int_d2  0.970  0.025  39.150 1.046 0.032 33.060 0.876  0.060 33.060
_cons  ‐0.683  0.394  ‐1.730 ‐1.296 0.416 ‐3.120 0.055  0.664 ‐3.120
Num. Obs.  5040    R‐sq: 0.186 R‐sq:  0.545
F( 1, 5038)  792.760    F(1,4829)      551.5 F(1,208)  228.120
R‐sq  0.226     
Adj R‐sq  0.226         
 
Table III.VII above presents the estimation results of equation (III.LI). The dependent variable  in this 
equation is still the expected exchange rate changes. The independent variable is the interest rate differentials 
in the first regime,  int_d1, and  interest rate differentials  in the second regime,  int_d2. The results  indicate a 
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striking and significant difference between the estimated parameters. While the coefficients  in  interest rate 
differentials  for  the non‐concentrated  countries are  found  to be  in  the proximity of 0.5,  the  results of  the 
concentrated markets are  found  to be much closer  to 1. Although more empirical work has  to be done  to 
claim  that  the  forward  premium  puzzle  disappears  due  to  the market  concentration,  the  simple  analysis 
provided in this section shows that among emerging market countries with high concentration ratios  β  gets 
closer to the theory’s expectation.  
 
III.VI. Conclusions  
While the UIP condition is used frequently by open economy macroeconomists, empirical data do not 
support the prediction of this condition. In this paper I investigate deviations from UIP condition for emerging 
and  developed  market  economies.  The  framework  I  develop  here  demonstrates  that  in  addition  to  the 
traditional  explanations,  the market  power  of  domestic  financial  institutions  also  has  an  impact  on  these 
deviations. My analysis shows  that  in markets where agents have monopoly power, borrowers can actually 
determine the amount that will be borrowed and this amount is typically lower than what we would observe if 
these  markets  were  competitive.  These  agents  can  limit  the  foreign  lenders’  lending  by  offering  them  a 
smaller  return  than  what  they  would  have  to  pay  in  competitive  markets.  Therefore,  in  these  markets 
observed  excess  returns  will  be  smaller  while  financial  flows  are  discouraged  by  agents’  interest  rate 
manipulation. My panel data estimation shows significant evidence of the impact of market concentration on 
excess returns and volume of financial flows. I found that in countries that have banking sector concentration 
ratios  higher  than  0.81,  speculative  capital  flows  are  not  necessary  in  reducing  the  deviations  from  UIP, 
whereas in other countries flows are necessary. 
In  this  article  I  analyze  a  situation  in  which  a  collusive  market  with  asymmetric  information  is 
financially  integrated with a country that  is competitive and does not have similar  informational problems29. 
Market power is found to have important welfare implications in this situation. Colluders are found to have a 
                                                            
29 The case in which both countries have informational transparency will be analyzed in the next version of this article.  
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chance  to  increase  their  welfare  at  the  expense  of  the  other  country’s  welfare.  This  finding  shows  that 
liberalized  financial markets would  generate more  overall welfare  only when  they  both  have  competitive 
structures.  Therefore,  political  authorities  can  contribute  to  welfare  improvements  by  persuading  more 
competitive market structures. Moreover, my analysis also shows  that welfare  realizations are higher when 
countries do not have asymmetric  information problems. Therefore, political authorities’ effort  to  increase 
transparency also pays off.  
The  empirical  literature  finds  that  forward  premium  incorrectly  predicts  the  direction  of  the 
subsequent change  in the spot rate for developed countries, while the direction  is as expected for emerging 
countries.  In this article,  I also analyze the forward premium puzzle for the emerging market countries and I 
show that market concentration has implications of this issue as well. Although more work has to be done, this 
article shows that countries with concentrated markets are closer to have the expected coefficient value than 
other countries. However, future work has to analyze the influence of concentration for developed countries 
to make a valid comparison of this result with subsequent literature.  
Standard  theoretical  arguments  tell us  countries with  a  relatively  small  capital  stock benefit  from 
financial integration as foreign capital flows in and speeds up the process of convergence. Indeed, this is one 
of the main motivations behind the push towards the international financial integration of emerging countries. 
In this article, while I do not model capital formation, my findings nevertheless suggest that capital flows may 
not be  realized even  if barriers are  removed. The  convergence  in  the  interest  rates might be  the  result of 
collusive behavior, not capital inflows. Therefore, policymakers’ efforts to increase the degree of competition 
in financial markets must account for and counteract the response of domestic intermediaries and success will 
have long run growth implications. 
Since market concentration has an impact on the relationship between excess returns and volume of 
financial flows, market power of domestic financial institutions will have repercussions on the performance of 
exchange  rate policy.  In  concentrated  financial markets,  since  the  relationship between excess  returns and 
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financial flows  is distorted,  intervention should anticipate this response. Otherwise, policy makers’ efforts to 
move the value of their currency towards a particular value will not be as effective as before.  
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APPENDIX A: APPENDIX OF CHAPTER II 
A.I. Impulse Response Functions  
A. I.I. Shocks Influencing A and B 
pia, xa, ra, pib, xb and rb are the inflation, 
output gap, real    interest rates  in A and B.  In this 
section  one‐standard‐deviation  cost‐push  shocks 
have been analyzed. The variables below are given 
in  terms  of  percentage  deviations  from  steady 
state values.  
Figure  AI.I.A:  Impulse  Response  Functions  of  A 
Cost‐Push Shock Hitting Country A Under the Non‐
coordinated Regime 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  AI.I.B:  Impulse  Response  Functions  of  A 
Cost‐Push  Shock  Hitting  Country  A  Under  the 
Coordination Regime 
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Figure  AI.I.C:  Impulse  Response  Functions  of  A 
Cost‐Push Shock Hitting Country A and B Under the 
Nash Regime 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  AI.I.D:  Impulse  Response  Functions  of  A 
Cost‐Push Shock Hitting Country A and B Under the 
Coordination Regime 
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A.  I.II.  Direct  and  Indirect  Shocks 
Influencing C 
pic,  pi,  x,  i,  r  and  q  in  these  graphs  refer  to  CPI 
inflation, domestic  inflation, output  gap, nominal 
interest  rates,  real  interest  rates  and  real 
exchange rates of C respectively. 
Figure  AI.II.A:  Impulse  Response  Functions  of  A 
Cost‐Push Shock Hitting Country A Under the Nash 
Regime 
 
 
 
 
 
 
 
 
 
Figure  AI.II.B:  Impulse  Response  Functions  of  A 
Cost‐Push  Shock  Hitting  Country  A  Under  the 
Coordination Regime 
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Figure  AI.II.C:  Impulse  Responses  of  A  Cost‐Push 
Shock Hitting Country B Under the Nash Regime 
 
Figure  AI.II.D:  Impulse  Responses  of  A  Cost‐Push 
Shock  Hitting  Country  B  Under  the  Coordination 
Regime 
 
Figure AI.II.E: Impulse Responses of A Cost‐Push 
Shock Hitting A and B Under the Non‐coordinated 
Regime 
 
Figure  AI.II.F  Impulse  Responses  of  A  Cost‐Push 
Shock  Hitting  A  and  B  Under  the  Coordination 
Regime 
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Figure AI.II.G: Impulse Responses of A Global Cost‐
Push Shock Under the Nash Regime 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure AI.II.H:  Impulse Responses of A Global Cost‐
Push Shock Under the Coordination Regime 
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A. II. Efficient Monetary Policy Frontiers of the Cases Discussed in Table II.IV. 
Figure AII.I. Inflation and Output Variability of C in Response to Cost‐Push Shock to A and B 
 
 
Figure AII.II. Inflation and Output Variability of C in Response to Cost‐Push Shock to A, B and C 
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A. III. Technical Details of the Simulations  
In this section, technical details of the theoretical models and parameter values that are used in the 
simulations will be discussed.  
In  Svensson  (2000),  the economy  is  assumed  to be  small  in both  the world  asset market  and  the 
market  for  foreign goods. However, when  it comes to the market for  its output,  it  is assumed to be a  large 
country. The author does not explicitly model financial markets and input markets. Instead of the production 
function, the author works with a closed form cost function. Without giving explicit functional expression for 
the production  function,  the author  tells us  that  foreign  inputs are used  in  the production with a domestic 
input. To  simplify  the production  side  further, he  simply assumes a  random process  for  the natural output 
level.  
The two‐country model that will be combined with the Svensson (2000) needs to be compatible with 
this model in terms of main assumptions. Moreover, it also needs to be in a general equilibrium framework to 
be  able  to  reflect  different  aspects  of  the  interaction  between  large  countries.  The model  developed  by 
Clarida, Gali and Gertler  (2002) satisfies these properties. This model analyzes the production side  in detail. 
Output is assumed to be produced by using only one input which is labor. As in Svensson (2000), Clarida, Gali 
and Gertler  (2002) also assume nominal price  stickiness. While Svensson  (2000)  combines Calvo  type price 
staggering with Fuhrer and Moore Phillips curve, price staggering in Clarida, Gali and Gertler (2002) is modeled 
as Calvo type. In modeling the production side, Clarida, Gali and Gertler (2002) goes a step further and models 
the determination of natural output, instead of taking it exogenous. In equation (18), foreign output is shown 
to be one of the determinants of natural output level. While this link is not present in Svensson (2000), the use 
of  imported foreign  input  in Svensson (2000) makes supply side depend on foreign output and minimize the 
severity  of  this  difference  to  a  certain  extent. Moreover,  due  the  exogenous  values  of  natural  output  in 
Svensson (2000), natural interest rate channel is not available in this model. So, “expected changes” in natural 
output and foreign output matters for aggregate demand only in large country part of the model.  
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In modeling the financial markets, Clarida, Gali and Gertler (2002) make complete financial markets 
assumption,  which  is  in  line  with  Svensson  (2000)’s  unitary  elasticity  of  substitution  assumption.  The 
structures of  these  two models  coincide with each other one more  time  since  they both assume producer 
currency pricing and therefore, perfect exchange rate pass‐through.  
While Svensson  (2000)  simulates and  reports  the parameter values  that he used, Clarida, Gali and 
Gertler  (2002)  does  not  simulate  the model.  Therefore,  I  used  Svensson  (2000)’s  parameter  values  in my 
simulations when  it  is appropriate. For the parameters that do not take place  in Svensson (2000), I used the 
values that have been commonly used by the literature.   
Table AIII.I: Parameter Values Used in the Simulations: 
0.95β = 2σ =   0 1.5σ =   0 0.5κ =   1.9κ = 0.20λ = 0.2φ =   0.5γ =
0.8yβ = 0.05ρβ = * 0.09yβ = 0.055qβ = 0.6πα = 0.08yα = 0.01qα = 0.5ω =
 
 
where  0 0σ σ κ= − ,  ( )0 1κ γ σ= − ,  ( )1κ σ φ γ σ= + − − ,  λ δκ=   
In Table AIII.I,  β   is  the discount  factor,  σ is  the  inverse of  intertemporal elasticity of substitution, 
0κ is  the elasticity of marginal cost with  respect  to  foreign output,  κ is  the elasticity of marginal cost with 
respect to domestic output, φ   is the inverse elasticity of labor supply. 
0κ   is critical  in  terms of  the  simulation  results. The value of  this variable depends on elasticity of 
intertemporal substitution and relative size of A and B. In line with the empirical evidence provided by authors 
such  as  Engelhardt  and  Kumar  (2007),  Svensson  (2000)  and  many  others,  elasticity  of  intertemporal 
substitution is taken to be equal to 0.5. Therefore, in these calculations,  0κ  is  taken to be positive. 
Since the lag structure assumed in Svensson (2000) is not present in Clarida, Gali and Gertler (2002), 
adjustment parameters leading to the lag structure of Svensson (2000) have been assumed to be equal to zero 
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in  this model. Therefore  inertia parameter of  inflation and output  taken as  0πα = ,  0yβ =   respectively. 
Since  foreign output  is not used as  input  in Clarida, Gali and Gertler  (2002),  0qα = . The parameter which 
represents  the responsiveness of  inflation  to previous period’s output gap  is  yα   is also  taken  to be zero  in 
Clarida, Gali and Gertler (2002).  
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A.IV. Analysis of the Demand Shocks  
In  this appendix,  the  supply shock analysis of  the previous  section  is  repeated  for demand  shocks. 
This time influence of one standard deviation “negative” demand shocks hitting large countries and the small 
open economy are analyzed.  
As in the case of cost‐push shock, demand shocks are assumed to follow an autoregressive processes 
given below 
1it it itv vρ μ−= +      (IV.A) 
where  , ,i A B C= . Below I analyze the influence of one‐standard‐deviation shock to  itμ influencing countries 
in my model.  
Table AIV.I: The Volatility of Macroeconomic Variables of Large Countries* 
    Non‐coordinated 
Regime 
Coordinated 
Regime 
Demand 
Shock to A 
,A tΠ   2.123 2.296
,A tx   1.539 1.665
,A tr 3.213 3.198
,B tΠ   0.000 0.630
,B tx   0.000 0.457
,B tr   0.010 0.057
Demand 
Shock to A 
and B  
,A tΠ   2.123 1.666
,A tx   1.539 1.208
,A tr 3.203 3.255
,B tΠ   2.123 1.666
,B tx   1.539 1.208
,B tr   3.203 3.255
*Source: Author’s calculations.  
Case 1: Negative Demand Shock Influences only Country A 
When  a  negative  demand  shock  hits  A,  the  output  gap  and  inflation  goes  down.  The  monetary 
authority loosens its policy in response to this shock. The real and nominal interest rates go down. Since  0κ is 
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taken  to  be  greater  than  zero,  the  decline  in  A’s  output  increases  natural  output  in  B.  Under  the  non‐
cooperative case, the monetary authority in B stabilizes only its domestic output gap and moves nominal rates 
in order to stabilize the change  in  its natural output. As can be seen from Table AIV.I, there are no  inflation 
spillovers to B under this regime.  
Under  the  cooperative  regime,  B’s  policy  makers  respond  not  only  to  a  change  in  its  domestic 
inflation expectations, but also to a change in inflation expectations in A. Since  0κ is taken to be greater than 
zero, the more B  loosens, the more A’s natural output will go down and the smaller A’s output gap will be. 
Therefore,  B’s monetary  policy  is  loosened more  than  needed  to  stabilize  its  domestic  output  under  the 
coordinated regime. With the help of B’s response, A stabilizes its economy by increasing its real interest rates 
less than how much they would increase in the non‐coordinated regime. On the country B side, there will be a 
positive inflation spillover to B. B’s benefit from the coordination is limited to the decline in the marginal cost 
spillover from A to B in this regime.   
Case 2:  Perfectly Correlated Shocks to A and B  
When  perfectly  correlated  negative  demand  shocks  influence  both  A  and  B  at  the  same  time, 
monetary policy  in A and B will be  loosened under both  the coordinated and  the non‐coordinated regimes. 
Each policy maker will respond to this shock by focusing only on its domestic shock under the non‐coordinated 
regime. However, under the coordinated regime the optimal policy response to the indirect effect of the other 
country’s shock will  take  the effect  its policy choice on  the other country  into account. They decrease  their 
interest  rates more  than  non‐coordinated  case.  By  adjusting  their  interest  rate more,  they  achieve  lower 
output and inflation volatility under the coordinated regime.  
Volatility of Macroeconomic Variables of Country C 
In  this  section,  the  direct  and  indirect  effect  of  negative  demand  shocks  influencing  C  will  be 
analyzed. When negative demand shocks influence A, A’s output gap and real interest rate will initially decline. 
Therefore,  the  indirect effect of  this shock  transmitted  to C  is going  to be a negative  real  interest  rate and 
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output gap shock. The magnitude of the indirect effects is determined by which policy regime is followed by A 
and B.  
The  indirect effect  is going  to be  felt on  the  small open economy’s  real exchange  rate, which will 
appreciate  in  line with  real exchange  rate parity  condition. The appreciation of  the  real exchange  rate will 
decrease  the  CPI  immediately,  but  it  will  take  two  periods  for  the  domestic  inflation  to  be  influenced. 
Therefore, it also takes two periods for the monetary authority to loosen its policy in line with equation (15). 
As a result, the output gap in C increases before it is stabilized in the following periods.  
Table AIV.II: The Volatility of Macroeconomic Variables of the Small Open Economy* 
   
Direct Effect 
Total Effect Under 
Non‐coordinated 
Regime 
Total Effect Under 
Coordinated 
Regime 
Demand Shock 
to A 
c
tΠ   0  3.785 3.764
tΠ   0  2.690 2.678
tx   0  1.166 1.157
tq   0  19.401 19.260
Demand Shock 
to  B 
c
tΠ   0  0.012 0.078
tΠ   0  0.008 0.043
tx   0  0.004 0.037
tq   0  0.062 0.516
Demand Shock 
to A and B 
c
tΠ   0  3.773 3.840
tΠ   0  2.682 2.721
tx   0  1.162 1.190
tq   0  19.340 19.774
Demand Shock 
to A, B and C 
c
tΠ   2.416  5.320 5.387
tΠ   0.731  1.957 1.996
tx   2.481  3.123 3.149
tq   17.806  36.941 37.377
*Source: Author’s calculations.  
The  first block of Table AIV.II presents  the standard deviations of various macroeconomic variables 
that belong to C in response to a demand shock influencing only A. Since A has to adjust its interest rates less 
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under  the  coordinated  regime,  lower  volatility  is  transmitted  to  C  in  this  case.  Therefore,  when  shocks 
influence C’s trade partner, C will benefit from coordinated policies.  
On the remaining blocks of Table AIV.II, shocks  influence either only B or both A and B at the same 
time.  As  in  the  case  of  supply  shock, when  B  is  influenced  by  a  shock,  the  coordinated  regime  does  not 
generate a better result for C.  The reason for this is that when B is influenced by the demand shock, A’s policy 
makers loosen their policy to help B. As a result, coordinated regime transmits higher volatility to C when B is 
involved.  Secondly,  since B does not have  trade and  financial  connections with C, B  is expected  to be  less 
influential  on C.  The  second  block  of  Table AII.II.  shows  that  indirect  effects  of B’s  shocks  is  smaller  than 
indirect effects of A’s shock.  
Efficient Monetary Policy Frontiers of Country C  
In this section, efficient frontiers are presented. As in the case of cost‐push shocks, figures below will 
include  two  frontiers‐one  for  coordinated,  one  for  non‐coordinated  regime‐  to  compare  output  inflation 
trade‐offs under different coordination regimes.  
Case 1:  Demand Shock to A 
In the first block of Table AIV.II we see that when a demand shock  influences C’s trade partner, the 
partner country transmits a smaller shock to C when it coordinates its policy with other large country.  
Figure AIV.I displays output‐inflation trade‐off of C in response to this indirect shock. As the volatility 
table  suggests,  the  small open  economy policymakers  face  a worse  trade‐off when  large  countries do not 
cooperate  their  policies.  That  is  to  say,  the  efficient  frontier  is  found  to  be  on  the  right  under  the  non‐
coordinated regime.  
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Figure AIV.I: Efficient Monetary Policy Frontier of C When Demand Shock Hits A 
 
Case 2:  Demand Shock to B 
Figure AIV.II represents the output‐inflation variability  in C  in response to  indirect effect  from B.  In 
the second block of Table AIV.II, we see that the indirect effect transmitted to C becomes smaller when non‐
partner country B is the only country which is influenced by a shock. In line with this finding, the scale of the 
Figure 4  is  shown  to be  smaller below. Moreover, when A coordinates  its policy with B,  it    is  found  that A 
transmits a bigger shock to C. Figure AIV.II. supports this result as well and reveals that the efficient frontier is 
on the right when A and B coordinates.  
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Figure AIV.II: Efficient Monetary Policy Frontier of C When Demand Shock Hits B 
 
Case 3:  Demand Shock to A and B 
In the volatility table, it is shown that when a demand shock influences both partner and non‐partner 
country, the indirect effect transmitted to C is smaller under non‐coordinated regime. Figure AIV.III supports 
this result and reveals that the efficient frontier is only on the right when A and B coordinates. 
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Figure AIV.III: Efficient Monetary Policy Frontier of C When Demand Shock Hits A and B 
 
 
Sensitivity Analysis 
A. Change in the Share of Imported Goods in CPI 
  In the previous section, the share of imported goods in the CPI is taken to be equal to 0.3 by following 
Svensson (2000). In this section, larger values of ω  is used and the influence of this change is analyzed. As we 
move to the right on the Table AIV.III below, the share of  imported goods  in consumption basket  increases. 
The  table  reveals  that  volatility of CPI of  the  small open  economy  variables  increases  as  the  value of  this 
parameter  increases  in all cases. On the other hand, when A  is  influenced by this shock, the volatility of the 
output gap is found to be smaller as the share of imported goods increases.  
B. Change in the Correlation Coefficient  
  In this section the identical demand shock assumption is changed. Shocks will be assumed to follow 
processes given by equation (IV.B) and (IV.C) below. 
, 1A t o oμ = +   (AIV.B) 
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, 2B t o oμ θ= +   (AIV.C) 
where  o represents  the common  shock and  1o  and  2o  characterize country  specific components of  these 
shocks. The correlation coefficient of the shock influencing A and B is θ  which has been taken to be equal to 1 
so far.  
In this section, a one‐standard‐deviation shock will be allowed to influence A and B at the same time. 
To  analyze  the  influence  of  a  change  in  the  correlation  coefficient,  the  third  block  of  the  Table  AIV.II  is 
replicated for values of θ  between 1 and ‐1. The differences in the volatility of C’s macroeconomic variables 
between  different  regimes  are  examined.  In  Figures  AIV.IV.A  and  AIV.IV.B,  percentage  differences  in  the 
volatilities between coordinated and non‐coordinated regime are presented. Positive values  in these  figures 
indicate that non‐coordinated regime  increases the volatility of the small open economy variables. Negative 
values indicate that the coordinated regime generates higher volatilities.  
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Table AIV.III: Volatility of Macroeconomic Variables of the Small Open Economy for Different Values of ω *  
    0.4ω = 0.5ω = 0.6ω =   0.7ω =
   
Non‐
coordinate
d Regime  
Coordinat
ed Regime
Non‐
coordinat
ed 
Regime 
Coordinat
ed Regime
Non‐
coordinat
ed Regime  
Coordina
ted 
Regime
Non‐
coordinat
ed Regime 
Coordina
ted 
Regime
Demand 
Shock to A 
c
tΠ   4.38  4.35 4.91 4.88 5.36  5.32 5.71 5.65
tx   1.02  1.01 0.93 0.92 0.88  0.87 0.88 0.88
Demand 
Shock to  B 
c
tΠ   0.01  0.10 0.02 0.13 0.02  0.16 0.02 0.20
tx   0.00  0.04 0.00 0.04 0.00  0.05 0.00 0.05
Demand 
Shock to A 
c
tΠ   4.37  4.45 4.90 5.00 5.34  5.47 5.69 5.84
tx   1.02  1.04 0.92 0.94 0.87  0.89 0.87 0.88
*Source: Author’s calculations.  
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Figure IV.IV.A. Percentage Changes in the Volatility of Output Gap  
 
Figure IV.IV.B Percentage Changes in the Volatility of CPI  
 
These figures show that, as in the case of supply shock, when the country specific components of the 
shocks are small, policy coordination between A and B generates larger volatility. On the other hand, when the 
correlation coefficient  is negative the results changes. When for  instance  1θ = − ,   A will be  influenced by a 
negative demand shock, while B will have the opposite. Therefore, inflation expectations in A decreases, while 
they  increase  in B. A’s policy  rates are decreased  less  than  the  case  in which B  also had  a negative  shock 
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according to equation (II.XXII). Therefore, a smaller shock will be transmitted to C and the standard deviations 
of output gap and CPI will be smaller under the coordinated regime. 
V.D. Change in the Persistence of Shocks Influencing C 
In  this  section,  Table AIV.IV  presents  the  influence  of  global  shocks when  the  shock  to  the  small 
country  is assumed to be serially uncorrelated. The volatilities  in this table are found to be smaller than the 
correlated case as in the case of cost‐push shock.  
Table AIV.IV.  Volatility of Macroeconomic Variables of the Small Open Economy When the Direct Shock is 
Serially Uncorrelated* 
   
Direct 
Effect 
Total  Effect Under 
Non‐coordinated 
Regime 
Total Effect Under 
Coordinated 
Regime 
Demand Shock 
to A, B and C 
c
tΠ   0.890  4.577 4.656
tΠ   0.346  2.744 2.785
tx   1.294  1.711 1.726
tq   2.561  18.662 19.038
*Source: Author’s calculations. 
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APPENDIX B: APPENDIX OF CHAPTER III 
 
B.I. Comparisons of the Different Scenarios 
Tables presented in this section compare welfares, price levels, quantity of financial flows under the different 
scenarios analyzed in the model.  
Welfare Comparisons: 
   Table BI.I: Welfare in Country A under Alternative Scenarios 
Autarky 
 
1
1
Aut
A A A
DEU y n σ= + Δ  
Integration 
 
( )11IntA A A BDEU y n n σ= + +Δ  
Risky Integration 
 
( ) ( )1 1 1Int Uncer AA A A B B B A BnEU y D n n n n D n nσ σω ω −Δ−Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠  
Risky Integration under 
Collusion 
( ) ( )1 1 1Int Uncer AA A A B B B A BnEU y D n n n n D n nσ σω ω δ −Δ−Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠  
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Table BI.II. Welfare in Country B under Alternative Scenarios 
 
Autarky 
 
1
1
Aut
B B B
DEU y n σ= + Δ  
Integration 
 
( )11IntB B A BDEU y n n σ= + +Δ  
Risky Integration 
 
( ) ( )1 1 1Int Uncer BB B A B A A A BnEU y D n n n n D n nσ σω ω−Δ −Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠  
Risky Integration under 
Collusion 
( ) ( )1 1 1Int Col BB B A B A A A BnEU y D n n n n D n nσ σ δω δ ω Δ−Δ −Δ− ⎛ ⎞ ⎛ ⎞= + + + + + −⎜ ⎟ ⎜ ⎟Δ Δ⎝ ⎠⎝ ⎠  
 
Financial Flows 
   Table BI.III. Financial Flows from Country A to Country B 
Autarky 
 
‐ 
Integration 
 
( )BA A j A B A B A BFF p s n n n n n n−Δ= = +  
Risky Integration 
 
( )BA A j A B A B A BFF p s n n n n D n nσ σ σω ω −Δ= = +  
Risky Integ. under 
Collusion 
( )( )11BA A j A B A B A BFF p s n n n n D n n σσσ σ σω ω ε −= = + +  
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Table BI.IV. Financial Flows from Country B to Country A 
 
Autarky 
 
‐ 
Integration 
 
( )AB A j A B A B A BFF p s n n n n n n−Δ= = +  
Risky Integration 
 
( )AB A j A B A B A BFF p s n n n n n n−Δ= = +  
Risky Integ. under 
Collusion 
( )AB A j A B A B A BFF p s n n n n n n−Δ= = +  
 
Price Levels 
   Table BI.V. Equilibrium Asset Price Level in Country A 
Autarky 
 
1
A Ap Dn
σ=  
Integration 
 
( )1A A Bp D n n σ= +  
Risky Integration 
 
( )1A A Bp D n n σ= +  
Risky Integ. under 
Collusion 
( )1A A Bp D n n σ= +  
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Table BI.VI. Equilibrium Asset Price Level in Country B 
Autarky 
 
1
B Bp Dn
σ=  
Integration 
 
( )1B A BP D n n σ= +  
Risky Integration 
 
( )1B A Bp D n n σσω= +  
Risky Integ. under Collusion  ( ) 1B A Bp D n nσ σω ε= + +  
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 B.II. An Extension: What Happens in Zero Risk Case? 
As  it  is  indicated  in  section  III.D,  in  the  extreme  case,  flows  from  Country  A  to  Country  B might 
approach to zero due to the risk. While flows from B to A are not interrupted, flows from A to B disappear in 
this situation. In this section, I am going to study welfare implications of this situation.  
( )1 1B B A A Ac y n D n n −Δ= − +     (B.IIa) 
Equation (B.IIa) now gives the level of first period consumption in Country B. Since in the first period, agents in 
B consumes  less due to  lack of  income transferred from A to B, the first period consumption  is  lower  in this 
scenario. On the other hand, due to the absence of Country A’s residents  in the domestic market, domestic 
assets in Country B are cheaper in Country B. 
( ) ( )11 1 1Int UncerB B B A A BDEU y n n D n nσ −Δ− ⎛ ⎞= + + + −⎜ ⎟Δ Δ⎝ ⎠     (B.IIb) 
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B.III. Variables Used in Gravity Equation 
Flows of funds in the international banking sector from a group of developed country to developing 
countries are estimated by using a gravity equation. Banking Statistics used in this estimation are downloaded 
from  BIS.  These  variables were  introduced  as  a  semiannual  reporting  exercise  in  the  late  1970s  and  early 
1980s to provide  information on the country risk exposures of major national banking groups to developing 
countries. They  are  started  to be  reported on  a quarterly basis  since 2000. To  facilitate  coherence  among 
financial flows and other variables used in the estimation, I am going to use 2000‐2005 period. The developed 
countries consist of Austria, Belgium, Netherland, France, Germany,  Japan, Spain, Sweden, Switzerland, and 
the USA. The emerging market countries in my sample are Turkey, Bulgaria, Croatia, Czech Republic, Estonia, 
Hungary, Latvia, Lithuania, Mexico, Poland, Romania, Chile, Malaysia, South Africa, Russia, Ukraine, Argentina, 
Slovenia, Israel, Brazil and Uruguay.   
The definitions of the variables used in this estimation are summarized below: 
dist: logarithm of the distance between the capital cities of borrower and lender country. 
comlang: a dummy variable which takes the value of 1 when the borrower and the lender shares a common 
language.  
colony: a dummy variable which  takes  the value of 1 when  the borrower and  the  lender  shares a  colonial 
history. 
ffinlow: logarithm of the real financial flows30.  
gdp_d: logarithm of the real GDP of the borrower country.  
gdp_s: logarithm of the real GDP of the lender country. 
 
                                                            
30While the US’s CPI data  is used  in calculating real financial flows,  in real GDP calculations related country’s CPI data  is 
used. 
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Table B.IIIA. p and q Values of GARCH (p,q) Estimates Selected by Using AIC Criteria 
P Q
Turkey 1 3
Bulgaria 3 1
Croatia 10 11
Czech Republic 9 12
Estonia 4 12
Hungary 5 7
Latvia 9 10
Lithuania 8 10
Poland 2 3
Romania 1 10
Mexico 4 6
Chile 1 1
Malaysia 1 6
South Africa 12 1
Russia 1 12
Ukraine 1 2
Argentina 1 1
Slovenia 1 10
Uruguay 1 1
Israel 3 5
Brazil 1 3
 
cpi_vr:  the  volatility  of  CPI  series.  For  each  borrower  country  in  the  sample  a  GARCH(p,q)  equation  is 
estimated.  In  these estimations, p and q values are  selected by using AIC  criteria.  For each  country  in  the 
sample, 12x12  separate GARCH  regressions are  run. The  lag  length which provides minimum AIC value has 
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been chosen. Table B.IIIa above presents the lag lengths selected for each country. Once the GARCH equations 
are estimated, the estimated standard deviations are used to represent the volatility of the CPI series.   
risk:  Economic  Intelligence Unit  issues  a  quarterly  report  for  each  country  covered.  Each  report  rates  the 
corresponding  country  in  four  generic  categories,  the political  risk,  the economic policy  risk,  the economic 
structure  risk  and  the  liquidity  risk.  These  four  risk  categories  are  then  aggregated  to  produce  an  overall 
country risk score31. This score ranges from 0 (least risky) to 100 (most risky). In the estimations, percentage 
change of the index values is used. 
openness: To capture effects of capital controls an  index developed by Chinn and Ito (2007)  has been used. 
This index is based on the information from the IMF’s Annual Report on Exchange Arrangements and Exchange 
Restrictions. It takes on higher values the more open the country is to cross‐border capital transactions. 
time dummies: Although the results are not reported here, by following Portes and Rey (2005), time dummies 
are also included in the estimations to capture the aggregate shocks.  
   
                                                            
31 In these calculations, the weights of the political risk, the economic policy risk, the economic structure risk and liquidity 
risk are taken 22%, 28%, 27% and 23% respectively by EIU. 
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