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In the last years efforts in econophysics have been shifted to study how network theory can
facilitate understanding of complex financial markets. Main part of these efforts is the study of
correlation-based hierarchical networks. This is somewhat surprising as the underlying assumptions
of research looking at financial markets is that they behave chaotically. In fact it’s common for
econophysicists to estimate maximal Lyapunov exponent for log returns of a given financial asset to
confirm that prices behave chaotically. Chaotic behaviour is only displayed by dynamical systems
which are either non-linear or infinite-dimensional. Therefore it seems that non-linearity is an im-
portant part of financial markets, which is proved by numerous studies confirming financial markets
display significant non-linear behaviour, yet network theory is used to study them using almost ex-
clusively correlations and partial correlations, which are inherently dealing with linear dependencies
only. In this paper we introduce a way to incorporate non-linear dynamics and dependencies into
hierarchical networks to study financial markets using mutual information and its dynamical exten-
sion: the mutual information rate. We estimate it using multidimensional Lempel-Ziv complexity
and then convert it into an Euclidean metric in order to find appropriate topological structure of
networks modelling financial markets. We show that this approach leads to different results than
correlation-based approach used in most studies, on the basis of 15 biggest companies listed on
Warsaw Stock Exchange in the period of 2009-2012 and 91 companies listed on NYSE100 between
2003 and 2013, using minimal spanning trees and planar maximally filtered graphs.
PACS numbers: 05.10.-a,64.60.aq,89.65.-s,89.70.-a
I. INTRODUCTION
Financial markets treated as complex systems are well-
defined. Nonetheless economists lack a fundamental the-
ory behind their complex behaviour, which opened doors
for other scientists, such as mathematicians and physi-
cists, to study those systems. The lack of theory leads to
an assumption that the time series describing stock re-
turns (usually logarithms of those, also changes in prices
of any other assets such as market indices and currency
rates) are unpredictable [1]. Within this paradigm the
evolution of stock prices can only be explained by ran-
dom processes. But if we assume that price formation
is a stochastic process then it’s natural to ask whether
these processes are independent for different financial in-
struments or whether there exist common economic fac-
tors driving the price formation processes for numerous
financial instruments. Common economic factors were
not found in scientific research to date, nonetheless tools
and procedures developed first to model physical systems
[2–4] are used to characterise the interdependencies of dif-
ferent financial instruments, or in other words to classify
the financial instruments according to their interdepen-
dencies.
Classification of any data is very important in science,
and particularly so in fields with vast amounts of data
such as statistical finance. Classification allows easier
and more effective understanding and learning [5]. Clas-
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sification can be exclusive or overlapping, and also super-
vised or unsupervised. Studies in financial markets use
exclusive unsupervised classifications. The procedure of
obtaining such classifications is called clustering.
Clustering proceeds over a set of objects which are to
be classified according to a set of properties (called the
characteristic vector) assigned to each object. Apply-
ing clustering separates the objects into groups called
clusters based merely on the characteristic vectors them-
selves. Clustering most often relies only on certain parts
of the characteristic vectors and not the entirety of these.
Therefore finding the relevant characteristic plays a ma-
jor role in the process of clustering. Clustering organ-
ises objects as a single grouping of individuals into non-
overlapping clusters or as a hierarchy of nested partitions.
The former is known as partitional clustering, whereas
the latter is called hierarchical clustering. Hierarchical
clustering is most often used in financial market analysis
due its ability to create a dendrogram, which makes it
easier to analyse the clustering of financial instruments
into groups visually and intuitively [6]. Importantly any
hierarchical clustering classification can be converted into
partitional clustering through horizontal flattening of the
dendrogram, but the reverse is not true, partitional clus-
tering does not retain all the information of hierarchical
clustering, therefore one is unable to move from parti-
tional to hierarchical clustering effortlessly. Clustering
methods are widely used in a variety of applications and
many techniques have been developed [5].
As hinted in the above description the crucial problem
in any clustering procedure is the choice of the measure of
proximity between objects. A measure of this sort obvi-
2ously has to be obtained from the characteristic vectors.
It’s usually a measurement of similarity (or equivalently
dissimilarity). Any valid measure of similarity will not
be an Euclidean metric and therefore needs to be ma-
nipulated for the sake of easiness of use in many appli-
cations, while a measure of dissimilarity usually satisfies
the standard axioms of an Euclidean metric (positivity,
symmetry, and triangle inequality). A matrix of all pair-
wise proximity measures is called the proximity matrix
(similarly as a matrix of all pairwise correlations is called
the correlation matrix). Having such measure hierarchi-
cal clustering methods can then either use them only at
the first level of the hierarchy and for all other levels
derive the proximities between clusters from the proxim-
ities of their elements, or alternatively the methods can
calculate them at every level from the original measures
[7]. Methods in the latter group allow more flexibility,
but are more also computationally expensive. This is in
most cases not a problem, and thus those are usually used
in analysing financial markets.
For various applications many similarity measures have
been developed and implemented, but in analysing the
financial markets the researchers are persistently us-
ing only Pearson’s correlation coefficient and its deriva-
tives. While correlation-based graphs constitute a pow-
erful tool for detecting and analysing (also visually) parts
of the most statistically robust information present in the
correlation-based characteristic vectors [8] it is nonethe-
less troubling as will become clear in the course of this
introduction. The correlation structure of log returns of
financial instruments (most often stocks, but also indexes
and foreign exchange rates) contains key information for
many practical applications such as portfolio optimisa-
tion, risk management, and option pricing [9]. Such cor-
relation structures have been investigated for time se-
ries describing stock returns [8–12], market index returns
[13–20] and currency exchange rates [21]. The tools for
analysing such correlation structure contain spectral den-
sity analysis of the eigenvalues of the correlation matrix,
tools of multivariate analysis, and random matrix theory
[10–12]. Similarity based graphs, or in other words net-
works associated with the similarity matrices [8, 9, 22–
26], are also used. In all cases the point is to extract
the most relevant information present in the similarity
matrix.
The insistence of researchers to use Pearson’s correla-
tion coefficient or related measures as proximity measure
in hierarchical clustering is surprising. It is well-known
since the 1990s that financial markets, and particularly
time series describing returns on financial instruments,
are involving terms that are not of the first degree. In
fact the interest in non-linear dynamics in financial mar-
kets has first strongly emerged after the stock market
crash of October 19, 1987 [27]. Frank and Stengos stud-
ied the rates of return on commodities (particularly gold
and silver) and concluded that there exists evidence of
non-linear deterministic price formation process [28]. D.
Hsieh studied daily currency exchange rate changes for
five major currencies and found evidence for the presence
of substantial non-linearity in a multiplicative form [29].
Scheinkman and LeBaron have also found evidence indi-
cating the presence of non-linear dependence in weekly
log returns for financial indices [30]. In 1991 the first
book devoted to the non-linear dynamics of financial
markets has been published [31]. In 1995 Abhyankar,
Copeland and Wong tested intra-day data from FTSE-
100 index for the presence of non-linear dependence and
indeed found evidence of such [32]. There is now over-
whelming evidence of non-linear dynamics in stock re-
turns [31, 33–36], market index returns [32, 37–40], and
currency exchange rate changes [29, 31, 41–43]. There-
fore the assumptions that only linear dependencies are
relevant in financial markets found in hierarchical clus-
tering methodology used in econophysics is baffling. In
this paper we propose to amend the methodology of clus-
tering for financial data so that the measure of similarity
takes non-linear dependencies into account.
As stated above Pearson’s correlation coefficient is
strictly not sensitive to any non-linear dependencies.
Therefore such analysis can potentially miss important
features of any dynamical system, particularly finan-
cial systems which have been shown to present signif-
icantly non-linear behaviour. Correlation coefficient is
then contrasted by the measure of mutual information
(MI), which is differing from correlation due to its in-
formation theoretic background [44], which incidentally
makes it a much more general measure. In fact MI = 0
if and only if the two studied random variable are strictly
(statistically) independent. Mutual information is then a
natural measure which can be used to extend the similar-
ity measure to make it sensitive to non-linear dependen-
cies, and has indeed been successfully used in some appli-
cations [45–47]. Mutual information is a measure of great
importance in many fields precisely because it quantifies
both the linear and non-linear interdependencies between
two systems or stochastic processes. Mutual information
can be interpreted as a measure of how much information
two studied systems exchange or two studied stochastic
processes or data sets share. Due to these characteris-
tics mutual information is suitable for many applications,
and has been used successfully particularly enhance the
understanding of the development and functioning of the
brain in neuroscience [48–50], to characterise [51, 52] and
model various complex and chaotic systems [53–55], and
also to quantify the information capacity of a commu-
nication system [56]. Additionally mutual information
provides a convenient way to identify the most relevant
variables with which to describe the behaviour of a com-
plex system [57], which is of paramount importance in
modelling those systems, and indeed to the methodology
of this paper.
The calculation or indeed estimation of mutual infor-
mation in dynamical systems is met with three impor-
tant difficulties however [52, 58]. Mutual information
is precisely defined only for random processes without
memory. Unfortunately we know that most dynamical
3systems are not strictly memoryless and indeed financial
markets have been shown to contain a degree of mem-
ory in their random walk [59–61]. Secondly, to calculate
mutual information it is often necessary to find probabil-
ities of significant events, and defining significant events
may not be a trivial issue, as significant events are not
always precisely known. Thirdly, data sets and samples
have finite size. This prevents the researchers from cal-
culating the probabilities correctly. As a consequence,
mutual information can often only be calculated with a
bias [52, 62, 63]. Nonetheless those restrictions does not
make mutual information useless, particularly the third
one is true of any other similarity measure (including
correlation), and the second one is a matter of careful
design of methodology, while the first problem is not se-
vere and can be contained by using methods which are
asymptotically precise even for processes with memory.
In this study we propose not to use mutual information
itself as a measure of similarity between financial instru-
ments, even though this itself should present a relatively
good extension to the correlation-based studies, but in-
stead to calculate the amount of information exchanged
between two nodes (or clusters of nodes) in a dynamical
network (or between two data sets) per unit of time, or
the mutual information rate (MIR), and to use it as the
similarity measure for the hierarchical dependency net-
works. Mutual information is based on the Shannon’s
concept of entropy, and consequently the dynamical ex-
tension of mutual information, that is the mutual infor-
mation rate, is in turn based on the dynamical extension
of entropy or the entropy rate [64]. Therefore to estimate
mutual information rate a method of estimating entropy
rate is needed beforehand. Having in mind the first of the
three problems mentioned above, we know that the clas-
sical definition of entropy rate is based on an asymptotic
limit [64, 65], hence it’s not easy to find an accurate esti-
mator for finite-size samples, which is indeed the case in
financial markets, especially when considering daily price
changes [66]. The concept of complexity in the sense of
Kolmogorov (complexity of a sequence is the size of the
smallest binary program which can produce this sequence
[44]) can be used to obtain accurate estimates of the en-
tropy rate, that is one fast approaching the real value
with the increase of the sample size. Using the implemen-
tation of Lempel-Ziv complexity (LZC) [67] allows us to
gain the advantage on two finite size issues (third prob-
lem mentioned above): firstly the problem of sampling
or an accurate control of the statistical fluctuations [68]
and secondly a better estimation of an asymptotic quan-
tity [69]. The Lempel-Ziv complexity has been mostly
used in neurobiology, and many studies of neural spike
trains have been performed using this measure [70–72],
but it has also been used in a limited number of stud-
ies in econophysics [66, 73]. Nonetheless most of these
studies use one-dimensional analysis, and for estimating
mutual information rate a two-dimensional analysis is re-
quired. In this paper we use an extension of Lempel-Ziv
complexity to multidimensional signals [74, 75] to study
the estimate of higher order correlations between pairs of
financial instruments. The validity of estimating mutual
information using Lempel-Ziv complexity for non-linear
time series has been confirmed in earlier studies [70, 76],
therefore it seems natural that the same should hold true
for the dynamical extension of these measures.
The mutual information rate can also be understood as
a measurement of all the interdependencies between the
spatio-temporal organisation of the observed sequences
(realisations of stochastic processes) X and Y and mea-
surement of the degree to which these two sequences
produce independent information on the same under-
lying dynamics of the whole system. As the entropy
rate HR(X) measures the temporal structure of the se-
quence X better than linear statistical measures such
as the Pearson’s correlation coefficient, the production
of mutual information per unit of time (MIR) also pro-
vides a more complete quantification of the interrelations
between the two sequences X and Y than covariance
(mutual information and mutual Lempel-Ziv complex-
ity account for all interdependencies, not only the linear
ones). Mutual information rate and mutual Lempel-Ziv
complexity also provide a better account of the spatio-
temporal structure of the sequences, as these sequences
are then not only joint realisations of two random vari-
ables, but instead a joint realisation of one random pro-
cess, rendering the mutual Lempel-Ziv complexity much
more meaningful than a collection of quantities computed
for singular random variables [75].
The recent financial crisis renders the investigation into
the complex nature of the financial markets and their
dynamical properties more important than ever. The
complexity of the financial markets and their behaviour
in the recent years, together with the very fast dynam-
ics (e.g. the so-called flash crash), means that we no
longer can ignore the non-linearity of financial markets
without any loss of important information characteris-
ing such systems. Therefore in this paper we extend the
known methodology of hierarchical clustering of the fi-
nancial data and creating dependency networks, which
present only the most important interdependencies on
the studied market in an intuitive way, by exchanging the
similarity measure from the Pearson’s correlation coeffi-
cient to the information-theoretic approach using mutual
information rate estimated by multidimensional Lempel-
Ziv complexity. We then apply it to log returns on War-
saw’s Stock Exchange and NY Stock Exchange in order
to show how different the results are from the ones ob-
tained using correlation coefficient.
II. SIMILARITY MEASURE
The topological arrangement of the nodes in network-
based model (particularly when the financial market is
being studied) is most often based on the the Pearson’s
correlation coefficient, and in the case of financial mar-
kets the correlation is taken of the difference of loga-
4rithms of closing prices for two consecutive days. Such
correlation coefficient is estimated for all pairs of finan-
cial instruments in the studied system. The Pearson’s
correlation coefficient mentioned above is defined as [77]:
ρX,Y =
E(XY )− E(X)E(Y )√
(E(X2)− E(X)2)(E(Y 2)− E(Y )2)
(1)
where X and Y are the log price change stochastic pro-
cesses for two studied financial instruments. The corre-
lation coefficient is estimated for a given period.
The properties of correlation require that the correla-
tion matrix is symmetric, with the diagonal being filled
with ρX,X = 1. It follows then that such matrix con-
tains only n (n− 1)/2 meaningful correlation coefficients
[78]. As stated above the Pearson’s correlation coefficient
being a similarity measure is not an Euclidean metric,
therefore it can’t be used directly to determine the net-
work topology. Thus there is a need to form a generalised
metric based on correlation, to find an approximate dis-
tance between the nodes in a network. Usually the below
is used:
δ(X,Y ) = 1− ρ2X,Y . (2)
This form guarantees that δ(X,Y ) is an Euclidean
metric, that is it conforms to the three axioms:
1. δ(X,Y ) = 0 if and only if X = Y ;
2. δ(X,Y ) = δ(Y,X);
3. δ(X,Y ) ≤ δ(X,Z) + δ(Z, Y ).
To extend such measure to include non-linear depen-
dencies we propose to base the topological arrangement
of the nodes in a network on the mutual information rate
between closing prices for two consecutive days for two
financial assets. To define mutual information rate we
shall first discuss Shannon’s formulation of entropy, en-
tropy rate and mutual information [64]. Entropy rate is
a term derivative to the notion of entropy, which mea-
sures the amount of uncertainty in a random variable.
The Shannon’s entropy of a single random variable X is
defined as
H(X) = −
∑
i
p(xi) log2 p(xi) (3)
summed over all possible outcomes {xi} with respective
probabilities of p(xi) [64]. For two random variables
(X,Y ), joint entropyH(X,Y ) measuring the uncertainty
associated with both, and conditional entropy H(X |Y )
measuring uncertainty in one random variable assuming
the other has been observed, can be calculated. The joint
entropy and conditional entropy are related in a following
manner:
H(X |Y ) = H(X,Y )−H(Y ) (4)
Shannon also introduced the entropy rate, which gen-
eralises the notion of entropy for sequences of dependent
random variables. For a stationary stochastic process
X = {Xi}, the entropy rate is defined as:
HR(X) = lim
n→∞
1
n
H(X1, X2, . . . , Xn) (5)
HR(X) = lim
n→∞
H(Xn|X1, X2, . . . , Xn−1) (6)
where Eq. (5) holds true for all stochastic processes, but
Eq. (6) requires stationarity of the process.
We can therefore interpret entropy rate as a measure of
the average uncertainty left in the generation of informa-
tion in a process at time n having observed the complete
history up to that point. Theory of information defines
entropy rate of a stochastic process as the amount of
new information created in a unit of time [44]. Joint and
conditional entropy rates can similarly be defined and
interpreted.
Based on the concept of entropy we can also define
mutual information, which has been proposed by Shan-
non in the following way [64]. Given two discrete random
variables X and Y mutual information between them is
defined as:
IS(X,Y ) =
∑
y∈Y
∑
x∈X
p(x, y) log
p(x, y)
p(x)p(y)
, (7)
where p(x, y) is the joint probability distribution function
of X and Y and p(x) and p(y) are the marginal proba-
bility distributions. For completeness we also define the
same for continuous random variables:
IS(X,Y ) =
∫
Y
∫
X
p(x, y) log
p(x, y)
p(x)p(y)
dxdy, (8)
where p(x, y) is the joint probability density function of
X and Y and p(x) and p(y) are the marginal probability
density functions.
Mutual information can be equivalently defined in
terms of entropy:
IS(X,Y ) = H(X) +H(Y )−H(X,Y ), (9)
where H(X) and H(Y ) are the marginal entropies and
H(X,Y ) is the joint entropy of X and Y . Mutual in-
formation measures the amount of information shared
by X and Y , or in other words how much the infor-
mation about one stochastic process reduces uncertainty
about the other. Mutual information is non-negative and
IS(X,X) = H(X).
The mutual information rate (MIR) was also first in-
troduced by Shannon [64] as the rate of actual transmis-
sion [79] and was consequently more rigorously defined by
other researchers [80, 81]. Just as entropy rate represents
entropy per unit of time, mutual information rate rep-
resents the mutual information exchanged between two
dynamical variables per unit of time. To simplify the cal-
culation of the MIR, if we have two continuous dynamical
variables, we transform them into two discrete symbolic
5sequences X and Y (we will need discrete variables for
the calculations of Lempel-Ziv complexity anyway). For
such sequences the mutual information rate is defined by:
MIR = lim
n→∞
IS(n)
n
, (10)
where IS(n) represents mutual information between the
two sequences X and Y calculated by considering words
of length n.
The mutual information is a fundamental quantity due
to its general information theoretic nature, hence using
its dynamical extension to quantify the dependencies be-
tween financial instruments seems natural. Its maximal
value gives the information capacity between the two
studied sources of information. Therefore methods of cal-
culating mutual information rate or the bounds of it are
of vital importance to many applications. Researchers
also showed that it can be reliably estimated with no
need for stationarity, statistical stability, or a memory-
less source [82]. As mutual information rate is defined
over a limit and from probabilities it cannot be easily
calculated, especially if it is to be calculated from tra-
jectories in the phase space of a large complex system.
In fact these difficulties are similar to the ones found
in the calculation of the Kolmogorov-Sinai entropy HKS
[83, 84].
The above definitions do not actually present an obvi-
ous way to calculate the mutual information rate in prac-
tise. One of the ways to do it is to use the Kolmogorov’s
algorithmic complexity to estimate entropy rate and mu-
tual information rate. But the mutual information rate
and its bounds can also be defined in terms of Lyapunov
exponents and predictability horizon. In dynamical sys-
tems with fast decay of interdependencies the mutual in-
formation in Eq. (9) measures the amount of informa-
tion shared between X and Y which is produced within
a special time interval T , where T represents the time it
takes for the dynamical system to lose its memory from
the initial state, or for the interdependencies to decay
to zero. In other words T is the predictability horizon
of this system. Interdependencies in such system cannot
be described by linear correlation, but only a non-linear
correlation defined in terms of the evolution of spatial
probabilities. Therefore, the mutual information rate be-
tween the dynamical variablesX and Y can be estimated
by:
MIR =
IS
T
(11)
In chaotic systems (sensitive to initial conditions) pre-
dictions are only possible for times smaller than the pre-
dictability horizon time T , which can be estimated by:
T ≈
1
λ1
log
[
1
ǫ
]
. (12)
where λ1 is the largest positive Lyapunov exponent mea-
sured in space divided into partitions of size ǫ.
Nonetheless we shall use the first mentioned concept to
estimate mutual information rate, that is the Lempel-Ziv
complexity, which can be used to estimate both entropy
rate and mutual information rate, since it’s connected
with the complexity in the Kolmogorov sense. In 1965
Kolmogorov defined the complexity of a sequence as the
size of the smallest binary program which can produce
this sequence [44]. This definition is not operational,
therefore intermediate measurements are used. Lempel-
Ziv algorithm is one of those measurements, which test
the randomness of data series. This algorithm has been
first introduced by Jacob Ziv and Abraham Lempel in
1977 [85]. On this basis there has been a number of esti-
mators of entropy rate created. In this article we follow
[66] and use the estimator created by Kontoyiannis in
1998 (estimator a) [86]. This estimator is widely used
[66, 87] and it was shown that it has better statistical
properties than previous estimators based on Lempel-Ziv
algorithm [86], though there is a large choice of slightly
different variants to choose from [65], which is largely
irrelevant.
Formally to calculate the entropy rate of a random
variableX , the probability of each possible outcome p(xi)
must be known. When these probabilities are not known,
entropy can be estimated by replacing the probabilities
with relative frequencies from observed data. The men-
tioned estimator is defined as:
HˆRlz =
n log
2
n∑
i Λi
, (13)
where n denotes the length of the time series, and Λi de-
notes the length of the shortest substring starting from
time i that has not yet been observed prior to time i,
i.e. from time 1 to i − 1. It is known that for station-
ary ergodic processes, HˆRlz(X) converges to the entropy
rate HR(X) with probability of 1 as n approaches infin-
ity [86]. It is important that in cases where the original
data points are continuous (which is the case for financial
markets) we need to discretize the data points for the
purpose of the Lempel-Ziv complexity estimator. This
procedure can be performed in many ways, the number
of bins into which the data is assigned is a matter of
convention and researchers choice, but it is advised that
it should not be larger than square root of the sample
size, and in fact should presumably be much smaller. In
the case of financial markets we propose that the num-
ber of bins should be between 4 [73] and 8 [66]. It is
important however that the states represent quartiles or
other equal divisions, therefore each state is assigned the
same number of data points. This design means that the
model has no unnecessary parameters, which could affect
the results and conclusions reached while using the data.
This experimental setup also proved to be very efficient
at revealing the randomness of the original data [88].
Based on this we can also define Lempel-Ziv complex-
ity for multidimensional sequences. In fact the first at-
tempt to use the Lempel-Ziv complexity for analysing
spatio-temporal data has been presented over 25 years
6ago by Kaspar and Schuster [89]. A more natural ap-
proach extending the Lempel-Ziv complexity for vecto-
rial data has been proposed in [74]. This is done simply
by extending the alphabet of the sequences. We consider
k sequences Xi = xi,1 . . . xi,n for i = 0, . . . , k − 1, where
the letters are respectively in the alphabets A0, . . . ,Ak−1
of sizes α0, . . . , αk−1. Then we consider a sequence
Z = z1 . . . zn defined on the extended alphabet B =
A0 × . . . × Ak−1 of size α0 . . . αk−1, the components
of which are k-uplets zj = (x0,j , . . . , xk−1,j). Z is then
a sequence of n k-uplets and not a sequence of k × n
letters, therefore it does not result from a letter mix-
ing approach. The approach defined by Lempel and Ziv
holds for k-uplets, therefore all the work of Lempel and
Ziv remains valid for vectorial sequences [67]. Hence the
joint Lempel-Ziv complexity of sequences X0, . . . , Xk−1
is defined as:
HRlz(X0, . . . , Xk−1) = HRlz(Z) (14)
Additionally if the alphabets are the same and are of the
form A = {0, . . . , α − 1}, we can also define sequence
Z = z1 . . . zn considering that each zj has the xi,j as α-
ary decomposition, that is zj =
∑k−1
i=0 xi,jα
i. Defining
joint Lempel-Ziv complexity of the Xi as that of Z is
equivalent to the previous definition. Then Lempel-Ziv
complexity of multidimensional sequences can then be
viewed as a joint Lempel-Ziv complexity.
Therefore, analogous with the Shannon information
theory [64], mutual Lempel-Ziv complexity can be de-
fined using the joint Lempel-Ziv complexity defined for
two sequences X and Y as:
HˆRlz(X,Y ) =
n log
2
n∑
i Λi
, (15)
where i and λ are defined over the joint sequence Z
defined above (as a union of X and Y ). Then mutual
Lempel-Ziv complexity is defined as [75]:
MHRlz(X,Y ) = HRlz(X) +HRlz(Y )−HRlz(X,Y ).
(16)
The mutual Lempel-Ziv complexity (MLZC) can be in-
terpreted as a convergence measure between two se-
quences. Mutual Lempel-Ziv complexity can be negative
transiently for finite N , but for N → ∞ the asymptotic
quantity MHRlz(X,Y ) is always positive. In fact the
MLZC converges asymptotically to a dynamic extension
of the mutual information: the mutual information rate
[90, 91].
We now know what mutual information rate is and how
to estimate it asymptotically using Lempel-Ziv complex-
ity for multidimensional data. But in order to create a
topology of the dependence network we would prefer to
have an Euclidean metric, which neither the mutual in-
formation nor mutual information rate are. Therefore
we need to transform mutual information rate (equiv-
alently mutual Lempel-Ziv complexity) into a measure
which satisfies the axioms of an Euclidean metric. Here
we will use the mutual information based metric proposed
in [7]. Since mutual information and mutual information
rate share most of their properties it’s therefore possible
to use this metric directly exchanging mutual information
with mutual information rate.
Mutual information and mutual information rates are
themselves similarity measures, although not well-defined
ones, in the sense that small values imply large distances
in a network. But it is useful to modify them such that
the resulting quantity is a metric in the strict Euclidean
sense. Indeed, the first such metric is well known [44].
The quantity
d(X,Y ) = H(X |Y ) +H(Y |X) = H(X,Y )− IS(X,Y )
(17)
d(X,Y ) = H(X) +H(Y )− 2IS(X,Y ) (18)
satisfies the triangle inequality, is non-negative, symmet-
ric and satisfies d(X,X) = 0. This has been proved in
[7]. But d(X,Y ) is not appropriate for all purposes. Since
when constructing a network we may want to compare
the proximity between two objects and two clusters of ob-
ject (for example clustering sectors together), we would
prefer the distance measure to be unbiased with regards
to the size of the clusters. As argued forcefully in [92] this
is not true for IS(X,Y ) or d(X,Y ). Mutual information
depends on the size of the studied sequence.
Thus we form two different distances which measure
relative distance, by being normalised through dividing
by the total entropy. Then the quantity:
D(X,Y ) = 1−
IS(X,Y )
H(X,Y )
=
d(X,Y )
H(X,Y )
(19)
is a metric, with D(X,X) = 0 and D(X,Y ) ≤ 1 for all
pairs (X,Y ).
Additionally the quantity:
D′(X,Y ) = 1−
IS(X,Y )
max{H(X), H(Y )}
=
max{H(X |Y ), H(Y |X)}
max{H(X), H(Y )}
(20)
is also a metric, also with D′(X,X) = 0 and D′(X,Y ) ≤
1 for all pairs (X,Y ). It is sharper than D in the sense
that D′(X,Y ) ≤ D(X,Y ).
The practical advantage of D′ over D has not been
found [7] and therefore it’s advisable to use D due to its
simpler nature. Since we are using mutual information
rate we can use both d and D as the mutual information
rate is defined per bit of information and therefore the
drawbacks of d defined over mutual information do not
apply. The choice between d andD is thus less important
with their being defined over mutual information rate,
but we will use D in this study for consistency.
Let us once again defineD, this time in terms of mutual
information rate:
D(X,Y ) =
d(X,Y )
HR(X,Y )
, (21)
7where:
d(X,Y ) = HR(X,Y )−MIR(X,Y ) (22)
d(X,Y ) = HR(X) +HR(Y )− 2MIR(X,Y ) (23)
We now have a metric allowing us to quantify distance
between nodes in hierarchical networks describing inter-
dependencies on financial markets, therefore we can turn
briefly to summarising the procedures used for creating
such networks.
III. HIERARCHICAL NETWORKS
Having defined the distance measure we now briefly
turn to the construction methods for two filtered graphs
best-suited for financial market research, that is the min-
imal spanning tree and planar maximally filtered graph.
These methods are well-known in literature, hence we
will only briefly define them. The distance matrix D
containing D(X,Y ) for all studied pairs is used to deter-
mine the minimal spanning tree and planar maximally
filtered graph [93] connecting n financial instruments in
the studied set. On the basis of the distance matrix D we
create an ordered list S, in which the distances are listed
in decreasing order. Then, to create a minimal spanning
tree, starting from the first element of the list the corre-
sponding link is added to the network if and only if the
resulting graph is still a forest or a tree [94]. Similarly
a planar maximally filtered graph can be constructed in
the same way by adding the corresponding link if and
only if the resulting graph is still a planar graph (with
genus equal 0).
Such construction means that these methods filter sig-
nificant information out of the characteristic vector de-
scribing the studied complex system, allowing the analyst
to concentrate only on the most important information
and dependencies within the system, facilitating the un-
derstanding of its behaviour. Similarity measure D is
defined as a matrix of measure D based on mutual infor-
mation rate between all pairs of elements in the system,
as opposed to the correlation coefficient matrix of the
system used in other methodologies. An ordered list S
is constructed by arranging them in descending order ac-
cording to the value of the similarity D(X,Y ) between
elements X and Y . On this basis a number of filtering
tools can be applies to create different network struc-
tures, here we first look at the method of constructing
the minimal spanning tree (MST): using the ordered list
S starting from the couple of elements with the largest
similarity measure D an edge is added to the graph be-
tween element X and element Y if and only if the graph
obtained after such edge insertion is still a forest or a tree
[94]. In fact when using this method the graph obtained
after all appropriate links are added is reduced from a
forest into a tree [94, 95].
Similarly to the above method for constructing the
MST we can also construct graphs where the only topo-
logical constraint is the fixed genus g = k. Then the
construction algorithm for these is also similar: again we
follow the ordered list S starting from the couple of el-
ements with the largest similarity, and we add an edge
between that pair of elements on the list if and only if
the resulting graph can still be embedded on a surface
of genus g ≤ k. Such graph embedded on a surface of
genus g = k is a simple, undirected, connected graph,
which is less topologically restrictive than MST. In fact
it’s been proved that these graphs always contain the
relevant MST and additionally they contain other rele-
vant information associated with the structure of loops
and cliques, making these graphs a natural extensions of
the MST. A clique of r elements (r-clique) is a complete
subgraph that links all r elements [94].
When the genus is set to g = 0 then the resulting graph
is planar [96], that is it can is embedded on a sphere.
Such graph is the natural extension of the MST, and is
called the Planar Maximally Filtered Graph (PMFG).
The fundamental difference between the PMFG and the
MST is in the number of links: MST contains only n− 1
links while PMFG contains 3(n − 2) links. More gener-
ally the number of links in a graph with a genus g = k is
at most 3(n− 2 + 2k). The PMFG is the simplest graph
extending the MST and the one providing only the most
significant information in addition to the information al-
ready present in the MST. The topological constraints
of the PMFG mean that each element of it has to par-
ticipate in at least one clique of three elements. The
PMFG is then a topological triangulation of the sphere
[94]. Only cliques of three and four elements are present
in the PMFG, as Kuratowski’s theorem [96] does not al-
low cliques with a larger number of elements in a planar
graph. Larger cliques can only be present in graphs with
genus g > 0. The number of elements of the maximal
allowed clique is growing with growing genus [97].
The minimal spanning tree provides a very topolog-
ically restrictive arrangement of financial instruments,
which selects the most relevant connections of each point
of the set. Therefore the hierarchical organisation found
this way is highly interesting from an economic point
of view, providing the most important dependencies in
the market, which has been shown in numerous studies.
But when the structure of MST is too restrictive other
structures proposed in literature besides minimal span-
ning tree, such as planar maximally filtered graph [95]
can be useful, and thus we will use both of those struc-
tures to illustrate the usage of mutual information rate as
the similarity measure. It is worth noting that there are
other structures when the mentioned two are not enough
for a given application.
8IV. EMPIRICAL APPLICATION
To apply mutual information rate-based networks
in practise we have taken log returns for 15 secu-
rities out of 20 which constitute the blue chip in-
dex of Warsaw’s Stock Exchange (WIG20), that is all
of the 20 which have been continuously traded dur-
ing the studied period. The data has been down-
loaded from http://bossa.pl/notowania/metastock/,
we have studied prices for years 2009-2012. The data
is transformed in the standard way for analysing price
movements, that is so that the data points are the log
ratios between consecutive daily closing prices: rt =
ln(pt/pt−1) and those data points are, for the purpose
of the Lempel-Ziv complexity estimator, discretized into
4 and 10 distinct states. The states represent equal parts,
therefore each state is assigned the same number of data
points. This design means that the model has no un-
necessary parameters, which could affect the results and
conclusions reached while using the data. This and simi-
lar experimental setups have been used in similar studies
[66, 73] (Navet & Chen divided data into 8 equal parts)
and proved to be very efficient [66, 73, 88].
FIG. 1. MST based on correlation – WIG20
We have therefore created three minimal spanning
trees: for the original undiscretized log returns using
correlation based distance (seen on Fig. 1), and for dis-
cretized log returns with the alphabet of cardinality 4 and
10 using mutual information rate based distance (seen on
Figs. 2 & 3 respectively). The size of vertexes in all net-
works is dependent on Markov centrality.
We have also created three planar maximally filtered
graphs for the same experimental setup (seen on Figs. 4,
5 & 6). The choice of such small group of securities is
based on the easily readable nature of smaller networks,
therefore the changes between correlation and mutual in-
formation rate based networks are more intuitive graph-
ically. Nonetheless we have also calculated Markov cen-
trality measure for every node to quantitatively capture
the differences between the networks as well.
FIG. 2. MST based on MIR (α = 4) – WIG20
FIG. 3. MST based on MIR (α = 10) – WIG20
Here we need to briefly define Markov centrality. One
of the most important metrics in any network is central-
ity. Central nodes in a graph are often seen as the im-
portant agents, through which the interactions are con-
ducted (be it social interactions, economic processes or
biological interactions). Centrality is a good indicator of
the relative popularity of individual nodes [98]. There are
numerous ways to quantify centrality of a network [99],
their quality is usually comparable, hence we have cho-
sen Markov centrality due to its general nature. Markov
centrality interprets the network as a Markov process and
can be intuitively understood as the amount of time a to-
ken performing a random walk spends on each node. This
can be computed as the mean first-passage time in the
Markov chain. For detailed description see [100–102].
Markov centralities for nodes in the studied minimal
spanning trees are presented in Table I and for the stud-
ied planar maximally filtered graphs in Table II.
Correlations between MST based on correlation and
MST based on mutual information rate discretized into
9FIG. 4. PMFG based on correlation – WIG20
FIG. 5. PMFG based on MIR (α = 4) – WIG20
4 and 10 states are equal to −0.19 and 0.22 respec-
tively. Equivalent correlations for planar maximally fil-
tered graphs are equal to −0.14 and 0.36 respectively.
This and the resulting graphical representations show
that the networks are not containing the same informa-
tion. Thus using mutual information rate instead of cor-
relation alters the analysis. Since mutual information
FIG. 6. PMFG based on MIR (α = 10) – WIG20
FIG. 7. MST based on correlation – NYSE100 (Color online)
FIG. 8. MST based on MIR (α = 4) – NYSE100 (Color
online)
and mutual information rate measure both the linear
and non-linear dependencies we believe that the anal-
ysis using these measures is interesting and further stud-
ies should be performed to see whether it is useful in
analysing other markets. Nonetheless the discretisation
step appears to be important and the choice of the num-
ber of bins appears relevant. There is no guideline to
this, we only advise the upper limit to be well below the
square root of the sample size, otherwise the choice is
dependent on what the research wants to study (more or
less granular price changes). It is worth noting that we
believe in our example alphabet cardinality of 4 performs
FIG. 9. MST based on MIR (α = 10) – NYSE100 (Color
online)
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TABLE I. Markov centrality for MST
Vertex MSTcorr MSTmir4 MSTmir10
ACP 0.050 0.188 0.065
BHW 0.025 0.048 0.067
BRE 0.047 0.048 0.067
BRS 0.030 0.237 0.067
GTC 0.049 0.049 0.067
KER 0.059 0.025 0.067
KGH 0.105 0.047 0.067
LTS 0.037 0.048 0.067
PEO 0.155 0.047 0.066
PGN 0.053 0.024 0.067
PKN 0.190 0.024 0.068
PKO 0.041 0.047 0.066
SNS 0.052 0.096 0.066
TPS 0.055 0.049 0.067
TVN 0.051 0.024 0.066
TABLE II. Markov centrality for PMFG
Vertex PMFGcorr PMFGmir4 PMFGmir10
ACP 0.052 0.165 0.103
BHW 0.055 0.052 0.039
BRE 0.099 0.038 0.117
BRS 0.046 0.164 0.171
GTC 0.038 0.052 0.052
KER 0.045 0.040 0.039
KGH 0.064 0.051 0.052
LTS 0.073 0.039 0.039
PEO 0.096 0.064 0.077
PGN 0.042 0.051 0.052
PKN 0.132 0.052 0.039
PKO 0.119 0.064 0.064
SNS 0.042 0.077 0.039
TPS 0.043 0.040 0.052
TVN 0.054 0.051 0.065
better. Another issue with using Lempel-Ziv complexity
is that it’s only asymptotically equal to mutual infor-
mation rate, therefore we don’t recommend using this
method for small samples, that is ones with cardinality
of under 500 data points (which amount to about 2 years
for daily financial data).
Recognising that a sample of 15 stocks in a period of
three years is somewhat limiting to the analysis despite
the illustratory power we have also calculated the same
for 91 stocks belonging to NYSE100 index which were
traded continuously between 11th of November 2003 and
7th of November 2013. Correlations between MST based
on correlation and MST based on mutual information
rate discretized into 4 and 10 states are equal to 0.05
and 0.01 respectively. Equivalent correlations for planar
maximally filtered graphs are equal to 0.03 and 0 re-
spectively. The resultings spanning tree for the original
undiscretized log returns using correlation based distance
can be seen on Fig. 7, and for discretized log returns with
the alphabet of cardinality 4 and 10 using mutual infor-
mation rate based distance can be seen on Figs. 8 &
FIG. 10. PMFG based on correlation – NYSE100 (Color on-
line)
FIG. 11. PMFG based on MIR (α = 4) – NYSE100 (Color
online)
9 respectively. We have also created three planar max-
imally filtered graphs for the same experimental setup
(seen on Figs. 10, 11 & 12).
V. CONCLUSIONS
In this paper we have presented a methodology for
creating hierarchical networks studying financial markets
using dynamical extension of mutual information called
mutual information rate, which we estimate using mul-
tidimensional Lempel-Ziv complexity. We have applied
this methodology to Warsaw and New York stock ex-
changes (WIG20 and NYSE100). The resulting mini-
mal spanning tress and planar maximally filtered graphs
are significantly different from those obtained using Pear-
son’s correlation as similarity measure, therefore we con-
clude that the non-linear dependencies not captured by
Pearson’s correlation coefficient and captured by mutual
information rate are indeed relevant to the hierarchical
structure of the financial markets. The proposed method-
11
ology is sensitive to the choice of number of bins into
which the log returns are discretized, and requires large
sample sizes. Further research should look into the dif-
ferences between networks based on mutual information
and mutual information rate, and also into other estima-
tors of these measures tailer for hierarchical clustering, as
well as the determination of the best way to discretize log
returns for the purpose of hierarchical clustering using in-
formation theoretic approach. Further studies based on
other stock markets, market indexes and currency ex-
change markets should also be performed to analyse the
usefulness of this approach.
FIG. 12. PMFG based on MIR (α = 10) – NYSE100 (Color
online)
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