The control of the electron temperature and charged particle transport in negative hydrogen ion sources has a crucial role for the performance of the system. It is usually achieved by the use of a magnetic filter-localized transverse magnetic field, which reduces the electron temperature and enhances the negative ion yield. There are several works in literature on modeling of the magnetic filter effects based on fluid and kinetic modeling, which, however, suggest rather different mechanisms responsible for the electron cooling and particle transport through the filter. Here a kinetic modeling of the problem based on the particle-in-cell with Monte Carlo collisions method is presented. The charged particle transport across a magnetic filter is studied in hydrogen plasmas with and without including volume production of negative ions, in a one-dimensional Cartesian geometry. The simulation shows a classical ͑collisional͒ electron diffusion across the magnetic filter with reduction in the electron temperature but no selective effect in electron energy is observed ͑Coulomb collisions are not considered͒. When a bias voltage is applied, the plasma is split into an upstream electropositive and a downstream electronegative regions. Different configurations with respect to bias voltage and magnetic field strength are examined and discussed. Although the bias voltage allows negative ion extraction, the results show that volume production of negative ions in the downstream region is not really enhanced by the magnetic filter.
I. INTRODUCTION
Current development of large scale fusion reactors ͓such as ITER ͑Ref. 1͔͒ has stimulated an intensive research on neutral beam injection systems for fusion plasma heating, based on negative hydrogen ion sources. [2] [3] [4] The negative ion production in these sources is due to volume or surface processes, but in both cases the electron temperature and flux needs to be controlled for efficient ion production and extraction. This is usually accomplished by the use of magnetic filtering.
Basically, the filter is a localized magnetic field in the order of few tens of gauss, directed perpendicularly to the plasma flow ͑Fig. 1͒. The field is usually produced by an external magnet or by series of small permanent magnets positioned in the vacuum chamber. 3, 5, 6 The use of magnetic filtering in the sources of negative hydrogen ions was proposed in the beginning of the 1980s ͑Ref. 7͒ for controlling the plasma parameters. It was found experimentally 7, 8 that the introduction of magnetic filter in the source leads to a significant decrease in the electron temperature ͑T e ͒ and increase in the negative ion yield. In this way the filter allows for efficient separation of the power deposition region-the upstream region-and the expansion ͑downstream͒ region ͑Fig. 1͒, where lower temperature plasma is needed for enhancement of the negative ion production. 5 Later, this phenomenon was studied also experimentally [9] [10] [11] [12] [13] [14] [15] and theoretically [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] by several researchers. Several different mechanisms have been proposed in literature for the explanation of the lower electron temperature beyond the filter. The most likely of them could be summarized as follows:
For low pressure ͑less than 1 Pa͒ dense plasmas with density in the order of 10 17 m −3 or higher, the electron elastic collisions are dominated by the Coulomb collisions. Because of the strong energy dependence ͑ e−i ϰ e −3/2 ͒ of the Coulomb collision frequency ͑and particularly the electronion collisions frequency e−i : the diffusion across the magnetic field due to electron-electron collisions is expected to be negligible 25 ͒, the low-energy electrons have higher diffusion coefficient in the filter D Ќ ϰ D ʈ ͑ e−i / ce ͒ 2 ϰ e−i / B 2 compared to the high-energy electrons and therefore the lowenergy electrons diffuse faster in the filter. 8, 15, 16 In the latter expressions e is the electron energy, ce = eB / m e is the electron cyclotron frequency, e-the elementary charge, m e -the electron mass, B-the magnetic field strength and D ʈ is the electron diffusion coefficient without magnetic field or along the magnetic field lines.
Another purely collisional mechanism, which could be responsible for the electron temperature reduction in the downstream region, is based on the fact that the electrons in the filter are strongly magnetized and the Larmor radius is much smaller than the filter size. Therefore, the time of flight of the electrons from the upstream to the downstream zone is a͒ Author to whom correspondence should be addressed. Also at Faculty of Physics, Sofia University, 5 James Bourchier Blvd., BG-1164 Sofia, Bulgaria. Telephone: 00 359 2 8161 643. Fax: 00 359 2 9625 276. Electronic mail: skolev@phys.uni-sofia.bg. increased considerably and they need a lot of collisions in order to diffuse in the downstream region. As a consequence, during that passage, they lose significant part of their energy in inelastic and partially elastic collisions with neutrals and the electron temperature is reduced.
In Refs. 9 and 17-19 based on results from particle-incell ͑PIC͒ simulations, the energy selective transport of electrons across the filter is attributed to "turbulent" ͑also called "anomalous"͒ transport. The electrons cross the filter due to Ẽ ϫ B drift, where Ẽ is low frequency oscillating electric field directed perpendicularly to the static filter field ͑B͒ and the plasma flow direction. The oscillating field Ẽ is produced by excited instabilities due to the large differences in the plasma parameters from both sides of the filter. The highenergy electrons are supposed to diffuse slower across the filter than the low-energy ones because they "average out the fine scale fluctuations of the electric field." 18 The purpose of this paper is to study the electron and negative ion transport in the magnetic filter by means of kinetic PIC with Monte Carlo collisions ͑PIC-MCCs͒ model with proper account for the collisional processes for several different cases. First we will discuss the electron transport across the magnetic filter without negative ions and for boundary conditions of grounded walls. Then we will show the effect of the magnetic filter on the basic plasma parameters for plasma with negative ions for various values of the magnetic field strength and applied bias potential at the wall in the downstream region.
II. NUMERICAL MODEL

A. Formulation of the problem
We consider a hydrogen plasma in one-dimensional ͑1D͒ domain with conducting walls at x = 0 and x = L, where L = 10 cm is the domain length. We assume infinity in the other directions y and z and plasma parameters varying only along x axis.
The magnetic filter is directed along the z axis ͓B = ͑0,0,B z ͔͒ with Gaussian profile of the B z component along x, centered in the middle of the domain ͑Fig. 2͒:
͑1͒
where x 0 = 5 cm, B = 1 cm, and B z0 is varied in the simulations in the range of 0-70 G. This value of the magnetic field strength is high enough to magnetize the electrons ͓electron mean free path ͑mfp͒ 20 cm and Larmor radius larger than 1.5 mm͔ but does not affect significantly the ion motion and the ions remain unmagnetized: the ion's mfp is less than 5 mm and the Larmor radii are larger than 30 mm.
B. Particle-in-cell/Monte Carlo collisions model
The kinetic description of the described configuration is accomplished by means of the PIC method combined with MCCs. The PIC method 26 allows for the solution of the Vlasov-Poisson system by representing the distribution function of the different species as a collection of macroparticles in the phase space, which interact with electromagnetic fields created by themselves as well as those externally imposed. Initially ͑at time t =0͒ the particles are given within an initial distribution and the time evolution of the system is obtained by solving Newton's equations for each particle and the Poisson equation. The model presented here is 1D in the configuration space and three dimensional in velocity space ͑1d-3v͒ and the equations solved are
where v ␣ is the ͑type ␣͒ particle velocity vector, q ␣ -particle charge, m ␣ the particle mass and E-the electric field vector. After the particle displacement, their charge is assigned to the grid nodes and the Poisson equation is solved to find the new values of the electric field which will be used in the next particle push. This cycle is repeated until steady state is reached. The charged particles considered here are electrons 
where ⌽ is the electric potential, 0 is the vacuum permittivity, n e is the electron density, n H− is the H − density, and n H+ , n H2+ , and n H3+ -the densities of H + , H 2 + , and H 3 + ions, respectively.
Collisions are incorporated in the model by using the Monte Carlo technique [27] [28] [29] provided that the time step is much smaller than the particles mean free time ͑mfp divided by mean speed of the particles͒. 29 For our conditions this is fulfilled and the MCC module is executed every time step in the PIC cycle. All the collision processes taken into account in the model are listed in Tables I and II. The electrons collide primarily with hydrogen atoms and molecules but also some interactions with the ions are considered ͑Table I͒. The negative ions are produced by purely volume processes and particularly by dissociative attachment ͑No. 8 in Table I͒ . The cross section used 37 is an effective cross section for the dissociative attachment of electrons with molecules excited to vibrational levels higher then 3 ͓H 2 ͑v Ͼ 3͔͒. The density of H 2 ͑v Ͼ 3͒ is assumed to be proportional to the ground level molecules H 2 ͑v =0͒. Although this approach does not give precise values of the volume produced negative ion density it is completely sufficient for our purposes. Here we want to study the effects of the filter on electron and negative ion transport and we do not look for optimal conditions for maximum volume production of negative ions. The latter will require a detailed balance of the population of the vibrational levels which is out of the scope of this work. For such studies the reader is referred to Refs. 41 and 42.
Several processes for negative ion losses are considered ͑processes 15, 23, 24, 27, 28, and 29 in Tables I and II͒ but for our conditions the predominant ones are the electron detachment due to atom impact ͑23 and 24͒.
Few of the processes listed in Tables I and II have a negligible contribution, but we keep them because in the different simulations the plasma parameters vary considerably and at certain conditions they may play certain role. The MC module takes little time compared to the PIC part and does not increase significantly the simulation time.
In order to keep the model as general as possible, we specify no particular type of discharge. Instead, the plasma is sustained by Maxwellization ͑explained below͒ of the electrons and injection of constant number of charged particles in the upstream region. Although in this way the simulation is not completely self-consistent, this approach allows us to impose the electron temperature in the upstream region which facilitates the comparison of the different cases considered here. The particles are injected and Maxwellized in the upstream zone ͑Fig. 2-gray zone͒. They are injected by pairs-electron and positive ion and there is no net charge introduced in the system. The Maxwellization of the electrons is done by virtual "Maxwellizing collisions" which lead to velocity Maxwellization. Every time step certain constant number of electrons are picked up ͑5.4ϫ 10 20 physical particles per second for all simulations͒ depending on spatial profile of a collision probability we impose, and their velocity is changed by randomly sampling Maxwellian distribution with temperature T M . Therefore the electron temperature in the upstream region never becomes exactly T M but a bit lower ͑Fig. 4͒ because there are always particles which are not Maxwellized several time steps. Even if we increase significantly the rate of Maxwellizing collisions the only consequence will be the fact that the electron temperature in upstream region will be even closer to T M . This approach of injection and heating of bounded plasma in the domain was chosen instead injection of particle flux from one of the walls in order to avoid the establishment of spurious potential structures near the injection plane and to obtain a potential profile consistent with the electron temperature which plays an important role for the particle transport across the magnetic filter. The boundaries are assumed to be completely absorbing. 
III. RESULTS AND DISCUSSION
The main external parameters required by the model are summarized and defined in Table III . The gas pressure ͑0.3 Pa͒ corresponds to the value required by the ITER project for the operation of the negative ion sources. The values of the gas temperature T g , the neutral species densities ratio N H 2 ͑vϾ3͒ / N H 2 ͑v=0͒ and the charged particles injection ratio are based on Ref. 43 . The plasma density considered here is in the order of 1 ϫ 10 16 m −3 and it is at least one order of magnitude smaller than the typical values in real devices used as negative ion sources. The density is limited because of the very long computational time ͑few weeks for single processor applications͒ required for simulations of high density plasmas.
The obtained results are sampled at steady state of the simulation. Steady state is reached within 2 ϫ 10 −4 s and this time is determined by the slowest relaxation time which is found to be the diffusion of the electrons trough the filter. Without magnetic field the simulation time is determined by the processes of production and destruction of negative ions and steady state is reached within 1 ϫ 10 −4 s. The typical value of the time step is 1 ϫ 10 −11 s and the total number of macroparticles used in the simulation is usually in the order of 1.1ϫ 10 5 . The grid spacing is kept always less than half of the Debye length and the number of grid cells is usually in the order of 1000.
A. Negative ion free plasma with grounded walls
The presentation of the obtained results starts with the most simplified case of a negative-ion-free plasma with grounded walls ͑⌽ 1 = ⌽ 2 =0͒. The spatial profiles of the plasma density and electric potential are shown on Figs. 3͑a͒ and 3͑b͒, respectively. Without magnetic field both profiles have small maxima in the upstream region due to the particle injection and Maxwellization there. The introduction of magnetic filter in the middle of our domain leads to an increase in the plasma density in the upstream region ͓Fig. 3͑a͔͒. This is due to the fact that, in both cases, we inject the same number of charged particles but in the presence of a transverse magnetic field the electron diffusion toward the downstream region ͑on the right side of the filter͒ and hence the electron losses there are dramatically reduced.
In the magnetic filter ͓x ͑4-6͔͒ the electrons are strongly magnetized ͑ ce / e−n Ͼ 10 2 , where e−n is the electron-neutral collision frequency in the order of 6 ϫ 10 6 s −1 ͒ and their Larmor radius does not exceed few millimeters. At these conditions the electrons need to collide many times in order to traverse the filter region 44 and they become stacked in the maximum magnetic field region for a very long time. As a result, there is accumulation of electrons and a maximum of the density in the filter ͓Fig. 3͑a͔͒. This electron retention modifies the potential profile ͓Fig. 3͑b͔͒ and makes it flatter compared to the case without filter, in order to reduce the speed of the unmagnetized positive ions ͑ion mean free path 1-5 mm, minimum ion Larmor radius-40 mm͒ and to preserve the quasineutrality in the filter ͓Fig. 3͑b͔͒.
Without magnetic field, the electron mean free path ͑sev-eral centimeters͒ and thus the thermal conductivity are very high and the obtained electron temperature T e is almost uniform in the volume ͑Fig. 4͒. The presence of magnetic field strongly reduces the energy transport across the filter and the electron temperature is significantly lowered in the downstream region.
The analysis of the obtained results gives an electron mean velocity ͑u ex ͒ across the filter, which is in rather good ͑within the statistical noise of the results͒ agreement with the classical drift-diffusion expression:
where are, respectively, the mobility and the diffusion coefficient perpendicularly to the magnetic field, ʈ = e / m e e−n and D ʈ = T e / m e e−n are the mobility and the diffusion coefficient along ͑without͒ the magnetic field, p e = n e T e is the electron pressure and is the Boltzmann constant. This means that the electrons move in the direction perpendicular to the magnetic field only due to collisions with neutrals. Examination of separate particles trajectories confirms that. The electrons need large number of collisions ͑in the order of several hundreds͒ in order to traverse from the upstream to the downstream region. Most of these collisions are elastic but among them a few inelastic collision also appear and they are enough to cause significant energy loss and decrease in the averaged energy and thus T e ͑Fig. 4͒. This suggests that there is no a real "energy selective" transport of the electrons trough the filter but instead all "types" of electrons ͑with arbitrary energy͒ are allowed to enter and cross the filter but will exit with significantly reduced energy. However we should emphasize that this conclusion is strictly true only for plasmas with weak influence of the Coulomb collisions ͑ e−n / e−i ӷ 1, where e−i is the collision frequency for Coulomb collisions͒. For high density ͑n e Ͼ 10 17 m −3 ͒ and low pressure plasma ͑p Ͻ 1 Pa͒ this is not fulfilled and the strong energy dependence of e−i ͑ e−i ϰ e −3/2 ͒ may modify the transport properties. In this case the electron energy reduction due to inelastic and partially elastic collisions will be in competition with energy selective transport due to Coulomb collisions. These effects will be studied in a future work.
It is worth noting that drift instabilities in the Ẽ ϫ B direction can also enhance electron transport in the direction of the applied electric field. This mechanism was discussed in Refs. 17-19 and was found to play an important role in electron transport in these references because classical transport due to collisions was not present ͑collisionless PIC simulation͒. In any case, transport in the Ẽ ϫ B direction certainly has some influence on plasma uniformity and on the plasma flow across the magnetic field and we plan to include it in future work by means of a 2d-3v PIC-MCC model. Figure 5 shows the spatial evolution of the normalized electron energy distribution function ͑EEDF͒. We remind that the distribution function in the upstream region ͑position 2 cm in Fig. 5͒ is imposed to be Maxwellian with temperature 6 eV. From these results we find that the EEDF shape is not significantly affected by the magnetic filter and it is preserved Maxwellian in the whole domain.
It is worth to notice at that point that the presented results are in qualitative agreement with results from fluid modeling 24 of the problem. Similar accumulation of electrons in the filter and similar behavior of the electron temperature are observed. However, this is not surprising if we keep in mind the collisional nature of the electron and ion transport across the filter, which is properly resolved by the fluid models. 
B. Electronegative plasma with negative ion "extraction"
Here, we consider weakly electronegative plasma with magnetic filter and extraction of the negative ions by application of different bias voltages ͑⌽ 2 ͒ on the wall in the downstream region. Figure 6 presents the influence of the negative ions on the plasma parameters for the conditions of grounded walls ͑no extraction͒. The electron density and the potential without magnetic field are, in practice, not affected by the presence of negative ions due to the low plasma electronegativity and remain basically the same as in Fig. 3 . The well pronounced maximum in the potential without magnetic field ͓Fig. 6͑b͔͒ strongly concentrates the negative ions there. However, this is not the case with magnetic filter. In this case there is a wide region with almost constant potential and thus the negative ions are spread in the region of 2-6 cm. The higher number of negative ions with filter ͓Fig. 6͑a͔͒ is due to the increased production as a consequence of higher electron density.
In both cases the H − ions reside in a potential well and because of their low energy, they cannot overcome the wall sheath and reach the walls. At these conditions they are produced and lost only in volume processes. In order to extract them we must apply a positive potential equal or higher than the plasma potential. Figure 7 shows the result of an attempt at extracting H − ions without magnetic filter and bias voltage of 20 V, which is slightly higher than the plasma potential. The result is just a shift up of the potential with the bias voltage and there is no any modification of the density profiles ͑Fig. 7͒. The negative ions are still in a potential well and are concentrated at the peak of the potential and thus they could not be extracted. This behavior is straightforwardly explained if we keep in mind that the considered plasma is weakly negative and the plasma potential is still determined by electron temperature. The introduction of positive bias ͑attracting for the electrons and H − ͒ increases the electron losses and the potential profiles adapts itself in order to preserve the quasineutrality in the system and to assure equal fluxes of negative and positive species in total to the walls.
By introducing transverse magnetic field, the electron losses on the biased wall in the downstream region are significantly reduced and the potential tends ͓Fig. 8͑a͔͒ to the value corresponding to the conditions of grounded walls and thus determined by the electron temperature ͑imposed in our model͒ in the upstream region. Magnetic field with B z0 = 20 G is enough to make the electron losses on the biased wall negligible compare to the upstream region and thus to exclude them as a factor determining the plasma potential ͓Fig. 8͑a͔͒. In the presence of magnetic field the number of electrons crossing the filter and reaching the downstream region is relatively small and because of the lack of wall sheath ͓Fig. 8͑a͒, B 0z =50 G͔ near the biased ͑⌽ 2 =20 V͒ wall, they are quickly lost on the wall and the electron density in this region becomes negligible ͓Fig. 8͑b͔͒. At these conditions the electric field accelerates the unmagnetized H − ions toward the biased wall and an electronegative plasma is established in the downstream region-the quasineutrality is ensured by the negative and positive ions ͓Fig. 8͑b͔͒.
Because of the negligible electron density in the downstream region ͓Fig. 8͑b͔͒ the negative ion production there becomes negligible and the extracted negative ions are mainly produced in the upstream and the filter regions. This observation raises the question whether similar configuration is optimal for volume based production of negative ions. It is widely accepted that the most efficient channel for volume based 5 negative ion productions is the two step process: ͑1͒ vibrational excitation of hydrogen molecules to high vibrational levels and ͑2͒ dissociative attachment ͑process 8 in Table I͒ . Based on that, the "tandem" type of negative ion source was proposed where the source is divided by a magnetic filter into two parts: "hot" part with high electron temperature for efficient vibrational excitation and "cold" part with low T e , which enhances the dissociative attachment process having maximum cross section near 1 eV. In our configuration, this scheme is not very effective because the depletion of electrons in the downstream region does not allow the H − production there and the ions are produced only in the hot part of the source. However such behavior will not affect the rate of possible surface production of H − , 3, 6 which is based on interaction of heavy particles with the wall.
The H − ions density evolution for different bias voltages can be seen on Fig. 9͑a͒ . With the increase of ⌽ 2 the potential profile becomes flatter and for ⌽ 2 Ն 20 V the electric field in the plasma interior ͓Fig. 8͑a͔͒ attracts the H − ions toward the wall in the downstream region. This considerably modifies the density profiles ͓Fig. 9͑a͔͒. For low bias voltages ⌽ 2 ͑0-15͒ V the H − density in the downstream region increases, but for higher ⌽ 2 the H − density decreases in the whole domain ͓Fig. 9͑a͒, ⌽ 2 =25 V͔ due to the faster extraction ͑ion acceleration toward the biased wall͒ and the limited H − production ͑the electron density in the upstream and filter regions changes slightly with ⌽ 2 ͒.
By varying the bias potential ⌽ 2 we can build a currentvoltage characteristic of the extracted H − and electron currents ͓Fig. 9͑b͔͒. The result resembles a probe characteristic: the negative ion and electron currents have an exponential increase up to the plasma potential and saturate for higher values of the bias potential. The negative ion saturation current is limited and determined by the diffusion speed of negative ions from the upstream to the downstream region. When the bias becomes higher than the plasma potential ͑⌽ 2 Ն 20 V in our case͒ the plasma potential profile in the upstream region remains the same and the potential difference between the biased wall and the plasma potential in the upstream region is compensated ͑screened͒ within the downstream region. The density profiles upstream stay nearly con- stant and hence a constant number of H − ions is produced. Therefore the negative ion flux coming from the upstream and the filter areas ͑where H − are produced͒ remain the same and determined by the density gradient and the weak electric field in the filter. The volume losses of H − in the downstream only slightly reduce the current toward the biased wall. The electron saturation current is determined by the limited electron diffusion trough the magnetic filter. The negative ion to electron current ratio at the saturation section ͑⌽ 2 Ն 20 V͒ is found to be 0.41.
IV. CONCLUSION
We have presented in this paper a kinetic simulation of hydrogen plasma with localized transverse magnetic field ͑magnetic filter͒. The electron and negative ion transport across the filter was analyzed and the obtained results suggest that for the considered conditions ͑plasma densities of 10 16 m −3 and pressure of 0.3 Pa͒ the primary effect of the filter on the electrons is the increase in the number of collisions the electrons need in order to diffuse from the upstream to downstream region. As a result, more inelastic collisions appear and the electron energy and thus the electron temperature are significantly reduced. That is why there is no a preferential transport of the low-energy compared to the high-energy electrons in the filter, but just a substantial energy loss for all the electrons.
Although this model could not represent exactly the extraction physics of the negative ions, it still gives us important results for the physical processes between the extraction system and the magnetic filter. The combination of a magnetic filter and a positive applied bias ͑extraction͒ voltage leads not only to electron temperature reduction in the expansion region but also to depletion of electrons and establishment of electronegative plasma in the downstream region. This effect reduces the H − destruction due electron impact but also reduces the H − production through volume processes and thus the extracted ions are produced in the hot part of the source-the upstream region. It seems that such a configuration with small electron density near the extraction system is more favorable for surface processes based H − production 3, 6 than for volume based production.
The extraction of the negative ions becomes feasible when we apply high enough magnetic field in order to reduce the electron losses ͑the plasma screening͒ and high enough bias potential ͑higher than the upstream plasma potential͒ in order to remove the potential barrier ͑the wall sheath͒ near the extraction electrode and to allow the ions to reach it.
The current work is limited to a 1D configuration and does not consider possible two-dimensional ͑2D͒ effects like additional ambipolar fields induced by E ϫ B drifts and drifts in direction of the plasma flow due to oscillating electric fields in direction perpendicular to plasma flow. Therefore, the simulations will be extended in the future toward more realistic 2D configurations.
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