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AN OPTIMAL ALGORITHM FOR DECENTRALIZED
FINITE SUM OPTIMIZATION
HADRIEN HENDRIKX∗, FRANCIS BACH∗, AND LAURENT MASSOULIE´∗
Abstract. Modern large-scale finite-sum optimization relies on two key aspects: distribution
and stochastic updates. For smooth and strongly convex problems, existing decentralized algorithms
are slower than modern accelerated variance-reduced stochastic algorithms when run on a single
machine, and are therefore not efficient. Centralized algorithms are fast, but their scaling is limited
by global aggregation steps that result in communication bottlenecks. In this work, we propose an
efficient Accelerated Decentralized stochastic algorithm for Finite Sums named ADFS, which uses
local stochastic proximal updates and decentralized communications between nodes. On n machines,
ADFS minimizes the objective function with nm samples in the same time it takes optimal algorithms
to optimize from m samples on one machine. This scaling holds until a critical network size is
reached, which depends on communication delays, on the number of samples m, and on the network
topology. We give a lower bound of complexity to show that ADFS is optimal among decentralized
algorithms. To derive ADFS, we first develop an extension of the accelerated proximal coordinate
gradient algorithm to arbitrary sampling. Then, we apply this coordinate descent algorithm to a
well-chosen dual problem based on an augmented graph approach, leading to the general ADFS
algorithm. We illustrate the improvement of ADFS over state-of-the-art decentralized approaches
with experiments.
1. Introduction. The success of machine learning models is mainly due to their
capacity to train on huge amounts of data. Distributed systems can be used to process
more data than one computer can store or to increase the pace at which models are
trained by splitting the work among many computing nodes. In this work, we focus
on problems of the form:
(1.1) min
θ∈Rd
n∑
i=1
fi(θ), where fi(θ) =
m∑
j=1
fi,j(θ) +
σi
2
‖θ‖2.
This is the typical `2-regularized empirical risk minimization problem with n computing
nodes that have m local training examples each. The function fi,j represents the loss
function for the j-th training example of node i and is assumed to be convex and
Li,j-smooth [29, 6]. This kind of problems also arise in other applications, such as
distributed resource allocation [42] or distributed power control [26].
These problems are usually solved by first-order methods, and the basic distributed
algorithms compute gradients in parallel over several machines [28]. Another way to
speed up training is to use stochastic algorithms [4, 10, 17], that take advantage of
the finite sum structure of the problem to use cheaper iterations while preserving fast
convergence. Lower bounds with matching optimal algorithms exist separately in both
the finite-sum [19] and the distributed setting [33]. This paper aims at bridging the
gap between these two lines of work when local functions are smooth and strongly
convex. In particular, we give lower complexity bounds for the distributed finite-sum
setting, as well as ADFS, an algorithm that matches these bounds. Our contributions
are the following, ordered by appearance in the paper:
1. Tight lower complexity bounds. We recover as special cases the bounds
from [34] when m = 1 (local functions are not finite sums), and the bounds
from [19] when n = 1 (there is only one machine).
2. Generalization of the Accelerated Proximal Coordinate Gradient algorithm [24,
12] to arbitrary sampling of blocks and strong convexity in a subspace.
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3. ADFS, a decentralized stochastic algorithm that matches our lower complexity
bounds, and recovers the rate of MSDA [33] when m = 1 and the rate of
optimal single machine stochastic algorithms [24, 9] when n = 1.
The present paper is an extended journal version of the conference paper that
introduces ADFS [15]. In particular, this paper presents a more flexible version
of ADFS that can use synchronous rounds instead of local operations with global
scheduling, and the contributions listed above were not present in the original work.
We discuss the differences with the conference paper more in details later in the article.
We now precisely define our setting, and discuss relevant related work.
2. Model and notations.
2.1. Optimization problem. In the rest of this paper, following Scaman et
al. [33], we assume that:
• Each node (computing unit) i ∈ {1, ..., n} can compute first-order character-
istics, such as the gradient of its own functions ∇fi,j , the gradient of the
Fenchel conjugate of its local function ∇f∗i , or the proximal operator of its
own functions
(2.1) proxηfi,j (x) = arg minv
1
2η
‖v − x‖2 + fi,j(v) for x ∈ Rd.
We assume that computing first-order characteristics for one function fi,j takes
time 1, and so that computing them for the function fi takes time m. This
hides the fact that computing the proximal operator of a function is generally
significantly more expensive than computing its gradient. Yet, this enables
easier comparison between methods, and the difference between computing
the proximal operator compared to the gradient of a single function is only of
a constant factor in the case of generalized linear models such as least-squares
or logistic regression.
• Nodes are linked by a communication network and can only exchange messages
(i.e., vectors in Rd) with their neighbours. We assume that communications
take time τ . There are at this point no other restrictions on the communica-
tions, that can happen asynchronously and in parallel.
Following notations from [43], we define the batch condition number κb, which is
a classical quantity in optimization, such that for all i,
(2.2) κb ≥ Lb(i)/σi where ∀x, Lb(i) ≥ λmax(∇2fi(x)).
Similarly, we define the stochastic condition number κs, which is a classical quantity
in the analysis of finite sum opitmization problems, such that
(2.3) κs ≥ 1 + 1
σi
m∑
j=1
Li,j where ∀x, Li,j ≥ λmax(∇2fij(x)).
The iteration complexity of batch optimization methods such as gradient descent
is proportional to κb, but they need to evaluate a full gradient (i.e. m individual
gradients) at each step. On the other hand, the iteration complexity of stochastic
variance-reduced algorithms [17, 10, 36] depends on m+κs, but only use one individual
gradient at each iteration. Therefore, stochastic variance-reduced methods improve
over batch methods by replacing their O(mκb) time complexity by O(m+ κs). Yet,
since ∇2fi(x) = σiId +∇2fij(x) ≤ (σi +
∑m
j=1 Li,j)Id then we directly obtain that
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Lb(i) ≤ σi +
∑m
i=1 Li,j , and so κb ≤ κs. Similarly, ∇2fi(x) ≥ ∇2fij(x) and so
Li,j ≤ Lb(i) for all j. Therefore, we always have
(2.4) (m+ 1)κb ≥ κs ≥ κb.
This means that finite-sum methods gain nothing in the worst case, in which all fi,j
are independent. However, the practical superiority of these methods suggests that
κs << mκb in many applications since samples are often correlated correlated.
The upper bound on κs is tight when maxx λmax(∇2fi(x)) = maxx λmax(∇2fij(x)).
Equality happens in particular in the extreme case in which all ∇2fij(x) are orthogonal,
meaning that the sum is separable and optimization can be performed separately
for each function. Considering least squares regression problems is also convenient
to understand the difference between κs and κb more in details. In particular, if we
denote by C ∈ Rm×m the covariance matrix of the data, then κb = λmax(C) the
largest eigenvalue of C and κs = Tr(C). In this case, it is clear that κs << mκb unless
the covariance matrix is close to isotropic. In summary, our goal is to replace the
mκb computational time factors by m+ κs. Whether this improves the global time
complexity depends on the structure of the problem (and thus of the data) but this is
generally verified in practice.
2.2. Decentralized Communications. The focus of this paper is on the decen-
tralized setting. In this case, gossip algorithms [5, 28, 39, 27] are generally used. Gossip
communication steps consist in averaging gradients or parameters with neighbours,
and can thus be abstracted as multiplication by a so-called gossip matrix W , which is
an n×n symmetric positive semi-definite matrix such that Ker(W ) = Span(1) where 1
is the constant vector of all ones, and Span(1) denotes the vector space spanned by
this vector. Besides, W is defined on the edges of the network, meaning that Wk` = 0
if ` 6= k and ` /∈ N(k), the set of the neighbours of node k.
A simple choice of gossip matrix is L, the Laplacian matrix of the graph, which is
such that Lk` = degree(k) if k = `, Lk` = 1 if k ∈ N(`) and Lk` = 0 otherwise. We
denote λ+min(W ) the smallest non-zero eigenvalue of the matrix W , and the eigengap
of the gossip matrix (also called spectral gap) is defined as γ = λ+min(W )/λmax(W ).
This natural constant appears in the running time of many decentralized algorithms,
and γ−1/2 is often close to the diameter of the graph. For instance, γ−1/2 = 1 for the
complete graph, γ−1/2 = 2n/pi for linear graphs and γ−1/2 = O(
√
n) for the 2D grid.
More generally, γ−1/2 ≥ ∆
2
√
2 ln2(n)
for regular networks [3].
3. Related work. The next paragraphs discuss the relevant state of the art
for both distributed and stochastic methods, and Table 1 sums up the speeds of the
main decentralized algorithms available to solve Problem (1.1). Although it is not a
distributed algorithm, Point-SAGA [9], an optimal single-machine algorithm, is also
presented for comparison.
Centralized gradient methods. A simple way to split work between nodes is to
distribute gradient computations and to aggregate them on a parameter server. Pro-
vided the network is fast enough, this allows the system to learn from the datasets
of n workers in the same time one worker would need to learn from its own dataset.
Yet, these approaches are very sensitive to stochastic delays, slow nodes, and commu-
nication bottlenecks. Asynchronous methods may be used [32, 20, 43] to address the
first two issues, but computing gradients on older (or even inconsistent) versions of
the parameter harms convergence [7]. Therefore, this paper focuses on decentralized
algorithms, which are generally less sensitive to communication bottlenecks [22].
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Algorithm Synchrony Stochastic Time
Point-SAGA [9] N/A X nm+√nmκs
MSDA [33] Global × √κb
(
m+ τ√
γ
)
ESDACD [14] Local × (m+ τ)
√
κb
γ
DSBA [38] Global X
(
m+ κs + γ
−1) (1 + τ)
ADFS-Asynch [15] Local X m+√mκs + (1 + τ)
√
κs
γ
ADFS-Synch (This paper) Global X m+√mκs + τ
√
κcomm
γ
Table 1: Comparison of various state-of-the-art decentralized algorithms to reach
accuracy ε in regular graphs. Constant factors are omitted, as well as the log
(
ε−1
)
factor in the Time column. The reported runtime for Point-SAGA corresponds to
running it on a single machine with nm samples. To allow for direct comparison, we
assume that computing a dual gradient of a function fi as required by MSDA and
ESDACD takes time m, although it is generally more expensive than to compute
m separate proximal operators of single fi,j functions. Rates reported are for a
homogeneous setting, i.e., when all nodes have the same strong convexity parameter.
For generalized linear models such as logistic regression, the κcomm term in the rate of
ADFS-Synch is defined in Lemma 6.7 and is of order κcomm = O(κb).
Decentralized gradient methods. In their synchronous versions, decentralized algo-
rithms alternate rounds of computations (in which all nodes compute gradients with
respect to their local data) and communications, in which nodes exchange information
with their direct neighbors [11, 39, 27, 40]. MSDA [33] is a batch decentralized syn-
chronous algorithm, and it is optimal with respect to the constants γ and κb, among
batch algorithms that can only perform these two operations. Instead of performing
global synchronous updates, some approaches inspired from gossip algorithms [5]
use randomized pairwise communications [28, 16, 8]. This for example allows fast
nodes to perform more updates in order to benefit from their increased computing
power. These randomized algorithms do not suffer from the usual worst-case analyses
of bounded-delay asynchronous algorithms, and can thus have fast rates because
the step-size does not need to be reduced in the presence of delays. For example,
ESDACD [14] achieves the same optimal speed as MSDA when batch computations
are faster than communications (τ > m). However, both algorithms are obtained using
a dual approach [41]. Therefore, they require gradients of the Fenchel conjugates of
the full local functions, which are generally much harder to get than regular gradients.
Stochastic algorithms for finite sums. All distributed methods presented earlier are
batch methods that rely on computing full gradient steps of each function fi. Stochastic
methods perform updates based on randomly chosen functions fi,j . In the smooth and
strongly convex setting, they can be coupled with variance reduction [35, 36, 17, 10]
and acceleration, to achieve the m+
√
mκs optimal finite-sum rate, which significantly
improves over the m
√
κb batch optimum when the dataset is large. Examples of such
methods include Accelerated-SDCA [37], APCG [24], Point-SAGA [9] or Katyusha [1].
Decentralized stochastic methods. In the smooth and strongly convex setting,
DSA [25] and later DSBA [38] are two linearly converging stochastic decentralized
algorithms. DSBA uses the proximal operator of individual functions fi,j to significantly
improve over DSA in terms of rates. Yet, DSBA does not enjoy the
√
mκs accelerated
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rate, and needs an excellent network with very fast communications. Indeed, nodes
need to communicate each time they process a single sample, resulting in many
communication steps. Other approaches based on SGD exist [18], but they do not
use variance reduction and thus do not converge linearly. Therefore, to the best of
our knowledge, there is no decentralized stochastic algorithm with accelerated linear
convergence rate or low communication complexity without sparsity assumptions (i.e.,
sparse features in linear supervised learning).
ADFS. The main contribution of this paper is a locally synchronous Accelerated
Decentralized stochastic algorithm for Finite Sums, named ADFS. It reduces to APCG
for empirical risk minimization [24] in the limit case n = 1 (single machine), and
therefore then has a m+
√
mκs convergence rate. Besides, this rate stays unchanged
when the number of machines grows, meaning that ADFS can process n times more
data than APCG in the same amount of time on a network of size n. This scaling
lasts as long as τ
√
κcommγ
− 12 < m+
√
mκs, meaning that the number of nodes can be
arbitrarily large as long as delays are small enough. Therefore, ADFS outperforms both
MSDA and DSBA, combining optimal network scaling with the efficient distribution
of optimal sequential finite-sum algorithms. Note however that, similarly to DSBA
and Point-SAGA, ADFS requires evaluating proxfi,j , which requires solving a local
optimization problem. Yet, in the case of linear models such as logistic regression, it
is only a constant factor slower than computing ∇fi,j , and it is especially much faster
than computing the gradient of the conjugate of the full dual functions ∇f∗i required
by ESDACD and MSDA.
Improvements over the conference paper. This paper is based on the ADFS
conference paper [15]. Yet, it is not a strict extension, and some parts have been
removed in order to ease the reading and focus on contributions more related to
optimization. In particular, the locally synchronous aspect of ADFS has been dropped
in favor of standard synchronous gossip, which allows to remove the sections about
time and scheduling. This paper is based on arguments that are similar to the
ones used in the conference paper, but it presents new and stronger results. First
of all, we introduce a lower bound that was not present in the conference paper.
Then, we extend the accelerated proximal coordinate descent algorithm, which is the
algorithmic core of ADFS, to work with blocks of coordinates. This allows to present
a synchronous version of ADFS, which is both simpler and faster when communication
and computation delays are homogeneous. Furthermore, we introduce the constant
κcomm, which captures the impact of the relationship between the topology of the
graph and the regularity of local functions on the iteration complexity of ADFS. This
allows us to obtain tight results on the communication complexity of ADFS and show
that ADFS is actually optimal since it matches the lower bound. Note that the locally
version of ADFS from the conference paper did not enjoy optimal runtime because
of scheduling issues and a looser analysis. Therefore, and although they build on the
same ideas as the conference paper, all results presented in this paper are novel and
contribute to building a much more consistent theory.
The first contribution of this paper is a lower bound for distributed finite sum
optimization, presented in Section 4. Then, we introduce in Section 5 our second
contribution, a generalization of APCG that works with arbitrary sampling of blocks of
coordinates. Our last contribution is ADFS, obtained by applying the previous APCG
algorithm to a novel augmented graph approach formulation presented in Section 6.1.
The generic ADFS algorithm is presented in Section 6.2. Finally, Section 6.5 presents a
relevant choice of parameters leading to the rates shown in Table 1, and an experimental
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comparison is done in Section 7. A Python implementation of ADFS is also provided
in supplementary material.
4. Optimal rates. Many of the algorithms discussed in the previous sections
are proven to be optimal in specific settings. In particular, APCG (when applied
to the dual of empirical risk minimization problems) and Point-SAGA are proven
to be optimal among single-machine algorithms to solve finite-sum problems [19].
Similarly, MSDA is optimal among batch decentralized algorithms [33]. Although
other optimality results have recently been proven when removing the strong convexity
and smoothness assumptions in the distributed setting [34], there is, to the best of
our knowledge, no lower bound for distributed optimization when local functions are
themselves finite sums. We fill this gap in this section by extending the decentralized
lower bound of [33] to the finite sum setting, using worst-case functions inspired from
the single-machine finite-sum lower bound [19].
4.1. Black Box Model. The notion of black-box optimization procedure that
we use is largely based on [34]. The main difference is that nodes have many local
functions but they only choose one (possibly at random) at each step to perform their
update. More specifically, we consider distributed algorithms that respect:
1. Local memory: each node i can store past values in an internal memory
Mi,t ⊂ Rd at time t ≥ 0. The values in this local memory can come either
from local computation or communication, so that for all i ∈ {1, · · ·n},
Mi,t ⊂Mcommi,t ∪Mcompi,t .
2. Local computation: each node can, at time t, compute ∇fi,ζt(θ), ∇f∗i,ζt(θ)
and proxηfi,ζt (θ) for some η > 0, where ζt ∈ {1, · · · ,m} is fixed for a given t
(but may be chosen by the algorithm). This means that
M
comp
i,t = Span
({
θ,∇fi,ζt(θ),∇f∗i,ζt(θ),proxηfi,ζt (θ) : θ ∈Mi,t−1
}
, η ≥ 0
)
.
3. Local communication: each node can, at time t, share a value to its
neighbours so that for all i ∈ {1, · · · , n},
Mcommi,t = Span
(∪j∈N(i)Mj,t−τ) .
4. Output value: each node i must, at time specify one vector in its memory
as local output of the algorithm, that is, for all i ∈ {1, · · · , n}, θi,t ∈Mi,t.
The main difference with the definition from [34] is that at each step, the first
order characteristics are only computed for one summand (the one with index ζt) of
the local finite sum of node i.
4.2. Lower bounds. We first present a general lower bound for the distributed
optimization setting. More specifically, we show that for any black-box optimization
procedure, at least Ω((m+
√
mκs) log(1/ε)) computation steps and Ω(τ
√
κ`/γ log(1/ε))
communication steps are needed. This lower bound is not surprising since it is similar
to that of [33], but the lower bound on the computation cost is replaced by the standard
finite-sum lower-bound for the computation cost [19]. Theorem 4.1 shows that the
lower bound for both communications and computations can be achieved by the same
function. Lower bound proofs for first-order methods usually rely on the fact that in
the work case, the algorithms can make progress in at most one dimension per oracle
call [29]. This means that the lower bounds are valid only for a number of iterations t
that depends on the dimension of the problem. In order to avoid this dependency, we
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prove a result in `2, the space of square summable sequences. Yet, a similar result
with a similar proof would hold in Rd.
Theorem 4.1. Let G be a graph of size n > 0 and diameter ∆, and κ` > 0.
There exist n × m functions fi,j : `2 → R such that each fi,j is convex and Li,j-
smooth, fi=ˆ
∑m
j=1 fi,j is Li-smooth and σi-strongly convex with Li,j and σi such that
κ` ≥ Li/σi ≥ Li,j/σi for all i, j, and such that if fi is the local function of node i then
for any t ≥ 0 and black-box procedure that generates and output θt such that (θt)i ∈ `2
is the output value of node i at time t, one has:
2
1− q2
1− q E
[ ‖θt − θ∗‖2
‖θ0 − θ∗‖2
]
≥
(
1− 2m
m+
√
mκs/3)
) 4dte
m
+
(
1− 2
1 +
√
κ`/3
)2+ 2dte∆τ
.
where κs ≥
∑m
j=1 Li,j/σi, q =
√
κ`/3−1√
κ`/3+1
, and θ∗ = arg minθ
∑n
i=1 fi(θ).
Proof. The proof relies on choosing particular functions that are hard to optimize
locally and that require communication. Hard functions fi are chosen similar to that
of [33], so that only a small set a of nodes can actually make progress towards the
optimum at a given point in time, meaning that parallelism is very restricted. Then,
fi,j are chosen such that fi,j(x) = fi(e
>
j x) for x ∈ (`2)m, so that progress along one
j ∈ {1, · · · ,m} does not result in progress along the other dimensions, as in [19]. The
result is stated with `2 instead of (`2)
m because if m is finite and x ∈ (`2)m, then if θ
is such that θkm+i = (xi)k for i ∈ {1, · · · ,m} and k ∈ N then θ ∈ `2.
Two extreme regimes are then considered, i.e., when communications are instant
(τ = 0) and when computations are instant (τ = ∞). In the first case, very few
nodes make progress at a given point in time so there is almost no parallelism and
the complexity is the same as that of one node optimizing its own function. In the
second case, the stochastic gradient aspect does not matter and the time taken by the
algorithm is lower bounded by the time required for the information to go back and
forth between the nodes that can actually make progress. The complete proof can be
found in Appendix A.
This bound can be further simplified into the asymptotic expression below:
Corollary 4.2 (Centralized lower bound). Under the assumptions of Theo-
rem 4.1, there exist functions such that for any black-box procedure, the time to reach
a precision ε is lower bounded by:
Ω
(
[m+
√
mκs + τ∆
√
κ`] log(ε
−1)
)
.
The previous lower bounds rely on the diameter of the network, without assuming
any structure. We use in this section the same trick as in [33] to extend the lower
bounds to the gossip communications setting.
Corollary 4.3 (Decentralized lower bound). Let γ > 0, and κ` > 0. There
exist a gossip matrix W with spectral gap γ and n×m functions fi,j : `2 → R such
that each fi,j is convex and Li,j-smooth, fi=ˆ
∑m
j=1 fi,j is σi-strongly convex with Li,j
and σi such that κ` ≥ Li,j/σi for all i, j, and such that if fi is the local function of
node i then for any black-box procedure, the time to reach precision ε is lower bounded
by:
Ω
([
m+
√
mκs + τ
√
κ`
γ
]
log(ε−1)
)
.
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Proof. The proof relies on the fact that for all γ > 0, it is possible to construct
a gossip matrix on a line graph of size n with spectral gap γ = 0. In this case,
the diameter of the graph is n, which is of order γ−1/2. Details can be found in
Theorem 2 [33].
It is interesting to remark that considering the finite-sum setting only changes the
lower bound on the computation cost. This is not surprising since it only allows to
compute cheaper stochastic gradients but cannot reduce communication cost without
additional assumptions on the functions used. As a matter of fact, the computation
and communication aspects are treated separately in the lower bound. This could
suggest room for improvement for this lower bound. Yet, the bound we obtain is
actually tight since it is matched by the ADFS-Synch algorithm. There is actually
a small subtle gap between the lower and the upper bounds, which is caused by the
fact that the communication lower bound depends on κ`, whereas the complexity of
ADFS-Synch depends on κcomm, which can be much bigger. Yet, κcomm = O(κ`) in
the case of the worst case function used for the lower bound, as shwon in Appendix C.4.
More generally κcomm = O(κb) for generalized linear models such as linear regression
when the regularization parameter is the same for all nodes, which is a prime use-case
for ADFS.
4.3. Replicated dataset. Assume that the
√
mκs term dominates. In this case,
optimal single-machine algorithms require O(
√
nmκs) iterations and so Theorem 4.1
suggests that the maximum speedup obtainable by any distributed algorithm in this
setting is of
√
n. This result is surprising and seems to contradict the linear speedup
obtained by Katyusha [1]. This is because the speedup of Katyusha is based on
mini-batching, which relies on the fact that all nodes sample the same functions. The
lower bound proofs critically rely on choosing different functions for different nodes.
In the setting of Theorem 4.1, the size of the problem grows with the number of nodes.
On the other hand, the linear speedup of Katyusha considers a problem with a fixed
number of samples processed by an increasing number of nodes. In particular, the
bound of Theorem 4.1 can be weakened to match the Katyusha complexity results
when all nodes are forced to have the same local functions. The idea behind these
results is that only one or two nodes actually contribute to reducing the error in the
worst case (Theorem 4.1), whereas this cannot happen if all nodes have the same local
function. Note that the time aspect is overseen in Katyusha, and the network is simply
expected to be “fast enough”. In the replicated setting, increasing τ only increases
the runtime of Katyusha up to a certain point because nodes do not actually need
to communicate to reach the optimum since they all have the same local functions.
On the other hand, the theoretical rate of ADFS does not show improvements in the
replicated setting.
5. Block Accelerated Proximal Coordinate Gradient with Arbitrary
Sampling. Before we start with the actual distributed algorithm, we first introduce a
coordinate descent method. Indeed, this is the main tool that we apply to a well-chosen
dual formulation to derive ADFS. The convergence results of ADFS are based on
the convergence of this Accelerated Proximal Coordinate Gradient method. ADFS
is derived in a way that is similar to that of the classical APCG algorithm [24], but
we integrate the decentralized aspect, which requires several improvements over the
original APCG.
5.1. General formulation. In this section, we study the generic problem of
accelerated proximal coordinate descent. We give an algorithm that works with
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arbitrary sampling of blocks of coordinates of arbitrary size, thus yielding a stronger
result than state-of-the-art approaches [12, 24]. This is a key contribution that allows
to obtain fast rates when sampling probabilities are heterogeneous and determined
by the problem. In the dual formulation of the problem, there is one coordinate per
point in the dataset as well as one for each edge of the network. Therefore, the block
aspect allows to have a synchronous algorithm by picking only coordinates of a given
kind (data point or network edge) to perform computation and communication rounds.
Similarly, arbitrary sampling is useful to pick different probabilities for computing
and for communicating. To avoid any confusion with the rest of the paper, we note d˜
the dimension of the problem that we wish to solve. More specifically, we study the
following generic problem:
(5.1) min
x∈Rd˜
qA(x) +
d˜∑
i=1
ψi(x
(i)),
where all the functions ψi are convex and qA is such that there exists a matrix A such
that qA is (σA)-strongly convex on Ker(A)
⊥, the orthogonal of the kernel of A, as
defined by Equation (5.2). For the problems that we will consider, Ker(A)⊥ ( Rd˜ and
so qA is not strongly convex on the whole space. We introduce matrix A in order to
recover the good properties ensured by strong convexity, with the difference that they
now hold only on a subspace. We note A† is the pseudo-inverse of A, meaning that
A†A is the projector on Ker(A)⊥. We sometimes abuse notations by writing A−
1
2
instead of (A†)
1
2 . The strong convexity on Ker(A)⊥ can be written as the fact that
for all x, y ∈ Rd˜:
(5.2) qA(x)− qA(y) ≥ ∇qA(y)>A†A(x− y) + σA2 (x− y)>A†A(x− y).
Note that this implies that qA is constant on Ker(A), so in particular there exists a
function q such that for any x ∈ Rd˜, qA(x) = q(Ax). In this case, σA is such that
x>A>∇2q(y)Ax ≥ σA‖x‖2 for any x ∈ Ker(A)⊥ and y ∈ Rd˜. Besides, qA is assumed
to be (M)-smooth on Ker(A)⊥, meaning that there exists a matrix M such that:
(5.3) qA(x)− qA(y) ≤ ∇qA(y)>A†A(x− y) + 12 (x− y)>M(x− y).
The block-version of APCG with arbitrary sampling is presented in Algorithm 5.1,
and we explicit its rate in Theorem 5.2.
5.2. Algorithm and results. In this section, we denote ei ∈ Rd˜ the unit vector
corresponding to coordinate i, and x(i) = e>i x for any x ∈ Rd˜. Let Ri = e>i A†Aei
and pi be the probability that coordinate i is picked to be updated. For a batch of
coordinates b ⊂ {1, · · · , d˜}, we introduce the random matrix Pb which is a diagonal
matrix such that (Pb)ii = pi if i ∈ b and (Pb)ii = 0 otherwise, where pi =
∑
b, i∈b pb
if pb is the probability of sampling block b. In particular, E
[
P †b
]
= Id, where P †b
is the pseudo-inverse of Pb. The matrix Pb defines the sampling that is performed.
This allows to have a flexible sampling with blocks of arbitrary sizes sampled with
arbitrary probabilities. Constant S is such that S2 ≥ λmax(A†AP †bMP †bA†A) for
all batches b, where we recall that M is the smoothness of function qA, as defined
in Equation (5.3). Then, following the approach of Nesterov and Stich [30], we fix
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A0, B0 ∈ R and recursively define the sequences αt, βt, at, At and Bt such that:
a2t+1S
2 = At+1Bt+1, Bt+1 = Bt + σAat+1, At+1 = At + at+1,
αt =
at+1
At+1
, βt =
σAat+1
Bt+1
.
Finally, we introduce the sequences (yt), (vt) and (xt), that are all initialized at 0, and
(wt) such that for all t, wt = (1− βt)vt + βtyt. We define ηt = at+1Bt+1 and the proximal
operator proxηf is defined in Equation (2.1).
Algorithm 5.1 Generalized APCG(A0, B0, S, σA)
y0 = 0, v0 = 0, t = 0
while t < T do
yt =
(1−αt)xt+αt(1−βt)vt
1−αtβt
Sample bt with probability pbt
vt+1 = vt+ 12 = (1− βt)vt + βtyt − ηtP
†
b∇qA(yt)
v
(i)
t+1 = proxηtp−1i ψi
(
v
(i)
t+ 12
)
for all i ∈ b
xt+1 = yt + αtP
†
bA
†A(vt+1 − (1− βt)vt − βtyt)
end while
For generalized APCG to work well, the proximal operator needs to be taken in
the subspace defined by the projector A†A, and so the non-smooth ψi terms have to
be separable after composition with A†A. Since A†A is a projector, this constraint is
equivalent to stating that either Ri = 1 (projection does not affect the coordinate i),
or ψi = 0 (no proximal update to make).
Assumption 5.1. The functions qA and ψ are such that Equation (5.2) holds for
some σA ≥ 0 and Equation (5.3) holds for some M . Besides, ψ and A are such that
either Ri = 1 or ψi = 0 for all i ∈ {1, ..., d˜}.
This natural assumption allows us to formulate the proximal update in standard
squared norm since the proximal operator is only used for coordinates i for which
A†Aei = ei. Then, we formulate Algorithm 5.1 and analyze its rate in Theorem 5.2.
Theorem 5.2. Let F : x 7→ qA(x) +
∑d˜
i=1 ψi
(
x(i)
)
such that Assumption 5.1
holds. If S is such that S2 ≥ λmax((A†AP †bMP †bA†A) for all b and 1 − βt − αtpi ≥ 0
for all i such that ψi 6= 0, the sequences vt and xt generated by APCG verify:
BtE
[‖vt − θ?‖2A†A]+ 2At [E [F (xt)]− F (θ?)] ≤ C0,
where C0 = B0‖v0− θ?‖2 + 2A0 [F (x0)− F (θ?)] and θ? is a minimizer of F . The rate
of APCG depends on S through the sequences αt and βt.
Sketch of proof. The proof is an adaptation of the proofs from [24] and [30]. In
particular, the structure is similar to that of [30]. The difference is that the ‖vt+1−θ?‖2
is studied in norm A†A and that vt+1 cannot be expressed simply as vt minus a gradient
term the way it was before because of the proximal update. Therefore, we develop
‖vt+1 − θ?‖2A†A using the strong convexity of the proximal mapping instead, which is
a key argument from [24].
The other key point of the APCG proof is that xt can be expressed as a convex
combination of all the vl for l ≤ t. This does not directly extend to the arbitrary
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sampling case because the coefficients may not be the same for all coordinates, so
we need to prove that the convex combination property holds separately for each
coordinate. This is possible because the only terms that depend on the coordinates
in the decomposition of xt come from the vt+1 − wt term. Yet, vt+1 = wt when the
coordinate is not picked, so we can still write that x
(i)
t+1 = y
(i)
t +
αt
pi
(v
(i)
t+1 − w(i)t ) even
when coordinate i is not picked at time t.
5.3. Explicit rates. Theorem 5.2 is a general method that in particular requires
to set values for A0, B0, α0 and β0. The two following corollaries give choices of
parameters depending on whether σA > 0 or σA = 0, along with the rate of APCG in
these cases.
Corollary 5.3 (Strongly Convex case). Let F be such that it verifies the
assumptions of Theorem 5.2. If σA > 0, we can choose for all t ∈ N αt = βt = ρ and
At = σ
−1
A Bt = (1− ρ)−t with ρ =
√
σAS
−1. In this case, the condition 1−βt− αtpi ≥ 0
can be weakened to 1− αtpi ≥ 0 and it is automatically satisfied by our choice of S, αt
and βt. In this case, the sequences xt and vt verify:
σAE
[‖vt − θ?‖2A†A]+ 2 [E [F (xt)]− F (θ?)] ≤ C0(1− ρ)t,
where C0 = σA‖v0 − θ?‖2 + 2 [F (x0)− F (θ?)].
Corollary 5.3 is the extension of the results of [24] to block coordinates and arbitrary
sampling. In particular, APCG converges linearly in this case, and we recover the rate
of [24] in the special case in which we choose blocks of size 1 uniformly at random. Note
that an arbitrary sampling extension of accelerated coordinate descent was already
present in [13] but without the block or proximal aspects on which our technical
contributions are focused.
Corollary 5.4 (Convex case). Let F be such that it verifies the assumptions of
Theorem 5.2. If σA = 0, we can choose βt = 0 and α0 = p
2
min with pmin = mini:ψi 6=0 pi.
In this case, the condition 1− βt − αtpi ≥ 0 is always satisfied for our choice of S and
the error verifies:
E [F (xt)]− F (θ?) ≤ 2
t2
[
S2r2t +
2
p2min
[F (x0)− F (θ?)]
]
,
with r2t = ‖v0 − θ?‖2A†A − E[‖vt − θ?‖2A†A]. Note that there is no need to choose
parameters At and Bt since only parameter αt is required in this case.
In the convex case, we only have control over the objective function F and not over
the parameters. This in particular means that it is only possible to have guarantees
on the dual objective in the case of non-smooth ADFS.
Efficient iterations. Our extended APCG algorithm is also closely related with
an arbitrary sampling version of APPROX [12]. Similarly to Lee and Sidford [21],
APPROX also uses iterations that can be more efficient, especially in the linear case.
These extensions can also be applied to APCG under the same assumptions, as shown
in [24]. We do not include the derivations in this paper since they are direct adaptations
of the previously cited papers. Yet, the efficient formulations of the generalized APCG
algorithm are presented in Appendix B.1.
Sampling with replacement. The arbitrary sampling litterature for accelerated
coordinate descent methods is vast [21, 2, 30, 13], and we present in this paper results
for the general setting of block proximal coordinate gradient. Yet, standard mini-
batch stochastic gradient descent algorithms use sampling with replacement, whereas
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coordinate descent methods always use the notion of blocks, i.e., without replacement.
Algorithm 5.1 does not extend to sampling with replacement, and this mainly comes
from the fact that proximal updates do not mix well with sampling with replacement,
and Lemma B.1 does not hold anymore in this case.
6. Accelerated Decentralized Stochastic Algorithm.
Fig. 1: Illustration of the augmented graph for n = 3 and m = 3.
6.1. The dual problem. We now specify our approach to solve the problem of
Equation (1.1). The first (classical) step consists in considering that all nodes have a
local parameter, but that all local parameters should be equal because the goal is to
have the global minimizer of the sum. Therefore, the problem writes:
(6.1) min
θ∈Rn×d
n∑
i=1
fi(θ
(i)) such that θ(i) = θ(j) if j ∈ N(i),
where N(i) represents the neighbors of node i in the communication graph. Then,
ESDACD and MSDA are obtained by applying accelerated (coordinate) gradient
descent to an appropriate dual formulation of Problem (6.1). In the dual formulation,
constraints become variables and so updating a dual coordinate consists in performing
an update along an edge of the network. In this work, we consider a new virtual
graph in order to get a stochastic algorithm for finite sums. The transformation is
sketched in Figure 1, and consists in replacing each node of the initial network by a
star network. The centers of the stars are connected by the actual communication
network, and the center of the star network replacing node i has the local function
f commi : x 7→ σi2 ‖x‖2. The center of node i is then connected with m nodes whose local
functions are the functions fi,j for j ∈ {1, ...,m}. If we denote E the number of edges
of the initial graph, then the augmented graph has n(1 +m) nodes and E + nm edges.
This augmented graph formulation was introduced in the conference version of this
paper [15].
Then, we consider one parameter vector θ(i,j) for each function fi,j and one vector
θ(i) for each function f commi . Therefore, there is one parameter vector for each node
in the augmented graph. We impose the standard constraint that the parameter of
each node must be equal to the parameters of its neighbors, but neighbors are now
taken in the augmented graph. This yields the following minimization problem:
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min
θ∈Rn(1+m)d
n∑
i=1
[ m∑
j=1
fi,j(θ
(i,j)) +
σi
2
‖θ(i)‖2
]
such that θ(i) = θ(j) if j ∈ N(i), and θ(i,j) = θ(i) ∀j ∈ {1, ..,m}.
(6.2)
In the rest of the paper, we use letters k, ` to refer to any nodes in the augmented
graph, and letters i, j to specifically refer to a communication node and one of its
virtual nodes. More precisely, we denote (k, `) the edge between the nodes k and ` in
the augmented graph. Note that k and ` can be virtual or communication nodes. To
clearly make the distinction between node variables and edge variables, for any vector
on the set of nodes of the augmented graph x ∈ Rn(1+m)d and for k ∈ {1, ..., n(1 +m)},
we write x(k) ∈ Rd (superscript notation) the subvector associated with node k.
Similarly, for any vector on the set of edges of the augmented graph λ ∈ R(E+nm)d
and for any edge (k, `) we write λk` ∈ Rd (subscript notation) the vector associated
with edge (k, `). For node variables, we use the subscript notation with a t to denote
time, for instance in Algorithm 6.1. By a slight abuse of notations, we use indices
(i, j) instead of (k, `) when specifically referring to virtual edges (or virtual nodes) and
denote λij instead of λi,(i,j) the virtual edge between node i and node (i, j) in the
augmented graph. We note e(k) ∈ Rn(1 +m) the unit vector associated with node k
and ek` ∈ RE+nm the unit vector associated with edge k`. We denote M1 ⊗M2 the
Kronecker product between matrices M1 and M2.
Constraints matrix. The constraints of Problem (6.2) can be rewritten A>θ = 0
in matrix form A ∈ Rn(1+m)d×(nm+E)d is such that for any x ∈ Rd,
A(ek` ⊗ x) = µk`[(e(k) − e(`))⊗ Pk`x],
for some µk` > 0, and where Pk` is a projector. For communication edges, we choose
Pk` = Id, and for communication edges, we choose Pij such that fi,j is Lij-smooth
with respect to Pij , as defined in Equation (5.3). Note that this implies that f
∗
ij is
(1/Lij)-strongly convex on Ker(Pij)
⊥ and infinite elsewhere. The matrix A is therefore
completely defined by the µk` and the Mij . Most results in the following sections
heavily depend on the matrix A and it is therefore very important to understand its
structure. In particular, decentralized communications are defined by the matrix A.
Indeed, A can be understood as the canonical square root of the weighted Laplacian
of the augmented graph. Similarly, if we note Acomm ∈ Rn×E the restriction of A
to non-virtual edges then Acomm is a square root of the weighted Laplacian of the
communication graph. This is why a rescaled version of AcommA
>
comm ∈ Rn×n is used
as the gossip matrix in Algorithm 6.1. To make things clearer, A can be written as:
(6.3) A =
(
Acomm ⊗ Id Dµ
0 −Ddiagµ
)
, with
(6.4) Ddiagµ =
µ11P11 0 00 · · · 0
0 0 µnmPnm
 ∈ Rnmd×nmd, and
(6.5) Dµ =
µ11P11 · · · µ1mP1m 0 0 0 00 0 0 · · · 0 0 0
0 0 0 0 µn1Pn1 · · · µnmPnm
 ∈ Rnd×nmd.
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All communication nodes are linked by the true graph, whereas all virtual nodes are
linked to their corresponding communication node. Note that A is defined differently in
the conference paper [15]. Although the new definition of A as an n(m+1)d×(E+nm)d
matrix is heavier in terms of notations, it allows to derive a much better communication
complexity in some cases, for instance when fij is a generalized linear model. Now
that we have defined the matrix A and emphasized its importance, we can write the
dual formulation of the problem as:
(6.6) max
λ∈R(nm+E)d
−
n∑
i=1
[ m∑
j=1
f∗i,j
(
(Aλ)(i,j)
)
+
1
2σi
‖(Aλ)(i)‖2
]
,
where the parameter λ is the Lagrange multiplier associated with the constraints of
Problem (6.2)—more precisely, for an edge (k, `), λk` ∈ Rd is the Lagrange multiplier
associated with the constraint µk`Pk`(θ
(k) − θ(`)) = 0. This critically relies on the
fact that f∗i,j(Pijx) = f
∗
ij(x) for all x ∈ dom(f∗ij) = Ker(Pij)⊥. At this point, the
functions fi,j are only assumed to be convex (and not necessarily strongly convex)
meaning that the functions f∗i,j are potentially non-smooth. This problem could be
bypassed by transferring some of the quadratic penalty from the communication nodes
to the virtual nodes before going to the dual formulation. Yet, this approach fails
when m is large because the smoothness parameter of f∗i,j would scale as m/σi at best,
whereas a smoothness of order 1/σi is required to match optimal finite-sum methods.
A better option is to consider the f∗i,j terms as non-smooth and perform proximal
updates on them. The rate of proximal gradient methods such as APCG [24] does not
depend on the strong convexity parameter of the non-smooth functions f∗i,j . Recall
that each f∗i,j is (1/Li,j)-strongly convex with respect to Pij , so we can rewrite the
previous equation in order to transfer all the strong convexity to the communication
node. Noting that (Aλ)(i,j) = −µijλij when node (i, j) is a virtual node associated
with node i, we rewrite the dual problem as:
(6.7) min
λ∈R(E+nm)d
qA(λ) +
n∑
i=1
m∑
j=1
ψij(λij),
with ψij : x 7→ f˜∗ij(−µijx) and f˜∗ij : x 7→ f∗i,j(x) − 12Li,j ‖x‖2Pij and qA : x 7→
Trace
(
1
2x
>A>Σ†Ax
)
, where Σ is the diagonal matrix such that the upper left (com-
munication) block is equal to diag(σ1, · · · , σn) ⊗ Id, and the rest of the diagonal is
made of the blocks Li,jPij for the virtual node (i, j). Since dual variables are asso-
ciated with edges, using coordinate descent algorithms on dual formulations from a
well-chosen augmented graph of constraints allows us to handle both computations and
communications in the same framework. Indeed, choosing a variable corresponding to
an actual edge of the network results in a communication along this edge, whereas
choosing a virtual edge results in a local computation step. Then, we balance the ratio
between communications and computations by simply adjusting the probability of
picking a given kind of edges.
6.2. The Algorithm: ADFS Iterations and Expected Error. Recall that
we would like to solve the problem of Equation (6.7), which is to optimize the sum
of a smooth and strongly convex term and of a non-smooth convex separable term.
Proximal coordinate gradient algorithms are known to work well for these problems,
which is why we would like to use APCG [23]. Yet, the following points would lead to
suboptimal rates if the standard APCG algorithm were used directly:
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1. The function qA is strongly-convex only on Ker(A)
⊥.
2. Picking blocks of coordinates is required to obtain a synchronous algorithm.
3. Choosing different probabilities for computation and communication coordi-
nates is required to balance the ratio between communication and computation.
These 3 points show the need for extending APCG and motivate our assumptions for
Algorithm 5.1. Applying it to the problem of Equation (6.7) yields the general ADFS
algorithm. We start by presenting the smooth version of ADFS in this section, and a
non-smooth version is presented in Section 6.6. We denote Wk` ∈ Rn(1+m)×n(1+m) the
matrix such that Wk` = (e
(k) − e(`))(e(k) − e(`))> for any edge (k, `). The previous
section needed to consider the problem variables to be vectors in Rn(1+m)d in order to
define the right matrix A. Yet, variables xt, yt and vt from Algorithm 6.1 are variables
associated with the nodes of the augmented graph and we will therefore consider
them as matrices in Rn(1+m)×d (one row for each node) instead of vectors, which
greatly simplifies notations. These variables are obtained by multiplying the dual
variables of the proximal coordinate gradient algorithm applied to the dual problem of
Equation (6.7) by A on the left. We denote σA = λ
+
min(A
>Σ†A) the smallest non-zero
eigenvalue of the matrix A>Σ†A.
Algorithm 6.1 ADFS(A, (σi), (Li,j), (µk`), (pk`), ρ)
1: σA = λ
+
min(A
>Σ†A), η = ρσA , Wb = AcommP
†
bA
>
comm, W˜b = AcommP
†
bA
†
comm.
2: x0 = y0 = v0 = z0 = 0
(n+nm)×d // Initialization
3: for t = 0 to K − 1 do // Run for K iterations
4: yt =
1
1+ρ (xt + ρvt)
5: Sample block of edges b // Edges sampled from the augmented graph
6: zt+1 = vt+1 = (1− ρ)vt + ρyt − ηWbΣ†yt // Communication using Wb
7: if b is a block of virtual edges then
8: for i = 1 to n do
9: for j such that (i, j) ∈ b do
10: v
(i,j)
t+1 = proxηµ2ijp
−1
ij f˜
∗
i,j
(
z
(i,j)
t+1
)
// Virtual node update using fi,j
11: end for
12: v
(i)
t+1 = z
(i)
t+1 +
∑
j,(i,j)∈b(z
(i,j)
t+1 − v(i,j)t+1 ) // Center node update
13: end for
14: end if
15: xt+1 = yt + ρW˜b(vt+1 − (1− ρ)vt − ρyt)
16: end for
17: return θK = Σ
†vK // Return primal parameter
Theorem 6.1. We denote θ? the minimizer of the primal function F : x 7→∑n
i=1 fi(x) and θ
?
A a minimizer of the dual function F
∗
A = qA + ψ. Then θt as output
by Algorithm 6.1 verifies:
(6.8) E
[‖θt − θ?‖2] ≤ C0(1− ρ)t, if ρ2 ≤ min
b
λ+min(A
>Σ†A)
λmax(A†AP
†
bA
>Σ†AP †bA†A)
,
with C0 = λmax(A
>Σ−2A)
[‖A†Aθ?A‖2 + 2σ−1A (F ∗A(0)− F ∗A(θ?A))].
We now quickly discuss the convergence rate of ADFS, and present the basic
derivations required to obtain Algorithm 6.1, as well as the proof Theorem 6.1.
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Convergence rate. The parameter ρ controls the convergence rate of ADFS. It
is defined by the minimum of the individual rates for each block, which involves the
spectrum of a product of matrices related to the regularity of the local functions (Σ†),
to the graph (A) and to the sampling scheme (P †b ). Note that Theorem 6.1 recovers
the asynchronous version of ADFS [15] if only one coordinate is sampled at each step.
Relations are more complex in the general case, which is why simple scalar expressions
are replaced by the spectrum of products of matrices in this paper. In Section 6.5, we
carefully choose the free parameters µk` and pk` to get the best convergence speed.
Projection of virtual edges. We need to verify that Assumption 5.1 is respected in
order to be able to use Theorem 5.2 to derive Theorem 6.1. In particular, for any edge
(k, `), either the proximal part ψk` = 0 or the dual coordinate is such that for all θ ∈ Rd,
(e>k` ⊗ θ)A†A(ek` ⊗ θ) = 1, which is equivalent to having A†A(ek` ⊗ θ) = (ek` ⊗ θ). In
our case, ψk` = 0 when (k, `) is a communication edge. The condition is actually not
verified for virtual edges in our formulation since we introduce the projectors Pij . Yet,
we do not need this to hold for any θ ∈ Rd. Indeed, the updates of Algorithm 6.1 are
such that v
(ij)
t ∈ Ker(Pij)⊥ for all t and (i, j), so we only need A†A(eij ⊗ θ) = (eij ⊗ θ)
to hold for θ ∈ Ker(Pij)⊥. Lemma 6.2 shows that the projection condition is satisfied
by virtual edges.
Lemma 6.2. A†A(eij ⊗ θ) = eij ⊗ θ for all virtual edges (i, j) and θ ∈ Ker(Pij)⊥.
Proof. Let θ ∈ Ker(Pij)⊥, and x ∈ RE+nm such that A(x ⊗ θ) = 0. From the
definition of A, either x = 0 or the support of x is a cycle of the graph. Indeed, for
any edge (k, `), A(ek` ⊗ θ) has non-zero weights only on nodes k and `. Virtual nodes
have degree one, so virtual edges are part of no cycles and therefore x>ek,` = 0 for all
virtual edges (k, `). Operator A†A is the projection operator on the orthogonal the
kernel of A, so it is equal to Pij on virtual edges, and Pijθ = θ.
Obtaining Line 6. The form of the communication update (virtual or not) of line 6
in Algorithm 6.1 comes from the fact that the update of block b writes AP †b∇qA(yt) =
AP †bA
>Σ†yt = WbΣ†yt.
Obtaining the proximal formulation of Lines 10 and 11. Algorithm 6.1 is obtained
by directly applying Algorithm 5.1 on the dual problem of Equation (6.7). Then, all
lines are multiplied by A on the left in order to switch from dual variables in RE+nm
associated with edges to primal variables in Rn+nm associated with nodes, which
is a standard transformation [33, 14]. Yet, APCG uses a proximal step, which is a
non-linear operation, and the transformation is not straightforward in this case. We
now present the derivations leading to Algorithm 6.1, which are the same as in the
conference version [15]. More specifically, we note v˜t ∈ RE+nm the dual variable and
vt = Av˜t the primal variable of Algorithm 6.1. We use the same notations for the
other variables. We know from applying APCG that:
(6.9) v˜
(i,j)
t+1 = proxηp−1ij ψij
(
z˜
(i,j)
t+1
)
.
Since (i, j) are coordinates associated with virtual edges, we also know that (Aw˜t)
(i,j) =
−µijw˜(i,j)t . Therefore, Equation (6.9) can be rewritten as:
(6.10) v
(i,j)
t+1 = −µijproxηp−1ij ψij
(
− 1
µij
z
(i,j)
t+1
)
,
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which only involves primal variables. We can further rewrite this equation in the
simpler form of Line 10 by using a change of variables to write that:
−µij arg min
v
1
2ηp−1ij
‖v −
(
− 1
µij
z
(i,j)
t+1
)
‖2 + f˜∗ij(−µijv)
= arg min
v˜
1
2ηp−1ij µ
2
ij
‖v˜ − z(i,j)t+1 ‖2 + f˜∗ij(v˜).
Finally, Line 11 is obtained by remarking that the proximal step is only performed
for coordinates associated with virtual edges and therefore that since v
(i,j)
t+1 = z
(i,j)
t+1 if
i /∈ bt,
v
(i)
t+1 − z(i)t+1 =
∑
j∈N(i)
µi,j(v˜
(i,j)
t+1 − z(i,j)t+1 ) = −
∑
j, (i,j)∈bt
(v
(i,j)
t+1 − z(i,j)t+1 ).
We have justified in the remarks above that Algorithm 6.1 is indeed the di-
rect application of the efficient implementation of Algorithm 5.1 to the Problem of
Equation (6.7), which verifies Assumption 5.1. Then, Theorem 6.1 is a corollary of
Corollary 5.3, as shown below.
Proof of Theorem 6.1. Following [24], and noting q : x 7→ 12x>Σ†x, the primal
optimal point θ? can be retrieved as θ? = ∇q(Aθ?A) = Σ†Aθ?A, where θ?A is the optimal
dual parameter. Finally,
λmax(A
>Σ−2A)−1‖θt − θ?‖2 ≤ λmax(A>Σ−2A)−1‖Σ†A(θ˜t − θ?A)‖2 ≤ ‖θ˜t − θ?A‖2A†A,
where θ˜t = φ
K+1u˜t + z˜t. Finally, the control on ‖θ˜t− θ?A‖2A†A is given by Corollary 5.3.
Note that APCG also gives a guarantee in terms of dual function values but we drop
it in order to have a simpler statement.
6.3. Implementation details. We discuss several aspects related to the im-
plementation of Algorithm 6.1 below, and provide its Python implementation in
supplementary material.
Primal proximal updates. The proximal step of Line 10 is performed with the
function f˜∗i,j : x → f∗i,j(x) − 12Li,j ‖x‖2 instead of fi,j . Yet, Moreau identity [31]
provides a way to retrieve the proximal operator of f∗ using the proximal operator
of f , but this does not directly apply to f˜∗i,j , making its proximal update hard to
compute when no analytical formula is available to compute f˜∗i,j . Fortunately, the
proximal operator of f˜∗i,j can be retrieved from the proximal operator of f
∗
i,j . Following
the derivations from the conference paper [15], we now show how to implement
Algorithm 6.1 in a primal-only way. More specifically, if we denote η˜ij = ηµ
2
ijp
−1
ij then
for any x ∈ Rn+nm, we can also express the update only in terms of f∗i,j :
proxη˜ij f˜∗i,j
(x) = arg min
v
1
2η˜ij
‖v − x‖2 + f∗i,j(v)−
1
2Li,j
‖v‖2
= arg min
v
1
2
(
η˜−1ij − L−1i,j
) ‖v‖2 − η˜−1ij v>x+ f∗i,j(v)
= arg min
v
1
2
(
η˜−1ij − L−1i,j
)−1 ‖v − (1− η˜ijL−1i,j )−1 x‖2 + f∗i,j(v)
= prox(η˜−1ij −L−1i,j )
−1
f∗i,j
((
1− η˜ijL−1i,j
)−1
x
)
.
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Then, we use the identity:
(6.11) prox(ηf)∗(x) = ηproxη−1f∗
(
η−1x
)
,
and the Moreau identity leads to:
(6.12) proxηf∗(x) = x− ηproxη−1f
(
η−1x
)
.
This allows us to retrieve the proximal operator on f˜∗i,j using only the proximal
operator on fi,j :
(6.13)
(
1− η˜ijL−1i,j
)
proxη˜ij f˜∗i,j
(x) = x− η˜ijprox(η˜−1ij −L−1i,j )fi,j
(
η˜−1ij x
)
.
Note that the previous calculations are valid as long as η˜ijL
−1
i,j ≤ 1 for all virtual
edges. Using the same values for µ2ij as in Assumption 6.4, and using the fact that
η = ρ/σA = 2ρ/α, this condition writes 2ρ ≤ pij for all virtual edges (i, j). By
definition of ρ we have ρ ≤ pij/
√
2(1 + Lij/σi), so this constraint simply makes ρ
smaller by a
√
2 factor in the worst case (and does not change anything as long as
Lij > σi for all j). In the case of Algorithm 6.1, the update of Line 10 can be rewritten:
v
(i,j)
t+1 =
(
η˜−1ij − L−1ij
)−1 [
η˜−1ij z
(i,j)
t+1 − prox(η˜−1ij −L−1ij )fi,j
(
η˜−1ij z
(i,j)
t+1
)]
.
Communications. Communications in Algorithm 6.1 are abstracted by multipli-
cation by the Matrix Wb for a given batch of coordinates b. Note that if b is a set
of virtual edges then no communications in the network are required since Wb only
requires information exchange between central nodes and their virtual nodes. The
formulation of ADFS suggests that another communication round using the matrix
W˜b is required for the actual update. Yet, if bt is such that P
†
bA
†AP †b is a diagonal
matrix, then W˜bWb can be performed with only one round of communications. This is
the case for example if bt is a set of virtual edges (then no communications are actually
required). If bt is the set of all communication edges, then W˜bt = P
†
bt
since pcommP
†
bt
is the identity on Ker(A)⊥ so no extra communication is required in this case either.
Sparse updates. The way sequences ut+1 and zt+1 are updated means that the
only nodes that are updated at time t are those for which (I − ρW˜bt)ht is non-zero.
Since ht is very sparse, it in particular means that the parameters of virtual nodes
only need to be updated when their function is needed for an update. This would not
be the case if we had used the formulation of Algorithm 5.1 directly.
Linear case. For many standard machine learning problems, fi,j(θ) = `(X
>
i,jθ)
with Xi,j ∈ Rd. This implies that f∗i,j(θ) = +∞ whenever θ /∈ Span (Xi,j). Therefore,
the proximal steps on the Fenchel conjugate only have support on Xi,j , meaning
that they are one-dimensional problems that can be solved in constant time using for
example the Newton method when no analytical solution is available. Warm starts
(initializing on the previous solution) can also be used for solving the local problems
even faster so that in the end, a one-dimensional proximal update is only a constant
time slower than a gradient update. Note that this also allows to store parameters
vt and yt as scalar coefficients for virtual nodes, thus greatly reducing the memory
footprint of ADFS. Finally, the projectors are equal to Pij = XijX
>
ij/‖Xij‖2 in this
case which, as we will see, implies that κcomm = κb when σi = σ for all i.
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Sparse Communications. The communications in Algorithm 6.1 require sending
the full local vector of each node, which can be very expensive when the dimension
of the dataset is very high. This limitation is quite hard to bypass since ADFS
relies on model averaging. One trick that can be used was introduced along with
the DSBA algorithm [38], and consists in transmitting the updates ht instead of the
local parameter. The other nodes can then emulate the updates as long as they know
the gossip matrix. Yet, this approach increases local computations and storage by a
significant margin (all nodes need to keep track of and compute the parameters of the
other nodes in the network). Besides, it requires extremely sparse datasets to yield
significant gains since all nodes eventually need to know the full increment ht. Yet,
this can be useful when communications are more frequent than computations or when
the network is small. We do not elaborate more on this trick since it can be directly
adapted from the original DSBA paper [38].
Unbalanced local datasets. We assume that all local datasets are of fixed size m in
order to ease reading. Yet, the impact of the value of m on Algorithm 6.1 is indirect,
and unbalanced datasets can be handled without any change.
Natural Strong Convexity. ADFS is derived when strong convexity is obtained
through L2 regularization. It is possible to generalize this to arbitrary strongly convex
functions ωi by simply replacing
1
2σi
‖ · ‖2 by ω∗i , and performing the same derivations.
Yet, we chose to focus on the L2 regularization case to ease reading of the paper.
6.4. Non-smooth setting. The accelerated proximal coordinate gradient al-
gorithm can be applied to the problem of Equation (6.7) even if the function qA
is not strongly convex on Ker(A)⊥. This is for example the case when the func-
tions fi,j are not smooth so that Σ
† has diagonal blocks equal to 0 and therefore
Ker(A>Σ†A) 6⊂ Ker(A) so σA = 0. In this case, the choice of coefficients from
Corollary 5.4 leads to Algorithm 6.2, a formulation of ADFS that provides error
guarantees when primal functions fi,j are not smooth. More formally, if we define
F ∗ : x→∑ni=1 [∑mj=1 f∗i,j (x(i,j))+ 12σi ‖x(i)‖2], then, we have:
Theorem 6.3. If the functions fi,j are non-smooth then NS-ADFS guarantees:
E [F ∗(xt)]− F ∗(θ?) ≤ 2
t2
[
S2
λ+min(A
>A)
r2t +
6
p2min
[F ∗(x0)− F ∗(θ?)]
]
,
with S2 = maxb λmax(A
†AP †bA
>Σ†AP †bA
†A), r2t = ‖v0 − θ?‖2 − ‖vt − θ?‖2 and pmin
is taken over virtual edges.
The guarantees provided by Theorem 6.3 are weaker than in the smooth setting.
In particular, we lose linear convergence and get the classical accelerated sublinear
O(1/t2) rate. We also lose the bound on the primal parameters— recovering primal
guarantees is beyond the scope of this work. Note that the extra λ+min(A
>A) term
comes from the fact that Theorem 6.3 is formulated with primal parameter sequences
xt = Ax˜t. Also note that αt = O
(
t−1
)
.
6.5. Performances and Parameters Choice in the Homogeneous Setting.
We now prove the time to convergence of ADFS presented in Table 1, and detail
the conditions under which it holds. Indeed, Section 6.2 presents ADFS in full
generality but the different parameters have to be chosen carefully to reach optimal
speed. In particular, we have to choose the coefficients µ to make sure that the graph
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Algorithm 6.2 NS-ADFS
1: α0 = minvirtual edges (i,j) pij , ηt =
1
αtS2
, Wb = AcommP
†
bA
>
comm, W˜b =
AcommP
†
bA
†
comm, x0 = 0, v0 = 0, t = 0 // Initialization
2: while t < T do
3: yt = (1− αt)xt + αtvt
4: Sample block of edges b // Edges sampled from the augmented graph
5: vt+1 = zt+1 = vt − ηtWbΣ†yt // Communication abstracted by the matrix Wb
6: if b is a block of virtual edges then
7: for i = 1 to n do
8: for j such that (i, j) ∈ b do
9: v
(i,j)
t+1 = proxηtµ2ijp
−1
ij f
∗
i,j
(
z
(i,j)
t+1
)
10: v
(i)
t+1 = z
(i)
t+1 + z
(i,j)
t+1 − v(i,j)t+1
11: end for
12: end for
13: end if
14: xt+1 = yt + αtW˜b(vt+1 − vt)
15: αt+1 =
√
α4t+4α
2
t−α2t
2
16: end while
17: return θt = Σ
†vt
augmentation trick does not cause the smallest positive eigenvalue of A>Σ†A to shrink
too much, which is done by Lemma 6.5.
Assumption 6.4 (Parameters choice). For arbitrary µk` and for all commu-
nication edges, we denote L = AcommA
>
comm ∈ Rn×n the Laplacian of the com-
munication graph. Let DM and D˜M be the diagonal matrices such that (DM )ii =
σi + λmax
(∑m
j=1 Li,jPij
)
and (D˜M )ii = σi + 2λmax
(∑m
j=1 Li,jPij
)
. The local con-
dition number of node i is κi = (DM )ii/σi, and we choose the weights of virtual
edges as µ2ij = αLi,j, with α = 2λ
+
min(A
>
commD˜
−1
M Acomm), and their probabilities as
pij = pcomp(1 +Li,jσ
−1
i )
1
2 /Si with Si =
∑m
j=1(1 +Li,jσ
−1
i )
1
2 the normalizing constant
for node i.
This choice of parameters allows to tightly bound λ+min(A
>Σ†A), which defines
the rate of convergence of ADFS.
Lemma 6.5. If Assumption 6.4 holds, then for any x ∈ RE+nm we have
‖x‖2A>Σ†A ≥ λ+min(A>commD˜−1M Acomm)‖x‖2A†A.
In particular, σA ≥ α/2.
Proof sketch. The proof studies the Schur complement of Σ−
1
2AA>Σ−
1
2 . This
yields a characterization of the eigenvalues of A>Σ†A in terms of a determinant
equation of the form det(Lcomm −∆λ) = 0, with ∆λ a block-diagonal matrix that
depends on λ and Lcomm = AcommA
>
comm, where Acomm ∈ Rnd×Ed is the restriction of
A to communication nodes and edges. Then, Lemma C.1 gives necessary conditions for
an x to be in Ker(Lcomm−∆λ), and we thus deduce bounds on the smallest eigenvalue
of A>Σ†A from upper bounds on ∆λ. Note that the proof is simpler than in the
conference paper [15], and the different choices in Assumption 6.4 allow for a tighter
bound.
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We now study parameter ρ more in details, which is defined in Equation (6.8) by
bounding the spectrum of a matrix that depends on the block of coordinates chosen.
The spectral properties of this matrix heavily depend on whether the block contains
actual communication edges or virtual edges. One can trade pcomp for pcomm so that
the bound is the same for both kind of edges. This amounts to tuning the ratio
between communications and computations. We first make some assumptions on the
sampling performed, and then detail the communication and computation rate under
this sampling.
Assumption 6.6 (Synchronous sampling). The sampling of edges is such that:
• With probability pcomm, bt = bcomm, the set of all communication edges. This
corresponds to communicating over all edges of the network, which comes down
to a multiplication by the gossip matrix L.
• With probability pcomp = 1− pcomm, a computation step is performed. In this
case, bt = {(i, jt(i)), i ∈ {1, ..., n}}, where jt(i) = j with probability pi,j . This
corresponds to each node sampling exactly one virtual edge.
This synchronous sampling defines the blocks of coordinates bt that are picked
by Algorithm 6.1. It is then possible to compute ρ, the rate of convergence of ADFS,
depending on the frequency of communication pcomm.
Lemma 6.7. We denote κs = maxi κi and γ the spectral gap of the Laplacian of
the communication graph Lcomm = AcommA
>
comm. Under the synchronous sampling of
Assumption 6.6, the convergence rate of ADFS is such that
ρ2 = min
(
γ
κcomm
p2comm,
p2comp
2(m+
√
mκs)2
)
, with
κcomm =
λmax(A
>
commΣ
−1
commAcomm) / λmax(A
>
commAcomm)
λ+min(A
>
commD˜
−1
M Acomm) / λ
+
min(A
>
commAcomm)
.
If σk = σ for all k (homogeneous case) then κcomm = maxi(D˜M )ii/σ. If fij(θ) =
g(X>ijθ) and g is Lg-smooth then (D˜M )ii = σi + 2Lgλmax
(∑m
j=1XijX
>
ij
)
. Therefore,
κcomm is of order κb rather than κs, and we recover the expected communication
complexity for decentralized algorithms. In heterogeneous cases, κcomm better captures
the relations between the regularity of the local functions and the topology of the
communication graph.
Now that we have specified the rate of ADFS (improvement per iteration), the
only step left is to tune pcomm to minimize time needed to reach a given precision ε.
Theorem 6.8 gives a choice of pcomm that achieves optimal rates.
Theorem 6.8. If pcomm =
(
1 +
√
2γ
κcomm
(m+
√
mκs)
)−1
, then running Algo-
rithm 6.1 for K = ρ−1 log
(
ε−1
)
iterations guarantees E
[‖θK − θ?‖2] ≤ C0ε, and
takes time T (K), with T (K) such that:
E [T (K)] ≤
(√
2(m+
√
mκs) + τ
√
κcomm
γ
)
log
(
1
ε
)
.
Remark 6.9 (Tightness of the bound). For generalized linear models with homoge-
neous regulatization, we already saw that κcomm = O(κb), and thus ADFS is optimal.
Yet, the function used to derive the lower bound does not have σk = σ` for all k, `,
so we cannot directly say that κcomm = κb in this case. Fortunately, it is possible to
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Fig. 2: Performances of various decentralized algorithms on the logistic regression task
with m = 104 points per node, regularization parameter σ = 1 and communication
delays τ = 5 on 2D grid networks of different sizes.
exploit the structure of the graph and of D˜M and Σ
†
comm to derive that κcomm = O(κb)
anyway. Detailed derivations are presented in Appendix C.4.
6.6. Non-smooth setting. The leading constant governing the convergence
rate of ADFS in the non-smooth case is λ+min
(
A>A
)
/S2, which is very related to the
constant for the smooth case. Indeed, λ+min
(
A>Σ†A
)
is simply replaced by λ+min
(
A>A
)
.
In particular, we can use the results of Lemma 6.5 and simply replace Σ† by the
identity matrix. In this case, we get µ2ij =
λ+min(L)
1+m when (i, j) is a computation edge,
which yields
λ+min(A
>A) ≥ λ
+
min(L)
2(m+ 1)
.
Similarly, it is possible to set pi,j = pcomp/m and get a non-smooth equivalent of
Lemma 6.7 by writing:
S2 ≤ 1
σmin
max
(
λmax(L)
p2comm
,
λ+min(L)m
2
(m+ 1)p2comp
)
,
and so
S2
λ+min(A
>A)
≤ 2(m+ 1)
σmin
max
(
1
γp2comm
,
m
p2comp
)
.
Yet, there is no linear convergence and the precise optimization of pcomm depends
on the leading term from the bound of Theorem 6.3. If the term proportional to r2t
dominates then the same arguments as those of Theorem 6.8 can be applied and the
optimal choice is pcomm =
(
1 +
√
γm
)−1
.
7. Experiments. In this section, we illustrate the theoretical results by showing
how ADFS compares with MSDA [33], Point-SAGA [9], and DSBA [38]. We also
compare the synchronous version of ADFS (S-ADFS) to the locally synchronous one
of the conference paper (ADFS) [15]. All algorithms (except for DSBA, for which
we fine-tuned the step-size) were run with out-of-the-box hyperparameters given by
theory on data extracted from the standard Higgs and Covtype datasets from LibSVM.
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The underlying graph is a 2D grid network. Experiments were run in a distributed
manner on an actual computing cluster. Yet, plots are shown for idealized times in
order to abstract implementation details as well as ensure that reported timings were
not impacted by the cluster status. All the details of the experimental setup can be
found in Appendix E. An implementation of S-ADFS is also available in supplementary
material.
First of all, we note on all the plots from Figure 2 that ADFS and S-ADFS
exhibit very similar performances. S-ADFS is always slightly faster because it suffers
from no waiting time but, as argued in the conference paper [15], the waiting time
due to the local synchrony of ADFS is rather small. Although S-ADFS is easier to
implement (series of synchronous rounds), it offers less flexibility than ADFS to deal
with identified stragglers. In the next paragraph, we refer to both S-ADFS and ADFS
as ADFS since the differences are rather small.
Figure 2a shows that, as predicted by theory, ADFS and Point-SAGA have similar
rates on small networks. In this case, ADFS uses more computing power but has
a small overhead. Figures 2b and 2c use a much larger grid to evaluate how these
algorithms scale. In this setting, Point-SAGA is the slowest algorithm since it has
100 times less computing power available. MSDA performs quite well on the Covtype
dataset thanks to its very good network scaling. Yet, the m
√
κ factor in its rate makes
it scales poorly with the condition number κ, which explains why it struggles on the
Higgs dataset. DSBA is slow as well despite the fine-tuning because it is the only
non-accelerated method, and it has to communicate after each proximal step, thus
having to wait for a time τ = 5 at each step. ADFS does not suffer from any of these
drawbacks and therefore outperforms other approaches by a large margin on these
experiments. This illustrates the fact that ADFS combines the strengths of accelerated
stochastic algorithms, such as Point-SAGA, and fast decentralized algorithms, such as
MSDA.
8. Conclusion. In this paper, we develop an algorithmic framework for accel-
erated decentralized stochastic optimization based on accelerated block coordinate
descent with arbitrary sampling. It is an extension of the conference paper [15] that
provides stronger convergence results, and allows more flexibility in the algorithm
design. This flexibility is obtained thanks to the arbitrary block sampling, so it is
possible to transparently use global synchronous communications as well as local
pairwise communications, or anything in between. The rate of ADFS explicitly mixes
optimization-related and graph-related quantities, so that is is possible to adapt the
parameters of the algorithm to heterogeneous problems with specific structure, as done
with the line graph for instance.
We also provide a lower bound for decentralized stochastic optimization, and
show that a synchronous implementation of ADFS almost matches this lower bound
when parameters are chosen in a suitable way. The bound is exactly matched for
generalized linear models, and otherwise a small gap due to the difference between the
stochastic and batch condition numbers may exist. The problem of closing this gap in
full generality remains open.
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Section A presents the proofs for the lower bounds. Then, Section B presents
APCG with arbitrary block sampling as well as efficient formulations. Section C
presents the derivations required to obtain ADFS from the extended APCG algorithm
as well as the analysis of the speed of ADFS for a specific choice of parameters.
Section D presents formulations of ADFS that can be implemented efficiently, and
Section E details the experimental setting.
Appendix A. Lower bounds proofs. The goal of this Section is to prove the
various lower bounds presented in Section 4. Proofs are based on the work of [33],
with separable local functions as in [19] to take into account the finite sum aspect. For
simplicity, the proofs are presented for x ∈ `2, the space of sequences with summable
squares, but they can be adapted to x ∈ Rd as done in [19]. We prove in this section
Theorem 4.1.
Proof. We consider Q a set of nodes and Qc∆ the set of nodes at distance at least
∆ from Q in the graph G. Let L, σ > 0 be such that L ≥ σ and κ` > 3L/σ. Then, we
define for y ∈ `2 functions ψQi such that:
(A.1) fQi (y) =
1
2|Q|
[
σ
3
‖y‖2 + L− σ
4
(y>M1y − e>1 y)
]
if i ∈ Q,
(A.2) fQi (y) =
1
2|Qc∆|
[
σ
3
‖y‖2 + L− σ
4
y>M2y
]
if i ∈ Qcd,
(A.3) fQi (y) =
σ
6(n− |Qc∆| − |Q|)
‖y‖2 otherwise,
where M1 is the infinite block diagonal matrices with
(
1 −1
−1 1
)
on the diagonal and
M2 =
(
1 0
0 M1
)
. We then define for all i ∈ {1, · · · , n}:
ψi : x ∈ `m2 7→
m∑
j=1
fQi (xj), f =
n∑
i=1
fQi , and ψ =
n∑
i=1
ψi.
Note that we have that for all i, j, κ` ≥ 3L/σ since 0  M1 + M2  4I. Besides,
the solution of miny∈`2 f(y) is y
∗ such that for k ≥ 1, the k-th coordinate of y∗ is
y∗(k) = qk where q =
√
L/σ−1√
L/σ+1
. Indeed, y∗ is such that for all k ≥ 1,
σy∗(k) +
L− σ
4
[2y∗(k)− y∗(k − 1)− y∗(k + 1)] = 0,
where y∗(0) = 1 by convention. We now consider a sequence xt ∈ `n×m2 generated by a
black-box optimization procedure as defined in Section 4.1 and such that x0 = 0 without
loss of generality (it comes down to optimizing a shifted version of ψ). Therefore,
xti,j ∈ `2 corresponds to the j-th entry of the local parameter of node i, and we define
similarly x∗ ∈ `n×m2 such that x∗i,j = y∗. We then write:
n∑
i=1
m∑
j=1
‖xti,j − x∗i,j‖2 ≥
n∑
i=1
m∑
j=1
∑
l≥ki,j(t)
‖x∗i,j(l)‖2 ≥
n∑
i=1
m∑
j=1
1
1− q2 q
2kj(t),
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where kj(t) is the first index such that x
t
i,j(l) = 0 for all i and l ≥ kj(t). Using the
fact that ‖x0i,j − x∗i,j‖2 = (1− q)−1 for all i, we write:
E
 n∑
i=1
m∑
j=1
‖xti,j − x∗i,j‖2
‖x0i,j − x∗i,j‖2
 ≥ 1− q
1− q2n
m∑
j=1
E
[
q2kj(t)
]
.
An upper bound on kj(t) thus gives a lower bound on the expected error. We now
consider the following two extreme cases:
Case 1 : Communication bottleneck. The first one consists in considering
that computations are instant nodes in Q and Qc∆ perform a gradient update using
function i as soon as they receive the value. This is an extremely favorable case in
which communication is the only bottleneck. Let us denote pos0 the operator that
gives the position of the last non-zero coordinate of a sequence in `2. In particular,
maxi pos0(x
t
i,j) = kj(t). At the beginning, x0 = 0 so kj(0) = 1. Due to the structure
of f , if pos0(x) is odd then pos0(∇fQi (x)) = pos0(x) + 1{i ∈ Q}. If pos0(x) is even
then pos0(∇fQi (x)) = pos0(x) + 1{i ∈ Qc∆}. Similarly, if we denote px = proxηfQi (x)
then px + η∇fQi (px) = x so the same reasoning can be applied since px is unique and
if pos0(x) is odd, px(k) = 0 is a solution for k > pos0(x) + 1{i ∈ Q}.
Therefore, nodes in Q can only increase kj(t) if it is odd, and node in Q
c
∆ can
only increase kj(t) if it is even. Considering that a message takes time at least ∆τ
(with ∆ the diameter of the network) to go from Q to Qc∆ we get:
(A.4) kj(t) ≤ 1 + t
∆τ
, and so E
[
q2kj(t)
]
≥ q2+ 2t∆τ .
where the 2 term is here to account for the fact that no communication is needed for
the first step. This bound corresponds to the case in [33] in which computation of the
useful gradient starts as soon as possible.
Case 2 : Computations bottleneck. The other bound is obtained by consid-
ering the other extreme case, in which communications are instantaneous. At a given
time t, due to the form of the local functions, the only nodes that can improve the
error for a given dimension are either the ones in Q or the ones in Q∆c . Consider it
is a node in Q, then the message needs to be sent to a node in Q∆c and from there,
only nodes in Q∆c will be able to increase kj(t). Therefore, if we neglect both the
communication time and the time it takes for nodes in Q∆c to increase kj(t), we obtain
that kj(t) is bounded by two times the number of time progress has been made on
coordinate j. Since node i can only compute first-order characteristics for the function
ψi,ζi(t) : x 7→ fQi (xζi(t)), this leads to:
kj(t) ≤ 2
t∑
l=1
∑
i∈Q
1{ζi(t) = j},
since each evaluation takes time 1 and only nodes in Q can increase even dimensions.
In particular, we have that
m∑
j=1
kj(t) ≤ 2
t∑
l=1
∑
i∈Q
m∑
j=1
1{ζi(t) = j} ≤ 2|Q|dte.
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We can then use Jensen inequality with the convex function f : x 7→ q2x and the fact
that q ≤ 1 to write that:
(A.5)
1
m
m∑
i=j
q2kj(t) ≥ q 2m
∑m
j=1 kj(t) ≥ q 4|Q|dtem .
Therefore, parallelism is very limited in this case because the bound only nodes in Q
actually contribute to the progress. This is actually the case as well in [33]. In the
end, we can lower bound the error by the max of Equations (A.4) and A.5. In order
to have a simpler expression, we lower bound the maximum of the two terms by their
average to obtain:
2
nm
1− q2
1− q E
 n∑
i=1
m∑
j=1
‖xti,j − x∗i,j‖2
‖x0i,j − x∗i,j‖2
 ≥ q 4|Q|dtem + q2+ 2dte∆τ .
Since ‖xt − x∗‖2 = ∑ni=1∑ j = 1m‖xti,j − x∗i,j‖2 and for all i, i′, j, j′, we have x0i,j =
xi′,j′ and x
∗
i,j = x
∗
i′,j′ then ‖x0 − x∗‖2 = nm‖x0i,j − x∗‖2 for some i, j. In particular,
2
1− q2
1− q E
[ ‖xt − x∗‖2
‖x0 − x∗‖2
]
≥ q 4|Q|dtem + q2+ 2dte∆τ .
Then, we write q =
√
L/σ−1√
L/σ+1
= 1 − 2√
L/σ+1
and 1 +
√
L/σ = (m + m
√
L/σ)/m =
(m+
√
mκs/3)/m since the objective is separable in j. This yields:
2
1− q2
1− q E
[ ‖xt − x∗‖2
‖x0 − x∗‖2
]
≥
(
1− 2m
m+
√
mκs/3)
) 4|Q|dte
m
+
(
1− 2
1 +
√
κ`/3
)2+ 2dte∆τ
.
It is then possible to pick ∆ as the diameter of the graph and Q = {u} where
u ∈ arg maxv d(u, v) where d(u, v) is the distance between nodes u and v in the graph
G. Note that the way of choosing ζi(t) (e.g., deterministically or randomly) does not
matter.
Appendix B. Generalized APCG.
B.1. Efficient implementation. This section presents efficient implementations
of the generalized APCG algorithm. The main goal is to avoid as much as possible to
perform convex combinations of dense vectors. The main changes in Algorithm B.1
are that we express the proximal operator of line 5 in a slightly different but equivalent
form and that line 6 requires a matrix product to take into account the block aspect and
the strong convexity in an arbitrary norm. The proof is a straightforward adaptation
of [24]. Note that the full vector wt never actually needs to be formed so local updates
are sparse.
We now present the convex case, which is an adaptation of [12]. We therefore
refer the interested reader to this paper for the details of the equivalence between
Algorithm 5.1 in the convex case and Algorithm B.2.
B.2. Proof of Theorem 5.2. Before starting the proof, we define wt = (1 −
βt)vt + βtyt, and for v ∈ R:
V ti (v) =
Bt+1pi
2at+1
‖v − w(i)t + ηie>i ∇f(yt)‖2 + ψi(v).
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Algorithm B.1 Efficient Generalized APCG(ρ, σA, pi), Strongly Convex Case.
1: u0 = 0, z0 = 0, φ =
1−ρ
1+ρ , η =
ρ
σA
2: while t < T do
3: wt = −φt+1ut + vt
4: gt = ηP
†
b∇qA(φt+1ut + zt)
5: h
(i)
t = proxηp−1i ψi
(
w
(i)
t − g(i)t
)
− w(i)t for all i ∈ b, 0 otherwise.
6: ut+1 = ut − I−ρP
†
bt
A†A
2φt+1 ht, zt+1 = zt +
I+ρP †btA
†A
2 ht
7: end while
8: return φTuT + zT
Algorithm B.2 Efficient Generalized APCG(ρ, σA, pi), Convex Case.
1: u0 = 0, v0 = 0, α0 = mini,ψi 6=0 pi, ηt =
1
αtS2
2: while t < T do
3: gt = ηtP
†
b∇qA(α2tut + zt)
4: z
(i)
t+1 = proxηtp−1i ψi
(
z
(i)
t − g(i)t
)
for all i ∈ b, 0 otherwise.
5: ut+1 = ut − I−αtP
†
bt
A†A
2α2t
(zt+1 − zt)
6: αt+1 =
√
α4t+4α
2
t−α2t
2 =
2
1+
√
1+4α−2t
7: end while
8: return α2T−1uT + vT
Then, we give the following lemma, which generalizes the proofs in [24] and [12] by
considering non-uniform probabilities and that works with blocks of coordinates for
both the convex and the strongly convex cases. The proof is given later.
Lemma B.1. If either 1−βt− αtpi ≥ 0 or αt = βt and 1− αtpi ≥ 0 for any i such that
ψi 6= 0, then for any t and i such that ψi 6= 0, we can write x(i)t =
∑t
l=0 δ
(i)
t (l)v
(i)
l such
that
∑t
l=0 δ
(i)
t (l) = 1 and for any l, δ
(i)
t (l) ≥ 0. We define ψˆ(i)t =
∑t
l=0 δ
(i)
t (l)ψi(v
(i)
l )
and ψˆt =
∑d
i=1 ψˆ
(i)
t . Then, if Ri = 1 whenever ψi 6= 0, ψ(xt) ≤ ψˆt and:
(B.1) Eit
[
ψˆt+1
]
≤ αtψ(v˜t+1) + (1− αt)ψˆt.
where v˜
(i)
t+1 = arg minv V
t
i (v) for all i. In particular, v
(i)
t+1 = v˜
(i)
t+1 if i ∈ bt and
v
(i)
t+1 = w
(i)
t if i /∈ bt.
Note that Lemma B.1 is a small generalization to arbitrary sampling probabilities
of the beginning of the proof in [24]. We now introduce and Lemma B.2, which is the
main inequality from which the rest of the proof follows directly.
Lemma B.2. For any block of coordinates b, the following inequality holds:
1
2ηt
[‖vt+1 − θ?‖2A†A + ‖vt+1 − wt‖2A†A − ‖θ? − wt‖2A†A]
≤ 〈P †b∇qA(yt), θ? − vt+1〉A†A +
∑
i∈b
1
pi
[
ψi
(
θ?(i)
)
− ψi
(
v
(i)
t+1
)]
.
(B.2)
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Proof. We note v⊥t+1 the restriction of vt+1 to coordinates i such that ψi = 0.
Similarly, we note b⊥ the restriction of the block b to coordinates i such that ψi = 0.
With these notations, we write:
1
2ηt
[‖v⊥t+1−θ?⊥‖2A†A + ‖v⊥t+1 − w⊥t ‖2A†A − ‖θ?⊥ − w⊥t ‖2A†A]
≤
∑
i∈b⊥
1
pi
[
〈∇iqA(yt), θ? − vt+1〉A†A + ψi
(
θ?(i)
)
− ψi
(
v
(i)
t+1
)]
.
(B.3)
Equation (B.3) follows directly from using v⊥t+1 = w
⊥
t −
∑
i∈b⊥
ηt
pi
∇iqA(yt) and basic
algebra (expanding the squared terms).
If i ∈ b is such that ψi 6= 0, we use the strong convexity of V ti at points v(i)t+1 (its
minimizer, by definition) and θ?(i) (i-th coordinate of a minimizer of F ) to write that
V ti (v
(i)
t+1) +
Bt+1pi
2at+1
‖v(i)t+1 − θ?(i)‖2 ≤ V ti (θ?(i)). This is a key step from the proof of [24]
and uses the same arguments as Lemma 3 from [12]. Then, expanding the V ti terms
yields:
‖v(i)t+1 − θ?(i)‖2 + ‖v(i)t+1 − w(i)t +
at+1
Bt+1pi
∇iqA(yt)‖2
− ‖θ?(i) − w(i)t +
at+1
Bt+1pi
∇iqA(yt)‖2 ≤ 2at+1
Bt+1pi
[
ψi
(
θ?(i)
)
− ψi
(
v
(i)
t+1
)]
.
If we pull gradient terms out of the squares this yields:
1
2ηt
[‖v(i)t+1−θ?(i)‖2A†A + ‖v(i)t+1 − w(i)t ‖2A†A − ‖θ?(i) − w(i)t ‖2A†A]
≤ 1
pi
[
〈∇iqA(yt), θ? − vt+1〉A†A + ψi
(
θ?(i)
)
− ψi
(
v
(i)
t+1
)]
.
(B.4)
Finally, if i /∈ b is such that ψi 6= 0 then v(i)t+1 = w(i)t and so
‖v(i)t+1 − θ?(i)‖2A†A + ‖v(i)t+1 − w(i)t ‖2A†A − ‖θ?(i) − w(i)t ‖2A†A = 0.
Note that A†Aei = ei for all i such that ψi 6= 0 since e>i A†Aei = 1 and A†A is a
projector. Therefore,
(B.5) ‖vt+1 − θ?‖2A†A = ‖v⊥t+1 − θ?⊥‖2A†A +
∑
i,ψi 6=0
‖v(i)t+1 − θ?(i)‖2A†A
so we can sum Equation (B.3) with Equation (B.4) for all i to finish the proof.
Proof of Theorem 5.2. This proof follows the same general structure as Nesterov
and Stich [30]. In particular, it follows from expanding the ‖vt+1 − θ?‖2 term. In
the original proof, vt+1 = wt − g where g is a gradient term so the expansion is
rather straightforward. In our case, vt+1 is defined by a proximal mapping so a bit
more work is required. Yet, similar terms appear, along with the function values of
the non-smooth term that we control with Lemma B.1. This expansion is done by
Lemma B.2, which relies on using the strong convexity of the proximal mapping.
We now evaluate each term of Equation (B.2). First of all, we use that yt−xt+1 =
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αtP
†
bA
†A(wt − vt+1) to write:
E
[
〈P †b∇qA(yt), θ? − vt+1〉A†A
]
= E
[
〈P †b∇qA(yt), θ? − wt〉A†A
]
+ E
[
∇qA(yt)>P †bA†A(wt − vt+1)
]
= 〈∇qA(yt), θ? − wt〉A†A + α−1t E
[∇qA(yt)>(yt − xt+1)] .
The rest of this proof closely follows the analysis from Hendrikx et al. [14], which is
an adaptation of Nesterov and Stich [30] to strong convexity on a subspace. The main
difference is that it is also necessary to control the function values of ψ, which is done
using Lemma B.1. For the first term, we use the strong convexity of f as well as the
fact that wt = yt − 1−αtαt (xt − yt) to obtain:
at+1∇qA(yt)>A†A(θ? − wt) = at+1∇qA(yt)>A†A
(
θ? − yt + 1− αt
αt
(xt − yt)
)
≤ at+1
(
qA(θ
?)− qA(yt)− 1
2
σA‖yt − θ?‖2A†A +
1− αt
αt
(qA(xt)− qA(yt))
)
≤ at+1qA(θ?)−At+1qA(yt) +AtqA(xt)− 1
2
at+1σA‖yt − θ?‖2A†A.
For the second term we use the smoothness of qA and then the fact that xt+1 − yt has
support on Uk only (just like vt+1 − wt), as well as the fact that A†A is symmetric to
obtain:
at+1
αt
∇qA(yt)>(yt − xt+1)
≤ At+1 [qA(yt)− qA(xt+1)] + at+1
2αt
‖xt+1 − yt‖2M
≤ At+1 [qA(yt)− qA(xt+1)] + at+1αt
2
‖A†A(vt+1 − wt)‖2P †bMP †b
≤ At+1 [qA(yt)− qA(xt+1)] +
a2t+1λmax((A
†AP †bMP
†
bA
†A)
2At+1
‖vt+1 − wt‖2A†A.
Noting ∆qA(xt) = E [qA(xt)]−qA(θ?) and remarking that at+1 = At+1−At, we obtain,
using that αt =
at+1
At+1
:
E
[
at+1〈P †b∇qA(yt), θ? − vt+1〉A†A
]
≤ At∆qA(xt)−At+1∆qA(xt+1) + Bt+1
2
E
[‖wt − vt+1‖2A†A]− at+1σA2 ‖yt − θ?‖2A†A.
Using Lemma B.1, we derive in the same way:
E
[
at+1
pi
[
ψi
(
θ?(i)
)
− ψi
(
v
(i)
t+1
)]]
= at+1ψ(θ
?)−At+1αtψ(v˜t+1)
≤ At
(
E
[
ψˆt
]
− ψ(θ?)
)
−At+1
(
E
[
ψˆt+1
]
− ψ(θ?)
)
.
Now, we can multiply Equation (B.2) by at+1pi and take the expectation over i. The
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‖vt+1 − wt‖2A†A terms cancel and we obtain:
Bt+1
2
E
[‖vt+1 − θ?‖2A†A]+At+1∆FˆA(xt+1)
≤ At∆FˆA(xt) + Bt+1
2
‖wt − θ?‖2A†A −
at+1σA
2
‖yt − θ?‖2A†A,
where ∆FˆA(xt) = ∆qA(xt) + E
[
ψˆt
]
− ψ(θ?). Convexity of the squared norm yields
‖wt− θ?‖2A†A ≤ (1−βt)‖vt− θ?‖2A†A +βt‖yt− θ?‖2A†A. Now remarking that Bt+1(1−
βt) = Bt and at+1σA = Bt+1βt, and summing the inequalities until t = 0, we obtain:
Bt‖vt − θ?‖2A†A + 2At∆FˆA(xt) ≤ 2A0∆FA(x0) +B0‖v0 − θ?‖2A†A.
We finish the proof by using the fact that ψ(xt) ≤ ψˆt and ψ(x0) = ψˆ0 since x0 = v0.
Now that we have proven Theorem 5.2, we can proceed to the proof of Lemma B.1.
Proof of Lemma B.1. This lemma is a generalization of a part of the APCG to
arbitrary probabilities (instead of uniform ones). It still uses the fact that xt can be
written as a convex combination of (vl)l≤t, but it requires to use a different convex
combination for each coordinate of xt, thus crucially exploiting separability of the
proximal term. If coordinate i is such that ψi = 0, then ψˆ
(i)
t+1 ≤ αtψi(v˜(i)t+1)+(1−αt)ψˆ(i)t
is automatically satisfied for any δ
(i)
t . For coordinates i such that ψi 6= 0 (and so
Ri = 1), we start by expressing xt+1 in terms of xt, vt+1 and vt . More precisely, we
write that for any t > 0:
x
(i)
t+1 = y
(i)
t +
αt
pi
(v
(i)
t+1 − w(i)t ).
Indeed, either coordinate i is updated at time t or v
(i)
t+1 = w
(i)
t so the previous equation
always holds. We can then develop the wt and yt terms to obtain x
(i)
t+1 only in function
of x
(i)
t , v
(i)
t and v
(i)
t+1:
x
(i)
t+1 =
αt
pi
v
(i)
t+1 +
(
1− αtβt
pi
)
y
(i)
t −
αt(1− βt)
pi
v
(i)
t
=
αt
pi
v
(i)
t+1 +
(
1− αtβt
pi
)
(1− αt)x(i)t + αt(1− βt)v(i)t
1− αtβt −
αt(1− βt)
pi
v
(i)
t
=
αt
pi
v
(i)
t+1 + αt(1− βt)
[
1− αtβtpi
1− αtβt −
1
pi
]
v
(i)
t +
(
1− αtβt
pi
)
(1− αt)
1− αtβtx
(i)
t
=
αt
pi
v
(i)
t+1 +
αt(1− βt)
1− αtβt
(
1− 1
pi
)
v
(i)
t +
(
1− αtβt
pi
)
(1− αt)
1− αtβtx
(i)
t .
At this point, all coefficients sum to 1. Indeed, they all sum to 1 at the first line and we
have expressed w
(i)
t and then y
(i)
t as convex combinations of other terms, thus keeping
the value of the sum unchanged. Yet, pi < 1 so the coefficient on the second term is
negative. Fortunately, it is possible to show that the v
(i)
t term in the decomposition
of x
(i)
t is large enough so that the v
(i)
t term in the decomposition of x
(i)
t+1 is positive.
More precisely, we now show by recursion that for t ≥ 0:
(B.6) x
(i)
t+1 =
αt
pi
v
(i)
t+1 +
t∑
l=0
δ
(i)
t+1(l)v
(i)
l ,
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with δ
(i)
t+1(l) ≥ 0 for l ≤ t. For t = 0, x0 = v0 and x(i)1 = α0pi v
(i)
1 +
(
1− α0pi
)
v
(i)
0 . We
now assume that Equation (B.6) holds for a given t > 0, and expand δ
(i)
t+1(t) to show
that it is positive. Using that δ
(i)
t (t) =
αt
pi
, we write:
δ
(i)
t+1(t) =
αt(1− βt)
1− αtβt
(
1− 1
pi
)
+
αt
pi
(
1− αtβt
pi
)
(1− αt)
1− αtβt
=
αt
1− αtβt
[
(1− βt)
(
1− 1
pi
)
+
(1− αt)
pi
(
1− αtβt
pi
)]
=
αt
1− αtβt
[
1− βt − 1
pi
+
βt
pi
+
1
pi
− αt
pi
− (1− αt)αtβt
p2i
]
=
αt
1− αtβt
[(
1− βt − αt
pi
)
+
βt
pi
(
1− (1− αt)αt
pi
)]
.
We conclude that δ
(i)
t+1(t) ≥ 0 since 1− βt − αtpi ≥ 0. Note that this condition can be
weakened to 1− α2t
p2i
≥ 0 when βt = αt or when βt = 0. We also deduce from the form
of x
(i)
t+1 that for l < t, the only coefficients on v
(i)
l in the development of x
(i)
t+1 come
from the x
(i)
t term and so:
(B.7) δ
(i)
t+1(l) =
(
1− αtβt
pi
)
(1− αt)
1− αtβt δ
(i)
t (l),
so these coefficients are positive as well. Since they also sum to 1, it implies that x
(i)
t
is a convex combination of the v
(i)
l for l ≤ t, and we use the convexity of ψi to write:
ψi(x
(i)
t ) = ψi
(
t∑
l=0
δ
(i)
t (l)v
(i)
l
)
≤
t∑
l=0
δ
(i)
t (l)ψi(v
(i)
l ) = ψˆ
(i)
t .
Now, we can properly express ψˆ
(i)
t+1 using the decomposition of x
(i)
t+1 in terms of δ
(i)
t+1:
E
[
ψˆ
(i)
t+1
]
= E
[
αt
pi
ψi(v
(i)
t+1)
]
+
αt(1− βt)
1− αtβt
(
1− 1
pi
)
ψi(v
(i)
t )
+
(
1− αtβt
pi
)
1− αt
1− αtβt
t∑
l=0
δ
(i)
t (l)ψi(v
(i)
l )
= αtψi(v˜
(i)
t+1) + (1− pi)
αt
pi
ψi(w
(i)
t ) +
αt(1− βt)
1− αtβt
(
1− 1
pi
)
ψi(v
(i)
t )
+
(
1− αtβt
pi
)
1− αt
1− αtβt ψˆ
(i)
t
At this point, we use the convexity of ψi to develop ψi(w
(i)
t ) and then ψi(y
(i)
t ) in the
following way:
ψi(w
(i)
t ) ≤ (1− βt)ψi(v(i)t ) + βtψi(y(i)t )
≤ (1− βt)ψi(v(i)t ) +
βt
1− αtβt
[
(1− αt)ψi(x(i)t ) + αt(1− βt)ψi(v(i)t )
]
=
1− βt
1− αtβtψi(v
(i)
t ) +
βt(1− αt)
1− αtβt ψi(x
(i)
t ).
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If we plug these expressions into the development of E
[
ψˆ
(i)
t+1
]
, the ψi(v
(i)
t ) terms
cancel and we obtain:
E
[
ψˆ
(i)
t+1
]
≤ αtψi(v˜(i)t+1) + αt
(
1
pi
− 1
)
βt(1− αt)
1− αtβt ψi(x
(i)
t ) +
(
1− αtβt
pi
)
1− αt
1− αtβt ψˆ
(i)
t
We now use the fact that ψi(x
(i)
t ) ≤ ψˆ(i)t (by convexity of ψi) to get:
E
[
ψˆ
(i)
t+1
]
≤ αtψi(v˜(i)t+1) +
1− αt
1− αtβt
[
αtβt
(
1
pi
− 1
)
+
(
1− αtβt
pi
)]
ψˆ
(i)
t
≤ αtψi(v˜(i)t+1) + (1− αt)ψˆ(i)t
This holds for any coordinate i and so E
[
ψˆt+1
]
≤ αtψ(v˜t+1 + (1− αt)ψˆt for all
t ≥ 0, which finishes the proof of the lemma.
B.3. Proof of the corollaries. Now that that we have proven the main result,
we show how specific choices of parameters lead to fast algorithms.
Proof of Corollary 5.3. If σA > 0, then the parameters can be chosen as αt =
βt = ρ =
√
σA
S , with At = (1− ρ)−t and Bt = σAAt. These expressions can then be
plugged into the recursion to verify that they do satisfy it. This choice of keeping a
constant αt is classic and slightly suboptimal for small values of t compared with the
choice made [30].
Proof of Corollary 5.4. We first prove that αt can actually be obtained by a simple
recursion. This comes from the (well-known) fact that the recursions in [24] and [30]
are actually the same. If σA = 0 then we have to choose βt = 0 for all t. Then, we can
choose Bt = B0 for any B0 > 0. This allows to write (At+1 −At)2S2 = AtB0 for all t,
which is a second degree polynomial in the variable At+1. We choose the positive root
in order to have at+1 ≥ 0, which yields:
At+1 = At +
B0
2S2
(
1 +
√
1 + 4S2B−10 At
)
.
Coefficients (at) can be computed using
at+1 = At+1 −At = B0
2S2
(
1 +
√
1 + 4S2B−10 At
)
,
and so we use the fact that at+1S
2 = At+1Bt+1, which can be rewritten as αt =
B0
at+1S2
.
to obtain the sequence (αt) as:
αt =
2
1 +
√
1 + 4S2B−10 At
.
In particular,
At =
[(
2
αt
− 1
)2
− 1
]
B0
4S2
.
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This expression for At and At+1 can be substituted in the relation At+1 = At+
B0
at+1S2
,
which yields after some simplifications:
α−2t+1 − α−1t+1 − α−2t = 0,
which is a second degree polynomial in the variable α−1t+1. Solving for αt leads to
αt+1 =
2
1 +
√
1 + 4α−2t
=
√
α4t + 4α
2
t − α2t
2
,
which is the exact same recursion as in [24] and [12]. In particular, only the value of
α0 matters and only the sequence αt actually needs to be computed, since the only
coefficients needed are the αt and
at+1
Bt+1
= 1αtS2 .
We would like to choose the highest possible α0, such that 1 − α0/pmin ≥ 0, so
we take α0 = pmin where pmin = mini pi where the minimum is over all coordinates
such that ψi 6= 0. This is enough to respect the condition αt ≤ pmin since (αt) is a
decreasing sequence. This leads to
A0 =
[(
2
pmin
− 1
)2
− 1
]
B0
4S2
≤ B0
p2minS
2
.
Since A0 ≥ 0, a direct recursion yields At ≥ B0t24S2 . We call r2t = ‖v0−θ?A‖2A†A−E[‖vt−
θ?A‖2A†A], and ∆Ft = E[qA(xt) + ψ(xt)]− qA(θ?A) + ψA(θ?A), then:
Ft ≤ 1
2At
(
B0r
2
t + 2A0F0
)
=
B0
2At
(
r2t +
2
S2p2min
F0
)
≤ 2S
2
t2
(
r2t +
2
S2p2min
F0
)
,
which finishes the proof of the rate.
Appendix C. Algorithm Performances. The linear convergence rate of
ADFS is a direct consequence of the generalized APCG convergence theorem. Yet, it
is not straightforward to derive hyperparameters that lead to a rate that is fast and
that can be easily interpreted. The goal of this section is to choose such parameters
when the functions fi,j are smooth, and detail the rate in this case.
C.1. Strong convexity of the augmented problem. The number of itera-
tions required to solve the augmented problem only depends on the conditioning of the
augmented problem. The Hessian of qA is equal to A
>Σ−1A and the rate of Accelerated
Proximal Coordinate Gradient depends on λmax((A
†A)UbP−1A>Σ−1AP−1Ub(A†A)).
We study in this section the smallest eigenvalue of A>Σ−1A, and in particular prove
Lemma 6.5. We start by proving a first lemma.
Lemma C.1. Let U, V ∈ Rd be two symmetric positive semi-definite matrices. Let
x ∈ Ker(U − V ), that can be decomposed into x = x+ + x⊥, with x⊥ ∈ Ker(U) and
x+ ∈ Ker(U)⊥. Then, x>+Ux+ ≤ x>+V x+, and if x+ = 0 then x⊥ ∈ Ker(V ).
Proof. Let x ∈ Ker(U − V ). We write:
x>+Ux+ = x
>Ux = x>V x = x>+V x+ + 2x
>
⊥V x+ + x
>
⊥V x⊥.
Besides, x>⊥(U − V )x = 0, and so x>⊥V x+ = −x>⊥V x⊥ ≤ 0. Therefore,
x>+Ux+ = x
>
+V x+ + x
>
⊥V x+ ≤ x>+V x+.
Finally, if x+ = 0 then x
>
⊥V x⊥ = −x>⊥V x+ = 0, and so x⊥ ∈ Ker(V ).
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Proof of Lemma 6.5. For any rectangular matrix Q, all non-zero singular values
of the matrix Q>Q are also non-zero singular values of the matrix QQ>, so we can
analyze the spectrum of the matrix L˜ = Σ−1/2AA>Σ−1/2 instead of the spectrum of
A>Σ−1A. Recall that A writes:
(C.1) A =
(
Acomm ⊗ Id Dµ
0 −Ddiagµ
)
Then, if we denote Lcomm the Laplacian matrix of the original true graph, the rescaled
Laplacian matrix of the augmented graph writes:
(C.2) L˜ = Σ−1/2
(
Lcomm ⊗ Id +DµD>µ −DµDdiagµ
−Ddiagµ D>µ (Ddiagµ )2
)
Σ−1/2.
We define
P⊥ =
P11 0· · ·
0 Pnm
 ∈ Rnmd×nmd.
If we split Σ into two diagonal blocks Σcomm = diag(σ1, · · · , σn)⊗Id (for the communi-
cation nodes), and Σcomp (for the computation nodes) and apply the block determinant
formula, we obtain:
det(L˜− λIn(m+1)d) = det(Σ−
1
2
comp(D
diag
µ )
2Σ
− 12
comp − λInmd)
× det(Σ− 12comm[(Lcomm ⊗ Id) +DµD>µ − λΣcomm−
DµD
diag
µ Σ
− 12
comp
(
Σ
− 12
comp(D
diag
µ )
2Σ
− 12
comp − λInmd
)†
Σ
− 12
compD
diag
µ D
>
µ ]Σ
− 12
comm).
Now, we use that µ2ij = αLij for some α > 0, and note that:
(Σ
− 12
comp(D
diag
µ )
2Σ
− 12
comp)ij = (D
diag
µ Σ
−1
compD
diag
µ )ij = µ
2
ijPij/Lij = αPij .
This can be used along with the fact that DµD
>
µ = DµP⊥D
>
µ to rewrite the previous
determinant as:
det(L˜− λIn(m+1)d) = det(αP⊥ − λInmd)×
det(Lcomm ⊗ Id − λΣcomm − αDµP⊥(αP⊥ − λInmd)†D>µ ).
Note that since P⊥ is a projector,
P⊥(αP⊥ − λInmd)† = ((αP⊥ − λInmd)P⊥)† = (α− λ)−1P⊥.
Therefore, the non-zero eigenvalues of A>Σ−1A are the λ that satisfy the following
equation:
(C.3) 0 = det(αP⊥ − λInmd) det
(
Lcomm ⊗ Id − λ
(
Σcomm +
1
α− λDµD
>
µ
))
.
We now consider 0 < λ ≤ α/2, so that: Σcomm + 1α−λDµD>µ 4 D˜M ⊗ Id, with
(D˜M )ii = λmax
σiId + 2
α
m∑
j=1
µ2ijPij
 = σi + 2λmax
 m∑
j=1
LijPij
 .
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Therefore, for any y ∈ Ker(Lcomm ⊗ Id)⊥ such that y 6= 0,
y>(Lcomm ⊗ Id −∆λ)y > y>((Lcomm − λD˜M )⊗ Id)y.
In particular we have that if 0 < λ < λ+min(D˜
− 12
M LcommD˜
− 12
M ) then
(C.4) y>(Lcomm ⊗ Id −∆λ)y > 0.
Let x ∈ Ker(Lcomm ⊗ Id − ∆λ) then Lemma C.1 tells us that x = x+ + x⊥ with
x+ ∈ Ker(Lcomm ⊗ Id)⊥ and x>+(Lcomm ⊗ Id − ∆λ)x+ ≤ 0. If x+ 6= 0 then this
contradicts Equation (C.4) so x+ = 0, meaning that x ∈ Ker(∆λ) using the second
part of Lemma C.1, and so x = 0.
Therefore, if λ is such that 0 < λ < min(λ+min(D˜
− 12
M LcommD˜
− 12
M ), α/2) then by
using the eigenvalue characterization given by Equation (C.3), λ is not an eigen-
value of A>Σ−1A since Ker(Lcomm −∆λ) = {0}, so in particular λ+min(A>Σ−1A) ≥
min(D˜
− 12
M LcommD˜
− 12
M , α/2).
Besides, λ+min(D˜
− 12
M LcommD˜
− 12
M ) = λ
+
min(A
>
commD˜
−1
M Acomm) and A
>
commD˜
−1
M Acomm
is independent of α since α only affects the µij weights when (i, j) is a computation
edge, and so we can choose α = 2λ+min(A
>
commD˜
−1
M Acomm), so that λ
+
min(A
>Σ−1A) ≥
λ+min(A
>
commD˜
−1
M Acomm). Finally, Ker(A
>Σ−1A) = Ker(A) and so
‖x‖2A>Σ−1A ≥ λ+min(A>Σ−1A)‖x‖2A†A ≥ λ+min(A>commD˜−1M Acomm)‖x‖2A†A,
which finishes the proof.
C.2. Smoothness of the augmented problem. The goal of this section is to
prove Lemma 6.7 by analyzing λmax((A
†A)>P †bMP
†
bA
†A) for any block b.
Proof of Lemma 6.7. The proof is split into three parts. We first bound the value
of λmax((A
†A)>P †bA
>Σ−1AP †bA
†A) depending on whether b is a communication or a
computation block, and then we give a bound on the rate ρ.
Communication blocks. Under the sampling of Assumption 6.6, all coordinates
have the same probability pe of being selected at each step. In this case, P
†
b =
1
pb
Ub
where Ub is the projector on communication edges that are in b (all the communication
edges for Assumption 6.6. We denote Vb ∈ R(m+1)nd×(m+1)nd the projector on
{i, ∃j/(i, j) ∈ b}, the set of nodes for which one of their vertices is updated, and write:
P †bA
>Σ−1AP †b =
1
p2e
UbA
>Σ−1AUb =
1
p2e
UbA
>VbΣ−1VbAUb
In this case, we note Lb the Laplacian of the subgraph defined by the edges in b, which is
such that Lb⊗Id = AUbA>, and we use the fact that λmax(AUbA>) = λmax(UbA>AUb)
to write:
(C.5) λmax((A
†A)>P †bA
>Σ−1AP †bA
†A) ≤ λmax(Lb)
σminp2e
.
In particular, Equation (C.5) allows to consider dynamically changing graphs
for which we know that all edges have the same probability of appearing at each
step and for which we can bound the Laplacian matrix of any subgraph. This allows
to consider a complete underlying communication graph while taking advantage of
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communications on subgraphs only. If we take pe = pcomm (i.e. all communication
edges are sampled at each communication step) then this becomes:
λmax((A
†A)>P †bA
>Σ−1AP †bA
†A) ≤ λmax(L)
σminp2comm
,
with L the Laplacian matrix of the original communication graph.
Computation blocks. We start with the case in which each node only samples
the coordinate associated with one virtual edge. In this case, we take λ ∈ RE+nmd
and write:
(eb ⊗ λ)>P †bA>Σ−1AP †b (eb ⊗ λ)
=
n∑
i=1
∑
j,(i,j)∈b
e>ijA
>∑
u∈V
Σ−1uueue
>
u
n∑
i′=1
∑
j′,(i′,j′)∈b
Aei′j′ × λ>ijPijPi′j′λi′j′
=
n∑
i=1
∑
j,(i,j)∈b
n∑
i′=1
∑
j′,(i′,j′)∈b
µij
pij
∑
u∈V
Σ−1uu (ei − ej)>eue>u (e′i − e′j)λ>ijPijPi′j′λi′j′
=
n∑
i=1
∑
j,(i,j)∈b
µ2ij(σ
−1
i + L
−1
i,j )
p2ij
× ‖λij‖2Pij .
We deduce that if only one coordinate is sampled per node then we have:
λmax(P
†
bA
>Σ−1AP †b ) ≤ maxi,j
µ2ij(σ
−1
i + L
−1
i,j )
p2ij
.
Rate of convergence. Recall that the rate of convergence of Synch-ADFS can
be written as:
ρ2 = min
b
σA
λmax((A†A)>P
†
bMP
†
bA
†A)
= min
b
λ+min(A
>
commD˜
−1
M Acomm)
λmax((A†A)>P
†
bA
>Σ−1AP †bA†A)
,
where (D˜M )ii = σi + 2λmax
(∑m
j=1 Li,jPij
)
. If we take b to be the set of all communi-
cation edges, then we obtain:
ρ2comm =
λ+min(A
>
commD˜
−1
M Acomm)
λmax(A>commΣ
−1
commAcomm)
p2comm =
γp2comm
κcomm
,
ρ2comp = min
ij
p2ijσA
µ2ij(σ
−1
i + L
−1
ij )
= min
ij
p2ij
2(1 + Lijσ
−1
i )
,
where we used in the second equation that µ2ij = αLij and α = 2σA. The constraint
on ρ2comp is that all pij are normalized separately, i.e.
∑
j pij = 1 for each node i.
Indeed, exactly one sample per node is chosen at each step, and so:
(C.6) ρ2comp =
p2comp
2S2i
≥ p
2
comp
2S2max
.
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We finally use the concavity of the square root with Jensen inequality to get:
Si =
m∑
j=1
√
1 + Lijσ
−1
i ≤ m
√√√√ m∑
j=1
1
m
(1 + Lijσ
−1
i ) = m
√√√√1 + m∑
j=1
Lij
mσi
,
which yields S2max ≤ m2 +mκs, or Smax ≤ m+
√
mκs.
C.3. Execution time.
Proof of Theorem 6.8. The execution time of the algorithm T (K) verifies the
following bound:
(C.7) E[T (K)] = (pcomp + τpcomm)K
Algorithm 6.1 requires − log(1/ε)/ log(1− ρ) iterations to reach error ε. Using that
log(1 + x) ≤ x for any x > −1, we get that using Kε = log(1/ε)ρ−1 instead also
guarantees to make error less than ε. We now optimize the bound in ρ:
(C.8)
E [T (Kε)]
log (ε−1)
= ρ−1 (pcomp + τpcomm)
If we rewrite this in terms of ρcomm and ρcomp, we obtain:
(C.9)
E [T (Kε)]
log (ε−1)
= max (T1(pcomm), T2(pcomm))
T1(pcomm) = ρ
−1
comm(pcomp + τpcomm) = Ccomm
(
τ − 1 + 1
pcomm
)
,(C.10)
T2(pcomm) = ρ
−1
comp(pcomp + τpcomm) = Ccomp
(
1 + τ
pcomm
1− pcomm
)
.(C.11)
with C2comm =
κcomm
γ and C
2
comp = 2S
2
max which are independent of pcomp and pcomm.
T1 is a continuous decreasing function of pcomm with T1 → ∞ when pcomm → 0.
Similarly, T2 is a continuous increasing function of pcomm such that T2 → ∞ when
pcomm → 1. Therefore, the best upper bound on the execution time is given by taking
pcomm = p
∗ where p∗ is such that T1(p∗) = T2(p∗) and so ρcomm(p∗) = ρcomp(p∗).
(C.12)
E [T (Kε)]
log (ε−1)
= T1(p
∗)
Then, p∗ can be found by finding the root in ]0, 1[ of a second degree polynomial. In
particular, p∗ is the solution of:
(C.13) p2comp = p
2
comm
Ccomp
Ccomm
= (1− pcomm)2
which leads to
p∗ =
(
1 +
Ccomp
Ccomm
)−1
.
Plugging it back into Equation (C.10), we get:
(C.14)
E [T (Kε)]
log (ε−1)
= Ccomp + Ccommτ,
and so:
E [T (Kε)]
log (ε−1)
=
√
2(m+
√
mκs) + τ
√
κcomm
γ
,
which completes our proof.
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C.4. Optimality of ADFS. We know that in the homogeneous setting it is
possible to recover κcomm = κb and so ADFS is optimal. Yet, the worst-case function
used in the proof of Theorem 4.1 is such that
Σcomm <
σ
3n
Dn and D˜M 4
L
n
Dn, with Dn = Diag(n, 2, · · · , 2) ∈ Rn.
Note that this control on D˜M is quite loose for the nodes that are not at the end of
the line, but actually yields rather tight results. For a line graph, A>commD
−1
n Acomm =
(A>commAcomm − µ2comm(1− 2n−1)e12e>12)/2. Therefore,
(C.15) λmax(A
>
commΣ
−1
commAcomm) ≤
3nλmax(A
>
commAcomm)
2σ
.
For the second part, we note Pn,α the characteristic polynomial of the matrix
A>commDiag(α, 1, · · · , 1)Acomm, which is such that
(C.16) Pn+1,α(λ) = (1 + α− λ)Pn,1(λ)− Pn−1,1(λ).
Unrolling the recursion for α = 1, one can verify that Pn,1(λ) is of the form:
(C.17) Pn,1(λ) =
sin(nθ)
sin θ
, with cos(θ) = 1− λ
2
,
where we recall that n is the number of nodes of the graph. Therefore, Pn,1(λ) has a
simple expression, and its roots recover the standard eigenvalues for the line graph,
which are λk = 2(1− cos(kpi/n)) for 0 ≤ k < n. We are interested in the roots of Pn,α,
which we express as:
Pn,α(λ) = Pn,1(λ)− (1− α)Pn−1,1(λ)
=
sin(nθ)− (1− α) sin((n− 1)θ)
sin(θ)
.
Recall that we consider 0 ≤ α ≤ 1, so if θ is a root of Pn,α then sin(nθ) ≤ sin((n−1)θ).
Yet, the sin function is increasing on [0, pi/2], and thus we deduce that the roots of
Pn,α are such that θ ≥ pi2n . Therefore, θ+min(α) ≥ θ+min(1)/2, which implies that:
(C.18) λ+min(A
>
commD˜
−1
M Acomm) = O
(
n
λ+min(A
>
commAcomm)
L
)
.
In the end, we combine Equations (C.15) and (C.18) and obtain that κcomm = O (κb),
and so the lower bound is matched up to constants in this setting. Note that we obtain
κb and not κs because
max
i∈{1,··· ,n}
λmax
 m∑
j=1
LijPij
 = max
i∈{1,··· ,n},j∈{1,··· ,m}
Lij
in this case.
Appendix D. Efficient versions of ADFS. We present in this section the
efficient versions of Algorithm 6.1 and Algorithm 6.2. These versions get rid of the
convex combinations that can be very costly in a high dimensional setting. Instead,
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all the local updates can take advantage of the sparsity of the updates. Yet, full-
dimensional updates are still required for communications.
At first glance, a full dimensional operation seems to be required to perform the
gradient step of Line 4. Yet, in Algorithm B.1, gt is only used inside of the proximal
term of Line 10. Since f∗ij(x) = +∞ if x /∈ Ker(fi,j)⊥ then only the projection of g(i,j)t
onto Ker(fi,j)
⊥ actually matter. In particular, only X>i,jgt matters if fi,j(x) = `(X
>
i,jx).
Therefore, computations can dramatically be reduced if Xi,j is sparse.
Algorithm D.1 ADFS-EFFICIENT(A, (σi), (Li,j), (µk`), (pk`), ρ)
1: σA = λ
+
min(A
>Σ−1A), η˜k` = ρσA , Wb = AP
†
bA
>, W˜b = AP
†
bA
† φ =// Initialization
2: x0 = y0 = z0 = 0
(n+nm)×d
3: for t = 0 to K − 1 do // Run for K iterations
4: Sample set of edges b // Edges sampled from the augmented graph
5: gt = ηWbΣ
−1(φt+1ut + zt) // Communication abstracted by the matrix Wb.
6: if b is a set of virtual edges then
7: for i = 1 to n do
8: for j such that (i, j) ∈ b do
9: w
(i,j)
t = −φt+1u(i,j)t + z(i,j)t
10: h
(i,j)
t+1 = proxηµ2ijp
−1
ij f˜
∗
ij
(
w
(i,j)
t − g(i,j)t
)
− w(i,j)t
11: h
(i)
t+1 = −
∑
j,(i,j)∈b h
(i,j)
t+1 // Center node update
12: end for
13: end for
14: else
15: ht = −gt
16: end if
17: ut+1 = ut − I−ρW˜b2φt+1 ht, zt+1 = zt + I+ρW˜b2 ht
18: end for
19: return θK = Σ
−1(φK+1uK + zK) // Return primal parameter
Appendix E. Experimental setting.
We detail in this section the exact experimental setting in which simulations
were made. All algorithms used out-of-the-box parameters given by theory. Batch
algorithms were given the exact κb. The datasets we used are the first million samples of
the Higgs dataset (11 million samples and 28 attributes) and the Covtype.binary.scale
dataset (581,012 samples and 54 attributes). Both datasets are available at https:
//www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets/binary.html. To obtain the local
dataset Xi ∈ Rm×d of each node, we drew m samples at random from the base dataset,
so that datasets of different nodes may overlap. We used the logistic loss with quadratic
regularization, meaning that the function at node i is:
fi : θi 7→
m∑
j=1
log
(
1 + exp(−li,jX>i,jθi)
)
+
σi
2
‖θi‖2,
where li,j ∈ {−1, 1} is the label associated with Xi,j , the k-th sample of node i. We
chose m = 104 and σ = 1 for all simulations. Note that local functions are not
normalized (not divided by m) so this actually corresponds to a regularization value
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Algorithm D.2 NS-ADFS
1: u0 = v0 = 0
(n+nm)×d, t = 0, α0 = mini,ψi 6=0 pi, ηt =
1
αtS2
, Wb = AP
†
bA
>,
W˜b = AP
†
bA
† // Initialization
2: for t = 0 to K − 1 do // Run for K iterations
3: Sample set of edges b // Edges sampled from the augmented graph
4: gt = ηtWbΣ
−1(α2tut + zt) // Communication abstracted by the matrix Wb.
5: if b is a set of virtual edges then
6: for i = 1 to n do
7: for j such that (i, j) ∈ b do
8: h
(i,j)
t+1 = proxηtµ2ijp
−1
ij f˜
∗
ij
(
z
(i,j)
t − g(i,j)t
)
− z(i,j)t
9: h
(i)
t+1 = −
∑
j,(i,j)∈b h
(i,j)
t+1 // Center node update
10: end for
11: end for
12: else
13: ht = −gt
14: end if
15: ut+1 = ut − I−αtW˜b2α2t ht, zt+1 = zt + ht
16: αt+1 =
√
α4t+4α
2
t−α2t
2
17: end for
18: return θK = Σ
−1(α2tuK + zK) // Return primal parameter
of σi = 10
−4 with usual formulations. Computation delays were chosen constant equal
to 1 and communication delays constant equal to 5.
Plots are shown for idealized times in order to abstract implementation details
as well as ensure that reported timings were not impacted by the cluster status
(available bandwidth for example). This means that we counted 1 unit of time for each
computation step and τ for each communication step. The same setting as described
in [15] was used for the locally synchronous version of ADFS, so nodes perform a
schedule and are considered free to start the next iteration as soon as they send their a
gradient as long as they already received the neighbor’s gradient (non-blocking send).
Note that although Algorithm 6.1 returns vector Σ−1vt to compute the error, we used
the vector Σ−1yt instead. Both have similar asymptotic convergence rates but the
error was more stable using Σ−1yt. The error that we plot is the average error over
all nodes at a given time. More specifically, all nodes compute the error at specific
iteration number as F (Σ−1yt). Then, we average all these errors and the time reported
is the time at which the last node finishes this iteration.
Similarly to Table 1, we assume that computing the dual gradient of a function fi
is as long as computing m proximal operators of fi,j functions. This greatly benefits
to MSDA since in the case of logistic regression, the proximal operator for one sample
has no analytic solution but can be efficiently computed by solving a one-dimensional
optimization problem [36], for example using Newton Method. The inner problem
corresponding to computing ∇f∗i was solved by performing 1000 steps of accelerated
gradient descent. For Point-SAGA, ADFS and DSBA, 1D prox were computed using
10 steps of Newton’s method (in one dimension). Both used warm-starts, i.e. the initial
parameter for these inner problems was the solution for the last time the problem
was solved. The step-size α of DSBA was chosen as 1/(4Lmax) instead of 1/(24Lmax)
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where Lmax = maxi,j Li,j (it was unstable for larger α).
