Abstract: Solutions for a type of generalized Korteweg-de Vries equation which should have physical impact will be determined here. These types of solutions should have applications in the study of intrinsic localized modes optical waveguide arrays and fluid dynamics. It is shown that trigonometric and hyperbolic solutions can be obtained by matching powers and coefficients of the independent terms in the equation after the assumed solution has been substituted. As well, solutions to the equation in terms of more complicated Jacobi elliptic functions are determined.
Introduction
The role of nonlinear dispersion in such physical phenomena as the study of droplets and in the formation of patterns in liquid drops has received considerable attention recently. Many studies would seem to indicate that nonlinear dispersion can act to compactify solitary waves and generate solitons with a finite wavelength. This new type of soliton has been referred to as a compacton. A compacton can be thought of as a soliton with a finite wavelength, and can be defined in such a way that it has compact support as well as being a solution to the equation. These solutions are thus solitary wave solutions without the infinite tail.
Moreover, it has been shown recently that intrinsic localized modes are typical excitations in perfectly periodic but strongly nonlinear systems [1] [2] . This has been confirmed by many experimental observations of such modes in physical systems including Josephsen junctions, optical waveguide arrays, and laser induced photonic crystals. Such an intrinsic localized mode is an excitation that is localized in space by the intrinsic nonlinearity of the medium. Nonlinear self-trapping in one-dimensional lattices of electrons under certain approximations requires that the electron's wavefunction obey a discrete nonlinear Schrödinger equation.
The idea of a soliton has appeared as well from the physical point of view in the context of the study of nonlinear lattices, in the area of nonlinear fiber optics as well as pattern formation in liquids. In [3] , the authors studied a large class of such nonlinear phenomena, and coined the term compacton because this type of solitary wave can have, or can be defined in such a way that it is supported over a finite interval. Considerable numerical work has been done to calculate solutions to equations such as the equation treated here, but rather by numerical means, and to obtain information with regard to the properties of these solutions under collisions. Closed form solutions to nonlinear equations can be very difficult to obtain, and any results at all may prove to be of interest.
The purpose here is to study a nonlinear generalized Korteweg-de Vries equation, which was investigated in [4] [5] . In [5] , the symmetry group was calculated for the equation, and several classes of solutions were obtained, and include both soliton solutions and functions with compact support. It is the intention here to consider a version of the equation which can be written in the form
where a and b are real, nonzero constants. These allow some flexibility when classes of solution are calculated, since we can consider different choices of sign for these constants as need be. That is, specific sign choices for the constants may result in specific solutions which will be found to have physical applications in the future. The linear case in which n = m = 1 will be avoided, since we will be concerned only with the nonlinear case. Equations of the form (1) are usually denoted by K(m, n) in the literature. The case in which m = 2 and n = 1 is just the classical Korteweg-de Vries equation. The case in which a and b are positive has been referred to as the focusing branch and the case in which a is negative and b positive is referred to as the defocussing branch. Further, it should be possible to map the positive branch into the negative branch by means of the transformation (x, t) → (ix, it). Several specific classes of solution can be determined with a given form, for example, in the form of trigonometric and hyperbolic functions. These can be generated by simply fitting the parameters which appear in the functions by substitution into the equation. This procedure is not meant to be complicated and yields solutions in closed form. First a class of solutions implicitly given by a quadrature for (1) with respect to a given symnmetry will be developed, which can be evaluated for specific values of m and n to give exact solutions. A formalism for obtaining solutions by matching powers on specific types of functions such as trigonometric and hyperbolic solutions will be given next [6] [7] . Finally, a way of calculating elliptic function solutions to the equation for particular values of m and n will be given. Solutions for the cases K(3, 1) and K(3, 2) will be calculated.
Integration of equation for particular symmetry
It was determined in [5] that equation (1) has only translational symmetries in its symmetry group. Consequently, solutions of the form
should exist. A method will be presented here that permits the calculation of such solutions. Introducing the variable y = kx − ct, equation (1) takes the form
where the subscript indicates differentiation with respect to y. Integrating (2) once with respect to y and applying one of the remaining derivatives in the term (f n ) yy to the function f n , we can write
Multiplying both sides of this by f n−1 f y , the term on the left can be written as the derivative of 1 2 (f n−1 f y ) 2 , and so we can integrate once more to obtain
In the form (3), the equation can be written in the form of a quadrature as follows
where η, τ and ξ are three integration constants. Specific limits have not been placed on the integral to specify the constants. It suffices to leave it in this general form because, for specific choices of m, n the integral can be evaluated and f may be solved for in a well defined way, but the process may be somewhat case dependent, that is, may depend on the values of a, b, c and k.
For example, consider the case in which n = m = 2. Setting β = 4c/3k, the integral in (4) can be done, and solving for f , we obtain that
For the case in which ξ = kπ, upon using the identity 1 + cos 2x = 2 cos 2 x, this solution takes the form
Solution calculated by equating powers and coefficients
There exist solutions to the generalized equation (1) which can be obtained by assuming a specific form for the function u and then substituting it into (1) and equating the corresponding powers and coefficients to obtain constraint equations which determine the unknown parameters which initially appear in the functions [6] [7] . On physical grounds as well, it is to be expected that it would be profitable to look for solutions of the form u(x, t) = u(x − ct). We introduce the variable s = x − ct into (1) so that the derivatives with respect to x are replaced with derivatives with respect to s, and the time derivative is replaced by −c multiplied by a derivative with respect to s.
There are four functions in particular that will yield solutions to (1) by suitably defining the constants which appear in the functions themselves. Let us then consider the following set (5) where α, β and γ are real constants to be determined. It may be noted that a straightforward exponential function cannot be made to work. Since the first pair of functions in (5) will vanish at the endpoints of a given finite interval, these functions can be made to yield compacton solutions. The final pair in (5) can be regarded as soliton type solutions. Two cases (A) and (B) will be considered, where in case (B) the power of u in the third derivative is negative. (A) It will be shown that the constants in (5) can be related to the exponents m and n which appear in (1) to yield a solution. To illustrate the procedure for specifying the constants, the procedure will be worked out in detail for one member of (5). Only the results for the other three cases will be presented. In terms of the new variable s, equation (1) then takes the form
As in the previous section, integrating (6) once and putting the constant of integration to zero, we obtain that
First, a solution of the form u(s) = α cos β (γs)
will be determined and for completeness, all the steps will be given in detail. The required derivatives are found by differentiating u n two times explicitly,
We will not be interested in the case in which n = m = 1 simultaneously, since this is simply the case in which the equation becomes linear. Consider first the case in which n is positive. Substituting this function u and its second derivative into (7), we obtain
This equation can be satisfied by matching the powers in the following two ways.
It is for example, not possible to take m = 1, n = 1 in (7) since upon matching the last two terms in (7) would lead to the contradictory condition nβ = nβ − 2. Let us study each of these cases individually.
(i) In this case, we have
The coefficients of the corresponding powers can be collected together, the first and third and then the second and fourth. This generates two constraint equations corresponding to the coefficients
Solving the first equation for γ 2 , it is found that
This will have real-valued solutions provided that a/b > 0, so a and b could be either both positive or both negative. Substituting β and γ 2 into the second equation, a condition for α n−1 can be obtained in the form
This equation determines α for a number of different cases. For example, if the coefficients in the equation are such that c/a > 0 or c/a < 0 and n − 1 is an odd integer or a rational number with an odd numerator, α can be determined in real form. If n − 1 were an even integer, we would require that c/a > 0 in order that α be determined by a real valued root. In what follows we simply say, when a solution to the constraints exits, which means that all the constants are such that the roots are real valued. This simply means a condition such as the one mentioned above can be satisfied. It has been shown that the parameters appearing in the solution u(s) can all be determined in terms of n as well as the given constants a, b and c, where c appears in the definition of s.
(ii) When n = 1, we must have
and the coefficients generate the constraint equations
which can be solved to obtain
Here we must have that c/b < 0, and c/a > 0 when m − 1 is even or c/a is either positive or negative when m − 1 is odd so that solutions to the second equation for α exist. Let us summarize the general forms of the solutions for both cases now. In case (i), a general solution can be written in the form
In case (ii), there is also the solution of the form
The solutions exist when all the constants are such that all the indicated operations on them are defined and real-valued. This can be checked on an individual basis once a and b are given. Moreover, it can be checked by direct substitution into (1) that these functions (9) and (10) satisfy equation (1) . A solution of the form
will be determined, and omitting details, we find that there are two cases to consider. The results for these two cases are given in the following two lines.
To summarize this, in the first case where n = m, a general solution can be written in the form
In the second case where n = 1, there is a solution
There is also a set of hyperbolic function solutions which will be determined in the same way. A solution of the form u(s) = α cosh β (γs)
can be obtained by substituting into (7) . There are again two cases and the results are listed here,
Of course, there is also a solution of the form u(s) = α sinh β (βs).
Substituting into (7), we determine the parameters to be,
(B) These four functions in (5) can also serve as solutions in the case in which the exponents in (1) have negative values. Let us replace n by −n in (6), so that n itself is positive, and then determine m in terms of n in order that the powers match. In this case, after integrating (6) once and putting the integration constant to zero, we can write
Similar types of solutions to those in (5) that have just been found for (7) can be written down for (12) . Beginning with the function, u(s) = α cos β (γs), the second derivative of u −n is given by
Equation (10) then becomes
In this case, there appears to be only one way in which the powers can match
where the value of n is positive here and m is negative. The coefficients of the corresponding terms generate the constraint equations
from which it follows that
For the function u(s) = α sin β (γs), it is found that the parameters are determined by the relations
Hyperbolic function solutions exist for this case as well, in particular,
is a solution provided that
Finally, if we substitute the function
the parameters are given by
This completes the determination of these classes of solution.
Elliptic function solutions
In this section, we apply a method [8, 9] which is based on a particular transformation obtained from the sine-Gordon equation to calculate Jacobi elliptic function solutions to some particular cases of (1) . At the moment, we have no general criterion for predicting when this procedure will work, we simply solve the equations individually. We seek wave solutions of (1) as in the previous work in the variable s = x − Ct such that u(s) can be expressed as a finite series of sin ω and cos ω,
where ω satisfies dω ds
The transformation (14) admits the following solution
from which it follows that cos ω = ±dn(λ 0 s, M ),
where sn(λ 0 s, M ) and dn(λ 0 s, M ), are Jacobi elliptic sine functions and elliptic function of the third kind and M is the modulus. Only the case
of (14) is treated here, from which it follows that
Consider equation (1) with m = 3, then upon integrating once, we find that u satisfies
where Q 0 is an arbitrary constant of integration. We will be interested in the cases in which n = 1 and n = 2 in (18). The case n = 1 has been treated before [9] , but we will review this and present the case for n = 2.
Expanding the second derivative, equation (18) takes the form
For the case n = 1, we substitute
into (19) and powers of sin ω are eliminated in favor of cos ω by using a trigonometric identity. Seven equations are then obtained by equating the coefficients of powers of cos j ω and sin ω cos j ω to zero to give a system of constraint equations. The idea is much the same as in the previous section, although the set of equations is larger. There exist two distinct solutions to this system
Therefore, the periodic solutions of (19) of the type (13) for the case n = 1 and m = 3 are given by
When n = 2 and m = 3 in (1), it is found that a solution of the form
can be obtained along the same lines. After substituting (20) into (19) and replacing the derivatives using (14) and (15), powers of sin ω are eliminated in favor of cos ω. In this case, thirteen equations result by equating powers of cos j ω or sin ω cos j ω to zero which must be satisfied. The equations are difficult to solve as a group, but can be solved by individually passing through the set and solving individually or in pairs. It is found that there are two ways in which this system can be satisfied, and the cases are listed below.
(1) a, b, M arbitrary
(2) a, M arbitrary and b = 1
This method generates the following solutions for the equation K(3, 2) corresponding to cases (1) and (2) respectively
It is possible that solutions of this form exist for other values of m and n in (1), but this will not be treated here.
Physical applications and summary
At this point, it is worth outlining some instances in the literature in which a form of generalized Korteweg-de Vries equation would be applicable. One instance in which such an equation could appear is the three-dimensional irrotational flow of an ideal incompressible fluid layer in a semi-finite rectangular channel subject to a uniform gravitational field in the z direction and to surface pressure [11] . The potential of the velocities is chosen to be
where α k (t) are arbitrary functions of time, L a free parameter. There is a boundary condition at the free surface of the fluid
where η(x, t) describes the shape of the free surface.
The dynamics is described by the Bernoulli equation, which at the free surface reads
Here P is the surface pressure. Considering small perturbations of the surface compared to depth a = max|η (k) (x, t)| << h, k = 0, · · · , 3, then using the perturbation technique in a/h discussed in [11] , a form of generalized Korteweg-de Vries equation is obtained
Taking the first two terms in the Taylor expansion of sin and cosh, a polynomial differential equation with third derivatives in x is obtained. The subject of intrinsic localized modes has been of interest recently [12] . Intrinsic localized modes are spatially localized time-periodic and stable excitations in spatially extended, perfectly periodic, discrete systems. This is an excitation that is localized in space by the intrinsic nonlinearity of the medium. The sine-Gordon and nonlinear Schrödinger equations have applications in this area, and it is likely that forms of the generalized equation will be useful in modeling very nonlinear effects in these systems.
A case of physical interest which is not quite an equation of our type, but which has soliton solutions is the example of a one-dimensional periodic chain which may capture an electron from a donor molecule. The state of such an electron is described by a Schrödinger equation. Suppose there arises an acoustic soliton in such a chain, then the local deformation is manifested by a potential energy, a deformation potential W , and the equation is [(1 + 8mA/ 2 q 2 ) 1/2 − 1]. Letting W be a function of a derivative operator, it is possible to induce higher order derivatives of φ in the equation as well.
The idea has been to present new solutions to equation (1) using physically motivated techniques in an elementary way. The quadrature expression (4) will permit the calculation of specific solutions for particular values of m and n. The trigonometric and hyperbolic solutions form a large class of solution and will exist and be well defined for specific choices of the constants a and b, as well as those which appear in the function. This may imply certain restrictions on the physical behaviour under consideration, and some of the phenomena discussed in [10] might be amenable to description by such solutions. The solutions in the final section are a result of an even more complicated type of fitting. Obtaining conditions under which solutions for other cases can be obtained would be a subject for future work.
