We consider the link prediction problem in a partially observed network, where the objective is to make predictions in the unobserved portion of the network. Many existing methods reduce link prediction to binary classification problem. However, the dominance of absent links in real world networks makes misclassification error a poor performance metric. Instead, researchers have argued for using ranking performance measures, like AUC, AP and NDCG, for evaluation. Our main contribution is to recast the link prediction problem as a learning to rank problem and use effective learning to rank techniques directly during training. This is in contrast to existing work that uses ranking measures only during evaluation. Our approach is able to deal with the class imbalance problem by using effective, scalable learning to rank techniques during training. Furthermore, our approach allows us to combine network topology and node features. As a demonstration of our general approach, we develop a link prediction method by optimizing the cross-entropy surrogate, originally used in the popular ListNet ranking algorithm. We conduct extensive experiments on publicly available co-authorship, citation and metabolic networks to demonstrate the merits of our method.
Introduction
There are two types of networks for which the link prediction problem [3] has been studied: (i) static network, which is partially observed, and the goal is to predict existence of links in the unobserved portion of the network, and (ii) evolving network, where the fully observed network is revealed for a sequence of time points and the objective is to predict the state of the network at the next time point. Menon and Elkan [6] used the term "structural link prediction" to denote the first type and "temporal link prediction" to denote the second type. We focus on the structural link prediction problem and henceforth, the abbreviation "LP" will be used to refer to the structural version.
Many existing techniques treat the LP problem as a binary classification problem (See references within [6] ). Each pair of nodes, or dyads, is considered an instance from either the positive class or the negative class, depending on the presence or absence of link between them, respectively. The objective is to learn a link classification function, which, given a dyad, will be able to classify it as positive or negative. Most classification techniques are designed to minimizing misclassification error. However, in almost all real world networks, the number of present links is orders of magnitude smaller than the number of absent links. In classification terminology, this is the problem of highly imbalanced class distribution. General classification techniques will learn a poor link classifier, since during training, misclassification error can be made very small by learning a classifier which trivially predicts everything to belong to the dominant negative class. During evaluation, the problem will persist, since the misclassification error will be small but the few important, positive links will not be identified.
In order to overcome the imbalance problem, researchers have argued for using ranking measures like AUC [6] , NDCG [11] , and precision-recall curves [4] , during evaluation. The idea is to rank the dyads by scores induced by the link classification function and then use ranking measures during evaluation. Nevertheless, most existing methods still attempt to minimize misclassification error during training, but adopt certain class balancing techniques, such as undersampling the dominant class [2] . With the goal of improving upon undersampling techniques, Menon and Elkan [6] proposed to learn a classification function by directly optimizing a surrogate of AUC, a ranking measure, during training. This leads to the possibility that other, more effective ranking techniques can be used during training. Such techniques will not only handle the class imbalance problem but the ranking function they learn can produce better results during evaluation.
There is another motivation for using ranking techniques for learning in LP problems. In many real world applications, we are indeed interested in ranking objects, in descending order of relevance, to a given node in the network. If the objects being ranked are also nodes, the task is called link prediction or friendship prediction. When they are other entities, such as news, games, etc., it is called interesting targeting [11] . In fact, researchers [11] have observed that "both interest targeting and link prediction lead to a ranking of entities, according to a scoring function".
Learning to rank is a well studied problem in information retrieval [5] . In learning to rank, an instance consists of a query and an associated list of documents. The supervision is in terms of a relevance vector, which indicates how relevant each document is to the query. During the learning phase, a training set consisting of multiple queries, along with their associated documents lists and relevance vectors, is used to learn a ranking function. For a test query, the learnt ranking function ranks the documents and a ranking measure evaluates the ranked list against the ground truth relevance vector. There are a variety of well established learning to rank techniques in the literature. To the best of our knowledge, there is just one research article [12] that uses a learning to rank technique during training in LP. However, the paper does not explicitly formulate LP as a learning to rank problem and uses a specific pairwise ranking surrogate. Our formulation allows any learning to rank technique to be used during training. Moreover, our experimental results demonstrate the advantage of using listwise learning to rank methods.
Our main contribution is to give a formal procedure for recasting the link prediction problem into a learning to rank problem. We define queries and documents on a network and give a method for constructing relevance vectors. We then develop a link prediction method based on the cross-entropy surrogate, originally used in the popular ListNet ranking algorithm [1] . We conduct extensive experiments on publicly available co-authorship, citation, and metabolic networks and show the benefit of using link prediction method based on cross-entropy surrogate over other baselines.
Link Prediction as a Learning to Rank Problem
In learning to rank, each query-document pair is jointly represented by a feature vector. Thus, a list of m documents pertaining to a query q is represented as a matrix X = (x 1 , . . . , x m )
T ∈ R m×d , where
represents the joint feature vector of the query q and the ith document. The relevance vector corresponding to the document list is represented as R = (r 1 , . . . , r m )
T , where r i ∈ {0, 1} denotes relevance of ith document to query q (where 1 means relevant, 0 means irrelevant). For learning, a training set is provided, consisting of n queries, along with their associated list of documents and relevance vectors. Formally, the training set consist of n matrix-vector pairs, (
is the (document matrix, relevance vector) pair pertaining to query j.
A common technique used to learn a ranking function is to learn a scoring function f . To get a ranking, we simply sort the scores in descending order. For a document list X, a scoring function produces score vector s = f (X) ∈ R m . Here, s i represents score of the i th document. Various ranking measures judge quality of a ranking function, by comparing the ranked list produced by the function and ground truth relevance vector.
During the learning phase of the LP problem, the partially observed network is represented as a graph G = (V, E) with V representing set of vertices (nodes) and E representing set of edges (links). Let there be N nodes in the partially observed network. We make the natural assumption that presence of a link, which represents some association between two nodes, is a function of some weighted combination of features defining the two nodes. This assumption is made for any feature based LP model [9] . We expect that explicit features are provided for each node, which is true for most citation and co-authorship networks, besides others. However, implicit features constructed from network topology can be easily introduced for each node. The training data for learning a ranking function, is constructed from the graph G as follows. Each node in the training graph G, in turn, acts as a query node while all other nodes in G work as documents associated with the query. For each query node q, the joint feature vector of q and document node i is vec(x q x i ) ∈ R , where the i th row is the feature vector for node i ∈ {1, · · · , N } \ {q}. The relevance vector is obtained from the network topology, i.e, R q ∈ {0, 1} N −1 , where, the ith entry of R q is 1 or 0 depending on whether a link is present or absent between node q and node i, respectively. Thus, the training data consists of N (matrix, vector) pairs, (
is the (document matrix, relevance vector) pair corresponding to query node q, with each node acting as a query in turn.
Once the training data is prepared, we learn a scoring function, with ranking induced by sorting the scores. The scoring function f produces a vector of scores for each document list, i.e., f (X q ) ∈ R N −1 . Our scoring function is parameterized by a matrix M , and the score vector produced for instance
Learning Methodology
Similar to the 0-1 loss in classification, the ranking evaluation measures are hard to optimize during training. Thus, a number of surrogates have been designed, which are optimized during training to learn the scoring function. The parameter matrix M , as defined in Sec. 2, is learnt via minimization of (regularized) empirical version of some ranking surrogate φ :
Here, s q (M ) shows explicit dependence of score vector on parameter M . Also, Ω represents a regularization function, to prevent over-fitting and λ is a tuning parameter.
We now briefly describe the cross-entropy loss, which is used in the popular ListNet algorithm [1] . An important property of ListNet is that it is a listwise surrogate, i.e., it judges the entire ranked list as a single entity. This property is shared by the popular ranking measures like AP and NDCG (though AUC is a pairwise ranking measure). The interested reader can find more about the difference between listwise and pairwise surrogates elsewhere [1] . The ListNet algorithm is based on optimizing a cross-entropy loss. For score vector s ∈ R N −1 induced from document matrix X ∈ R (N −1)×d 2 and relevance vector R ∈ {0, 1} N −1 , the cross-entropy loss is defined as
where
Now, a gradient descent algorithm can be used for optimization of Eq(1) with φ = φ LN .
We compare the method using cross-entropy surrogate against three other baseline methods: the RankSVM surrogate [12] , surrogate optimization of AUC [6] and undersampled 0-1 error [2] . For direct comparison with our method, we give the formulations here.
RankSVM [12] : For training set T = {(i, j, z)|(i, j) ∈ E, (i, z) / ∈ E}, the surrogate optimized is:
Surrogate optimization of AUC [6] : For training set T = {(i, j, z)|(i, j) ∈ E, (i, z) / ∈ E}, the surrogate optimized is:
where (t) = log(1 + e −t ) is the logistic loss.
Undersampled 0-1 error [2] : The undersampling technique restores balance between the two classes by randomly throwing out examples from the dominant class. In most cases, we bring the class ratio to 1:1. A classification function is then learnt by minimizing logistic surrogate loss for 0-1 error.
Predicting links: Since we are learning a ranking function, given a query node, the function will rank the other nodes in terms of possibility of existence of links. To actually predict presence/absence of links, we need to find a threshold score, which can be achieved by optimization over any suitable classification evaluation measure like F-measure. However, in our experiments, we focus on evaluating the quality of the ranking function by looking at ranking evaluation measures.
Empirical Results
We apply our proposed method using cross-entropy surrogate to five real world networks, and compare its performance to the three baselines mentioned in Sec. 3, i.e. RankSVM, Surrogate optimization of AUC and Undersampled 0-1 error.
Datasets
We selected 5 datasets, including 3 citation networks, 1 co-authorship network and 1 metabolic network. CiteSeer CiteSeer, Cora, WebKB and NIPS have bag-of-words features, which are closely related to the formation of citation or co-authorship links. The Metabolic dataset is an exception, since the links between nodes is not purely a function of node features. The ratio of present to absent links was in the 10 −2 to 10 −3 range in these datasets, indicating extreme class imbalance.
Evaluation Measures
We consider 4 evaluation measures: AUC, NDCG@k, P(k) (Precision@k) and AP (Average Precision). For a query node q in the test set, the measures are defined as follows: (1)
, where σ 
Experimental Setup
We reduced feature dimension, via Non-negative Matrix Factorization (NNMF), to 100, for all datasets other than Metabolic. The number 100 represents a conservative upper bound all topics that a node can possibly be related to. For Metabolic, we kept the original features.
For each dataset, we randomly select 30% of all nodes, and all edges between them, as the training set and use the rest of the network, i.e. dyads not used during training, for testing. Empirically, we have observed that this sampling technique approximately keeps the class imbalance ratio in the training set.
During training, we restricted matrix M to be diagonal and used 2 regularization on M , for all methods, in order to have a strongly convex loss function. We used Stochastic Gradient Descent (SGD) for optimization. In our SGD implementation, we fix the total number of iterations T = 10 6 and learning rate η(t) = 1/(λ · t), according to theory of SGD for strongly convex function. We picked λ ∈ {0.01, 0.1, 1} and repeated experiments for each λ value on each dataset 10 times, and report average results over these choices.
Performance
We present AUC, NDCG@10 and AP results in Table 1 -3. The cross-entropy method is named "Entropy", and the three baseline methods are named "RankSVM", "AUC-logistic" and "Under-sampled 0-1", respectively. For each measure, our method outperforms baseline methods in almost all the datasets. We also show the precision curves for P (k) with k = {1, . . . , 15} in Figure 1 . We would like discuss a few observations: (1) Precision@1-10 and NDCG@10 values are relatively high for NIPS, for all the methods. This is possibly because collaborations between authors is strongly influenced by the informative bag-of-words feature defining the nodes and hence the methods learn good quality ranking functions; (2) major performance gain of the cross-entropy method over baselines is consistently seen in WebKB. A possible reason is that webpages in WebKB only have hyperlinks to webpages from the same university, creating block structures in the network, which cross-entropy method somehow captures better; and (3) our method performs no better than baselines in terms of AUC for Metabolic. Metabolic possibly does not fit our model assumption that links are highly influenced by node features.
