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Abstract
This paper introduces algorithms for problems where a decision maker has to control a
system composed of several components and has access to only partial information on the
state of each component. Such problems are difficult because of the partial observations,
and because of the curse of dimensionality that appears when the number of components
increases. Partially observable Markov decision processes (POMDPs) have been introduced
to deal with the first challenge, while weakly coupled stochastic dynamic programs address
the second. Drawing from these two branches of the literature, we introduce the notion of
weakly coupled POMDPs. The objective is to find a policy maximizing the total expected
reward over a finite horizon. Our algorithms rely on two ingredients. The first, which can be
used independently, is a mixed integer linear formulation for generic POMDPs that computes
an optimal memoryless policy. The formulation is strengthened with valid cuts based on a
probabilistic interpretation of the dependence between random variables, and its linear relax-
ation provide a practically tight upper bound on the value of an optimal history-dependent
policies. The second is a collection of mathematical programming formulations and algo-
rithms which provide tractable policies and upper bounds for weakly coupled POMDPs.
Lagrangian relaxations, fluid approximations, and almost sure constraints relaxations en-
able to break the curse of dimensionality. We test our generic POMDPs formulations on
benchmark instance forms the literature, and our weakly coupled POMDP algorithms on a
maintenance problem. Numerical experiments show the efficiency of our approach.
Keywords— Partially Observable Markov Decision Process, Mixed integer linear program, Proba-
bility distribution, Marginal probabilities, Weakly coupled dynamic programs
1 Introduction
Many real world situations involve the control of a stochastic system composed of M components on
which the decision maker has only partial informations. Typically, at each time-step, a component
m in [M ] is in a state sm in a state space XmS . The decision maker does not know the exact state
sm of component m, but has access to a noisy observation om providing only partial information on
sm. Based on these observations, the decision maker chooses the actions am that should be performed
on each components of the system. This decision typically involves allocating some limited resources
between the different components. Each component then transitions to the new state s′m with a given
probability, and the decision maker receives a reward
∑
m r
m(sm, am, s′m) where rm is the individual
reward of component m. The goal of the decision maker is to find a policy δ that prescribes which
actions (am)m∈[M ] to take given observations (o
m)m∈[M ] in order to maximize the expected total reward
over a finite horizon.
Typical applications are (1) predictive maintenance problems, (2) multi-armed restless bandits and
their applications to clinical trials, (3) inventory problems with inventory records inaccuracy, and (4)
nurse assignments problems. See Appendix A for a detailed treatment of these applications. As an
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illustration, consider the case of airplane predictive maintenance. An airplane regularly undergoes main-
tenance at slots known in advance. At the beginning of each maintenance slot, the decision maker must
decide which equipments it will maintain given its limited maintenance resources (machines, skilled tech-
nicians, etc.). On recent generations of airplanes, sensors signals are recorded during flights, and a score
that gives a noisy evaluation of the equipment wear is deduced from these signals. The reward is in
term of costs avoided. Each maintenance has a given cost. And if a component fails in between two
maintenance, the plane cannot take-off, and its flights of the day must be canceled leading to huge client
refunding costs. Based on the scores observed on each components, its maintenance resources, and an
evaluation of the failures risks, the decision maker chooses which equipments to maintain.
When the system has only a single component whose state is observed by the decision maker, the
problem is naturally modeled as a Markov Decision Process (MDP) and well solved using dynamic
programming algorithms. Controlling a partially observed multi-equipments system is more difficult
because (1) the decision maker has only access to partial information, and (2) the system is composed
of several components. Let us briefly recap how these difficulties have been addressed in the literature.
The problem of controlling a system with only partial information is naturally modeled as a Partially
Observable Markov Decision Process (POMDP) over a finite horizon. As detailed in the survey of Cas-
sandra [12], a wide range of applications have been modeled as POMDPs, among which maintenance
problems [22] or clinical decision making [18]. On such partially-observed systems, POMDP approaches
typically provide lower cost policies than MDP approaches. This performance comes from the statistical
models used to describe reality: Markov chains for MDP, versus hidden Markov models (HMM) for
POMDP. When data is scarce and only small dimensional model can be learned, HMM provide a much
needed additional flexibility.
Finding an optimal policy of the POMDP problem over a finite horizon is known to be PSPACE-
complete [47]. State-of-the-art approaches rely on the fact that a POMDP is equivalent to a continuous
state MDP in the belief state space [22, Theorem 4]. The belief state is the posterior probability distri-
bution on the state space given all the past decisions and observations. Leveraging this result, several
dynamic programming algorithms have been derived for POMDPs with finite [53] or infinite horizon [54].
More details about these kind of algorithms can be found for instance in the survey of Monahan [45], or
more recently the book of Krishnamurthy [33]. While the exact algorithms become quickly intractable
when the size of the state and observation spaces grow, some approximate algorithms have shown sig-
nificant improvements. Hauskrecht [29] and Ross et al. [52] survey various approximations methods for
POMDPs. For POMDP problems with a finite horizon, Walraven and Spaan [59] recently proposed an
effective algorithm with guarantees. Aras et al. [3] propose a mixed integer programming approach to
exactly solve POMDP problems over a finite horizon. However, solving such a program is computa-
tionally expensive even for small instances. Part of this difficulty comes from the fact that an optimal
POMDP policy depends on the all history of action and decisions. Using a memoryless policy leads to
a more tractable problem, still NP-hard [39] but no more PSPACE-hard. And there is a broad class of
systems where memoryless policies perform well [5, 36], even if it is not the case on some pathological
cases Littman [39].
Furthermore, our problem suffers from the curse of dimensionality (like MDPs) since the size of the
spaces grow exponentially with the number of components. MDPs are in theory well-solved by dynamic
programming algorithms, but the curse of dimensionality makes such approaches impractical to control
systems with several components. Approximate dynamic programming algorithms [8, 25, 44, 49] provide
generic methodologies to address this curse. In another paradigm, reinforcement learning approaches [55]
to build such algorithms is an active research area in the machine learning community. In the operations
research literature, the notion of weakly coupled dynamic programs [2, 30, 44] and decomposable Markov
decision processes [9] have been introduced in order to catch the specific structure of multi-components,
where component-specific actions on each components must be coordinated, or a single action affects
all components, respectively. And Walraven and Spaan [58] recently introduced a different POMDP
problem with multiple components where the resource constraints enforce policies to induce a maximum
expected resource consumption over the finite time horizon. Such models have been applied to stochastic
inventory routing with limited vehicle capacity [32], stochastic multi-product dispatch problems [46],
scheduling problems [60], resources allocation [27], revenue management [56] among others [30]. The
specific structure of these problems can then be leveraged in mathematical programming formulations
that use approximate value functions [17] or approximate moments [9] as variables, notably using the
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Lagrangian relaxation of non-anticipativity constraints [11] or of the linking constraints [61]. All the
mathematical programs in this paper can be formulated either using moments variables (or marginal
probabilities) or value function variables. Since they lead to better numerical results, we include in the
paper the formulations with moment variables. The value-function formulations can be found in the
PhD dissertation of the first author [14].
When the decision maker has only access to a partial observation for each component, each subsystem
is a POMDP and all the subsystems are linked by resource constraints on the actions taken on each
components. This structure requires to extend the notion of weakly coupled stochastic dynamic program
to the notion of weakly coupled POMDP, which has been introduced by Parizi and Ghate [48] on infinite
horizon problems. Abbou and Makis [1], Parizi and Ghate [48] both propose approximate policies based
on the MDP relaxations. Numerical experiments on finite horizon problems in Appendix F.4 show that
taking into account the fact that observations are partial improve the performance of such algorithms.
For multi-armed bandits, the optimization problem has been introduced by Meshram et al. [43] as restless
partially observable multi-armed bandit and new index policies have been proposed recently to solve it
[31, 43]. However, the algorithms and results proposed hold when the state spaces and observation spaces
contain at most two elements, and the algorithms do not scale to larger spaces.
There is therefore a need for more efficient algorithms for weakly coupled POMDPs that address
both the partially observable aspect and the curse of dimensionality. To the best of our knowledge,
mathematical programming techniques have not been exploited for the control of partially observed
systems with multiple components. The purpose of this paper is to show that such techniques lead to
practically efficient algorithms for such systems, both in the single and the multi-component cases. Our
first contributions are mathematical programming formulations for generic POMDPs.
1. We propose an exact Non-Linear Program (NLP) formulation and an exact Mixed Integer Linear
Program (MILP) formulation for POMDP problems with memoryless policies. When solved with
off-the-shelve solvers, they provide a practically efficient solution approach. Numerical experiments
on instances from the literature show that, on several class of problems over a finite horizon among
which maintenance problems, our MILP approach provides better solutions than a state-of-the-art
POMDP algorithms such as SARSOP (which is not restricted to memoryless policies).
2. We introduce an extended formulation with valid inequalities that improve the resolution of our
MILP. Such inequalities come from a probabilistic interpretation of the dependence between ran-
dom variables. Numerical experiments show their efficiency.
3. We prove that the linear relaxation of our MILP is equivalent to the MDP relaxation of the
POMDP, which corresponds to the case where the action depend on the current state. In addition,
we show that the strengthened linear relaxation is a (practically tight) upper bound of the optimal
value of POMDP with history-dependent policies.
We then show how, as for the fully observed cases, mathematical programming techniques can success-
fully exploit the specific structure of multi-components systems to address the curse of dimensionality
that affect them. More precisely, we introduce several formulations and algorithms for weakly cou-
pled POMDP with memoryless policies that leverage our formulations and valid inequalities for generic
POMDPs.
4. Our main contribution is a history-dependent policy for weakly coupled POMDPs, each value of
which is defined through the resolution of a MILP approximation. To the best of our knowledge, it
is the first algorithm that can address large scale instances over finite horizon: When approaches in
the literature considered instances with 10 components each of them with 2 states, we can provide
policies with at most 10% optimality gap on instances with 20 components and 5 states within a
reasonable computation time.
5. We introduce tractable upper bounds on the value of an optimal memoryless policy and on the
value of an optimal history-dependent policy. The first one is a Lagrangian relaxation bound
computed thanks to a column generation algorithm, and the second comes from an extended
linear programming formulation. These bounds are compute enable to compute the optimality
gaps mentioned in the previous point.
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6. We provide a shared hierarchy of lower and upper bounds on the value of optimal memoryless
and history dependent policies, decomposable policies, the value our formulations, and the value
of natural information relaxations.
7. Detailed numerical experiments on maintenance and multi-armed bandits problems evaluate the
different algorithms and bounds proposed.
The paper is organized as follows. Section 2 recalls the formal definition of a POMDP and introduces
the notion of weakly coupled POMDP. Section 3 introduces our mathematical programming formulations
(NLP and MILP) for POMDP with memoryless policies, the valid inequalities and the theoretical study
of the linear relaxations. Section 4 introduces our heuristic, which is based on approximate integer formu-
lation, and also describes different mathematical programming formulations, including the Lagrangian
relaxation, that give useful bounds for weakly coupled POMDPs. Finally, Section 5 summarizes our
numerical experiments. The proofs of all the theorems in Sections 3 and 4 are respectively available in
Appendices B and D.
2 Weakly coupled POMDP
2.1 Background on POMDPs
A POMDP is a multi-stage stochastic optimization problem defined as follows. It models on a horizon T
in Z+ the evolution of a system. At each time t in [T ], the system is in a random state St, which takes
value in a finite state space XS . The system starts in state s in XS with probability p(s) := P (S1 = s).
At time t, the decision maker does not have access to St, but observes Ot, whose value belongs to
a finite state space XO. When the system is in state St = s, it emits an observation Ot = o with
probability P(Ot = o|St = s) := p(o|s). Then, the decision maker takes an action At, which belongs to
a finite space XA. Given an action At = a, the system transits from state St = s to state St+1 = s
′
with probability P (St+1 = s
′|St = s, At = a) := p(s′|s, a), and the decision maker receives the immediate
reward r(s, a, s′), where the reward function is defined as a real valued function r : XS ×XA ×XS → R,
which we will also view as a vector r = (r(s, a, s′)) ∈ RXS×XA×XS . We denote by p the vector of
probabilities p = (p(s), p(o|s), p(s′|s, a))s,s′∈XS,o∈XO
a∈XA
. A POMDP is parametrized by the fifth tuple
(XS ,XO,XA, p, r).
POMDP problem. Let (XS ,XO,XA, p, r) be a POMDP. Given a finite horizon T ∈ Z+, the choices
made by the decision maker are modeled using a policy δ = (δ1, . . . , δT ), where δt is the conditional
probability distribution of taking action At at time t given the history of observations and actions
Ht = (O1, A1, . . . , At−1, Ot) in X tH := (XO ×XA)
t−1 × XO, i.e., δta|h := P(At = a|Ht = h), for any a in











δta|h = 1 and δ
t
a|h ≥ 0, ∀h ∈ X
t
H , a ∈ XA, t ∈ [T ]
}
.
In ∆his, “his” refers to policies that take into account the history of observations and actions by opposition
to memoryless policies which will be introduced below. A policy δ ∈ ∆his leads to the probability
distribution Pδ on (XS ×XO ×XA)
T ×XS such that







where ht = (s1, o1, . . . , at−1, ot). We denote by Eδ the expectation according to Pδ. The goal of the
decision maker is to find a policy δ in ∆his maximizing the expected total reward over the finite horizon









It is known that Phis is PSPACE-hard [47].
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POMDP problem with memoryless policies. Let (XS ,XO,XA, p, r) be a POMDP. Given a
finite horizon T ∈ Z+, A memoryless policy is a vector δ = (δ1, . . . , δT ), where δt is the conditional
probability distribution at time t of action At given observation Ot, i.e., δ
t
a|o := P(At = a|Ot = o) for
any a in XA and o in XO. Such policies are said memoryless because the choice of At only depends on
the current observation Ot, in contrast with the history of observations and actions Ht. We denote by
∆ml the set of memoryless policies, where “ml” refers to memoryless
∆ml =
{
δ ∈ RT×XA×XO :
∑
a∈XA
δta|o = 1 and δ
t
a|o ≥ 0, ∀o ∈ XO, a ∈ XA
}
. (1)
With an abuse of notation, the definition of ∆ml ensures that ∆ml ⊆ ∆his in the sense that for any policy




a|o for any a in
XA, o in XO, h in X tH and t in [T ]. This time, the policy δ ∈ ∆ml endows (XS ×XO ×XA)
T ×XS with
the probability distribution Pδ characterized by







and the decision maker now seeks a memoryless policy δ in ∆ml maximizing the expected total reward









Problem Pml is NP-hard [39]. In Section 5, we provide numerical experiments showing that memoryless
policies perform well on different kinds of problems modeled as POMDPs.
2.2 Problem definition of weakly coupled POMDP
A weakly coupled POMDP models a system composed of M components, each of them evolving in-
dependently as a POMDP. Let Smt and O
m
t be random variables that represent respectively the state
and the observation of component m at time t, and that belong respectively to the state space XmS and
the observation space XmO of component m. Each component is assumed to evolve individually as a
POMDP. We denote by pm and rm respectively the probability distributions and the immediate reward
functions of component m. We denote by St =
(










the state and the
observation of the full system at time t, which lie respectively in the state space XS = X 1S × · · · × X
M
S
and the observation space XO = X 1O × · · · × X
M
O . The spaces XS and XO represent the state space and
the observation space of the full system. We assume that the action space XA can be written
XA =
{








where XmA is the individual action space of component m, and D
m : XmA → R
q is a given function for
each component m in [M ], and b ∈ Rq is a given vector for some finite integer q. We assume in the rest
of the paper that the vector b is non-negative. This is without loss of generality since an instance with
a generic b can be turned into an equivalent one with non-negative b: It suffices to set D′m := Dm− k
M
for every m in [M ], b′ := b − k where k = mini∈[q] bi and bi is the i-th coordinate of vector b, and
XA =
{








Each component is assumed to evolve independently, hence the joint probability of emission factorizes
as




and the joint probability of transition factorizes as
P(S1 = s) =
M∏
m=1
pm(sm) and P(St+1 = s





for all t in [T ]. In addition, the reward is assumed to decompose additively
r(s, a, s′) =
M∑
m=1
rm(sm, am, s′m). (6)









where the expectation is taken according to Pδ defined in (2). Similarly, we define the weakly coupled
POMDP problem with history-dependent policies Pwchis by replacing ∆ml with ∆his. Note that unless














observation space XO = X 1O × · · · × X
M
O , the action space XA defined in (3).
Remark 1. In the definition of POMDP, we could have considered a variant where the observation Ot
may depend on At−1 given St and the emission probability distribution becomes P(Ot = o|At−1 =
a′, St = s) := p(o|a′, s). All the mathematical programming formulations and theoretical results in this
paper can be extended to this case. We choose to consider the case above to lighten the notation. △
Remark 2. Bertsimas and Mǐsić [9] consider the notion of decomposable MDP as an alternative to
weakly coupled MDP. The only difference is that the action space is generic and does not decompose
along the components. We can define a similar notion of decomposable POMDP. It turns out that using
a transformation similar to the one introduced by Bertsimas and Mǐsić [9, Sec 4.3], we can prove that the
frameworks of weakly coupled and decomposable POMDPs are equivalent. Indeed, given a generic action
space XA, it suffices to define the set of individual action spaces as XmA = XA for each component m in
[M ]. For any (a1, . . . , aM ) ∈ X 1A×· · ·×X
M
A , we enforce the following linking constraints a
m = am+1 for all
m in [M−1]. Therefore, the action space can be written
{
a ∈ X 1A×· · ·×X
M
A : a
m = am+1, ∀m ∈ [M−1]
}
,
which has the requested form (3). In this paper, we choose the weakly coupled POMDP framework
because we want to exploit it in our algorithms the explicit structure it presupposes on the action
space (3).
△
2.3 Example of application to a maintenance problem
We now illustrate how the maintenance problem mentioned in the introduction can be casted as a weakly
coupled POMDP. As mentioned in the introduction, Appendix A describes three more examples, and
more POMDPs applications can be found for instance in the survey of Cassandra [12]. The system is
composed of M components. The time discretization t ∈ [T ] corresponds to the different maintenance
slots. The decision maker chooses which equipment to maintain at the beginning of each of these slots.
We model the degradation of component m using a state Smt , which belongs to a finite state space X
m
S
and is not observed by the decision maker. We assume that there is a failure state sm,F in XmS for each
component m in [M ], corresponding to its most critical degradation state. Component m starts in state
s with probability pm(s). At each time t, component m is in state Smt = s, and it emits an observation
Omt = o with probability p
m(o|s). Then, the decision maker takes an action At in {0, 1}M where Amt is
a binary variable equal to 1 when component m is maintained. At each maintenance slot, the decision
maker can maintain at most K components. Hence, we write the action space XA as follows
XA =
{






Therefore, XA contains only one scalar constraint (q = 1) and satisfies (3) by setting Dm(a) = a for
every a ∈ {0, 1} and m ∈ [M ], and b = K. We assume that each component m evolves independently
from state Smt = s to state S
m
t+1 = s
′ with probability pm(s′|s, a), and the decision maker receives reward
rm(s, a, s′). In addition, we assume that when a component is maintained, it behaves like a new one, i.e.,
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pm(s′|s, 1) = pm(s′), for any s, s′ in XmS , and the conditional probabilities factorize as (4) and (5). Each
component has a maintenance cost CmR and a failure cost C
m
F at each component m. The individual




R , for any s, s
′ ∈ XmS
and a ∈ {0, 1}. We assume that the reward decomposes additively as (6). Given a finite horizon T ,
the predictive maintenance problem with capacity constraints consists in finding a policy in ∆ml that
solves Pwcml with XA, (p
m)m∈[M ] and (r
m)m∈[M ].
3 Integer programming for POMDPs
In this section, we provide an integer formulation that gives an optimal memoryless policy for Pml as
well as valid inequalities. We are given a POMDP (XS ,XO,XA, p, r) and a finite horizon T ∈ Z+. We
denote by v∗ml the optimal value of Pml.
3.1 An exact Nonlinear Program











































µ1soa ∀s ∈ XS (8d)












µtso′a′ ∀s ∈ XS , o ∈ XO, a ∈ XA, t ∈ [T ] (8g)
δ ∈ ∆ml,µ ≥ 0 (8h)
Given a policy δ ∈ ∆ml, we say that µ is the vector of moments of the probability distribution Pδ
induced by δ when
µ1s = Pδ(S1 = s), ∀s ∈ XS (9a)
µtsoa = Pδ(St = s,Ot = o,At = a), ∀s ∈ XS , o ∈ XO, a ∈ XA, ∀t ∈ [T ] (9b)
µtsas′ = Pδ(St = s, At = a, St+1 = s
′), ∀s, s′ ∈ XS , a ∈ XA, ∀t ∈ [T ] (9c)
Thanks to the properties of probability distributions, such vector of moments (9) of Pδ satisfy the
constraints of Problem (8). Conversely, given a feasible solution of Problem (8), Theorem 1 ensures that
µ is the vector of moments of Pδ. We denote by z
∗ the optimal value of Problem (8).
Theorem 1. Let (µ, δ) be a feasible solution of NLP (8). Then µ is the vector of moments of the
probability distribution Pδ induced by δ, and (µ, δ) is an optimal solution of NLP (8) if and only if δ is




Remark 3. Taking into account initial observations. Suppose that the decision maker has access to an
initial observation o in XO. Hence, for any policy δ in ∆ml we have Pδ(O1 = o) = 1. Taking into
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account the initial observation requires to slightly modify the constraints of Problem (8): We replace
constraints (8e) and (8g) in Problem (8) at time t = 1 by






µ1so′a′ , ∀s ∈ XS , o ∈ XO, a ∈ XA, (10b)
where the probability distribution Pδ(S1|O1) can be computed using Bayes formula. This remark will
be useful in Section 4. △
3.2 Turning the nonlinear program into an MILP
We define the set of deterministic memoryless policies ∆dml as
∆dml =
{
δ ∈ ∆ml : δ
t
a|o ∈ {0, 1}, ∀o ∈ XO, ∀a ∈ XA, ∀t ∈ [T ]
}
. (11)
The following proposition states that we can restrict our policy search in Pml to the set of deterministic
memoryless policies.

















Theorem 1 ensure that Pml and Problem (8) are equivalent, and in particular admit the same optimal
solution in terms of δ. However, Problem (8) is hard to solve due to the nonlinear constraints (8g). By
Proposition 12, we can add the integrality constraints of ∆dml in (8), and, by a classical result in integer
programming, we can turn Problem (8) into an equivalent MILP: It suffices to replace constraint (8g)




µtso′a′ ∀s ∈ XS , o ∈ XO, a ∈ XA, t ∈ [T ] (13a)
µtsoa ≤ δ
t






a|o − 1 ∀s ∈ XS , o ∈ XO, a ∈ XA, t ∈ [T ]. (13c)
For convenience, we denote by McCormick (µ, δ) the set of McCormick linear inequalities (13). Thus,















δ ∈ ∆dml,µ ≥ 0.
(14)
For convenience, given a POMDP (XS ,XO,XA, p, r), we define respectively the feasible sets of Prob-
lem (8) and MILP (14) as Q (T,XS,XO,XA, p) and Qd (T,XS ,XO,XA, p) . We write respectively Q and
Qd when (T,XS ,XO,XA, p) is clear from the context.
3.3 Valid inequalities
Before introducing our valid inequalities, we start by explaining why the linear relaxation of MILP (14)
is not sufficient to define a feasible solution of Problem (8). It turns out that given a feasible solution
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(µ, δ) of the linear relaxation of MILP (14), the vector µ is not necessarily the vector of moments
of the probability distribution Pδ induced by δ. Indeed, when the coordinates of the vector δ are
continuous variables, the McCormick’s constraints (13) are, in general, no longer equivalent to bilinear
constraints (8g). Then, (µ, δ) is not necessarily a feasible solution of Problem (8) anymore, which implies
that µ is not necessarily the vector of moments of the probability distribution Pδ. Intuitively, it means
that the feasible set of the linear relaxation of MILP (14) is too large. Actually, we can reduce the
feasible set of the linear relaxation of MILP (14) by adding valid inequalities. To do so, we introduce











′, s ∈ XS , o ∈ XO, a






′, s ∈ XS , o ∈ XO, a
′, a ∈ XA, (15c)
where we use the constants
p(s|s′, a′, o) = P(St = s|St−1 = s
′, At−1 = a
′, Ot = o),
for any s, s′ ∈ XS , a′ ∈ XA and o ∈ XO. Note that p(s|s′, a′, o′) does not depend on the policy δ and can
be easily computed during a preprocessing using Bayes rules. Therefore, constraints in (15) are linear.
Proposition 3. Inequalities (15) are valid for MILP (14), and there exists a solution µ of the linear
relaxation of (14) that does not satisfy constraints (15).
The MILP formulation obtained by adding inequalities (15) in MILP (14) is an extended formulation,
and has many more constraints than the initial MILP (14). Its linear relaxation therefore takes longer
to solve. Inequalities (15) strengthen the linear relaxation, and numerical experiments in Section 5 show
that these inequalities enable to speed up the resolution of MILP (14).
Probabilistic interpretation. Given a feasible solution (µ, δ) of the linear relaxation of (14), µ
can still be interpreted as the vector of moments of a probability distribution Qµ over (XS ×XO ×XA)
T×
XS . However, as it has been mentioned above, the vector µ does not necessarily correspond to the
vector of moments of Pδ, which is due to the fact that (µ, δ) does not necessarily satisfy the nonlinear
constraints (8g). Besides, constraints (8g) is equivalent to the property that,
according to Qµ, action At is independent from state St given observation Ot. (16)
Hence, given a feasible solution (µ, δ) of the linear relaxation of MILP (14), the distribution Qµ does
not necessarily satisfy the conditional independences (16). Remark that (16) implies the weaker result
that,
according to Qµ, At is independent from St given Ot, At−1 and St−1. (17)
Proposition 3 says that the independences in (17) are not satisfied in general by a feasible solution (µ, δ)
of the linear relaxation of MILP (14), but that we can enforce them using linear inequalities (15) on
(µ, δ) in an extended formulation.
3.4 Strengths of the relaxations
When the decision maker directly observes the state of the system, the POMDP problem becomes a
MDP problem and the resulting optimization problem is called the MDP approximation [29]. It turns







and the following linear program which is known to solve exactly a
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µt+1sa′s′ ∀s ∈ XS , t ∈ [T ] (18c)





µtsas′′ ∀s ∈ XS , a ∈ XA, t ∈ [T ] (18e)
In Problem (18), the variables (µ1s)s and (µ
t
sas′)sas′ respectively represent the probability distribution of
S1 and (St, At, St+1) for any t in [T ]. Theorem 4 below states that the linear relaxation of MILP (14) is
equivalent to the MDP approximation of Pml. We introduce the following quantities:
– z∗R: the optimal value of the linear relaxation of MILP (14).
– z∗Rc : the optimal value of the linear relaxation of MILP (14) with inequalities (15).
– v∗his: the optimal value of Phis.
– v∗MDP: the optimal value of linear program (18), which is the optimal value of the MDP approxi-
mation.
Theorem 4. Let (µ, δ) be feasible solution of the linear relaxation of MILP (14). Then (µ, δ) is an
optimal solution of the linear relaxation of MILP (14) if and only if µ is an optimal solution of linear
program (18). In particular, z∗R = v
∗
MDP. In addition, the following inequalities hold:





Inequality (19) ensures that by solving MILP (14), we obtain an integrality gap z∗R− z
∗ that bounds
the approximation error v∗his − z
∗ due to the choice of a memoryless policy instead of a policy that
depends on all history of observations and actions. In addition, Theorem 4 ensures that the integrality
gap z∗Rc − z
∗ obtained using valid inequalities (15) gives a tighter bound on the approximation error.
4 Integer programming for weakly coupled POMDPs










. Based on the results of Section 3, a naive approach is
to use the mathematical programs of the previous section on the POMDP (XS ,XO,X ′A, p
′, r′) , where
XS = X 1S × · · · × X
M
S , XO = X
1
O × · · · × X
M




A × · · · × X
M
A , p
′, and r′ are respectively












rm(s, a, s′) (20a)










a|o ≤ 0 ∀o ∈ XO, a ∈ X
′
A, t ∈ [T ] (20c)
where constraints (20c) model the linking constraints
∑M
m=1 D
m(Amt ) ≤ b, which are not included in
Q (T,XS ,XO,X ′A, p
′). Indeed, given a solution (µ, δ) of NLP (20), if a ∈ X ′A\XA, then δa|o = 0 for all
10
t in [T ] and o in XO. This results ensures that Pδ ({At ∈ XA, ∀t ∈ [T ]}) = 1, which shows that the
linking constraint is satisfied almost surely.
NLP (20) is intractable for at least three reasons. (A) The number of variables required to encode









dinates) and the number of constraints required to ensure that µ corresponds to the moment of the
distribution induced by δ is exponential. (B) The latter constraints are nonlinear. And (C) the number
of inequalities required to ensure that the linking constraints are satisfied is exponential. If the second
difficulty can be addressed using the approach developed in Section 3.2, the two others are specific to
weakly coupled POMDP.
4.1 An approximate integer program






















rm(s, a, s′)τ t,msas′ (21a)











τ t,msoa = τ
t,m
a ∀a ∈ X
m






Dm(a)τ t,ma ≤ b ∀t ∈ [T ] (21d)
In order to obtain (21), we modify NLP (20) in three ways.
(A) We reduce the number of variables and constraints required to encode a policy and its moments by





m) for each component m instead
of (µ, δ).
(B) We consider deterministic policies δm ∈ ∆d,m and linearize constraints using McCormick inequal-
ities: We replace Q by Qd.
(C) We replace the almost sure linking constraint
∑M
m=1 D
m(Amt ) ≤ b, by the constraint in expectation
∑M
m=1 Eδm [D
m(Amt )] ≤ b, which enables to reduce the number of inequalities (20c) required to
encode it.
The reader is already familiar with (B), which we used in Section 3.2 to turn the NLP (8) into the
MILP (14). Let us now focus (A) and (C).






























variables and constraints. Furthermore, by Theorem 1, constraints (21b) and (21c) ensure that the
variables τm can still be interpreted as the vector of moments of the probability distribution Pδm in-
duced by the deterministic policy δm for each component m in [M ]. However, given a feasible solution
(τm, δm)m∈[M ] there is no guarantee that there exists a policy δ of P
wc
ml such that the variables (τ
m)m∈[M ]
represent the moments of the distribution Pδ on the whole system. It is the reason why, following the
conventions in the graphical model literature [57], we denote by τ the approximate vector of moments
(or pseudomarginals) instead of µ, which we reserve for exact vector of moments.









m(am) ≤ b, ∀o ∈ XO, a ∈ X
′
A, t ∈ [T ]. (22)
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m(am) ≤ b. However, the collection of constraints (22) has still an exponential number
of elements. When we replace the almost sure constraint
∑M
m=1 D







≤ b, the linearity of expectation enables to decouple the different
components and obtain the family of constraint (14), which has a polynomial number of elements.
In addition to its tractability, MILP (21) has the advantage when it is solved as a subroutine in the
algorithms of Sections 4.5 and 4.6 that compute practically efficient policies for large scale weakly coupled
POMDP. But its optimal value is neither a lower bound nor an upper bound on v∗ml (see Appendix G for
examples of this fact). We will see in the next section that it shares lower and upper bounds with Pwcml.
As it was the case for MILP (14), we can strengthen MILP (21) with the valid inequalities of






τ t,ms′a′soa = τ
t,m
soa , ∀s ∈ X
m
S , o ∈ X
m






τ t,ms′a′soa = p
m(o|s)pm(s|s′, a′)τ t−1,ms′a′ , ∀s, s
′ ∈ XmS , o ∈ X
m
O , a
′ ∈ XmA , (23b)





τ t,ms′a′soa, ∀s, s
′ ∈ XmS , o ∈ X
m
O , a, a
′ ∈ XmA . (23c)
4.2 Strengths of the linear relaxation
While in Section 3.4 we showed that the linear relaxation of MILP (14) is equivalent to the MDP
approximation, one may ask the question: How do we relate the linear relaxation of MILP (21) with the
MDP approximation of a weakly coupled POMDP? As stated the theorem below, we are able to link the
value of the linear relaxation of MILP (21) (with and without valid inequalities (23)) with the optimal
value v∗ml and v
∗
his. We denote respectively by zIP, zRc and zR the optimal values of MILP (21) and its
linear relaxation with and without valid inequalities (23).
Theorem 5. The linear relaxation of MILP (21) is a relaxation of the MPD approximation of the weakly
coupled POMDP. Furthermore, the inequalities v∗MDP ≤ zR and v
∗
his ≤ zRc ≤ zR hold.
It turns out the linear relaxation of MILP (21) is equivalent to the fluid formulation of Bertsimas
and Mǐsić [9], which is a relaxation of the MDP approximation of a weakly coupled POMDP. We show
this result in Appendix H.
4.3 An upper bound and a lower bound
In this section we introduce bounds zLB, zUB, and zLR that enable to quantify the distance between the
optimal values v∗ml and zIP of P
wc
ml and MILP (21). More precisely, we prove
zLB ≤ v∗ml ≤ zUB
zLB ≤ zIP ≤ zUB
and zUB ≤ zLR ≤ zRc ≤ zR
where zR and zRc denote the optimal values of the linear relaxation of MILP (21) and the linear relaxation
of MILP (21) with valid inequalities (23), respectively. Bounds zLB, zUB, and zLR are defined as optimal
values of mathematical programs obtained by playing with approximations (A), (B), and (C). Since zLB
and zUB are hard to compute, their interest is mainly theoretical: They enable to bound the difference
between v∗ml and zIP. We also introduce the tractable upper bound zLR to evaluate the quality of the
policy we use in the numerical experiments.
In this section, we need to compare MILP formulations that do not share the same set of variables.
We therefore say that a problem P is a relaxation of problem P’ when given a feasible solution of P’ we
can build a feasible solution of P with the same value.
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4.3.1 The lower bound from decomposable policies
A policy δ in ∆, defined on XA, is decomposable if there exist policies δ




m. The main advantage of decomposable policies is that they decouple components:
given such a δ, the random variables of each component are independent under Pδ. We can therefore
compute exact probabilities using local moments τm. An optimal policy can then be computed using
























a|om ≤ b ∀o ∈ XO, t ∈ [T ] (24c)
Theorem 6. Let (τm, δm) be an optimal solution of (24). Then δ =
∏M
m=1 δ
m is an optimal determin-
istic decomposable policy for Pwcml.
Furthermore, MILP (21) is also a relaxation of MILP (24). In particular, zLB ≤ v∗ml and zLB ≤ zIP.
Remark that MILP (24) is obtained from NLP (20) by using modifications (A) and (B), but not (C).
Indeed, the almost sure constraint (24c) is required to ensure that the decomposable policy we obtain is
feasible. Since there is an exponential number of such constraints, a line generation approach is required
to solve this problem in practice.
4.3.2 An upper bound through a nonlinear formulation
At first sight, it may seem that MILP (21) is a relaxation of NLP (20). Indeed, modification (A) relaxes
the problem: Given a solution (µ, δ) of NLP (20), and defining τm and δm respectively as the marginal



































































And modification (C) further relaxes the problem by turning an almost sure constraint into a constraint
in expectation. However, if there is an optimal policy δ that is deterministic, the moments δm of such
a policy defined above are not necessarily deterministic anymore. This is the reason why MILP (21),























τ t,msoa = τ
t,m
a ∀a ∈ X
m






Dm(a)τ t,ma ≤ b ∀t ∈ [T ] (25d)
which is obtained by using only modifications (A) and (C), is a relaxation. We denote by zUB the optimal










Figure 1: The relaxations of Section 4.3. An arrow from Problem X to a Problem Y indicates
that Y is a relaxation of X in the sense we defined at the beginning of this section. In each
block, we indicate which approximations we use to obtain the formulations.
Theorem 7. The nonlinear program (25) is a relaxation of Pwcml and MILP (21). In particular, v
∗
ml ≤ zUB
and zIP ≤ zUB.
Once again, variables τm can be interpreted as the vector of moments of the probability distribution
Pδm on component m but there is no guarantee that it defines a joint probability distribution over
the whole system. Problem (25) is a Quadratically Constrained Quadratic Program (QCQP) due to
constraints (25b) and is in general non-convex. Recent QCQP solvers such as Gurobi 9.0 [28] are able
to solve small instances of Problem (25) to optimality, but they cannot address large instances due to
the limits of a Spatial Branch-and-Bound [37].
4.3.3 A tractable upper bound through Lagrangian relaxation







which we cannot linearize using McCormick inequalities as in Section 3.2 because we do not assume that
δm is integer anymore. However, if we perform a Lagrangian relaxation where we relax linking con-
straint (25d), then we obtain an subproblem for each component that is a POMDP, which we can now
reformulate as a MILP using the approach of Section 3.2. Let zLR denote the value of this Lagrangian
relaxation of NLP (25).
Proposition 8. The value of the Lagrangian relaxations of MILP (21) and NLP (25) are equal and the
following inequalities hold:
zUB ≤ zLR ≤ zRc ≤ zR (26)
Proposition 8 ensures that zLR can be computed using the Lagrangian relaxation of MILP (21).
Geoffrion’s theorem [26] ensures that we can compute zLR by solving the Dantzig-Wolfe reformulation of
MILP (21) within a column generation approach. The proof of Proposition 8 and the full details of the
column generation algorithm are available in Appendix E. Note that Lagrangian relaxation has already
been used in the literature on weakly coupled stochastic dynamic programs to compute upper bounds
[2, 30, 61].
4.3.4 Benefits and drawbacks of the formulations
Figure 1 summarizes the links between the feasible sets of the different formulations they have been
established in the theorems. Table 1 highlights the benefits and the drawbacks of the different formu-
lations. It reports the behavior of the formulations regarding several criteria formulated as questions:
are the numbers of variables (Pol. variables) and constraints (Pol. constraints) polynomial? Does the
formulation have linking constraints between the components (Link. constraints)? Is the formulation
linear (Linearity)? Are there integer variables in the formulation (Int. variables)? Does the formulation
provide a feasible policy (Feas. pol.)? Is the optimal value an upper bound or a lower bound regarding
v∗ml? Is the formulation tractable regarding the size of the instances (small with |XS | ≤ 10
2, medium
with 102 ≤ |XS | ≤ 104 and large with |XS | ≥ 104)? The tractability criteria should be understood as an






























































NLP (20) X X − −
MILP (21) X X X X X X X
Lower bound (24) X X X X X X X
Upper bound (25) X X X X X
Lagrangian Relaxation X X X X X X X X
Linear Relaxation of (21) X X X X X X X X
Table 1: Comparison of the properties of the formulations.
4.4 Valid inequalities
Since Inequalities (15) are valid for MILP (14), their local counterpart (23) are valid for all the MILPs
introduced in this section.
Proposition 9. Inequalities (23) are valid for MILP (21), MILP (24) and Problem (25), and there
exists a solution of the linear relaxation of (21) that does not satisfy constraints (23).
As in the generic POMDP case, inequalities (23) help the resolution of MILP (21) in practice.
However, since the extended formulation obtained by adding inequalities (23) in MILP (21) has a large
number of variables and constraints when the number of components is large (M ≥ 15), the linear
relaxation takes longer to solve.
4.5 Deducing a history-dependent policy from MILP (21)
In MILP (21), we consider “local” policies δm on each component m in [M ]. However, in general, given
a vector of “local” policies (δm)m∈[M ], there is no guarantee that there exists a policy δ that coincides
with δm for every components m in [M ]. In this section we describe how we can use MILP (21) to deduce
a history-dependent policy for weakly coupled POMDPs.
Consider a history h = (o1, a1, . . . ,ot−1, at−1,ot) available at time t. Conditionally to h, the vectors
of state component (Smt′ )1≤t′≤t for all m in [M ] become independent, i.e.,














t ) is called the belief state of component
m. We can use the belief state update (see Appendix.C.1) on each of the components to compute the
belief state pm(sm|hm). We introduce the following algorithm:
Algorithm 1 History-dependent policy ActtIP,T(h)
1: Input An history of observations and actions h ∈ (XO × XA)
t−1 × XO.
2: Output An action a ∈ XA.
3: Compute the belief state pm(s|hm) according to the belief state update (see Appendix. C.1)
for every state s in XmS and every component m.
4: Remove constraints and variables indexed by t′ < t in MILP (21) and solve the resulting
problem with horizon T − t, initial probability distributions (pm(s|hm))s∈Xm
S
for every com-
ponent m in [M ] and initial observation ot (see Remark 3) to obtain an optimal solution
(τm, δm)m∈[M ].
5: Return a = (a1, . . . , aM ) for which δt,m
am|om = 1 for all m in [M ].
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1, if a = ActIP,tT (h)
0, otherwise
, ∀h ∈ X tH , a ∈ XA, t ∈ [T ],
where implicit means that each value of the policy is obtained by solving a mathematical programming
formulation. It is not clear at first sight that policy δIP is a feasible policy in Pwchis because it is not
immediate to see that the action returned by Algorithm 1 belongs to XA. The theorem below ensures
that the implicit policy δIP is a feasible policy of Pwchis, and that the belief updates can only improve the
total expected reward. We denote by νIP the total expected reward induced by policy δ
IP.




It turns out that we can also use lower bound (24) instead of MILP (21) at step 4. We denote by
ActLB,tT (h) such an algorithm and δ
LB the induced policy. Thanks to Theorem 6, Theorem 10 remains
true when we use the induced implicit policy with ActLB,tT (h). However, we cannot use our other
formulations because the resulting actions would not necessary belong to XA. Appendix I introduces a
variant of Algorithm (1) which can be used with these formulations, as well as numerical experiments
showing that the resulting policies are not as efficient as δIP.
4.6 Rolling horizon matheuristic
When the horizon T is long it is computationally interesting to embed the implicit policy δIP in a rolling
horizon heuristic, which consists in repeatedly solving an optimization problem with a smaller horizon
Tr < T at each time step and to take action at the current time. This type of rolling horizon heuristic
is commonly used for multistage stochastic optimization problems in operations research [51]. This
approach is also called Model Predictive Control [7] in the optimal control literature. See Appendix C.2
for more details.
5 Numerical experiments
In this section we provide numerical experiments on the mathematical program formulations for POMDP
and weakly coupled POMDP. First, we illustrate the efficiency of our integer formulation (14) and the
valid inequalities (15) for POMDP on random instances, and then we show the relevance of using our
memoryless policies on different kinds of instances from the literature. Second, we show the efficiency
of using our rolling horizon matheuristic of Section 4.6 on a maintenance problem. Full details of the
experiments and additional numerical results can be found in Appendix F. In particular, it also includes
numerical results on multi-armed bandit problems similar to the ones of Bertsimas and Mǐsić [9]. All the
mathematical programs have been written in Julia [10] with the JuMP [21] interface and solved using
Gurobi 9.0. [28] with the default settings. Experiments have been run on a server with 192Gb of RAM
and 32 cores at 3.30GHz.
5.1 Generic POMDPs: Random instances
In this section, we provide numerical experiments on generic POMDPs showing the efficiency of the
valid inequalities (15) for our MILP (14). We solve instances of POMDP over different finite horizon
T ∈ {10, 20} For each triplet (XS ,XO,XA), we generate randomly 30 instances. We refer the reader
to Appendix F for more details about how we generate the instances. The average results over the 30













∣ and time horizon T . The fifth column indicates the mathematical program
used to solve Problem (Pml) with (strengthened) or without (basic)valid inequalities (15). In the last
three columns, we report the integrity gap gi, the final gap gf , the percentage of instances solved to
optimality Opt and the computation time (Time).
Table 2 shows that the valid inequalities introduced for MILP (14) are efficient. Indeed, the integrity
gap is always significantly lower with the strengthened formulation, which shows the tightening of linear
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gi gf Opt Time
(%) (%) (%) (s)
(3, 3, 3) 10 1014 Basic 6.02 Opt 100 1.49
Strengthened 1.70 Opt 100 0.62
20 1028 Basic 6.04 Opt 100 664
Strengthened 1.52 Opt 100 466
(3, 4, 4) 10 1024 Basic 9.51 0.34 87 512
Strengthened 3.16 0.18 87 514.4
20 1048 Basic 9.64 1.96 43 2221
Strengthened 2.86 1.13 61 1731
(3, 5, 5) 10 1034 Basic 9.33 0.83 57 1591
Strengthened 2.35 0.38 70 1113
20 1069 Basic 9.60 3.30 26 2702
Strengthened 2.14 1.14 52 1879






gi gf Opt Time
(%) (%) (%) (s)
(4, 3, 3) 10 1014 Basic 7.39 Opt 100 26
Strengthened 2.28 Opt 100 9.16
20 1028 Basic 6.01 1.01 60 1598
Strengthened 2.03 0.32 80 987
(4, 4, 4) 10 1024 Basic 12.19 0.98 65 1477
Strengthened 3.44 0.27 80 967
20 1048 Basic 12.29 4.66 20 2900
Strengthened 3.05 1.48 30 2651
(4, 5, 5) 10 1034 Basic 11.64 1.76 35 2427
Strengthened 3.09 0.62 65 1345
20 1069 Basic 12.04 5.46 5 3413
Strengthened 3.20 1.67 32 2490
Table 2: Efficiency of the valid inequalities (15) for MILP (14) on random instances of generic
POMDPs, with a time limit of 3600s
relaxation and it greatly reduces the computation time. In addition, Inequality 19 ensures that the
integrality gaps of (14) reported in Table 2 are also bounds of the relative gap between v∗ml and v
∗
his.
5.2 Generic POMDP: Instances from the literature
In this section, we evaluate the efficiency of MILP (14) on instances of POMDP drawn from the literature
and we compare its performances with one of the state-of-the-art POMDP solver SARSOP of Kurniawati
et al. [35]. In particular, it shows how the memoryless policy provided by MILP (14) performs on instances
from the literature.
In fact, SARSOP solver gives an approximate history-dependent policy for the discounted infinite
horizon POMDP problem. To adapt this policy for the finite horizon POMDP problem, we proceed
as Dujardin et al. [20]: We compute a policy using SARSOP solver with a discount factor γ = 0.999 and
we compute the expected sum of rewards over the T time steps by simulation of the history-dependent
policy. We perform 104 simulations to compute the expectation. By definition, the objective value
zSARSOP obtained by using this policy is a lower bound of v
∗
his. We run the SARSOP algorithm using
the Julia library POMDPs.jl of Egorov et al. [23].
All the instances can be found at the link http://pomdp.org/examples/ and further descriptions
of each instance are available in the indicated literature on the same website. In particular, it contains
two instances bridge-repair and machine that model maintenance problems. For each instance, we




for any z belonging
to {z∗, zSARSOP}. The lower the value of g(z), the closer the value of z is to v∗his. All the results are
reported in Table 3. The first column indicates the instance considered. The three next columns indicate
respectively the cardinality of XS , XO and XA of the instance. The fourth column indicates the algorithm
used. The last six columns indicate the total expected reward (Obj.) and the gap values for different
finite horizon T ∈ {5, 10, 20}.
One may observe that in most cases the optimal value obtained with our MILP is close to the upper
bound z∗Rc . Thanks to Theorem 4, it says that memoryless policies perform well on finite horizon for these
instances. In particular, the gap is noticeably small on the instance of maintenance problems. However,
as mentioned in the introduction, one can observe that the memoryless policies fail on instances of
navigation problems [39]. We observe this phenomenon on instances of navigation problems, where the
goal is to find a target in a maze, and there are a large number of states relatively to a small number
of observations. It is fairly natural: using a memoryless policy in a maze is misleading because if the
decision maker meets a wall, he will act as it is the first time he meets a wall, and then will always take
the same actions. It seems that on these instances, the SARSOP policies work best on larger horizons,
which is expected since the SARSOP policy is built for an infinite horizon problem. The results in Table 3
support the remark of Walraven and Spaan [59, Section 3] saying that the point-based algorithms for






|XS | |XO| |XA| T = 5 T = 10 T = 20
Obj. Gap(%) Obj. Gap(%) Obj. Gap(%)
1d.noisy 4 2 2 MILP 1.56 18.73 2.97 19.18 5.82 18.73
SARSOP 0.57 70.12 0.67 81.76 0.81 88.71
4x5x2∗ 39 4 4 MILP 0.37 58.13 0.75 57.45 1.86 47.58
SARSOP 0.08 90.87 0.08 95.28 0.08 97.50
aircraftID 12 5 6 MILP 5.69 0.00 10.10 0.00 19.76 0.00
SARSOP 3.39 40.46 7.63 24.46 17.32 12.41
aloha.10 30 3 9 MILP 38.04 0.56 62.74 1.66 84.92 13.84
SARSOP 38.15 0.25 63.74 0.20 89.09 9.61
cheng.D3-1 3 3 3 MILP 32.29 1.87 64.38 1.11 128.55 0.72
SARSOP 32.04 2.65 64.16 1.45 128.28 0.93
cheng.D4-1 4 4 4 MILP 33.83 5.20 67.37 4.10 134.45 3.54
SARSOP 32.40 9.1 65.90 6.19 133.05 4.54
cheng.D5-1 5 5 5 MILP 32.89 3.28 65.64 2.25 131.12 1.73
SARSOP 32.47 4.50 65.23 2.86 130.81 1.96
learning.c3 24 3 12 MILP 1.63 45.3 2.20 26.76 2.33 22.48
SARSOP 0.33 88.89 0.33 89.00 0.34 88.67
milos-aaai97∗ 20 8 6 MILP 26.83 10.28 53.41 36.06 92.09 55.06
SARSOP 12.62 57.79 39.52 52.69 97.73 52.31
network∗ 7 2 4 MILP 20.30 2.49 95.06 22.85 203.87 36.02
SARSOP 20.88 0.00 95.78 22.26 245.88 22.98
bridge-repair∗∗ 5 5 10 MILP 1992.77 0.15 7801.56 0.44 27937.93 0.13
SARSOP 1514.15 24.13 6832.99 12.80 26568.42 5.03
query.s2 9 3 2 MILP 21.54 0.95 46.25 0.10 96.50 0.11
SARSOP 15.77 27.50 31.68 31.56 64.91 30.66
machine∗∗ 256 16 4 MILP 4.90 0.00 9.50 0.81 17.98 0.05
SARSOP 4.90 0.00 9.35 2.38 15.69 12.79
∗ Instances of navigation problem, ∗∗ Instances of maintenance problem
Table 3: Performances of our memoryless policy on benchmark instances. The results written
in bold indicate the best value obtained for each instance.
5.3 Weakly coupled POMDP: Performances of the matheuristic on a main-
tenance problem
The aim of this section is to show how close νIP is to the optimal value v
∗
his, and that policy δ
IP can be
computed in a reasonable amount of time on large-scale instances of a practical problem. We evaluate
the performances of the history-dependent policy δIP by running Algorithm 2 on a maintenance problem
taken from the literature. Like Walraven and Spaan [58, Section 5.2], we consider a road authority
that performs maintenance on M bridges, each of them evolving independently over a finite horizon H .
Each bridge is modeled as a POMDP [24] with 5 possible states and observations, and the authority
must chooses at most K bridges to maintain at each decision time. As mentionned in Example 2.3, this
problem can be modeled as a weakly coupled POMDP. In Appendix F.4 we describe the maintenance
problem and the settings. We consider instances with different values of M in {3, 4, 5, 10, 15, 20}. We
choose a maintenance capacity K = max(⌊γ ×M⌋, 1), where γ is a scalar belonging {0.2, 0.4, 0.6, 0.8}
(when M = 3, then K belongs to {1, 2}) and we solve the problem over the finite horizon T = 24.
We evaluate the performances of matheuristic 2 with formulation IP for rolling horizon Tr in {2, 5}.
For each instance (M,K, (pm)m∈[M ]), we perform 10
3 runs of matheuristic 2. We compute the average
total cost |νIP|, the average number of failures FIP over the 10
3 simulations. We compare νIP with









. Thanks to Theorem 5, the value of GR
c
IP indicates how far is νIP from v
∗
his because
νIP ≤ v∗his ≤ zRc . The lower the value of G
Rc
IP , the better is the performance of policy δ
IP. In addition,
for each simulation, we compute the average computation time in seconds of the underlying formulation
over all steps of the simulation. We then consider the average value over all the N simulations. For the
quantities |νIP| and FIP we also report the standard deviations over all simulations.
Tables 4 displays several results (see Appendix F.4 for more results). For all the mathematical
programs, we set the computation time limit to 3600 seconds and a final gap tolerance (MIPGap parameter
in Gurobi) of 1%, which is enough for the use of our matheuristic. If the resolution has not terminated
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(×103) (×103) (%) (%) (s)
10 0.2 2 22.63 5.45 18.0 5.5 -34.20 17.71 0.012
5 22.06 5.24 17.5 5.2 -35.85 14.74 0.384
0.4 2 19.19 3.38 11.5 3.3 1.32 3.07 0.012
5 18.91 3.26 10.6 3.2 -0.16 1.57 0.196
0.6 2 19.10 3.28 10.8 3.1 0.92 2.60 0.011
5 18.81 3.06 9.7 2.9 -0.62 1.03 0.138
0.8 2 19.09 3.27 10.8 3.1 0.86 2.53 0.011
5 18.82 3.08 9.6 2.9 -0.56 1.09 0.137
15 0.2 2 31.54 6.03 25.0 6.0 -22.56 12.73 0.017
5 30.89 5.88 24.0 5.9 -24.14 10.43 0.591
0.4 2 28.18 4.22 19.1 4.1 0.45 1.93 0.016
5 27.67 3.97 16.8 3.9 -1.39 0.06 0.232
0.6 2 28.12 4.16 18.8 4.0 0.10 1.70 0.016
5 27.67 3.84 16.3 3.7 -1.51 0.05 0.225
0.8 2 28.12 4.16 18.8 4.0 0.11 1.71 0.015
5 27.65 3.86 16.2 3.7 -1.57 -0.01 0.226
20 0.2 2 45.06 7.01 35.9 7.1 -20.37 8.67 0.022
5 44.28 6.90 35.1 6.9 -21.74 6.80 0.660
0.4 2 41.18 4.72 23.0 4.7 0.35 1.50 0.020
5 40.83 4.66 22.7 4.7 -0.49 0.66 0.469
0.6 2 40.96 4.25 18.4 4.1 0.32 1.22 0.020
5 40.72 4.19 17.9 4.0 -0.28 0.62 0.316
0.8 2 40.96 4.24 18.3 4.0 0.29 1.21 0.019
5 40.76 4.09 17.8 3.9 -0.19 0.73 0.313
Table 4: Performances of the matheuritic on different rolling horizon Tr ∈ {2, 5}: Numerical




IP obtained on an
instance (M,γ) with M ∈ {10, 15, 20} and γ ∈ {0.2, 0.4, 0.6, 0.8}. The values written in bold
indicate the best performances of policy δIP regarding optimality and scalability (computation
time).
before this time limit, then we keep the best feasible solution at the end of the resolution.
One may observe that for all instances, the matheuristic involving our MILP (21) delivers promising
results even in the most challenging instance (M = 20). In particular, the values of GR
c
IP show that
the policy δIP gives an optimality gap (in the set of history-dependent policies) of at most 10% on the
large-scale instance, which is satisfying regarding the complexity of the optimization problem (|XS | =
|XO| ≈ 1014). In Table 4, the negative values of GR
c
IP result from error approximations due to the Monte-
Carlo simulations. It can also be noted that the gap GLRIP is takes negative values for some instances,
which shows that νIP can take larger values than the Lagrangian relaxation for some instances. It
highlights the benefit of using the belief state upadtes in the definition of δIP. In addition, even for
the largest instances (M = 15 or M = 20) and for T = 5, the average time per action of ActIP,tTr (ht)
is on the order of 1.0 second; this amount of time is still feasible even if the 24 decision times are close
together. In Appendix F.4, the numerical results show that our policy involving MILP (21) gives better
performances than other formulations {LB,Rc,R}. It would seem that using the Lagrangian relaxation
within our matheuristic yields competitive results in terms of performances. However, it takes more time
to compute the actions and the sampling leads to higher standard errors.
6 Conclusion
In this paper, we have considered several mathematical programming formulations for POMDPs with
memoryless policies. Valid cuts based on properties of independences strengthen these formulations.
And we have leveraged these formulations to build practically efficient history-dependent policies. Fur-
thermore, in order to break the curse of dimensionality that impedes the design of efficient policies for
POMDPs modeling systems with several components we have introduced the notion of weakly coupled
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POMDPs, which generalizes the weakly coupled stochastic dynamic programs of Adelman and Mersereau
[2]. And we have provided mathematical programming formulations and policies tailored for these weakly
coupled POMDPs. Numerical experiments show their efficiency, notably on some maintenance problems.
Our history-dependent policies are designed to be very efficient on POMDPs where memoryless
policies are rather efficient, but not on POMDPs where only tiny bits of informations are observed, such
as maze problems, on which ones memoryless policies lead to poor decisions. Future directions include
the design of efficient policies for such weakly coupled POMDPs with very few observations.
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A Examples of weakly coupled POMDP applications
In this section we describe three examples of multi-stage stochastic optimization problems that can be
formalized as a weakly coupled POMDP.
Example 1. Multi-armed and Restless Bandit problems are classical resource allocation problems where
there are several arms, each of them evolving independently as a MDP, and at each time the decision
maker has to activate a subset of arms so as to maximize its expected discounted reward over infinite
horizon. We can consider the regular multi-armed bandit problem, where only the activated arm states
transit randomly and give an immediate reward, or the restless multi-armed bandit problem, where all
the arm states transit randomly and give an immediate reward. When the decision maker has only access
to a partial observation on each arm instead of the arm state, the problem becomes a partially observable
multi-armed bandit problem [34]. In this case, each arm evolves individually and independently as a
POMDP. Such a problem enables to model practical applications such as clinical trials. In this setting,
each component represents a medical treatment and activating a component corresponds to testing the
treatment. The state of a medical treatment corresponds to its efficiency and the observation corresponds
to a noisy measure of the efficiency of a medical treatment.
We can formalize the partially observable multi-armed bandit problem within our weakly coupled
POMDP framework. Let M be the number of arms. At each time t, the decision maker has to activate
K < M arms. Since each component evolves as POMDP, we use the same notation to represent the
state and the observation of Section 2.2. We define the individual action space XmA = {0, 1} of arm m
and the full action space is
XA =
{


















. In the case of
the regular bandit problems, the immediate reward of component m satisfies rm(s, 0, s′) = 0, and the
transition probabilities satisfy pm(s′|s, 0) equals 1 if s = s′ and 0 otherwise, for every s, s′ ∈ XmS . The
goal of the decision maker is to find a policy δ in ∆ml (or ∆his) maximizing the total expected discounted





, where T is a finite horizon. △
Example 2. Consider a supplier that delivers a product to M stores. At each time t, we denote by Smt
the inventory level of store m. Unfortunately, due to ”inventory records inaccuracy” [42] from various
uncertainties, the supplier does not observe directly this inventory level. He has instead only access to
a noisy observation Omt of the inventory level of store m. We assume that the inventory level of store
m has a known limited capacity Cm. Hence, we set XmS := {0, . . . , C
m}. Then Omt = o is a noisy
observation of the current inventory level, whose value belongs to XmO := X
m
S and is randomly emitted
given a current state Smt = s according to a known probability p
m(o|s) = P (Omt = o|S
m
t = s). At each
time, the supplier has to decide the quantity to produce and to deliver automatically to each store. We
denote by Amt the quantity of product delivered to store m, which belongs to the individual action space
XmA := X
m
S . The production has to satisfy resource constraints (raw materials, staff, etc.). Hence, the
set of feasible actions has the form
XA :=
{








where hm is the given number of resources used per unit produced and delivered for store m and H is
the given available amount of resource. This action space has the form (3) by setting Dm(am) = hmam
for all m in [M ] and b = H . The quantity of products in store m cannot exceed capacity Cm. Hence,
the quantity max(Smt +A
m
t − C
m, 0) is wasted and it induces a waste cost.
We denote by Dmt the random variable representing the demand at store m between time t and t+1.
The vector of demand is exogenous and independent identically distributed in each store with a known
probability distribution PmD for store m. The inventory level of store m follows the dynamic





m)−Dmt , 0) ,
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which gives the transition probability distribution P(St+1|St, At). Now we can define the immediate
reward function
rm(s, a, s′) = pricem(s+ a− s′)−wastem max (s+ a− Cm, 0)− shortagemEPm
D
[max (Dm − (s+ a), 0)] ,
where pricem is the selling price per unit, wastem is the wastage cost per unit and shortagem is the
shortage cost per unit. It leads us to model this problem as a weakly coupled POMDP. The goal of
the supplier is to find a policy δ in ∆ml (or ∆his) maximizing the total expected reward over a finite
horizon T . This example has been introduced by Kleywegt et al. [32] for fully observable inventory levels
and Mersereau [42] justifies the relevance of the POMDP framework for the stochastic inventory control
problem. △
Example 3. Consider a nurse assignment problem for home health care. A medical center follows M
patients at home on a daily basis over a given period of time T . On day t, we denote by Smt the health
state of patient m, whose value belongs to a finite state space XmS . The medical center does not directly
observe the health state of each patient. However, at each time t, the medical center has access to
a partial observation Omt corresponding to a signal sent by a machine which diagnoses patient m. We
assume that this signal is discrete and noisy. Hence, XmO is a finite space and an observation o is randomly
emitted given a state s ∈ XmS according to the probability p
m(o|s). At each time, the medical center
has to assign nurses to patients. There are K1 available nurses with skill 1 and K2 available nurses with
skill 2. On day t, we denote by Amt the action taken by the medical center on patient m, whose value





0 if no nurse is sent to patient m
1 if a nurse with skill 1 is sent to patient m
2 if a nurse with skill 2 is sent to patient m
3 if two nurses, one with each skill, are sent to patient m
Depending on the skill of the nurses sent to patient, the health state of each patient evolves randomly
according to a transition probability pm(s′|s, a), for any s, s′ ∈ XmS , a ∈ X
m
A and m ∈ [M ]. Hence, the
set of feasible actions is
XA =
{


























can define the immediate reward function
rm(s, a, s′) = −costm1 (11(a) + 13(a))− cost
m




where costmi is the cost induced by sending a nurse with skill i ∈ {1, 2} to patient m, s
m
critic is the critical
health state of patient m and emergencym is the cost induced by an emergency because patient m reaches
its critical health state. It leads us to model this problem as a weakly coupled POMDP. The goal of the
medical center is to find a policy δ in ∆ml (or ∆his) maximizing its total expected reward over a finite
horizon T . △
B Proofs of Section 3





, µtsoa = Pδ
(
St = s,Ot = o,At = a
)
and µtsas′ = Pδ
(




time t = 1, the statement is immediate. Suppose that it holds up to t − 1. Constraints (8g), (8c) and
















Pδ (St−1 = s
′, At−1 = a
′, St = s)
= δta|op(o|s)Pδ (St = s)
= Pδ (St = s,Ot = o,At = a) ,
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where the last equality comes from the conditional independences and the law of total probability.













Pδ (St = s,Ot = o,At = a)
= Pδ(St = s, At = a, St+1 = s
′)














which implies that δ is optimal if and only if (µ, δ) is optimal for Problem (8) and v∗ml = z
∗. It achieves
the proof.





































































, equality (15c) holds. If
∑
s′′∈XS
µts′a′s′′oa = 0, then
µts′a′soa = 0 and constraint (15c) is satisfied.
Now we prove that there exists a solution µ of the linear relaxation of MILP (14) that does not




p(o|s)µ1s, if a = φ(s)
0, otherwise











µt−1s′a′s, if a = φ(s)
0, otherwise
















where φ : XS → XA is an arbitrary mapping and ã is an arbitrary element in XA. We prove that µ is a
feasible solution of the linear relaxation of MILP (14).
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First, it is easy to see constraints (8e)-(8f) are satisfied. It remains to prove that constraints (13a),
















































≥ δta|o − 1,
which yields (13c). Therefore, (µ, δ) is a solution of the linear relaxation of MILP (14).














Hence, µ satisfies constraints (15a) and (15b). However, constraint (15c) is not satisfied in general. In-
deed, since the mapping φ is arbitrary, we can set φ such that p(s|s′, a′, o) > 0 and µts′a′soa = 0. Therefore,
there exists a solution µ of the linear relaxation of MILP (14) that does not satisfy inequalities (15). It
achieves the proof.
Proof of Theorem 4. We first prove the equivalence between the linear relaxation of our MILP (14) and
its MDP approximation. Note that the two objective functions are the same. Hence, we only need to
prove that we can construct a feasible solution from a problem to another.
Let (µ, δ) be a feasible solution of the linear relaxation of Problem (14). Constraints (8b)- (8f)
ensure that (µ1s, µ
t
sas′ )t∈[T ] is a feasible solution of Problem (18).
Let µ be a feasible solution of Problem (18). It suffices to define variables δt
a|o and µ
t
soa for all a
in XA, o in XO, s in XS , and t in [T ]. We define these variables using (29) and (30). In the proof
of Proposition 3, we proved that (µ, δ) is a feasible solution of the linear relaxation of MILP (14).
Consequently, the equivalence holds and z∗R = v
∗
MDP.
Now we prove that inequalities (19) hold. Note that Proposition (3) ensures that
z∗ ≤ z∗Rc ≤ z
∗
R.
It remains to prove the two following inequalities.




First, we prove Inequality (31). By definition, we have ∆ml ⊆ ∆his. Hence, we obtain v∗ml ≤ v
∗
his.







Now we prove Inequality (32). The proof is based on a probabilistic interpretation of the valid
inequalities (15). It suffices to proves that for any policy δ in ∆his, the probability distribution Pδ
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satisfies the weak conditional independences (17). Let δ ∈ ∆his. The probability distribution Pδ over
the random variables (St, At, Ot)1≤t≤T according to δ is exactly
Pδ((St = st, Ot = ot, At = at)1≤t≤T ) = Pδ(S1 = s1)
T∏
t=1
Pδ(St+1 = st+1|St = st, At = at)




where ht = {O1 = o1, A1 = a1, O2 = o2, . . . , Ot = ot} is the history of observations and actions. Note
that the policy at time t is the conditional probability δt
at|ht
= Pδ(At = at|Ht = ht). We define:
µ1s = Pδ(S1 = s)
µtsoa = Pδ(St = s,Ot = o,At = a)
µtsas′ = Pδ(St = s, At = a, St+1 = s
′)
µts′a′soa = Pδ(St−1 = s
′, At−1 = a
′, St = s,Ot = o,At = a)
We define the policy δ̃ using (30). It is easy to see that constraints of (14) are satisfied. Furthermore,
we have δ̃ ∈ ∆ml. It remains to prove that inequalities (15) are satisfied. By definition of a probability
distribution, we directly see that constraints (15a) are satisfied. We prove (15b) and (15c). We compute







′, At−1 = a







Pδ((Si = si, Oi = oi, Ai = ai)1≤i≤t−2, St−1 = s
′, Ot−1 = o
′, At−1 = a





Pδ((Si = si, Oi = oi, Ai = ai)1≤i≤t−2, St−1 = s









Pδ((Si = si, Oi = oi, Ai = ai)1≤i≤t−2, St−1 = s
′, Ot−1 = o
′, At−1 = a
′)
= p(o|s)p(s|s′, a′)Pδ(St−1 = s
′, At−1 = a
′)
= p(o|s)µt−1s′a′s
where we used the definition of the probability distribution (33) at the third equation. Therefore,
constraints (15b) are satisfied by µ. To prove that constraints (15c) are satisfied, we prove that
Pδ(St = st|St−1 = st−1, At−1 = at−1, Ot = ot, At = at) = Pδ(St = st|St−1 = st−1, At−1 = at−1, Ot = ot)
We compute Pδ(St = st|St−1 = s′, At−1 = a′, Ot = o,At = a):
Pδ(St = st|St−1 = st−1, At−1 = at−1, Ot = ot, At = at)
=
Pδ(St−1 = st−1, At−1 = at−1, St = st, Ot = ot, At = at)




















































where the last line goes from the fact that the term δt
at|ht
Pδ((Si = si, Oi = oi, Ai = ai)1≤i≤t−1) does
not depend on st. Hence, constraints (15c) are satisfied by µ. We deduce that µ is a feasible solution of












Pδ(St = s, At = a, St+1 = s
′)r(s, a, s′) ≤ z∗Rc
By maximizing over δ the left-hand side, we obtain v∗his ≤ z
∗
Rc . It achieves the proof.
C The rolling horizon matheuristic
In this section, we provide more details on the belief state update used in Algorithm Actp,tT (h) (Sec-
tion 4.5) and the rolling horizon matheuristic (Section 4.6)
C.1 Belief state update
Given a POMDP (XS ,XO,XA, p, r), at each time t, the belief state (p(s|Ht))s∈XS is a sufficient statistic
of the history of actions and observations Ht [22, Theorem 4]. Given the action at taken at time t an
the observation ot+1 received at time t+1, the belief state can be easily updated over time according to
the belief state update [38, Eq. (1)]:








C.2 Matheuristic with a rolling horizon
We denote by Tr < T denote such a rolling horizon. It leads to a matheuristic with formulation p.
Algorithm 2 Rolling horizon matheuristic with formulation p.









2: for t = 1, . . . , T do
3: Receive observation ot
4: Take action Actp,tt+Tr(ht)
5: end for
Figure 2 illustrates two consecutive iterations of Algorithm 2 with a rolling horizon Tr = 5.
D Proofs of Section 4
Proof of Theorem 5. First, we prove that the linear relaxation of MILP (21) is a relaxation of the MDP
approximation. Let µ be a feasible solution of the linear program (18). The variable µt
sas′
is defined for





m(am) ≤ b}. We extend its definition on X ′A = X
1

































Timet = 1 t = 3 T




Timet = 1 t = 4 T
(b) Iteration t = 4 of Algorithm 2
Figure 2: Scheme of the evaluation of our implicit policy δIP in Algorithm 2 at time t = 3 and
t = 4. The decision maker observes o3 and takes action Act
p,3
8 (h3). Then, the decision maker
observes o4 and takes action Act
p,4
9 (h4). The black points indicate the time steps and the red
point corresponds to the time when the decision is taken. The black hatched lines represent the
past at the current time (red). The red square indicates the horizon taken into account in the
optimization problem.
and, for each component m, we define the variables δt,m
a|o and τ
t,m
soa using (29) and (30). We proved that


































Therefore, (τm, δm)m∈[M ] is a feasible solution of the linear relaxation of MILP (21). In addition, the
























rm(sm, am, s′m) ≤ zR.
It shows that v∗MDP ≤ zR.
Now we prove that v∗his ≤ zRc . To prove this result, it suffices to observe that the linear relaxation
of MILP (21) with valid inequalities (23) is a relaxation of the linear relaxation of MILP (14) with valid






on each component m ∈ [M ]. Therefore, we obtain that z∗Rc ≤




Rc , which achieves the proof.
Proof of Theorem 6. Let (τm, δm)m∈[M ] be a feasible solution of MILP (24). We prove that (τ
m, δm)m∈[M ]
is a feasible solution of MILP (21) and Pwcml. First, we show that (τ
m, δm)m∈[M ] is a feasible solu-
tion of MILP (21). We define the variables τ t,ma for any a ∈ X
m







τ t,msoa = τ
t,m








τ t,msoa for any
o ∈ XmO , any m ∈ [M ] and t ∈ [T ]. It suffices to show that inequality (21d) holds. We compute the



























The first equality is a consequence of the tightness of the McCormick constraints (13a)-(13c). The second
equality comes from the fact that the variables (τ t,mo )o∈XmO define a probability distribution over X
m
O .



















a|o ) ≤ b
Therefore, the inequality holds (21d) and MILP (21) is a relaxation of MILP (24).
Second, we show that (τm, δm)m∈[M ] is a feasible solution of P
wc




































m, then all the component are independents and the marginal probabilities τm are
exact in the sense that they derive from policy δ. It follows that the objective functions are the same
and the inequalities zLB ≤ v∗ml and zLB ≤ zIP hold.
Proof of Theorem 7. First, we prove that the nonlinear Program (25) is a relaxation of MILP (21). Let
(τm, δm)m∈[M ] be a feasible solution of MILP (21). We prove that (τ
m, δm)m∈[M ] is a feasible solution of
the nonlinear Program (25). It suffices to prove that for all m ∈ [M ], (τm, δm) satisfies constraints (8g).
It comes from the tightness of the McCormick inequalities (13a)-(13c) when the policy is deterministic.
Hence, it is a relaxation with the same objective function. Therefore, the inequality zIP ≤ zUB holds.
Second, we prove that the nonlinear Program (25) is a relaxation of Pwcml. Let δ be a feasible policy
of Pwcml. We want to define a solution of the non-linear program (25). We extend the domain of δ to XA
by setting δt
a|o = 0 when
∑
m∈[M ] D
m(am) > b, for all o ∈ XO. It is easy to see that δ is still a policy in
XA. Theorem 1 ensures that there exist µ such that (µ, δ) is a feasible solution of MILP (14). We define


















































for all s ∈ XmS , o ∈ X
m
O , a ∈ X
m
A and t ∈ [T ]. By definition of τ
m, if δm is in ∆m, then the con-
straints (25b) are satisfied by (τm, δm)m∈[M ]. We prove that δ





















































τ t,ms = 1. Therefore, δ
m ∈ ∆mml.
It remains to prove that constraints (25d) are satisfied by (τm, δm)m∈[M ]. We compute the left-hand





















































































Therefore, constraints (25d) are satisfied. Consequently, the nonlinear program (25) is a relaxation
of Pwcml. In addition, the objective functions are equal. We deduce that v
∗
ml ≤ zUB.
Proof of Proposition 9. Proposition 3 ensures that inequalities (23) are valid on each component. Hence,
these inequalities are valid for MILP (21), MILP (24) and Problem (25). Proposition 3 also ensures
that there are solutions of the linear relaxation of (14) that do not satisfy constraints (15) on each
component.
Proof of Theorem 10. First, we prove that at each time t ∈ [T ], for every observation h ∈ X tH the element







≤ b. Let (τm, δm)m∈[M ] be a feasible solution of
MILP (21) at step 4. Since Omt = o
m
t almost surely, τ
t,m
soa is equal to 0 when o 6= o
m











τ t,msomt a = δ
t,m
a|omt
It ensures that τ t,ma ∈ {0, 1} for any a ∈ X
m
A and m ∈ [M ]. Let a
∗ be the action taken at step 5.
Therefore, τ t,ma = 1 when a = a












Dm(a)τ t,ma ≤ b
The last inequality comes from the fact that (τm, δm)m∈[M ] satisfies constraint (21d).
Now we prove the inequalities. The inequality νIP ≤ v∗his holds because δ
IP ∈ ∆his. It remains to
show that zIP ≤ νIP. We do it using a backward induction. Let (τ ∗m, δ
∗m)m∈[M ] be an optimal solution
of Problem (21). We denote by Pt(ht) the feasible set of the optimization problem solved in Act
IP,t
T (ht),










































































The first equality comes from the fact that the belief state is a sufficient statistic of the history. It proves
the induction hypothesis for t = T .















































































































































The first inequality above comes from the fact that there exists an optimal solution where δt,IP is the
policy at time t by definition of δIP and by decomposing the maximum operator in the sum of the second















depend on the policy δt
′,m for t′ < t + 1. It proves the backward induction. Finally, given an optimal


































































The first inequality comes from the inversion of the maximum operator and the expectation. It achieves
the proof.
E Lagrangian relaxations and column generation approach
In this section, we detail the proof of Proposition 8 and we explain how we compute the value of the
Lagrangian relaxation zLR using a column generation approach.
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E.1 Proof of Proposition 8
We denote by β = (βt)t∈[T ] the dual variables associated with constraints (25d). If we relax con-
straints (25d), then we obtain the Lagrangian function






















for any (τm, δm)m∈[M ]. Then, we introduce the dual function G : R
T×q
+ → R, with values




























m) ∀m ∈ [M ] (37b)
By weak duality, for any β, the dual function (37) provides an upper bound obtained by using Approx-
imation (A).
We now explain how to compute the dual function. As it is usually the case for Lagrangian re-
laxation, for every β ∈ RT×q+ , the maximum in the computation of G(β) decomposes over the sum of
the maximum over each component. However, the formulations obtained for each component are still
nonlinear. Fortunately, the following proposition ensures that we can linearize the formulation without
changing the value of the dual function.








where Gm(β) is the quantity








rm(s, a, s′)− (βt)TDm(a)
)
τ t,msas′






It follows from Proposition 11 that the dual function can be computed by solving MILP (14) on each
component of the system, which is in general easier than solving Problem (25).
Proof of Proposition 11. Let β ∈ RTq+ . Then, the value function G in β can be written:






















m) ∀m ∈ [M ]
Since the second term does not depend on (τm, δm)m∈[M ], we only consider the maximization on the
first term. In such a problem, there are no linking constraints between the components, which enables

























Theorem 1 ensures that the optimization subproblem above on component m corresponds to a POMDP





m, r̃) where r̃m(s, a, s′) = rm(s, a, s′) −
(βt)TDm(a) for any s, s′ ∈ XmS and a ∈ X
m
A . Thanks to Proposition 2, the subproblem on component



















which achieves the proof.
By definition of the Lagrangian relaxation, we have zLR = minβ∈RTq+
G(β). We are now able to prove
Proposition 8, which we recall here:
Proposition 12. The value of the Lagrangian relaxations of MILP (21) and NLP (25) are equal and
the following inequalities hold:
zUB ≤ zLR ≤ zRc ≤ zR (26)
Proof. Thanks to Proposition 11, the dual functions of MILP (21) and NLP (25) are equal. It follows
that the value of the Lagrangian relaxations are equal.
Now we prove inequality (26). First, the inequality zUB ≤ zLR comes from weak duality (see e.g. Bert-
sekas [6, Proposition 5.1.3]). Second, to show the second inequality zLR ≤ zR, it suffices to observe that
the dual function G(β) of Problem (25) is also the dual function of Problem (21). Indeed, in the ex-










m) because the re







m, rm − βTDm
)
.
A classical result in operations research (see e.g. Geoffrion [26, Theorem 1]) states that the bound of
the Lagrangian relaxation of an integer program is not worse than the bound of the linear relaxation. It
shows that zLR ≤ zR.
It remains to prove that zLR ≤ zRc and zRc ≤ zR. The second one comes from the fact that we have a
smaller feasible set in the linear relaxation by adding the valid inequalities. The first one comes by adding
valid inequalities (23) in the expression of Gm(β), which is possible since the inequalities are valid, and
by using the same arguments (weak duality and Geoffrion’s Theorem) we conclude that zLR ≤ zRc .
E.2 Column generation approach to compute zLR
In this section, we explain how we apply a column generation algorithm combined with a Dantzig-Wolfe
decomposition to compute zLR. Proposition 8 ensures that zLR is also the value of the Lagrangian
relaxation of MILP (21). Thanks to Geoffrion’s Theorem [16, Theorem 8.2], the value of the Lagrangian



























Dm(a)τ t,ma ≤ b, ∀t ∈ [T ],
(42)






τ t,msoa = τ
t,m







Conv(X) denotes the convex hull of a set X .




















s.t. (τm, δm) =
∑
(τ ,δ)∈Qd,m
λmτ ,δ(τ , δ) ∀m ∈ [M ] (43b)
∑
(τ ,δ)∈Q′m




m(Amt )] ≤ b ∀t ∈ [T ] (43d)
λmτ ,δ ≥ 0 ∀(τ , δ) ∈ Q
d,m, ∀m ∈ [M ] (43e)





m) for every m in [M ]. It follows that the pricing subproblem on










rm(s, a, s′)− βTt D
m(a)
)





m), ∀t ∈ [T ],
(44)
where βt ∈ R
q
+ is the vector dual variables of linking constraint (43d). It follows that the reduced cost
can be written c =
∑M
m=1 z
m+πm, where (πm)m∈[M ] is the vector of dual variables of constraints (43c).
Now we are able to derive the column generation algorithm. We assume that XA 6= ∅ (otherwise the






m(am) ≤ b. Let ae be such an element in XA.
Algorithm 3 Column generation to compute zLR.









2: Output: The optimal value zLR and
3: Initialize uLB ← −∞, Q
′m ← ∅
4: for m = 1, . . . ,M do
5: Define δm such that δt,m
a|o = 1ame (a) for every a ∈ X
m
A , o ∈ X
m
O and t ∈ [T ].











m + πm > 0 do
10: Add column: Q′m ← Q′m ∪ {(τm, δm)}
11: Solve Problem (43) restricted to (M′m)m∈[M ] to obtain dual variables (β,π).
12: uLB ← Optimal value of the restricted master problem
13: for m = 1, . . . ,M do
14: Set reward r̃mt (s, a, s
′) := rm(s, a, s′)− βTt D
m(a) for every s, s′ ∈ XmS and a ∈ X
m
A




A , p, r̃) to obtain
(τm, δm) and zm
16: end for
17: end while





τ ′m for every m ∈ [M ]
19: return (τm)m∈[M ] and uLB
Algorithm 3 computes the value of the Lagrangian relaxation zLR. We omit the proof in this paper.
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F Numerical experiments
In this appendix, we provide further details on the instances of Section 5 and additional numerical
experiments.
F.1 Generic POMDP: Random instances

























. An instance is a tuple
(XS ,XO,XA, p, r). A way to measure the difficulty of solving a MILP (14) for POMDP (XS ,XO,XA, p, r)
with horizon T can be characterized by the size of the set of deterministic policies |∆dml| = |XA|
T |XO|,
which only depends on the size of the observation space XO and the action space XA. Since |∆dml|
only depends on |XO| and |XA|, we generate instances for different values of the pair (ks, ka), where
ka = |XO| = |XA| and ks = |XS |.
F.2 Generic POMDP: Benchmark instances
All the instances can be found at the link http://pomdp.org/examples/ and further descriptions of
each instance are available in the indicated literature on the same website. In particular, it contains
two instances bridge-repair and machine that model maintenance problems. The first one, introduced
by Ellis et al. [24], consists of the maintenance of a bridge. The modeling is almost similar to the one
described in the introduction except that there are more available actions and they consider only one
machine. Instead of just choosing whether or not to maintain the bridge, the decision maker chooses
whether or not to inspect the bridge and, if so, whether or not to maintain it. The second one, introduced
by Cassandra [13, Appendix H.3], consists of planning the maintenance of a machine with 4 deteriorating
components. Again, the decision maker can choose to inspect before performing a maintenance of the
machine. In addition, the action “maintenance” is distinguished in two different actions: repair, which
consists in maintaining internal components, and replace, which consists in replacing the machine by a
new one. It leads to the set of available actions XA = {operate, inspect, repair, replace}.
Metrics. We give two metrics to evaluate MILP (14) against the SARSOP policy. We want to
compare the optimal value z∗ of MILP (14) with the value zSARSOP obtained by using the SARSOP
policy. In addition, Theorem 4 says that z∗ and zSARSOP are lower bounds of v
∗
his. We also compare
these values with z∗Rc , the optimal value of the linear relaxation of MILP (14) with valid inequalities (15).
By Theorem 4, the value of z∗Rc is an upper bound of z
∗ and v∗his, and consequently an upper bound of




for any z belonging to {z∗, zSARSOP}.
F.3 Weakly coupled POMDP: Multi-armed bandits with partial observa-
tions
In this section, we provide numerical experiments on the partially observable multi-armed bandits prob-
lems that are introduced in Appendix A. We show the quality of the approximation (21) by comparing
the values of zLB,zIP, zUB, zLR, zRc and zR.
Instances. We consider instances where the state space and observation space of each bandit have
the same cardinality n, i.e., n := |XmS | = |X
m
O | for any m in [M ]. The resulting system’s state space
and system’s observation space have the size |XS | = |XO| = n
M . In each bandit state space, the
states and observations are numbered from 1 to n, i.e., XmS = X
m
O = {1, . . . , n}. Like Bertsimas and
Mǐsić [9], we generate different instances regular (REG.SAR), restless (RSTLS.SAR and RSTLS.SBR) or





is uniformly drawn from [0, 1] and renormalized. These sets of instances differ
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from each other in the structures of transition probabilities and reward functions. We generate small-
scale instances with M ∈ {2, 3} arms and n = 4 states, and medium-scale instances with M = 5 arms
and n = 4 states. The sets of instances are generated as follows. T ∈ {5, 10, 20}.
• REG.SAR consists of regular partially observable multi-armed bandits. The reward function is
defined by rm(s, 1, s′) := (10/n) · s and rm(s, 0, s′) := 0 for every state s, s′ ∈ XmS and every arm
m ∈ [M ]. Each active transition probability vector (pm(s′|s, 1))s,s′∈Xm
S
is drawn uniformly from
[0, 1] and renormalized, for every arm m ∈ [M ]. Each passive arm m stays in the same state, i.e.,
pm(s′|s, 0) = 1s(s
′) for every s, s′ ∈ XmS .
• RSTLS.SAR consists of restless partially observable multi-armed bandits. The reward function is
the same as REG.SAR. Each active and passive transition probability vector (pm(s′|s, a))s,s′∈XmS
a∈{0,1}
is drawn uniformly from [0, 1] and renormalized, for every arm m ∈ [M ].
• RSTLS.SBR consists of restless partially observable multi-armed bandits. The reward function is
defined by rm(s, 1, s′) := (10/n) · s and rm(s, 0, s′) := (1/M) · (10/n) · s for every state s, s′ ∈ XmS
and every arm m ∈ [M ]. The transition probability is randomly drawn as RSTLS.SAR.
• RSTLS.DET.SBR consists of restless partially observable multi-armed bandits. The reward func-
tion is the same as RSTLS.SBR. Each active and passive transition probability vector (pm(s′|s, a))s,s′∈XmS
a∈{0,1}
is randomly drawn and deterministic, for every arm m ∈ [M ].
Metrics. For each instance, we compute the value zIP, the lower bound zLB and the upper bounds














. Then, we define respectively the
metrics Gmean(g), G95(g) and Gmax(g) as the mean, the 95-th percentile and the maximum over a set
of instances, for each gap g in {gLB, gIP, gUB, gLR} . In general, the lower the values of the metrics, the
closer the bound is to the upper bound zRc . In particular, thanks to Theorem 7 and Proposition 8the
metrics gLB and gLR tell how close are the values of zIP and v
∗
ml. Since the computation of zUB becomes
quickly difficult when the sizes of the instance increase, we only compute the values of gUB on small
instances.
Tables 5 summarizes the results. For all the mathematical programs, we set the computation time
limit to 3600 seconds. If the resolution has not terminated before this time limit, then we keep the best
upper bound obtained during the resolution. We do not have any guarantee about this upper bound,
but it is the best one found by the solver during the resolution. It explains why for some instances we
obtain a smaller gap with the Lagrangian relaxation than with MILP (21).
One can observe in Table 5 that for almost a large part of the instances, the values of zLB, zIP,
zUB, and zLR are close in general. It shows that our formulations have optimal values that are close to
the optimal value v∗ml of P
wc
ml. In addition, the best bound obtained on the value of zIP is very close to
the value of the lower bound zLB. Thanks to Theorem 6, it means that most of the multi-armed bandit
instances admit optimal policies that are “decomposable” (see Section 4.3).
F.4 Weakly coupled POMDP: Simulations of the implicit policy
In this section, detail how we build the instances of Section 5.3, and we provide the numerical results of
matheuristic 2 involving the different policies in {LB,LR,Rc,R}.
Instances Like Walraven and Spaan [58], we build our instances of weakly coupled POMDP from the
bridge-repair instance of Ellis et al. [24] in which the decision maker has to perform maintenance on
a bridge. In our problem, there are only two actions available on each bridge: either structural repair
or keep. For each bridge m, the sizes of state space, observation space and action space are respectively
|XmS | = 5, |X
m
O | = 5 and |X
m
A | = 2. Each bridge starts almost surely in its most healthy state. We add
noises to the transition probabilities and emission probabilities of the bridges to ensure that they have
slightly different parameters pm for all m in [M ]. For every bridge m in [M ], we set CmF = 1000 and
CmR = 100. The bridges are inspected every months and evolve until the horizon of H = 24 months.
One instance consists in the value of the tuple (M,K, (pm)m∈[M ]). We build an instance as follows:
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Instance set T g M = 2 M = 3 M = 5
Gmean(g) G95(g) Gmax(g) Time(s) Gmean(g) G95(g) Gmax(g) Time(s) Gmean(g) G95(g) Gmax(g) Time(s)
REG.SAR 2 gLB 9.91 15.13 15.62 0.03 15.72 21.51 22.87 0.08 17.42 25.08 26.53 0.21
gIP 9.91 15.13 15.62 0.14 15.72 21.51 22.87 0.64 17.42 25.08 26.53 2.57
gUB 7.54 10.54 10.70 0.16 11.18 17.89 19.40 0.36 − − − −
gLR 7.02 10.21 10.33 9.55 10.86 16.97 18.73 14.08 13.00 18.41 18.64 15.52
5 gLB 6.06 9.23 9.57 0.39 10.34 13.01 13.26 1.32 14.51 18.45 18.48 3.43
gIP 6.06 9.23 9.57 17.14 10.34 13.01 13.26 1525.63 17.10 27.03 27.04 2907.11
gUB 4.59 6.07 6.19 1260.58 7.18 9.89 9.99 3247.98 − − − −
gLR 4.04 5.89 5.95 43.00 6.79 9.36 9.42 54.66 10.46 13.15 13.61 51.17
10 gLB 3.36 5.45 5.85 2.86 6.27 8.91 9.15 39.76 8.04 11.14 11.55 349.00
gIP 3.38 5.55 6.04 1283.79 10.08 18.86 19.93 3205.30 15.53 23.63 24.08 > 3600
gUB 5.08 9.41 9.51 3248.01 − − − − − − − −
gLR 2.13 3.27 3.46 946.01 3.90 5.74 5.84 1536.79 5.98 7.52 7.67 661.04
RSTLS.SAR 2 gLB 12.73 16.84 17.04 0.03 17.96 22.67 22.77 0.07 15.13 16.83 17.03 0.17
gIP 12.73 16.84 17.04 0.14 17.96 22.67 22.77 0.62 15.13 16.83 17.03 2.28
gUB 8.33 13.09 15.56 0.07 12.01 18.18 18.93 0.06 − − − −
gLR 8.16 12.71 14.99 9.22 11.99 18.15 18.91 14.44 9.94 11.20 11.28 15.79
5 gLB 10.77 13.61 14.22 0.44 14.54 18.64 18.86 1.40 13.85 16.46 17.00 3.91
gIP 10.77 13.61 14.22 12.50 14.54 18.64 18.86 358.36 18.31 21.51 21.66 3030.09
gUB 6.55 8.51 8.73 171.29 8.14 12.43 13.86 1716.52 − − − −
gLR 6.32 8.16 8.35 41.99 7.92 12.01 13.67 36.89 7.92 9.86 10.19 59.57
10 gLB 10.39 13.73 14.32 3.20 13.18 16.36 16.83 29.58 14.55 17.85 18.18 312.76
gIP 10.86 15.35 17.28 1896.65 14.42 17.97 18.07 > 3600 18.83 26.05 27.44 > 3600
gUB 5.99 8.44 9.28 > 3600 − − − − − − − −
gLR 5.44 7.29 7.83 > 3600 5.74 6.93 7.05 1669.80 7.34 9.42 9.68 > 3600
RSTLS.SBR 2 gLB 6.14 8.70 9.06 0.02 8.50 11.51 11.67 0.03 9.07 10.98 11.54 0.07
gIP 6.14 8.70 9.06 0.04 8.50 11.51 11.67 0.14 9.07 10.98 11.54 0.72
gUB 3.54 5.63 6.00 0.02 5.39 7.60 7.75 0.02 − − − −
gLR 3.47 5.49 5.75 6.72 5.32 7.56 7.71 7.74 6.39 7.63 7.99 7.90
5 gLB 4.65 7.58 7.84 0.18 6.77 9.13 9.24 0.66 8.61 10.38 10.51 1.72
gIP 4.65 7.58 7.84 4.27 6.77 9.13 9.24 311.29 10.84 14.81 16.37 3291.89
gUB 2.61 4.80 5.78 18.55 3.61 5.26 5.43 500.43 − − − −
gLR 2.33 4.16 4.85 14.43 3.43 5.14 5.27 21.78 5.10 5.89 5.91 19.59
10 gLB 4.27 7.82 8.52 1.29 6.00 8.86 9.20 16.71 7.99 10.75 11.28 127.66
gIP 4.37 7.90 8.52 890.65 9.87 15.37 15.70 3265.16 15.84 17.97 18.01 > 3600
gUB 2.31 4.96 6.48 1836.06 − − − − − − − −
gLR 1.86 3.42 3.86 3168.63 2.77 4.69 4.76 3494.95 4.73 5.65 5.80 1443.62
RSTLS.DET.SBR 2 gLB 6.08 11.58 13.78 0.02 8.52 13.94 14.43 0.03 9.74 13.54 13.57 0.11
gIP 6.08 11.58 13.78 0.05 8.52 13.94 14.43 0.26 9.74 13.54 13.57 1.76
gUB 4.70 8.33 9.45 0.02 6.54 9.24 9.59 0.03 − − − −
gLR 4.67 8.31 9.42 12.44 6.35 9.22 9.56 14.00 7.43 10.17 10.60 13.76
5 gLB 2.99 7.26 8.87 0.12 6.15 10.06 10.98 0.68 5.88 8.21 8.95 1.76
gIP 2.99 7.26 8.87 0.17 6.24 10.06 10.98 6.47 5.88 8.21 8.95 32.56
gUB 2.72 6.86 8.66 2.97 5.01 8.11 9.52 77.43 − − − −
gLR 2.45 6.31 8.15 17.40 4.58 7.26 8.62 21.58 4.95 7.41 7.58 26.48
10 gLB 2.39 6.94 7.50 0.59 4.29 8.36 10.01 3.90 4.70 7.54 8.25 43.95
gIP 2.39 6.94 7.50 4.79 4.29 8.36 10.01 514.32 6.38 13.10 13.87 1148.11
gUB 2.23 7.04 7.60 816.32 − − − − − − − −
gLR 1.89 6.12 7.22 76.55 3.10 5.92 6.70 197.00 3.98 6.68 7.02 116.91
Table 5: The values of Gmean(g), G95(g), and Gmax(g) obtained on the small-scale instances
with M ∈ {2, 3, 5}, n = 4 and solved with different finite horizon T ∈ {2, 5, 10}.
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Mean Std. err. Mean Std. err. (%) (%) (s) Mean Std. err. Mean Std. err. (%) (%) (s)
0.2 IP 2 5.71 2.32 4.6 2.2 11.60 14.09 0.004 8.81 2.87 6.5 2.9 -1.77 13.79 0.007
5 5.45 2.16 4.0 2.1 6.51 8.88 0.055 8.64 2.92 6.3 2.9 -3.64 11.62 0.116
LB 2 5.71 2.31 4.5 2.2 11.61 14.10 0.005 8.81 2.88 6.5 2.9 -1.75 13.81 0.013
5 5.47 1.89 3.2 1.9 6.79 9.18 0.096 8.86 2.98 6.6 3.0 -1.18 14.47 0.165
LR 2 5.70 2.42 4.6 2.3 11.45 13.93 0.162 8.91 3.04 6.6 3.0 -0.63 15.10 0.266
5 5.42 2.28 4.0 2.2 5.95 8.31 0.615 8.69 3.07 6.4 3.1 -3.09 12.26 2.699
Rc 2 7.66 3.53 6.6 3.5 49.73 53.07 0.002 12.06 4.83 10.2 4.9 34.55 55.85 0.002
5 6.95 3.14 5.7 3.1 35.85 38.88 0.006 12.51 5.33 10.7 5.4 39.60 61.71 0.010
R 2 7.67 3.52 6.6 3.5 49.85 53.19 0.004 11.87 4.62 10.0 4.7 32.44 53.41 0.006
5 6.96 3.20 5.7 3.2 35.94 38.97 0.020 12.51 5.37 10.7 5.4 39.59 61.69 0.050
0.4 IP 2 5.71 2.32 4.6 2.2 11.60 14.09 0.005 8.81 2.87 6.5 2.9 -1.77 13.79 0.007
5 5.45 2.16 4.0 2.1 6.51 8.88 0.062 8.64 2.92 6.3 2.9 -3.64 11.62 0.118
LB 2 5.71 2.31 4.5 2.2 11.61 14.10 0.006 8.81 2.88 6.5 2.9 -1.75 13.81 0.013
5 5.47 1.89 3.2 1.9 6.79 9.18 0.106 8.86 2.98 6.6 3.0 -1.18 14.47 0.167
LR 2 5.70 2.42 4.6 2.3 11.45 13.93 0.163 8.91 3.04 6.6 3.0 -0.63 15.10 0.267
5 5.42 2.28 4.0 2.2 5.95 8.31 0.618 8.69 3.07 6.4 3.1 -3.09 12.26 2.701
Rc 2 7.66 3.53 6.6 3.5 49.73 53.07 0.002 12.06 4.83 10.2 4.9 34.55 55.85 0.002
5 6.95 3.14 5.7 3.1 35.85 38.88 0.006 12.51 5.33 10.7 5.4 39.60 61.71 0.010
R 2 7.67 3.52 6.6 3.5 49.85 53.19 0.004 11.87 4.62 10.0 4.7 32.44 53.41 0.006
5 6.96 3.20 5.7 3.2 35.94 38.97 0.020 12.51 5.37 10.7 5.4 39.59 61.69 0.051
0.6 IP 2 5.71 2.32 4.6 2.2 11.60 14.09 0.006 7.70 1.96 4.3 1.9 -0.94 0.46 0.006
5 5.45 2.16 4.0 2.1 6.51 8.88 0.064 7.62 1.89 4.0 1.9 -2.05 -0.66 0.067
LB 2 5.71 2.31 4.5 2.2 11.61 14.10 0.006 7.71 1.96 4.3 1.9 -0.85 0.55 0.010
5 5.47 1.89 3.2 1.9 6.79 9.18 0.110 7.80 1.75 3.3 1.7 0.35 1.77 0.103
LR 2 5.70 2.42 4.6 2.3 11.45 13.93 0.164 7.88 2.11 4.5 2.0 1.37 2.80 0.161
5 5.42 2.28 4.0 2.2 5.95 8.31 0.620 7.70 1.95 4.0 1.9 -0.97 0.43 0.723
Rc 2.0 7.66 3.53 6.6 3.5 49.73 53.07 0.002 8.48 2.35 5.1 2.3 9.01 10.55 0.002
5 6.95 3.14 5.7 3.1 35.85 38.88 0.007 7.83 1.93 3.9 1.9 0.71 2.12 0.008
R 2 7.67 3.52 6.6 3.5 49.85 53.19 0.005 8.29 2.24 4.5 2.2 6.63 8.13 0.002
5 6.96 3.20 5.7 3.2 35.94 38.97 0.021 8.28 2.27 4.8 2.3 6.46 7.97 0.046
0.8 IP 2 5.17 1.90 4.0 1.8 0.95 3.21 0.005 7.70 1.91 4.1 1.8 -0.94 0.45 0.006
5 5.11 1.86 3.5 1.8 -0.12 2.12 0.056 7.61 1.81 3.6 1.7 -2.16 -0.79 0.060
LB 2 5.17 1.89 3.9 1.8 1.01 3.27 0.005 7.70 1.90 4.1 1.8 -0.97 0.42 0.009
5 5.32 1.62 3.0 1.6 3.91 6.23 0.092 7.65 1.79 3.6 1.7 -1.66 -0.28 0.098
LR 2 5.18 2.03 4.0 1.9 1.23 3.50 0.124 7.82 2.03 4.2 1.9 0.59 2.01 0.162
5 5.10 1.91 3.5 1.8 -0.26 1.98 0.364 7.69 1.86 3.7 1.8 -1.14 0.24 0.466
Rc 2 6.34 2.58 5.1 2.5 23.79 26.56 0.002 8.29 2.24 4.5 2.2 6.63 8.13 0.002
5 5.26 1.96 3.7 1.9 2.75 5.05 0.006 7.83 1.93 3.9 1.9 0.71 2.12 0.008
R 2 6.33 2.57 5.1 2.5 23.77 26.54 0.005 8.27 2.22 4.5 2.2 6.35 7.84 0.006
5 5.26 1.96 3.7 1.9 2.75 5.05 0.020 7.87 1.98 3.9 1.9 1.16 2.58 0.044





an instance (M,γ) with M ∈ {15, 20} and γ ∈ {0.2, 0.4, 0.6, 0.8}. The values written in bold
indicate the best performances regarding the objective values.
first we choose a value of M in {3, 4, 5, 10, 15, 20}, second we build the probabilities pm by adding a
random real in [0, 0.1] to each non-zero value of the probabilities of Ellis et al. [24], and finally we choose
K = max(⌊γ ×M⌋, 1), where γ is a scalar belonging {0.2, 0.4, 0.6, 0.8} (when M = 3, then K belongs to
{1, 2}). The range of values of K is chosen in such a way that it goes from highly restrictive constraints
(smallest values of γ) to more flexible constraints (largest values of γ), with respect to the value of M .
When K ≥ M , the decision maker can consider the subproblems separately, which is much easier. We
enforce K to be non smaller than 1 because if K = 0, the authority cannot maintain the bridges.
Tables 6, 7, 8 summarize the results. In addition, Figure 3 displays the statistics about the total
number of failures counted during simulations of the policies. For all the mathematical programs, we
set the computation time limit to 3600 seconds and a final gap tolerance (MIPGap parameter in Gurobi)
of 1%, which is enough for the use of our matheuristic. If the resolution has not terminated before this
time limit, then we keep the best feasible solution at the end of the resolution.
One may observe that for all instances, the matheuristic involving policy δIP significantly outperforms
the matheuristic involving formulations {LB,Rc,R} and delivers promising results even in the most
challenging instances (M = 20). As mentionned in the introduction, it gives better results than the
policy δR, which does not consider the partially observable aspect of the components. We also observe
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γ p Tr












Mean Std. err. Mean Std. err. (%) (%) (s) Mean Std. err. Mean Std. err. (%) (%) (s)
0.2 IP 2 13.78 4.77 11.5 4.8 -41.47 30.24 0.008 22.63 (5.45) 18.0 (5.5) -34.20 17.71 0.012
5 13.38 4.58 11.1 4.6 -43.18 26.44 0.250 22.06 (5.24) 17.5 (5.2) -35.85 14.74 0.384
LB 2 13.79 4.77 11.5 4.8 -41.46 30.26 0.065 − − − − − − −
5 13.64 4.52 11.3 4.5 -42.07 28.89 0.378 − − − − − − −
LR 2 13.69 4.42 11.4 4.4 -41.88 29.34 0.321 22.43 (5.20) 17.8 (5.2) -34.78 16.67 0.467
5 13.27 4.41 11.0 4.4 -43.63 25.43 2.678 21.77 4.88 17.2 4.9 -36.70 13.23 5.839
Rc 2 20.38 7.16 18.6 7.2 -13.47 92.54 0.003 32.31 8.34 28.6 8.4 -6.06 68.03 0.005
5 21.09 7.83 19.3 7.9 -10.46 99.24 0.015 31.74 9.13 28.0 9.2 -7.72 65.07 0.027
R 2 20.05 6.85 18.2 6.9 -14.88 89.41 0.007 31.92 8.03 28.2 8.1 -7.18 66.04 0.015
5 21.03 7.77 19.3 7.8 -10.70 98.71 0.070 31.64 9.02 27.9 9.1 -8.00 64.56 0.136
0.4 IP 2 10.43 2.50 6.4 2.5 0.76 2.13 0.007 19.19 3.38 11.5 3.3 1.32 3.07 0.012
5 10.27 2.39 5.7 2.4 -0.77 0.58 0.124 18.91 3.26 10.6 3.2 -0.16 1.57 0.196
LB 2 10.44 2.49 6.4 2.5 0.90 2.27 0.030 − − − − − − −
5 10.51 2.38 6.0 2.4 1.56 2.94 0.776 − − − − − − −
LR 2 10.38 2.38 6.3 2.4 0.32 1.68 0.220 19.09 3.32 11.4 3.2 0.78 2.53 0.418
5 10.28 2.31 5.8 2.3 -0.62 0.72 2.451 18.85 3.19 10.6 3.1 -0.51 1.21 4.920
Rc 2 13.17 3.59 9.5 3.6 27.26 28.98 0.003 22.13 4.32 14.6 4.3 16.83 18.85 0.005
5 11.35 3.01 7.6 3.0 9.65 11.14 0.011 20.53 3.86 13.0 3.9 8.37 10.24 0.020
R 2 13.11 3.54 9.4 3.6 26.67 28.38 0.007 22.13 4.32 14.6 4.3 16.83 18.85 0.014
5 11.16 2.97 7.3 3.0 7.86 9.32 0.056 20.62 3.97 13.1 4.0 8.86 10.74 0.110
0.6 IP 2 10.26 2.31 5.7 2.2 0.00 0.80 0.006 19.10 3.28 10.8 3.1 0.92 2.60 0.011
5 10.22 2.26 5.2 2.2 -0.44 0.35 0.071 18.81 3.06 9.7 2.9 -0.62 1.03 0.138
LB 2 10.27 2.31 5.7 2.2 0.05 0.85 0.025 − − − − − − −
5 10.26 1.88 3.6 1.9 -0.04 0.76 0.209 − − − − − − −
LR 2 10.20 2.21 5.6 2.1 -0.65 0.15 0.201 18.93 3.26 10.7 3.1 0.02 1.68 0.408
5 10.17 2.13 5.1 2.1 -0.93 -0.14 1.220 18.68 3.05 9.5 2.9 -1.31 0.33 1.170
Rc 2 11.48 2.75 7.1 2.7 11.86 12.76 0.002 20.67 3.63 12.1 3.5 9.20 11.01 0.004
5 10.47 2.25 5.9 2.2 2.08 2.89 0.010 19.49 3.26 10.6 3.1 2.96 4.67 0.019
R 2 11.47 2.75 7.1 2.7 11.80 12.69 0.007 20.67 3.63 12.1 3.5 9.20 11.01 0.014
5 10.47 2.25 5.9 2.2 1.99 2.81 0.051 19.49 3.26 10.6 3.1 2.96 4.67 0.019
0.8 IP 2 10.24 2.28 5.6 2.2 -0.27 0.58 0.006 19.09 3.27 10.8 3.1 0.86 2.53 0.011
5 10.20 2.22 5.1 2.2 -0.65 0.20 0.070 18.82 3.08 9.6 2.9 -0.56 1.09 0.137
LB 2 10.24 2.28 5.6 2.2 -0.23 0.62 0.021 − − − − − − −
5 10.17 2.17 4.8 2.1 -0.97 -0.12 0.164 − − − − − − −
LR 2 10.19 2.20 5.5 2.1 -0.75 0.10 0.187 18.93 3.26 10.6 3.1 -0.01 1.65 0.416
5 10.20 2.11 5.0 2.1 -0.67 0.18 0.561 18.65 3.02 9.4 2.9 -1.46 0.17 1.186
Rc 2 11.17 2.62 6.7 2.6 8.82 9.74 0.002 20.54 3.59 11.9 3.5 8.53 10.33 0.004
5 10.34 2.22 5.6 2.1 0.73 1.59 0.010 19.49 3.20 10.5 3.1 2.95 4.66 0.019
R 2 11.17 2.62 6.7 2.6 8.81 9.74 0.007 20.54 3.59 11.9 3.5 8.53 10.33 0.014
5 10.34 2.22 5.6 2.1 0.74 1.60 0.051 19.49 3.20 10.5 3.1 2.95 4.66 0.101





an instance (M,γ) with M ∈ {15, 20} and γ ∈ {0.2, 0.4, 0.6, 0.8}. The values written in bold
indicate the best performances regarding the objective values.
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Mean Std. err. Mean Std. err. (%) (%) (s) Mean Std. err. Mean Std. err. (%) (%) (s)
0.2 IP 2 31.54 6.03 25.0 6.0 -22.56 12.73 0.017 45.06 7.08 35.9 7.1 -20.37 8.67 0.022
5 30.89 5.88 24.0 5.9 -24.14 10.43 0.591 44.28 6.90 35.1 6.9 -21.74 6.80 0.660
LR 2 31.19 5.85 24.6 5.8 -23.40 11.50 0.714 45.02 7.02 35.8 7.0 -20.44 8.57 0.944
5 30.68 5.65 23.8 5.7 -24.65 9.68 10.189 44.16 6.77 35.0 6.8 -21.95 6.52 13.309
Rc 2 44.74 9.41 39.3 9.5 9.87 59.94 0.007 61.27 10.59 53.4 10.7 8.28 47.77 0.009
5 44.41 9.74 38.8 9.8 9.06 58.75 0.058 59.82 10.47 52.0 10.6 5.73 44.28 0.084
R 2 44.71 9.53 39.3 9.6 9.78 59.81 0.041 61.64 10.75 53.8 10.8 8.94 48.66 0.061
5 44.18 9.46 38.6 9.5 8.50 57.94 0.212 59.58 10.57 51.8 10.7 5.31 43.71 0.294
0.4 IP 2 28.18 4.22 19.1 4.1 0.45 1.93 0.016 41.18 4.72 23.0 4.7 0.35 1.50 0.020
5 27.67 3.97 16.8 3.9 -1.39 0.06 0.232 40.83 4.66 22.7 4.7 -0.49 0.66 0.469
LR 2 28.10 4.13 19.0 4.0 0.15 1.63 0.646 41.22 4.71 23.0 4.7 0.44 1.60 0.939
5 27.72 3.94 16.9 3.9 -1.19 0.26 6.975 40.70 4.64 22.4 4.6 -0.82 0.32 26.353
Rc 2 30.48 4.64 21.0 4.5 8.62 10.22 0.006 46.28 5.59 29.4 5.6 12.78 14.07 0.009
5 29.69 4.58 20.1 4.5 5.82 7.37 0.046 44.37 5.46 27.6 5.5 8.13 9.37 0.065
R 2 30.48 4.64 21.0 4.5 8.62 10.22 0.039 46.27 5.58 29.4 5.6 12.76 14.06 0.056
5 29.68 4.57 20.1 4.5 5.76 7.32 0.167 44.40 5.43 27.5 5.4 8.21 9.45 0.281
0.6 IP 2 28.12 4.16 18.8 4.0 0.10 1.70 0.016 40.96 4.25 18.4 4.1 0.32 1.22 0.020
5 27.67 3.84 16.3 3.7 -1.51 0.05 0.225 40.72 4.18 17.9 4.0 -0.28 0.62 0.316
LR 2 28.10 4.09 18.8 3.9 0.04 1.63 0.620 40.83 4.12 18.3 4.0 -0.02 0.89 0.831
5 27.70 3.84 16.4 3.7 -1.38 0.19 1.872 40.57 3.96 16.7 3.8 -0.64 0.25 11.835
Rc 2 30.16 4.60 20.3 4.5 7.36 9.06 0.006 43.95 4.81 21.6 4.7 7.63 8.60 0.008
5 29.55 4.38 19.5 4.2 5.19 6.87 0.045 42.58 4.63 21.3 4.5 4.26 5.20 0.059
R 2 30.16 4.60 20.3 4.5 7.36 9.06 0.038 43.95 4.81 21.6 4.7 7.62 8.60 0.052
5 29.55 4.38 19.5 4.2 5.19 6.87 0.163 42.23 4.35 19.3 4.2 3.42 4.36 0.225
0.8 IP 2 28.12 4.16 18.8 4.0 0.11 1.71 0.015 40.96 4.24 18.3 4.0 0.29 1.21 0.019
5 27.65 3.86 16.2 3.7 -1.57 -0.01 0.226 40.76 4.09 17.8 3.9 -0.19 0.73 0.313
LR 2 28.10 4.09 18.8 3.9 0.03 1.62 0.637 40.83 4.09 18.1 3.9 -0.04 0.88 0.829
5 27.71 3.84 16.3 3.7 -1.37 0.20 1.893 40.56 3.86 16.3 3.7 -0.69 0.22 2.238
Rc 2 30.13 4.59 20.3 4.4 7.26 8.97 0.006 43.75 4.71 21.2 4.5 7.12 8.11 0.008
5 29.52 4.37 19.5 4.2 5.10 6.77 0.044 42.40 4.57 21.0 4.4 3.81 4.77 0.057
R 2 30.13 4.59 20.3 4.4 7.26 8.97 0.038 43.75 4.71 21.2 4.5 7.12 8.11 0.050
5 29.52 4.37 19.5 4.2 5.10 6.77 0.163 42.04 4.25 18.9 4.1 2.93 3.88 0.219





an instance (M,γ) with M ∈ {15, 20} and γ ∈ {0.2, 0.4, 0.6, 0.8}. The values written in bold
indicate the best performances regarding the objective values.
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(a) M = 3













(b) M = 4













(c) M = 5












(d) M = 10












(e) M = 15












(f) M = 20
Figure 3: Boxplots on the total number of failures counted during the simulations of the policies
IP (blue boxplot), LB (green boxplot), LR (light blue) , Rc (red boxplot) and R (orange boxplot)
for different values of M and K and a rolling horizon Tr = 5.
that the policy involving the Lagrangian relaxation gives competitive results with δIP in terms of rewards
and failures. However, the standard errors of the Lagrangian relaxation policy are in general higher than
the ones of IP and LR. This may come from the fact that the action taken in ActLR,tTr (h) is sampled.
In Tables 6, 7 and 8, the negative values of GR
c
p result from error approximations due to the Monte-







(h) and ActR,tTr (h).
Even for the largest instances (M = 15 or M = 20) and for T = 5, the average time per action of
ActTr
IP,t(h) is on the order of 1.0 second; this amount of time is still feasible even if the 24 decision
times are close together. Figure 3 shows that the decomposable policy LB may lead to a lower number
of failures and a higher maintenance cost, which means that the policy LB is more conservative. One
may observe that all the figures reduce when the maintenance capacity K increases, as expected.
G Examples where zIP < v
∗
ml or zIP > v
∗
ml
In this section, we describe two instances showing respectively that our MILP (21) is neither an upper
bound or a lower bound.
G.1 The inequality zIP ≤ v
∗
ml does not hold in general.
Consider a weakly coupled POMDP with M = 2, K = 1, X 1S = X
2




O = {1, 2}.

























































































Solving Pwcml with T = 4 using MILP (14) on XS , XO and XA, we obtain an optimal value of v
∗
ml = 44.7122,
while the optimal value of our MILP (21) is zIP = 44.2834. Hence, we obtain zIP < v
∗
ml. Therefore,
v∗ml ≤ zIP does not hold in general.
G.2 The inequality zIP ≥ v
∗
ml does not hold in general.
Consider a weakly coupled POMDP with M = 2, K = 1, X 1S = X
2




O = {1, 2}.
























































































Solving Pwcml with T = 4 using MILP (14) on XS , XO and XA, we obtain an optimal value of v
∗
ml = 47.3693,
while the optimal value of our MILP (21) is zIP = 47.7356. Hence, we obtain v
∗
ml < zIP. Therefore,
v∗ml ≥ zIP does not hold in general.
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H Links between the linear relaxation of MILP (21) and the
fluid formulation of Bertsimas and Mǐsić [9]
In this appendix, we show that when we consider decomposable POMDP (i.e., when the action space does
not necessary decompose along the components), the linear relaxation of our MILP (21) is equivalent to
the fluid formulation of Bertsimas and Mǐsić [9] over a finite horizon and without discounting applied on
the MDP relaxation of the problem.
Consider a decomposable MDP ((XmS , p








Using Remark 2, we transform the decomposable MDP into a weakly coupled MDP, where the action
space is X̃A =
{
a ∈ X 1A × · · · × X
M
A : 1a(a
m)− 1a(am+1) = 0, ∀a ∈ XA
}
. Now we write the fluid for-
mulation of Bertsimas and Mǐsić [9, Problem (3)] with our notation for a finite horizon, i.e., without























xt+1,msa′s′ ∀s ∈ X
m
S ,m ∈ [M ], t ∈ [T ] (45c)
x1,ms = p






xt,msas′′ ∀s ∈ X
m






a ∀a ∈ XA,m ∈ [M ], t ∈ [T ] (45f)
Now, we relate this fluid formulation to the linear relaxation of our integer formulation (21). Our










rm(s, a, s′)τ t,msas′ (46a)











τ t,msoa = τ
t,m
a ∀a ∈ X
m
A ,m ∈ [M ], t ∈ [T ] (46c)
τ t,ma = τ
t,m+1
a ∀a ∈ XA,m ∈ [M − 1], t ∈ [T ] (46d)
The following proposition states that the linear relaxation of our MILP (46) is equivalent to the fluid
formulation written on the decomposable MDP ((XmS , p
m, rm)m∈[M ],XA). We denote by zF the optimal
value of fluid formulation (45).
Theorem 13. The linear relaxation of MILP (46) is equivalent to the fluid formulation (45). In par-
ticular, zF = zR.
The equivalence in Theorem 13 should to be understood in the sense that there exists a solution
of MILP (46) if, and only if there exists a feasible solution of the fluid formulation (45) with the same
objective value.
Proof of Theorem 13. Let (x,A) be a feasible solution of linear program (45). We set τ1,ms = x
1,m
s and
τ t,msas′ = x
t,m
sas′ for every s, s




a|o )o,a,t,m using the definitions (29) and (30) for each component m. Then, (τ
m, δm) satisfies all
the constraints of Qd(XmS ,X
m
O ,XA, p
m) when the variable δm are continuous. It remains to show that
45
constraints (45f) are satisfied. To do so, we set τ t,ma = A
t
a for every a ∈ XA, m ∈ [M ] and t ∈ [T ]. We
obtain that:
























which ensure that (τm, δm)m∈[M ] is a feasible solution of the linear relaxation of Problem (46). In
addition, the objective values are equal.
Let (τm, δm)m∈[M ] be a feasible solution of the linear relaxation of MILP (46). We set x
m =









straints (45b)-(45c) are satisfied. It remains to show that constraints (45f) are satisfied. First, since
τ t,ma = τ
t,m+1
























In addition, the objective values are equal. It achieves the proof.
I Definition of an implicit policy based on the linear relaxation
of MILP (21)
In this appendix, we introduce three algorithms ActR,tT (h), Act
Rc,t
T (h) and Act
LR,t
T (h) that are slightly
different to ActIP,tT (h) and that respectively involve the linear relaxation of MILP (21) without and
with valid inequalities (23), and the Lagrangian relaxation. Algorithm ActIP,tT (h) needs to be modified
because the linear relaxation of MILP (21) and the Lagrangian relaxation do not provide policies δm
such that the action taken at step 5 belongs to XA. For this reason we slightly modify this step in the
following algorithm:
Algorithm 4 History-dependent policy ActR,tT (h)
1: Input An history of observations and actions h ∈ (XO × XA)
t−1 × XO.
2: Output An action a ∈ XA.
3: Compute the belief state pm(s|hm) according to the belief state update for every state s in
XmS and every component m.
4: Remove constraints and variables indexed by t′ < t in MILP (21) and solve the linear
relaxation of the resulting problem with horizon T − t, initial probability distributions
(pm(s|hm))s∈Xm
S
for every component m in [M ] and initial observation o (see Remark 3) to
obtain an optimal solution (τm, δm)m∈[M ].
5: Choose a /∈ XA
6: while a /∈ XA do
7: Sample am according to the probability distribution (τ t,ma )a∈Xm
A
for all m in [M ].
8: end while
9: Return a




1, if a = ActR,tT (h)
0, otherwise
, ∀h ∈ X tH , a ∈ XA, t ∈ [T ], (47)
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Similarly, we define algorithm ActR
c,t
T (h) by adding valid inequalities (23) in the resolution of the linear
formulation at step 4. We also define ActLR,tT (h) by solving the master problem (43) using the column
generation approach (see Appendix E) at step 4.
We assume that XA ( X 1A × · · · × X
M
A . Otherwise, solving Phis can be solved by solving the
subproblems independently. At first sight, there is no reason to believe that the loop starting at step 6
ends in a finite number iterations. It turns out the theorem below ensures that algorithm ActR,tT (h) ends
in a finite number of iteration.
Theorem 14. Algorithm ActR,tT (h) (resp. Act
Rc,t
T (h) and Act
LR,t
T (h)) ends in a finite number of itera-
tions.
In fact, unlike Bertsimas and Mǐsić [9], we cannot choose the action am ∈ argmaxa τ
t,m
a for every m
in [M ] because there is no guarantee that the induced action a will belong to XA. For this reason, we
choose to sample according to τ t,ma .
Proof of Theorem 14. To prove this result, we denote by Z the stopping time that belongs to N and that
represents the number of iterations of the loop starting at step 6. We want to prove that P(Z <∞) = 1.
To do so we introduce the random variable Ai that represents the sample drawn at iteration i. Since












am for every a ∈ X
1
A × · · · × X
M
A . The random
variable Z follows a geometric law with a probability of success P̃ (Ai ∈ XA). To prove that P(Z <∞) =
1, it suffices to prove that P̃ (Ai ∈ XA) > 0. We introduce the quantity E = EP̃
[∑
m = 1MDm(Ami )
]
and we have the following computation:
P̃(Ai ∈ XA) = P̃(
M∑
m=1
Dm(Ami ) ≤ b) = 1− P(
M∑
m=1
Dm(Ami )− E > b− E)
By contradiction, suppose that P̃(Ai ∈ XA) = 0. It follows that P̃(
∑M
m=1 D
m(Ami ) − E > b − E) = 1.
Since b ≥ E, we deduce that
∑M
m=1 D
m(Ami ) − E is strictly positive almost surely according to the











m(Ami ) − E is a non-negative random variable with an expected value equals
to 0. We deduce that
∑M
m=1 D
m(Ami )−E is equal to 0 almost surely according to P̃, which contradicts
the fact that P̃(
∑M
m=1 D
m(Ami )−E > 0) = 1. It achieves the proof. The proof also holds for Lagrangian
relaxation because the feasible solution also satisfies the linking constraint in expectation.
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