Abstract-Hashing has recently sparked a great revolution in cross-modal retrieval due to its low storage cost and high query speed. Most existing cross-modal hashing methods learn unified hash codes in a common Hamming space to represent all multi-modal data and make them intuitively comparable. However, such unified hash codes could inherently sacrifice their representation scalability because the data from different modalities may not have one-to-one correspondence and could be stored more efficiently by different hash codes of unequal lengths. To mitigate this problem, this paper proposes a generalized and flexible cross-modal hashing framework, termed Matrix Tri-Factorization Hashing (MTFH), which not only preserves the semantic similarity between the multi-modal data points, but also works seamlessly in various settings including paired or unpaired multi-modal data, and equal or varying hash length encoding scenarios. Specifically, MTFH exploits an efficient objective function to jointly learn the flexible modality-specific hash codes with different length settings, while simultaneously excavating two semantic correlation matrices to ensure heterogeneous data comparable. As a result, the derived hash codes are more semantically meaningful for various challenging cross-modal retrieval tasks. Extensive experiments evaluated on public benchmark datasets highlight the superiority of MTFH under various retrieval scenarios and show its very competitive performance with the state-of-the-arts.
INTRODUCTION
W ITH the explosive growth of multi-modal data in social networks, the relevant data from different modalities often endow semantic correlations, and there is an immediate need for effectively analyzing the data across different modalities. In recent years, cross-modal retrieval, which enables similarity search across heterogeneous modalities, has recently attracted a great amount of attention in information retrieval community. In the general setting of the problem, a user searches for semantically relevant results of one modality in response to a query item of another different modality, e.g., images that visually illustrate the topic of a textual query, or textual descriptions that concretely describe the contents of a visual query. Evidently, the searching results of cross-modal retrieval often contain rich information in different modalities, which are more comprehensive than the results from single-modal retrieval methods. Nevertheless, multimodal data usually span in different feature spaces, and such heterogeneous property has been widely considered as a great challenge to cross-modal retrieval. In order to eliminate such diversity between different modalities, an intuitive way is to learn a common latent subspace to minimize their heterogeneity so that the mapping features in such subspace can be directly compared [1] , [2] , [3] . However, the main drawback of these subspace methods is the level of computational complexity to deal with the large-scale and high dimensional multi-modal data.
In recent years, cross-modal hashing [4] , [5] is gaining sig- nificant popularity due to its low storage cost, fast retrieval speed and impressive retrieval performance. It aims at transforming the high-dimensional data into compact binary codes and generating similar binary codes for the relevant samples from different modalities. More specifically, each data point is represented as a binary code in the Hamming space, thereby the storage cost can be dramatically reduced and the searching speed will be much faster than that in the original feature space. Although various kinds of cross-modal hashing attempts have been investigated towards encoding the underlying correlations between heterogeneous modalities, it remains a challenging task to achieve efficient cross-modal retrieval mainly due to the complex integration of semantic gap, heterogeneity and diversity within the multi-modal data collections. For instance, the representations of heterogeneous modalities often have different physical representations and numerical dimensionalities with incomparable space structures. Further, as shown in Fig. 1 , the heterogeneous data may also be practically paired (i.e., one-to-one correspondence) or unpaired (e.g., a text paragraph depicts multiple pictures), and the semantics of each sample may be marked as either single label or multiple labels for meaningful content annotation [6] . Therefore, the widespread existence of these complex multi-modal data has significantly increased the demand of more effective cross-modal hashing technologies to adapt these challenging scenarios.
In the literature, most of existing cross-modal hashing approaches primarily project the multi-modal data into a common semantic space and utilize a unified hash code to represent the heterogeneous data point, in either supervised version where the labels are provided, or unsupervised version where the labels are unavailable. Nevertheless, such unified hash code could inherently sacrifice their representation capability and scalability because it cannot guarantee the learned binary codes to be semantically discriminative for heterogeneous data representation. In addition, the majority of existing cross-modal hashing approaches mainly focus on the paired multi-modal collections, and very few works, except for [7] , have been designed to handle the unpaired scenarios. Remarkably, all these approaches select the equalized hash length to characterize the multi-modal data and make them directly comparable in an isomorphic Hamming space. Nevertheless, an even more challenging scenario may arise in cross-modal retrieval, i.e., the hash representations from heterogeneous modalities could be generally encoded and stored by different lengths in the database, e.g., a text paragraph is discriminatively encoded by 10 bits while an image by 12 bits, as shown in Fig. 1 . This is practically reasonable because the feature dimensions of heterogeneous modalities often differ drastically, and strictly equalized hash length representation may make them uncompetitive for challenging retrieval tasks, e.g., a very short text query to retrieve high-dimensional relevant image samples. To the best of our knowledge, varying hash length encoding of multi-modal data and its application to cross-modal retrieval have yet to be explored. Evidently, the primary challenge towards this goal is to explicitly design a flexible learning model that can generate varying hash codes of different length to characterize the multi-modal data instances, and simultaneously capture the semantic correlations to enable efficient cross-modal retrieval. Motivated by the promising cross-modal retrieval results delivered by the matrix factorization techniques, this paper breaks the unified hash limitations by allowing varying hash length encoding for different data modalities, and seamlessly treats the paired or unpaired multi-modal data collections in an integrated way. To this end, we propose a generalized and flexible hashing framework, termed Matrix Tri-Factorization Hashing (MTFH), to facilitate various kinds of cross-modal retrieval tasks. Specifically, MTFH is a two-stage hashing framework, which allows for less complex formulations in comparison with the coupled formulations. In the former stage, MTFH first constructs an affinity matrix by semantic label supervision, either square or non-square depending on the availability of paired or unpaired data collections. Then, the modal-specific hash codes, of either equal or unequal lengths, are jointly learned by matrix tri-factorization, while two semantic correlation matrices are synchronously derived to preserve the semantic similarity between heterogeneous modalities. In the latter stage, kernel logistic regression is efficiently utilized to learn the hash mapping functions. To sum up, the major contributions of this paper are highlighted as follows:
• A generalized and flexible cross-modal hashing framework is developed to handle both paired and unpaired multimodal data, in either equal or varying hash length settings.
• MTFH is the first attempt in learning varying hash codes of different lengths for heterogeneous data comparable, and the learned modality-specific hash codes are more semantically meaningful for cross-modal retrieval.
• An efficient discrete optimization algorithm is developed for the proposed MTFH without relaxation, and the derived hash codes can well preserve the semantic structure between heterogeneous data points.
• Extensive experiments on public benchmarks highlight the advantages of MTFH under various cross-modal retrieval scenarios and show that MTFH is comparable with or in most cases improving the retrieval accuracy over the stateof-the-arts.
The remainder of this paper is structured as follows. In Section 2, we briefly overview the related works concerning on the cross-modal hashing problem. Section 3 elaborates our proposed flexible hash learning framework for cross-modal retrieval, along with an efficient discrete optimization algorithm to tackle this problem. In Section 4, we report the experimental results and extensive evaluations on popular benchmark datasets. Finally, we draw a conclusion in Section 5.
RELATED WORKS
The goal of cross-modal retrieval is to obtain semantically related data samples in one modality for a query in another different modality, and its main difficulty is to explicitly measure the content similarity between these heterogeneous samples. Since the heterogeneous data of different modalities often resides in different feature spaces, an intuitive way to model the relationships across different modalities is projecting these heterogeneous data into a common subspace and minimizing their heterogeneities. Along this line, canonical correlation analysis (CCA) [8] , aiming to learn a latent space that can maximize the correlations between the projected vectors of different modalities, is popularized for cross-modal retrieval. Accordingly, many reasonable extensions, e.g., bi-linear model (BLM) [9] , manifold learning [9] , latent subspace analysis (LSA) [1] , sparse subspace learning (SSL) [5] , [10] , and correlated subspace learning (CSL) [2] , [11] , have also been developed for cross-modal retrieval task. Nevertheless, these subspace learning methods are generally unsuitable for processing large-scale and high-dimensional multi-modal data.
Hashing technique [12] , [13] , [14] , favored for its low storage cost and fast query speed, have recently attracted much attention in cross-modal retrieval domain. Most prior hashing works mainly concentrate on producing binary codes for data within the same modality [15] , [16] , e.g., locality sensitive hashing (LSH) [12] and its kernelized extension [16] , spectral hashing [17] and kmeans hashing (KMH) [18] . These hashing methods provide important theoretical foundations for cross-modal hashing, whose main challenge is to learn compact binary codes that can construct the underlying correlations between heterogeneous modalities. In the literature, existing cross-modal hashing methods mainly fall into the modality-independent and modality-dependent branches. Modality-independent approaches first exploit the separate hash codes and learn the corresponding hash functions for different modalities individually [19] , [20] . Then, the integrated hash codes a multi-modal instance is directly constructed by concatenating the individual hash codes from each modality. A representative work is cross-view hashing (CVH) [20] , which attempts to learn the independent hash codes of different modalities while minimizing the similarity-weighted hamming distances between them. However, this method often builds a weak connection between heterogeneous modalities and its corresponding retrieval performance needs further improvement.
Modality-dependent approaches mainly learn the unified hash codes to characterize the multi-modal data and simultaneously exploit the hashing mapping functions across different modalities, which can be generally categorized into unsupervised and supervised branches. Without semantic label supervision, unsupervised cross-modal hashing generally learns the hash codes from original feature space to Hamming space in an intuitive way. For instance, inter-media hashing (IMH) [6] first exploits the intraview and inter-view consistency in a common Hamming space, and then learns the hash mapping functions via linear regression to generate the hash codes. Collective matrix factorization hashing (CMFH) [21] utilizes the joint matrix factorization to learn the unified hash codes for varying multi-modal data, while latent semantic sparse hashing (LSSH) [22] produces a unified hash code via the latent semantic sparse representation. Although these methods are able to capture the semantic correlations between heterogeneous modalities, the hash codes learned in an unsupervised way are not discriminative enough and the corresponding crossmodal similarity is not well preserved in the Hamming space. Consequently, these approaches are restricted by the semantic gap that the high-level semantic hash description of a data sample differs from its low-level feature descriptor, which may result in a poor cross-modal retrieval performance.
Supervised cross-modal hashing often utilizes the semantic labels or relevance feedbacks to mitigate the semantic gap between heterogeneous modalities, which can produce more compact hash codes to boost the retrieval performance. Along this line, semantic correlation maximization (SCM) [23] utilizes the label information to maximize the semantic correlation, while semantic preserving hashing (SePH) [24] constructs an affinity matrix by label supervision to approximate hash codes. In addition, coregularized hashing (CRH) [25] , heterogeneous translated hashing (HTH) [26] , quantized correlation hashing (QCH) [27] , supervised matrix factorization hashing (SMFH) [28] and hetero-manifold regularisation hashing (HMRH) [29] , have also been developed to enable cross-modal retrieval. It is to be noted that these supervised methods transform the semantic information of given labels into pairwise similarities and slightly relax the original discrete learning problem into a continuous learning manner, which may yield less effective binary codes due to the accumulated quantization error. To resist the accumulated error in optimization, discrete cross-modal hashing (DCH) [30] and cross-modal discrete hashing (CMDH) [31] attempt to directly learn the compact binary codes under a discrete optimization framework. However, the two methods are only designed for paired multi-modal data collections. To adapt to different retrieval scenarios, Mandal et al. [7] propose a generalized semantic preserving hashing (GSePH) method to handle four different cross-modal retrieval scenarios, i.e., single label-paired (SL-P), single label-unpaired (SL-U), multi labelpaired (ML-P) and multi label-unpaired (ML-U) scenarios. Similar to most previous works, this method chooses the equalized hash length to encode multi-modal data. However, the strictly equalized hash length may limit its representation discriminability and scalability in real-world applications, because the data from different modalities often have different feature dimensions and may be practically stored by different hash lengths.
In recent years, deep learning methods have drawn increasing attention for their significant performance improvements on various vision tasks. Inspiring from the advancement of deep learning, deep neural networks have been utilized to achieve cross-modal hashing [32] , [33] , [34] , which can overcome the insufficient representation of the hand-crafted features and bridge the heterogeneous modalities more effectively. Differing from conventional cross-modal hash learning methods, these approaches attempt to combine the high-level feature learning and hash learning in an integrated way that the feature representations can be optimized with hash code learning through error back-propagation. Although these deep models yield outstanding performance on many benchmarks, they are always constrained by computational complexity and exhaustive search for optimum learning parameters. Meanwhile, another potential limitation is that these approaches cannot well close the gap between the Hamming distance on binary codes and the metric distance on high-level representations. Note that, these methods generally utilize the unified hash code for multi-modal data representation and depend highly on paired data collections. Therefore, it is still desirable to develop a flexible cross-modal retrieval algorithm.
MATRIX TRI-FACTORIZATION HASHING
Hashing maps the high-dimensional features into low-dimensional binary codes, while preserving the similarities of data from original space. Although multi-modal relevant data often share the similar semantics, the heterogeneous data samples may not have one-to-one correspondence and their corresponding hash codes could be practically stored in different lengths. As a typical multimodal data processing method, matrix factorization [21] , [28] has shown its effectiveness for cross-modal hashing, but which often limits its application domain in unified hash code learning and paired multi-modal data collections. To the best of our knowledge, there has been no previous work in exploring the varying hash codes of different lengths for cross-modal retrieval. In this section, we present an effective matrix tri-factorization hashing (MTFH) framework to jointly learn the modality-specific hash codes and seamlessly integrates multiple different settings, including paired or unpaired multi-modal data collections and equal or varying hash length encoding scenarios. The schematic pipeline of the proposed cross-modal retrieval framework is shown in Fig. 2. 
Problem Formulation
Suppose that we have training data with two modalities X∈R n1×d1 and Y∈R
n2×d2
, with n 1 , n 2 (in some cases n 1 =n 2 ) being the numbers of samples and
being the dimensions of these two modalities, respectively. The provided training labels for both modalities are
, where c is the number of semantic categories. More specifically, only one of the c entries is equal to 1 if the data is annotated with single label (e.g., L i x = [0 0 1 0 0]), and more than one entries will be equal to 1 if this data is marked with multiple labels (e.g., L j y = [1 0 1 0 1]). As suggested in [7] , [24] , semantic affinity matrix with embedding supervision can be efficiently utilized to learn hash codes of training instances. Accordingly, we first construct an affinity matrix
σ for both single and multi-label retrieval tasks, where ·, · is the normalized inner product and σ a constant factor. As demonstrated in [7] , an effective hash code learning scheme is to find the optimal hash codes from S directly. Inspired by the scalability of matrix tri-factorization (MTF) [35] , [36] , we propose to factorize S∈R , where the rows in U (resp. V) are the hash codes for the items in X (resp. Y), H is a semantic correlation matrix that builds the semantic connection between two heterogeneous modalities, and q 1 , q 2 are their hash lengths. Evidently, the elements of U and V should be regularized as either −1 or 1, and such a factorization might not exist because it is infeasible to learn a single H to optimally meet both constraints. To tackle this problem, we propose to solve it by the following regularized least squares problem:
where · F is the Frobenius norm, and α is a constant to balance the trade-off between two learning parts. Remarkably, the optimization objective function in Eq. (1) is non-convex due to the binary constraints, which makes it difficult to solve. Often, a typical solution might involve a deep search of optimal values, which is computationally intractable [37] . Since there are serval constraints in Eq. (1), especially VH
, it is impractical to obtain their optimal solutions simultaneously. To mitigate this problem, we introduce two auxiliary variables U and V to further simplify Eq. (1) as the following equivalent formulation:
where β is the penalty parameter. With an appropriate β, the solution of Eq. (2) is highly close to Eq. (1). However, the optimization in Eq. (2) is formulated as a mixed-integer optimization problem, which is normally intractable to solve due to the discrete constraints on binary codes. In order to simplify the optimization in Eq. (2) and obtain a feasible solution, an intuitive way is to replace the constraint set {−1, 1} with the continuous valued interval [−1, 1] and make the problem computationally tractable. Although this relaxation scheme greatly reduces the hardness of the optimization by discarding the discrete constraints, the resulting approximate solution may accumulate large quantization error as the code length increases. Under such circumstances, the yielded binary codes are less effective [38] and the resulted cross-modal retrieval performances may be hurt. This is mainly because the discrete constraints are not treated adequately during the learning procedure. Inspired by the optimization scheme in [30] , [38] , the discrete optimization technique can directly learn the binary codes under discrete constraints and simultaneously reduces the quantization error. Meanwhile, discrete optimization naturally leads to the solution of alternating minimization, where one variable is iteratively updated while holding the others fixed. Therefore, Eq. (2) can be solved by an iterative framework until convergence is reached.
Optimization Phases
The optimization problem in Eq. (2) is a mixed binary optimization problem, which is non-convex with respect to matrix variables U, V, U, V, H 1 and H 2 . Remarkably, it is convex with respect to any single variable while fixing the other ones. Accordingly, an alternating optimization technique can be adopted to iteratively and efficiently solve the optimization problem in Eq. (2) until convergence is reached. In the following, we show our discrete optimization in details. H-step: Learn semantic correlation matrices H 1 and H 2 by fixing U, V, U, V, then the sub-optimization problem in Eq. (2) 
Accordingly, H 1 and H 2 can be computed by a regularized linear regression respectively, with a closed-form solution mathematically formulated as:
where λ is a constant, and I is an identity matrix. U-step: Learn binary code matrix U by fixing variables V, U, V, H 1 , H 2 , the sub-optimization of Eq. (2) is further formulated as:
The problem in Eq. (5) is NP-hard for directly optimizing the binary code matrix U. As indicated in [38] , a closed-form solution for one row of U can be achieved by fixing all the other rows. By expanding each item, we can rewrite Eq. (5) as follows:
where Tr(·) is the trace norm. According to the statistical property of the trace operation, Eq. (6) can be further simplified as:
where
Specifically, coordinate descent method has received extensive attention in recent years due to its effectiveness for solving large-scale optimization problems [39] . As suggested in [30] , [38] , we can learn U bit by bit and the discrete coordinate descent method can be utilized for optimization [38] . Without loss of generality, let u and u denote the l-th column of U and U, h 2 and p 1 represent the l-th row of H 2 and P 1 , U , U and H 2 are the corresponding matrices of U, U and H 2 , respectively, excluding u, u and h 2 , we have
where u u (9) and Eq. (10) together, we obtain the following optimization problem:
Then, the solution of u can be computed by
U-step: Fix U, V, V, H 1 , H 2 , and update U, then the suboptimization problem in Eq. (2) becomes
Similarly, a closed-form solution for one row of U can be achieved by fixing all the other rows. By expanding each item, we can rewrite Eq. (13) as follows:
Since affinity matrix S is a fixed item and U 2 F = n 2 ×q 1 = const, the above equation can be further simplified as:
Let p 2 denote the l-th row of P 2 , we can obtain Tr(P 2 U) = const + p 2 u. According to Eq. (8), the solution of u can be achieved by:
V-step: Learn binary code matrix V by fixing the variables U, U, V, H 1 , H 2 , the sub-optimization problem in Eq. (2) can be further simplified as:
Similarly, a closed-form solution for one row of V can be achieved by fixing all the other rows. By expanding each item, we can rewrite Eq. (17) as follows:
Since S and U are the fixed items, the above equation can be further simplified as:
where are the corresponding matrices of V, V and H 1 respectively excluding v, v and h 1 , we have the following equations:
By integrating Eq. (20), Eq. (21) and Eq. (22), v can be obtained by:
V-step: Fix U, V, U, H 1 , H 2 , and update V, then we get the following sub-optimization problem:
By expanding each item, we can rewrite Eq. (24) as follows:
Since S is a fixed item and V 2 F = n 1 ×q 2 = const, the above equation can be further simplified as:
. Let p 4 denote the k-th row of P 4 , we can obtain Tr(P 4 V) = const + p 4 v. By integrating Eq. (20) , the solution of v can be computed by:
Accordingly, the optimum elements in Eq. (2) can be obtained iteratively via alternating minimization techniques.
Algorithm 1 Ensemble RCD for Hash Code Learning
input: hash matrix B ∈ {1, −1} n×q , ensemble round r; output: updated hash matrixB; 1: denote b l as the l-th column of B; 2: for k = 1 : r do 3: independent selection at each iteration; 4: repeat 5: choose index l with uniform probability from {1, · · · , q}; 6: update b k l via discrete hash learning; 7: until (all columns are updated ) 8: end for 9: returnB = sign{B
Updating Scheme
During the coordinate descent optimization, only one variable is updated at each iteration while all the other variables remain fixed. There are several strategies to select the coordinate index, including cyclic coordinate descent (CCD), randomized coordinate descent (RCD) and greedy coordinate descent (GCD). More specifically, CCD updates variables in a cyclic order, while RCD chooses variables randomly based on some distribution. Differently, GCD measures the coordinate index by the magnitude of gradient. Since the optimization in our framework is a discrete optimization problem, GCD scheme is therefore improper for this case. In [30] , [38] , discrete cyclic coordinate descent (DCC) scheme is selected to update the binary hash codes. Remarkably, DCC is still an approximated solution to discrete hashing and may fall into a local minima [30] , [39] . To alleviate the possible trapping in local minimum, a straightforward way is to repeat the optimization procedures several times with different random initializations. As discussed in [40] , empirical studies have proved that the RCD locally converges to the global minimum at a geometric rate with high probability. Specifically, we utilize the ensemble RCD to derive the hash codes more reliably. Let B∈{1, −1} n×q be the representative symbol of updating hash code matrix, where n is the number of learning samples and q is the hash length. Accordingly, the optimization procedure of our proposed ensemble RCD is explicitly summarized in Algorithm 1. It should be noted that a large number of rounds in ensemble learning could increase the computation in the updating. Fortunately, it is practically adequate to utilize only a few rounds (e.g., r=3) in ensemble updating process. This is because the final solution does not substantially change if we utilize a large round number. Consequently, each elements in Eq. (2) can be obtained iteratively by repeating each updating process until the procedure converges or reaches maximum iterations. The main procedures of our discrete optimization are summarized in Algorithm 2.
Algorithm 2 Matrix Tri-Factorization Hashing (MTFH)
input: S ∈ {1, 0} n1×n2 , q 1 , q 2 , parameters α, β; output: U, V, H 1 , H 2 ; 1: initialize H 1 , H 2 as random matrices, and U, V, U, V as binary random matrices with elements in {−1, 1} 
Learning Hash Functions
The hash function builds the mapping relation from input features of each modality to binary codes. In general, learning hash functions for any bit of hash code can be transformed into an effective predictive model learning process, and any binary classifier like linear projections or non-linear projections can be selected to learn the hash function. In the literature, many different kinds of hash functions are selected and the most common hash function is the linear hash function, which projects the input feature vector by a linear transformation followed by an element-wise sign operation. Although linear hash function is very simple to use, it cannot capture the nonlinearity implied in real-world data. To realize non-linear mapping, as suggested in [19] , [24] , kernel logistic regression, capable of modelling non-linear mappings, is popularized to learn the projections from features to hash codes. That is, a non-linear function φ maps X i into the reproducing kernel Hilbert space (RKHS) as φ(X i ), and such linear function in the RKHS space brings the input to the hash code domain. For the i-th bit of hash code coming from X and j-th bit hash code coming from Y, we learn projections f i x and f j y for them, respectively. Then, we can get two projections F X ={f
For the testing data x and y coming respectively from X and Y modalities, the hash codes can be computed as: h x =sign(F X (x)) and h y =sign(F Y (y)).
Hash Codes for Out-of-Sample Extension
For any data point not in the training set, we can predict its hash code with the corresponding probability obtained from kernel logistic regression. For instance, given an unseen instance x from the modality X, the corresponding output probability for the l-th bit of its predicted hash code h k x can be calculated as:
where b∈{−1, 1} denotes the binary states in hash code and w x is the projection function in kernel logistic regression. Accordingly, for unseen instances, x and y, respectively from modalities X and Y, we can get their corresponding hash codes h l x at the l-th bit and h k y at the k-th bit as follows:
These two modality-specific hash codes are learned independently for single-modal retrieval, and their hash lengths may be different. Fortunately, with semantic correlation matrices H 1 and H 2 , these hash codes can be further transformed into the semantically equivalent patterns to adapt cross-modal retrieval:
Complexity Analysis
The computational complexity of the our MTFH framework mainly involves the optimization in the training phase. The time complexity of each iteration consists of updating {H 1 , H 2 }, U, U, V and V, which, respectively, involves the computa-
, where n= max(n 1 , n 2 ), q= max(q 1 , q 2 ) and r is ensemble round. Therefore, the overall complexity is approximated as O((rq 2 n 2 +(rq 3 +q 2 )n+q 3 )t), where t is the number of iterations to convergence and it is usually less than 20 in practice. In most experiments, the final solution does not substantially change if we utilize a large round number, and therefore it is appropriate to set the ensemble round r at a very small value (e.g., r=3), Therefore, our discrete optimization scheme is scalable for large-scale cross-modal hashing tasks.
EXPERIMENTS
In this section, we conduct a series of quantitative experiments on public benchmarks and validate the effectiveness of the proposed approach on various retrieval scenarios discussed. The source code is made publicly available at: https://github.com/starxliu/MTFH.
Datasets and Evaluation Protocol
To evaluate the effectiveness of the proposed cross-modal hashing framework, three popular multi-modal datasets, i.e., Wiki 1 , MIRFlickr 2 and NUS-WIDE 3 , are selected in the experiments. These three datasets consist of both image and text modalities, which are frequently utilized for cross-modal retrieval evaluation. The descriptions of each dataset is briefly described as follows:
Wiki dataset consists of 10 categories and 2,866 image-text pairs from public Wikipedia articles [2] . In each pair, the text is an article that describes people, places or some events, while the image is closely related to the content of the article. Specifically, the image is described by a 128-dimensional SIFT feature vector, while the text article is characterized by a 10-dimensional feature vector that is computed by the Latent Dirichlet Allocation (LDA) model. The whole Wiki dataset is split into a training set of 2,173 instances and a testing set of 693 instances.
MIRFlickr dataset comprises 25,000 image-text pairs collected from Flickr website [41] , where images are annotated with textual tags. Specifically, each image is described by a 150-dimensional edge histogram descriptor, while the text is represented by a 500-dimensional feature vector derived from its binary tagging vectors. Each image-text pair is annotated with one or more of 24 semantic labels. As suggested in [24] , we remove the instances whose textual tags appear less than 20 times or label is not annotated, and take out 5% of the dataset as the query set and the remaining parts as the training set.
NUS-WIDE-100k dataset includes 269,548 image-text pairs with 81 manually annotated concepts in total [42] . Since some of the labels are scarce and a large part of concepts contain little samples, we select 100,000 labeled image-text pairs from the top 10 most frequent concepts to guarantee that each concept has abundant training samples. Specifically, each image is represented by a 500-dimensional SIFT feature vector, and each text is described by a 1000-dimensional feature vector which is computed by the bag-of-words (BoW) model. We randomly select 5% of the pairs as the query set, and the remaining as the training set.
The quantitative performance is evaluated by the popular mean Average Precision (mAP) over all queries in the query set [24] :
, where n q is the sample size of query set, m i is the number of ground-truth neighbors relevant to query i in the database, p(r) denotes the precision of top r retrieved results, and δ(r)=1 if the r-th retrieved sample is relevant, otherwise δ(r)=0. Given a query of one modality, the goal of each cross-modal task is to find the relevant neighbors from the database of another modality. That is, the relevant instances corresponding to a given query are defined as those share as least one label with the query. The larger mAP generally indicates the better retrieval performance. We take the testing set of one modality of as the query set to retrieve the relevant data of another modality, including retrieving text with given image (I→T) and retrieving image with given text (T→I). In the experiments, we fix α=0.5, λ=0.1 and β=0.1.
Baseline Methods
The proposed MTFH is compared with the following competitive cross-modal retrieval baselines: Fig. 3 . Representative cross-modal retrieval examples using text query to retrieve images (top 12) on the Wiki dataset, in which the hash length is set at 128 and the implemented method is MTFH rnd.
• CCA [8] seeks a pair of linear transformations to project the features of different modalities into a common subspace, and maximize their correlations.
• IMH [6] transforms the heterogeneous data sources into a common Hamming space and utilizes a linear regression model to learn hash functions for cross-modal retrieval.
• SCM [23] integrates the semantic labels into the hashing learning procedure for multi-modal hashing.
• CMFH [21] utilizes collective matrix factorization to learn unified hash codes for multi-modal data representation.
• SePH [24] transforms the semantic affinities into a probability distribution and approximates the hash codes in Hamming space via minimizing the KL-divergence.
• GSePH [7] provides a generalized cross-modal hashing method to handle the multi-modal data collections.
• DCH [30] learns modality-specific hash functions with class labels and generates the unified binary codes while retaining the discrete constraints.
For the selected baselines, we utilize the source codes kindly provided by the respective authors, while implementing the CCA to achieve cross-modal retrieval. The parameters are initialized as the authors have given in their original papers. Due to the computational cost, we follow the procedures of SePH [24] and sample a subset of 5000 instances, respectively from the retrieval sets of larger MIRFlickr and NUS-WIDE-100k datasets, to form the training sets. In the experiments, we perform five runs for each algorithm and take the average performance for comparison.
Results of Equal Hash Length Encoding
As surveyed in Section 2, almost all existing cross-modal hashing methods choose either unified or equal-length hash codes to represent both image and text data. For fair comparison, we first set q 1 =q 2 to learn the equal-length hash codes and vary the hash length from 16 to 128 bits (i.e., 16, 32, 64 and 128). Meanwhile, we record the mAP scores on all three benchmark datasets and make an extensive comparison with CCA [8] , CMFH [21] , SCM [23] , SePH [24] , GSePH [7] and DCH [30] . Note that, some cross-modal retrieval performance of other representative works are already reported in [7] , [21] , [24] . We equalize the feature dimension of CCA as the hash code length, and select both random (rnd) and k-means (km) sampling scheme in kernel logistic regression to perform cross-modal retrieval.
Representative retrieval examples (T→I) are shown in Fig. 3 , it can be clearly observed that the proposed MTFH approach can well search for semantically relevant results of image samples in response to a query item of text information. Table 1 displays the quantitative comparisons of cross-modal retrieval performances with state-of-the arts on three benchmarks, while Figure. 4 shows their precision-recall curves.
It can be found that the proposed MTFH has achieved the comparable cross-modal retrieval performances in different hash length settings, and outperformed the most state-of-the-art baselines, i.e., CCA [8] , CMFH [21] , SCM [23] , SePH [24] and GSePH [7] . For I→T and T→I tasks on the MIRFlickr dataset, the mAP values obtained by baseline approaches are respectively less than 0.69 and 0.79 when the hash length is set at 64. By contrast, the mAP scores obtained by our MTFH are higher than 0.75 and 0.81, respectively. Remarkably, for the small Wiki dataset, DCH [30] has yielded the very competitive mAP scores in I→T task (i.e., 32, 64 and 128 bits), but its retrieval performance often degrades on the large MIRFlickr and NUS-WIDE100k datasets. Comparatively speaking, our proposed MTFH has delivered the competitive cross-modal retrieval performance on the Wiki dataset, and simultaneously yielded the best retrieval performance on MIRFlickr and NUS-WIDE-100k datasets. For the T→I task, the mAP scores obtained by our proposed approach (i.e., MTFH km) are higher than 0.80 and 0.75, respectively evaluated on the MIRFlickr and NUS-WIDE-100k datasets with all different hash length settings. The main superiorities contributed to these very competitive performances are two-fold: 1) MTF can well reveal the latent structures and preserve the semantic similarity between the heterogeneous samples such that the hash codes learned by the MTFH are more semantically meaningful than that generated by traditional matrix bi-factorization methods [7] , [21] ; and 2) the discrete optimization within the proposed MTFH framework can well reduce the quantization error during the hash code learning process, which also makes the derived hash codes more discriminative and effective.
Results of Unequal Hash Length Encoding
In contrast to most existing cross-modal hashing works using unified or equal-length hash codes, our proposed MTFH designs a flexible learning framework to generate varying hash codes of different length for multi-modal data representation, while capturing the semantic correlations between heterogeneous modalities to enable efficient cross-modal retrieval. To further validate the flexibility and effectiveness of proposed framework, we set q 1 =q 2 to learn unequal-length hash codes for heterogeneous modalities. Remarkably, existing cross-modal hashing methods cannot compare and measure the similarity of hash codes with different lengths. To the best of our knowledge, the proposed framework is the first attempt to learn varying hash codes of different lengths to compare heterogeneous data. Accordingly, a series of experiments with unequal hashing length settings are conducted, e.g., the hash lengths corresponding to image and text modalities are set to 16 (I-16) and 32 (T-32) bits, respectively. Figure 5 shows the corresponding cross-modal retrieval performances (i.e., MTFH rnd and MTFH km) on varying hash length settings. It can be seen that the mAP scores are not always monotonous with the increasing of hash lengths, and the optimum retrieval results are not usually achieved by the equal hash length settings. For instance, if the MTFH rnd method is selected, the best I→T retrieval result on the MIRFlickr dataset is obtained by hash pair T-128 and I-64, while the highest T→I retrieval result on NUS-WIDE-100k is generated by T-64 and I-128. The similar results can be clearly demonstrated by their average retrieval performances. It can be found that the best average retrieval performances are obtained by the couple T-64&I-32 and T-64&I-128, respectively tested on the Wiki and NUS-WIDE-100k datasets.
The main reason lies in that the image-text pairs are not always optimally encoded by the equal hash lengths due to their different sample size and diverse feature dimensions. This is practically reasonable because the feature dimensions of heterogeneous modalities often differ drastically, and strictly equalized hash length setting may make them uncompetitive for discriminative representation. For instance, the text dimension in Wiki is only 10, and a long hash length representation (e.g., 128-bits) may result in large redundancy and degrade its retrieval performance to some degree. In contrast to this, the image-text pairs in MIRFlickr and NUS-WIDE-100k datasets have higher feature dimensions and a bit longer hash length encoding of multi-modal data often produces more satisfactory results. More importantly, our proposed approach provides a flexible framework to generate varying hash codes of different length for multi-modal data representation and simultaneously capture their semantic correlations to enable efficient retrieval across different modalities. The experimental results have demonstrated the unique property of our proposed MTFH framework to adapt unequal hash code learning scenario, and the vary hash length encoding scheme has also delivered an efficient cross-modal retrieval performance. with the skin pixels nearby. Although the CGB, TLD and KBT methods are able to mark the interested lip regions roughly in most cases, they are not designed to determine the rotations of the tracked lip regions simultaneously. The IVT method associated with the affine motion parameters is able to handle the scale variation and rotation problem, but which, unfortunately, may lose the track and fail to get the correct result especially under complex lighting conditions. The main reasons are two-fold: 1) A bit large batch size may lead to a gradual corruption of the appearance model when dealing with rapid appearance changes; 2) The appearance learning in grey-scale space may not capture the sufficient characteristic to differentiate the lip pixels and its surrounding skin.
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The videos are extracted from the public available resources in YouTube and Youku. The work described in this paper was supported by the NSFC grant under 61272366, and the Faculty Research Grant of Hong Kong Baptist University with the Project Code: FRG2/11-12/067 and FRG2/12-13/082. modality has a corresponding data item from another modality. For the unpaired multi-modal data discussed in Sections 1 and 2, we further evaluate our proposed MTFH method (i.e., MTFH rnd) on both single-label unpaired (SL-U) and multi-label unpaired (ML-U) retrieval scenario. That is, multi-modal data from different modalities may not have one-to-one correspondence, e.g., 100 images and 90 text documents share the same semantic tag "flower". Remarkably, most of the existing cross-modal retrieval algorithms developed for paired multi-modal collections are not applicable to handle this unpaired scenario.
For SL-U, each data point is associated with a single label, but there does not exist one-to-one correspondence between the data of the two modalities. In this case, the Wiki dataset is selected for evaluation. Similarly, we keep the text modality unchanged and randomly select 90% of images as 'unpair-1' and vice verse as 'unpair-2'. Accordingly, we follow the processing in [7] and compare the proposed MTFH with CCA [8] , IMH [6] and GSePH [7] . The unpaired cross-modal retrieval performances are shown in Table 2 , it can be clearly observed that the CCA, IMH and GSePH methods have delivered relatively lower mAP scores in different hash lengths. In contrast to this, our proposed MTFH method significantly outperforms all these baseline methods. Comparing with the paired scenario, it should be noted that the mAP values obtained by GSePH decrease in both unpaired tasks, especially on T→I. Comparatively speaking, our proposed MTFH delivers almost the similar retrieval performances with paired scenario. This shows that our method is more stable and flexible to handle both paired and unpaired scenarios. For ML-U, each data point is associated with multiple labels but there does not exist one-to-one correspondence between the data of the two modalities. In this case, the MIRFlickr dataset is selected for evaluation. Similarly, we follow the same organizing way as SL-U to generate unpaired data from MIRFlickr dataset. As shown in Table 2 , it can be found that CCA, IMH and GSePH methods have degraded their retrieval performance in unpaired data collections. In contrast, our proposed MTFH has achieved very competitive performance and significantly outperforms these three baselines. Compared with paired multi-modal collections, the mAP values obtained by GSePH drop slightly on both unpaired tasks, which are all less than 0.69. Remarkably, our proposed MTFH has achieved the competitive retrieval performance with the paired scenario and the corresponding mAP values are higher than 0.73. That is, our proposed MTFH can not only handle multi-label unpaired collections, but also produce relatively stable retrieval performance on different retrieval tasks.
Results of Single-modal Retrieval
Existing cross-modal hashing methods often learn unified hash codes to characterize the paired multi-modal data. As shown in Fig. 6 , if the unified hash codes are stored in the database to represent the heterogeneous data, these approaches naturally yield the same retrieval performance in both single-modal and cross-modal retrieval tasks. In contrast to this, the hash codes of heterogeneous modalities derived from our proposed MTFH may be different, and these learned modality-specific hash codes can also be utilized for single-modal retrieval. Further, we evaluate our learned hash codes on single-modal retrieval tasks, i.e., imageto-image (I→I) and text-to-text (T→T). Specifically, the random (rnd) sampling scheme is selected in kernel logistic regression. Note that, the single-modal hashing retrieval baselines are not selected for comparison, for reason that these single-modal learning frameworks are totally different from the cross-modal learning counterparts [14] . Therefore, we just validate the effectiveness of the learned hash codes to perform single-modal retrieval. Table 3 shows the single-modal retrieval results on different datasets. It can be observed that our derived hash codes of equal lengths have always achieved a better single-modal retrieval performance than those generated from the unified codes (e.g., CMFH [21] , SePH [24] and GSePH [7] , as displayed in Table 1 ). That is, the hash codes learned jointly by our MTFH can improve the single-modal retrieval performance to some degree. Meanwhile, our proposed MTFH framework is able to jointly learn the modality-specific hash codes with different hash length settings. As a result, some derived hash codes with varying length settings can boost the retrieval performance in comparison with the equal hash length encoding scenario. For instance, the learned multimodal hash codes, e.g., T-64&I-128, yield the best I→I retrieval performance on the NUS-WIDE-100k dataset, which is consistent with the cross-modal retrieval result (I→T), as shown in Fig. 5 . That is, the hash codes derived from the couple lengths, i.e., T-64&I-128, are more semantically meaningful for both singlemodal and cross-modal retrieval tasks. The experimental results have shown its flexibility and scalability in various retrieval tasks.
Results of CNN Visual Features
With the development of convolutional neural network (CNN), the visual features obtained from the pretrained or fine-tuned CNN models have been demonstrated to be effective for cross-modal retrieval [43] , and the improved performance can be achieved based on classic cross-modal retrieval methods, such as CCA [8] and three-view CCA [44] . Accordingly, we further evaluate our proposed MTFH approach on Wiki, Pascal Sentence [45] and Pascal VOC 2007 [46] multi-modal datasets, and their CNN visual features are publicly shared by the authors of [43] . Specifically, the off-the-shelf fine-tuned CNN visual features, i.e., FT-fc7, are selected for evaluation, and the processing details of selected CNN image features and text features can be found in work [43] . Comparing with the hand-crafted visual features, the dimensionality of CNN feature is large, i.e., 4096 dimension. Therefore, we set the hash length from 32 to 128 and equalize the hash length of two modalities for evaluation. Similarly, CCA [8] , three view CCA (T-V CCA) [44] and deep Semantic Matching (deep-SM) [43] are selected as comparison baselines. Based on the fine-tuned CNN visual features, the corresponding cross-modal retrieval performances are displayed in Table 4 . It can be found that the proposed MTFH achieves the best crossmodal retrieval performances in different hash length settings, and significantly outperforms the state-of-the-art baselines. For instance, the Wiki dataset is a very popular data set for crossmodal retrieval evaluation, and the CNN visual features can further improve the performance of cross-modal retrieval under different hash length settings. For I→T and T→I tasks on the Wiki dataset, the mAP values obtained by our proposed approach are higher than 0.5 and 0.8 when the hash length is set at 128. Meanwhile, for the pascal sentence dataset, the cross-modal retrieval performances respectively reach up to 0.604 and 0.787, which significantly outperform the state-of-the-art methods with a large margin of more than 10%. Remarkably, for T→I task tested on the Pascal VOC 2007 dataset, the mAP score obtained by our proposed MTFH reaches up to 0.961, which significantly improves the stateof-the-art performance with a large margin of more than 15%.
Although the hash codes of heterogeneous modalities are jointly derived from the supervised affinity matrix, the kernel logistic regression associated with learned hash functions is capable of projecting the CNN visual features to compact hash codes. As a result, these fine-tuned CNN visual features have significantly improved the retrieval performances on different crossmodal retrieval tasks. That is, our proposed two-stage learning framework is applicable to various kinds of sample features and the experimental results have demonstrated its efficiency.
Effects of Discrete Optimization
Within our proposed framework, we address an efficient discrete optimization algorithm to jointly learn the modality-specific hash codes without relaxation. Sine the relaxation scheme may accumulate large quantization error as the code length increases, DCH [30] utilizes a discrete cyclic coordinate decent (DCC) approach that has been originally developed in [38] to approximate the unified hash codes. As discussed in [30] , [39] , DCC learns and updates each hash bit in a cyclic order, which is evidently an approximate solution to discrete hashing and may fall into a local minimum. To alleviate this problem, we improve DCC and utilize the ensemble RCD to derive the hash codes more reliably.
Further, we compare DCC with our ensemble RCD (E-RCD) in solving the same objective function, i.e., Eq. (2). Specifically, we take the paired Wiki dataset for testing, and learn the hash valuable information that can be utilized in a wide range of applications such as lipreading [?] [?] , and so forth. For instance, the static and dynamic information within the sequential lip regions can be effectively utilized for speaker verification [?] . Among these applications, one of the key issues is to track the interested lip regions so that the precise lip-appearance based characteristics can be obtained [?] . Thus far, to the best of our knowledge, it is still a challenge topic to achieve the robust lip region tracking due to the large variations caused by the intra-personal appearance changes, background clutters, uncontrollable illumination condition, unpredicted lip motion together with head movements, and so forth.
In the past decade, different kinds of object tracking algorithms have been developed to mark the desired targets [?] . In general, these methods are useful for tracking objects with relatively stable appearance, but which, unfortunately, always fail to track the interested lip regions associated with the The authors are with the Department of Computer Science, Hong Kong Baptist University, Hong Kong SAR, China. Yiu-ming Cheung is the corresponding author. E-mail: ymc@comp.hkbu.edu.hk 
II. OVERVIEW OF RELATED WORKS
This section will concentrate on reviewing the related works regarding the lip region only. In the literature, various kinds codes of 32 bits and 128 bits for evaluation. Note that, the similar results can be also found in MIRFlickr and NUS-WIDE-100k datasets. As the solutions of both DCC and E-RCD depend on the initial values of model parameters, we select to run ten times for both optimizations and record their mAP values in each trial. Fig. 7 shows the changes of the corresponding mAP values of DCC and E-RCD with different trials, and Table 5 shows their statistical properties. It can be seen that the DCC optimizations can produce satisfactory performance in both retrieval tasks (I→T and T→I). For instance, the average mAP values derived from 128 bits and computed from ten trials reach up to 3342 and 0.7284, respectively evaluated on I→T and T→I tasks. Nevertheless, DCC has yielded a very small mAP value especially for a trial performed on T→I task, as shown in Fig. 7 . Meanwhile, DCC optimization has induced a larger fluctuation on different trials. Accordingly, the mAP values corresponding to the maximum-minimum (MaxMin) difference and standard deviation are a bit large. The main reason lies that DCC optimization is still an approximate solution and may fall into a local minimum during the learning process, which may therefore produce unstable retrieval performance. In contrast to this, our proposed ensemble RCD not only can yield very competitive performance in various retrieval performance, but also could achieve a relatively stable retrieval result. As shown in Table 5 , the average mAP values derived from ten trials do not change significantly and the values of max-min difference and standard deviation are always lower than the results generated by the DCC optimization. The experimental results consistently validate the advantage of the proposed E-RCD scheme in discrete optimization, thereby the MTFH learning framework is able to produce more effective and stable hash codes.
Parameter Sensitivity Analysis
Within the proposed framework, there are three parameters involved in the learning process, i.e., α, λ and β. Specifically, α balances two learning items in Eq. (1). A larger α may emphasize frame as well as the information provided by the tracker so that the interested lip regions can be successfully detected. Occasionally, this method may select a bit large region that contains some irrelevant pixels of the surrounding part as the desired lip region. The KBT method has found to be lack of a competent appearance model, which often fails to handle the rapid lip appearance changes. As a result, the tracking performance obtained by such a method would be inaccurate especially for the lip regions that share the similar statistics with the skin pixels nearby. Although the CGB, TLD and KBT methods are able to mark the interested lip regions roughly in most cases, they are not designed to determine the rotations of the tracked lip regions simultaneously. The IVT method associated with the affine motion parameters is able to handle the scale variation and rotation problem, but which, unfortunately, may lose the track and fail to get the correct result especially under complex lighting conditions. The main reasons are two-fold: 1) A bit large batch size may lead to a gradual corruption of the appearance model when dealing with rapid appearance changes; 2) The appearance learning in grey-scale space may not capture the sufficient characteristic to differentiate the lip pixels and its surrounding skin.
Comparatively speaking, the proposed approach need not detect the face at each tracking frame. The experimental results have shown the satisfactory performance with a higher tracking accuracy. Meanwhile, the scale variations and rotations of the tracked lip regions can be well estimated. Remarkably, the tracking drift does not occur within the proposed approach. The main reason lies that the proposed weighted appearance learning approach has a strong ability to determine the interested lip region reliably, which can make a more adaption to the rapid lip appearance changes sequentially. Further, the utilization of the color information can significantly improve the robustness of tracking performance over purely grayscale based methods. Moreover, the proposed regional particle filtering strategy has two additional merits: 1) Some invalid the computational load is reduced; 2) The distant particles are not taken for state estimation so that the occurrence of tracking drift is decreased.
IV. CONCLUSION
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The videos are extracted from the public available resources in YouTube and Youku. The work described in this paper was supported by the NSFC grant under 61272366, and the Faculty Research Grant of Hong Kong Baptist University with the Project Code: FRG2/11-12/067 and FRG2/12-13/082. more on hash code learning (q 1 length) of modality X, and conversely (q 2 length) of Y. Since our work aims to achieve cross-modal retrieval, it is natural to set α=0.5 for balancing two modalities. As indicated in [36] , λ is insensitive to the least square optimization, and it is set to 0.1 in most cases. β controls the learning influence, and we report the performance of changing β while fixing α and λ. That is, several different values, β={0.0001, 0.001, 0.01, 0.1, 1}, are further tested on three paired benchmark datasets. The cross-modal retrieval performances tested with different β values and obtained by MTFH rnd are shown in Fig. 8 , it can be found that the different settings of β just induce a minor fluctuation on short hash codes (i.e., 16 bits), and yield very stable retrieval performance with other long hash codes. Therefore, β is also insensitive to the cross-modal retrieval performance in most cases.
CONCLUSION
This paper has proposed a generalized and flexible MTFH framework for efficient cross-modal retrieval. The proposed framework not only preserves the semantic similarity between the multimodal data points, but also seamlessly works in multiple settings, including single label, multi-label, paired, unpaired, equal and varying hash length encoding scenarios. With the scalability of matrix tri-factorization, the proposed approach exploits an efficient objective function to jointly learn the compact modality-specific hash codes with different lengths, while simultaneously exploiting two semantic correlation matrices to correlate the semantic consistency between two modalities and ensure the heterogeneous data comparable. Meanwhile, an efficient discrete optimization algorithm has been developed for MTFH without relaxation such that the final hash codes are more effective to preserve the semantic structure of multi-modal data. As a result, the derived hash codes are more semantically meaningful than those generated by traditional matrix hashing methods. To the best of our knowledge, this work is the first attempt to learn varying hash codes of different lengths for cross-modal retrieval. The extensive experiments on various retrieval tasks have verified its outstanding performance. Our future work will be focused on exploiting the optimum hash length with respect to each data modality to carry out the cross-modal retrieval task.
