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ON ERGODIC AVERAGES FOR PARABOLIC PRODUCT FLOWS
ALEXANDER I. BUFETOV AND BORIS SOLOMYAK
Abstract. We consider a direct product of a suspension flow over a substitution dynamical
system and an arbitrary ergodic flow and give quantitative estimates for the speed of convergence
for ergodic integrals of such systems. Our argument relies on new uniform estimates of the spectral
measure for suspension flows over substitution dynamical systems. The paper answers a question
by Jon Chaika.
1. Introduction
Parabolic dynamical systems are characterized by a “slow” chaotic behavior: whereas for hy-
perbolic systems nearby trajectories diverge exponentially, for parabolic ones they diverge poly-
nomially in time. Classical examples include the horocycle flows and translation flows on flat
surfaces of higher genus. Substitution dynamical systems and suspension flows over them also
fall into this category. Due to their simple-to-describe combinatorial framework and many con-
nections, e.g. with number theory and automata theory, they have provided a “testing ground”
for new methods. Their spectral theory has been actively studied, but many natural questions
remain open.
We refer the reader to [12, 9] for a detailed background, but recall the basic definitions briefly.
Let A = {1, . . . ,m} be a finite alphabet; we denote by A+ the set of finite (non-empty) words
in A. A substitution is a map ζ : A → A+, which is extended to an action on A+ and AN by
concatenation. (Using a different language, this is a morphism of a free semigroup with A being a
set of free generators.) The substitution space, denoted Xζ , is a subset of A
Z consisting of all two-
sided infinite sequences x with the property that for every n ∈ N , the word, or block, x[−n, n]
occurs as a subword in ζk(a) for some k ∈ N and a ∈ A. It is clearly closed (in the discrete
product topology) and shift-invariant; thus we obtain a topological substitution dynamical system
(Xζ , Tζ), where Tζ denotes the left shift restricted to Xζ . The substitution matrix is defined by
Sζ(i, j) = number of symbols i in the word ζ(j).
This is a non-negative integer m×m matrix, which provides the abelianization of the free semi-
group morphism ζ. Assume that ζ is primitive, that is, some power of Sζ has only positive emtries.
In this case the Z-action (Xζ , Tζ) is minimal and uniquely ergodic, with a unique invariant Borel
probability measure µ. We also assume that ζ is aperiodic, i.e. the system has no periodic points,
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excluding the trivial case of Xζ finite. Denote by θj, j ≥ 1, the eigenvalues of Sζ ordered by
magnitude:
θ1 > |θ2| ≥ . . .
The famous “Pisot substitution conjecture” asserts that if |θ2| < 1, then the measure-preserving
system has pure discrete spectrum. (This condition is equivalent to θ1 being a Pisot number and
the characteristic polynomial of Sζ being irreducible.) This is known only in the two-symbol case
[4, 10], although there has been a lot of progress recently, see [2]. In any case, such substitution
systems have a large discrete component: they have a factor which is an irrational translation on
an (m− 1)-dimensional torus.
Along with the substitution Z-action, it is natural to study suspension flows over them. We
only consider piecewise-constant roof functions. More precisely, for a strictly positive vector
~s = (s1, . . . , sm) we consider the suspension flow over Tζ , with the piecewise-constant roof function,
equal to sj on the cylinder set [j]. The resulting space will be denoted by X
~s
ζ , the unique invariant
measure for our suspension flow by µ˜ and the flow by (X~sζ , µ˜, ht). We have, by definition,
X
~s
ζ =
⋃
a∈A
Xa, where Xa = {(x, t) : x ∈ Xζ , x0 = a, 0 ≤ t ≤ sa}.
and this union is disjoint in measure. We call the system (X~sζ , µ˜, ht) a substitution R-action.
This flow can also be viewed as the translation action on a tiling space, with interval prototiles
of length sj. A special case of interest is when ~s is the Perron-Frobenius eigenvector for the
transpose substitution matrix Stζ ; this corresponds to the self-similar tiling on the line, see [14].
Sometimes results on spectral properties become simpler when we pass from the Z-action to the
R-action. In particular, the condition “θ1 is not Pisot” is equivalent to the substitution R-action
being weakly mixing, in the self-similar case [14] and in the “generic case” (for Lebesgue-a.e. ~s)
[6], whereas the situation for substitution Z-actions is much more complicated [13, 8]. In this
paper we continue the analysis of the generically weak-mixing case, assuming |θ2| > 1, which was
started in [5]. Note that the “borderline” case |θ2| = 1 is more subtle [3]. We should also note
that when the characteristic polynomial of Sζ is reducible, e.g. when θ1 is an integer, the type of
spectrum is determined not just by the matrix, but also by the order of the letters in the words
ζ(j), see e.g. [12].
As is well-known, weak-mixing of a system is equivalent to the ergodicity of the product flow
ht×Ht, whereHt is an arbitrary measure-preserving ergodic flow defined on a standard probability
space (Y, ν). We thus have
(1.1) lim
R→∞
1
R
∫ R
0
〈(f ⊗ g) ◦ (ht ×Ht), f ⊗ g〉 dt = 0 for all f ∈ L
2(X~sζ , µ˜), g ∈ L
2
0(Y, ν).
Our aim in this paper is to give power estimates for the speed of convergence in (1.1).
ON ERGODIC AVERAGES FOR PARABOLIC PRODUCT FLOWS 3
On X~sζ we consider Lipschitz “cylindrical functions,” namely, functions of the form
f(x, t) = ψx0 , 0 ≤ t ≤ sx0 ,
where ψj ∈ Lip[0, sj ], j ≤ m. Denote
‖f‖L := max
a∈A
‖ψa‖L,
where ‖ · ‖ is the Lipschitz norm.
Let f ∈ L2(X~sζ , µ˜). By the Spectral Theorem for measure-preserving flows, there is a finite
positive Borel measure σf on R such that
σ̂f (−t) =
∫ ∞
−∞
e2πiωt dσf (ω) = 〈f ◦ ht, f〉 for t ∈ R,
where 〈·, ·〉 denotes the inner product in L2. For functions f and g set (f ⊗ g)(x, y) := f(x)g(y).
Without loss of generality, we can restrict ourselves to roof vectors from the simplex ∆m−1 =
{~s ∈ Rm+ :
∑m
j=1 sj = 1}.
Theorem 1.1. Let ζ be a primitive aperiodic substitution on A = {1, . . . ,m}, with substitution
matrix S. Suppose that the characteristic polynomial of S is irreducible and the second eigenvalue
satisfies |θ2| > 1. Then there exists a constant α > 0, depending only on the substitution ζ, such
that for Lebesgue-almost every ~s ∈ ∆m−1, for every Lip-cylindrical function f , with
∫
f dµ˜ = 0,
and for any ergodic flow (Y,Ht, ν) and a function g ∈ L
2
0(Y, ν),
(1.2)
∣∣∣∣∫ R
0
〈(f ⊗ g) ◦ (ht ×Ht), f ⊗ g〉 dt
∣∣∣∣ ≤ CR1−α, R > 0,
where C = C(~s, ‖f‖L, ‖g‖2) > 0.
In order to prove Theorem 1.1, we need the following strengthening of Theorem 4.1 in [5].
Theorem 1.2. Let ζ be a primitive aperiodic substitution on A, satisfying the assumptions of
Theorem 1.1. Then there exists a constant γ > 0, depending only on the substitution ζ, such that
for Lebesgue-almost every ~s ∈ ∆m−1 there exists r0 = r0(~s) > 0, such that for every Lip-cylindrical
function f , with
∫
f dµ˜ = 0,
(1.3) σf ([ω − r, ω + r]) ≤ Cr
γ, for all ω ∈ R and 0 < r ≤ r0.
Here σf is the spectral measure of f corresponding to the suspension flow (X
~s
ζ , ht) and C > 0
depends only on ‖f‖L.
The improvement upon theorem 4.1 in [5] is that in (1.3) our local Ho¨lder estimates are uniform
on the whole line, while in [5] we were only able to prove our estimates to be uniform away from
zero and infinity. An estimate of the Hausdorff dimension of the exceptional set of suspension
flows can also be given, cf. [5, Theorem 4.2].
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2. Proof of Theorem 1.1 assuming Theorem 1.2.
By a result of Strichartz [15, Cor. 5.2] we immediately obtain from (1.3):
(2.1) sup
y
sup
R≥1
Rγ−1
∫ y+R
y−R
|σ̂f (ζ)|
2 dζ ≤ C.
By the definition of spectral measures,∫ R
0
σ̂f (−ζ)σ̂g(−ζ) dζ =
∫ R
0
(∫
X~s
ζ
(f ◦ ht) f dµ˜
)(∫
Y
(g ◦Ht) g dν
)
=
∫ R
0
∫
X~s
ζ
×Y
(
(f ⊗ g) ◦ (ht ×Ht)
)
(f ⊗ g) d(µ˜ × ν),
which is exactly the expression in (1.2) under the absolute value sign. It remains to note that∣∣∣∣∫ R
0
σ̂f (−ζ)σ̂g(−ζ) dζ
∣∣∣∣ ≤ (∫ R
0
|σ̂f (−ζ)|
2 dζ
)1/2 (∫ R
0
|σ̂g(−ζ)|
2 dζ
)1/2
≤ C1/2R1−
γ
2 ‖g‖2,
applying Cauchy–Buniakovsky–Schwarz, (2.1), and the simple bound ‖σ̂g‖∞ ≤ ‖g‖
2
2. 
The plan of the proof of Theorem 1.2 is as follows: we go through the proof of [5, Theorem
4.2], making it more quantitative, and obtain
Proposition 2.1. Let ζ be a primitive aperiodic substitution on A, satisfying the assumptions of
Theorem 1.1. Then there exist constants γ˜, Z > 0, depending only on the substitution ζ, such that
for Lebesgue-almost every ~s ∈ ∆m−1 there exists r0 = r0(~s), such that for every Lip-cylindrical
function f and ω 6= 0,
(2.2) σf ([ω − r, ω + r]) ≤ C · r
γ˜ , for 0 < r < r0|ω|
Z .
Here the constant C = C(‖f‖L) > 0 depends only on the Lip-norm of f .
Note that here we do not have to assume
∫
X f dµ˜ = 0. We will then “glue” this Ho¨lder bound
with the Ho¨lder bound at ω = 0 (which essentially follows from a result of Adamczewski [1]) in
the case when f has mean zero.
3. Twisted ergodic integrals and spectral measures
Let (Y, µ, hy) be a measure-preserving flow. For f ∈ L
2(Y, µ), R > 0, ω ∈ R, and y ∈ Y
consider the “twisted Birkhoff integral”
S
(y)
R (f, ω) =
∫ R
0
e−2πiωtf(hty) dt.
Recall the following standard lemma; a proof may be found in [5, Lemma 4.3].
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Lemma 3.1. Let Ω(r) be a continuous increasing function on [0, 1), such that Ω(0) = 0, and
suppose that for some fixed ω ∈ R, R0 ≥ 1, C1 > 0, and f ∈ L
2(Y, µ) we have
(3.1) sup
y∈Y
|S
(y)
R (f, ω)| ≤ R
√
C1Ω(1/R) for R ≥ R0,
Then
(3.2) σf ([ω − r, ω + r]) ≤
π2C1
4
Ω(2r) for all r ≤ (2R0)
−1.
Recall that our test functions depend only on the cylinder set Xa and the height t. More
precisely, given some functions ψa ∈ Lip([0, sa]), a ∈ A, let
(3.3) f =
∑
a∈A
fa, with fa(x, t) = 1 Xaψa(t), where Xa = Xa × [0, sa].
For a word v in the alphabet A denote by ~ℓ(v) ∈ Zm its “population vector” whose j-th entry is
the number of j’s in v, for j ≤ m. We will need the “tiling length” of v defined by
(3.4) |v|~s := 〈~ℓ(v), ~s〉.
For v = v0 . . . vN−1 ∈ A
+ let
(3.5) Φ~sa(v, ω) =
N−1∑
j=0
δvj ,a exp(−2πiω|v0 . . . vj |~s).
Then a straightforward calculation shows
(3.6) S
(x,0)
R (fa, ω) = ψ̂a(ω) · Φ
~s
a(x[0, N − 1], ω) for R = |x[0, N − 1]|~s .
Next we quote Proposition 4.4 from [5], with a tiny modification. The symbol ‖x‖ denotes the
distance from x ∈ R to the nearest integer (when we use ‖ · ‖ for a norm, this is always indicated
by a subscript).
Proposition 3.2. Let ζ be a primitive substitution on A and v a word (called “return word”)
starting with c ∈ A, such that vc occurs as a subword in ζ(b) for every b ∈ A. Let ~s ∈ ∆m−1.
Then there exist c1 ∈ (0, 1) and C,C
′, C2 > 0, depending only on the substitution ζ and minj sj,
such that
(i) for all a, b ∈ A, n ∈ N, and ω ∈ R,
(3.7) |Φ~sa(ζ
n(b), ω)| ≤ C|ζn(b)|~s ·
n−1∏
k=0
(
1− c1
∥∥ω |ζk(v)|~s∥∥2);
(ii) for all R > 1, ω ∈ R, and a cylindrical Lipschitz function f ,
(3.8) |S
(x,t)
R (f, ω)| ≤ C
′‖f‖∞ ·min{1, |ω|
−1}·R ·
⌊logθ R−C2⌋∏
k=0
(1−c1
∥∥ω|ζk(v)|~s∥∥2) for all (x, t) ∈ X~sζ ,
where θ is the Perron-Frobenius eigenvalue of the substitution matrix S = Sζ.
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The only difference from [5] is that there we only considered characteristic functions of cylinder
sets, instead of general cylindrical functions. However, the proof is exactly the same, taking (3.6)
into account, and the well-known inequality for the Fourier transform of a Lipschitz function:
|ψ̂a(ω)| ≤ const · ‖ψa‖L ·min{1, |ω|
−1} ≤ const · ‖f‖L ·min{1, |ω|
−1}.
4. Proof of Proposition 2.1
4.1. Preliminary considerations. The proof relies on the so-called “Erdo˝s-Kahane argument”,
which originated in the study of infinite Bernoulli convolutions, see [7, 11]. While the proof of
Proposition 2.1 follows the general scheme of that of [5, Theorem 4.2], the technical implementa-
tion of the Erdo˝s-Kahane argument is quite different, see Proposition 4.1 below.
Recall that, passing to a power ζℓ if necessary, we can always obtain a return word v as in the
statement of Proposition 3.2, and the existence of such a word (for ζ itself) will be the standing
assumption until the end of the section.
Let θ1 = θ, θ2, . . . , θm be the eigenvalues of the substitution matrix S, ordered by magnitude,
and let ~ej be the corresponding eigenvectors of unit norm (real and complex). (Recall that
irreducibility of the characteristic polynomial of S implies diagonalizability over C.) Suppose that
S has exactly q eigenvalues of absolute value ≤ 1, for some q < m− 1. In other words,
|θm−q| > 1, |θm−q+1| ≤ 1
(we do not exclude the possibility of q = 0; in that case the second inequality is vacuous). Let
{~e∗j}
m
1 be the dual basis, i.e.
~e∗j is the eigenvector of the transpose S
t corresponding to θj , such
that 〈~ei, ~e∗j 〉 = δij . Then ~s =
∑m
j=1〈~ej , ~s〉
~e∗j , hence
|ζn(v)|~s = 〈~ℓ(ζ
n(v)), ~s〉 = 〈Sn~ℓ(v), ~s〉 =
m∑
j=1
〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉 θ
n
j , n ≥ 0.
Let
(4.1) bj = 〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉, j = 1, . . . ,m,
so that
(4.2) |ζn(v)|~s =
m∑
j=1
bjθ
n
j .
We always have b1 > 0, since θ1 is the Perron-Frobenius eigenvalue, both eigenvectors ~e1 and ~e∗1
are strictly positive, ~s is strictly positive, and ~ℓ(v) 6= ~0 is non-negative. Further, since ~ℓ(v) is an
integer vector and the characteristic polynomial of S is irreducible, we have 〈~ℓ(v), ~e∗j 〉 6= 0 for all
j ≤ m. Indeed, otherwise S would have a rational invariant subspace, spanned by Sn~ℓ(v), n ≥ 0,
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of dimension less than m, contradicting the fact that its eigenvalues are algebraic integers of
degree m. Note also that bj′ = bj for θj′ = θj. Let
Hm−1 = {(a1, . . . , am) ∈ C
m : a1 = 1, aj′ = aj for θj′ = θj},
in particular, aj are real for real eigenvalues θj . Further, let Pm−q be the projection from H
m−1
to the subspace spanned by the first m − q coordinates, and let Hm−q−1 = Pm−qH
m−1. It is
clear that Hm−1 is a real affine-linear space of dimension m− 1 and Hm−q−1 is a real affine-linear
space of dimension m − q − 1. It is convenient to pass from ∆m−1 to a subset of Hm−1 when
parametrizing the suspension flows. To this end, consider the map F : ∆m−1 → Cm given by
(4.3) F(~s) =
(
〈~ej , ~s〉 〈~ℓ(v), ~e∗j 〉
〈~e1, ~s〉 〈~ℓ(v), ~e
∗
1〉
)
1≤j≤m
.
The map F is a change of basis transformation, which it is linear and invertible, followed by
division by the first coordinate. Notice that 〈~e1, ~s〉 〈~ℓ(v), ~e
∗
1〉 is positive and bounded away from
zero by a constant depending only on ζ and on v (and since v is fixed, it depends only on ζ).
Note also that F(∆m−1) ⊂ Hm−1. Thus F is 1-to-1 and ‖F−1‖∞ depends only on ζ, where F
−1
is considered on the range F(∆m−1). It is also clear that F preserves Hausdorff dimension.
4.2. A variant of the Erdo˝s-Kahane argument. The following proposition contains the core
of the proof of Proposition 2.1, and it is different in many technical details from the corresponding
Proposition 4.5 in [5]. Consider the Vandermonde matrix
(4.4) Θ =

1 . . . 1
...
. . .
...
θm−11 . . . θ
m−1
m

and the ℓ∞ operator norms ‖Θ±1‖∞; note that Θ is invertible, since all θj are distinct.
Proposition 4.1. Let k ∈ N. Consider two constants, depending only on the substitution matrix
(actually, on Θ), defined as follows:
(4.5) ρ :=
1
2
(1 + θ1‖Θ‖∞‖Θ
−1‖∞)
−1 and L := 2 + θ1‖Θ‖∞‖Θ
−1‖∞.
For B ≥ 2 let ENk (B) be the set of (a1, . . . , am−q) ∈ H
m−q−1 such that there exist ω ∈ [B−1, B]
and am−q+1, . . . , am, with (a1, . . . , am) ∈ F(∆
m−1), for which
(4.6) card
{
n ∈ [1, N ] :
∥∥∥ω m∑
j=1
ajθ
n
j
∥∥∥ ≥ ρ} < N
k
.
Further, for Υ > 0 let
Ek(Υ) :=
∞⋂
N0=1
∞⋃
B=2
∞⋃
N=N0+⌊ΥlogB⌋
ENk (B).
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Then
lim
Υ→∞
lim
k→∞
dimH(Ek(Υ)) = 0.
Proof. For ω > 0 and (a1, . . . , am) ∈ F(∆
m−1), let
(4.7) ω
m∑
j=1
ajθ
n
j = Kn + εn, Kn ∈ Z, |εn| ≤ 1/2, n ≥ 1,
so that ‖ω
∑m
j=1 ajθ
n
j ‖ = |εn|. Denote
~a =

a1
...
am
 , ~Kn =

Kn
...
Kn+m−1
 , and ~εn =

εn
...
εn+m−1
 ;
then equations (4.7) for n, n+ 1, . . . , n+m− 1 combine into
(4.8) ω

θn1 . . . θ
n
m
...
. . .
...
θn+m−11 . . . θ
n+m−1
m
~a = ~Kn + ~εn.
Let Diag[θnj ] be the diagonal matrix with the diagonal entries θ
n
1 , . . . , θ
n
m, then (4.8) becomes
ωΘ · Diag[θnj ]~a =
~Kn + ~εn, n ≥ 1,
where Θ is the Vandermonde matrix (4.4). The Vandermonde matrix is invertible, since θj are
all distinct. Also, all θj are nonzero since S is irreducible, hence
(4.9) ~a = ω−1Diag[θ−nj ] Θ
−1( ~Kn + ~εn), n ≥ 1.
Now, comparing (4.9) with the same equality for n+ 1, we obtain
(4.10) ~Kn+1 + ~εn+1 = ΘDiag[θj] Θ
−1( ~Kn + ~εn).
Lemma 4.2 (Lemma 4.6 in [5]). Let ρ and L be the constants given by (4.5). Consider arbitrary
ω > 0 and ~a = (a1, . . . , am) ∈ H
m−1, and define Kn, εn, n ≥ 1, by the formula (4.7).
(i) if max{|εn|, . . . , |εn+m|} < ρ, then Kn+m is uniquely determined by Kn,Kn+1, . . . ,Kn+m−1,
independent of ω and (a1, . . . , am);
(ii) given Kn,Kn+1, . . . ,Kn+m−1, there are at most L possibilities for Kn+m.
We proceed with the proof of Proposition 4.1. It follows from (4.9) that
(4.11) aj = ω
−1θ−nj [Θ
−1( ~Kn + ~εn)]j , j = 1, . . . ,m, n ≥ 1,
where [·]j denotes the j-th component of a vector. Assuming that (a1, . . . , am−q) ∈ E
N
k (B) we
will have ω ∈ [B−1, B] and a1 = 1, hence
(4.12) B−1θn1 ≤ |[Θ
−1( ~Kn + ~εn)]1 | ≤ Bθ
n
1 , n ≥ 1.
ON ERGODIC AVERAGES FOR PARABOLIC PRODUCT FLOWS 9
Furthermore, F−1(a1, . . . , am) ∈ ∆
m−1 implies |aj | ≤ ‖F
−1‖∞, therefore,
(4.13)
∣∣∣[Θ−1( ~Kn + ~εn)]j ∣∣∣ ≤ B‖F−1‖∞ · |θj |n, j ≤ m− q, n ≥ 1.
From (4.11), recalling that a1 = 1, we obtain
(4.14) aj =
θ−nj [Θ
−1( ~Kn + ~εn)]j
θ−n1 [Θ
−1( ~Kn + ~εn)]1
≈
θ−nj [Θ
−1 ~Kn]j
θ−n1 [Θ
−1 ~Kn]1
j ≤ m− q,
for n sufficiently large, and we need to be precise about this. We certainly want ~Kn to be a
positive vector, which in view of (4.7), is guaranteed when n ≥ Oζ(1) · logB (here and below we
denote by Oζ(1) a constant which depends only on the substitution ζ). To estimate the error in
the approximation above, we can write
(4.15)
∣∣∣∣∣ [Θ
−1( ~Kn + ~εn)]j
[Θ−1( ~Kn + ~εn)]1
−
[Θ−1 ~Kn]j
[Θ−1 ~Kn]1
∣∣∣∣∣ ≤ |[Θ
−1~εn]j |
|[Θ−1( ~Kn + ~εn)]1 |
+
|[Θ−1~εn]1 [Θ
−1 ~Kn]j |
|[Θ−1( ~Kn + ~εn)]1 [Θ
−1 ~Kn]1 |
.
Observe that
‖Θ−1~εn‖∞ ≤ ‖Θ
−1‖∞‖~εn‖∞ ≤ (1/2)‖Θ
−1‖∞ =: CΘ.
Thus we can continue (4.15) to obtain for j ≤ m− q:
(4.15) ≤
CΘ
B−1θn1
(
1 +
B‖F−1‖∞|θj|
n + CΘ
B−1θn1 − CΘ
)
≤ 2BCΘθ
−n
1
for n ≥ Oζ(1) · logB, since |θj| < θ1. (The constant in the lower bound for n depends only on the
substitution, since CΘ and ‖F
−1‖∞ are determined by ζ.) Therefore, by the equality in (4.14),
(4.16)
∣∣∣∣∣aj − θ
−n
j [Θ
−1 ~Kn]j
θ−n1 [Θ
−1 ~Kn]1
∣∣∣∣∣ ≤ 2BCΘ · |θj|−n, j ∈ {2, . . . ,m− q}, n ≥ Oζ(1) · logB.
It is crucial, of course, that |θj | > 1 for j ∈ {2, . . . ,m− q}.
We conclude the proof of Proposition 4.1. We estimate the Hausdorff dimension of Ek(Υ) from
above by producing efficient covers of ENk (B). Consider an arbitrary point
(a1, . . . , am−q) ∈ E
N
k (B), N ≥ N0 + ⌊Υ logB⌋.
By definition, we can find ω ∈ [B−1, B] and am−q+1, . . . , am, with (a1, . . . , am) ∈ F(∆
m−1), for
which (4.6) holds. We then find the numbers Kn, εn from (4.7). The inequality (4.16) was proved
for n ≥ Oζ(1) · logB, and we can apply it for n = N −m+ 1, assuming that Υ > Oζ(1). Using
that
|θm−q| = min
j≤m−q
|θj | > 1,
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we obtain that (a1, . . . , am−q) is contained in the closed ℓ
∞ ball of radius 2BCΘ · |θm−q|
−N+m−1,
centered at the point
(x1, . . . , xm−q), where x1 = 1 and xj =
θ−N+m−1j [Θ
−1 ~KN−m+1]j
θ−N+m−11 [Θ
−1 ~KN−m+1]1
, j = 2, . . . ,m− q.
The number of such balls does not exceed the number of possible vectors ~KN−m+1. This, in
turn, is bounded above by the number of possible sequences K1, . . . ,KN . Now we use the crucial
assumption (4.6) in the definition of the set ENk (B). The set {n ∈ [1, N ] : |εn| ≥ ρ} has cardinality
less than N/k, and we can enlarge it arbitrarily to get a set Γ ⊂ [1, N ] ∩ N with card(Γ) = ⌈Nk ⌉.
There are
( N
⌈N/k⌉
)
such subsets Γ, and it remains to estimate the number of possible sequences
K1, . . . ,KN for a fixed Γ.
Recall that |aj | ≤ ‖F
−1‖∞, j = 1, . . . ,m. Further, |ω| ∈ [B
−1, B], hence (4.7) implies an upper
bound
|Kn| ≤ Oζ(1) ·B, n ≥ 1.
Thus, there are no more thanOζ(1)·B
m possibilities for the number of initial sequencesK1, . . . ,Km.
Now we fix Γ ⊂ [1, N ]∩N and consider those (a1, . . . , am−q) for which |εn| < ρ for n ∈ [1, N ]\Γ.
Once K1, . . . ,Kn are determined, for m ≤ n ≤ N − 1, we check whether {n −m+ 1, . . . , n + 1}
intersects Γ. If it does, there are at most L possibilities for Kn+1 by Lemma 4.2(ii). If it does
not, then there is only one choice of Kn+1. It follows that the number of sequences K1, . . . ,KN
for the given Γ does not exceed Oζ(1) · B
m · L(m+1)card(Γ).
Thus, the total number sequences, hence the balls of radius 2BCΘ · |θm−q|
−N+m−1 needed to
cover ENk (B) is at most
Oζ(1) ·B
m ·
(
N
⌈N/k⌉
)
· L(m+1)⌈N/k⌉.
Therefore, we can estimate the Hausdorff measure Hη(Ek(Υ)), for a fixed η ∈ (0, 1), as follows:
for all N0 ≥ 1,
Hη(Ek(Υ)) ≤ Oζ(1) ·
∞∑
B=2
Bm
∑
N=N0+⌊Υ logB⌋
(
N
⌈N/k⌉
)
· L(m+1)⌈N/k⌉
(
2BCΘ · |θm−q|
−N+m−1
)η
Stirling’s formula implies that
( N
⌈N/k⌉
)
≤ exp[C˜(k−1 log k)N ] for some C˜ > 0, so we obtain from
the above:
Hη(Ek(Υ)) ≤ Oζ(1) ·
∞∑
B=2
Bm+1
∑
N=N0+⌊Υ logB⌋
exp
[( C˜ log k
k
+
m logL
k
− η log |θm−q|
)
N
]
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Now, choosing k sufficiently large, in such a way that k−1(C˜ log k +m logL) < η2 log |θm−q| , we
obtain
Hη(Ek(Υ)) ≤ Oζ(1) ·
∞∑
B=2
Bm+1
∑
N=N0+⌊Υ logB⌋
exp(−Nη log |θm−q|/2)
≤ Oζ(1) ·
∞∑
B=2
Bm+1 ·B−Υ·η log |θm−q |/2 exp(−N0η log |θm−q|/2).
Choosing Υ sufficiently large, in such a way that Υη log |θm−q|/2 > m + 2, we obtain a conver-
gent series in B, and since the inequality holds for any N0, we will get H
η(Ek(Υ)) = 0 for the
appropriate k and Υ. The proof of Proposition 4.1 is complete. 
4.3. Proof of Proposition 2.1. Choose k ∈ N and Υ > 0 in such a way that dimH(Ek(Υ)) < 1,
which is possible by Proposition 4.1. Let
Ek(Υ) := F
−1P−1m−q(Ek(Υ)).
Note that P−1m−q(Ek(Υ)) is the direct product of Ek(Υ) with a real q-dimensional linear space,
hence dimH(Ek(Υ)) = dimH(Ek(Υ)) + q < 1 + q. We want to show that Ek(Υ) is the desired
exceptional set in Proposition 2.1. To this end, let ~s ∈ ∆m−1 \ Ek(Υ). Consider the coefficients
bj defined by (4.1), so that (4.2) holds; then
F(~s) = (1, b2/b1, . . . , bm/b1) =: (a1, . . . , am).
Observe that
b1 = 〈~e1, ~s〉 〈~ℓ(v), ~e∗1〉 ∈ [C
−1
3 , C3],
where C3 > 1 depends only on ζ and v, since
min
j
(~e1)j ≤ 〈~e1, ~s〉 ≤ max
j
(~e1)j for all ~s ∈ ∆
m−1.
Let ω 6= 0. By symmetry, we can assume that ω > 0. Let B ≥ 2 be minimal such that
[C−13 ω,C3ω] ⊂ [B
−1, B], that is,
(4.17) B = ⌈C3max(ω, ω
−1)⌉.
From ~s 6∈ Ek(Υ) it follows that
(a1, . . . , am−q) 6∈ Ek(Υ),
hence there exists N0 = N0(~s) ∈ N such that
(a1, . . . , am−q) 6∈ E
N
k (B), for all N ≥ N0 + ⌊Υ logB⌋.
By the definition of ENk (B) and (4.2), rescaling by b1 ∈ [C
−1
3 , C3], we obtain that there are at
least ⌊N/k⌋ integers n ∈ [1, N ] for which
‖ω|ζn(v)|~s‖ ≥ ρ,
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hence
N∏
n=1
(1− c1‖ω|ζ
n(v)|~s‖
2) ≤ (1− c1ρ
2)⌊N/k⌋, for all N ≥ N0 + ⌊Υ logB⌋.
Combined with Proposition 3.2(ii), this estimate implies, for all ω > 0:
(4.18) sup
{∣∣S(x,t)R (f, ω)∣∣ : (x, t) ∈ X~sζ} ≤ C ′‖f‖L ·R · (1− c1ρ2)⌊(logθ R−C2)/k⌋ ≤ C ′′‖f‖L ·Rα,
where
α = 1 +
logθ(1− c1ρ
2)
k
∈ (0, 1),
as long as logθ R− C2 > N0 +Υ logB, which can be written as
R > C4 · B
Υlog θ ≥ C ′4 ·max{|ω|
Z , |ω|−Z}, Z = Υ log θ,
for some constants C4, C
′
4 depending only on ζ and ~s, in view of (4.17). When |ω| > 1 and
R < C ′4|ω|
Z , we simply ignore the product term in (3.8) and write
sup
{∣∣S(x,t)R (f, ω)∣∣ : (x, t) ∈ X~sζ} ≤ C ′‖f‖L · R · |ω|−1 < C ′C ′41/Z‖f‖L · R1−1/Z .
Now the claim of Proposition 2.1, with γ˜ = 2 − 2β, where β = max{α, 1 − 1/Z}, follows from
Lemma 3.1, with Ω(r) = rγ˜ . 
5. Proof of Theorem 1.2
In order to prove Theorem 1.2, we need an estimate of the spectral measure at zero.
Proposition 5.1. Let ζ be a primitive substitution, with the second eigenvalue of the substitution
matrix equal to θ2, with |θ2| > 1, and the total number of eigenvalues equal to |θ2| in absolute
value is α+ 1. For any ~s ∈ ∆m−1 let f by a cylindrical function on X~sζ such that
∫
f dµ˜ = 0 and
σf the corresponding spectral measure. Then
σf ([−r, r]) = Oζ,~s(1) · (log(1/r))
2αr2−2β, r > 0, where β = logθ |θ2|.
This proposition is a consequence of a result, essentially due to Adamczewski, on the symbolic
discrepancy for substitutions. It is stated in the context of Z-actions. Let F =
∑
a∈A da1 [a] and
consider the Birkhoff sum
(5.1) SxN (F ) :=
N−1∑
n=0
F (T nζ x) =
N−1∑
n=0
dxn , for x ∈ Xζ .
Theorem 5.2. Let ζ be a primitive substitution, satisfying the assumptions of Proposition 5.1.
Suppose that F =
∑
a∈A da1 [a], with
∫
F dµ = 0. Then the following holds for any x ∈ Xζ :
(5.2) SxN (F ) = Oζ,~s(1) · ((logθN)
αNβ), with β = logθ |θ2|.
Adamczewski [1] obtained (5.2) for the case when x is a fixed point of the substitution, but the
extension to the case of general x ∈ Xζ follows from [5, Lemma 3.2 ] and [5, Proposition 3.3].
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Proof of Proposition 5.1. We will use Lemma 3.1 for ω = 0. We have f =
∑
a∈A fa, as in (3.3).
Clearly,
|S
(x,t)
R (f, 0)− S
(x,0)
R (f, 0)| ≤ ‖s‖∞ · ‖f‖∞ ≤ ‖f‖∞.
We can further find N ∈ N such that
|x[0, N − 1]|~s ≤ R ≤ |x[0, N ]|~s .
Then
|S
(x,0)
R (f, 0)− S
(x,0)
R′ (f, 0)| ≤ |R−R
′| · ‖f‖∞ ≤ ‖s‖∞ · ‖f‖∞ ≤ ‖f‖∞,
where R′ = |x[0, N − 1]|~s. Thus it suffices to estimate |S
(x,0)
R′ (f, 0)| from above. We have
S
(x,0)
R′ (f, 0) =
∑
a∈A
ψ̂a(0) · Φ
~s
a(x[0, N − 1], 0)
from (3.6). Observe that
Φ~sa(x[0, N − 1], 0) = S
x
N (1 [a]),
according to (3.5) and (5.1), and ψ̂a(0) =
∫ sa
0 ψa(t) dt. Thus,
∫
f dµ˜ = 0 is equivalent to
∫
F dµ =
0, where
F =
∑
a∈A
ψ̂a(0) · 1 [a],
by the definition of the measure µ˜ on X~sζ . Since R ≥ N ·mina∈A sa, we obtain from Theorem 5.2
that S
(x,t)
R = Oζ,~s(1) · ((logθ R)
αRβ), with β = logθ |θ2|, and Proposition 5.1 follows from
Lemma 3.1. 
Proof of Theorem 1.2. It remains to “glue” Proposition 2.1 with Proposition 5.1. Fix β˜ ∈ (β, 1).
By Proposition 5.1, we have σf ([−r, r]) ≤ Oζ,~s(1) · r
2−2β˜, for any r > 0. By Proposition 2.1,
σf ([ω − r, ω + r]) ≤ Oζ(1) · |ω|
γ˜ for r ≤ r0 · |ω|
Z , where r0 = r0(~s). Keeping in mind that Z > 1
without loss of generality, we obtain, for r > r0 · |ω|
Z , the estimates:
(5.3) σf ([ω − r, ω + r]) ≤ σf ([−|ω| − r, |ω|+ r]) ≤ Oζ,~s(1) · (|ω|+ r)
2−2β˜
≤ Oζ,~s(1) · (r
1/Zr
−1/Z
0 + r)
2−2β˜ ≤ Oζ,~s(1) · r
(2−2β˜)/Z .
Now (1.3) follows, with γ = min{γ˜, 2− 2β˜)/Z}, and Theorem 1.2 is proved completely. 
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