To be more general, here we relax the setup from the main text. We allow all model variables to have a number of states, which can be different than three, and all regulatory programs to have several (i.e., also more than one) regulators. Recall from the text that the objective of experimental design is to distinguish all regulatory programs defined for a given model using a least-size subset of given candidate experiments. The candidate experiments themselves might not distinguish all regulatory programs. In such case, it is required that the identified subset distinguishes between the same pairs of regulatory programs as the candidate set. We formalize a decision version of the experimental design problem and prove it is NP-complete.
Proof. It is easy to see that ED∈NP since a nondeterministic algorithm would only need to guess a subset E ⊆ E of size l, in polynomial time construct a partition S(E ) (defined in the main text) and verify whether it is an identity partition on R. We show that the ED problem is NP-complete by reduction of the 3-DIMENSIONAL MATCHING (3DM) problem [Garey and Johnson, 1979 ]. An instance of 3DM is defined by a set M ⊆ X × Y × Z, where X ∩ Y = X ∩ Z = Y ∩ Z = ∅ and |X| = |Y | = |Z| = m. A solution to 3DM is a matching for M of size m, i.e., a subset M ⊆ M such that no elements of M agree on any coordinate. Let X = {x 1 , ..., x m }, Y = {y 1 , ..., y m } and Z = {z 1 , ..., z m }.
For a given 3DM problem we define an instance (M, R, E, m + 2) of the ED problem and prove that there exists a matching M of size m if and only if there exists a set of m + 2 experiments in E for M which distinguish all regulatory programs in R.
The model M has one stimulator variable S, a set of |M | variables corresponding to the triplets in M (referred to as the triplet variables) and two additional variables, labeled (X, x 0 ) and (Y, y 0 ). All variables can be in one of the two states: 0 and 1. The regulation functions are defined in Boolean logic. The states of the stimulator S determine the states of all remaining variables through an identity function (panel A in the illustration below). We define the set of regulators to be all variables in the model.
Next, we define a set R of 3m + 3 regulatory programs for the model M, each with the same regulation function: the Boolean alternative (logical "∨"). Intuitively, the regulatory programs correspond to the elements in the sets X, Y , and Z and three additional entities denoted x 0 , y 0 and z 0 . Each regulatory program denoted x i , 1 ≤ i ≤ m, has a set of regulators: S, (X, x 0 ) and all triplet variables, which have x i on the first coordinate. The regulatory program x 0 has two regulators: S and (X, x 0 ). Each regulatory program denoted y j , 1 ≤ j ≤ m, has the regulators: S, (Y, y 0 ) and all triplet variables, which have y j on the second coordinate. The regulatory program y 0 has two regulators: S and (Y, y 0 ). Finally, each regulatory program denoted z l , 1 ≤ l ≤ m has the regulators: S, and all triplet variables, which have z l on the third coordinate. The regulatory program z 0 has one regulator S (panel B below). Finally, we define the set of candidate experiments E on the model M. Recall from the main text that an experiment is given by the stimulation, perturbed variable and its perturbation state. We assume that the set P = M ∪ {(X, x 0 ), (Y, y 0 )} of all nonstimulator variables can be perturbed. Since S determines by identity the state of all other model variables and is an alternative regulator in all regulatory programs, the following experiments do not distinguish between any pairs of regulatory programs: for v ∈ P and any i ∈ {0, 1}, the experiments of the form: S = i, ∅ (an experiment with any stimulation i, where no variable is perturbed), as well as S = 1, v = i (an experiment where the stimulation is high, with perturbed variable v and any perturbation state i), and S = 0, v = 0. Thus, from all possible experiments, it suffices to consider only the set of candidates E = {e v : v ∈ P }, where e v denotes an experiment of the form: S = 0, v = 1.
Assume there exists a 3D-matching M = {t 1 , ..., t m } for M . We show that in this case the set of m+2 experiments E = {e t 1 , ..., e tm , e (X,x 0 ) , e (Y,y 0 ) } on the model M distinguishes all regulatory programs in R. Indeed, the experiments e (X,x 0 ) and e (Y,y 0 ) together induce a partition S({e (X,x 0 ) , e (Y,y 0 ) }) on R into three blocks: {x 0 , x 1 , ...x m },{y 0 , y 1 , ..., y m }, and {z 0 , z 1 , ..., z m }. Since M is a 3D-matching, for each x i ∈ X it contains a single triplet t =< x i , y, z >∈ M with x i on the first coordinate. The corresponding experiment e t ∈ E induces a partition T (e t ) on R into two blocks: {x i , y, z} and R \ {x i , y, z}. Intersecting T (e t ) with S({e (X,x 0 ) , e (Y,y 0 ) }) results in a partition which contains a singleton {x i }. Since all regulatory programs with labels from X have their corresponding experiments in E , they are distinguished by E from all other regulatory programs, in particular from x 0 . Similar argument holds for any regulatory program with labels from Y or Z.
Assume there exists a set of m + 2 experiments E ⊆ E distinguishing all regulatory programs in R. We show that in this case there exists a matching of size m for the 3DM problem. Note that e (X,x 0 ) ∈ E and e (Y,y 0 ) ∈ E . Otherwise either the regulatory program x 0 would not be distinguished from z 0 or y 0 would not be distinguished from z 0 . In the remaining m experiments the triplet variables are perturbed. Denote the set of m perturbed triplets as
Suppose that for some x ∈ X there exist no triplet in M * with x on the first coordinate. Then the regulatory programs x and x 0 are not distinguished by E , which contradicts our assumption. Similar argument holds for any y ∈ Y and z ∈ Z on the second and third coordinate, respectively. Thus M * contains m triplets that together have all m elements from X on the first, all elements of Y on the second, and all elements of Z on the third coordinate. Thus, the triplets in M * do not agree on any coordinate, and M * is a solution to the given 3DM .
S2. Approximation factor of the MEED algorithm
Below we refer to the optimization version of the experimental design problem as ED(M, R, E).
Proposition 2. For a given instance (M, R, E) of the ED problem, the MEED-GREEDY algorithm (Supplementary Information S10) returns a set E * ⊂ E of the candidate experiments which distinguishes the same pairs of regulatory programs as E. Moreover, |E * | ≤ |E opt |(1 + ln(r) + ln(log(k))), where E opt is a least size solution of the ED problem, r = |R| and k is the number of states each variable can have.
By Proposition 2 it holds, that in particular if E distinguishes all regulatory programs in R, also E * will distinguish all regulatory programs in R.
To prepare grounds for the proof of Proposition 2, we define an optimization problem on partitions, and show that it is straightforward to reduce ED to this problem. Adapting the reasoning schema of [Konwar et al., 2005] , we propose a generic heuristic solving the partition problem and derive its approximation factor. Our proof of Proposition 2 relies on the fact that the MEED-GREEDY algorithm implements this generic heuristic. First, we introduce notation and basic notions. Let P denote a set of partitions on a given set R and let P + be the closure of P under finite intersections. The intersection of all partitions from a given set P is denoted by P. We keep the following convention: T, T , T range over P and S, S , S range over P + . Full (one block) partition of R is denoted {R} and the identity partition into singletons is denoted id R . For two partitions T and T we write T ≤ T and say T is included in T if for any block T i ∈ T , there exists a block T j ∈ T such that T i ⊆ T j (see example illustrated below) . Note that, for any pair of partitions S and T , S ∩ T ≤ S. Of course, a solution P opt of a given instance (P, R) of the PARTITION problem satisfies P opt = id R if and only if P = id R . Below we present a generic greedy heuristic for solving the PARTITION problem for a given set P.
if ∆ T (S) = 0 6 then break 7 S ← S ∩ T 8 P * ← P * ∪ {T } 9 return P * Lemma 1. Given an instance (P, R) of the PARTITION problem, the GENERIC-GREEDY algorithm finds a set of partitions P * ⊆ P, which: (i) satisfies P * = P and (ii) contains the number of partitions at most 1 + ln(∆ max ) larger than the least-size solution P opt , where ∆ max = max T ∈P ∆ T ({R}).
Proof. (i) We show that GENERIC-GREEDY stops and returns a set of partitions P * with P * = P. The case of |R| = 1 is trivial: the while loop of the algorithm is never entered since at the entry Φ(S) = Φ({R}) = 0 and P * = P = {R}. Consider |R| > 1. By (A0), initially Φ(S) > 0 and the loop is entered. Assume first, that the condition in line 5 is never satisfied. In this case, in each greedy step a partition T ∈ P giving a positive non zero ∆ T (S) for the current partition S can be found (line 4; if several T maximize ∆ T (S), the algorithm chooses one at random). Intersection of the current S with the found T will give a new S that is included in the previous one (line 7). Thus by the monotonicity of Φ the value of Φ(S) decreases. Therefore the while loop terminates in a finite number of steps, and upon termination we have Φ(S) = 0. By (A0) we know that then P * = S = id R . Since P * ⊂ P, then also P = id R and (i) holds. Next, assume otherwise, that at some point of the iteration the condition in line 5 is satisfied and the break statement is executed. With this assumption for any T ∈ P it holds that Φ( P * ) − Φ( P * ∩ T ) = ∆ T ( P * ) = 0. Since P * ∩ T ≤ P * and Φ is strictly increasing then P * ∩ T = P * . Thus we have P = P * ∩ (P \ P * ) = P * and (i) holds.
(ii) To prove the approximation factor for the GENERIC-GREEDY algorithm, we first introduce notions that we next use to evaluate the cost of the optimal and greedy solutions P opt and P * . Let |P opt | = n, |P * | = m. For 1 ≤ g ≤ m, T g denotes the partition selected in the g-th step of GENERIC-GREEDY, whereas T opt i , 1 ≤ i ≤ n, is the i-th element of the optimal solution, taking any order on P opt . We set S 0 = S opt 0 = {R}. For 1 ≤ g ≤ m we consider the intersections of g partitions selected by the greedy algorithm, denoted by S g = T 1 ∩ ... ∩ T g . Similarly, for the optimal partitions we define S opt i = T opt 1 ∩ ... ∩ T opt i , where 1 ≤ i ≤ n. We denote the gain for the greedy choice of T g in the g-th step of GENERIC-GREEDY towards a given intersection of greedy and optimal partitions by ∆ g i = ∆ Tg (S g−1 ∩ S opt i ), where 1 ≤ g ≤ m and 0 ≤ i ≤ n. Similarly, let the gain for the optimal choice of T opt i towards the intersection of the greedy and optimal partitions be denoted
Indeed, for every such g and 0 ≤ i ≤ n − 1, by S g−1 ∩ S opt i+1 ≤ S g−1 ∩ S opt i , and by the monotonicity of ∆ we have
. ≥ δ m i = 0 for every 1 ≤ i ≤ n. Moreover, the following inequalities hold:
(1)
for every 1 ≤ g ≤ m and 1 ≤ i ≤ n. The first inequality follows from the fact that ∆ g 0 is obtained by the greedy partition selection in the g-th step of the GENERIC-GREEDY algorithm and thus must be at least as high as ∆ T (S g−1 ) for any T ∈ P, also T opt i . The second inequality follows from the monotonicity of ∆.
For the analysis of the size of the greedy solution as compared to the optimal one, we assign a cost to each pair of optimal and greedy partitions T opt i , T g :
By definition every δ when positive, is higher than 1 (condition (A1)), and thus every cost is nonnegative.
From now on, our reasoning can follow exactly the one of [Konwar et al., 2005] . Since δ m i = 0, the total cost assigned to a given optimal partition T opt i is a telescopic sum m g=1 c g i = 1 + ln(δ 0 i ) ≤ 1 + ln(∆ max ). The cost of all partitions of the optimal solution is the same, so the overall cost of the optimal solution is at most n(1 + ln(∆ max )). We show that at the same time the cost of each greedily chosen T g is at least equal to 1. By (1) for every 1 ≤ i ≤ n it holds that c g i ≥ Figure 3 in [Konwar et al., 2005] for a graphical explanation). By δ g−1
, which completes the proof.
In the following, we will use a function ρ : P + → {x ∈ R : x ≥ 0}, defined as ρ(S) = C c=1 n c log(n c ), where partition S contains C blocks and n c is the number of elements in block c, 1 ≤ c ≤ C.
Proposition 3. For every instance (P, R) of the PARTITION problem the function ρ satisfies (A0) and (A1).
Proof. The function ρ satisfies (A0) and (A1) for any P. ρ is related to an entropy measure H(T ) for a partition of the set R of size r into C blocks:
Thus, small values of ρ are equivalent to high partition entropy. We base on the properties of entropy (see, for example, [Cover and Thomas, 1991] ) to prove the properties of ρ.
For any partitions T and T , such that T < T , the properties of entropy imply that H(T ) > H(T ), and by (2) ρ(T ) < r log(r) − rH(T ) = ρ(T ), which proves that ρ is strictly increasing. For the identity partition we obtain ρ(id R ) = r c=1 log(1) = 0. For any partition T , if ρ(T ) = 0, then the entropy obtaines its maximum value H(T ) = log(r) and this is true only for T = id R . Therefore, ρ satisfies (A0).
By monotonicity of ρ, functions ∆ T determined by ρ assume only nonnegative values. Let S ∈ P + be such that ρ(S) > 0. For any T ∈ P if S = T then ∆ T (S) = 0. For S = T , ∆ T (S) > 0. The gain ∆ T (S) can be obtained by a sum of the gains on the separate blocks of S when intersected with T . Thus the minimal non-zero gain is obtained when only one block of S contributes the smallest possible nonzero gain when intersected with T = S. Let c be the index of such a block of S of size n c which by the intersection is divided into B blocks of size n b each, 1 ≤ b ≤ B and B b=1 n b = n c . Note that such a division into blocks defines a partition T c on a set of elements in the c-th block. Then the minimal nonzero gain
By relation of entropy to the maximum probability (Property 1.24 in [Taneja, 2001] )
The second inequality holds since in our case p max can at most be equal to nc−1 nc (the ratio of the size largest possible block of the partition T c to the size of the whole c-th block of S). Therefore min ∆ T =S (S) > 2 which proves that ρ satisfies the condition (A1).
Having this, we prove Proposition 2.
Proof. Proposition 2. Recall from the main text that every experiment e on a given model defines a partition T (e) on the set of regulatory programs R and a set of experiments E defines a partition S(E). Therefore a given instance (M, R, E) of the ED problem, where E = {e 1 , ..., e n }, defines an instance (P, R) of the PARTITION problem, where P = {T (e 1 ), ..., T (e n )}.
We show line by line that the MEED-GREEDY algorithm (Supplementary Information S10) implements the GENERIC-GREEDY algorithm. E * in MEED-GREEDY corresponds to P * in GENERIC-GREEDY and S(E * ) corresponds to S. With S(∅) = {R}, line 1 in the former algorithm implements lines 1 and 2 in the latter. As shown in the proof of Proposition 3, ρ belongs to the class of functions Φ. First, by defintion the entropy score satisfies H(E * ) = log(r) − 1 r ρ(S(E * )), where r = |R|, i.e., H is only a linear function of ρ. Therefore the condidtions of the while statements in the two algorithms are equivalent: H(E * ) reaches its maximum value log(r) if and only if ρ(S(E * )) = 0. Note also, that H(e|E * ) = 1 r ∆ T (e) (S(E)). Therefore the lines 3-5 of the MEED-GREEDY algorithm implement the lines 4-6 in GENERIC-GREEDY. Line 6 in our algorithm implements lines 7 and 8 in the generic heuristic: adding e to E * corresponds to P * ∪ T (e) and S(E * ) ∩ T (e). Therefore, by Proposition 3 and Lemma 1, MEED-GREEDY stops and finds an approximate solution. To derive the approximation factor, we calculate ∆ max = max T ∆ T ({R}), determined by the function ρ, knowing that T = T (e) for some experiment e ∈ E. Recall that each of the regulators in a given model can have k possible states. Therefore also for each regulatory program there can be k possible reponses of its potential target and for any experiment e, its partition T (e) can divide R into at most k blocks. For a given e, ρ(T (e)) obtains minimal value for partition T (e) having maximum entropy. By the maximality property of entropy (Property 1.15 in [Taneja, 2001] ) ∆ max = ρ({R}) − ρ(T (e)), where T (e) is a partition into k sets of equal sizes. Thus ∆ max = r log(r) − r log(r/k) = r log(k) and from Lemma 1, 1 + ln(r log(k)) is the approximation factor for our algorithm.
