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Chapter 1
Groups And Subgroups
1 We encounter integers very early in our mathematical training. Let m,n, k
∈ ZZ. Then
n+m = m+ n ∈ ZZ,
(m+ n) + k = m+ (n + k),
and
0 + n = n = n+ 0
for all n ∈ ZZ. Further, for every n ∈ ZZ there is −n ∈ ZZ such that n +
(−n) = 0. There are seeds of group theory in these observations. Let us
note another such structure that we have encountered in Linear Algebra i.e.,
Gln(IR), the set of all n x n- matrices over IR with non-zero determinant.
Let A,B,C ∈ Gln(IR). Then det(AB) = detA · detB 6= 0. Hence AB ∈
Gln(IR).We also have (AB)C = A(BC) and for the identity matrix In of
order n, A · In = In · A = A.Further, for any A ∈ Gln(IR), the inverse
matrix of A i.e.,A−1 satisfies AA−1 = A−1A = In. One must note that for
m,n ∈ ZZ,m+n = n+m, however, for A,B ∈ Gln(IR), AB 6= BA in general.
We, now, define,
Definition 1.1. Let G be a non-empty set provided with a map,
f : G×G → G
(x, y) 7→ x ∗ y
called multiplication (a binary operation) satisfying:
(i)For all x, y, z ∈ G, (x ∗ y) ∗ z = x ∗ (y ∗ z) (associativity).
1contents group1.tex
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(ii) There exists an element e ∈ G such that, x ∗ e = e ∗ x = x for all
x ∈ G. The element e is called an identity element of G.
(iii) For each x ∈ G there is an element w ∈ G(depending on x) such
that x ∗ w = w ∗ x = e. The element w is called an inverse of x.
Then G is called a group with respect to the binary operation (∗).
If, moreover, x ∗ y = y ∗ x for all x, y ∈ G, then G is called an
abelian group.
For a group (G, ∗), we shall simply write G is a group i.e., the binary
operation will not be mentioned unless required and we shall write xy for
x ∗ y for x, y ∈ G when ∗ is well understood. Some times we may need to
specify the map f , in that case we shall write that (G, f) is a group.
Remarks 1.2. (i) The identity element is unique ( If e1, e2 ∈ G are identities
then e1 = e1 ∗ e2 = e2). We shall normally denote this by e, and shall write
eG for e if it is necessary to emphasise G.
(ii) Inverse of an element x ∈ G is uniquely determined. If x1, x2 are inverses
of x ∈ G, then x1 = x1 ∗ e = x1 ∗ (x ∗ x2) = (x1 ∗ x) ∗ x2 = e ∗ x2 = x2,The
inverse of the element x in G is denoted by x−1.
Exercise 1.3. Show that subtraction is not an associative binary operation
on ZZ.
Exercise 1.4. Prove that the map,
f : ZZ × ZZ → ZZ
(m,n) 7→ m ∗ n = m+ n−mn
gives an associative binary operation, but (ZZ, ∗) is not a group.
Exercise 1.5. Let G be a group, and let b ∈ G be a fixed element of G.
Prove that G is group with respect to the binary operation :
fb : G×G → G
(x, y) 7→ xby
Find the identity element of (G, fb) and also the inverse of an element x ∈ G.
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Exercise 1.6. Let G be a group and x, y ∈ G. Prove that
(i) (x−1)−1 = x
(ii) (x−1yx)n = x−1ynx for all n ≥ 0.
(iii) (xy)−1 = y−1x−1.
Group structure is encountered quite often. We, now, give some examples:
Example 1.7. (IR,+), ( lQ,+), ( lC,+) and (IR∗, ·), ( lQ∗, ·), ( lC∗, ·) are groups,
where · denotes the usual product and IR∗ = IR − {0} , lQ∗ = lQ − {0} ,
lC∗ = lC − {0}.
Example 1.8. Let a be a non-zero integer. Then
lQa = {m/an m,n ∈ ZZ}
is a group with respect to addition.
Exercise 1.9. Let a, b be two non-zero integers. Then lQa ⊂ lQb if and only
if a divides br for some r ≥ 1.
Example 1.10. (Additive Group Of Integers Modulo n) Take an in-
teger n > 0. For any x, y in the set
S = {0, 1, 2, · · · , n− 1},
define :
x+n y =
{
x+ y if 0 ≤ x+ y < n
x+ y − n if x+ y ≥ n
Then (S,+n) is an abelian group where 0 is the identity element and n−x is
the inverse of x for any x ∈ S. This group is denoted by ZZn and the binary
operation is called addition modulo n.
Example 1.11. (Multiplicative Group Of Integers Modulo n) Take
an integer n > 1 and put ZZ∗n = {1 ≤ a < n | (a, n) = 1}. For any
a, b ∈ ZZ∗n, define :
a ·n b = r
where ab = nq + r such that 1 ≤ r < n. Note that we can always write
ab = nq + r where 0 ≤ r < n. However, as (a, n) = (b, n) = 1, 1 ≤ r < n.
Further, it is clear that (r, n) = 1. It is easy to check that ·n is associative
and if a ∈ ZZ∗n, then there exist 1 ≤ b < n such that ab + nq = 1 for some
q ∈ ZZ. Thus a ·n b = 1. Hence it is immediate that (ZZ∗n, ·n) is an abelian
group. The operation ·n is called multiplication mod n.
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Example 1.12. G = {1,−1, i,−i} is a group with respect to multiplication.
Example 1.13. The set
G =
{(
1 0
0 1
)
,
(
i 0
0 −i
)
,
( −1 0
0 −1
)
,
( −i 0
0 i
)
,(
0 −1
1 0
)
,
(
0 −i
−i 0
)
,
(
0 1
−1 0
)
,
(
0 i
i 0
)}
of 2 × 2-matrices over complex numbers is a group with respect to matrix
multiplication. If we write
I =
(
1 0
0 1
)
, a =
(
i 0
0 −i
)
, b =
(
0 −1
1 0
)
, and c =
(
0 −i
−i 0
)
, then
G = {±I,±a,±b,±c}
where a2 = b2 = c2 = −I, ab = c, bc = a and ca = b. This is called the group
of Quaternions. We shall denote this group by H.
Example 1.14. The set
K =
{
I =
(
1 0
0 1
)
, a =
(
1 0
0 −1
)
, b =
(
0 −1
1 0
)
, c =
(
0 −1
−1 0
)}
of 2×2 matrices over IR is a group with respect to multiplication of matrices.
Here ab = c, bc = a, ca = b and a2 = b2 = c2 = I. This is called Klein’s
4-group and is denoted by V4.
Example 1.15. The Example 1.14 can also be realized in a rather interesting
way
Let A and B be two light switches for the bulbs 1 and 2 such that if the bulb
1 is off then pressing A once puts it on and pressing once more puts it off.
Similar is the function of the switch B for the bulb 2. Then let the initial
state be when both bulbs are off . Let
τ = action of pressing A
σ = action of pressing B
e = not pressing A and B
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Then
G = {e, τ, σ, τσ}
is a group with respect to the operation of doing one action after the other
on the initial state when both bulbs are off. Clearly τ 2 = e, σ2 = e, στ = τσ
and (τσ)2 = e.Thus taking a = σ, b = τ and c = στ we again get Klein’s
4-group.
Example 1.16. Let n ≥ 1 be fixed. The set of nth roots of unity in complex
numbers, i.e.,
lCn = {z ∈ lC | zn = 1},
is a group with respect to multiplication. We have lC4 = {1,−1, i,−i} (Ex-
ample 1.12).
Example 1.17. The set lC∞ = {α ∈ lC |α, a root of unity} is a group with
respect to multiplication.
Example 1.18. Ifm ≥ 1 is fixed, then lCm∞ = {α ∈ lC αmk = 1 for some k ≥
1} is a group with respect to multiplication.
Example 1.19. The set Gln(IR) = {A : n × n − matrix overIR | detA 6= 0}
is a group with respect to multiplication, called the general linear group
of dimension n over IR.
Remark 1.20. We can replace IR by lQ or lC in the example 1.19 but not by
ZZ. Check why? More generally, IR can be replaced by any field. We define
Gln(ZZ) = {A : n× n− matrix over ZZ detA = ±1}.
This is a group with respect to multiplication.
Exercise 1.21. Let K be a field and let A be an n×n-matrix over K. Prove
that A ∈ Gln(K) if and only if columns (rows) of A are linearly independent
vectors of the K-vector space Kn, equivalently, columns (rows) of A form a
basis of the vector space Kn.
Example 1.22. The set
Sln(IR) = {A : n× n−matrix overIR | detA = 1}
is a group with respect to matrix multiplication. This is called the special
linear group of dimension n over IR.
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Remark 1.23. It is easy to check that IR can be replaced by lQ or lC or ZZ
in the above example. In general, IR can be replaced by any field.
Example 1.24. Let S be a non-empty set and
A(S) = {f : S → S | f : one-one, onto map }.
Then A(S) is a group with composition of maps as binary operation. This
is called the group of transformations of S, and the elements of A(S) are
called transformations on S.
Example 1.25. In the example 1.24 if we take S = {1, 2, ..., n}, then A(S)
is denoted by Sn and is also called the symmetric group or permutation
group of degree n. For any σ ∈ Sn , we represent σ as :
σ =
(
1 2 · · · n
σ(1) σ(2) · · · σ(n)
)
Thus for n = 2
S2 =
{(
1 2
1 2
)
,
(
1 2
2 1
)}
and for n = 3,
S3 =
{(
1 2 3
1 2 3
)
,
(
1 2 3
2 3 1
)
,
(
1 2 3
3 2 1
)
,(
1 2 3
2 1 3
)
,
(
1 2 3
1 3 2
)
,
(
1 2 3
3 1 2
)}
Example 1.26. Let (X, d) be a metric space and
I(X) = {T : X → X|T : an isometry}
Then I(X) is a group with respect to composition of maps as the binary
operation.
Observation 1.27. Take X = IR with standard metric. Let f ∈ I(IR) and
f(0) = a. If for any b ∈ IR, τb : IR → IR denotes the isometry τb(x) = x + b
then τ−af(0) = 0. For any isometry g ∈ I(IR), if g(0) = 0, then, |g(x)| = |x|.
Thus g(x) = x or −x. Clearly, as g is distance preserving, if g(x) = −x for
some x( 6= 0) ∈ IR, then g(y) = −y for all y ∈ IR. Thus g = Id or g(x) = −x
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for all x ∈ IR. Hence if θ ∈ I(IR) is such that θ(x) = −x for all x, we get
τ−af = θ or Id. Hence if τ−af = θ, then f = τaθ. However if τ−af = Id,
then f = τa.Therefore,
I(IR) = {τaθt | t = 0 or 1 and a ∈ IR}.
Example 1.28. Let for 0 ≤ θ ≤ 2π,
rθ : IR
2 → IR2
denotes the rotation of a point by an angle θ around the origin. Then G =
{rθ | 0 ≤ θ ≤ 2π} is a group with composition as the binary operation. By
plane geometry, one can see that
G =
{(
cos θ − sin θ
sin θ cos θ
)
0 ≤ θ ≤ 2π
}
where
rθ =
(
cos θ − sin θ
sin θ cos θ
)
is the IR-linear transformation over IR2 determined by the 2 x 2-matrix.
Example 1.29. (Dihedral Group) : Consider the n-gon (n ≥ 3) in IR2
with its vertices the points Pk = (cos (2πk/n), sin (2πk/n)) where 0 ≤ k ≤
n−1. Let σ denotes the counter clock-wise rotation in the plane by an angle
2π/n and let τ be the reflection about the axis which makes an angle π/n
with the x-axis. Then σ : IR2 → IR2 and τ : IR2 → IR2 are given by the
matrices :
σ =
(
cos(2π/n) − sin(2π/n)
sin(2π/n) cos(2π/n)
)
and
τ =
(
cos(2π/n) sin(2π/n)
sin(2π/n) − cos(2π/n)
)
The set Dn = {Id, σ, σ2, · · · , σn−1, τ, στ, · · · , σn−1τ} forms a group of order
2n with respect to the binary operation, composition of maps. Here we have
σn = Id = τ 2 and στ = τσn−1. Check that Dn is the group of all rotational
symmetries and reflections of the regular n-gon in the plane.
To give further examples, we define :
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Definition 1.30. A collineation is a bijection T : IR2 → IR2 such that
a triple a, b and c of distinct points in IR2 is co-linear if only if T (a),
T (b) and T (c) are co-linear.
Definition 1.31. A map F : IR2 → IR2 is called an affine transfor-
mation if there exists an invertible 2 × 2 - matrix Q over IR and a
vector a ∈ IR2 such that for all x ∈ IR2,
F (x) = Qx+ a
Example 1.32. Let G = {T : IR2 → IR2 | T : a collineation}. Then G is a
group with respect to the composition of maps as binary operation.
Example 1.33. The set H = {f : IR2 → IR2 | f : affine transformation} is
a group with composition of maps as the binary operation.
Exercise 1.34. For any n ≥ 1, let ξ = e2πi/n, the nth root of unity in lC. If
a =
(
0 1
1 0
)
, b =
(
ξ 0
0 ξ−1
)
, e =
(
1 0
0 1
)
,
then show that
G = {e, a, b, b2, · · · , bn−1, ab, ab2, · · · , abn−1}
is a group with respect to matrix multiplication.
Definition 1.35. For a group G, the cardinality of the set G is called
the order of G and is denoted by ◦(G) or |G|. In case G is finite,
order of G is the number of elements in G.
Exercise 1.36. Find the order of the group in the example 1.16.
Definition 1.37. A non empty subset H of a group G is called a
subgroup of G if H is a group with respect to the binary operation
of G.
Exercise 1.38. Let K be a field. Show that the set Dn(K) of all diagonal
matrices in Gln(K) is a subgroup of Gln(K). (The group Dn(K) is called
the diagonal group of dimension n over K).
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Definition 1.39. Let A and B be any two non-empty subsets of a
group G Then
AB = {ab | a ∈ A, b ∈ B} and A−1 = {a−1 | a ∈ A}
Exercise 1.40. Prove that for any two non-empty subsets A,B of a group
G, (AB)−1 = B−1A−1.
Exercise 1.41. Prove that if H is a subgroup of a group G, then H−1 = H
and HH = H .
Theorem 1.42. Let G be a group. A non empty subset H of G is a subgroup
of G if and only if ab−1 ∈ H for all a, b ∈ H.
Proof: (⇒) Let a, b ∈ H . As H is a subgroup of G, b−1 ∈ H . Hence as
a, b−1 ∈ H , ab−1 ∈ H.
(⇐) Take a, b ∈ H . By assumption bb−1 = e ∈ H . Further as e, b ∈ H , we
conclude eb−1 = b−1 ∈ H i.e., H contains identity and has inverse for each
of its elements. Now, as seen above, for a, b ∈ H, a, b−1 ∈ H . Hence by our
assumption a(b−1)−1 = ab ∈ H . Thus H is a subgroup of G. 
Corollary 1.43. Let H1, H2, ..., Hk be subgroups of a group G. Then H1 ∩
H2 ∩ . . . ∩Hk is a subgroup of G.
Proof: Let x, y ∈ H1 ∩H2 ∩ . . . ∩Hk. Then as each Hi is a subgroup of
G, xy−1 ∈ Hi for all 1 ≤ i ≤ k. Hence xy−1 ∈ H1 ∩H2 ∩ . . .∩Hk. Hence the
result follows by the theorem. 
Corollary 1.44. Let G be a group and H ( 6= ∅) ⊂ G a finite subset. Let for
any a, b ∈ H, ab ∈ H i.e., HH ⊆ H. Then H is a subgroup of G.
Proof: Take a, b ∈ H . By our assumption on H , S = {bi i ≥ 1} is
a subset of H . As H is finite there exist +ve integers m < n such that
bn = bm. Hence bn−m = e. This proves b−1 = bn−m−1 ∈ H . Now, as
a, b−1 ∈ H , ab−1 ∈ H . Therefore by the theorem H is a subgroup of G. 
Corollary 1.45. Let S be a non-empty subset of a group G. Then gp(S) =
{a1e1a2e2 · · · amem |m ≥ 1, ai ∈ S, and ei = ±1 for all 1 ≤ i ≤ m} is a
subgroup of G.
Proof: Note that for any x = a1
e1a2
e2 · · · atet such that ei = ±1, ai ∈ S
and t ≥ 1, we have x−1 = a−ett a−et−1t−1 · · · a−e11 ∈ gp{S}. Hence the proof is
immediate from the theorem. 
11
Observations 1.46. (i) Let G be a group with identity e, then G and {e}
are subgroups of G.These are called trivial subgroups of G.
(ii) Any subgroup of a subgroup is a subgroup.
Theorem 1.47. Let H,K be subgroups of a group G. Then HK is a subgroup
of G if and only if HK = KH.
Proof: (⇒) As HK is a subgroup of G, we have
(HK)−1 = HK
⇒ K−1H−1 = HK
⇒ KH = HK ( since K−1 = K,H−1 = H)
(⇐) Let hk, h1k1 ∈ HK, where h, h1 ∈ H and k, k1 ∈ K. Then,
(hk)(h1k1)
−1 = hkk−11 h
−1
1
= hk2h
−1
1 where k2 = kk
−1
1 ∈ K
Note that k2h
−1
1 ∈ KH = HK. Hence we can write k2h−11 = h3k3 for some
h3 ∈ H , k3 ∈ K. Therefore,
(hk)(h1k1)
−1 = hh3k3 ∈ HK (hh3 ∈ H)
Consequently HK is a subgroup of G. 
We give below an example of a group G and subgroups H,K of G for which
HK is not a subgroup.
Example 1.48. Let G = S3. Take
I =
(
1 2 3
1 2 3
)
, a =
(
1 2 3
1 3 2
)
b =
(
1 2 3
3 2 1
)
in S3. We have a
2 = b2 = c2 = I. Hence H = {I, a} and K = {I, b} are
subgroups of G and
HK = {I, a, b, ab}
Note that
ab =
(
1 2 3
2 3 1
)
and ba =
(
1 2 3
3 1 2
)
Thus HK is not a subgroup of G since (ab)−1 = ba and ba is not in HK.
12
Example 1.49. In the example 1.7 of groups
( lC,+) ⊃ ( IR,+) ⊃ ( lQ,+) ⊃ (ZZ,+)
and
( lC∗, ·) ⊃ ( IR∗, .) ⊃ ( lQ∗, .)
are chains of groups, where each member is a subgroup of the preceding
member. Further, IR∗+ = {α ∈ IR∗ α > 0} and lQ∗+ = {β ∈ lQ∗ β > 0} are
subgroups of (IR∗, ·) and (lQ∗, ·) respectively.
Example 1.50. The set S1 = {z ∈ lC |z| = 1} is a subgroup of (lC∗, ·).
Example 1.51. The groups in the examples 1.16, 1.17 and 1.18 i.e., lCn =
{z ∈ lC zn = 1}, lC∞ and lCm∞ are subgroups of ( lC∗, ·). Further lCm∞ is a
subgroup of lC∞.
Example 1.52. In the example 1.19, Sln(IR) is a subgroup of Gln(IR) and
Sln(ZZ) is a subgroup of Sln(IR). The following is a diagram of subgroups of
Gln(IR).
Gln(IR) ⊃ Sln(IR)
∪ ∪
Gln(lQ) ⊃ Sln(lQ) ⊃ Sln(ZZ)
Example 1.53. Let K be a field. The sets
Tn(K) = {A = (aij) : n×n−matrix over K aij = 0 for all i > j, and detA 6= 0},
and
UTn(K) = {A ∈ Tn(A) aii = 1 for all 1 ≤ i ≤ n}
are subgroups of Gln(K). In fact UTn(K) is a subgroup of Sln(K). The
group Tn(K) is called the group of upper triangular matrices over K
and UTn(K) is called the group of upper uni-triangular matrices over
K. Similarly we can define the group of lower triangular matrices and
lower uni-triangular matrices.
Example 1.54. Let G = I(X), the group of isometries of the metric space
X (Example 1.26). For any subset F ⊂ X , the set
I(X,F ) = {T ∈ G T (f) = f for allf ∈ F} = H
is a subgroup of G. Not all subgroups of I(X) are obtained in this way e.g.,
if X = IR then for any non-empty subset F 6= {0} of IR, I(X,F ) = Id.
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Example 1.55. Let X = IRn be the n-dimensional real space with usual
metric i.e., d(x, y) = ‖ x − y ‖ for all x, y ∈ IRn where for any x =
(x1, x2, · · · , xn) ∈ IRn and ‖x‖2 =
∑n
i=1 |xi|2. The set of all IR-linear maps
from IRn to IRn which are isometries of the metric space IRn is a subgroup
of I(IRn).
Let
T : IRn → IRn
be an IR-linear map.If T is an isometry, then for any x ∈ IRn we have
‖ T (x) ‖= ‖ x ‖
Now,let x, y ∈ IRn and 〈x, y〉 denotes the usual inner product/dot product
of x, y.Then
‖ x− y ‖= ‖ T (x− y) ‖= ‖ T (x)− T (y) ‖
⇒ ‖ T (x)− T (y) ‖2 = ‖ x− y ‖2
⇒ 〈T (x)− T (y), T (x)− T (y)〉 = 〈x− y, x− y〉
⇒ 〈T (x), T (y)〉+ 〈T (y), T (x)〉 = 〈x, y〉+ 〈y, x〉
⇒ 2〈T (x), T (y)〉 = 2〈x, y〉
⇒ 〈T (x), T (y)〉 = 〈x, y〉
Conversely, if for any x, y ∈ IRn,
〈T (x), T (y)〉 = 〈x, y〉
Then
〈T (x− y), T (x− y)〉 = 〈x− y, x− y〉
⇒ ‖ T (x)− T (y) ‖2 = ‖ x− y ‖2
⇒ ‖ T (x)− T (y) ‖ = ‖ x− y ‖
Therefore, T is an isometry iff 〈T (x), T (y)〉 = 〈x, y〉 for all x, y ∈ IRn. Now,
consider the canonical basis {ei = (0, ...0, 1ith, 0, ...0) 1 ≤ i ≤ n} of IRn. Let
T (ei) =
∑n
k=1 akiek. Then,
〈T (ei), T (ej)〉 = 〈ei, ej〉
⇒ 〈
n∑
k=1
akiek,
n∑
k=1
akjek〉 = 〈ei, ej〉
⇒
n∑
k=1
akiakj =
{
0 if i 6= j
1 if i = j
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Hence for the matrix A = [aij ], AA
t = I. Conversely, given an n× n- matrix
A over reals with AAt = I, consider the IR-linear transformation T of IRn
determined by A i.e., T (x) = A(x1, x2, · · · , xn)t for any x = (x1, · · · , xn) ∈
IRn where (x1, · · · , xn)t is the transpose of row-vector (x1, · · · , xn). Then
T satisfies 〈T (ei), T (ej)〉 = 〈ei, ej〉 reversing the above argument. Hence by
linearity
〈T (x), T (y)〉 = 〈x, y〉
for all x, y ∈ IRn. Thus the subgroup of IR-linear maps from IRn to IRn which
are isometries is {A ∈ Gln(IR) AAt = Id}. This is denoted by O(n, IR), and
is called the orthogonal group of degree n over IR. The set
SO(n, IR) = {A ∈ O(n, IR) |A| = 1}
is a subgroup of O(n, IR) and is called the special orthogonal group of
degree n over IR.
Exercise 1.56. Let n ≥ 1, and K be a field.Prove that
(i) (Orthogonal group over K)The set
O(n,K) = {A : n× n−matrix over K AAt = Id}
is a group, and detA = ±1 for any A ∈ O(n,K).
(ii)(Special orthogonal group over K) The set
SO(n,K) = {A ∈ O(n,K) |A| = 1}
is a subgroup of O(n,K).
Remark 1.57. The group of rotations of IR2 (example 1.28) i.e.,
G =
{(
cos θ − sin θ
sin θ cos θ
)
0 ≤ θ ≤ 2π
}
is a subgroup of Gl2(IR). Note that any element of G is an orthogonal matrix,
hence this is a subgroup of O(2, IR), in fact, of SO(2, IR).
Exercise 1.58. Let H be the set of all matrices in O(n.IR) with integral
entries. Prove that
(i) H = {(aij) = A A is n × n matrix over ZZ with |aij| = 1 or 0 for all
1 ≤ i, j ≤ n and each row/column of A has exactly one non-zero entry }.
(ii) H is a subgroup of O(n, IR) with ◦(H) = 2n · n!.
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Exercise 1.59. Let A be an n × n-matrix over IR and let A(i),1 ≤ i ≤ n,
denotes the ith column of A. Then A ∈ O(n, IR) if and only if 〈A(i), A(j)〉 = δij
for all 1 ≤ i, j ≤ n where δij = 0 if i 6= j and is 1 if i = j.
Note The above statement is true for rows of A as well.
Exercise 1.60. In the Example 1.55, take X = lCn, the n-dimensional com-
plex space with the metric d(z, w) = ‖z−w‖ where for any z = (z1, · · · , zn) ∈
lCn, ‖z‖2 =
n∑
i=1
|zi|2. Prove that the set of all lC- linear maps from lCn to lCn
which are isometries of the metric space lCn is a subgroup (say) U(n, lC) = Un
of I( lCn). Further, show that
Un = {A ∈ Gln( lC)|A∗ = A−1}
= {A ∈ Gln( lC)|‖Az − Aw‖ = ‖z − w‖ for all z, w ∈ lCn}
where A∗ = A
t
, the conjugate transpose of A.
(Hint: Given z = (z1, · · · , zn) and w = (w1, · · · , wn) in lCn, we have 〈z, w〉 =∑
ziwi. Use that
2〈z, w〉 = ( ‖ z + w ‖2− ‖ z ‖2− ‖ w ‖2)+ i( ‖ z + iw ‖2− ‖ z ‖2− ‖ w ‖2))
Exercise 1.61. Prove that
SUn = SU(n, lC) = {A ∈ U(n, lC)|detA = 1}
is a subgroup of U(n, lC) = Un.
Note : The group Un is called the unitary group of dimension n over
lC, and SUn is called the special unitary group.
Most of the groups encountered above are infinite. However lCn, the group
of nth roots of unity in lC, has degree n. Thus for each n ∈ N , there is a
group of order n. Further Sn, the symmetric group of order n, is also finite
and has order n! (use: The number of permutations on n symbols is n!, and
that any one-one map from {1, 2, · · · , n} to itself is a permutation of this set,
and conversely).
We shall, now, prove a result which enlightens the geometric content in the
definition of O(n, IR). It is proved that any isometry of IRn which fixes origin
is a linear transformation of IRn determined by an element of O(n, IR).
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Theorem 1.62. Let f be any isometry of the metric space IRn (Example
1.55) which fixes the origin. Then there exists an element A ∈ O(n, IR) such
that for any x = (x1, · · · , xn) ∈ IRn
f(x) = A(x1, · · · , xn)t
where (x1, · · · , xn)t is the transpose of the 1× n-matrix (x1, · · · , xn).
Proof: Since f is an isometry of IRn which fixes origin,
‖ f(x) ‖ = ‖ x ‖ for all x ∈ IRn. (1.1)
Further, for any x, y ∈ IRn,
‖ f(x)− f(y) ‖ = ‖ x− y ‖
⇒ ‖ f(x)− f(y) ‖2 = ‖ x− y ‖2
⇒ ‖ f(x) ‖2 + ‖ f(y) ‖2 − 2〈x, y〉 = ‖ x ‖2 + ‖ y ‖2 − 2〈x, y〉
Hence, using 1.1, we get
〈f(x), f(y)〉 = 〈x, y〉 for all x, y ∈ IRn. (1.2)
Let ei = (0, · · · , 0, 1ith, 0, · · · , 0); i = 1, 2, · · · , n be the canonical basis of
IRn. Then, from the equation 1.2, we get
〈f(ei), f(ei)〉 = 〈ei, ei〉 = 1 (1.3)
for all 1 ≤ i ≤ n and if 1 ≤ i 6= j ≤ n, then
〈f(ei), f(ej)〉 = 〈ei, ej〉 = 0 (1.4)
Put f(ei) = ai. Then for the n× n-matrix
A = [at1, · · · , atn]
with ith column ati, the transpose of the vector ai ∈ IRn, AtA = Id. Thus
A ∈ O(n, IR).
In the Example 1.55 we have seen that if B ∈ O(n, IR) and B denotes the
IR-linear transformation from IRn to IRn defined by B(x) = Bxt for any
x ∈ IRn, then B is an isometry. As B fixes the origin, as seen above,
〈B(x), B(y)〉 = 〈x, y〉 for all x, y ∈ IRn
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i.e., 〈Bxt, Byt〉 = 〈x, y〉
Now, let At denotes the isometry determined by At, then for any ei, i =
1, · · · , n we have
(Atf)(ei) = A
tai = ei (1.5)
Further, as Atf , the composite of the isometries At and f fixes origin, as
seen above, we have for all 1 ≤ i ≤ n,
〈Atf(x), Atf(ei)〉 = 〈x, ei〉 = xi
⇒ 〈Atf(x), ei〉 = xi use 1.5
⇒ Atf(x) = x
⇒ f = (At)−1 = A, the isometry determined by A.
Hence the result. 
Remarks 1.63. (i) Let us note that not all isometries of IRn fix origin,e.g.,
if a ∈ IRn,a 6= (0, · · · , 0), then the transformation, τa(x) = x + a defines an
isometry of IRn which does not fix origin.
(ii) If f is any isometry of the metric space IRn and f(0) = a where a 6=
(0, · · · , 0), then (τ−af)(0) = 0. Hence by the theorem τ−af = A for some
A ∈ O(n, IR). Thus f = τaA i.e., any isometry of IRn is composite of a
translation and an orthogonal transformation.
In view of the Remark 1.63(ii), to understand geometrically I(IR2), we
need to know the geometric meaning of the isometries of IR2 determined by
elements of O(2, IR) (see Example 1.55). For this purpose we prove:
Lemma 1.64. Let A ∈ O(2, IR). Then the isometry ( Example 1.55),
A : IR2 → IR2
x =
(
x1
x2
)
7→ A
(
x1
x2
)
(Here an element of IR2 is represented by a column vector) is either a rotation
by an angle θ or is a reflection with respect to the line passing through the
origin making an angle θ/2 with the +ve X-axis.
Proof: Let
A =
(
a b
c d
)
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Then
Id = AAt =
(
a b
c d
)(
a c
b d
)
⇒ a2 + b2 = 1 = c2 + d2
ac+ bd = 0
Thus (a, b) , (c, d) are points on the unit circle in IR2. As any vector on the
unit circle in IR2 is (cos θ, sin θ)t where θ is the angle of the vector with the
+ve X-axis. Therefore
A =
(
cos θ sin θ
cosφ sinφ
)
where cos θ cosφ+ sin θ sinφ = 0. Hence
cos(φ− θ) = 0
⇒ φ = θ + nπ/2 n : odd integer
Hence, either
A =
(
cos θ sin θ
− sin θ cos θ
)
or
(
cos θ sin θ
sin θ − cos θ
)
Now, as the linear transformation of IR2 determined by(
cos θ sin θ
− sin θ cos θ
)
represents anti-clockwise rotation by an angle θ around the origin and the
linear transformation determined by(
cos θ sin θ
sin θ − cos θ
)
represents reflection with respect to the line through the origin making an
angle θ/2 with the +ve X-axis. The result follows. 
Lemma 1.65. Let n > 1 be an integer.
(i) If A ∈ O(n, IR) then for any eigen value λ of A, |λ| = 1.
(ii) If n is odd and A ∈ SO(n, IR), then 1 is an eigen-value of A.
(iii) Let A ∈ O(n, IR), A 6∈ SO(n, IR). Then if n is odd −1 is an eigen value
of A, moreover, if n is even then both ±1 are eigen values of A.
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Proof: (i) Let λ be an eigen value of A, then there exists a non-zero
vector x ∈ IRn such that Ax = λx. Therefore
〈x, x〉 = 〈Ax,Ax〉
= 〈λx, λx〉
⇒ |λ|2 = 1 since 〈x, x〉 6= 0
⇒ |λ| = 1
Therefore (i) is proved.
(ii) As A ∈ SO(n, IR), det A = 1. Hence,detAt = detA = 1. Therefore, we
get
det((A− Id)At) = det(Id−At)
= det(Id−A)t
⇒ det(A− Id) = det(Id−A)
= (−1)ndet(A− Id)
⇒ det(A− Id) = 0 since n is odd
Therefore 1 is an eigen value of A.
(iii) As in (ii), we have
det((A + Id)At) = det(Id+ At)
= det(Id+ A)t
⇒ det(A+ Id)det A = det(Id+ A)
⇒ det(A+ Id) = 0 since det A 6= 1
Hence -1 is an eigen-value of A. Now, let n be even. Then as above
det(A− Id)det A = det(Id−A)
= (−1)ndet(A− Id)
= det(A− Id)
⇒ det(A− Id) = 0 since det A 6= 1
Therefore 1 is also an eigen-value of A in case n is even. 
20
EXERCISES
1. Prove that if H is a subgroup of a group G, then identity element of
H is same as the identity element of G.
2. Let G be a non-empty set together with an associative binary operation
f : G×G → G
(x, y) 7→ x ∗ y
show that if
(i) There exist an element e ∈ G such that e ∗ x = x for all x ∈ G.
(ii) For all x ∈ G there exist w ∈ G such that w ∗ x = e (w depends on
x ),
then G is a group.
3. Let x1, x2, · · · , xn (n ≥ 1), x and y be elements in a group G. Prove
that
(i)x−1(
∏n
i=1 xi)x =
∏n
i=1(x
−1xix)
(ii) (x1 · · ·xn)−1 = x−1n x−1n−1 · · ·x−11
(iii) (x−1yx)k = x−1ykx for all k ∈ ZZ.
4. Let ZZ = (ZZ,+) be the additive group of integers. Then show that
(i) For any m ∈ ZZ, the set ZZm = {am | a ∈ ZZ} is a subgroup of ZZ.
(ii) For any two non-zero integers m,n, ZZm ⊂ ZZn if and only if n
divides m.
(iii) For any subgroup H 6= (0) of ZZ there exists a subgroup K 6= (0),
K $ H .
(iv) There exists a subgroup A of ZZ such that if for any subgroup B
of ZZ, A $ B ⊂ ZZ, then B = ZZ.
5. Prove that in any finite group G, the set {x ∈ G | x2 6= e} has even
number of elements. Further, show that if order of G is even, then
there exists an element x( 6= e) in G such that x2 = e.
6. Prove that for any group G,
(i) Ht = {a1ta2t · · · akt | ai ∈ G, k ≥ 1} is a subgroup of G for all t ≥ 1.
Further, if G is abelian then Ht = {xt|x ∈ G}.
(ii) H2 = {x1x2 · · ·xn.xnxn−1 · · ·x1 | xi ∈ G, n ≥ 1}.
21
7. Let H,K,L be subgroups of a group G such that H ⊂ K. Prove that:
(i) HL ∩K = H(L ∩K).
(ii) If HL = KL and H ∩ L = K ∩ L, then H = K.
8. Let H,K be two subgroup of a group G. Prove that H
⋃
K is a sub-
group of G if and only if either H ⊂ K or K ⊂ H .
9. Let H,K be two subgroups of a group G. Prove that for any two
elements x, y ∈ G,either HxK = HyK or HxK⋂HyK = ∅(null set).
10. Let G be a finite group with ◦(G) = n and let S be a subset of G with
|S| ≥ (n/2) + 1 where (n/2) is the largest integer less than equal to
n/2. Show that G = SS. Further, show that if |S| = (n/2) then G
need not be equal to SS and that G contains no proper subgroup of
order > (n/2).
11. Calculate the order of Gl2(ZZ3) by writing down all its elements.
12. Let IF be a finite field with q elements. Prove that the order of the group
Gln(IF ) is
∏n−1
k=0(q
n−qk) and the order of Sln(IF ) is qn−1
∏n−2
k=0(q
n−qk).
(Hint: Use that an n× n matrix over a field K has determinant 6= 0 if
and only if all its columns(rows) are linearly independent vectors over
K in the vector space Kn.)
13. Let R be a commutative ring with identity. Prove that IR can be
replaced by R in the Example 1.22. Further show that Gln(R) = {A :
n× n−matrix overR | detA is unit.} is a group.
14. The set
G = {f : IR→ IR | f(x) = ax+ b
cx+ d
, a, b, c, d ∈ IR with ad− bc = 1}
forms a group under the binary operation of composition of maps.
15. Let x, y be two elements of a group G. Prove that if xm = ym, xn = yn
for m,n ∈ ZZ with (m,n) = 1 i.e., g.c.d. of m and n is 1, then x = y.
16. Let G be a group. Prove that if for two relatively prime integers m and
n, xmym = ymxm and xnyn = ynxn,for all x, y ∈ G, then G is abelian.
(Hint : Show that for k = (m,n), (xmyn)k = (ynxm)k using (xy)t =
(x(yx)x−1)t = x(yx)tx−1 for all integers t.)
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17. Prove that two groups of same order need not have same number of
subgroups.
18. Prove that S3 has exactly six subgroups.
19. Prove that SO(2, IR) is abelian, but SO(3, IR) is not abelian.
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Chapter 2
Generators Of A Group And
Cyclic Groups
1 Let G be a group and S( 6= ∅),a subset of G.Then
gp{S} = {a1a2...am m ≥ 1, ai or a−1i ∈ S for all 1 ≤ i ≤ m}.
is a subgroup ofG ( Corollary 1.45).This is called the subgroup ofG generated
by S, and S is called a set of generators of gp{S}. If S = ∅, the null set,
then we define gp{S} = e, the identity subgroup of G.
Definition 2.1. If for a finite subset S of a group G, G = gp{S}, then
G is called a finitely generated group. Further, if no proper subset
of S generates G, then S is called a minimal set of generators of G.
Remark 2.2. Two minimal sets of generators of a group need not have same
number of elements e.g., for the additive group of integers ZZ = (ZZ,+), we
have ZZ = gp{1} = gp{2, 3} and neither 2 nor 3 generates ZZ since for
any m ∈ ZZ, gp{m} = mZZ. Thus {1} and {2, 3} are two minimal sets of
generators for ZZ.
Exercise 2.3. Let S be a finite subset of a group G. Prove that gp{S} is
either finite or is countably infinite.
Exercise 2.4. Show that (IR,+) and (IR∗, .) are not finitely generated groups.
1contents group2.tex
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Theorem 2.5. Prove that every subgroup of a group G is finitely generated
if and only if there is no infinite ascending chain of subgroups of G i.e., if
A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · · is an infinite ascending chain of subgroups of G,
then there exists m ≥ 1 such that Am+k = Am for all k ≥ 1.
Proof: Assume that every subgroup of G is finitely generated and let
A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · ·
is an infinite chain of subgroups of G.
Put
A =
∞⋃
n=1
An
Let x, y ∈ A. Then since An, n ≥ 1, is ascending chain of subgroups, there
exists l ≥ 1 such that x, y ∈ Al. Therefore xy−1 ∈ Al ⊂ A. Hence A is
a subgroup of G (Theorem 1.42). By assumption A is finitely generated.
Let A = gp{x1, · · · , xt}. Then there exists m ≥ 1 such that xi ∈ Am for
all i = 1, 2, · · · , t. Hence A = Am, and consequently Am = Am+k for all
k ≥ 1. Conversely, let G has no infinite ascending chain of subgroups. If
the converse is not true, then there exists a subgroup H of G which is not
finitely generated. We shall, now, construct inductively an infinite ascending
chain of subgroups of G. Let A1 = gp{x1} for any x1 ∈ H. As H is not
finitely generated H 6= A1. Choose x2 ∈ H − A1, and let A2 = gp{x1, x2}.
As above H 6= A2. Choose x3 ∈ H − A2 and put A3 = gp{x1, x2, x3}. Let
we have chosen x1, x2, · · ·xn in H such that for At = gp{x1, x2, · · · , xt}, 1 ≤
t ≤ n, xt+1 ∈ H − At. Then as H is not finitely generated H 6= An. Choose
xn+1 ∈ H − An, and put An+1 = gp{x1, x2, · · · , xn+1}. Thus, by induction,
we get the infinite ascending chain
A1 $ A2 $ · · · $ An $ · · ·
of subgroups of G. This contradicts our assumption on G. Hence every
subgroup G is finitely generated. 
Definition 2.6. An element x in a group G is called a Non-Generator
of G if whenever G = gp{x, S} for a subset S of G, G = gp{S}.
Remark 2.7. For any group G, e ∈ G is clearly a non-generator of G.
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Lemma 2.8. Let G be a group. Then
(i)The set Φ(G) of non-generators of G is a subgroup of a G.
(ii) Let M be a maximal subgroup of G that is M is a subgroup of G, M 6= G,
contained in no subgroup of G other than G and itself. Then Φ(G) ⊂M.
Proof: (i) As e ∈ G is non-generator, Φ(G) is non-empty. Let x, y ∈
Φ(G), and let for a subset of G,
G = gp{xy−1, S}
= gp{x, y, S}
= gp{S} since x, y are non-generators of G
⇒ xy−1 ∈ Φ(G)
Therefore Φ(G) is a subgroup of G (Theorem 1.42).
(ii) Let x ∈ Φ(G). If x 6∈ M, then by maximality of M , G = gp{x,M}.
However G 6= M . This contradicts the fact that x ∈ Φ(G). Hence Φ(G) ⊂
M . 
Definition 2.9. Let G be a group. The subgroup Φ(G) of set of
non-generators of G is called Frattini subgroup of G.
Theorem 2.10. For a group G, the Frattini subgroup Φ(G) of G is the
intersection of all maximal subgroups of G.
Proof: By lemma 2.8 (ii), for any maximal subgroupM of G, Φ(G) ⊂M.
Next,let x be any element of G which lie in all maximal subgroups of G. If
x 6∈ Φ(G), then there exists a subset S of G such that G = gp{x, S}, but
G 6= gp{S}. Let B = gp{S}. Then B 6= G is a subgroup of G such that
G = gp{x,B}. Clearly x 6∈ B. Put
A = {H ⊂ G H : subgroup, H ⊃ B, x 6∈ H}
Clearly A 6= ∅ as B ∈ A. For any two H1, H2 ∈ A, define:
H1 ≤ H2 ⇔ H1 ⊂ H2.
Clearly (A,≤) is a partially ordered set. Let {Hi}i∈I be any chain in A. Put
D =
⋃
i∈I
Hi
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If x, y ∈ D, then as {Hi}i∈I is a chain in A, there exists i0 ∈ I such that
x, y ∈ Hi0. Therefore xy−1 ∈ Hi0 ⊂ D. Hence D is a subgroup of G, D ⊃ B
and x 6∈ D. Thus D is an upper bound of the chain {Hi}i∈I in A. Thus
any chain in A has an upper bound in A. Hence by Zorn’s lemma A has a
maximal element (say) N . Then x 6∈ N and gp{x,N} ⊃ gp{x,B} = G. Thus
gp{x,N} = G. We claim that N is a maximal subgroup of G. If not then
there exists a subgroup N1 of G, N1 % N,N1 6= G. By maximality of N in
A, x ∈ N1. Hence N1 = G. This is a contradiction to the fact that N1 6= G.
Thus N is a maximal subgroup of G not containing x. Consequently Φ(G)
is the intersection of all maximal subgroups in G. 
Definition 2.11. For any element x of a group G, order of x is defined
to be o(gp{x}) and is denoted by o(x).
Observations 2.12. (i) In a group G, the only element of order 1 is e.
Further for any x ∈ G, gp{x} = gp{x−1}. Hence ◦(x) = ◦(x−1).
(ii) Every element ( 6= 0) in (IR,+) has order ∞.
(iii) The only non-identity element of finite order in IR∗ is -1 and it has order
2. Further, an element in lC∗ is of finite order if and only if it is a root of
unity. Consider the group (Example 1.16)
lCn = {z ∈ lC zn = 1}
of nth roots of unity in lC. Every element of lCn is a power of e
2pii
n . Thus lCn
has exactly n-elements i.e., ◦(lCn) = n, moreover, lC∗ has infinite number of
elements of finite order.
Definition 2.13. An element x of a group G is called a torsion ele-
ment if ◦(x) <∞, otherwise, it is called torsion free element.
Definition 2.14. let G be a group. Then
(i) If every element of G is a torsion element, G is called a torsion
/ periodic group.
(ii) If every non-identity element of G has infinite order, G is called
torsion free.
Remark 2.15. The identity group is torsion as well as torsion free.
Definition 2.16. If for a group G, the set {◦(x) x ∈ G} is bounded,
then the least common multiple of the integers ◦(x), x ∈ G, is called
exponent of G.
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We shall, now, find generator sets for Gln(K) and Sln(K) (K: field). To
do this, we need to know:
Example 2.17. Let K be a field and let n ≥ 2 be a fixed integer. Let for
all 1 ≤ i 6= j ≤ n, Eij(λ) denotes the n × n-matrix over K with (i, j)th
entry λ and all other entries 0. Put eij(λ) = Id + Eij(λ) where Id denotes
the n × n-identity matrix. Then eij(λ) is the matrix with all entries on the
diagonal equal to 1 and all off diagonal entries 0 except the (i, j)th entry
which is equal to λ. Clearly, det eij(λ) = 1. The subgroup
En(K) = gp{eij(λ)|1 ≤ i 6= j ≤ n, λ ∈ K}
of Sln(K) is called the elementary group of dimension n over K. The
matrices eij(λ) are called elementary matrices.
Theorem 2.18. For any field K, we have
(i) Gln(K) = gp{eij(α), d(α)|α( 6= 0) ∈ K, 1 ≤ i 6= j ≤ n}
where d(α) denotes the diagonal matrix with (n, n)th entry equal to α and all
other diagonal entries equal to 1.
(ii)Sln(K) = gp{eij(α)|α( 6= 0) ∈ K, 1 ≤ i 6= j ≤ n}
Proof: (i) Let M(i)(M
(i)) denotes the ith row (column ) of a matrix M .
If A ∈ Gln(K) and B = eij(α)A then B(t) = A(t) for all 1 ≤ t( 6= i) ≤ n and
B(i) = A(i)+αA(j). Further for C = Aeij(α), C
(t) = A(t) for all 1 ≤ t( 6= j) ≤ n
and C(j) = A(j) + αA(i). Thus multiplication by eij(α) on left (right ) to A
amounts to performing an elementary row ( column ) operation on A. As
detA 6= 0, A(1) 6= 0 i.e. , there exists a non zero entry in the first row of A.
Hence by performing elementary column operations on A we can transform
A to a matrix B with first row (1, 0, 0, · · · , 0). Now , by elementary row
operations we can transform B to a matrix C such that
C =
 1 0 · · ·0... A1
0

Thus there exist E1, E2 ∈ En(K) such that E1AE2 = C. Note that
detA1 = detC
= detE1AE2
= detA
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Hence A1 ∈ Gln−1(K). As seen above, by performing elementary row and
column operations, we can bring A1 to the form 1 0 · · ·0... A2
0

where A2 ∈ Gln−2(K). Note that we can perform elementary row (column)
operations on A1 by doing the same on C without changing the first column
and row of C. Continuing as above we obtain E, F ∈ En(K) such that
EAF = d(α) for some α( 6= 0) ∈ K. Hence A = E−1d(α)F−1 , and the result
follows.
(ii) Let A ∈ Sln(K) in (i). Then, as A = E−1d(α)F−1, we get
detA = det(E−1d(α)F−1)
= detd(α)
⇒ α = 1
Hence d(α) = Id, and the proof follows. 
Definition 2.19. A group G is called cyclic if there exists an element
g ∈ G such that G = gp{g} i.e., every element of G is a power of g.
Remark 2.20. (i) For any element x in a group G, xmxn = xm+n = xnxm
for all m,n ∈ ZZ. Hence a cyclic group is clearly abelian.
(ii) The group (ZZ,+) is cyclic and clearly ZZ = gp{1} = gp{−1}. Further,
ZZn is also a cyclic group and ZZn = gp{1}.
(iii)Let G be a finite group of order m, then G is cyclic if and only if there
exists an element of order m in G.
Notation: We shall denote by Cn, a cyclic group of order n.
Exercise 2.21. Prove that the group lCn is cyclic for any n ≥ 1.
Exercise 2.22. Let p be a prime. Prove that for any x, y ∈ lCp∞ , either
gp{x} ⊂ gp{y} or gp{y} ⊃ gp{x}. Then deduce that any finitely generated
subgroup of lCp∞ is Cpn for some n ≥ 0.
Exercise 2.23. Prove that the groups (lQ,+) and (lQ∗, ·) are not cyclic.
Theorem 2.24. A subgroup of a cyclic group is cyclic. Further, a non-
identity subgroup of an infinite cyclic group is infinite cyclic.
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Proof: Let C = gp{g} be a cyclic group, and let H be a subgroup of
C. If H = {e}, then it is clearly cyclic and is generated by e. Let H 6= {e}.
Then there exists a +ve integer k such that gk ∈ H . Choose m least positive
integer such that gm ∈ H. We claim H = gp{gm}. Let for t > 0, gt ∈ H. We
can write
t = mq + r
where 0 ≤ r < m. This gives
gr = gt−mq = gt · g−mq ∈ H.
By minimality of m, we conclude that r = 0 i.e., t = mq. Hence gt = gmq ∈
gp{gm}. Now, note that gk ∈ H if and only if g−k = (gk)−1 ∈ H. Hence we
get H = gp{gm}. This proves H is cyclic. To prove our next assertion, let
C be an infinite cyclic group. As H 6= {e}, there exists m > 0, such that
H = gp{gm}. If H is finite then there exist integers s > t, such that
(gm)s = (gm)t
i.e., gms = gmt
⇒ gm(s−t) = e
Choose k least positive integer such that gk = e. Then C = {1, g, . . . , gk−1}
i.e., C is finite. This, however, is not true. Hence, H is infinite cyclic. 
Remarks 2.25. (i) If a group G has elements of finite order ( 6= 1) and also
of infinite order then G is not cyclic( use: Any non- identity subgroup of an
infinite cyclic group is infinite cyclic).
(ii) If every subgroup of a group is cyclic, then obviously as a group is a
subgroup of itself, it is cyclic. However, if we assume that every proper
subgroup of a group is cyclic, then the group need not be cyclic. To show
this we give the following:
Example 2.26. Let
V4 =
{
I =
(
1 0
0 1
)
, a =
(
0 1
1 0
)
, b =
(
0 −1
−1 0
)
, c =
( −1 0
0 −1
)}
be the Klein’s 4-group. Then H1 = {I, a}, H2 = {I, b}, and H3 = {I, c} are
all the proper subgroups of G. Hence every proper subgroup of G is cyclic,
but, V4 is not cyclic as it has no element of order 4.
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Lemma 2.27. Let ZZ = (ZZ,+) be the additive group of integers. Then for
any finite set {m1, m2, · · · , mk} of non-zero integers, we have
gp{m1, m2, · · · , mk} = ZZm1 + · · ·+ ZZmk
= ZZd
where d is the greatest common divisor (g.c.d.) of m′is, 1 ≤ i ≤ k.
Proof: As ZZ is abelian, clearly
gp{m1, m2, · · · , mk} = ZZm1 + · · ·+ ZZmk
Further, as ZZ is a cyclic group,by the theorem 2.24, we get,
ZZm1 + · · ·+ ZZmk = ZZd
for some d ∈ ZZ. Thus for all 1 ≤ i ≤ k, mi ∈ ZZd and hence d | mi. Now,
let for an integer e, e|mi for all 1 ≤ i ≤ k. Then mi ∈ ZZe and hence
ZZd = ZZm1 + · · ·+ ZZmk ⊂ ZZe
⇒ e|d
Hence the result follows. 
Corollary 2.28. Let C = gp{a} be a cyclic group generated by a. Then,
given any finite set {m1, m2, · · · , mk} of non-zero integers,
gp{am1, am2 , · · · , amk} = gp{ad}
where d is the greatest common divisor of m′is, 1 ≤ i ≤ k.
Proof: The proof follows easily using that d = a1m1+a2m2+ · · ·+akmk
for some ai ∈ ZZ, 1 ≤ i ≤ k.
Theorem 2.29. The special linear group of degree n over ZZ is generated by
elementary matrices i.e.,
Sln(ZZ) = gp{eij(t) | 1 ≤ i 6= j ≤ n, t ∈ ZZ}
Proof: The result is trivial for n = 1. Hence assume n ≥ 2. Let
A1 ∈ Sln(ZZ). Since determinant A1 is 1, not all entries in any given row
(column) of A1 are zero, moreover, entries of any row (column) of A1 have
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g.c.d. 1. Now, note that we can divide any entry in a given row (column) of
A1 by any other entry in the same row (column) by performing elementary
column (row) operations on A1. Thus as g.c.d. of the entries in the first row
of A1 is 1, as proved in the theorem 2.18 (i), there exist an elementary n×n-
matrix F1 over ZZ such that
C = A1F1 =

1 0 · · · 0
∗
... A2
∗

Now, by subtracting multiples of the first row in C from other rows we can
make all entries (second onwards) in the first column zero. Thus there exist
an elementary n× n-matrix E1 over ZZ such that
B = E1A1F1 =

1 0 · · · 0
0
... A2
0

Now,
det (E1A1F1) = detA2
⇒ det E1 detA1 det F1 = detA2
⇒ detA2 = 1,
Since the determinant of any elementary matrix is 1. Thus A2 ∈ En−1(ZZ).
Now, note that we can perform elementary row and column operations on
A2 by doing the same on B and while doing so keeping first row and column
of B unchanged. Hence,continuing as a above, we can find E, F ∈ En(ZZ)
such that EA1F = Id, the identity matrix of order n. This gives that
A1 = E
−1F−1 ∈ En(ZZ). Hence the result follows. 
Corollary 2.30. The general linear group Gln(ZZ) of degree n over ZZ is
generated by the set {eij(t), d(−1) 1 ≤ i 6= j < n, t ∈ ZZ} where d(−1) is
the n× n-diagonal matrix over ZZ with (i, i)th entry 1 for all 1 ≤ i ≤ n − 1
and (n, n)th entry −1.
Proof: If A ∈ Gln(ZZ), then
1 = det (AA−1) = det A.det A−1
32
⇒ det A = ±1.
If det A = 1, then A ∈ Sln(ZZ). Let det A = −1. Then as in the theorem
there exist E, F ∈ En(ZZ) such that
EAF =

1 0 · · · 0 0
0 1 · · · 0 0
...
...
0 0 · · · 0 d

⇒ det EAF = d
⇒ det A = d
i.e. d = −1
Now, the result is immediate from the theorem. 
Corollary 2.31. The group Sl2(ZZ) is generated by the matrices
A =
(
0 1
−1 0
)
, B =
(
1 1
0 1
)
Proof: First of all, by the theorem, E2(ZZ) = Sl2(ZZ). Therefore, it
suffices to prove that E2(ZZ) = gp{A,B}. We have for all m ≥ 1,
Bm =
(
1 m
0 1
)
and B−m =
(
1 −m
0 1
)
(2.1)
Further,
C = A−1B−1A =
(
0 −1
1 0
)(
1 −1
0 1
)(
0 1
−1 0
)
=
(
1 0
1 1
)
Hence for all m ≥ 1,
Cm =
(
1 0
m 1
)
and C−m =
(
1 0
−m 1
)
(2.2)
By the equations 2.1 and 2.2, it is clear that E2(ZZ) = gp{B,C} ⊂ gp{A,B}.
Finally, as
A =
(
0 1
−1 0
)
=
(
1 1
0 1
)(
1 0
−1 1
)(
1 1
0 1
)
= BC−1B
It is clear that gp{A,B} = gp{B,C} = Sl2(ZZ). 
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Theorem 2.32. Let x( 6= e) be an element of order n in a group G. Then
(i) The integer n is least +ve such that xn = e.
(ii) If xm = e for an integer m, then n divides m.
Proof: (i) By definition ◦(x) = ◦(gp.{x}) = n. Thus e, x, x2, . . . , xn (
(n+ 1)- elements) are not all distinct. Hence there exist 0 ≤ k < l ≤ n such
that
xk = xl
⇒ xl−k = e
i.e., xs = e for s = l − k ≥ 1
Choose t least +ve such that xt = e. For any k ∈ ZZ, we can write k = tq+ r
where o ≤ r ≤ t. Hence
xk = xtqxr
= xr since xt = e
Therefore
gp{x} = {e, x, x2, . . . , xt−1}
If for 0 ≤ k < l < t, xl = xk, then xl−k = e, where 1 ≤ l − k < t. This
contradicts the minimality of t. Therefore e, x, x2, . . . , xt−1 are all distinct.
We, however, have ◦(gp{x}) = n. Hence n = t i.e., n is the least +ve integer
such that xn = e.
(ii) If m = 0, there is nothing to prove. Hence, assume m 6= 0. It is sufficient
to assume that m > 0 since if xm = e, then x−m = e. We can write
m = nq + r, q, r ∈ ZZ, 0 ≤ r < n
⇒ e = xm = xnq · xr
⇒ e = xr ( since xn = e). by(i)
This, however, gives by minimality of n that r = 0. Thus m = nq i.e., n
divides m.
Theorem 2.33. Let x( 6= e) be an element of order n in a group G. Then
for any integer k > 0, ◦(xk) = n
(n,k)
where (n, k) denotes the g.c.d. of n and
k. Thus in particular ◦(xk) divides n.
Proof: Since xn = e, we have
(xk)
n
(n,k) = (xn)
k
(n,k) = e
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Further, let
(xk)
t
= e
⇒ n | kt Theorem 2.32(ii)
⇒ n
(n,k)
divides k
(n,k)
.t
As n
(n,k)
and k
(n,k)
are relatively prime, we get n
(n,k)
divides t. Hence n
(n,k)
is
the least +ve integer such that (xk)
n
(n,k) = e. Therefore ◦(xk) = n
(n,k)
, and the
rest is clear. 
Corollary 2.34. Let x( 6= e) be an element of order n in a group G. Then
for any k ≥ 1, ◦(xk) = n if and only if (k, n) = 1.
Proof: The proof is immediate from the theorem. 
Theorem 2.35. Let G be a group and let x, y be two elements in G. If
◦(x) = m, ◦(y) = n, xy = yx, and (m,n) = 1, then ◦(xy) = mn.
Proof: We have
(xy)mn = (xm)n · (yn)m = e
Further, let for some t ≥ 1
(xy)t = e
⇒ xtyt = e since xy = yx
⇒ xt = (yt)−1
⇒ ◦(xt) = ◦(yt)
⇒ m
(m,t)
= n
(n,t)
(use : Theorem 2.33)
⇒ m(n, t) = n(m, t)
⇒ m | (m, t), n | (n, t) since (m,n) = 1
⇒ m | t, n | t
⇒ mn | t
Hence mn is the least +ve integer such that (xy)mn = e.Therefore by the
theorem 2.32(i), ◦(xy) = mn. 
Definition 2.36. For any integer n ≥ 1, Φ(n) denotes the number of
elements in the set {k ∈ IN | 1 ≤ k ≤ n, (k, n) = 1}. The function
Φ : IN → IN defined here is called Euler’s function.
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Lemma 2.37. Let C = gp{x} be a cyclic group of order n. Then C has
Φ(n) distinct generators.
Proof: As C has order n, ◦(x) = n and
C = {e, x, · · · , xn−1}
An element xk, 1 ≤ k ≤ n is a generator of C if and only if ◦(xk) = n. Thus
xk is generator of C if and only if (k, n) = 1 (Corollary 2.35). Hence C has
Φ(n) generators. 
Theorem 2.38. Let C = gp{x} be a finite cyclic group of order n. Then for
any d ≥ 1, d | n, C contains a unique subgroup of order d.
Proof: Let n
d
= n1. Then from the theorem 2.33 ◦(xn1) = d. Thus
gp{xn1} has order d. Further, let H be a subgroup of C with ◦(H) = d. As
H is cyclic (Theorem 2.24) H = gp{xk} for some 0 ≤ k < n. We have
◦(gp{xk}) = d
⇒ ◦(xk) = d
⇒ xkd = e
⇒ n | kd
⇒ n
d
| k
⇒ k = n
d
k1 for some k1 ∈ ZZ.
⇒ xk ∈ gp{xn1} where n1 = nd⇒ gp{xk} ⊂ gp{xn1}
As both groups have order d, we conclude H = gp{xk} = gp{xn1}. Thus a
subgroup of order d in the cyclic group C is unique. 
We shall, now prove a number theoretic result using group theory :
Lemma 2.39. Let n ≥ 1 be any integer. Then
n =
∑
d|n
Φ(d)
Proof: Consider the cyclic group ZZn. We know that ◦(ZZn) = n. By
the theorem 2.38, for each d|n, ZZn contains a unique subgroup Gd of order d,
which of course is cyclic (Theorem 2.24). Let Sd denotes the set of generators
of Gd. By the lemma 2.37, Gd, has exactly Φ(d) generators. Thus, |Sd| =
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Φ(d). Since every element of ZZn generates exactly one of theGd, the theorem
2.33 gives
n = ◦(ZZn) =
∑
d|n |Sd|
=
∑
d|nΦ(d)
Hence the result follows. 
Corollary 2.40. Let p be a prime and n ≥ 1. Then
Φ(pn) = (p− 1)pn−1
Proof: We shall prove the result by induction on n. ClearlyΦ(p) = p−1.
Hence the result is true for n = 1. By the lemma, we have
pn =
∑
0≤k≤n
Φ(pk)
Hence, by the induction hypothesis
pn = 1 + (p− 1) + (p− 1)p+ · · ·+ (p− 1)pn−2 +Φ(pn)
⇒ Φ(pn) = (pn − 1)− (p− 1)(1 + p+ · · ·+ pn−2)
= (pn − 1)− (p− 1) (pn−1−1)
(p−1)
= pn−1(p− 1)
Thus the result is proved. 
Lemma 2.41. If every element ( 6= e) of a group G has order 2, then G is
abelian.
Proof: By assumption, for any x ∈ G, x2 = e. Hence x−1 = x. Now, let
x, y ∈ G. Then
(xy)2 = e
⇒ xy = (xy)−1 = y−1x−1 = yx
Hence G is Abelian.
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EXERCISES
1. Show that a group of order 4 is abelian.
2. LetG be a finite group and p, a prime. Prove that ifG = {xp | x ∈ G},
then G contains no element of order p.
3. Let G be a group of even order. Prove that G 6= {x2 | x ∈ G}.
4. Let G = {x ∈ lQ | 0 ≤ x ≤ 1},and let for any x, y ∈ G,
x+ y =
{
x+ y if 0 ≤ x+ y < 1
x+ y − 1 if x+ y ≥ 1
Prove that G is an abelian group with respect to the above binary
operation and all element of G have finite order.
5. Prove that an infinite cyclic group C = gp{x} has exactly two genera-
tors x and x−1.
6. Prove that a group G is finite if and only if G has finite number of
subgroups.
7. Prove that the subgroup ofGl2(IR) generated by the subset S =
{(
0 1
1 0
)
,(
1 0
0 −1
)}
has order 8.
8. Let A( 6= 0) be an n × n-matrix over IR such that Am = 0 for some
m ≥ 2. Prove that I + A ∈ Gln(IR) ( I : n × n identity matrix ).
Further, show that if m = 2, then ◦(I + A) =∞.
9. Prove that the elements a =
(
0 −1
1 0
)
and b =
(
0 1
−1 −1
)
in
Gl2(IR) have finite order, but, ◦(ab) =∞.
10. Show that the groups (lQ,+) and (lQ∗, ·) are not finitely generated.
11. Prove that any finitely generated subgroup of (lQ,+) is cyclic.
12. Let C = gp{x} be a finite cyclic group of order n ≥ 3. Prove that C
has an even numbers of generators.
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13. Find the number of subgroups of a cyclic group of order 30 i.e., of C30.
14. Show that for any element x of a group G, ◦(x) = ◦(g−1xg) for all
g ∈ G. Then deduce that ◦(xy) = ◦(yx) for all x, y ∈ G.
15. Let p be a prime and G = ZZ∗p , the multiplicative group of integers
modulo p. Prove that
∏
x∈G x = p−1. Then deduce that (p−1)!+1 ≡ 0
mod (p).
16. Let C be a finite cyclic group and n| ◦ (C). Prove that the set {x ∈
C | xn = e} has exactly n-elements.
17. Let m ≥ 1, n ≥ 1 be two relatively prime integers. Show that if for an
element x ∈ G, ◦(x) = m, then x = yn for some y ∈ G. ( Hint : use
am+ bn = 1 for some a, b ∈ ZZ.)
18. Show that if a group G is union of its proper subgroups, then G is not
cyclic.
19. Let G be a finitely generated group. Prove that there is no infinite
chain A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · · of proper subgroups An, n ≥ 1, of G
such that G =
⋃∞
i=1An.
20. Let C = gp{a} be an infinite cyclic group. Then
(i) Prove that any maximal subgroup of C is of the type gp{ap}, where
p is prime.
(ii) Show that Φ(C) = id.
21. Show that Φ(S3) = id.
22. Find the Frattini subgroup of a cyclic group of order 12.
23. Let p be a prime and α ≥ 1. Prove that if Cpα cyclic group of order pα,
then Φ(Cpα) is cyclic group of order p
α−1.
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Chapter 3
Cosets Of A Subgroup, Normal
Subgroups And Quotient
Groups
1 In this chapter we start with the concept of cosets of a subgroup which in
some sense, measure the size of a group with respect to a given subgroup.
Then we define a normal subgroup and associate a group with every normal
subgroup of a group called the factor group or quotient group of the group
with respect to the given normal subgroup. A preliminary study of these
ideas is done here.
Definition 3.1. Let G be a group and H, a subgroup of G. For any
x ∈ G, the set xH = {xh h ∈ H} is called the left coset of H in G
with respect to x, and Hx = {hx h ∈ H} is called the right coset of
H in G with respect to x.
Remarks 3.2. (i) For any h ∈ H , hH = H = Hh
(ii) The map h 7→ xh is one-one from H onto xH. Hence |H| = |xH|
Lemma 3.3. Let G be a group and H, a subgroup of G. Then any two
distinct left (right) cosets of H in G are disjoint.
1contents group3.tex
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Proof: Let xH, yH be two distinct left cosets of H in G. Let
xH ∩ yH 6= φ
⇒ xh1 = yh2 for some h1, h2 ∈ H
⇒ xh1h−12 = y
⇒ xh1h−12 H = yH
⇒ xH = yH since h1h−12 ∈ H
A contradiction to our assumption that the two cosets are distinct. Hence
xH ∩ yH = φ. The proof for right cosets is similar. 
Theorem 3.4. Let G be a group and H, a subgroup of G. Then there exists
a 1-1 correspondence between the left cosets of H in G and the right cosets
of H in G. Thus the cardinality of the set of all distinct left cosets of H in
G is the same as the cardinality of the set of all distinct right cosets of H in
G.
Proof: Consider the correspondence
θ : xH → Hx−1
If for two left cosets xH, yH of H in G, we have
Hx−1 = Hy−1
⇒ (Hx−1)−1 = (Hy−1)−1
⇒ xH−1 = yH−1
i.e., xH = yH (since H−1 = H)
Hence the correspondence is 1-1. Further, for any right coset Hy of H in G,
we have θ(y−1H) = Hy. Thus the result holds. 
Definition 3.5. Let H be a subgroup of a group G. Then [G : H ]
denotes the cardinality of the set of all distinct left(right) cosets of
H in G. This is called the index of H in G.
Remark 3.6. Let H be a subgroup of a group G, and G =
⋃
i∈I(xiH). Then
for any x ∈ H, x = xih for some i ∈ I and h ∈ H. Therefore xH = xihH =
xiH . Hence if xiH ∩ xjH = ∅ for all i 6= j, then [G : H ] = |I|.
Exercise 3.7. Let n ≥ 1 be any integer. Prove that for any subgroup nZZ
of the group ZZ = (ZZ,+), [ZZ : nZZ] = n.
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Theorem 3.8. (Lagrange’s) Let G be a finite group and H , a subgroup of
G. Then ◦(H) divides ◦(G), and ◦(G) = ◦(H)[G : H ] i.e., [G : H ] = ◦(G)
◦(H)
.
Proof: Let x1H, x2H, ..., xnH be all distinct left cosets of H in G. Thus,
as x ∈ xH , by the lemma 3.3,
G = x1H ∪ x2H ∪ ... ∪ xnH
is a decomposition of G into pair-wise disjoint subsets. Therefore
|G| = n |H| use: Remark 3.2(ii)
⇒ ◦(H) divides ◦ (G)
and ◦(G) = ◦(H)[G : H ] 
Corollary 3.9. Any group of prime order is cyclic.
Proof: Let G be a group of order p,a prime. Take any x( 6= e) ∈ G.
Then, by the theorem, for the subgroup H = gp{x}, ◦(H) divides ◦(G) = p.
As x 6= e,◦(H) 6= 1. Hence ◦(H) = p. Thus G = gp{x} i.e., G is cyclic. 
Corollary 3.10. Let G be a finite group of order n. Then for any x ∈ G,
order of x divides n.
Proof: By the definition 2.11, ◦(x) = ◦(gp{x}). Hence the result follows
by the theorem.
Exercise 3.11. Let H,K be two finite subgroups of a group G such that
◦(H) = m, ◦(K) = n, and (m,n) = 1. Prove that H ∩K = {e} the identity
subgroup.
Exercise 3.12. Prove that elements of finite order in (lC∗, ·) is an infinite
torsion group.
Theorem 3.13. Let G be a finite group such that for all d ≥ 1, G has at
most d elements satisfying xd = e. Then G is cyclic.
Proof: Let ◦(G) = n and N(d) denotes the number of elements of order
d in G. If a ∈ G is an element of order d in G, then for any element
y ∈ gp{a}, ◦(y) divides ◦(a) = d (Corollary 3.10). Thus by the theorem 2.32
(i), yd = e. By assumption G has at most d elements satisfying xd = e. Hence
gp{a} = {e, a, a2, · · · , ad−1} is the set of all such elements. By the corollary
2.34, Φ(d) is the number of elements of order d in gp{a}. Hence if G contains
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an element of order d in G, then N(d) = Φ(d), otherwise N(d) = 0 < Φ(d).
As order of an elements in G divides ◦(G) = n, we have∑
d|nN(d) = n =
∑
d|nΦ(d) (Lemma2.39)
⇒ N(n) = Φ(n) ≥ 1
Hence G is cyclic (Remark 2.23 (iii)). 
Corollary 3.14. Let G be a group of order n such that for every d ≥ 1, d|n,
there is exactly one subgroup of order d in G. Prove that G is cyclic.
Proof: Let for d ≥ 1, d|n, N(d) denotes the numbers of elements of
order d in G. By our assumption, if for x, y ∈ G, ◦(x) = ◦(y) = d, then
gp{x} = gp{y}. hence by corollary 2.40, N(d) ≤ Φ(d). Now the proof is
immediate from the theorem. 
Exercise 3.15. Prove that for the subgroup IR = (IR,+) of lC = (lC,+),
[lC : IR] =∞.
Exercise 3.16. Let for a subgroup H of a group G, [G : H ] = n <∞. Prove
that for any x ∈ G xt ∈ H for some 1 ≤ t ≤ n.
Definition 3.17. Let H be a subgroup of a group G. A left transver-
sal of H in G is a subset T of G such that
(i) e ∈ T
(ii) xH ∩ yH = φ for all x, y ∈ T, x 6= y
(iii)
⋃
x∈T
xH = G.
Remarks 3.18. (i) We can define a right transversal of H in G by taking
right cosets of H instead of left cosets.
(ii) Any left transversal of H in G is obtained by taking one element from
each left cosets of H in G and taking the identity element from the coset H .
(iii) If φ : G → T is the function φ(x) = xt ∈ T such that xH = xtH , then
for any x, y ∈ G
φ(xy) = φ(xφ(y))
and
φ(h) = e for all h ∈ H.
This function φ is referred as coset representative function .
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Theorem 3.19. Let G be a group and let H,K be two subgroups of G. If
H ⊃ K, and [G : K] <∞, then [G : H ] <∞, [H : K] <∞, moreover,
[G : K] = [G : H ].[H : K].
Proof: Let [G : K] = n, and let x1K, x2K, ..., xnK be all distinct left
cosets of K in G. Then
G =
n⋃
i=1
(xiK)
⇒ G =
n⋃
i=1
(xiH) since K ⊂ H. (3.1)
Then for any g ∈ G, g = xih for some 1 ≤ i ≤ n and h ∈ H. Hence gH = xiH
and [G : H ] ≤ n. Further, it is clear by definition of cosets that [H : K] <∞,
since [G : K] <∞. Let [H : K] = t, and let h1K, h2K, ..., htK be all distinct
left cosets of K in H. Then
H =
t⋃
i=1
(hiK) (3.2)
From the equations 3.1 and 3.2, we get
G =
n⋃
i=1
xi
(
t⋃
j=1
hjK
)
=
⋃
1≤i≤n
1≤j≤t
(xihjK) (3.3)
Now, if xihjK = xi1hj1K, then
xihjKH = xi1hj1KH
⇒ xiH = xi1H since K ⊂ H, and hj, hj1 ∈ H
⇒ i = i1 by choice of xi’s.
⇒ xihjK = xihj1K
⇒ hjK = hj1K
⇒ j = j1 by choice of hj ’s.
Hence xihjK = xi1hj1K implies i = i1 and j = j1. Therefore [G : K] = nt =
[G : H ][H : K] This completes the proof. 
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Theorem 3.20. Let H,K be any two finite subgroups of a group G. Let
◦(H) = m, ◦(K) = n, and ◦(H ∩K) = t. Then
|HK| = mn
t
.
Proof: We know that H ∩K is a subgroup of H as well as of K. Let
(H ∩K)y1 ∪ (H ∩K)y2 ∪ . . . ∪ (H ∩K)yp = K (3.4)
be a right coset decomposition of K with respect to H ∩K. Then,
HK = H(H ∩K)y1 ∪H(H ∩K)y2 ∪ . . . ∪H(H ∩K)yp (3.5)
= Hy1 ∪Hy2 ∪ . . . ∪Hyp (use: H(H ∩K) = H) (3.6)
We claim that Hy1, Hy2, . . . , Hyp are all distinct cosets. Let for i 6= j, we
have
Hyi = Hyj
⇒ H = Hyjy−1i
⇒ yjy−1i ∈ H ∩K
⇒ (H ∩K)yi = (H ∩K)yj
This contradicts that 3.4 is coset decomposition of K with respect to H ∩K.
Hence Hy1, Hy2, . . .Hyp are all distinct. We have |Hy| = |H|. Therefore
from (3.6), we get
|HK| = p |H| = |H| · [K : H ∩K]
=
◦(H) · ◦(K)
◦(H ∩K) (use: Theorem 3.8)
=
mn
t

Theorem 3.21. Let H,K be two subgroups of a group G such that [G : H ] =
m, and [G : K] = n. Then [G : H ∩K] ≤ mn.
Proof: Let a1H, a2H, . . . , amH be all distinct left cosets ofH in G and let
b1k, b2K, . . . , bnK be all distinct left cosets of K in G. Take x, y ∈ aiH∩bjK.
Then we can write
x = aih = bjk (h ∈ H, k ∈ K)
y = aih
′ = bjk
′ (h′ ∈ H, k′ ∈ K)
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Hence,
y−1x = h′−1h = k′−1k ∈ H ∩K
⇒ x(H ∩K) = y(H ∩K)
Further for any g ∈ G, g ∈ (ai1H ∩ bj1K) for some 1 ≤ i1 ≤ m, 1 ≤ j1 ≤ n.
Hence the number of distinct left cosets of H ∩K in G is less than or equal
to the number of members in the set {(aiH ∩ bjK 1 ≤ i ≤ m, 1 ≤ j ≤
n}, i.e.,mn. Thus
[G : H ∩K] ≤ [G : H ] · [G : K] = mn. 
Corollary 3.22. If we assume that (m,n) = 1,in the theorem, then
[G : H ∩K] = [G : H ][G : K] = mn
Proof: We have
[G : H ∩K] = [G : H ][K : H ∩K] = [G : K][H : H ∩K]
⇒ m | [G : H ∩K], n | [G : H ∩K]
⇒ mn | [G : H ∩K] since (m,n) = 1.
Hence, by the theorem
[G : H ∩K] = [G : H ][G : K] = mn 
Corollary 3.23. Let H1, H2, . . .Hk be subgroups of a group G with [G : Hi] =
ti; i = 1, 2, .., k. Then
[G :
n⋂
i=1
Hi] ≤ t1t2 · · · tk.
Proof: The proof follows by induction on k. 
Exercise 3.24. Show that in the theorem 3.21, [G : H∩K] 6= mn in general.
Theorem 3.25. Let G be a finitely generated group and H, a subgroup of
finite index in G. Then H is finitely generated.
Proof: Let M be a finite subset of G such that G = gp{M}, and let T
be a left transversal of H in G. As [G : H ] < ∞, T is finite. To prove the
result we shall show that
H = gp{φ(xet)−1xet| t ∈ T, x ∈M and e = ±1}
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where φ : G→ T is the coset representative function.
For any h ∈ H , we can write
h = xe11 x
e2
2 · · ·xekk (3.7)
where xi ∈ M and ei = ±1 for all i = 1, · · · , k. Now, put u0 = e, u1 = xekk
and ui+1 = x
ek−i
k−i · · ·xekk for all i = 1, 2, · · · , k − 1. Clearly, φ(uk) = φ(h) =
e = φ(u0). Hence, from the equation 3.7, we get
h = φ(uk)
−1xe11 φ(uk−1)φ(uk−1)
−1xe22 φ(uk−2)φ(uk−2)
−1 · · ·
· · ·φ(u1)φ(u1)−1xekk φ(u0)
Now, note that
φ(ui+1) = φ(x
ek−i
k−i ui)
= φ(x
ek−i
k−i φ(ui))
for all i = 0, 1, · · · , k−1.Therefore φ(ui+1)−1xek−ik−i φ(ui) = φ(xek−ik−i φ(ui))−1xek−ik−i φ(ui)
is an element of the form φ(xet)−1xet, (t ∈ T, x ∈ M, e = ±1), for all
i = 0, 1, · · · , k − 1. Hence the result follows. 
Remarks 3.26. (i) Let M be a generator set of a group G and let H be a
subgroup of G. If T is a left transversal of H in G, then by the proof of the
theorem it follows that the set S = {φ(xet)−1xet|t ∈ T, x ∈ M, e = ±1} is
a set of generators of H . Thus finiteness of M and [G : H ] < ∞ is used to
ascertain that S is finite.
(ii) We have
φ(xet)H = xetH
⇒ x−eφ(xet)H = tH
⇒ φ(x−eφ(xet)) = t
Hence
(φ(xet)−1xet)−1 = t−1x−eφ(xet)
= φ(x−eφ(xet))−1x−eφ(xet)
= φ(x−et̂)−1x−e t̂
⇒ φ(xet)−1xet = (φ(x−et̂ )x−et̂ )−1
where t̂ = φ(xet).
Therefore, we have
H = gp{φ(xt)−1xt|t ∈ T, x ∈M}
(iii) From the proof of the theorem and (ii), we get
H = gp{T−1MT ∩H} since φ(xt)−1xt ∈ H.
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Definition 3.27. A subgroup H of a group G is called a normal
subgroup if xH = Hx for all x ∈ G. We denote this fact by the
notation H ⊳G or G⊲H.
Remarks 3.28. (i) Any subgroup of an abelian group is normal.
(ii) In a group, the identity subgroup {e} and G are always normal subgroups.
(iii) Any normal subgroup of a group G other then G and identity subgroup
is called a proper normal subgroup of G.
(iv) Let H be a normal subgroup of G,H 6= G. Then H is called a maximal
normal subgroup of G if there exists no normal subgroup K of G such that
H & K & G.
(v) A normal subgroup H( 6= e) of G is called aminimal normal subgroup
of G if for any normal subgroup K( 6= e) of G, K ⊂ H implies K = H.
Lemma 3.29. Let H,K be two subgroups of a group G. Then
(a) If H ⊳ G,HK is a subgroup of G. Further, if K is also normal in G,
then HK ⊳G.
(b) If H ⊳G, K ⊳G and H ∩K = {e}, then hk = kh for all h ∈ H, k ∈ K.
Proof: (a) As H ⊳ G, HK = KH . Hence by the theorem 1.47, HK is
a subgroup of G. Further, let K ⊳G. Then for any x ∈ G,
xHK = HxK (H ⊳G)
= HKx (K ⊳G)
Hence HK ⊳G.
(b) Let h ∈ H , k ∈ K. Then as H ⊳G, K ⊳G,
hkh−1k−1 ∈ H ∩K = {e}
⇒ hkh−1k−1 = e
⇒ hk = kh
Hence the result follows. 
Theorem 3.30. Let H be a normal subgroup of a group G.Then the set
G/H = {xH x ∈ G}
is a group with respect to the product of subsets in G.
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Proof: Let xH, yH ∈ G/H. Then
(xH)(yH) = x(Hy)H
= x(yH)H since H ⊳G
= xy(HH) = xyH.
Thus G/H is closed with respect to set product.
For eH = H ∈ G/H , we have
(xH)(H) = xH = H(xH)
for all xH ∈ G/H . Hence H is the identity element in G/H. As product in G
is associative, the set product is associative in G. Finally, for any xH ∈ G/H ,
x−1H ∈ G/H and
(xH)(x−1H) = H = (x−1H)(xH),
i.e., every element of G/H admits an inverse with respect to H. Thus G/H
is a group. 
Corollary 3.31. Let G be a finite group and let H be a normal subgroup of
G. Then G/H is a group of order ◦(G)◦(H) .
Proof: : By the theorem 3.8 [G : H ] = ◦(G)◦(H) . HenceG/H is a group of
order ◦(G)
◦(H)
. 
Definition 3.32. Let H be a subgroup of a group G such that H⊳G.
Then the group G/H defined above is called the factor group or
quotient group of G by H.
Definition 3.33. Let G be a group with ◦(G) > 1. The group G is
called a simple group if there exists no proper normal subgroup of
G.
Example 3.34. Let G be a group of prime order. As order of a subgroup
divides the order of the group, for any subgroup H of G, either H = {e} or
H = G. Hence a group of prime order is simple.
We shall give more examples of simple groups in due course and shall
show that any abelian simple group is of prime order.
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Theorem 3.35. Let H be a subgroup of a group G. Then H is a normal
subgroup of G if and only if x−1Hx ⊂ H for all x ∈ G.
Proof: If H ⊳G, then for any x ∈ G,
Hx = xH
⇒ x−1Hx = H
Conversely, if for all x ∈ G,
x−1Hx ⊂ H
Then
Hx ⊂ xH
Taking x−1 for x, we get
Hx−1 ⊂ x−1H
⇒ xH ⊂ Hx
Consequently, Hx = xH for all x ∈ G. Thus H ⊳G. 
Corollary 3.36. For a subgroup H of a group G, H ⊳ G if and only if
xH = yH implies Hx = Hy for all x, y ∈ G.
Proof: If H ⊳ G, then xH = yH implies Hx = Hy by the definition
of the normal subgroup. Conversely, let the condition holds. Take x ∈ G,
h ∈ H. Then
xH = xhH
⇒ Hx = Hxh
⇒ H = Hxhx−1
⇒ xhx−1 ∈ H for all h ∈ H
⇒ xHx−1 ⊂ H for all x ∈ G
Hence H ⊳G. 
Exercise 3.37. Let K be a field. Prove that Sln(K) is a normal subgroup
of Gln(K). (Hint: Apply the theorem 3.35 )
Exercise 3.38. Let {Hi}i∈I be a family of normal subgroups of a group G.
Prove that
⋂
i∈I Hi is a normal subgroup of G.
Definition 3.39. For any subset S of a group G, the intersection of
all normal subgroups of G containing S is called the normal closure
of S in G, and is denoted by NG(S).
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Remarks 3.40. (i) NG(S) is the smallest normal subgroup of G containing
S.
(ii) A subgroup H of G is normal if and only if NG(H) = H.
Theorem 3.41. Let H be a subgroup of a group G. For any x, y ∈ G, define
a relation R as:
xRy ⇔ xy−1 ∈ H
Then R is an equivalence relation over G and Hx is the equivalence class of
x with respect to R.
Proof: For any x ∈ G, xx−1 = e ∈ H. Thus xRx holds. Further, for any
x, y ∈ G,
xy−1 ∈ H ⇔ yx−1 = (xy−1)−1 ∈ H
Hence, xRy ⇔ yRx
Next,let x, y, z ∈ G be such that xRy, yRz hold. Then
xy−1 ∈ H, yz−1 ∈ H
⇒ (xy−1)(yz−1) = xz−1 ∈ H
Therefore xRz holds. Thus R is reflexive, symmetric and transitive i.e., R is
an equivalence relation over G. Finally, for x, y ∈ G
xRy ⇔ xy−1 ∈ H
⇔ yx−1 ∈ H
⇔ y ∈ Hx
Therefore, Hx is the equivalence class of x inG with respect to the relation R.
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EXERCISES
1. Let H be a normal subgroup of a group G with [G : H ] = n < ∞.
Show that xn ∈ H for all x ∈ G.
2. Show that [lC∗ : IR∗] =∞.
3. Prove that if H is a subgroup of lC∗ with [lC∗ : H ] <∞, then H = lC∗.
4. Prove that the statement of the exercise 3 is not true if we replace lC
by lQ or IR.
5. Let H be a subgroup of lQ = (lQ,+) such that [lQ : H ] <∞. Prove that
H = lQ.
6. Show that in the exercise 5, lQ can be replaced by IR = (IR,+) or by
lC = (lC,+).
7. Let for an abelian group G, G = {xn x ∈ G} for all n ≥ 1. Prove that
for any subgroup H of finite index in G, G = H .
8. For the subgroup ZZ = (ZZ,+) of the group lQ = (lQ,+), prove that
(a) Every element of lQ/ZZ has finite order.
(b) For any element q = q + ZZ in lQ/ZZ and n( 6= 0) ∈ ZZ, the equation
nX = q has a solution in lQ/ZZ.
(c) Any finitely generated subgroup of lQ/ZZ is cyclic.
(d) For any m/n( 6= 0) ∈ lQ, order of the element m/n+ZZ in lQ/ZZ is n
if and only if (m,n) = 1.
9. Prove that a normal subgroup of a normal subgroup need not be nor-
mal.
10. Let for a subgroup H of a group G, x2 ∈ H for all x ∈ G. Prove that
H ⊳G.
11. Prove that any subgroup of the group of Quaternions is a normal sub-
group.
12. Show that if a normal subgroup H of a group G is cyclic, then every
subgroup of H is normal in G.
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13. Let G be an abelian group and let S = {x ∈ G x2 = e}. Prove that∏
g∈G
g =
∏
x∈S
x =
{
e if |S| 6= 2
x if S = {e, x}, x 6= e
(Hint : Note that S is a subgroup of G. If |S| > 2, then for any
y( 6= e) ∈ S, consider the subgroup A = {e, y} of S and show that if
[S : A] = m, then
∏
x∈G x = y
m.)
14. Let H be a subgroup of a group G with finite index. Prove that for
any x ∈ G, there exist a1, a2, · · · , an in G such that
HxH =
n⋃
i=1
aiH =
n⋃
i=1
Hai.
15. Let H be a subgroup of finite index in G. Show that there exist
a1, a2, · · · , an in G such that
G =
n⋃
i=1
aiH =
n⋃
i=1
Hai.
16. Let Hi; i = 1, 2, · · · , n be finite normal subgroups of a group G. Prove
that H = H1H2 · · ·Hn is a finite normal subgroup of G and ◦(H)
divides ◦(H1) · ◦(H2) · · · ◦ (Hn).
17. Let H,K be two subgroups of a group G. Prove that if Hx = Ky for
some x, y ∈ G then H = K.
18. Prove that for any subgroup H of the cyclic group G = Cn, there exists
a subgroup K of G such that K is isomorphic to G/H.
19. Let H be a normal subgroup of a group G. Prove that if H and G/H
are finitely generated, then G is finitely generated.
20. Let Cn = gp{a} be a cyclic group of order n. Prove that Φ(Cn) =
gp{am} where m is the product of all distinct prime divisors of n.
21. Prove that for any group G, and n ≥ 0, the subgroup Pn(G) =
gp{xn x ∈ G} is a normal subgroup of G.
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22. Let S and T be two subsets of a group G. Prove that
(i) NG(NG(S)) = NG(S).
(ii) NG(S
⋃
T ) = NG(S)NG(T ).
23. Prove that for any subset S of a group G, NG(S) = gp{g−1xg g ∈
G, x ∈ S}.
24. Let A be an abelian normal subgroup of a group G. Prove that if for
a subgroup H of G, AH = G then H ∩ A is normal in G.
54
Chapter 4
The Commutator Subgroup
And The Center Of A Group
1 One of the most important properties by which general groups differ from
(ZZ,+), (IR,+) etc. is commutativity. We shall define concepts of commuta-
tor subgroup and center of a group which give measures of non - commuta-
tivity of a group. To make matters precise, let us define:
Definition 4.1. For any two elements a, b of a group G, the element
[a, b] = aba−1b−1
is called the commutator of the ordered pair {a, b}.
Remarks 4.2. (i) We have
[a, b]−1 = bab−1a−1 = [b, a]
(ii) Note that
[a, b] = e, the identity element
⇔ aba−1b−1 = e
⇔ ab = ba
Thus the commutator of the pair {a, b} is in some sense the measure of
non-commutativity of a and b.
1contents group4.tex
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Definition 4.3. let G be a group. Then
G
′
= [G,G]
= gp{[a, b]|a, b ∈ G}
is called the (first) derived group or commutator subgroup of G.
Remarks 4.4. (i) For any two subgroups A,B of a group G,we write
[A,B] = gp{[a, b]|a ∈ A, b ∈ B}
(ii) The group G is abelian if and only if G′ = {e}.
Exercise 4.5. Let G be a group. Prove that
(i) If x, a, b ∈ G, then [x−1ax, x−1bx] = x−1[a, b]x. Thus there exist c, d ∈ G
such that [a, b]x = x[c, d].
(ii) If ai, bi, x ∈ G, 1 ≤ i ≤ n, then
x−1(
n∏
i=1
[ai, bi])x =
n∏
i=1
[x−1aix, x
−1bix]
(iii) The derived group G′ of G is normal in G.
Exercise 4.6. Let G be a group. Prove that for any x, y, z ∈ G,
(i) [xy, z] = x[y, z]x−1[x, z]
(ii) [x, yz] = [x, y]y[x, z]y−1
(iii) y−1[[y, x−1], z−1]yz−1[[z, y−1]x−1]zx−1[[x, z−1], y−1]x = Id
hold.
A more direct measure of the commutativity of a group is given by the
following :
Definition 4.7. For any group G,
Z(G) = {x ∈ G|xg = gx for all g ∈ G}
is called the center of G and is denoted by Z(G).
Remark 4.8. Clearly Z(G) = G if and only if G is abelian.
Lemma 4.9. Let H be a subgroup of a group G such that G′ ⊂ H. Then H
is normal in G. In particular G′ ⊳G.
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Proof: Let g ∈ G and h ∈ H . Then
ghg−1h−1 ∈ H
⇒ ghg−1 ∈ Hh = H
⇒ gHg−1 ⊂ H for all g ∈ G
Hence by the theorem 3.35, H is a normal in G. 
Corollary 4.10. The factor group G/G′ is abelian.
Proof: For any x, y ∈ G ,
(xG′)(yG′) = xyG′
= xy[y−1, x−1]G′
= xyy−1x−1yxG′
= yxG′
= (yG′)(xG′)
Hence G/G′ is abelian. 
Lemma 4.11. For any normal subgroup H of a group G, G/H is abelian if
and only if G′ ⊂ H.
Proof: Let G/H be abelian. Then for any x, y ∈ G ,
(xH)(yH) = (yH)(xH)
⇒ xyH = yxH
⇒ Hxy = Hyx
⇒ Hxyx−1y−1 = H
⇒ [x, y] = xyx−1y−1 ∈ H
⇒ G′ ⊂ H
Conversely if G′ ⊂ H , then for any x, y ∈ G,
[x, y] = xyx−1y−1 ∈ H
⇒ Hxyx−1y−1 = H
⇒ Hxy = Hyx
⇒ (Hx)(Hy) = (Hy)(Hx)
Hence G/H is abelian. 
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Theorem 4.12. For any group G,
G′ = {(x1 · · ·xn)(xn · · ·x1)−1 xi ∈ G, n ≥ 1}
Proof: Put
K = {(x1 · · ·xn)(xn · · ·x1)−1 xi ∈ G, n ≥ 1}
We shall first show thatK is a subgroup of G. Let a = (x1 · · ·xn)(xn · · ·x1)−1
and b = (y1 · · · yk)(yk · · · y1)−1 be two elements of K. Then taking, c =
(ykyk−1 · · · y1), we have
ab = (x1 · · ·xn · x−11 x−12 · · ·x−1n )(y1y2 · · · yky−11 · · · y−1k )
= x1x2 · · ·xny−11 y−12 · · · y−1k cx−11 x−12 · · ·x−1n y1y2 · · · ykc−1
= (x1x2 · · ·xny−11 y−12 · · · y−1k c)(cy−1k · · · y−12 y−11 xn · · ·x2x1)−1
and
a−1 = (xn · · ·x1)(x1 · · ·xn)−1
Hence ab, a−1 ∈ K for all a, b ∈ K. Thus K is a subgroup of G. Now, note
that for any x, y ∈ G,
(xy)(yx)−1 = xyx−1y−1
= [x, y]
Thus [x, y] ∈ K for all x, y ∈ G. Consequently G′ ⊂ K. To complete the
proof, we have to show that K ⊂ G′. To do this we shall show by induction
on n, that for any xi ∈ G, 1 ≤ i ≤ n, (x1 · · ·xn)(xn · · ·x1)−1 ∈ G′. The result
is clear for n = 1, 2. Now, let n ≥ 3. Then
(x1 · · ·xn)(xn · · ·x1)−1 = (x1 · · ·xn)(x−11 · · ·x−1n )
= ([x1, x2]x2x1x3 · · ·xn)(x−11 · · ·x−1n )
= ([x1, x2]x2[x1, x3]x3x1x4 · · ·xn)(x−11 · · ·x−1n )
Continuing as above, as xG′ = G′x for all x ∈ G, we get
(x1 · · ·xn)(xn · · ·x1)−1 = ([x1, x2]x2[x1, x3]x3 · · · [x1, xn]xnx1)(x−11 · · ·x−1n )
= z(x2 · · ·xn)(x−12 · · ·x−1n ) (z ∈ G′)
= (x2 · · ·xn)(xn · · ·x2)−1
As (x2 · · ·xn)(xn · · ·x2)−1 ∈ G′ by induction, we get that (x1 · · ·xn)(xn · · ·x1)−1 ∈
G′. Consequently
G′ = {(x1 · · ·xn)(xn · · ·x1)−1 xi ∈ G, n ≥ 1}. 
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Lemma 4.13. Let G be a group. Then Z(G) ⊳ G i.e. , Z(G) is a normal
subgroup of G.
Proof: First of all Z(G) 6= ∅, since e ∈ Z(G). Now, let x, y ∈ Z(G) and
g ∈ G. Then
x−1gx = g
⇒ x−1g = gx−1
⇒ x−1gy = gx−1y
⇒ x−1yg = gx−1y
Hence x−1y ∈ Z(G). Therefore Z(G) is a subgroup of G (Theorem 1.42).
The fact that Z(G) is normal is clear by definition. Hence the result follows.

Theorem 4.14. Let G be a group with [G : Z(G)] = n. Then ◦(G′) ≤
(n2 − 3n+ 3)n(n2−3n+3) ≤ n2n3 .
Proof: We shall prove that the result in steps.
Step I: G has atmost n2 − 3n+ 3 commutators.
Let Z = Z(G) and let a1Z = Z, a2Z, · · · , anZ be all distinct cosets of Z in
G. If x, y ∈ G, then x = aic, y = ajd for some 1 ≤ i, j ≤ n, and c, d ∈ Z.
Therefore
[x, y] = [ai, aj]
Note that a1 ∈ Z, and [y, b] = e for all b ∈ Z and y ∈ G. Therefore the
number of commutators in G is less than or equal to
2((n− 2) + (n− 3) + · · ·+ 1) + 1 = n2 − 3n+ 3.
Step II: For any x, y ∈ G, [x, y]n+1 = [x, y2][yxy−1, y]n−1.
By assumption ◦(G/Z) = n. Hence for any x, y ∈ G, [x, y]n ∈ Z. Therefore
[x, y]n+1 = xyx−1[x, y]ny−1
= xy2x−1y−2y[x, y]n−1y−1
= [x, y2][yxy−1, y]n−1
Step III: Each element of G′ is a product of at most n(n2 − 3n + 3) com-
mutators.
Let us observe for a, b, c, d in G,
[c, d][a, b] = [a, b][a, b]−1[c, d][a, b]
= [a, b][e, f ]
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where e = x−1cx, f = x−1dx for x = [a, b]. Hence, by step I, any element
in G′ is a product of powers of distinct commutators in G which are atmost
n2− 3n+ 3 in number. Using step II, we can assume that the power of each
commutator is ≤ n. This proves the assertion .
Now, the theorem follows easily from steps I to III. 
Exercise 4.15. For the group G = S3 (Example 1.25), prove that Z(S3) =
{e}, and
G′ =
{(
1 2 3
1 2 3
)
,
(
1 2 3
3 1 2
)
,
(
1 2 3
2 3 1
)}
Lemma 4.16. Let K be a field . Then the center of Gln(K) is the set of all
diagonal matrices in Gln(K) with constant entry i.e. ,
Z(Gln(K)) = {α Id|α( 6= 0) ∈ K}.
where Id is the identity matrix of order n.
Proof: Clearly, for any A = (aij) ∈ Gln(K),
(αId)A = α(aij)
= A(αId)
Further, if A ∈ Z(Gln(K)), then for any elementary matrix eij(r), r( 6= 0) ∈
K,
Aeij(r) = eij(r)A
⇒ AEij(r) = Eij(r)A
⇒ rapi = 0 for all p 6= i,
and raii = rajj
⇒ aii = ajj for all i 6= j,
and api = 0 for all p 6= i
Hence A = αId where α = aii for all 1 ≤ i ≤ n. Further, clearly α 6= 0, since
detA 6= 0. Thus the result follows. 
Corollary 4.17. Z(Sln(K)) = {ξId|ξ : nth root of 1 in K}
Lemma 4.18. Let K be a field and n ≥ 3. Then the derived group of En(K)
is equal to En(K) i.e., (En(K))
′ = En(K).
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Proof: We know that
En(K) = gp{eij(λ) = Id+ Eij(λ)|λ( 6= 0) ∈ K, 1 ≤ i 6= j ≤ n}
in Gln(K),where Eij(λ) denote the n× n matrix over K with (i, j)th entry λ
and all other entries 0. Let us observe that if j 6= k, then Eij(λ)Ekl(µ) = 0
and Eij(λ)Ejk(µ) = Eik(λµ) for all k 6= i. Therefore, for i 6= j, j 6= k, k 6= i,
[eij(λ), ejk(µ)]
= (Id+ Eij(λ))(Id+ Ejk(µ))(Id+ Eij(−λ))(Id+ Ejk(−µ))
= eik(λµ)
Thus for any eij(λ), taking k 6= i, j
[eik(λ), ekj(1)] = eij(λ) ∈ (En(K))′
Hence (En(K))
′ = En(K). 
Lemma 4.19. For any field K, the subgroup Sln(K) of Gln(K) is its derived
group for all n ≥ 3.
Proof: For any A,B ∈ Gln(K), we have
det[A,B] = det(ABA−1B−1)
= 1
Hence [Gln(K), Gln(K)] ⊂ Sln(K). Further, by theorem 2.18(ii),
Sln(K) = gp{eij(α)|α( 6= 0) ∈ K}.
Now, as in the lemma 4.18, for any i 6= j, k 6= j, and k 6= i,
[eik(α), ekj(β)]
= eij(αβ)
Hence Sln(K) ⊂ [Gln(K), Gln(K)] and the result follows. 
Remark 4.20. All the results from the lemma 4.16 to the lemma 4.19 are
true for ZZ as well. To see the validity of the lemma 4.19 in the case of ZZ
use the theorem 2.29 instead of theorem2.18.
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EXERCISES
1. Let H be a normal subgroup of a group G. Prove that
(i)
(
G
H
)′
=
G′H
H
(ii) Z
(
G
H
)
6= Z(G)H
H
.
2. Let H,K,L be normal subgroup of a group. Prove that
[HK,L] = [H,L][K,L].
and (ii) [[H,K], L] ⊂ [[K,L], H ][[L,H ], K].
3. Let for a group G, G′ ⊂ Z(G). Prove that for any x, y ∈ G,
(xy)n = xnyn[y, x]n(n−1)/2.
4. Show that for the group of Quaternions H, Z(H) = H′.
5. Prove that for the symmetric group S3,
S ′3 =
{
Id,
(
1 2 3
1 3 2
)
,
(
1 2 3
2 3 1
)}
.
6. Let p, q be two distinct primes and let G be a group such that for any
x( 6= e) ∈ G, ◦(x) = p or q. If for any x, y ∈ G with ◦(x) = ◦(y) = p,
◦(xy) = q or 1, and elements of order q in G together with identity
form a cyclic group, then G′ is cyclic of order qm(m ≥ 0).
7. Prove that the derived group of the dihedral group
Dn = {Id, τ, σ, σ2, · · · , σn−1, τσ, τσ2, · · · , τσn−1 τ 2 = σn = Id, στ = τσn−1}
is the cyclic group gp{σ2}.
8. Prove that
(i) Z(O(n.IR)) = {±Id}
(ii) Z(SO(n, IR)) =
{
Id if n is odd
±Id if n is even
(iii) Z(U(n, lC)) = {diag(z, z, · · · , z) |z| = 1}
(iv) Z(SU(n, lC)) = {diag(w,w, · · · , w) wn = 1}
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9. Let IF be a finite field with q-elements. Prove that Z(Sln(IF )) has
d = g.c.d.(n.q − 1) elements.
10. Let Dn be the Dihedral group. Prove that
(i) If n is odd, ◦(Z(Dn)) = 1
(ii) If n is even, ◦(Z(Dn)) = 2.
11. Let G be a group. Prove that every commutator is a product of squares
in G.
12. Let S be a set of generators of a group G. Prove that G′ is the smallest
normal subgroup of G containing {[a, b] a, b ∈ S}.
13. Let H,K be two subgroups of a group G. Prove that [H,K] is a normal
subgroup of gp{H ∪K}.
14. Let H be a normal subgroup of a group G. Prove that if [H,G′] = id,
then [H ′, G] = id.
15. Prove that the exercise 14 is true even when H is any subgroup of G.
16. Let G be a group and x, y ∈ G be such that [x, y] commutes with x
and y. Prove that if ◦(x) = m, then ◦([x, y]) divides m.
17. Let for a group G, G = gp{x, y}. Prove that if [x, y] ∈ Z(G), then
G′ ⊂ Z(G).
18. Prove that for a subgroup H of a group G, [G,H ]H is the smallest
normal subgroup of G containing H.
19. Let N be a normal subgroup of a group G with N ∩ G′ = {e}. Prove
that N ⊂ Z(G).
20. Let for a group G,x2y2 = y2x2 and x3y3 = y3x3 for all x, y ∈ G. Prove
that [x, y] ∈ Z(G) for all x, y ∈ G.
21. Let A,B be abelian subgroups of a group G such that G = AB. Prove
that Z(G) = (A ∩ Z(G))(B ∩ Z(G)).
22. Prove that if A,B are abelian subgroups of a group G and G = AB,
then [A,B] is an abelian group. Further, show that G′ = [A,B].
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Chapter 5
Homomorphisms And Some
Applications
1 Here, we define maps between groups called homomorphisms and some
variants. These maps help in connecting different group structures. Image
of a homomorphism is in a sense an algebraic deformation of the group into
another group. We shall study these ideas below.
Definition 5.1. Let G,H be two groups. A mapping ϕ : G → H is
called a homomorphism if it satisfies :
ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ G.
Definition 5.2. Let G,H be two groups and ϕ : G→ H, a homomor-
phism. We shall say that ϕ is a monomorphism if ϕ is one-one.
Further ϕ is called an epimorphism if ϕ(G) = H i.e., ϕ is onto.
Definition 5.3. A homomorphism ϕ from a group G to a group H
is called an isomorphism if ϕ is one-one and onto.
Remark 5.4. Some authors define a monomorphism as (into) isomorphism.
Definition 5.5. A homomorphism from a group G to itself is called
an endomorphism, and an isomorphism from G to G is called an
automorphism.
1contents group5.tex
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Observations 5.6. Let ϕ : G→ H be a homomorphism of groups. Then
(i) For the identity eG of G, ϕ(eG) = eH , the identity of H.
We have
ϕ(eG) = ϕ(eG · eG) = ϕ(eG) · ϕ(eG)
⇒ ϕ(eG) = eH
(ii) For any x ∈ G,ϕ(x−1) = (ϕ(x))−1
We have
ϕ(x · x−1) = ϕ(eG) = eH
⇒ ϕ(x) · ϕ(x−1) = eH
⇒ ϕ(x−1) = (ϕ(x))−1
(iii) Identity mapping from a group to itself is an automorphism.
(iv) Any two isomorphic groups have the same cardinality.
Exercise 5.7. (i) Is a monomorphism of a group into itself an automor-
phism?
(ii) Is a homomorphism of a group onto itself an automorphism ?
Lemma 5.8. If ϕ : G→ H and ψ : H → K are two group homomorphisms,
then ψϕ : G → K is a group homomorphism. Further, if ϕ and ψ are
monomorphism (epimorphism or isomorphisms), then so is ϕψ.
Proof: For x, y ∈ G,
ψϕ(xy) = ψ(ϕ(xy))
= ψ(ϕ(x)ϕ(y))
= ψϕ(x)ψϕ(y)
Hence ψϕ is a group homomorphism from G to K. Further, if ψ, ϕ are one-
one (onto), then clearly ψϕ is one-one (onto). Hence the rest of the statement
is immediate. 
Example 5.9. Let G = (ZZ,+) and H = (lC∗·). Then for the map
ϕ : G → H
n 7→ eπin
ϕ(m+ n) = eπi(m+n)
= eπim · eπin
= ϕ(m) · ϕ(n)
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Hence ϕ is a homomorphism. Further |ϕ(m)| = 1 for all m ∈ ZZ, hence ϕ is
not onto. The image of ϕ is the subgroup {1,−1} of lC.
Example 5.10. Let G = (ZZ,+), and H = (kZZ,+), where k is a fixed
integer. Then
ϕ : G → H
n 7→ kn
is an isomorphism.
Example 5.11. Let G be the multiplicative group {1,−1} and H = ZZ2
= {0, 1} be the additive group of integers mod 2. Then
ϕ : H → G
0 7→ 1
1 7→ −1
is an isomorphism.
Example 5.12. Let G = ZZn, the additive group of integers modulo n (Ex-
ample 1.10) andH = ZZ/nZZ the factor group of ZZ = (ZZ,+) by the subgroup
nZZ. Then the map
ϕ : G → H
k 7→ k + nZZ
is an isomorphism.
If k, l ∈ ZZn and k + l < n, then
ϕ(k +n l) = k + l + nZZ
= (k + nZZ) + (l + nZZ)
= ϕ(k) + ϕ(l).
Moreover, if k + l ≥ n, then
ϕ(k +n l) = ϕ(k + l − n)
= k + l − n+ nZZ
= (k + nZZ) + (l + nZZ)
= ϕ(k) + ϕ(l)
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Thus ϕ is a homomorphism. Further, for any m ∈ ZZ, by division algorithm,
we can write
m = nq + r, 0 ≤ r ≤ n
⇒ m+ nZZ = r + nZZ since nq ∈ nZZ.
= ϕ(r)
Hence ϕ is onto. Now, as ◦(G) = n = ◦(H). The map ϕ is clearly one-one
and hence is an isomorphism.
Example 5.13. We have a general form of the example 5.11. Let G = lCn
be the multiplicative group of nth roots of unity in lC, and H = ZZn, then
ϕ : ZZn → G
m 7→ e 2pimin (0 ≤ m < n)
is an isomorphism.
Proof: If for k, l ∈ ZZn, k + l < n, then
ϕ(k +n l) = e
2πi(k+l)/n
= e2πik/n · e2πil/n
= ϕ(k)ϕ(l)
Further, if k + l ≥ n,
ϕ(k +n l) = ϕ(k + l − n)
= e2πik/n · e2πil/n
= ϕ(k)ϕ(l)
Hence ϕ is a homomorphism. It is easy to see that ϕ is onto and hence, since
◦(G) = ◦(H) = n, ϕ is one-one. Thus ϕ is an isomorphism.
Example 5.14. Let G = lC∗ be the multiplicative group of non-zero complex
numbers and H = S1 = {z ∈ lC |z| = 1}, the subgroup of G of complex
numbers with modules 1. Consider
α : lC∗ → S1
z 7→ z
z¯
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β : lC∗ → S1
z 7→ z|z|
Clearly α and β are homomorphisms. Moreover ,for any z = cos θ+ i sin θ in
S1, we have
β(z) = z, and α(cos
θ
2
+ isin
θ
2
) = z
Thus α and β are surjective.
Example 5.15. Let G be an Abelian group. Then
θ : G → G
x 7→ x−1
is an automorphism of G.
Example 5.16. Let H be a normal subgroup of a group G. Then for the
map
η : G → G/H
g 7→ gH
η(g1g2) = g1g2H = (g1H)(g2H) = η(g1)η(g2) i.e., η is a homomorphism
from G to G/H . This homomorphism is normally referred to as natural or
canonical homomorphism.
Example 5.17. Given any two groups G and H , the mapping
τ : G → H
g 7→ eH
which maps all elements ofG to the identity element of H is a homomorphism.
This is called the trivial homomorphism.
Example 5.18. Let G = (lC∗, ·) and H = Gl2(IR). Then θ : G→ H defined
by
a + ib 7→
[
a b
−b a
]
is a monomorphism.
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Exercise 5.19. Let G = Sn and H = Gln(IR). Then the map
θ : Sn → Gln(IR)
σ 7→ [eσ(1), eσ(2), · · · , eσ(n)]
where ei is the column vector (0, 0, · · · , 1ith, 0, · · · , 0)t is a monomorphism.
Example 5.20. Let G = (IR,+) and H = (lC∗, ·). Then t 7→ eit is a homo-
morphism from G into H.
Example 5.21. Let G = (IR∗, ·) and H = {±1} with multiplication. Then
r 7→
{
+1 if r > 0
−1 if r < 0
is a homomorphism from G onto H.
Exercise 5.22. Show that there exists no non-trivial homomorphism from
(IR,+) to (ZZ,+). (Hint : If there exists a non-trivial homomorphism then
there exists an epimorphism.)
Exercise 5.23. Show that the groups (IR,+) and the multiplicative group
(IR+, .) are isomorphic where IR+ is the set of positive reals
Exercise 5.24. Show that (IR,+) is not isomorphic to (IR∗, ·)
Example 5.25. Let K be a field, and G = Gln(K). Then
φ : G → G
P 7→ (P t)−1
is an automorphism, where P t denotes the transpose of P .
Exercise 5.26. Let K be a field, and α : Gln(K)→ K∗ (the multiplicative
group of non-zero elements of K), be any homomorphism. Prove that
ψ : Gln(K) → Gln(K)
P 7→ α(P )P
is an automorphism.
Definition 5.27. Let ϕ : G→ H be a homomorphism of groups.Then
the set {x ∈ G ϕ(x) = eH} is called the kernel of ϕ and is denoted
by kerϕ.
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Theorem 5.28. For a group homomorphism ϕ : G → H, the kerϕ is a
normal subgroup of G. Further kerϕ = {e} if and only if ϕ is one-one.
Proof: For the identity element eG ∈ G, ϕ(eG) = eH , the identity of H .
Hence kerϕ 6= ∅. Let x, y ∈ kerϕ. Then,
ϕ(xy−1) = ϕ(x)ϕ(y−1)
= eH ( since ϕ(x) = eH = ϕ(y)))
⇒ xy−1 ∈ kerϕ for all x, y ∈ kerϕ.
Therefore, kerϕ is a subgroup of G. Further for any g ∈ kerϕ, and x ∈ G,
ϕ(x−1gx) = ϕ(x−1)ϕ(g)ϕ(x)
= ϕ(x−1)ϕ(x) since ϕ(g) = eH
= ϕ(x)−1ϕ(x)
= eH
⇒ x−1gx ∈ kerϕ
⇒ x−1(kerϕ)x ⊂ kerϕ for all x ∈ G.
Hence kerϕ⊳G. Next, for x, y ∈ G, we have
ϕ(x) = ϕ(y) ⇔ ϕ(x)ϕ(y)−1 = eH
⇔ ϕ(x)ϕ(y−1) = eH
⇔ ϕ(xy−1) = eH
⇔ xy−1 ∈ kerϕ
Hence if kerϕ = eG, then,
ϕ(x) = ϕ(y)
⇒ xy−1 = eG
⇒ x = y
Therefore ϕ is one-one.
Conversely, let ϕ be one-one. If x, y ∈ kerϕ, then xy−1 ∈ kerϕ as kerϕ is a
subgroup. Hence
ϕ(xy−1) = eH
⇒ ϕ(x)ϕ(y)−1 = eH
⇒ ϕ(x) = ϕ(y)
⇒ x = y as ϕ is one-one.
Therefore kerϕ = eG (use: eG ∈ kerϕ) Hence the result follows. 
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Theorem 5.29. Let G,H be two groups and let ϕ : G → H be a homo-
morphism of groups. Then ϕ is an isomorphism if and only if there exists a
homomorphism ψ : H → G such that ψϕ = IdG and ϕψ = IdH .
Proof: Let ϕ be an isomorphism. Then it is one-one and onto. Hence ϕ
admits inverse map and
ϕ−1(y) = x if ϕ(x) = y
Let ϕ(x1) = y1, ϕ(x2) = y2. Then
ϕ(x1x2) = ϕ(x1)ϕ(x2) = y1y2
⇒ ϕ−1(y1y2) = x1x2 = ϕ−1(y1)ϕ−1(y2)
Therefore ϕ−1 is a homomorphism of groups and clearly
ϕϕ−1 = IdH and ϕ
−1ϕ = IdG.
Conversely, let there exists a homomorphism ψ : H → G such that ϕψ =
IdH and ψϕ = IdG. Then
ϕ(x1) = ϕ(x2) (x1, x2 ∈ G)
⇒ ψϕ(x1) = ψϕ(x2)
⇒ x1 = x2
Hence ϕ is one-one. Next, if y ∈ H , then
y = ϕψ(y) (ϕψ = IdH)
⇒ ϕ is onto.
Thus, as ϕ is one-one, onto, homomorphism, it is an isomorphism. 
Theorem 5.30. If ϕ : G→ H is a group homomorphism, then
(i) For any subgroup A of G, ϕ(A) is a subgroup of H. Further if ϕ is onto
and A⊳G, then ϕ(A) is a normal subgroup of H.
(ii) Inverse image of a subgroup of H is a subgroup of G. Moreover, inverse
image of a normal subgroup of H is normal in G.
Proof: (i) Let x, y ∈ A, then xy−1 ∈ A, and
ϕ(x)(ϕ(y))−1 = ϕ(x)ϕ(y−1)
= ϕ(xy−1) ∈ ϕ(A)
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Hence ϕ(A) is a subgroup of H .
Next, let ϕ is onto and A⊳G. As ϕ is onto, any element of H is of the from
ϕ(g) for some g ∈ G. Hence for any a ∈ A,
ϕ(g)ϕ(a)(ϕ(g))−1 = ϕ(g)ϕ(a)ϕ(g−1)
= ϕ(gag−1) ∈ ϕ(A)
Therefore ϕ(A)⊳H .
(ii) Let B be a subgroup of H and let A = ϕ−1(B). Clearly A 6= ∅ since
e ∈ A If x, y ∈ A, then ϕ(x), ϕ(y) ∈ B. As B is a subgroup of H ,we have
ϕ(xy−1) = ϕ(x)(ϕ(y))−1 ∈ B
⇒ xy−1 ∈ A
i.e., xy−1 ∈ A ∀x, y ∈ A
Hence A is a subgroup of G.Further, let B⊳H . If x ∈ A and g ∈ G, then
ϕ(gxg−1) = ϕ(g)ϕ(x)(ϕ(g))−1 ∈ B
⇒ gxg−1 ∈ A for all g ∈ G, x ∈ A
Hence A⊳H . 
Corollary 5.31. Let K be a normal subgroup of a group G. Then any
subgroup of G/K is of the form A/K where A is a subgroup of G containing
K. Further A/K ⊳G/K if and only if A⊳G.
Proof: Consider the canonical homomorphism
η : G → G/K
x 7→ xK
Clearly η is an onto homomorphism. Further, for any x ∈ K,
η(x) = K (identity element of G/K)
⇔ xK = K
⇔ x ∈ K
Thus K = ker η.
Hence by the theorem, for any subgroup B ofG/K, A = η−1(B) is a subgroup
of G containing K. As η is onto,
η(A) = η(η−1(B)) = B
⇒ {xK|x ∈ A} = B
i.e., A/K = B
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Further, if A is a subgroup of G containing K then by the theorem
η(A) = {xK|x ∈ A} = A/K
is a subgroup of G/K. Finally by the theorem it is immediate that A/K ⊳
G/K if and only if A⊳G. 
Lemma 5.32. Let H be a normal subgroup of a group G. Then G/H is
simple if and only if H is a maximal normal subgroup of G.
Proof: Let G/H be a simple group. Then ◦(G/H) > 1 and G/H has
no proper normal subgroup. Hence by the theorem 5.30,there dose not exist
any A ⊳ G such that H ⊂ A, A 6= H . Therefore H is a maximal normal
subgroup of G. Converse is also immediate from the theorem 5.30 as any
normal subgroup of G/H is of the form A/H where A⊳G, H ⊂ A. 
Lemma 5.33. Any homomorphic image of a simple group G is either identity
group or is isomorphic to G.
Proof: Let
ϕ : G → H
be an onto homomorphism and let K = kerϕ. then as K ⊳ G, K = G or
K = {e}. Hence either ϕ(G) = {e} or ϕ is an isomorphism onto H . 
Theorem 5.34. (FIRST ISOMORPHISM THEOREM) Let G and H
be two groups and let ϕ : G → H be a homomorphism. If kerϕ = K,
then K is a normal subgroup of G and there exists a unique monomorphism
ϕ¯ : G/K → H such that ϕ¯η = ϕ where η : G → G/K is the canonical
homomorphism η(x) = xK for all x ∈ G.
Proof: By the theorem 5.28, K is a normal subgroup of G. Consider the
diagram
G
ϕ→ H
η ↓
G/K
of groups and homomorphisms where η is the canonical homomorphism. As η
is onto there is precisely one map (say) ϕ¯ from G/K to H i.e., ϕ¯(xK) = ϕ(x)
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for which ϕ¯η = ϕ. Thus to complete the proof it is sufficient to show that ϕ¯
is a monomorphism. Let xK, yK ∈ G/K. Then
ϕ¯(xK.yK) = ϕ¯(xyK)
= ϕ(xy)
= ϕ(x)ϕ(y)
= ϕ¯(xK)ϕ¯(yK)
Therefore ϕ is a homomorphism. Next, let
ϕ¯(xK) = ϕ¯(yK)
⇒ ϕ(x) = ϕ(y)
⇒ ϕ(xy−1) = e
⇒ xy−1 ∈ kerϕ = K
⇒ xK = yK.
Thus ϕ is one-one and hence a monomorphism. 
Corollary 5.35. Let
ϕ : G → H
be an epimorphism and let K = kerϕ. then G/K is isomorphic to H.
Proof: It is clear that the map ϕ in the theorem 5.34 is the isomorphism.

Exercise 5.36. Let
φ : G→ H
be a group epimorphism and let B be a normal subgroup of H . Prove that
for φ−1(B) = A, G/A is isomorphic to H/B.
Theorem 5.37. Let H,K,L be subgroup of a group G such that K ⊳H and
L ⊳ G, then HL/KL is isomorphic to H/K(L ∩ H). Thus in particular if
K = {e}, HL/L is isomorphic to H/L ∩H.
Proof: Since L ⊳ G, HL = LH and KL = LK. Thus by the theorem
1.47, HL and KL are subgroup of G. Further, as K ⊂ H KL ⊂ HL. Since
L⊳G and K ⊳H , for any x ∈ H , y ∈ L, we have
(xy)KL = x(yL)K
= xLK since yL = L
= xKLy
= KL(xy)
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Hence KL⊳HL. Now, for H ⊂ HL, consider the map:
ϕ : H → HL/KL
x 7→ xKL
For any x1, x2 ∈ H ,
ϕ(x1x2) = x1x2KL
= (x1KL)(x2KL)
= ϕ(x1)ϕ(x2)
Hence ϕ is a homomorphism. Further, as above, for any x ∈ H ,y ∈ L,
xyKL = xyLK
= xLK
= xK
= ϕ(x)
Thus ϕ is an epimorphism. Now, for any x ∈ H ,
ϕ(x) = KL
⇒ xKL = KL
⇒ x = ab (a ∈ K, b ∈ l)
⇒ a−1x = b ∈ H ∩ l
⇒ x ∈ K(H ∩ L)
Conversely if a ∈ K and c ∈ H ∩ L, then ac ∈ HK = H , and
ϕ(ac) = acKL
= (aK)(cL)
= KL
Consequently kerϕ = K(H ∩ L) and by the theorem 5.34 H/K(H ∩ L) is
isomorphic to HL/KL. The rest of the statement is now immediate. 
Lemma 5.38. Let C = gp{a} be a multiplicative cyclic group. Then C
is isomorphic to the factor group ZZ/nZZ of the group ZZ = (ZZ,+) where
n = ◦(C) if ◦(C) = n < ∞ and 0 otherwise. In particular any two cyclic
group of same order are isomorphic.
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Proof: Consider the map:
ϕ : ZZ → C
m 7→ am
Then
ϕ(m+ n) = am+n
= ϕ(m)ϕ(n)
Hence ϕ is a homomorphism. Clearly ϕ is onto. Now, let ◦(C) = n < ∞.
Then ◦(a) = n.
For any m ∈ ZZ,
ϕ(m) = e
⇔ am = e
⇔ n|m Theorem 2.32 (ii)
Therefore kerϕ = nZZ and by the theorem 5.34, ZZ/nZZ is isomorphic to C.
Next, let ◦(C) = ∞. Then ◦(a) = ∞. Hence am = ϕ(m) = e if and only if
m = 0. Thus kerϕ = (0) and as above ZZ is isomorphic to C. Then rest of
the statement follows by the lemma 5.8. 
Theorem 5.39. Let ϕ : G → H be a group homomorphism. If x ∈ G is an
element of order n, then order of ϕ(x) divides order of x. Further if ϕ is an
isomorphism then ◦(x) = ◦(ϕ(x)).
Proof: As ◦(x) = n, we have
ϕ(xn) = ϕ(eG) = eH
⇒ (ϕ(x))n = eH
⇒ ◦(ϕ(x)) | n = ◦(x) Theorem 2.32 (ii).
If ϕ is an isomorphism then ϕ−1 exists and is a homomorphism from H to
G. Thus, as above
◦(ϕ−1(ϕ(x)) | ◦(ϕ(x))
i.e., ◦(x) | ◦(ϕ(x)).
Hence, if ϕ is an isomorphism
◦(ϕ(x)) = ◦(x).
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Corollary 5.40. Let ϕ : G→ H be a homomorphism of groups. If x ∈ G is
an element of finite order then o(ϕ(x)) <∞.
Proof: It is clear from the proof of the theorem. 
Lemma 5.41. Let G be a finite group and ϕ : G → H, an epimorphism.
Then ◦(H) | ◦(G).
Proof: Let K be the kernel of ϕ. Since ϕ is onto, by the corollary5.35,
G/K is isomorphic to H . Hence ◦(G/K) = ◦(H). Further, by the corollary
3.31, we have
◦(H) = ◦(G/K) = ◦(G)◦(K)
⇒ ◦(H). ◦ (K) = ◦(G).
Hence the result follows. 
Theorem 5.42. The set AutG of all automorphisms of a group G is a group
with respect to composition operation.
Proof: Clearly I, the identity map over G, is an automorphism of G
and ϕI = Iϕ = ϕ for all ϕ ∈ AutG. Further, for any ϕ ∈ AutG, ϕ−1 is an
automorphism (Theorem 5.29) and ϕϕ−1 = ϕ−1ϕ = I. Now, let ψ, ϕ ∈ AutG.
Then as ϕ and ψ are one-one, onto, so is ϕψ. Moreover, by the lemma
5.8, ϕψ is a homomorphism. Hence composite of two automorphisms is an
automorphism. As composition of maps is associative, we conclude AutG is
a group. 
Remark 5.43. The group Aut(G) in the theorem is called the automorphism
group of G.
Theorem 5.44. Let G be an additive group and ϕ, ψ be two endomorphisms
of G. Consider the maps :
f : G→ G and h : G→ G
such that f(x) = x−ϕψ(x), h(x) = x− ψϕ(x). Then f is onto (one-one) if
and only if h is onto (one-one).
Proof: First of all, note that for any x, y ∈ G,h(x) − h(y) = h(x − y).
Hence h is an endomorphism. Similarly f is an endomorphism.Now, let f be
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onto G. Then for any x ∈ G, there exist y ∈ G such that
x = y − ϕψ(y)
⇒ ψ(x) = ψ(y)− ψϕψ(y)
= h(ψ(y)) ∈ Im(h)
⇒ ψ(G) ⊂ Im(h)
Further, for any x ∈ G,
h(x) = x− ψϕ(x) ∈ Im(h)
⇒ x ∈ Im(h)
since ψ(ϕ(x)) ∈ Im(h) and Im(h) is a subgroup
(Theorem 5.29 (i))
⇒ G = Im(h)
Thus h is onto. Similarly we can prove the converse.
For the other part, let h be one-one, and let for some x ∈ G,
h(x) = 0
⇒ x = ϕψ(x)
⇒ ψ(x) = ψϕψ(x)
⇒ h(ψ(x)) = 0
⇒ ψ(x) = 0 since h is one-one
⇒ x = ϕψ(x) = 0 homomorphism
Hence f is one-one.The rest of the statement is clear.
Theorem 5.45. Let G be a group . For any x ∈ G , the map
τx : G → G
g 7→ xgx−1
is an automorphism. The set IG = {τx x ∈ G} is a normal subgroup of
Aut(G).
Proof: For x, g1, g2 ∈ G , we have
τx(g1g2) = x(g1g2)x
−1
= x(g1)x
−1x(g2)x
−1
= τx(g1)τx(g2)
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Hence τx is an endomorphism of G. Further for any g ∈ G,
(τx τx−1)(g) = τx(x
−1gx)
= x(x−1gx)x−1 = g
Similarly, we can prove that
(τx−1τx)(g) = g
Hence
(τx τx−1) = Id = (τx−1τx)
Therefore, by the theorem 5.29 , τx is an automorphism of G. We also note
that (τx)
−1 = τx−1 . Now for τx, τy ∈ IG, we have for any g ∈ G,
(τxτy−1)(g) = τx(y
−1gy)
= x(y−1gy)x−1
= (xy−1)
−1
g(xy−1)−1
= τxy−1(g)
Hence
τxτy−1 = τxy−1 ∈ IG
Thus by the theorem 1.42, IG is a subgroup of Aut(G). Finally, let ψ ∈
Aut(G), and τx ∈ IG. Then for any g ∈ G,
(ψτxψ
−1)(g) = ψτx(ψ
−1(g))
= ψ(xψ−1(g)x−1)
= (ψ(x))gψ(x)−1
= τψ(x)(g)
Thus,
ψτxψ
−1 = τψ(x) ∈ IG
⇒ ψIGψ−1 ⊂ IG for all ψ ∈ AutG
Hence, by the theorem 3.35, IG ⊳ Aut(G). 
Remark 5.46. The subgroup IG is called the group of inner automor-
phism of G.
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Lemma 5.47. For any group G, the map
τ : G → IG
x 7→ τx
is homomorphism with ker τ = Z(G), the center of G.
Proof: For any x, y, g ∈ G,
τxy(g) = (xy)g(xy)
−1
= x(ygy−1)x−1
= τxτy(g)
⇒ τ(xy) = τxτy
⇒ τ(xy) = τ(x)τ(y)
Hence τ is a homomorphism. Now, let for x ∈ G, τx be identity automor-
phism. Then for every g ∈ G,τx(g) = g. Note that
τx(g) = g
⇔ xgx−1 = g
⇔ xg = gx
hence, x ∈ ker τ if and only if x ∈ Z(G). Thus the result is proved. 
Theorem 5.48. Let Cn = gp{x} be a finite cyclic group of order of n. Then
the group Aut(Cn) has order Φ(n), where Φ is the Euler’s function.
Proof: For any integer k ≥ 1, define
αk : Cn → Cn
xm 7→ xmk
For xa, xb ∈ Cn, we have
αk(x
a.xb) = αk(x
a+b)
= x(a+b)k
= xakxbk
= αk(x
a)αk(x
b)
Hence αk is an endomorphism and
αn(x
a) = xna = e
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since ◦(x) = n. Thus αn is the trivial endomorphism. Note that for k, l ∈ ZZ,
k ≥ 1, l ≥ 1,
αk = αl
⇔ αk(x) = αl(x) for all x ∈ Cn
⇔ xk = xl
⇔ xk−l = e
⇔ n | (k − l)
Therefore α1, α2, ..., αn are all distinct endomorphisms of G. Clearly image
of αk = gp{xk}. Hence αk is onto (equivalently, one-one) if and only if Cn =
gp{xk} i.e., ◦(xk) = n. Now ,by the corollary 2.34 ◦(xk) = n if and only if
(n, k) = 1. Therefore αk, 1 ≤ k ≤ n, (k, n) = 1, are automorphisms of Cn.
Finally, let β be any automorphism of Cn. Then
β(x) = xk for some1 ≤ k ≤ n
⇒ β(xa) = xak for all a ∈ ZZ
⇒ β = αk for some 1 ≤ k ≤ n.
Hence Aut(Cn) = {αk 1 ≤ k ≤ n, (n, k) = 1}. This proves order of Aut(Cn)
is Φ(n). 
Lemma 5.49. Let C = gp{x} be an infinite cyclic group. Then Aut(C) has
order 2.
Proof: Let k ∈ ZZ. Then the map
αk : C → C
xm 7→ xmk
is an endomorphism of C as in the theorem5.48. Further, if β is an endo-
morphism of C, then if
β(x) = xk (k ∈ ZZ)
⇒ β(xa) = xak for all a ∈ ZZ
⇒ β = αk
Now, if αm is an automorphism, there exists n ∈ ZZ such that
αmαn = αnαm = Id.
⇒ αnαm(x) = x
⇒ (xm)n = x
⇒ xmn−1 = e
⇒ mn− 1 = 0
⇒ mn = 1
⇒ m = +1 or − 1.
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Hence α1 = Id and α−1 are the only two automorphisms of C. As x 6= x−1, α1
and α−1 are distinct. Hence the result is proved. 
Theorem 5.50. Let G = S3 be the symmetric group of degree 3. Then all
the automorphisms of S3 are inner and AutS3 is isomorphic to S3
Proof: In the symmetric group (Example 1.25),
S3 =
{
Id =
(
1 2 3
1 2 3
)
,a1 =
(
1 2 3
2 3 1
)
,a2 =
(
1 2 3
3 2 1
)
,
a3 =
(
1 2 3
2 1 3
)
,a4 =
(
1 2 3
1 3 2
)
,a5 =
(
1 2 3
3 1 2
)}
on the three symbols {1,2,3}, the elements a1, a2, a3 are precisely the elements
of order 2. We have a1a2 = a4 and a1a3 = a5. Hence S3 = gp{a1, a2, a3}. By
the theorem 5.39 any σ ∈ Aut S3 maps the set a1, a2, a3 onto itself. Further,
as S3 = gp{a1, a2, a3}, any σ ∈ AutS3 has unique representation
θ(σ) =
(
a1 a2 a3
σ(a1) σ(a2) σ(a3)
)
as a permutation on the three symbols {a1, a2, a3}. Moreover, if σ, ρ ∈
Aut S3, then
θ(σρ) =
(
a1 a2 a3
σρ(a1) σρ(qa2) σρ(a3)
)
=
(
ρ(a1) ρ(a2) ρ(a3)
σρ(a1) σρ(a2) σρ(a3)
)(
a1 a2 a3
ρ(a1) ρ(a2) ρ(a3)
)
= θ(σ)θ(ρ)
Hence, if we denote the group of permutations on the three symbols {a1, a2, a3}
also by the S3, then
θ : Aut S3 → S3
σ 7→ θ(σ)
gives a monomorphism of groups. Now let for any x ∈ S3, τx denotes the
inner automorphism determined by x. Then for a1 ∈ S3,
τa1(a2) = a1a2a
−1
1 = a1a2a1 = a3
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and by the lemma 5.47, (τa1)
2 = τa21 is the identity map since a
2
1 = Id. Hence
τa1 6= Identity, and ◦(τa1) = 2. Further, for a4 ∈ S3,
τa4(a1) = a2
(τa4)
2(a1) = a3
and (τa4)
3(x) = τa43
is identity automorphism since a34 = Id. Hence AutS3 contains an element of
order 2 i.e., τa1 and an element of order 3 i.e., τa4 . Therefore, by the corollary
3.10, ◦(AutS3) ≥ 6. Further, as θ is a monomorphism and ◦(S3) = 6, it
follows θ is an isomorphism. Moreover, as τa1 , τa4 ∈ I(S3), order of I(S3)
is ≥ 6. Thus as I(S3) is a subgroup of Aut(S3), we conclude again by the
corollary 3.10 I(S3) = Aut(S3), i.e., all the automorphisms of S3 are inner.
Hence the result follows. 
Theorem 5.51. Let ϕ be an automorphism of (IR,+), the additive group of
real numbers. If ϕ(xy) = ϕ(x)ϕ(y) for all x, y ∈ IR then ϕ = Id, the identity
map.
Proof: As ϕ is an automorphism, ϕ(0) = 0, and ϕ(−α) = −ϕ(α) for all
α ∈ IR. Further, we have
ϕ(1) = ϕ(1.1) = ϕ(1)2
⇒ ϕ(1) = 1 since ϕ(t) 6= 0 for any t( 6= 0) ∈ IR.
Now, as ϕ(−1) = −ϕ(1) = −1, by the additivity of ϕ, we get ϕ(m) = m for
m ∈ ZZ. Further, if n(> 0) ∈ ZZ, then
nϕ(
1
n
) = ϕ(n · 1
n
) = ϕ(1)
⇒ ϕ( 1
n
) =
1
n
Hence, for any rational number m
n
, we have
ϕ(
m
n
) =
m
n
Now, let α > 0 be any real number. Then there is β( 6= 0) ∈ IR such that
β2 = α. Hence
ϕ(α) = ϕ(β2) = ϕ(β)2 > 0
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Thus if α > β (α, β ∈ IR), then
α− β > 0
⇒ ϕ(α− β) = ϕ(α)− ϕ(β) > 0
Therefore
ϕ(α) > ϕ(β)
Now, let for α ∈ IR,
ϕ(α) > α
Choose a rational number m
n
such that
ϕ(α) > m
n
> α
⇒ m
n
= ϕ(m
n
) > ϕ(α)
This contradicts the fact that ϕ(α) > m
n
. Hence ϕ(α) ≤ α. As above, we
can show that ϕ(α) < α is not possible. Hence ϕ(α) = α for all α ∈ IR, i.e.,
ϕ = Id.
We, now, prove a result which has some geometric interest. 
Theorem 5.52. The group of collineations and the group of affine transfor-
mations on IR2 are same.
Proof: We shall prove the result in steps.
Step I. Every affine transformation is a collineation.
Let Q =
[
a b
c d
]
be an invertible 2 × 2 -matrix over reals. Consider the
linear map
Q : IR2 → IR2
determined by Q. Let A = (x1, y1), B = (x2, y2) and C = (x3, y3) be three
collinear points in IR2. Then the area of the triangle formed by these points
is 0 i.e.,
det
 x1 x2 x3y1 y2 y3
1 1 1
 = 0
Therefore
det
 a b 0c d 0
0 0 1
 · det
 x1 x2 x3y1 y2 y3
1 1 1
 = 0
⇒ det
 ax1 + by1 ax2 + by2 ax3 + by3cx1 + dy1 cx2 + dy2 cx3 + dy3
1 1 1
 = 0
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Hence the points Q(A), Q(B) and Q(C) are collinear. Further for any point
x = (a, b) ∈ IR, we have
det
 x1 + a x2 + a x3 + ay1 + b y2 + b y3 + b
1 1 1
 = det
 x1 x2 x3y1 y2 y3
1 1 1
 = 0
Therefore, it follows that any affine transformation is a collineation.
Step II. Let f : IR2 → IR2 be a collineation such that f(0) = 0. Then for
any two non-proportional points ν, w ∈ IR2, f(ν + w) = f(ν) + f(w).
Let l1 = ν + [w], l2 = w + [ν] be two lines in IR
2. As ν and w are non-
proportional l1∩ l2 = {ν+w}. Thus {f(ν+w)} = f(l1)∩f(l2). Further, note
that as f is a collineation such that f(0) = 0 , f([w]) = [f(w)] (use:f([w]),
and [f(w)] are straight lines passing through 0 and f(w) ). We have
(ν + [w]) ∩ [w] = ∅
⇒ f(l1) ∩ [f(w)] = ∅
Hence f(l1) is parallel to [f(w)] and passes through f(ν). Similarly f(l2) is
parallel to [f(ν)] and passes through f(w). Thus f(ν) + f(w) is a point on
both f(l1) and f(l2). We, however, have
f(l1) ∩ f(l2) = {f(ν + w)}
Hence
f(ν) + f(w) = f(ν + w).
Step III. Let f : IR2 → IR2 be a collineation such that f(0) = 0, f(e1) =
e1 and f(e2) = e2. Then f = Id, the identity map.
We are given that f(0) = 0 and f(e1) = e1. Hence f being collineation this
maps the x-axis onto itself. For similar reason, f maps the y-axis onto itself.
Let for t ∈ IR, we have
f(te1) = ϕ(t)e1 and f(te2) = ψ(t)e2
Then clearly ϕ(0) = 0 = ψ(0) and ϕ(1) = ψ(1) = 1. Hence using the Step II
for any t, s ∈ IR, we have
f(te1 + se2) = f(te1) + f(se2)
= ϕ(t)e1 + ψ(s)e2
⇒ f(e1 + e2) = e1 + e2
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Now, as f(0) = 0 and f(e1+ e2) = e1 + e2, we conclude that f maps the line
x = y onto itself. Thus, as
f(te1 + te2) = ϕ(t)e1 + ψ(t)e2
⇒ ϕ(t) = ψ(t) for all t ∈ IR.
As ϕ(0) = 0, it is clear that if t, s ∈ IR and t or s is 0, then
ϕ(t)ϕ(s) = ϕ(ts)
We shall prove that this is true for all t, s ∈ IR. Assume t 6= 0, s 6= 0. Then
by the step II,
f(e1 + se2) = f(e1) + f(se2)
= e1 + ϕ(s)e2
and
f(te1 + tse2) = f(te1) + f(tse2)
= ϕ(t)e1 + ϕ(ts)e2
As (0, 0), (1, s) and (t, ts) are colinear points so are their images under f.
Hence ϕ(t)ϕ(s) = ϕ(ts) for all t, s ∈ IR. Taking t = s = −1, we get
ϕ(1) = ϕ(−1)2
⇒ ϕ(−1) = −1(use : ϕ(1) = 1, and ϕ is one-one )
Further, for any t, s ∈ IR,
f(te1 + se2) = ϕ(t)e1 + ϕ(s)e2
= (ϕ(t) + ϕ(s))e1 + ϕ(s)(e2 − e1)
Also
f(te1 + se2) = f((t+ s)e1 + s(e2 − e1))
= ϕ(t+ s)e1 + f(se2 − se1)
= ϕ(t+ s)e1 + ϕ(s)(e2 − e1)
Consequently
ϕ(t+ s) = ϕ(t) + ϕ(s) for all t, s ∈ IR (5.1)
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Now by the theorem 5.51, we conclude that ϕ = Id. Hence
f(te1 + se2) = ϕ(t)e1 + ϕ(s)e2
= te1 + se2
Thus, f = Id.
Step IV: A collineation is an affine transformation.
Let T : IR2 → IR2 be a collineation, and let T (0) = λ , T (e1) = a, T (e2) = b.
Then define a linear map F : IR2 → IR2, determined by
F (e1) = e1 + a− λ, F (e2) = e2 + b− λ
Now, for the affine transformation
A : IR2 → IR
x 7→ Fx+ λ
we have
(A− T )(0) = 0
(A− T )(e1) = Ae1 − Te1 = e1
(A− T )(e2) = e2
As an affine transformation is a collineation A − T is a collineation. Hence
by the Step III, we get
A− T = I
⇒ Tx = (F − I)x+ λ
Therefore, T is an affine transformation, and the proof is complete. 
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EXERCISES
1. Let G be a group.Prove that
(i) Any homomorphism ϕ from (ZZ,+), the additive group of integers,
to G is of the from ϕ(n) = xn where x ∈ G is a fixed element.
(ii) For any x ∈ G, the map
τx : (ZZ,+) → G
m 7→ xm
is a homomorphism.
2. Show that there exists no non-trivial homomorphism from (lQ,+) to
(ZZ,+).
3. Let G,H be the two groups. Prove that f : G→ H is a homomorphism
if and only if {(x, f(x) x ∈ G} is a group with respect to co-ordinate
wise product i.e., with respect to the binary operation
(x, f(x))(y, f(y)) = (xy, f(x)f(y)).
4. Let H be a subgroup of a group G, and [G : H ] < ∞. Then let K =⋂
g∈G τg(H), where τg : G → G is the inner automorphism determined
by g, is a normal subgroup of G and [G : K] <∞. Thus any subgroup
of finite index in G contains a normal subgroup of finite index.
5. Let G,W be two groups and let ϕ : G→ W be an epimorphism. Prove
that for any subgroup H of G with ker f ⊂ H ,[G : H ] =
[W : ϕ(H)].
6. Let ϕ : G→ H be a group isomorphism. Prove that ϕ(Z(G)) = Z(H)
and ϕ(G′) = H ′.
7. Find all automorphisms of (lQ,+), the additive group of rationals.
8. Prove that any group with more then two elements has a non-trivial
automorphism.
9. Find the number of automorphisms of ZZ176.
10. let fi : G → H ,i = 1, 2 be two group homomorphisms. Show that if
gp{x} = G then f1 = f2 if and only if f1(x) = f2(x) for all x ∈ G.
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11. Let f : G → H be a group homomorphism where ◦(H) = n < ∞.
Prove that if for an element x ∈ G,(◦(x), n) = 1, then x ∈ ker f .
12. Let G = gp{a} and H be two groups. Prove that for any b ∈ H , there
exists a homomorphism ϕ : G → H such that ϕ(a) = b if and only if
◦(b) divides ◦(a).
13. Let G be a finite abelian group with ◦(G) = n. Then for any nZZ,
ϕ : G → G such that ϕ(x) = xn for all x ∈ G, is an automorphism if
and only if (m.n) = 1.
14. Prove that if a group G has order n, then ◦(Aut G) divides (n− 1)!.
15. Let σ be an endomorphism of a group G such that identity is the only
element of G fixed by σ. Prove that the map
θ : G → G
x 7→ x−1σ(x)
is one-one. Further, show that if θ is onto and σ2 = Id, then G is
abelian.
16. Let G be an infinite group. Prove that if G is isomorphic to every
non-identity subgroup of itself. Then G is infinite cyclic.
17. Find all proper subgroup of the quotient group ZZ/154ZZ.
18. Let S = {s1, s2, · · · , sn} and U = {u1, · · · , un} be two sets each with n
elements. Prove that the group A(S) (Example 1.24) is isomorphic to
A(U).
19. For the subgroup (ZZ,+) = ZZ of (lQ,+), prove that lQ/ZZ is isomorphic
to lC∞.
20. Let ψ be an automorphism of a group G. Prove that if x is a non-
generator of G, then so is ψ(x). Then deduce that for the Frattini
subgroup Φ(G) of G, ψ(Φ(G)) = Φ(G).
21. Let n ≥ 3 and let Dn = {e, σ, σ2, · · · , σn−1, τ, στ, · · · , σn−1τ σn = e =
τ 2, στ = τσ−1} (Example 1.28) be the Dihedral group. Prove that
(i) For any fixed 0 ≤ i ≤ n− 1, the map
α : Dn → Dn
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satisfying α(σlτ) = σl+iτ for all 0 ≤ l ≤ n − 1 and α(σk) = σk for all
k ≥ 0, is an automorphism of Dn.
(ii) For any fixed 1 ≤ t ≤ n, (t, n) = 1, the map
β : Dn ⇒ Dn
satisfying β(σk) = σkt and β(σkτ) = σktτ for all 0 ≤ k ≤ n − 1 is an
automorphism of Dn.
22. Let H be a subgroup of group G and α ∈ AutG. Prove that
α(NG(H)) = NG(α(H)).
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Chapter 6
Direct Product, Semi Direct
Product And Wreath Product
1 In this chapter we shall describe some methods of constructing new groups
from a given collection of groups and also analyze when a given group is
constructed by a collection of groups (up to isomorphism).
Let {Gi i ∈ I} be a family of groups. Then there is a natural way of
constructing a new group with the help of these groups Gi’s. Let us denote
by G =
∏
i∈I Gi, the set of functions :{
f : I →
∐
Gi | f(i) ∈ Gi
}
where
∐
Gi denotes the disjoint union of the Gi’s. For f, g in G, define
(f · g)(i) = f(i)g(i)
Then it is easy to check that G is a group with respect to the above binary
operation . The function Θ ∈ G defined by Θ(i) = ei, the identity element of
the group Gi, is the identity element of G. For any f ∈ G, f¯ ∈ G defined by
f¯(i) = (f(i))−1 is the inverse of f in G. The group
∏
i∈I Gi, defined above,
is called the cartesian product of the groups G′is. Some times we write,∏
i∈I
Gi = {x = (xi) | xi ∈ Gi}
1contents group6.tex
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where x : I →∐Gi is the function x(i) = xi. Clearly (xi)(yi) = (xiyi), (xi)−1 =
(x−1i ) and e = (ei) is the identity element in G. The map,
pi : G → Gi
f 7→ f(i)
is a homomorphism and is called the ith projection of G. For any f ∈ G =∏
Gi, the set
supp(f) = {i ∈ I|f(i) 6= ei}
is called the support of f . Clearly the set of functions in G with finite support
is a subgroup of G. We shall denote this by X
i∈I
Gi. Any group isomorphic to
the subgroup X
i∈I
Gi is called external direct product of Gi′s and the groups
Gi′s are called its direct factors. Thus direct product of Gi′s is unique upto
isomorphism.
If |I| < ∞, then clearly direct product and cartesian product coincide. In
case Gi′s are additive groups we call direct sum instead of direct product and
Gi′s are called its direct summands instead of factors. We shall write
G =
⊕
i∈I
Gi
for the direct sum of the groups Gi′s
We shall first develop the general properties of direct product for finite index
set I. If I = {1, 2, · · · , n}, then for the cartesian product G1×G2×· · ·×Gn =
{x = (x1, x2, · · · , xn) xi ∈ Gi for i = 1, 2, · · · , n} the map
τ : G → G1 ×G2 × · · · ×Gn = {x = (x1, x2, · · · , xn)}
f 7→ (f(1), f(2), · · · , f(n))
is a bijection. Identifying G with G1 × G2 × · · · × Gn under τ transfers
in a natural way the group structure on G to a group structure on G1 ×
G2 × · · · × Gn, where for x = (x1, x2, · · · , xn) and w = (w1, w2, · · · , wn) in
G1 ×G2 × · · · ×Gn, the product x · w of x and w is
xw = (x1w1, · · · , xnwn).
The two groups are of course isomorphic. We shall normally understand the
group G1×G2×· · ·×Gn defined above as the external direct product of the
groups G1, G2 · · · , Gn. For any 1 ≤ i ≤ n, put
Ĝi = {(e1, · · · , ei−1, a, ei+1, · · · , en) a ∈ Gi}
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It is easy to check that Ĝi is a normal subgroup of G = G1 × · · · × Gn,
moreover, we have
(i) a b = b a for all a ∈ Ĝi, b ∈ Ĝj , i 6= j.
(ii) Ĝi ∩ (Ĝ1 · · · Ĝi−1Ĝi+1 · · · Ĝn) = {e} for all i = 1, 2, · · · , n.
and
(iii) G = Ĝ1 · · · Ĝn.
If for a group G, there exist subgroups H1, H2, · · · , Hn such that the map
µ : H = H1 ×H2 × · · · ×Hn → G
(x1, x2, · · · , xn) 7→ x1x2 · · ·xn
where x1x2 · · ·xn is the product of xi, i = 1, 2, · · · , n, in G, is an isomorphism
from the external direct product of H1, H2, · · · , Hn onto G, then G is called
the internal direct product of H1, H2, · · · , Hn As noted above, we have
(i) a b = b a for all a ∈ Ĥi, b ∈ Ĥj, i 6= j.
(ii) Ĥi ∩ (Ĥ1 · · · Ĥi−1Ĥi+1 · · · Ĥn) = {e} for all i = 1, 2, · · · , n.
and
(iii) H = Ĥ1 · · · Ĥn.
As Ĥi ⊳H for all i = 1, 2, · · · , n, clearly µ(Ĥi) = Hi, is normal in G and
(i) ab = ba for all a ∈ Hi, b ∈ Hj, i 6= j.
(ii) Hi ∩ (H1 · · ·Hi−1Hi+1 · · ·Hn) = id.
(iii) G = H1 · · ·Hn.
We, now, prove a result which shows that these condition on H ′is are infact
sufficient for G to be internal direct product of H ′is.
Theorem 6.1. Let H1, H2, · · · , Hn be subgroups of a group G such that
(i)ab = ba for all a ∈ Hi, b ∈ Hj and i 6= j.
(ii)Hi ∩ (H1H2 · · ·Hi−1Hi+1Hi+2 · · ·Hn) = id for i = 1, 2, · · · , n.
and
(iii) G = H1H2 · · ·Hn.
Then G is the internal direct product of the subgroups H1, H2, · · · , Hn.
Proof: Consider the map
Φ : H1 ×H2 × · · · ×Hn → G
x = (x1, x2, · · · , xn) 7→ x1x2 · · ·xn.
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For x = (x1, x2, · · · , xn) , y = (y1, y2, · · · , yn) in
∏
Hi = H1×H2× · · ·×Hn,
we have
Φ(xy) = Φ(x1y1, x2y2, · · · , xnyn)
= x1y1x2y2 · · ·xnyn
= x1x2 · · ·xny1y2, · · · yn (use (i))
= Φ(x)Φ(y)
Hence Φ is a homomorphism from
∏
Hi to G. Further, let Φ(x) = e, the
identity of G. Then
⇒ x1x2 · · ·xn = e
⇒ x1x2 · · ·xi−1xi+1xi+2 · · ·xnxi = e (use(i))
⇒ x1 · · ·xi−1xi+1 · · ·xn = xi−1 ∈ Hi ∩ (H1H2 · · ·Hi−1Hi+1Hi+2 · · ·Hn)
⇒ xi−1 = e (use (ii))
⇒ xi = e.
As i is arbitrary, we get x = e, the identity element of
∏
Hi. Hence Φ is
one-one. Finally Φ is onto follows from the assumption (iii). Hence Φ is an
isomorphism.
Observations 6.2. (1) It is clear from the isomorphism described above
that every element of G can be expressed uniquely as product of elements of
Hi’s.
(2) If we assume in the theorem that (i) holds and every element of G can
be expressed uniquely as product of elements of Hi’s, then (ii) and (iii) also
hold.
(3) For the group (ZZ,+) for any two non trivial subgroups mZZ, nZZ of ZZ,
mn( 6= 0) ∈ mZZ ∩nZZ. Hence ZZ can not be decomposed as direct sum of its
subgroups.
Corollary 6.3. Let H1, H2, · · ·Hn be normal subgroups of a group G such
that
(i) Hi ∩ (H1H2 · · ·Hi−1Hi+1Hi+2 · · ·Hn) = {e} for all i = 1, 2, · · · , n.
and
(ii) G = H1H2 · · ·Hn.
Then G is internal direct product of H ′is.
Proof: By (i), it is clear thatHi∩Hj = {e} for all i 6= j. If x ∈ Hi, y ∈ Hj
for i 6= j, then as H ′is are normal, xyx−1y−1 ∈ Hi ∩Hj . Thus
xyx−1y−1 = e
⇒ xy = yx
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Hence the result follows from the theorem. 
Corollary 6.4. Let a group G be (internal) direct product of its two subgroups
A and B. Then for any subgroup H of G, H ⊃ A,H is internal direct product
of A and H ∩ B.
Proof: As G is internal direct product of A and B, A⊳G,B⊳G,A∩B =
id, and G = AB. Therefore A⊳H,B1 = B ∩H ⊳H and A∩B1 = id. Thus
to complete the proof it is sufficient to prove that H = AB1. Since G = AB,
for any h ∈ H,
h = ab where a ∈ A, b ∈ B
⇒ a−1h = b ∈ B ∩H = B1 since A ⊂ H
⇒ h = a(a−1h) ∈ AB1
⇒ H = AB1
Hence the result follows. 
Exercise 6.5. Show that (lQ,+) can not be expressed as direct sum of two
proper subgroups.
Exercise 6.6. Let a group G be internal direct product of its subgroups A
and B. Prove that G/A is isomorphic to B.
Theorem 6.7. Let a group G be isomorphic to the external direct product
G1×G2×· · ·×Gn of the groups Gi; i = 1, 2 · · · , n. Then there exist subgroups
Hi; i = 1, 2 · · · , n. of G such that Gi is isomorphic to Hi and
(i)ab = ba for all a ∈ Hi, b ∈ Hj, i 6= j.
(ii)Hi ∩ (H1H2, · · ·Hi−1Hi+1Hi+2 · · ·Hn) = id for all i = 1, 2, · · · , n.
(iii) G = H1H2 · · ·Hn.
Proof: Let
Gˆi = {(e1, · · · , ei−1, x, ei+1 · · · , en) x ∈ Gi, ej = identity of Gj, for all j 6= i}
It is easy to see that Gˆi is a subgroup of
∏
Gi and we have
(a) a b = b a for all a ∈ Gˆi, b ∈ Gˆj and i 6= j.
(b)Gˆi ∩ (Gˆ1Gˆ2 · · · ˆGi−1 ˆGi+1 ˆGi+2 · · · Gˆn) = id for i = 1, 2, · · · , n.
(c)
∏
Gi = Gˆ1Gˆ2 · · · Gˆn.
If α :
∏
Gi → G is an isomorphism. Put α(̂Gi) = Hi for i = 1, 2, · · · , n.
Then from (a),(b),(c) above we get the required conditions for Hi’s.
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Exercise 6.8. Given a finite set {G1, · · · , Gn} of groups and σ ∈ Sn, the
map
G1 × · · · ×Gn → Gσ(1) × · · · ×Gσ(n)
(x1, · · · , xn) 7→ (xσ(1), · · · , xσ(n))
is an isomorphism of groups.
Definition 6.9. A group G with ◦(G) > 1 is called indecomposable if
G is not a direct product of its proper subgroups.
Example 6.10. The group (lQ,+) and (ZZ,+) are indecomposable.
Definition 6.11. A subgroup H of a group G is called a direct factor
of G if for a subgroup K of G, G is (internal) direct product of H
and K.
Remarks 6.12. (i) An indecomposable group has no direct factor.
(ii) Any simple group is indecomposable.
(iii) For a group G, the group G and its identity subgroup are always direct
factors of G.
Theorem 6.13. Let Cn denotes the cyclic group of order n. Then
Cn ≃ Cm × Ck if and only if n = mk and (m, k) = 1.
Proof: (⇒) We have |Cm × Ck| = mk. Hence n = mk. Further, let
(m, k) = d. Then, for any element (x, y) ∈ Cm × Ck, we have
(x, y)
mk
d = (x
mk
d , ymk
d
) = id
⇒ ◦(x, y) ≤ mk
d
.
Now, note that the image of the generator of Cn is an element of order
n = mk. Hence (m, k) = d = 1.
(⇐) Let Cm = gp{a}, Ck = gp{b}. Then, (a, b)mk = (amk, bmk) = (e, e), the
identity of Cm × Ck. Hence ◦((a, b)) ≤ mk = n. Further, if
(a, b)l = (e, e)
⇒ (al, bl) = (e, e)
⇒ al = e, bl = e
⇒ m | l and k | l
⇒ n = mk divides l since (m, k) = 1
⇒ l ≥ n.
Hence ◦(a, b) = n. Now, as |Cm × Ck| = mk = n, it follows that Cm × Ck is
cyclic of order n. Hence Cm × Ck is isomorphic to Cn.
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Remark 6.14. Let Cn denotes a cyclic group of order n > 1. Then Cn is
indecomposable if and only if n = pk where p is a prime and k ≥ 1.
Theorem 6.15. Let f be an endomorphism of a group G such that f 2 = f .
If H, the image of f , is a normal subgroup of G and K is the Kernel of f ,
then G is the internal direct product of K and H.
Proof: Let x ∈ K∩H. As H is the image of f , x = f(a) for some a ∈ G.
Further, as x ∈ K = ker f
e = f(x)
= f(f(a))
= f(a) (use f 2 = f)
= x.
⇒ K ∩H = e.
Now, if x ∈ H, y ∈ K, then, since H and K are normal subgroups of G,
xyx−1y−1 ∈ H ∩K = e
⇒ xy = yx.
Further, for any g ∈ G, g = f(g)f(g−1)g, and
f(f(g−1)g) = f 2(g−1)f(g) = f(g)f(g−1) = e
⇒ f(g−1)g ∈ ker f = K.
Hence, G = HK. Consequently, by theorem 6.1, G is internal direct product
of the subgroups K and H.
Theorem 6.16. Let G be a finite abelian group in which every non-identity
element has order 2. Then G is direct product of cyclic groups of order 2.
Proof: Let {a1, a2, · · · , an} be a minimal set of generators for G. Clearly
ai 6= e for any i. Put Ci = gp{ai}. Then each Ci is a cyclic group of order 2.
As {a1, a2, · · · , an} is a set of generators for G, every element g in G can be
expressed as
g = (a1)
α1(a2)
α2 · · · (an)αn
where αi = 0 or 1. As G is abelian, it is easy to check that the map
Φ : C1 × C2 × · · · × Cn → G
x = (x1, x2, · · · , xn) 7→ x1x2 · · ·xn
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is an onto homomorphism . To complete the proof we have to show that Φ
is one-one. Let for xi = (ai)
αi , we have (a1)
α1(a2)
α2 · · · (an)αn = e. If x 6= id,
then αi = 1 for some i, and hence then ai = (a1)
α1 · · · (ai−1)αi−1(ai+1)αi+1 · · · (an)αn ,
since ai
−1 = ai for all i. This contradicts that {a1, a2, · · · , an} is a minimal
set of generators for G. Hence Φ is one-one and is an isomorphism.
Remark 6.17. We have |G| = |C1 × C2 × · · · × Cn| = 2n.
Lemma 6.18. Let H denotes the multiplicative group of real numbers
{+1,−1}, and G = H ×H be the direct product of H with itself. Then the
group AutG is isomorphic to S3.
Proof: We have ◦(G) = 4, and a = (1,−1), b = (−1, 1), c = (−1,−1) are
precisely the elements of order 2 inG. Note that ab = c, bc = a, ca = b. Hence
for any permutation τ of the subset {a, b, c}, if τˆ (a) = τ(a), τˆ(b) = τ(b) ,
τˆ(c) = τ(c) and τˆ(1, 1) = (1, 1), then τˆ ∈ AutG. Further, for any σ ∈ AutG,
σ restricted to a, b, c gives a permutation of {a, b, c}. Therefore σ = τˆ for
some permutation τ of the three symbols a, b, c. Clearly, the map
S3 → AutG
τ 7→ τ̂
from the group of permutations on {a, b, c} to AutG is one-one, and for any
permutations τ1, τ2 of {a, b, c} τ̂1τ2 = τ̂1τ̂2. Hence S3 is isomorphic to AutG.
Remark 6.19. We have proved that AutS3 is isomorphic to S3 (Theorem
5.50 ). Hence, as S3 is not an abelian group, non-isomorphic groups may
have isomorphic automorphism groups.
Theorem 6.20. Let H be a normal subgroup of a group G such that Z(H) =
e and AutH = I −AutH. Then H is a direct factor of G i.e., there exists a
normal subgroup A of G such that G ∼= A×H.
Proof: Consider the homomorphism :
τ : G → AutH
g 7→ τg
where τg(h) = ghg
−1 for all h ∈ H . By assumption AutH = I−AutH , hence
τ is onto. Let A = ker τ , then A⊳G. Note that
τg = id
⇔ τg(h) = h ∀h ∈ H
⇔ gh = hg ∀h ∈ H
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Hence, as Z(H) = e, A
⋂
H = id. Now, as τ is onto, for any x ∈ G, τx = τh
for some h ∈ H . Therefore
id = τxτ
−1
h = τxh−1
⇒ xh−1 ∈ A
⇒ x ∈ AH
⇒ G = AH
Hence by corollary 6.3 G ∼= A×H . 
Lemma 6.21. Let Ni; i = 1, 2, · · · , k, k ≥ 2, be distinct minimal normal sub-
groups of a group G such that G = N1N2 · · ·Nk, the product of the subgroups
N ′is. Then G is the direct product of a subset of {N1, N2, · · · , Nk}.
Proof: First of all, since Ni ⊳ G for all i = 1, 2, · · · , k; N1N2 · · ·Nk =
Nσ(1)Nσ(2) · · ·Nσ(k) for any σ ∈ Sk, the symmetric group on {1, 2, · · · , k}.
Let t be the smallest integer such that
G = Ni1Ni2 · · ·Nit
where 1 ≤ il ≤ k for all l = 1, 2, · · · , t. Without any loss of generality, by
change of notation, we can assume that G = N1N2 · · ·Nt. Clearly t ≥ 2.
As N ′is are distinct minimal normal subgroups of G, Ni ∩ Nj = e for all
i 6= j. Therefore xy = yx for all x ∈ Ni, and y ∈ Nj, 1 ≤ i 6= j ≤ k
(Lemma 3.29 (b)). Further, by induction , using lemma 3.29 (a), any finite
product of normal subgroups of G is normal. Hence for 1 ≤ i ≤ t, if a ∈
Ni ∩ N1N2 · · ·Ni−1Ni+1 · · ·Nt, then as Ni is minimal normal subgroup of
G, either a = e or Ni ⊂ N1N2 · · ·Ni−1Ni+1 · · ·Nt. However, if Ni ⊂ Ni ∩
N1N2 · · ·Ni−1Ni+1 · · ·Nt, then
G = N1N2 · · ·Ni−1Ni+1 · · ·Nt,
a contradiction to the choice of t. Consequently,
Ni ∩N1N2 · · ·Ni−1Ni+1 · · ·Nt = {e}
for all 1 ≤ i ≤ t. Therefore G is isomorphic to the direct product N1×N2×
· · · ×Nt. (Theorem 6.1) 
Corollary 6.22. Let for a group G, G = N1N2 · · ·Nk, k ≥ 2, where N ′is are
distinct minimal normal subgroups of G for all i = 1, 2, · · · , k. Then any
proper normal subgroup N of G is a direct factor of G.
99
Proof: Choose a subset J = {j1, j2, · · · , jt} of {1, 2, · · · , k} with |J | = t
minimal such that G = NP for P = Nj1Nj2 · · ·Njt, the product of the
subgroups Njk , 1 ≤ k ≤ t, in G. As seen in the theorem P ⊳G. By change of
notation, if necessary, we can assume J = {1, 2, · · · , t}. As N ⊳G and Ni a
is minimal normal subgroup G, N ∩Ni = Ni or {e}. Let for some 1 ≤ i ≤ t,
Ni∩N = Ni. Then Ni ⊂ N , and for Q = N1N2 · · ·Ni−1Ni+1 · · ·Nt, G = NQ.
This contradicts the minimality of |J |. Consequently N ∩Ni = {e} ∀1 ≤ i ≤
t. Now, letN∩P 6= id. Then there exists x( 6= e) ∈ N and ai ∈ Ni, i = 1, · · · t,
such that
x = a1a2 · · ·at.
As x 6= e, one of the ai 6= e. As aiaj = ajai for all 1 ≤ i 6= j ≤ t, if necessary,
by change by notation we can assume that a1 6= e. Hence
xa−1t · · · a−12 = a1 6= e
⇒ N1 ∩NQ1 6= e
where Q1 = N2 · · ·Nt. Note that NQ1 is a normal subgroup of G. Hence,
as above, N1 ∩ NQ1 6= e implies N1 ⊂ NQ1 Then as NQ = G, NQ1 = G.
A contradiction to minimality of |J |. Consequently N ∩ P = {e}. Now,
by theorem 6.1, G is internal direct product of N and P. Hence the result
follows. 
We shall, now, define a class of groups such that any member of the class if
contained in an abelian group is its direct factor.
Definition 6.23. A group G is called divisible if for every n ≥ 1, and
g ∈ G, there exists at-least one solution of the equation xn = g(nx = g
in additive notation) in G.
Remark 6.24. A group G is divisible if and only if G = {xp | x ∈ G} for all
primes p.
Example 6.25. The group (lQ,+), (IR,+) and (lC,+) are divisible.
Example 6.26. The group (lC∗, ·) is divisible.
Example 6.27. For any prime p, lCp∞ is divisible.
Exercise 6.28. Show that the multiplicative group (IR∗+, ·) of non-zero pos-
itive real numbers, is divisible.
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Exercise 6.29. Show that any homomorphic image of a divisible group is
divisible. Further show that direct product of divisible groups is divisible.
Theorem 6.30. Let G be an abelian group, and H, a proper subgroup of G.
If H is divisible, H is a direct factor of G i.e., G is internal direct product
of H and a subgroup K of G.
Proof: Let
S = {A ⊂ G A : subgroup, A ∩H = {e}}
Define an ordering ≤ in S as follows :
For A1, A2 ∈ S, A1 ≤ A2 if and only if A1 ⊂ A2.
Then ≤ is a partial ordering on S. If {Ai}i∈I is a chain in (S,≤), then put,
B =
⋃
i∈I
Ai
Let x, y ∈ B. Then, as {Ai}i∈I is a chain, there exists i0 ∈ I such that
x, y ∈ Ai0 . hence xy−1 ∈ Ai0 ⊂ B. Thus B is a subgroup of G. Further
B ∩H =
⋃
i∈I
(Ai ∩H) = e
Hence B ∈ S. Clearly, B is an upper bound of the chain {Ai}i∈I in S.
Therefore, by Zorn’s lemma (S,≤) has a maximal element (say) K. We shall
prove that G is internal direct product of K and H . To prove this, it suffices
to show that HK = G (Theorem 6.1). If HK 6= G, then choose g ∈ G,
g 6∈ HK. By choice of K,
gp{g,K} ∩H 6= e
⇒ gmk = h( 6= e) for some h ∈ H, k ∈ K,m > 1
⇒ gm = hk−1 ∈ HK
Let m be the smallest +ve integer such that gm ∈ HK. We can assume that
m is prime. If not, then for any prime p dividing m, put n = m
p
and g1 = g
n.
Clearly gp1 = g
m ∈ HK, and g1 6∈ HK by minimality of m. Now, as H is
divisible, we can write
gm = hm1 k
−1 for some h1 ∈ H
⇒ (h−11 g)m = k−1
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Note that h−11 g 6∈ HK, since g 6∈ HK. Thus for g2 = h−11 g, gm2 ∈ K where m
is prime, g2 6∈ HK. By choice of K, as above
gp{g2, K}
⋂
H 6= e
⇒ gt2k2 = h2( 6= e)
for some k2 ∈ K and h2 ∈ H , where t > 1. As gm2 ∈ K, we can assume
t < m. since H
⋂
K = e. As gt2, g
m
2 ∈ HK for some 1 < t < m, and m is
prime, it follows that g2 ∈ HK. (use : am+ bt = 1 for some a, b ∈ ZZ). This
contradicts the fact that g2 6∈ HK. Hence HK = G, and the result follows.

Definition 6.31. A group G is called semi-simple (or completely
reducible) if every normal subgroup of G is a direct factor of G.
Example 6.32. (i) Any simple group is semi-simple.
(ii) The Klein’s 4-group V4 (Example 1.14) is semi-simple, but is not simple.
Exercise 6.33. Prove that in a semi-simple group G, normal subgroup of
normal subgroup is normal.
Exercise 6.34. Give an example of a non-abelian semi-simple group which
is not simple.
Lemma 6.35. Every normal subgroup of a semi-simple group is semi-simple.
Proof: Let N be a normal subgroup of a semi-simple group. Then there
exists a normal subgroup K of G such that G is internal direct product of N
and K. Hence if A⊳N, then A⊳G. Thus as G is semi-simple
G = AB (direct product)
for a normal subgroup B of G. Therefore by corollary 6.4 N = A(N ∩ B)
(direct product). Hence N is semi-simple. 
Lemma 6.36. Homomorphic image of a semi-simple group is semi-simple.
Proof: Let for a semi-simple group G,
ϕ : G→ H
be an epimorphism of groups. Let N = kerϕ. Then N ⊳G (Theorem 5.28).
Since G is semi-simple G = NA (direct product) for a normal subgroup A
of G. The factor group G/N is isomorphic to H (Corollary 5.35). Further,
G/N is also isomorphic to A, which is semi-simple (Lemma 6.35). Hence H
is isomorphic to A, hence is semi-simple. 
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Lemma 6.37. Let G be a semi-simple group. Then any normal subgroup
N( 6= id) of G contains a minimal normal subgroup of G.
Proof: If G is simple there is nothing to prove. Hence, let G be non-
simple. Let N( 6= id) be a normal subgroup of G. Choose x( 6= e) ∈ N, and
let H = gp{g−1xg g ∈ G}. Then H ⊳G and H ⊂ N. Put
S = {K & H K ⊳G}
Define an ordering ≤ over S as follows :
For K1, K2 ∈ S,
K1 ≤ K2 ⇔ K1 ⊂ K2
Then (S,≤) is a partially ordered set. Take a chain {Kα}α∈A in S. Then
L = ∪α∈AKα is normal subgroup of H . Note that L 6= H, since otherwise
x ∈ L = ∪Kα which implies x ∈ Kα for some α ∈ A. As Kα ⊳ G, clearly
x ∈ Kα implies H = Kα. This contradicts our assumption that Kα & H.
Hence L 6= H , and L⊳G. Thus L is an upper bound of the chain {Kα}α∈A in
S. Now, by Zorn’s lemma S has a maximal element (say) S. By lemma 6.35,
H is semi-simple. Hence H = ST (direct product) for a normal subgroup T
of H . As any normal subgroup of H is normal in G, S is a maximal normal
subgroup of H , and hence H/S ∼= T is simple. Thus T is a minimal normal
subgroup of H and hence of G. 
To Prove the next result we need to define the product of an arbitrary family
{Aα}α∈Λ of subsets of a group G. This is given by
Πs{a1 · · · an | ai ∈ Aαi ; i = 1, 2, · · · , n}
, the set of all finite products of elements in
⋃
α∈Λ
Aα. if Aα⊳G for each α ∈ Λ,
then Πs is a normal subgroup of G. Since any finite product of normal
subgroups in G is a normal subgroup of G.
Lemma 6.38. Every semi-simple group is a product of its minimal normal
subgroups.
Proof: Let G( 6= e) be a semi-simple group. By lemma 6.37, G contains
a minimal normal subgroup. Let (Nα)α∈A be the set of all minimal normal
subgroups of G. Put N =
∏
α∈ANα. If N = G, there is nothing to prove.
If not, then as G is semi-simple and N ⊳ G, there exists K ⊳ G, K 6= id,
such that G = NK (direct product). By lemma 6.37, K contains a minimal
normal subgroup L of G. Thus L = Nα for some α ∈ A. This is not possible
as L ∩N = id. Hence K = {e} and N = G. 
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6.1 Direct product (General Case )
For an arbitrary family of groups {Gi}i∈I , we have defined G = X
i∈I
Gi, the
external direct product of the groups G′is, to be the set of all functions
f : I →
⊔
Gi
i∈I
such that |supp(f)| <∞. Let
Ĝi = {f ∈ G | f(j) = ej , where ej is the identity of Gj , for all j 6= i}
It is easy to check that Ĝi is a normal subgroup of G and is isomorphic to
the group Gi under the projection map pi. We identify Gi to Ĝi via pi, then
it is clear that
(i) Any element of G is finite product of elements of G′is.
(ii) For all x ∈ Gi, y ∈ Gj, i 6= j, xy = yx.
(iii) For any finite subset J = {j1, j2, · · · , jk} of I and i ∈ I − J ,
Gi
⋂
Gj1Gj2 · · ·Gjk = id.
As defined in the case |I| <∞, we again define :
Definition 6.39. Let {Ai}i∈I be a family of subgroups of a group A.
We shall say that A is an internal direct product of the groups A′is
if the map :
X
i∈I
Ai → A
f 7→
∏
i∈supp(f)
f(i) =
∏
i∈I
f(i)
is defined and is an isomorphism of groups.
Note : In the above definition it assumed that the product is independent
of the order of f(i)′s.
As seen above if A is an internal direct product of A′is then as Âi = {f ∈
X
i∈I
Ai | f(j) = id for all j 6= i} is a normal subgroup of X
i∈I
Ai, each Ai is
normal subgroup of A, and we have
(i) Any element of A is a finite product of elements of A′is.
(ii) For all x ∈ Ai, y ∈ Aj, i 6= j, xy = yx.
(iii) For any finite subset J = {j1, j2, · · · , jk} in I and i ∈ I − J ,
Ai
⋂
Aj1Aj2 · · ·Ajk = id.
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Conversely, if we have a family {Ai}i∈I of subgroups of a group A, satisfying
the properties (i), (ii) and (iii) above then one can easily check that the map
:
θ :
∏
i∈I
Ai → A
f 7→
∏
i∈I
fi
is an isomorphism of groups i.e., A is internal direct product of A′is in this
case.
Example 6.40. For the group lQ⋆ of non-zero rationals with multiplication,
lQ⋆ is internal direct product of the subgroups {±1} and gp{p}, where p is a
prime i.e.,
lQ⋆ = {±1} x
p: prime
gp{p}
6.2 Extensions Of A Group And Semi-Direct
Products :
Definition 6.41. A group G is called an extension of a group A by
a group B if there exists an epimorphism α : G → B such that
kerα is isomorphic to A. Further, if there exists a homomorphism
β : B → G such that αβ = id, then G is called a split extension of A
by B.
Remarks 6.42. (i) If H is a normal subgroup of a group G, then the natural
map :
η : G → G/H
x 7→ xH
is an epimorphism and ker η = H . Hence G is an extension of H by G/H .
(ii) An extension of a group A by a group B is not unique (up to isomor-
phism)e.g.,
ZZ2
⊕
ZZ2
p1→ ZZ2
(x, y) 7→ x
and
ZZ4
θ→ ZZ2
x 7→ 2x
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are group epimorphisms and ker θ ∼= ker p1 ∼= ZZ2,but ZZ4 is not isomorphic
to ZZ2
⊕
ZZ2. Thus, both ZZ4 and ZZ2
⊕
ZZ2 are non-isomorphic extensions
of ZZ2 by ZZ2. In fact, ZZ2
⊕
ZZ2 is a split extension.
(iii) If G is a split extension of A by B, then β is a monomorphism , since if
β(b) = id, then b = αβ(b) = id.
Exercise 6.43. Let H be a normal subgroup of a group G such that G/H
is a cyclic group of order m. Prove that if G contains an element x of order
m such that o(xH) = m, then G is a split extension of H by cyclic group of
order m.
Exercise 6.44. Prove that Gln(IR) is a split extension of Sln(IR) by IR
∗.
Exercise 6.45. Show that S3 is a split extension of C3 by C2, and use this
to show that two split extensions of a group A by a group B need not be
isomorphic.
Exercise 6.46. Let m > 1, n > 1 be two co-prime integers. Prove that any
extension of Cm by Cn is a split extension.
Lemma 6.47. Let G be a group. Then G is a split extension of a group A
by a group B if and only if there exists a normal subgroup H of G and a
subgroup K such that H ∼= A, K ∼= B, G = HK, and H ⋂K = {e}.
Proof: By definition of split extension there exists an epimorphism
α : G→ B
such that A is isomorphic to kerα and there is a homomorphism
β : B → G
such that αβ = id. As noted above β is a monomorphism. If β(B) = K.
Then B is isomorphic to K. Let H = kerα. Then H ⊳G. For any x ∈ G,
α(xβα(x−1)) = e since αβ = id
⇒ xβα(x−1) ∈ kerα = H
If
xβα(x−1) = h ∈ H
⇒ x = hβα(x) ∈ HK
since K = imβ
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Now, to complete the proof of direct part, we have to show thatH
⋂
K = {e}.
Let
y ∈ H⋂K
⇒ y = β(b) = h where h ∈ H, b ∈ B
⇒ α(y) = αβ(b) = α(h) = e
⇒ b = e since αβ = id
⇒ y = β(b) = e
Hence direct part is proved. Conversely, let for a normal subgroup H of G
and a subgroup K, G = HK, and H
⋂
K = {e}. Then every element x of G
can be uniquely expressed as x = hk, where h ∈ H, k ∈ K. Now, define the
map :
α : G → K
x = hk 7→ k
If x = hk, y = h1k1(h, h1 ∈ H, k, k1 ∈ K) are any two elements of G, then
α(xy) = α(hkh1k1)
= α(hkh1k
−1kk1)
= kk1 since hkh1k
−1 ∈ H = kerα, as H ⊳G
= α(x)α(y)
Therefore α is an epimorphism and kerα = H . As for the inclusion map
β : K →֒ G, αβ = id, the result follows.
Remark 6.48. In the converse of above lemma, if K is also normal in G,
then G ∼= H ×K. Further, if G is direct product of its subgroups H and K
then G is a split extension of H by K.
Definition 6.49. Let H and K be two subgroups of a group G. Then
G is called semi-direct product of H and K if H ⊳ G,G = HK and
H
⋂
K = {e}.
Notation : If G is semi-direct product of its subgroups H and K, then
we write G = H ∝ K.
Exercise 6.50. Show that the symmetric group S3 is semi-direct product of
the subgroups
H =
{
id,
(
1 2 3
3 1 2
)
,
(
1 2 3
2 3 1
)}
107
and
K =
{
id,
(
1 2 3
2 1 3
)}
of S3.
We shall, now, consider a special extension of a group G. For the group
of automorphisms of G i.e., AutG, consider the cartesian product
G× AutG = {(x, α) | x ∈ G,α ∈ AutG},
and define a binary operation on this set as below :
(x, α)(y, β) = (xα(y), αβ)
We have,
(x, α)(e, id) = (x, α) = (e, id)(x, α)
,
(x, α)(α−1(x−1), α−1) = (e, id) = (α−1(x−1), α−1)(x, α)
and
((x, α)(y, β))(z, γ) = (xα(y)αβ(z), (αβ)γ)
= (x, α)((y, β)(z, γ))
Hence G × AutG is a group with respect to the binary operation. This is
called the Holomorph of G, and is denoted byHolG. It is easy to check
that the maps:
ψ : AutG → HolG
α 7→ (e, α)
and
θ : G → HolG
x 7→ (x, id)
are group monomorphism (i.e.,embeddings) and for any β ∈ AutG,
(e, β)(x, id)(e, β)−1 = (β(x), β)(e, β−1)
= (β(x), id)
Thus if we identify G and AutG by their images under θ and ψ to subgroups
of HolG, then any automorphism of G is obtained as a restriction of an inner
automorphisms of HolG. Further, as
(y, β)(x, id)(y, β)−1 = (yβ(x), β)(β−1(y−1), β−1)
= (yβ(x)y−1, id)
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and
(y, β) = (y, id)(e, β)
We get thatG⊳HolG, HolG = G.AutG.
As it is clear that G
⋂
AutG = id, we conclude
HolG = G ∝ AutG
Let us note that for any subgroup A of AutG, GA is a subgroup of HolG
and is, of course, a split extension of G by A.
Example 6.51. Let G = (ZZ,+), then AutZZ = {±id}. Consider the map :
ψ : HolZZ → Gl2(ZZ)
(m,±id) 7→
(
1 0
m ±1
)
We have
ψ((m, id)(n, id)) = ψ(m+ n, id)
=
(
1 0
m+ n 1
)
=
(
1 0
m 1
)(
1 0
n 1
)
= ψ(m, id)ψ(n, id)
ψ((m, id)(n,−id)) = ψ(m+ n,−id)
=
(
1 0
m+ n −1
)
=
(
1 0
m 1
)(
1 0
n −1
)
= ψ(m, id)ψ(n,−id)
and
ψ((m,−id)(n,−id)) = ψ(m− n, id)
=
(
1 0
m− n 1
)
=
(
1 0
m −1
)(
1 0
n −1
)
= ψ(m,−id)ψ(n,−id)
Hence HolZZ is isomorphic to the subgroup
H =
{(
1 0
m e
)
| e = ±1, m ∈ ZZ
}
of Gl2(ZZ).
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The following example gives a general formulation of the above example.
Example 6.52. Let A be an additive abelian group. Then put
K =
{(
id 0
x α
)
|x ∈ A, α ∈ AutA, id : identity automorphism of A
}
Define a binary operation over K as below :(
id 0
x α
)
∗
(
id 0
y β
)
=
(
id 0
x+ α(y) αβ
)
Then (K, ∗) is a group , and the map :
ψ : HolA → K
(x, α) 7→
(
id 0
x α
)
is an isomorphism.
Example 6.53. If lQ = (lQ,+), the additive abelian group of rational num-
bers, then AutlQ isomorphic to lQ∗, the multiplicative group of non-zero ra-
tionals.Hence by example 6.52
HollQ ∼=
{(
1 0
s r
)
|s ∈ lQ, r ∈ lQ∗
}
,
a subgroup of Gl2(lQ).
6.3 Wreath Product
Let G, H be groups. Put
G[H] = {f : H → G}
the set of all set maps from H to G, and
G(H) = {f : H → G | |supp(f)| <∞}
Clearly, G[H] is the cartesian product of copies of the group G indexed by
H and G(H) is the direct product of copies of G indexed by H . For each
f ∈ G[H] and h ∈ H , define :
fh(x) = f(xh) for all x ∈ H
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Then for the function
ĥ : G[H] → G[H]
f 7→ fh
for any f, g ∈ G[H], and x ∈ H ,
(fg)h(x) = (fg)(xh)
= f(xh)g(xh)
= fh(x)gh(x)
= (fhgh)(x)
⇒ (fg)h = fhgh
Hence ĥ is a homomorphism.
Clearly ĥĥ−1 = id = ĥ−1ĥ. Therefore ĥ is an automorphism of G[H], more-
over, ĥ(G(H)) ⊂ G(H). Thus restriction of ĥ to G(H) gives as automorphism
of G(H). Now, consider the map :
τ : H → AutG[H]
h 7→ ĥ
For any x ∈ H , h, h1 ∈ H and f ∈ AutG[H],
ĥh1(f)(x) = f
hh1(x)
= f(xhh1)
= (fh1)h(x)
= ĥ(ĥ1(f))(x)
⇒ ĥh1 = ĥĥ1
i.e., τ(hh1) = τ(h)τ(h1)
thus τ is a homomorphism from H to AutG[H]. It is easy to check that if
ĥ = id, then h = e. Therefore τ is a monomorphism (i.e., embedding ).
Identify H under τ to the subgroup τ(H) of AutG[H]. Then the subgroup
G[H].H of HolG[H] is called the unrestricted wreath product of the group G
by the group H . It is denoted by GWrH . In fact, this is the set product
G[H] ×H with the binary operation
(f, h)(g, h1) = (fg
h, hh1)
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The group G[H] is called base group of GWrH and H is called its top group.
We have noted that for any h ∈ H , the restriction of ĥ to G(H) is an au-
tomorphism of G(H). It is easy to see that the set product G(H) × H is a
subgroup of GWrH . We call this subgroup, the restricted wreath product
of G by H and is denoted by GwrH. Here again G(H) is called base group
of GwrH and H is called its top group. By the definition of GWrH and
GwrH , it is obvious that GWrH = GwrH if and only if either H is finite
or G = {e}.
The diagonal subgroup of G[H] i.e.,
Diag(G[H]) = {f ∈ G[H]|f(x) = a( fixed ) for all x ∈ H}
is also called the diagonal subgroup of GWrH .
Exercise 6.54. Show that if G and H are torsion groups i.e., all elements
in G and H have finite order, then GwrH is a torsion group.
Lemma 6.55. Let G and H be two groups such that ◦(G) > 1 and ◦(H) =
∞. Then Z(GwrH) = id.
Proof: We know that GwrH is the cartesian product G(H) × H where
for any (f, h), (g, h1) in G
(H) ×H , the binary operation is defined as :
(f, h)(g, h1) = (fg
h, hh1)
Hence if (f, h) ∈ Z(GwrH), then for any g ∈ G(H) and h1 ∈ H ,
(fgh, hh1) = (gf
h1, h1h)
⇒ h ∈ Z(H) and fgh = gfh1 for all h1 ∈ H , and g ∈ G(H).
If g = id, then gh = id, and we get f = fh1 for all h1 ∈ H . Therefore for any
x ∈ H ,
f(x) = f(xh1) ∀h1 ∈ H
⇒ f ∈ DiagG(H)
⇒ f = id since ◦ (H) =∞
Now, as f = id, (id, h) ∈ Z(GwrH) implies gh = g for all g ∈ G(H). This
can hold only if h = e. Hence Z(GwrH) = id.
Corollary 6.56. In the lemma if we take H to be any group i.e., order of
H is not necessarily ∞, then
Z(GWrH) = Diag(Z(A)[H])
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Proof: From the proof of the lemma it is clear that if (f, h) ∈ Z(GWrH)
then f ∈ DiagG[H], h ∈ Z(H) and fgh = gfh1 for all h1 ∈ H and g ∈ G[H].
Let f(x) = a ∈ G for all x ∈ H . Then for all x, h1 ∈ H and g ∈ G[H],
f(x)gh(x) = g(x)fh1(x)
⇒ ag(hx) = g(x)a
⇒ a ∈ Z(G) and g(hx) = g(x)
⇒ a ∈ Z(G) and h = e since ◦ (G) > 1.
Hence the result is proved.
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EXERCISES
1. Prove that lC∗ is isomorphic to S1 × IR∗+.
2. Show that Sn(n ≥ 2) is indecomposable group i.e., is not a direct
product of its proper subgroups.
3. Prove that the group lC∞ is a direct product of its proper subgroups.
4. Let G be a torsion free abelian divisible group and x( 6= e) ∈ G. Prove
that the map :
ϕ : (lQ,+) → G
m
n
7→ y
where yn = xm, is a monomorphism. Then deduce that any uncount-
able torsion free abelian divisible group is decomposable.
5. Show that (IR∗+, ·) is decomposable.
6. Let G be a divisible abelian group and x( 6= e) ∈ G has finite order.
Prove that G contains a subgroup isomorphic to lCp∞ for some prime p.
7. Let G be a abelian group such that ◦(x) < ∞ for all x ∈ G (such a
group is called periodic). For any prime p;
put
Gp∞ = {x ∈ G xpm = e for some m ≥ 0}
Show that Gp∞ is a subgroup of G and G =
∏
p: prime Gp∞. Thus, in
particular , lC∞ =
∏
p: prime lCp∞ .
8. Let G be a finite group, and let for subgroups H1, H2, · · · , Hn of G, G
is internal direct product of H ′is. Show that if (◦(Hi), ◦(Hj)) = 1 for
all 1 ≤ i 6= j ≤ n, then AutG ∼= AutH1 × · · · × AutHn i.e., AutG is
external direct product of AutHi.
9. Prove that if n ≥ 3 is odd, then On(IR) is isomorphic to SOn(IR)×ZZ2.
10. Show that (IR,+) can be expressed as direct sum of two proper sub-
groups.
11. Prove that Sln(lC) is a direct factor of Gln(lC) i.e., there exists a sub-
group H of Gln(lC) such that Sln(lC)×H is isomorphic to Gln(lC).
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12. Let Gi, i = 1, 2, · · · , n be groups and Hi be subgroups of Gi for all
i = 1, 2, · · · , n. Prove that H1 × H2 × · · · × Hn is a normal subgroup
of G1 × · · · ×Gn if and only if Hi ⊳ Gi.
13. Let Gi, i = 1, 2, · · · , n be groups and let Hi ⊳ Gi for all i = 1, 2, · · · , n.
Prove that
(a) G1/H1×· · ·Gn/Hn is isomorphic to G/H where G = G1×· · ·×Gn
and H = H1 × · · · ×Hn.
(b) The direct product G1 × · · · ×Gn is finite if and only if each Gi is
finite.
(c) The group G1×· · ·×Gn is abelian if and only if each Gi is abelian.
14. Let a group G be internal direct product of it’s subgroups Gi, i =
1, 2, · · · , n. If for any x ∈ G, x = x1x2 · · ·xn(xi ∈ Gi), then show that
(i) The map
pi : G → Gi
x 7→ xi
is an epimorphism.
(ii) pipj(x) = e for all i 6= j.
(iii) p1(x)p2(x) · · · pn(x) = x for all x ∈ G.
(iv)
⋂n
i=1 ker pi = e.
15. Let for a group G, we have endomorphisms
pi : G→ Gi ; i = 1, 2, · · · , n
such that for all x ∈ G, we have (i) pipj(x) = e whenever i 6= j
(ii) p2i (x) = pi(x) (iii)
∏
pi(x) = p1(x)p2(x) · · · pn(x) = x and (iv)⋂n
i=1 ker pi = e.
Prove that if Hi = pi(G), then G is internal direct product of H
′s
i .
16. Prove that the group lCp∞ is an indecomposable group.
17. Prove that a finite abelian group is semi-simple if and only if every
element of the group is of square free order.
18. Show that a cyclic group is semi-simple if and only if it is finite of
square free order.
115
19. Let G be an additive abelian group and x, an element of finite order in
G. Prove that if G = gp{x}⊕H for a subgroup H of G, then for any
y ∈ H, ◦(y) dividing ◦(x), G = gp{x+ y}⊕H.
20. Let G be a finite, additive abelian group with ◦(G) = pn for a prime p
and n ≥ 1. If for an element x ∈ G, G = gp{x}⊕H for a subgroup H
of G, then for any y ∈ H with ◦(y) ≤ ◦(x), G = gp{x+ y}⊕H.
21. Let n ≥ 3. Prove that for the Dihedral group Dn (Example 1.28), the
group AutDn is semi-direct product of its subgroups,
H = {α ∈ AutDn α(σ) = σ}
and
K = {α ∈ AutDn α(τ) = τ}.
Further show that ◦(H) = n and ◦(K) = Φ(n).
22. Let H,K be two subgroups and let
f : H → AutK
y 7→ fy
be a homomorphism. Put
G = H ×K = {(x, u) x ∈ H, u ∈ K}
If for (x, u), (y, v) in G, we define :
(x, u) ∗ (y, v) = (xy, (fy(u))v),
then show that G is a group with respect to binary operation ∗, and G
is semi-direct of its subgroups A = {(x, e) x ∈ H} and B = {(e, y) y ∈
K}. where A is isomorphic to H and B is isomorphic to K.
23. Let m > 1, N > 1 be two integrals such that m|n. Let Cm = gp{x},
and Cn = gp{y} be two cyclic groups of orders m and n respectively.
Prove that for the direct product G = Cm × Cn,
θ : G → G
(xs, yt) 7→ (xs, y−t)
and
α : G → G
(xs, yt) 7→ (xs+t, yt)
are automorphisms of G. Further, if n 6= 2, show that θα 6= αθ.
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24. Let a group G be direct product of its subgroups Hi; i = 1, · · · , n.
Prove that Φ(G) ⊆ Φ(H1)× · · · × Φ(Hn).
25. Let G be a finitely generated group and let G be direct product of
its subgroups Hi; i = 1, · · · , n. Prove that Φ(G) is direct product of
Φ(Hi); i = 1, · · · , n.
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Chapter 7
Action Of A Group
1 In many practical situations we encounter groups and their effects on certain
objects. We shall describe, below, this phenomenon in mathematical terms.
Definition 7.1. A group G is said to act on a non-empty set X or is
called a transformation group of X if there exists a homomorphism
from G into A(X), the group of all transformations of X.
Note: Given an action of a group G on a set X , we shall denote the
image of any g ∈ G in A(X) by g itself, unless a specific notation is called
for.
Remarks 7.2. (1)For a transformation group G of a set X , we have
(i)(g1g2)(x) = g1(g2(x)) for all g1, g2 ∈ G and x ∈ X
(ii)e(x) = x where e is the identity of G and x ∈ X.
(2)If G is mapped to the Identity subgroup of A(X),then G is said to have
the trivial action on X and in this case g(x) = x for all x ∈ X.
(3) Clearly a group G can act on X in several ways depending on the homo-
morphism from G to A(X).
(4) If a group G is acting on a set X , then for any subgroup H of G, H acts
on X where action of any elements of H is its action as an element of G.
Example 7.3. Let G be a group and X = G. Let for any g ∈ G
τg : G → G
x 7→ gx
1contents group7.tex
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Then
τ : G → A(G)
g 7→ τg
defines a group action of G over G.
Example 7.4. In the example 7.3, if we take
τg(x) = gxg
−1
then we get another action of G over G.
Example 7.5. Let G be a group and H , a subgroup of G. Let X = {giH}i∈I
be the set of all distinct left cosets of H in G. If for any g ∈ G,
τg : X → X
giH 7→ ggiH
Then
τ : G → A(X)
g 7→ τg
defines an action of G over X .
Example 7.6. Let G = Gln(IR) and X = IR
n, the vector space of dimension
n over IR. Let for any A ∈ Gln(IR),
τA : X → X
λ = (λ1, λ2, . . . , λn)
t 7→ Aλ
Then
τ : Gln(IR) → A(X)
A 7→ τA
defines a group action of Gln(IR) over X .
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Example 7.7. LetG = Sn, be the symmetric group on n-symbols {1, 2, · · · , n}
and X = IRn. For any σ ∈ Sn, let
τσ : X → X
λ = (λ1, λ2, . . . , λn)
t 7→ (λσ(1), λσ(2), . . . , λσ(n))t
Then
τ : Sn → A(X)
σ 7→ τσ
defines a group action of Sn over X .
Example 7.8. Let G and H be two groups, and let ϕ : G → H be a
homomorphism. If H acts on a set X , then for any g ∈ G, x ∈ X , define :
τg(x) = ϕ(g)(x)
the image of x under ϕ(g). Clearly τg ∈ A(X) and
G → A(X)
g 7→ τg
defines a group action of G on X .
Example 7.9. Suppose a group G acts on a set X . Then for any set Y , G
acts on F = {f : X → Y f : set function } as follows :
Let g ∈ G, and f ∈ F . Then for any x ∈ X, define :
(τg(f))(x) = f(g
−1(x)).
Example 7.10. The orthogonal group O(n, IR) acts in a natural way on the
unit circle Sn−1 in IRn. For any A ∈ O(n, IR), and x = (x1, x2, · · · , xn) ∈
Sn−1, we define τA(x) = A(x1, x2, · · · , xn)t.
(Use : orthogonal transformations preserve length.)
Theorem 7.11. Let G be a transformation group of a set X. Let for x1, x2 ∈
X,
x1Rx2 ⇔ g(x1) = x2 for some g ∈ G.
Then R is an equivalence relation on X.
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Proof: (Reflexivity) For any x ∈ X, e(x) = x. Hence xRx.
(Symmetry) Let for x1, x2 ∈ X, x1Rx2 holds. Then there exists g ∈ G such
that
g(x1) = x2
⇒ g−1(g(x1)) = g−1(x2)
⇒ e(x1) = g−1(x2)
⇒ x1 = g−1(x2)
Therefore x2Rx1 holds.
(Transitivity) Let for x1, x2, x3 ∈ X , x1Rx2 and x2Rx3 hold. Then there
exist g, h ∈ G such that
g(x1) = x2 and h(x2) = x3
⇒ (hg)(x1) = h(g(x1)) = x3
⇒ x1Rx3.
Hence R is an equivalence relation on X. 
Theorem 7.12. (Caley’s Theorem) Any group G is isomorphic to a
subgroup of the transformation group of G. Thus, in particular, if ◦(G) = n,
then G is isomorphic to a subgroup of Sn.
Proof: For any g ∈ G, define τg : G → G by τg(x) = gx. Then τg is a
one-one, onto mapping i.e., τg ∈ A(G). Consider the mapping
g 7→ τg
from G to A(G). For g, h, x ∈ G, we have
τgh(x) = (gh)(x)
⇒ τgh(x) = (g(h(x)) = τg(τh(x)).
Therefore τgh = τg ◦ τh for all g, h ∈ G. Thus g 7→ τg is a homomorphism
from G to A(G). Let τg be identity for some g ∈ G. Then, for any x ∈ G,
τg(x) = x
⇒ gx = x
⇒ g = e( takingx = e).
Hence g 7→ τg is an isomorphism of G onto its image in A(G). The final part
of the statement is immediate because if ◦(G) = n, then A(G) is isomorphic
to Sn. 
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Remark 7.13. The isomorphism of G into the transformation group pro-
vided in the above theorem is quite inefficient in the sense that if we have
◦(G) = n, then ◦(A(G)) = n!. Thus G is mapped into a large transformation
group. The situation can be improved sometimes.
The following result shall be useful in this direction.
Theorem 7.14. Let G be a group and H be a subgroup of G. Let X =
{giH i ∈ I} be the set of all distinct left cosets of H in G. Then there exists
a homomorphism θ from G into A(X) with
ker θ = ∩{x−1Hx x ∈ G}
Proof: Let g ∈ G. Then for each giH ∈ X, g(giH) = ggiH ∈ X. Further,
for giH, gjH ∈ X ,
g(giH) = g(gjH)
⇒ giH = gjH
We also have g(g−1giH) = giH. Hence, the map
θg : X → X
giH 7→ ggiH
is in A(X). One can easily see, as in the above theorem, that the map θ(g) =
θg is a homomorphism from G to A(X). Further, g ∈ ker θ if and only if
θg = Id. Thus g ∈ ker θ if and only if for any giH ∈ X , θg(giH) = giH . Note
that
θg(giH) = giH
⇔ ggiH = giH
⇔ g−1i ggi ∈ H
⇔ g ∈ giHg−1i
Now, if x ∈ G, then x ∈ giH for some i. Thus x = gih for some h ∈ H. We
then have
xHx−1 = gihHh
−1g−1 = giHg
−1
i .
Consequently
g ∈ ker θ ⇔ g ∈
⋂
x∈G
x−1Hx.
Thus the proof is complete. 
We,now,give some applications of this result.
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Theorem 7.15. Let G be a finitely generated group and n ≥ 1, an integer.
Then the set of all subgroups of G with index n is finite.
Proof: Let H be a subgroup of index n in G and let X = {g1H =
H, g2H, · · · , gnH} be all distinct left cosets of H in G. Then, by the theorem
7.14, for any x ∈ G, the map
θx : X → X
giH 7→ xgiH
is a permutation on X and
θ : G → A(X)
x 7→ θx
is a homomorphism. Writing i for giH for all 1 ≤ i ≤ n, θ gives the homo-
morphism
θH : G → Sn
where θH(x)(i) = j if xgiH = gjH . Now, if H 6= K are two subgroups of
G with index n, then H 6⊂ K, and K 6⊂ H . Choose h ∈ H , h 6∈ K. Then
θK(h)(1) 6= 1 and θH(h)(1) = 1. Thus θH 6= θK . As G is finitely generated
any homomorphism from G to Sn is completely determined by its action over
the generators of G. Thus the number of homomorphism from G to Sn is
finite. Hence the result is immediate. 
Corollary 7.16. Let G be a finitely generated group and n ≥ 1, an integer.
Let
An = {H ⊂ G : subgroup | [G : H ] = n}
Then for any epimorphism (onto, homomorphism) f from G to G the map :
f̂ : An → An
H 7→ f−1(H)
is a bijection (one-one, onto map).
Proof: If H ∈ An, then
G =
n⋃
i=1
xiH
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for some xi ∈ G, 1 ≤ i ≤ n, where xiH
⋂
xjH = ∅ for all i 6= j. Hence
G = f−1(G) =
n⋃
i=1
yif
−1(H)
where f(yi) = xi, is a disjoint union. Therefore [G : f
−1(H)] = n. Thus f̂
maps A to A. Further, let for H,K ∈ An, f−1(H) = f−1(K). Then as f
is an epimorphism H = f(f−1(H)) = f(f−1(K)) = K. Thus f̂ is one-one.
Now, as An is finite by the theorem, f̂ is a bijection. 
Definition 7.17. A group G is called residually finite if the intersec-
tion of all subgroups of G of finite index in G is identity.
Example 7.18. Any finite group is residually finite.
Example 7.19. Any infinite cyclic group is residually finite.
Let C = gp{a} be an infinite cyclic group. Then any subgroup of C is of the
from gp{an}, n ≥ 1. Clearly ⋂n≥1 gp{an} = Id. Hence C is residually finite.
Theorem 7.20. Let G be a simple group of order 60. Then G contains no
subgroup of order 30 or 20 or 15.
Proof: We shall show that there is no subgroup of order 15. Proof for the
other cases is similar. Let H be a subgroup of order 15. Then [G : H ] = 4.
Hence, by the theorem 7.14 we have a homomorphism
θ : G→ S4
Let K be the kernel of θ. Then K is a normal subgroup of G contained in
H . As G is simple, K = G or K = id. As K ⊆ H., K = id. Thus θ is an
isomorphism of G into S4. As ◦(S4) = 24, in view of theorem 3.8, S4 can not
contain a subgroup of order 15. Thus the result follows by contradiction. 
Definition 7.21. Let G be a group of transformations on a set X.
Then for any x ∈ X, the orbit of x under G-action is
Orb(x) = {g(x) g ∈ G}
Remarks 7.22. (1) If R is the equivalence relation defined in theorem 7.11,
then Orb(x) = {y ∈ X xRy}, the set of all elements of X which are related
to x under the action of G.
(2) As R is an equivalence relation on X , any two orbits are either identical
or disjoint.
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Definition 7.23. Let G be a transformation group of a set X. A
subset Y of X is called invariant under G if g(Y ) ⊆ Y for all g ∈ G.
Definition 7.24. Let G be a transformation group of a set X. For
any x ∈ X, the set Stab(x) = {g ∈ G gx = x} is called the Stabilizer
of x in G.
Lemma 7.25. Let G be a transformation group of a set X. For any x ∈ X,
Stab(x) is a subgroup of G and | Orb(x)| = [G : Stab(x)]. Thus | Orb(x)|
divides ◦(G).
Proof: Clearly e ∈ Stab(x). Further, if g1, g2 ∈ Stab(x), then
(g1g2)(x) = g1(g2(x)) = g1(x) = x
and
g−11 (x) = g
−1
1 (g1(x)) = x.
Hence Stab(x) is a subgroup of G. To prove | Orb(x)| = [G : Stab(x)],
let g1, g2 ∈ G . Then for any x ∈ X,
g1(x) = g2(x)
⇔ g−12 (g1(x)) = x
⇔ g−12 g1 ∈ Stab(x)
⇔ g1 Stab(x) = g2 Stab(x).
Hence | Orb(x)| = [G : Stab(x)]. Finally, as |G| = [G : Stab(x)]| Stab(x)|,
the result follows. 
Lemma 7.26. Let G be a group acting on a set X. Let for x, y ∈ X,
y = g1(x), for some g1 ∈ G. Then Stab(y) = g1 Stab(x)g−11 and hence
| Stab(x)| = | Stab(y)|
Proof: As g1(x) = y, for any g ∈ Stab(x),
(g1gg
−1
1 )(y) = (g1gg
−1
1 )(g1(x)) = (g1(x)) = y
⇒ g1gg−11 ∈ Stab(y)
Hence
g1 Stab(x)g
−1
1 ⊆ Stab(y) (7.1)
Now, as g1(x) = y, x = g
−1
1 (y). Therefore as above
g−11 Stab(y)g1 ⊆ Stab(x)
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⇒ Stab(y) ⊆ g1 Stab(x)g−11 (7.2)
Now, from the equations 7.1 and 7.2, we get Stab(y) = g1 Stab(x)g
−1
1 .
Thus
Stab(x) → Stab(y)
g 7→ g1gg−11
is one-one and onto, and hence | Stab(x)| = | Stab(y)|. 
Remark 7.27. If Y is an invariant subset of X , then for any y ∈ Y ,
Orb(y) ⊆ Y as g(y) ∈ Y for all g ∈ G. Hence Y is a union of orbits.
We shall now give some interesting group actions on IR2.
Example 7.28. For each b ∈ IR∗, define φb : IR2 → IR2 by φb((x, y)) =
(b2x, by). It is easy to see that φb gives a transformation of IR
2. Further,
(φcφb)(x, y) = φc(b
2x, by) = (c2b2x, cby) = φcb(x, y).
Clearly φ1 = id. Thus we get an action of IR
∗ on IR2 where each b ∈ IR∗ acts
via φb. In this case, for any, a ∈ IR∗, Orb(a, 2a) = {(b2a, 2ab) b ∈ IR∗} is
the parabola Y 2 = 4aX except the point (0, 0).
Example 7.29. For each Θ ∈ IR, define
δΘ : IR
2 → IR2
(x, y) 7→ (x cosΘ + y sinΘ, y cosΘ− x sinΘ).
For any Θ1,Θ2 ∈ IR, we have
(δΘ1δΘ2)(x, y)
= δΘ1(x cosΘ2 + y sinΘ2, y cosΘ2 − x sin Θ2)
= (((x cosΘ2 + y sinΘ2) cosΘ1 + (y cosΘ2 − x sinΘ2) sinΘ1),
((y cosΘ2 − x sin Θ2) cosΘ1 − (x cosΘ2 + y sin Θ2) sinΘ1))
= (x cos(Θ1 +Θ2) + y sin(Θ1 +Θ2), y cos(Θ1 +Θ2)− x sin(Θ1 +Θ2))
= δΘ1+Θ2(x, y).
Further, δ0 = id. Thus δ : (IR,+) → A(IR2), where δ(Θ) = δΘ, is a homo-
morphism i.e., (IR,+) is a group of transformations of IR2, where Θ ∈ IR acts
via δΘ. For any r > 0, we have
Orb((0, r)) = {(r sinΘ, r cosΘ) 0 ≤ Θ ≤ 2π},
the circle of radius r in IR2 with centre as origin.
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Definition 7.30. Let G be a group acting over a set X( 6= ∅). The
action of G is called transitive if for any x, y ∈ X there exists g ∈ G
such that gx = y.
Lemma 7.31. Let G be a finite group acting over a finite set X transitively.
Then
(i) Order of G is divisible by |X|.
(ii) For any normal subgroup N of G, orbits of X under N-action have same
cardinality. Hence the length of an N-orbit divides |X|.
Proof: (i) Let x ∈ X be any element. Then
|X| = |Gx| = [G : Stab(x)] = |G|
| Stab(x)|
⇒ |X| | Stab(x)| = |G|
Hence (i) is proved.
(ii) Let x, y ∈ X . Then there exists g ∈ G such that y = gx. Therefore
|Ny| = |Ngx| = |(Ng)x| = |(gN)x| = |g(Nx)| = |Nx|
Hence allN -orbits ofX have the same cardinality (say)l. Since X is a disjoint
union of N -orbits of X , it is clear that l divides |X|. 
Lemma 7.32. (Burnside) Let G be a finite group acting over a finite set
X. Let B1, B2, . . . , Bk be all the distinct orbits of X under G-action. If χ(g)
denotes the cardinality of the set {x ∈ X gx = x}, then
k =
1
|G|
∑
g∈G
χ(g)
Proof: To prove the lemma, we shall calculate the number of elements
of the set
M = {(g, x) g ∈ G, x ∈ X, gx = x}
in two different ways. Let for any g ∈ G, x ∈ X ,
Ag = {(g, x) x ∈ X, gx = x}
Bx = {(g, x) g ∈ G, gx = x}
Then
M =
⋃
g∈G
Ag =
⋃
x∈X
Bx (7.3)
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are two disjoint decompositions of M into it’s subsets. Clearly χ(g) = |Ag|
and |Bx| = | Stab(x)|. Hence from the equation 7.3, we get
|M | =
∑
g∈G
|Ag| =
∑
x∈X
|Bx|
⇒
∑
g∈G
χ(g) =
∑
x∈X
|stab(x)|
=
k∑
i=1
∑
xi∈Bi
Stab(xi) (7.4)
By the lemma 7.26, | Stab(x)| = | Stab(y)| for any x, y ∈ Bi. Hence, the
equation 7.4 gives that
∑
g∈G
χ(g) =
k∑
i=1
|Bi| | Stab(xi)|, (xi ∈ Bi)
Now, by the lemma 7.25
|Bi| = |G|| Stab(xi)| .
Hence
∑
g∈G
χ(g) =
k∑
i=1
|G|
| Stab(xi)| = k |G|
This implies
k =
1
|G|
∑
g∈G
χ(g)
Thus the result is proved. 
We shall, now, give an application of Burnside’s lemma.
Example 7.33. Find the number of all distinct factorizations of 216 into
three natural numbers when the order of factors is ignored.
Solution : We have
216 = 2333
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Hence any factor of 216 is of the form 2α3β. Let
216 = (2α13β1)(2α23β2)(2α33β3)
where αi ≥ 0, βi ≥ 0. Then
α1 + α2 + α3 = 3 = β1 + β2 + β3
Clearly, each factorization of 216 into three natural numbers correspond to a
tuple (α1, α2, α3, β1, β2, β3) of non-negative integers such that α1+α2+α3 =
3 = β1 + β2 + β3, and conversely. Put
X = {(α1, α2, α3, β1, β2, β3)
3∑
i=1
αi = 3 =
3∑
i=1
βi, αi(≥ 0), βi(≥ 0) ∈ ZZ}
Define for each σ ∈ S3,
σ(α1, α2, α3, β1, β2, β3) = (ασ(1), ασ(2), ασ(3), βσ(1), βσ(2), βσ(3))
This defines an action of S3 over X . Further, any two tuples in X which
lie in the same orbit under the action of S3 define same factorization ( upto
order of factors ) of 216, and conversely. Hence to calculate the number
of distinct factorizations (ignoring the order of factors) of 216 into three
natural numbers, we have to calculate the number of distinct orbits (say) k
of X under the S3-action defined. By the Burnside’s lemma,
k =
1
|S3|
∑
σ∈S3
χ(σ)
We know that the order of S3 is 6. Hence to obtain k we have to calculate
χ(σ) for all σ ∈ S3. First of all, note that |X| is 100. For the identity element
e ∈ S3, χ(e) = 100. For σ1 =
(
1 2 3
2 1 3
)
in S3,
σ1(α1, α2, α3, β1, β2, β3) = (α1, α2, α3, β1, β2, β3)
⇔ α1 = α2, β1 = β2
One can easily check that such possible tuples are
(0, 0, 3, 0, 0, 3), (0, 0, 3, 1, 1, 1), (1, 1, 1, 0, 0, 3), (1, 1, 1, 1, 1, 1).
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Thus χ(σ1) = 4. Similarly we can check that for
σ2 =
(
1 2 3
3 2 1
)
σ3 =
(
1 2 3
1 3 2
)
σ4 =
(
1 2 3
3 1 2
)
σ5 =
(
1 2 3
2 3 1
)
We have
χ(σ2) = χ(σ3) = 4, χ(σ4) = χ(σ5) = 1
Hence
k =
1
6
(100 + 3× 4 + 2× 1)
=
114
6
= 19
Theorem 7.34. Let G be a finite group and H, a subgroup of G, with [G :
H ] = n > 1. If n! is not divisible by ◦(G) then H contains a proper normal
subgroup of G.
Proof: Let X be the set of all distinct left cosets of H in G. Then
|X| = n. For any x ∈ G and gH ∈ X , define
xˆ(gH) = xgH
Then
θ : G → A(X)
x 7→ xˆ
θ is a group homomorphism. Thus we get an action of G over X . As |X| = n,
the order of the group A(X) is n!. By our assumption ◦(G) does not divide
|A(X)| = n!. Hence θ is not a monomorphism. Let K be the Kernel of θ.
As θ is not a monomorphism K 6= id. Therefore K is a nontrivial normal
subgroup of G. As K = ker θ, we get
Kx = x for all x ∈ X
⇒ KH = H
⇒ K ⊂ H
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Hence the result follows. 
Corollary 7.35. Let G be a finite group and H, a subgroup of G. If [G :
H ] = p, the smallest prime dividing order of G, then H ⊳G.
Proof: If ◦(G) = p, then H = {e}, and the result is clear. Further, if
[G : H ] = 2, then H is normal. Hence we can assume that ◦(G) > p > 2.
Now, as p is the smallest prime dividing ◦(G), ◦(G) does not divide p!. Thus
by the proof of the theorem H contains a proper normal subgroup K of G
such that ◦(G/K) = [G : K] divides p!. We have
[G : K] = [G : H ][H : K]
= p[H : K]
⇒ [H : K] divides p!
⇒ [H : K] has a prime factor less than p and divides ◦(G). This
contradicts our assumption on p, unless [H : K] = 1. Thus [H : K] = 1 i.e.,
H = K. Hence H ⊳G. 
EXERCISES
1. Let a group G acts transitively on a set X . Prove that the cosets
of the subgroup Gx = Stab(x) for some x ∈ X , are exactly the sets
S(y) = {g ∈ G g(x) = y} where y ∈ X .
2. Let H be a finite subgroup of a group G. Prove that for any (h, h′) ∈
H ×H and x ∈ G,
(h, h′)(x) = hxh′−1
defines an action of H×H on G. Further, show that H⊳G if and only
if every orbit in G with respect to this action of H×H has exactly |H|
elements.
3. Let a group G acts on a set S. Prove that for an element x ∈ S,
Stab(x) = Stab(gx) for all elements g ∈ G if and only if Stab(x) is a
normal subgroup of G.
4. Let G be a group of order pn(n ≥ 1), where p is a prime. Prove that if
G acts on a finite set X and m is the number of the fixed points in X ,
then |x| ≡ m(mod p).
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5. Let G be a group with ◦(G) = 55. Prove that if G acts on a set X with
|X| = 19, then there are at-least 3 fixed points.
6. Prove that under the action of the group Gln(IR) on S = IR
n (Example
7.6), there are exactly two orbits.
7. Consider the group G = S7, the symmetric group on 7-symbols. Find
the stabliser of the element
σ =
(
1 2 3 4 5 6 7
3 4 2 1 5 6 7
)
in G under the action of G over G as in the example 7.4.
8. Prove that in the example 7.10, orbit of any vector x ∈ Sn−1 is whole
of Sn−1.
9. Consider the subgroupG =
{(
s 0
t t
)
s, t ∈ IRs > 0, t > 0
}
ofGl2(IR).
The action of Gln(IR) on IR
2 (Example 7.6 ) gives an action of G on
IR2. Prove that G acts on the set of all straight lines in IR2. Show
that X-axis and Y -axis are the only fixed points under the action of
G. Further, prove that there are twelve orbits of this action.
10. Prove that a group G is residually finite if and only if G is isomorphic
to a subgroup of a direct product of finite groups.
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Chapter 8
Conjugacy Classes
1 We shall consider here a special action of a group over itself. This gives a
very useful concept in group theory.
For an element g of a group G, define
τg : G → G
x 7→ gxg−1
We can easily check that τg is a transformation of G, i.e.,it is a one-one map
from G onto G. Further, for x, g, h ∈ G, we have
τgh(x) = ghx(gh)
−1
= g(hxh−1)g−1
= τgτh(x).
Hence τgh = τgτh. Thus G can be considered a transformation group of G
where action of g over G is given by τg. As seen in the Chapter 7, this action
defines an equivalence relation over G. This relation has special importance
in group. We define :
Definition 8.1. Let G be a group and x, y ∈ G. We shall say that y
is a conjugate of x in G if there exists an element g ∈ G such that
gxg−1 = y.
Remarks 8.2. (i) As seen in Chapter 7, conjugacy is an equivalence relation
over G ( Theorem 7.11).
1contents group8.tex
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(ii) For every g ∈ G, τg is an automorphism of G [Theorem 5.45].
(iii) The map g 7→ τg is a homomorphism from G to AutG since τgh = τgτh
for any g, h ∈ G.
Definition 8.3. Let G be a group and x ∈ G. Then the set
[x] = {τg(x) = gxg−1 g ∈ G}
is called the conjugacy class of x in G.
Remarks 8.4. (i) As noted above, conjugacy is an equivalence relation over
G. Hence any two conjugacy classes are either identical or disjoint i.e.,for
x, y ∈ G, either [x] = [y] or [x] ∩ [y] = ∅.
(ii) For the identity element e of G, [e] = {e}.
Definition 8.5. Let G be a group. Then the set
Z(G) = {x ∈ G [x] = {x}}
is called the centre of G.
Note:(i) In case it is not necessary to emphasize the group G, we write
Z for Z(G), the centre of G.
(ii) Note that
[x] = {x}
⇔ g−1xg = x for all g ∈ G
⇔ xg = gx for all g ∈ G
Hence
Z(G) = {x ∈ G xg = gx for all g ∈ G}.
Definition 8.6. For an element x in a group G,
CG(x) = {g ∈ G gx = xg i.e., τg(x) = x}
is called the centralizer of x in G.
Theorem 8.7. Let G be a group. Then
(i) Z(G) is a normal subgroup of G.
(ii) For any x ∈ G,CG(x) is a subgroup of G.
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Proof: (i) Clearly [e] = {e}, hence e ∈ Z(G). Take x, y ∈ Z(G). Then
for any g ∈ G,
gxy−1g−1 = gxg−1gy−1g−1
= x(gyg−1)−1 (since [x] = {x})
= xy−1 (since [y] = {y})
Hence [xy−1] = {xy−1}. Thus for x, y ∈ Z(G), xy−1 ∈ Z(G). Consequently
Z(G) is a subgroup of G. Further for any x ∈ Z(G), g ∈ G, we have,
gxg−1 = x ∈ Z(G)
⇒ gZ(G)g−1 ⊆ Z(G)
⇒ Z(G) is a normal subgroup of G.
(ii) The proof is similar to (i). 
Remark 8.8. For a group G,
Z(G) =
⋂
x∈G
CG(x).
Definition 8.9. Let S be a subset of a group G. The set
CG(S) = {g ∈ G gx = xg i.e., gxg−1 = x for all x ∈ S}
is called the centralizer of S in G.
Definition 8.10. For a subset S of a group G, the set
NG(S) = {g ∈ G gS = Sg}
is called the normalizer of S in G.
Remarks 8.11. (i) If S = {x} is a singleton set, then
CG(S) = NG(S).
(ii) By definition of CG(S), we have
CG(S) =
⋂
x∈S
CG(x).
Thus by the theorem 8.7 (ii), it follows that CG(S) being an intersection of
subgroups is a subgroup of G.
(iii) One can easily check that NG(S) is a subgroup of G.
(iv) If H is a subgroup of G, then H ⊂ NG(H). (Use : xH = H = Hx for
all x ∈ H.)
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Exercise 8.12. Give an example of a proper subgroup H of a group G such
that H ⊂ NG(H).
Definition 8.13. Let A,B be two subsets of a group G. We shall say
that B is a conjugate of A if there exists an element g ∈ G, such
that g−1Ag = B i.e., τg(A) = B.
Remarks 8.14. (i) If A,B are conjugate subsets of G, then as τg is a trans-
formation of G (in fact an automorphism of G),
|A| = |B|
(ii) Let H be a subgroup of G. Then any conjugate of H is g−1Hg = τg(H)
for some g ∈ G. Thus being the image of H under τg, it is a subgroup. (Use
: Image of a subgroup under a homomorphism is a subgroup.)
Theorem 8.15. Let G be a group and x ∈ G. Then the cardinality of the
conjugate class of x i.e., |[x]| is equal to [G : CG(x)].
Proof: Let g, h ∈ G. Then
gxg−1 = hxh−1
⇔ h−1gx = xh−1g
⇔ h−1g ∈ CG(x)
⇔ gCG(x) = hCG(x)
Hence, |[x]| = [G : CG(x)]. 
More generally, we have
Theorem 8.16. For a subset S of a group G, the cardinality of the set of
conjugates of S in G is equal to [G : CG(S)].
Proof: The proof is similar to theorem 8.15. 
Corollary 8.17. For any subgroup H of a group G, the number of subgroups
conjugate to H is [G : NG(H)].
Proof: (Use : Conjugate of a subgroup is a subgroup and the theorem
8.16.) 
Lemma 8.18. Let H be a subgroup of a group G. Then for any x ∈ G
NG(x
−1Hx) = x−1NG(H)x.
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Proof: For any g ∈ NG(H), we have
x−1gx · x−1Hx = x−1gHx
= x−1Hgx
= x−1Hx · x−1gx
Therefore
x−1NG(H)x ⊆ NG(x−1Hx) (8.1)
Taking x−1Hx for H , we get from 8.1
xNG(x
−1Hx)x−1 ⊆ NG(x(x−1Hx)x−1) = NG(H)
Therefore
NG(x
−1Hx) ⊆ x−1NG(H)x (8.2)
Now, from 8.1 and 8.2, we conclude
x−1NG(H)x = NG(x
−1Hx) 
Remark 8.19. The result is true for any non-empty subset A of G.
Lemma 8.20. Let H be a subgroup of a group G, and x ∈ G. Then
[G : H ] = [G : x−1Hx].
Proof: Let {xiH}i∈I be the set of all distinct left coset representatives
of H in G. Then
G = ∪i∈IxiH
is a disjoint union. For any x ∈ G,
G = x−1Gx = ∪i∈Ix−1xiHx
= ∪i∈Ix−1xix(x−1Hx)
⇒ [G : H ] ≥ [G : x−1Hx] for any x ∈ G.
Hence,
[G : H ] ≥ [G : x−1Hx]
≥ [G : x(x−1Hx)x−1]
= [G : H ].
Consequently, [G : H ] = [G : x−1Hx]. 
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Theorem 8.21. Let H be a subgroup of finite index in a group G. Then
there exists a normal subgroup K of G, K ⊆ H, such that [G : K] <∞.
Proof: By the definition of NG(H), H ⊆ NG(H). Hence as [G : H ] <∞,
we get [G : NG(H)] <∞. Thus, by corollary 8.17, the subgroup H has finite
number of conjugates in G. Let x−11 Hx1, x
−1
2 Hx2, . . . x
−1
t Hxt be all distinct
conjugates of H in G. Then
t⋂
i=1
(x−1i Hxi) =
⋂
x∈G
(x−1Hx) = K say
Hence, for any y ∈ G,
y−1Ky =
⋂
x∈G y
−1(x−1Hx)y
⇒ y−1Ky = ⋂x∈G(xy)−1H(xy) = ⋂x∈G(x−1Hx) = K
⇒ K is a normal subgroup of G.
By the lemma 8.20, we get
[G : H ] = [G : x−1i Hxi] for all i = 1, 2, . . . , t.
Hence, by corollary 3.22,
[G : K] = [G : ∩ti=1(x−1i Hxi)]
≤
t∏
i=1
[G : (x−1i Hxi)] = [G : H ]
t <∞.
Thus the proof is complete. 
Theorem 8.22. Let H be a normal subgroup of a group G such that G/H
is infinite cyclic. If N is a torsion free, normal subgroup of G contained in
H with [H : N ] <∞, then there exists a torsion free, normal subgroup M of
G with [G : M ] <∞.
Proof: Let G/H = gp{aH}, and A = gp{a}. Then AH = G. Since
gp{aH} is infinite cyclic, A ∩H = id. As N ⊳ G, B = AN is a subgroup of
G. Let for g = am and x ∈ N, ◦(amx) = t <∞. Then
(amxH)t = H
⇒ (amH)t = H
⇒ (aH)mt = H
⇒ m = 0
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Therefore ◦(x) = t <∞. Now, as N is torsion free , x = e. Hence if ◦(amx) <
∞, amx = e. Consequently B is torsion free. If
H =
m⋃
i=1
hiN
is a coset decomposition of H with respect to N , then
G = AH = HA =
m⋃
i=1
hiN
Further,
hiAN = hjAN
⇔ h−1j hi ∈ AN
⇔ h−1j hi ∈ N since H ∩ A = e, and N ⊂ H
⇔ hiN = hjN
Hence [G : B] = [H : N ] <∞. Now, the result follows from theorem 8.21. 
Remark 8.23. From the proof of the theorem it is clear that if G/H is cyclic
and N is not necessary torsion then thee exists M ⊳G, and [G : M ] <∞.
Remark 8.24. For any group G, if
A = {H ⊂ G : subgroup [G : H ] <∞}
and
N = {N ⊳G [G : N ] <∞},
then ⋂
H∈A
H =
⋂
N∈N
N
Hence G is residually finite if and only if⋂
N∈N
N = {e}
Exercise 8.25. Show that a group G is residually finite if and only if G is
isomorphic to a subgroup of a direct product of finite groups.
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Definition 8.26. Let G be a finite group and let [x1], [x2], . . . , [xk] be
all the distinct conjugate classes of G such that |[xi]| > 1 for i =
1, 2, . . . , k. Then
|G| = |Z(G)|+
k∑
i=1
|[xi]|
= |Z(G)|+
k∑
i=1
[G : NG(xi)] (8.3)
The equation 8.3 is called the class equation of the group G.
We shall, now, give some applications of the class equation.
Theorem 8.27. Let p be a prime and G a finite group with pn(n > 0)
elements. Then |Z(G)| = pα, α > 0.
Proof: By theorem 8.15, for any x ∈ G, |[x]| = [G : CG(x)]. Hence,
if |[x]| > 1, then CG(x) $ G. By theorem 3.8 for any finite group, order
of a subgroup divides the order of the group. Hence, if |[x]| > 1, then
|CG(x)| = pm, 1 ≤ m < n. This implies |(xi)| = [G : CG(xi)] = pn−mi is a
multiple of p for all i ≥ 1. Now, consider the class equation for G
|G| = |Z(G)|+∑ki=1 |[xi]|
where [x1], [x2], · · · , [xk] are all the distinct conjugate classes ofGwith |[xi]| >
1. As noted above we shall have |CG(xi)| = pmi , 1 ≤ mi < n, and hence
|[xi]| = [G : CG(xi)] = pn−mi for all i = 1, 2, · · · , k. Therefore the class
equation gives
pn = |Z(G)|+∑ki=1 pn−mi where n−mi > 0 for all i = 1, 2, · · · , k
⇒ p | |Z(G)|
⇒ |Z(G)| > 1
As Z(G) is a subgroup of G, by theorem 3.8, ◦(Z(G)) divides ◦(G) = pn.
Hence ◦(Z(G)) = pα, α > 0. 
Corollary 8.28. Let p be a prime. Then any group of order p2 is abelian.
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Proof: Let G be a group of order p2, by the theorem, |Z(G)| = p or p2.
If |Z(G)| = p2, then G = Z(G). Hence G is abelian. Next, let |Z(G)| = p.
As Z(G) is normal in G,G/Z(G) is a group of order p. A group of prime
order is cyclic. Hence G/Z(G) = gp{aZ(G)} for some a ∈ G. Thus every
element in G is of the form aih(0 ≤ i < p), h ∈ Z(G). Let x = aih1, y = ajh2
be any two elements of G, where h1, h2 ∈ Z(G). Then
xy = (aih1)(a
jh2)
= ai+jh1h2
= ai+jh2h1
= ajh2a
ih1
= yx
Thus G is abelian. 
Corollary 8.29. Let G be a finite group of order pn where p is a prime. If
H is a proper subgroup of G, then NG(H) % H. Thus if G contains a proper
subgroup, then G has a proper normal subgroup.
Proof: We shall prove the result by the induction on n. Clearly n > 1,
since a group of prime order has no proper subgroup. If n = 2, then by
corollary 8.28, G is abelian. Hence NG(H) = G, and the result is clear.
Therefore assume ◦(G) = pn, n ≥ 3. By the theorem ◦(Z(G)) = pα, α > 0.
If Z = Z(G) 6⊂ H, then choose any z ∈ Z, z 6∈ H. As zH = Hz, z ∈ NG(H)
and hence H $ NG(H). Now, assume Z ⊂ H. Then as Z ⊳ G,H = H/Z
is a subgroup of G = G/Z, where ◦(G) = pn−α < pn. Hence by induction
NG(H) % H. Consider the natural epimorphism
η : G → G/Z
x 7→ xZ
As Z ⊂ H, η−1(H) = H. Since NG(H) % H, there exist z ∈ G such that
z = η(z) ∈ NG(H), z 6∈ H. Then z 6∈ η−1(H) = H, and
η(z−1Hz) = z−1 H z
⊂ H
⇒ z−1Hz ⊂ η−1(H) = H
Thus z ∈ NG(H), z 6∈ H. Hence NG(H) % H. The final part of the statement
follows by observing that as G is finite, the chain H $ NG(NG(H)) $ · · ·
has to terminate at G. 
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Exercise 8.30. Let φ : A→ B be an onto, homomorphism of groups. Prove
that for any subgroup K of B, φ−1(NB(K)) = NA(φ
−1(K)).
Lemma 8.31. If for a group G, G/Z(G) is a cyclic group, then G is abelian.
Proof: Let G/Z(G) = gp{aZ(G)} for some a ∈ G. Then
G = ∪n∈ZZanZ(G)
Let g, h ∈ G. Then there exist m,n ∈ ZZ and x, y ∈ Z(G) such that g = anx
and h = amy. Now, as in the proof of corollary 8.28, gh = hg. Hence G is
abelian. 
Corollary 8.32. Let G be a non-abelian group of order p3 (p a prime). Then
|Z(G)| = p.
Proof: By theorem 8.27, ◦(Z(G)) = pα, α > 0. Hence ◦(Z(G)) = p or
p2 or p3. We, however, have that G is non-abelian. Hence ◦(Z(G)) 6= p3.
Further, if ◦(Z(G)) = p2, then G/Z(G) is cyclic of order p. Then by lemma
8.31, G will be abelian. This contradicts our assumption. Consequently
◦(Z(G)) = p. 
Theorem 8.33. (CAUCHY) Let p be a prime dividing the order of a finite
group G. Then G has an element of order p.
Proof: Let◦(G) = n. We shall prove the result by induction on n. As
p | n, n ≥ p. If n = p, then G is cyclic of order p and hence every element
( 6= e) of G has order p. Now, assume n > p. We shall consider two cases:
Case I: G is abelian.
Assume that for any proper subgroup H of G, p does not divide the order of
H , since otherwise by induction assumption H contains an element of order p,
which gives required element inG. As p | ◦(G) and ◦(G) 6= p, n is a composite
number. Hence G has a proper subgroup H . ( Use: Any group of composite
order has a proper subgroup.) Now, note that ◦(H) · ◦(G/H) = ◦(G), and
p does not divide ◦(H) by our assumption. Hence p divides ◦(G/H). Hence
by induction assumption G/H has an element (say) aH of order p, i.e.,
aH 6= H , and (aH)p = H . Thus ap ∈ H . Let ap = b ∈ H , and ◦(b) = m.
Then (am)p = apm = e. If we show that am 6= e, then am shall be an element
of order p in G. Let us assume the contrary, i.e., am = e. Then (aH)m = H .
Hence ◦(aH) = p divides m. As ◦(b) = m, m | ◦(H). This implies p | ◦(H),
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which is not true. Hence am 6= e, and the proof follows in this case.
Case II: G is any group, i.e., not necessarily abelian.
As in case I, we can assume that p does not divide ◦(H) for any proper
subgroup H of G. Now, consider the class equation
|G| = |Z(G)|+
m∑
i=1
[G : NG(ai)]
where [a1], [a2], . . . , [am] denote all distinct conjugate classes of G with |[ai]| >
1. As |[ai]| > 1, NG(ai) is a proper subgroup of G. Hence p does not di-
vide ◦(NG(ai)). Thus p divides [G : NG(ai)] for all i = 1, 2, . . . , m. Now, as
p | ◦(G), we conclude from the class equation that p | ◦(Z(G)). As Z(G) is
an abelian subgroup of G, the result follows from the case I. 
SECOND PROOF OF CAUCHY’S THEOREM.
We shall infact prove the following more general statement.
If a prime divides the order of a finite group G, then G has kp(k ≥ 1) solu-
tions to the equation xp = e.
Proof: Let ◦(G) = n. Put
X = {a = (a1, a2, . . . , ap) a1.a2. . . . .ap = e, ai ∈ G for 1 ≤ i ≤ p}
The set X has np−1 elements. (Use : If first p − 1 elements are arbitrarily
chosen, then the pth-element is the inverse of the product a1.a2. . . . .ap−1.)
For any τ ∈ Sp and a = (a1, a2, . . . , ap) ∈ X , put
τ(a) = (aτ(1), aτ(2), . . . , aτ(p))
This defines an action of Sp over X . Let
σ =
(
1 2 3 . . . p− 1 p
2 3 4 . . . p 1
)
∈ Sp, and A = gp{σ}.
Restricting the action of Sp to A we get an action of A over X . We shall,
now, concentrate on the A-orbits of X . Let us observe that ◦(σ) = p. Hence
◦(A) = p. Clearly any subgroup of A has order p or 1. (Use: Order of a
subgroup divides the order of the group.) Hence, by lemma 7.25, any a ∈ X ,
| Orb(a)| = p or 1. Note that for the identity element e of G, the element
e = (e, e . . . , e) ∈ X has only one element in it’s A-orbit. Let r be the number
of A-orbits of X with one element and l be the number of A-orbits with p
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elements. Then
|X| = r.1 + p.l
⇒ np−1 = r + pl
⇒ p | r since p | n
⇒ r = kp for some k ≥ 1.
Clearly r ≥ 2 If a = (a1, a2, . . . , ap) 6= (e, e, . . . , e) is an element of X whose
A-orbit has only one element, then
σ(a) = a
⇒ (a2, a3, . . . , ap, a1) = (a1, a2, . . . , ap)
⇒ a1 = a2 = . . . = ap = y say
i.e., y is an element of order p in G. As r = kp ≥ 2, the equation xp = e has
kp solutions in G. Each of the non-identity solutions has ofcourse order p.
Corollary 8.34. Let G be a finite group and p, a prime. Then ◦(G) = pα if
and only if every element of G has order power of p.
Proof: It is clear from the theorem.
We, now, define :
Definition 8.35. Let p be a prime. A group G is called a p-group if
every x ∈ G has order pα, α depending on x.
Remark 8.36. A finite group G is a p-group if and only if ◦(G) = pn.
Exercise 8.37. Give an example of an infinite p-group. Further show that
any two finite p-groups need be isomorphic.
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EXERCISES
1. Write all the conjugates of the element A =
(
2 0
1 2
)
in Gl2(ZZ3) and
determine its centralizer.
2. Write all conjugacy classes in S4 and verify the class equation.
3. Write the class equation for the following groups :
(i) Sl2(ZZ5) (ii)The group of quaternions , and (iii) D5.
4. Prove that if a groupG has a conjugacy class with exactly two elements,
then G is not simple.
5. LetH be a proper subgroup of a finite groupG. Then ∪x∈Gx−1Hx 6= G.
6. Let p be a prime. prove that a group of order p2 is either a cyclic group
or is a direct product of two cyclic groups of order p.
7. Prove that a subgroup H of a group G is normal if and if H is a union
of conjugacy classes of G.
8. Let m ≥ 1 and n = 2m. Consider the Dihedral group (Example 1.29) :
Dn = {Id, σ, σ2, · · · , σn−1, τ, στ, · · · , σn−1τ, σn = Id = τ 2, στ = τσn−1}.
Prove that ◦(CG(σi)) = n for all 1 ≤ i ≤ m − 1, CG(σm) = Dn and
◦(CG(τ)) = 4. Further show that :
Conjugacy class of σi = {σi, σ−i} for all 1 ≤ i ≤ m− 1
and
Conjugacy class of τ = {τ, τσ2, τσ4, · · · , τσ2(m−1)}.
9. In the above exercise if n = 2m+ 1, then show that :
Conjugacy class of σi = {σi, σ−i} for all 1 ≤ i ≤ m and
Conjugacy class of τ = {τσi 0 ≤ i ≤ 2m}.
10. Let G be a finite group with 3 conjugacy classes. Prove that |Z(G)| = 1
or 3.
11. Let p be a prime. Prove that G = lQp/ZZ is a p-group, and p
nG = G for
all n ≥ 0.
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12. Let x be a non-generator of a group G. Prove that for any g ∈ G, gxg−1
is also a non-generator of G. Then deduce that the Frattin subgroup
of G is a normal subgroup.
13. Let for a group G, ◦(G′) = m. Prove that any element of G has atmost
m conjugates.
14. Let G = gp{x1, x2, · · · , xk} and let ◦(G′) = m. Prove that [G : Z(G)] ≤
mk.
15. Let φ : G → H be an epimorphism of groups. Prove that if A,B are
two conjugate subgroups of H , then φ−1(A) and φ−1(B) are conjugate
subgroups of G.
16. Let A,B be two proper subgroups of a group G such that G = AB.
Prove that for any x, y ∈ G, G = (x−1Ax)(y−1By).
17. Let A be a proper subgroup of a group G. Prove that if G = AB for a
subgroup B of G, then B is not a conjugate of A.
18. Let H be a normal subgroup of a group G. Prove that CG(H) ⊳ G,
and deduce that for C = CG(Φ(G)), Φ(G)C/C ⊂ Φ(G/C).
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Chapter 9
Symmetric Group
1 Let T = {1, 2, ...., n}. Then A(T ) = {f : T → T f is one-one } is a group
with respect to the composition of maps as binary operation (Example 1.25).
We denote this group by Sn.This is called the Permutation group/ Symmetric
group on n symbols. An element of Sn is called a permutation. We have
proved that any finite group of order n is isomorphic to a subgroup of Sn
(Cayley’s theorem). Hence it is of particular interest to have a closer look at
Sn. We represent an element σ ∈ S by(
1 2 3 · · · n
i1 i2 i3 · · · in
)
where σ(k) = ik for k = 1, 2, . . . , n. Let us elaborate the binary operation by
an example.
Example 9.1. Let σ1, σ2 ∈ S4, where
σ1 =
(
1 2 3 4
3 1 4 2
)
, σ2 =
(
1 2 3 4
2 1 4 3
)
Then (σ1σ2)(1) = σ1(σ2(1)) = 1, (σ1σ2)(2) = 3, (σ1σ2)(3) = 2, and (σ1σ2)(4) =
4. Hence
σ1σ2 =
(
1 2 3 4
1 3 2 4
)
We now define :
1contents group9.tex
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Definition 9.2. An element σ ∈ Sn, is called a cycle of length k if
there exist k-elements i1, i2, . . . , ik in T = {1, 2, · · · , n}, 1 ≤ k ≤ n, such
that
σ(i1) = i2, σ(i2) = i3, . . . , σ(ik−1) = ik, σ(ik) = i1.
and σ(j) = j for all j ∈ T \ {i1, i2, . . . , ik}. In this case σ is represented
by (i1, i2, . . . , ik).
Remarks 9.3. (i) Clearly (i1, i2, · · · , ik) = (i2, i3, · · · , ik, i1) etc.
(ii) Any cycle of length 1 is the identity permutation. Thus for any 1 ≤ i ≤ n,
(i) is identity permutation.
(iii) If σ is a cycle of length k > 1, then whenever a 6= σ(a) = b, σ(b) 6= b.
Notation : We shall denote the length of a cycle σ in Sn by l(σ).
Definition 9.4. Two cycles σ = (a1, a2, . . . , ak), τ = (b1, b2, . . . , bl) in Sn
are called disjoint if {a1, a2, . . . , ak} ∩ {b1, b2, . . . , bl} = ∅
Remark 9.5. If σ, τ ∈ Sn are two disjoint cycles, then στ = τσ since for
any 1 ≤ j ≤ n, τ(j) 6= j implies σ(j) = j and σ(j) 6= j implies τ(j) = j.
Exercise 9.6. Let τ, σ ∈ Sn, n ≥ 3. If for two disjoint subsets A,B of
T = {1, 2, · · · , n}, τ(i) 6= i if and only if i ∈ A and σ(j) 6= j if and only
if j ∈ B, then στ = τσ. Thus if τ and σ move no common element then
τσ = στ.
Definition 9.7. A cycle of length 2 in Sn is called a Transposition.
Observation 9.8. Any cycle (i1, i2, . . . , ik) of length k ≥ 2 is a product of
transpositions. In fact
(i1, i2, . . . , ik) = (i1, ik)(i1, ik−1) . . . (i1, i2).
If n ≥ 2, then id = (1, 2)(1, 2) i.e., a cycle of length one is also a product of
transpositions.
A decomposition of an element σ ∈ Sn into transpositions is not unique. For
example if 1 6= a, b, then (a, b) = (1, a)(1, b)(1, a) as well.
Exercise 9.9. Prove that the number of cycles of length r in Sn is (r− 1)! ·
nCr =
1
r
· npr.
Lemma 9.10. Any conjugate of a cycle of length k in Sn is a cycle of length
k. Further, any two cycles of length k are conjugate to each other.
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Proof: Let σ, τ ∈ Sn, and let
τ =
(
1 2 3 · · · n
i1 i2 i3 · · · in
)
Then (στσ−1)((σ(k)) = σ(ik). Hence
στσ−1 =
(
σ(1) σ(2) σ(3) · · · σ(n)
σ(i1) σ(i2) σ(i3) · · · σ(in)
)
i.e., the conjugate στσ−1 of τ by σ is obtained by applying σ on the symbols
representing τ. Now, if τ = (i1, i2, . . . , ik) is a cycle of length k, then clearly
(στσ−1) = (σ(i1)σ(i2), . . . , σ(ik)) i.e., (στσ
−1) is a cycle of length k.
Next, let σ = (i1, i2, . . . , ik), τ = (j1, j2, . . . , jk) be two cycles of length k in
Sn. Then for any θ ∈ Sn such that θ(ip) = jp for p = 1, 2, . . . , k, we have
θσθ−1 = (θ(i1), θ(i2), . . . , θ(ik)) = (j1, j2, . . . , jk). Hence the result follows.
Theorem 9.11. Any σ( 6= Id) ∈ Sn, n ≥ 2, is a product of disjoint cycles
( 6= id) uniquely upto order of cycles.
Proof: Let us define a relation ∼ on T = {1, 2, . . . , n} as below :
For i, j ∈ T , i ∼ j iff σk(i) = j for some k ∈ ZZ.
One can easily check that ∼ is an equivalence relation on T. Let for k ∈ T , [k]
denote the equivalence class of k with respect to ∼ and let [k1], [k2], . . . , [km]
be all the distinct equivalence classes of T with more than one element. Note
that for any k ∈ T, [k] = {k, σ(k), . . . , σt−1(k)} where t ≥ 1 is the smallest
the integer such that σt(k) = k. Moreover |[k]| = t. Now, let
[k1] = {k1, σ(k1), . . . , σt1−1(k1)}
[k2] = {k2, σ(k2), . . . , σt2−1(k2)}
· · · · · ·
[km] = {km, σ(km), . . . , σtm−1(km)}
where |[ki]| = ti for all 1 ≤ i ≤ m. Then, consider the cycles
τ1 = (k1, σ(k1), . . . , σ
t1−1(k1)
τ2 = (k2, σ(k2), . . . , σ
t2−1(k2)
...
τm = (km, σ(km), . . . , σ
tm−1(km))
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in Sn determined by equivalence classes of T with respect to ∼ having more
than one element. As any two equivalence classes are disjoint, the cycles
τ1, τ2, . . . , τm are pairwise disjoint and hence commute with each other. Fur-
ther, note that if k ∈ [ki] for some 1 ≤ i ≤ m, then τi(k) = σ(k). We
claim
σ = τ1τ2 . . . τm.
If k ∈ T , and k 6∈ [ki] for any i, then σ(k) = k = τp(k) for all p = 1, 2, . . . , m.
Hence
σ(k) = (τ1τ2 . . . τm)(k) = k
Further, if k ∈ [kj] for some 1 ≤ j ≤ m, then τp(k) = k for all 1 ≤ p 6= j ≤ m.
Therefore
(τ1τ2 . . . τm)(k) = τj(k) = σ(k).
Consequently,
σ = τ1τ2 . . . τm
Thus any σ( 6= id) ∈ Sn is a product of disjoint cycles ( 6= id). We shall, now,
prove the uniqueness. Let
σ = ω1ω2 . . . ωs
where ωi for i = 1, 2, . . . , s are disjoint cycles ( 6= id). For any k ∈ T , σ(k) = k
if and only if k 6∈ ωi for any i. Further, if k ∈ ωj for some 1 ≤ j ≤ s, then
clearly σ(k) = wj(k) and ωj = [k]. i.e., the set of elements in wj is precisely
the set of elements in [k]. Hence ω1, ω2, . . . , ωs are formed as above precisely
from all distinct equivalence classes of T with respect to ∼ having more than
one element. Thus the uniqueness follows. 
Remark 9.12. As any cycle is a product of transpositions, any permutation
is a product of transpositions. Further, for any transposition (ab), where
a 6= 1, b 6= 1, we have
(ab) = (1a)(1b)(1a).
Hence Sn is generated by (12), (13), .....(1n).
Lemma 9.13. Let n ≥ 3. Then center of Sn is trivial i.e., Z(Sn) = Id.
Proof: Let f( 6= Id) ∈ Sn. Then there exists an 1 ≤ i ≤ n such that
f(i) = j, j 6= i. Choose any g ∈ Sn such that g(i) = i, and g(j) = k, k 6= i, j
(such a g exists as n ≥ 3). Then fg(i) = j and gf(i) = k. Thus fg 6= gf .
Hence Z(Sn) = Id. 
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Exercise 9.14. Prove that for any n ≥ 2, Sn is generated by (12) and
(12 · · ·n). Further, show that this is a minimal set of generators.
Let for σ ∈ Sn,
σ = τ1.τ2 . . . .τm (9.1)
where τi for i = 1, 2, . . . , m are disjoint cycles. Here we assume that cycles
of length 1 are also included and all integers 1, 2, · · · , n appear in the repre-
sentation (9.1). Further, as any two disjoint cycles commute we can assume
that if li is the length of τi, then, 1 ≤ l1 ≤ l2 ≤ . . . ≤ lm. We shall call the
sequence of integers {l1, l2, . . . , lm}, the cycle pattern of σ. From 9.1, it is
clear that
l1 + l2 + . . .+ lm = n,
i.e.,the cycle pattern determines a partition of the integer n. Further, one can
easily see that given any partition of n, there exists a permutation with that
cycle pattern. If ei denotes the number of cycles of length i in the decompo-
sition 9.1, then we write that the permutation σ is of the type 1e12e2 . . . nen .
Note that here ei ≥ 0.
Examples 9.15. For the identity permutation Id, Id = (1)(2) · · · (n). Thus
in this case e1 = n, and ei = 0 for all i > 1.
Example 9.16. Let
σ =
(
1 2 3 4 5 6 7
2 7 5 3 4 6 1
)
∈ S7.
Then σ = (127)(354)(6) is the decomposition of σ into disjoint cycles. Hence
for σ, e1 = 1, e2 = 0, e3 = 2, and ei = 0 for all i > 3.
Lemma 9.17. Any two permutations with same cycle pattern are conjugate
and conversely.
Proof: Let σ1, σ2 ∈ Sn be two permutations with same cycle pattern
{m1, m2, . . . , ms} and let
σ1 = ω1ω2 . . . ωs
= (x1x2 . . . xm1)(y1y2 . . . ym2) . . . (u1u2 . . . ums)
σ2 = τ1τ2 . . . τs
= (x′1x
′
2 . . . x
′
m1
)(y′1y
′
2 . . . y
′
m2
) . . . (u′1u
′
2 . . . u
′
ms)
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be the decompositions of σ1 and σ2 into disjoint cycles. Consider the permu-
tation
θ =
(
x1 x2 . . . xm1 y1 y2 . . . ym2 . . . u1 u2 . . . ums
x′1 x
′
2 . . . x
′
m1
y′1 y
′
2 . . . y
′
m2
. . . u′1 u
′
2 . . . u
′
ms
)
in Sn.Then
θ−1σ2θ = θ
−1(τ1τ2 . . . τs)θ
= θ−1(τ1)θθ
−1(τ2)θ . . . θ
−1(τs)θ
= (ω1ω2 . . . ωs)
by the lemma 9.10. Hence σ1 and σ2 are conjugate. The converse follows
easily from the lemma 9.10. Hence the result is proved. 
Theorem 9.18. (Cauchy) Suppose σ ∈ Sn has cycle pattern 1e12e2 . . . nen .
Then the number of permutations conjugate to σ is
n!
e1!e2! . . . en!1e12e2 . . . nen
.
Proof: Let us indicate the cycle pattern of σ as follows
σ = (.)(.) · · · (.)(..)(..)(..) . . . (9.2)
where (.) indicates a 1-cycle, (..) indicates a 2-cycle and so on. All the n
symbols {1, 2, · · · , n} are involved in the presentations (9.2) of σ. We know
that any two permutations are conjugate if and only if they have the same
cycle pattern (Lemma 9.17). Hence, any permutation of the n symbols shall
give conjugate to σ and conversely. Thus apparently σ has n! conjugates; the
number of permutations on n symbols. Note that two distinct permutations
of the symbols in (9.2) may give rise same element in Sn. This can happen
in two ways.
(a) j-cycles are permuted among themselves
(b) each j-cycle is written in different order.
By way of (a), as there are ej distinct j-cycles, ej! repetitions occur i.e., ej !
permutations in Sn give same element on operating on σ.
Further, note that any j-cycle can be written in j different ways as
(a1a2 . . . aj) = (a2 . . . aja1) = . . . = (aja1 . . . aj−1)
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Hence there are jej different ways of writing one element by changing writing
pattern of ej j-cycles involved in the representation of σ. Hence while count-
ing the number of conjugates of σ as n! we actually counted each element
e1!e2! . . . en!1
e12e2 . . . nen times. Therefore the number of distinct conjugates
of σ is
n!
e1!e2! . . . en!1e12e2 . . . nen
.
Corollary 9.19. For σ = (12....n) in Sn = G, CG(σ) = gp{σ} i.e., the
centralizer of σ in G is the cyclic group generated by σ.
Proof: As σ = (12....n) is a n-cycle we have en = 1 and ei = 0 for all
i < n. Hence by Cauchy’s theorem, the number of conjugates of σ is equal
to n!
n
= (n− 1)!. However, the number of conjugates of σ is equal to
[G : CG(σ)] =
|G|
|CG(σ)| =
n!
|CG(σ)| .
Therefore
(n− 1)! = n!|CG(σ)|
⇒ n = |CG(σ)|
We know that gp{σ} ⊆ CG(σ), and ◦(σ) = n. Hence gp{σ} = CG(σ).
Remark 9.20. The result in the corollary holds for any n-cycle.
Theorem 9.21. Let n ≥ 4. Then every element of Sn is a product of two
elements of order 2.
Proof: For any transposition τ in Sn, τ
2 = Id. Hence the result holds
for the identity element in Sn. Now, let σ( 6= Id) ∈ Sn. By the theorem 9.11,
σ = w1w2 · · ·ws,
s ≥ 1, where w′is are pair-wise disjoint cycles with l(wi) > 1 for each i.
We can assume that l(wi) ≤ l(wi+1) for all 1 ≤ i ≤ s − 1, since any two
disjoint cycles commute. We shall first consider the case when l(wi) = 2 for
all i = 1, 2, · · · , s. If s = 1 then σ = w1. Let σ = (ij) for some 1 ≤ i < j ≤ n.
As n ≥ 4, we can choose 1 ≤ k < l ≤ n such that {k, l} ∩ {i, j} = ∅. Clearly
σ = (ij)(kl) (kl)
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where (ij)(kl) and (kl) are elements of order 2 in Sn. Next, let s > 1. Then
σ = (w1w2 · · ·ws−1)ws
where (w1w2 · · ·ws−1) and ws are elements of order 2 in Sn. Thus if l(wi) = 2
for all 1 ≤ i ≤ s, then σ is a product of two elements of order 2 in Sn. Now,
let l(wi) = 2 for all 0 ≤ i ≤ r < s. If we prove that for any cycle w ∈ Sn
with l(w) ≥ 3, w = cd where c and d are two elements of order 2 in Sn which
move no element left fixed by w, then let wj = cj dj, for all r + 1 ≤ j ≤ s,
where cj, dj have required properties, then
σ = w1w2 · · ·wr(cr+1dr+1) · · · (csds)
= (w1w2 · · ·wrcr+1 · · · cs)(dr+1 · · ·ds)
Note that w1, w2, · · · , wr, cr+1, · · · cs and dr+1, · · · , ds are pairwise commuting
elements, each of order 2, in Sn. Thus c = w1w2 · · ·wrcr+1 · · · cs and d =
dr+1 · · · ds are elements of order 2, and σ = cd. Now, to complete the proof,
we shall show that for any cycle w ∈ Sn with l(w) ≥ 3, w = cd where c, d
are elements of order 2 such that c, d move no element left fixed by w and d
does not move all the symbols moved by w. We shall do this by induction
on l(w) = k ≥ 3. We can assume, if necessary by change of notation, that
w = (12 3 · · ·k). If k = 3, then w = (123) = (12)(23). Hence our assertion
holds in this case. Let k ≥ 4. Then by induction hypothesis
w1 = (12 · · ·k−1) = cd (9.3)
where c, d are elements of order 2 with required properties. Let for 1 ≤ l ≤
k − 1, l is fixed under d. Then from the equation (9.3),
(lk)(12 · · ·k−1) = (lk)c(lk) (lk)d
⇒ e = (12 · · · l−1kll+1 · · ·k−1) = c1d1 (9.4)
where c1 = (lk)c(lk) each and d1 = (lk)d are elements of order 2 and l is left
fixed by c1. Now, there are two possibilities :
Case I The element d1 keeps fixed one of the symbols 1, 2, · · · , k.
In this case, observe that the cycle w = (12 · · ·k) is a conjugate of the cycle
e (use; l(w) = l(e) = k). Hence we can write w = cd where c, d ∈ Sn have
order 2 such that c, d move no element left fixed by w and d fixes at-least
one symbol from 1, 2, · · · , k.
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Case II The element d1 move all the symbols 1, 2, · · · , k.
From the equation (9.4), we have
e−1 = d−11 c
−1
1
where d−11 and c
−1
1 are elements of order 2 which move no element left fixed
by e−1 and c−11 keeps fixed at-least one symbol, infact k, out of the symbols
1, 2, · · · , k. Now, we are in the case I. Hence the assertion holds. Thus the
result is proved. 
Definition 9.22. Let ZZ[X1, X2, . . . , Xn] be the polynomial ring over
integers in n-indeterminates X1, X2, . . . , Xn. Then for any polynomial
f(X1, X2, . . . , Xn) in ZZ[X1, X2, . . . , Xn] and σ ∈ Sn, we define:
σ(f(X1, X2, . . . , Xn)) = f(Xσ(1), Xσ(2), . . . , Xσ(n)).
Remarks 9.23. (i) The action of σ defined in the definition gives an action
of the group Sn over ZZ[X1, · · ·Xn].
(ii) For ∆ =
∏
1≤i<j≤n(Xi −Xj), σ(∆) = ±∆ for any σ ∈ Sn.
(use; For every pair (i, j), 1 ≤ i < j ≤ n, the pair (σ(i), σ(j)) is unique and
either σ(i) < σ(j) or σ(j) < σ(i))
Definition 9.24. A permutation σ ∈ Sn is called even (odd) if σ(∆) =
ζ(σ)∆ where ζ(σ) = 1 (−1). The integer ζ(σ) is called the sign of the
permutation σ.
Exercise 9.25. Let f(X1, X2, · · · , Xn) ∈ ZZ[X1, · · ·Xn]. Prove that H =
{σ ∈ Sn σ(f(X1, X2, · · ·Xn)) = f(X1, X2, · · ·Xn)} is a subgroup of Sn.
Remarks 9.26. (i) The group H in the exercise is called the group of
symmetries / symmetry group of f(X1, X2, · · ·Xn).
(ii) Even permutations form the group of symmetries of ∆ =
∏
1≤i<j≤n(Xi−
Xj).
Definition 9.27. A polynomial f(X1, X2, · · ·Xn) ∈ ZZ[X1, X2, · · ·Xn] is
called symmetric if σ(f(X1, X2, · · ·Xn)) = f(X1, X2, · · ·Xn) for all σ ∈
Sn.
Remark 9.28. A polynomial f(X1, X2, · · ·Xn) ∈ ZZ[X1, X2, · · ·Xn] is a sym-
metric polynomial if and only if every homogeneous component of f(X1, X2, · · ·Xn)
is symmetric.
155
Exercise 9.29. Let p(X1, X2, · · ·Xn) = X1 + X2 + · · · + Xn−1 + X21 be a
polynomial inZZ[X1, X2, · · ·Xn], n ≥ 3. Find the group of symmetries of
p(X1, X2, · · ·Xn) in Sn, and prove that this group is isomorphic to Sn−2.
Let us, now, make some observations regarding the signs of permutations.
Lemma 9.30. Let σ, τ ∈ Sn. Then
(i) ζ(στ) = ζ(σ)ζ(τ).
(ii) ζ(σ−1τσ) = ζ(τ)
(iii) If σ is a transposition, ζ(σ) = −1.
Proof: (i) We have
(στ)(∆) = σ(τ(∆))
= σ(ζ(τ)∆)
= ζ(τ)(σ(∆))
= ζ(τ)ζ(σ)∆
Therefore ζ(στ)∆ = ζ(σ)ζ(τ)∆.
(ii) Note that for the identity permutation id ∈ Sn
id(∆) = ∆.
Therefore ζ(id) = 1. Hence from (i) we get
ζ(σ)ζ(σ−1) = ζ(σσ−1) = ζ(id) = 1.
Therefore
ζ(σ−1τσ) = ζ(σ−1)ζ(τ)ζ(σ) = ζ(τ)
(iii) We have proved that any two cycles of same length are conjugate (Lemma
9.10). Hence, any two transpositions are conjugate. Therefore, in view of
(ii), it suffices to prove the result for σ = (12). We have
∆ = (X1 −X2)(X1 −X3)(X1 −X4) . . . (X1 −Xn)
(X2 −X3)(X2 −X4) . . . (X2 −Xn)
(X3 −X4) . . . (X3 −Xn)
· · · · · · · · ·
(Xn−1 −Xn)
(9.5)
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Hence
σ(∆) = (X2 −X2)(X2 −X3)(X2 −X4) . . . (X2 −Xn)
(X1 −X3)(X1 −X4) . . . (X1 −Xn)
(X3 −X4) . . . (X3 −Xn)
· · · · · · · · ·
(Xn−1 −Xn)
(9.6)
where the expression from third row onwards remain unchanged. It is clear
from expressions 9.5 and 9.6 that σ(∆) = −∆. Hence ζ(σ) = −1.
Corollary 9.31. A permutation σ ∈ Sn is even (odd) if and only if σ is a
product of even (odd) number of transpositions.
Proof: The proof is straightforward.
Remarks 9.32. (1) By the lemma 9.30 (ii) it is clear that the conjugate of
an even (odd) permutation is even (odd). (2) By the lemma 9.30 (i), the
map ζ : Sn → {±1} is a homomorphism of groups.
Lemma 9.33. Let G be a group of permutations on n symbols. i.e., G is a
subgroup of Sn. Then even permutations in G form a normal subgroup (say)
H. Further, [G : H ] ≤ 2.
Proof: Clearly H 6= ∅, since id ∈ H. Let σ, τ ∈ H. Then
ζ(στ−1) = ζ(σ)ζ(τ−1)
= ζ(σ)(ζ(τ))−1
= 1
Hence στ−1 ∈ H. Thus H is a subgroup of G. Further, as conjugate of an
even permutation is even (Remark : 9.32(1)), H is normal in G. For any
even permutation σ ∈ G, σH = H , as σ ∈ H. However, if τ1, τ2 ∈ G are odd
permutations, then
ζ(τ−11 τ2) = ζ(τ
−1
1 )ζ(τ2)
= ζ(τ1)
−1ζ(τ2)
= 1.
Therefore τ−11 τ2 ∈ H , and we have
τ−11 τ2H = H
⇒ τ2H = τ1H
Consequently [G : H ] ≤ 2.
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Remark 9.34. From the above lemma, either G = H or |H| = 1
2
|G|.
Definition 9.35. The subgroup An of all even permutations of Sn is
called the Alternating group of degree n.
Observation 9.36. |An| = 12 |Sn| = n!2 for all n > 1, and An is normal in
Sn.
Theorem 9.37. The Alternating group An is generated by three cycles for
all n ≥ 3.
Proof: For any three cycle (abc), we have (abc) = (ac)(ab). Hence, (abc)
is an even permutation, and all three cycles lie in An. Next, we know that any
element in An is a product of even number of transpositions. Hence to prove
our claim, it is sufficient to show that the product of any two transpositions
is a product of three cycles. Let (ab), (cd) be two transpositions. We shall
prove that the product (ab)(cd) is a product of three cycles. Let us consider:
Case I : {a, b} ∩ {c, d} = ∅
In this case
(ab)(cd) = (ab)(ac)(ac)(cd)
= (acb)(ca)(cd)
= (acb)(cda).
Case (ii) :{a, b} ∩ {c, d} 6= ∅
If {a, b} = {c, d}, then clearly (ab)(cd) = id. Hence, let {a, b} 6= {c, d}. Then
there is exactly one common element. Let b = c. Then
(ab)(cd) = (ab)(bd)
= (ba)(bd)
= (bda)
Thus it follows that the product of any two transpositions is a product of
three cycles. This completes the proof. 
We, now, prove a result giving a more elaborate set of generators for An.
Theorem 9.38. The alternating group An(n > 2) is generated by the three
cycles (123), (124), ...., (12n).
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Proof: By the theorem 9.37, it suffices show that a three cycle (a1a2a3)
is a product of the given three cycles. To prove this, we shall consider :
Case I : ai = 1 for some i.
There is no loss of generality in supposing that a1 = 1. Then, if ai 6= 2 for
i = 2, 3, we have
(1a2a3) = (1a3)(1a2)
= (1a3)(12)(12)(1a2)
= (12a3)(1a22)
= (12a3)(12a2)
2
However, if a3 = 2, then it is clear from above that (1a2a3) = (12a2)
2 and
for a2 = 2, there is nothing to prove.
Case II : ai 6= 1 for any i.
In this case, we have
(a1a2a3) = (a1a3)(a1a2)
= (a1a3)(a11)(a11)(a1a2)
= (a11a3)(a1a21)
By case I and case II, it is immediate that (a1a2a3) is a product of the given
cycles. Hence the result follows.
Lemma 9.39. If a normal subgroup N of An(n > 4) contains a three cycle,
then N = An.
Proof: If necessary, by change of notation, we can assume (123) ∈ N.
Then for any k > 3, and l 6= 1, 2, 3, k, we have
(3l)(3k)(123)(3k)(3l) = (12k)
Therefore, since N is normal in An, (12k) ∈ An for all k ≥ 3. Hence by the
theorem 9.38, N = An.
Definition 9.40. A group G 6= id is called a simple group if it has
no non-trivial normal subgroups i.e., it has no normal subgroups
other than identity subgroup and the whole group.
Theorem 9.41. The alternating group An(n > 4) is simple.
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Proof: Let N( 6= id) be a normal subgroup of An. The result will follow
if we prove that N contains a three cycle (Lemma9.39). Choose an element
τ( 6= id) in N which leaves maximum number of symbols fixed. We shall
prove that τ is a three cycle. This will follow if we prove that τ displaces
exactly three symbols. Assume this is not true. Let us write τ as a product
of disjoint cycles. Then either there is a cycle of length atleast three in the
decomposition or else τ is a product of transpositions. (Note that τ is not a
transposition as it is an even permutation.)
In the first case, if necessary by change of notation, we can write
τ = (123...) (9.7)
Let us note that τ shall move atleast five symbols in this case , as An contains
no cycle of length four (Use : a four cycle is an odd permutation). We can
assume that τ moves 1, 2, 3, 4, 5. Now, for σ = (345) ∈ An, we have
τ1 = στσ
−1 = (124...) ∈ N.
Clearly τ−1τ1 is a non-identity element in N and moves at-best the same
elements which τ does. We,however, have τ−1τ1(1) = 1. This contradicts the
choice of τ that τ( 6= Id) is an element of N which moves minimum number
of symbols. Hence τ does not have the form (9.7).
The other possibility is that
τ = (12)(34)..... (9.8)
Again for σ = (345), we have
τ1 = στσ
−1 = (12)(45) . . .
is in N. Hence τ−1τ1 ∈ N is a non-identity element and moves atmost one
more symbol than the symbols moved by τ. We, however, have that τ−1τ1
keeps 1, 2 fixed. This again contradicts the choice of τ. Consequently τ moves
exactly three symbols, and hence is a three cycle. Thus the result follows. 
Remarks 9.42. (i) The group A4 is not simple.In fact
N = {id, (12)(34), (13)(24), (14)(23)}
is a nontrivial normal subgroup of A4.
(ii) The subgroup N in (i) is abelian. Hence
C = {id, (12)(34)} = gp{(12)(34)}
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is normal in N. It is , however, easy to check that the subgroup C is not
normal in A4. This shows that normal subgroup of a normal subgroup need
not be normal.
(iii) An is simple for n 6= 3, 4.
Theorem 9.43. Let n > 4. Then An is the only proper normal subgroup of
Sn.
Proof: Let H be a proper normal subgroup of Sn. We claim ◦(H) > 2.
If not, then H = {id, σ ◦ (σ) = 2}. As ◦(σ) = 2, σ is either a transposition
or is a product of disjoint transpositions. If σ is a transposition, let σ = (ab).
Choose c other than a and b (Use: n > 4). Then as H is normal in Sn,
(ac)(ab)(ac) = (cb) ∈ H.
This contradicts the assumption that ◦(H) = 2. Hence σ 6= (ab). In the other
case, let
σ = (a1a2)(a3a4)σ1
where σ1 is a product of disjoint transpositions not involving a1, a2, a3, a4.
Then for τ = (a1a2a3), we have
τστ−1 = (a2a3)(a1a4)σ1 ∈ H
Clearly τστ−1 6= Id, and also τστ−1 6= σ. This again contradicts that ◦(H) =
2. Hence the claim that ◦(H) > 2 holds. Now, let D = An ∩ H. Then D
is normal in An (Use: H is normal in Sn), and is the subgroup of all even
permutations inH. Hence, by the lemma 9.33, |D| = 1
2
|H| > 1. Consequently,
by the theorem 9.41, D = An. Thus H ⊇ An. As [Sn : An] = 2, H = An,
since H is a proper subgroup of Sn. This completes the proof. 
Theorem 9.44. Let n ≥ 2. Then there exists no outer automorphism of Sn,
for n 6= 6 i.e., Aut(Sn) = IAut(Sn) for n 6= 6.
Proof: Clearly Aut(S2) = IAut(S2). Hence, let n ≥ 3. Now, let α be
any automorphism of Sn. Note that
(i) Any conjugacy class of Sn is mapped to a conjugacy class of Sn under
α, i.e., for any σ ∈ Sn, image of the conjugacy class of σ under α is the
conjugacy class of α(σ).
(ii) Any two permutations of Sn are conjugate if and only if they have same
cycle pattern.
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(iii) For any σ ∈ Sn, order of α(σ) is equal to the order of σ.
Put
Bk = The set of all products of k disjoint transpositions in Sn.
=
{
k∏
i=1
(aibi) (aibi) & (ajbj) are disjoint if i 6= j
}
By (ii), each Bk is a conjugacy class for k ≥ 1. Further, an element of Sn
has order 2 if and only if it is a product of disjoint transpositions. Hence,
α(B1) = Bk for some k ≥ 1. We shall show that α(B1) = B1. First of all,
note that
|Bk| = 1
k!
k−1∏
i=0
(
n− 2i
2
)
for all k ≥ 1.
If α(B1) = Bk, then |B1| = |Bk|. Therefore
1
k!
k−1∏
i=0
(
n− 2i
2
)
==
(
n
2
)
Hence, we get
(n− 2)(n− 3) . . . (n− 2k + 2)(n− 2k + 1) = k!2k−1 (9.9)
By the equation 9.9, n ≥ 2k. Therefore
(n− 2)(n− 3) . . . (n− 2k + 2)(n− 2k + 1)
≥ (2k − 2)(2k − 3) . . . 2.1.
= ((2k − 2)(2k − 4) . . . 2)((2k − 3)(2k − 5) . . . 1))
= 2k−1(k − 1)! · ((2k − 3)(2k − 5) . . . 1))
Note that 2k − 3 > k if and only if k > 3. Hence for k ≥ 4, the equation 9.9
does not hold for any n ≥ 2k. We shall now consider the cases k = 2, k = 3.
Case I : k = 3
As n ≥ 2k, we have n ≥ 7 since n 6= 6. As 5.4.3.2.1. > 3!.2, the equation 9.9
does not hold true for any n ≥ 7.
Case II : k = 2
Here n ≥ 4. It is easy to see that the equation 9.9 does not hold for any n ≥ 4.
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In view of the above we conclude that α(B1) = B1. We shall now show
that there exists an inner automorphism θ of Sn such that
α(1, i) = θ(1, i) for all i = 1, 2, . . . n.
As {(1, i) i = 1, 2, . . . n.} generate Sn, this will complete the proof. Let
α(1, 2) = (i, j)
By (ii), (1, 2) and (i, j) are conjugate to each other. Thus there exists an
inner automorphism θ1 of Sn such that
α(1, 2) = θ1(1, 2).
Put α1 = θ
−1
1 α. Then α1(1, 2) = (1, 2). Let
α1(1, 3) = (i, j)
Then
α1((1, 2)(1, 3)) = (1, 2)(i, j)
⇒ α1(1, 3, 2) = (1, 2)(i, j)
As (1, 3, 2) is an element of order 3, order of the element (1, 2)(i, j) is also 3.
Hence {1, 2} ∩ {i, j} 6= ∅, since otherwise order of (1, 2)(i, j) shall be 2. We
can assume, without any loss of generality, that i = 1. Then
α1(1, 3) = (1, j)
where j ≥ 3. If j > 3, then
α1(1, 3) = (3, j)(1, 3)(3, j)
i.e., α1(1, 3) is the conjugate of (1, 3) by (3, j). Thus, if θ2 denotes the con-
jugation by (3, j), then for α2 = θ
−1
2 α1, we have
α2(1, 2) = (1, 2) and α2(1, 3) = (1, 3).
Thus it is clear that, there exists an inner automorphism γ of Sn such that
α(1, 2) = γ(1, 2) and α(1, 3) = γ(1, 3).
Now, suppose for an inner automorphism θ of Sn,
θ(1, i) = α(1, i)
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for all i = 1, 2, . . . , r where 2 < r < n, and let β = θ−1α. Then β(1i) = (1i)
for all 1 ≤ i ≤ r. If
β(1, r + 1) = (i, j)
Then
β((1, 2)(1, r + 1)) = (1, 2)(i, j)
β((1, 3)(1, r + 1)) = (1, 3)(i, j)
Hence, as seen above
{1, 2} ∩ {i, j} 6= ∅, {1, 3} ∩ {i, j} 6= ∅.
Note that
β(23) = β((13)(12)(13)) = (23)
Hence, as β is one-one, β(1r+1) 6= (23) i.e., (ij) 6= (23). Thus we can assume
i = 1, and therefore
β(1, r + 1) = (1, j).
Clearly j ≥ r + 1. If j > r + 1, then
β(1, r + 1) = (1, j) = (r + 1, j)(1, r + 1)(r + 1, j)
i.e., β(1, r+1) is a conjugate of (1, r+1) by (r+1, j). Let us denote by θr+1
the conjugacy map of Sn by (r + 1, j). Then
β(1, r + 1) = θr+1(1, r + 1)
⇒ θ−1r+1β(1, r + 1) = (1, r + 1).
Hence, for all i = 2, 3, · · · , r + 1, we have
θ−1r+1β(1, i) = (1, i)
⇒ β(1, i) = θr+1(1, i)
⇒ α(1i) = θθr+1(1i)
Therefore by induction there exists an inner automorphism θ of Sn such that
α(1, i) = θ(1, i)
for all i = 2, 3, . . . , n. Consequently, α is an inner automorphism of Sn. Hence
the result follows. 
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EXERCISES
1. (i) For the element (432156) in S7, write (432156)(25) and (432156)(27)
as product of disjoint cycles.
(ii) Prove that the product of a cycle and a transposition in Sn is either
a cycle or product of two disjoint cycles or identity.
(iii) Prove that any three cycle is a commutator in Sn.
2. (i) For the element (125678) in S8 write σ
2 and σ3 as product of disjoint
cycles.
(ii) Let σ( 6= Id) ∈ Sn be a cycle of length t. Prove that for any divisor
d ≥ 1 of t, σd can be expressed as a product of d disjoint cycles each
of length t/d.
3. (i) Write all elements of order ≤ 2 in S5 and S4.
(ii) Let α(n) denotes the number of elements of order 6= 2 in Sn. Prove
that
α(n+ 1) = α(n) + nα(n− 1).
4. Prove that any cycle of length k has order k. Further, show that if
for σ ∈ Sn, σ = c1c2 · · · cm, where c′is are pairwise disjoint cycles with
l(ci) = li for all 1 ≤ i ≤ m, then ◦(σ) = l.c.m. of l1, l2, · · · lm.
5. Write the cycle (123456789) as the product of two elements of order 2
in S9.
6. Let A be a set of 1 ≤ r < n distinct natural numbers in {1, 2, · · · , n}.
Prove that H = {σ ∈ Sn σ(A) ⊂ A} is a subgroup of Sn, and show
that H is isomorphic to the direct product Sn−r × Sr.
7. Prove that the transposition (12), (23), · · · , (n−1 n) together generate
Sn.
8. Let σ ∈ Sn be an n-cycle and τ be a transposition. Prove that Sn is
generated by τ and σ.
9. Show that for any odd integer n, (123)and (123 · · ·n) generate An, and
if n is an even integer than (123) and (23 · · ·n) generate An.
10. Prove that An is the derived group of Sn for all n.
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11. Find all the subgroups of order 6 in S4.
12. Let α, β ∈ Sn, and αβ = βα. Prove that for A = {i ∈ A α(i) = i},
β(A) = A.
13. Prove that any symmetric polynomial of degree t = 2 or 3 in ZZ[X1, X2, X3]
is a polynomial in s1 = X1+X2+X3, s2 = X1X2+X1X3+X2X3 and
s3 = X1X2X3 over ZZ.
14. Find the symmetry group of the polynomials XY Z +XY + ZX +X2
and (X + wY + w2Z)3 in ZZ[X, Y, Z] where w = (−1 +√3)/2.
15. Let n ≥ 2. Show that there exists a subspace W of the metric space
IRn−1 with |W | = n such that Sn is isomorphic to I(W ), the group of
isometrics of W .
16. Prove that Gl2(ZZ2) is isomorphic to S3.
17. Let n ≥ 2, and let
g = l.c.m.{◦(σ) σ ∈ Sn}
t = l.c.m.{◦(τ) τ ∈ An}.
Prove that 2t = g if n = 2k or 2k + 1 and t = g otherwise.
18. Prove that S999 contains an cyclic subgroup of order 1111, and this
subgroup fixes atlast one 1 ≤ i ≤ 999.
19. Let n > 1, and let eij i = 1, 2, · · · , n, be the transpose of the row vector
(0, · · · , 1ith, 0, · · · , 0). Prove that σ ∈ Sn is even or odd if and only if
det(eσ(1), eσ(2), · · · , eσ(n)) = 1 or -1 respectively.
20. Let n > 1. Prove that for σ, τ ∈ Sn, στ and τσ have same cycle pattern.
21. Let n ≥ 3. Write the cycle (123) as product of two n-cycles in Sn.
22. Let n ≥ 1. Prove that :
(i) The map,
θn,n+1 : Sn → Sn+1
σ 7→ σ̂
where σ̂(i) = σ(i) foe all 1 ≤ i ≤ n, and σ̂(n + 1) = n + 1 is a
monomorphism of groups which maps An to An+1.
166
(ii) Identity the group Sn to the subgroup θn,n+1(Sn) of Sn+1. Prove
that G =
⋃
n≥1 Sn is a group and A =
⋃
n≥1An is a normal subgroup
of G which is simple.
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Chapter 10
Sylow Subgroups
1 We have proved that order of any subgroup of a finite group divides the
order of the group. It is natural to ask if the converse is true. The Sylow
theorems are in consequence to this enquiry. We shall also note that the
converse is not true in general.
Definition 10.1. Let G be a finite group of order n. Let for a prime
p, n = pr · m, where (p,m) = 1. Then any subgroup of order pr is
called a Sylow p-subgroup of G.
We shall prove that any finite group contains a Sylow p-subgroup for
every prime p dividing the order of the group. To prove this we shall prove
a more general result.
Theorem 10.2. Let G be a finite group of order n. Let for r > 0, pr divides
n. Then G contains a subgroup of order pr. Further, the number of subgroups
of order pr is congruent to 1 mod p.
Proof: We shall prove this result in steps.
Step I : Let S be the set of all subsets of G with pr elements. We know that
for any subset A of G, |A| = |xA| for any x ∈ G. Thus for any x ∈ G,
xˆ : S → S
A 7→ xA
is a transformation on S. (Use : x−1(xA) = A). For any x, y in G, and
A ∈ S,
(xˆyˆ)(A) = ˆ(xy)(A)
1contents group10.tex
168
Thus G is a transformation group of S with respect to this action. From the
lemma 7.25, for any A ∈ S,
| Orb(A)| = [G : Stab(A)]
Let H = Stab(A). Then HA = A. Hence if Ha1, Ha2, . . . , Hat are all
distinct right cosets of H with respect to elements of A, we have
A = Ha1 ∪Ha2 ∪ . . . ∪Hat.
and this is a disjoint union. This gives
|A| = t |H|
⇒ |H| divides |A|
Hence, |H| = pk for some k ≤ r.
Step II : If for A ∈ S, Stab(A) = H has pr elements, then Orb(A) has
exactly one subgroup of order pr.
We have HA = A, and |H| = |A| = pr. Hence, for any a ∈ A
Ha = A
⇒ a−1Ha = a−1A ∈ Orb(A)
Note that a−1Ha is a subgroup of G with |a−1Ha| = |H| = pr. Put K =
a−1Ha. ThenK ∈ Orb(A), and hence Orb(A) = Orb(K). As any element
in the Orb(K) is of the form gK(g ∈ G), it is either equal to K or is not a
subgroup of G (Use: For any subgroup K of G, and x ∈ G, xK is a subgroup
of G if and only if x ∈ K.) Therefore the assertion holds.
Step III: If Stab(A) = H is a subgroup of G with pk(k < r) elements, then
Orb(A) has no subgroup.
Let us assume the contrary i.e., let Orb(A) has a subgroupK. Then K = xA
is a subgroup for some x ∈ G. We have
K = KK
⇒ xA = KxA
⇒ A = x−1KxA
⇒ x−1Kx ⊆ Stab(A) = H
⇒ |x−1Kx| = |K| ≤ |H|
⇒ pr ≤ |H|( since |K| = pr)
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This contradicts our assumption on H . Hence Orb(A) has no subgroup.
Step IV : There is atleast one A ∈ S, such that Stab(A) has pr elements.
First of all, note that the number of elements in S depends on the order
of the group and not on the group. In fact
|S| =
(
n
pr
)
= N.
We have seen that for any A ∈ S, | Stab(A)| = pk(k ≤ r), and | Orb(A)| =
[G : Stab(A)]. Hence if | Stab(A)| = pr, then Orb(A) is minimal. Let
MG denotes the number of distinct minimal orbits in S. As | Orb(A)| =
[G : Stab(A)], if | Stab(A)| = pk, k < r, then | Orb(A)| is a multiple of
pl, where l = n
pr
, and if | StabA| = pr, then | Orb(A)| = l. Therefore
N = plz +MGl (10.1)
If G = Cn, a cyclic group of order n, then there is exactly one subgroup
of order pr in G (Theorem2.38). Hence, in this case, there is exactly one
minimal orbit in S i.e., MCn = 1. Therefore we get
N = plz1 + l (10.2)
Now, from (10.1) and (10.2), we get
plz +MGl = plz1 + l
⇒ pz +MG = pz1 + 1
⇒ MG ≡ 1(modp)
Thus G has at least one subgroup of order pr and the number of such sub-
groups is congruent to 1(mod p). 
Theorem 10.3. (Sylow’s first theorem) Let G be a finite group of order
n, and p, a prime. Let pm, m ≥ 1, be the highest power of p dividing n. Then
there exists a subgroup of order pm in G.
Proof: This is a special case of theorem 10.2. 
Theorem 10.4. Let G be a finite abelian group and p, a prime. Let H =
{x ∈ G ◦ (x) = pα, α ≥ 0}. Then H is the only Sylow p-subgroup of G.
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Proof: Clearly, H 6= ∅, as e ∈ H. Let x, y ∈ H , where ◦(x) = pα, ◦(y) =
pβ. Then
(xy−1)p
α+β
= (x)p
α+β
(yp
α+β
)−1
= (xp
α
)p
β · ((y−1)pβ)pα
= e
Hence xy−1 ∈ H for any x, y ∈ H. Thus H is a subgroup of G. Further,
by Cauchy’s theorem, ◦(H) = pm. For any Sylow p-subgroup S of G, order
of any element of S is a power of p (Use : Order of an element divides the
order of the group ). Hence S ⊆ H . Now, by definition of Sylow p-subgroup,
S = H.
For any subgroup H of a group G, and x ∈ G, the conjugate of H with
respect to x, i.e., x−1Hx, is a subgroup of G. Further |H| = |x−1Hx|. Hence
if H is a Sylow p-subgroup of G, so is its conjugate x−1Hx. We shall, now,
show that any two Sylow p-subgroups of a finite group are conjugate. To
prove this we introduce :
Definition 10.5. Let A,B be two subgroups of a group G. For any
element x ∈ G, the set
AxB = {axb a ∈ A, b ∈ B}
is called the double coset of the pair (A,B) with respect to x.
Lemma 10.6. Let A,B be two subgroups of a group G. Then any two double
cosets of the pair (A,B) in G are either identical or disjoint.
Proof: Take x, y ∈ G. If
(AxB) ∩ (AyB) 6= ∅,
then there exist a1, a2 ∈ A and b1, b2 ∈ B such that
a1xb1 = a2yb2
⇒ Aa1xb1B = Aa2yb2B
⇒ AxB = AyB.
Hence the result follows. 
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Lemma 10.7. Let A,B be two subgroups of a group G. For x, y ∈ G, define
x ∼ y if and only if y = axb for some a ∈ A, b ∈ B. Then ∼ is an equivalence
relation over G and the equivalence class of an element x ∈ G is AxB.
Proof: The proof is routine and is left as an exercise. 
Remark 10.8. Let for x ∈ G, [x] denote the equivalence class of x with
respect to ∼. If {[xi]}i∈I be the set of all distinct equivalence classes of G,
then
G = ∪i∈IAxiB ( Use : [xi] = AxiB)
a disjoint union. This is called the double coset decomposition of G with
respect to (A,B).
Theorem 10.9. ( Sylow’s second theorem) Let G be a finite group. Then
any two Sylow p-subgroups of G are conjugate. Thus the number of Sylow p-
subgroups of G is equal to the number of conjugates of any Sylow p-subgroup
of G.
Proof: Let H,K be two Sylow p-subgroups of G, and let
G = Hx1K ∪Hx2K ∪ . . . ∪HxtK (10.3)
be a double coset decomposition of G. Assume |H| = |K| = pm. From the
equation (10.3), we have
|G| = |Hx1K|+ |Hx2K|+ . . .+ |HxtK|.
Note that for any x ∈ G,
|HxK| = |(x−1Hx)K|
=
|(x−1Hx)| |K|
|(x−1Hx) ∩K| (Theorem 3.20)
=
|H| |K|
|(x−1Hx) ∩K|
=
p2m
|(x−1Hx) ∩K|
Hence
|G| = p2m
t∑
i=1
1
di
(10.4)
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where di = |(x−1i Hxi) ∩K| ≤ |K| = pm. As (x−1i Hxi) ∩K is a subgroup of
K, di divides p
m. Thus di = p
αi , αi ≥ 0, for all i. If αi < m for all i, then
equation 10.4 gives that pm+1 divides |G|. This contradicts that pm is the
highest power of p dividing the order of G (Use: Sylow p-subgroup of G has
order pm). Hence di0 = p
m for some i0. Thus
x−1i0 Hxi0 = K(Use : |x−1i0 Hxi0 | = |K| = pm)
Consequently, K is a conjugate of H. The rest of the statement is immediate.

Corollary 10.10. A finite abelian group has unique Sylow p-subgroup for
any prime p.
Proof: Clear from theorem 10.9 
Remark 10.11. The corollary also follows from theorem 10.4
Corollary 10.12. Let P be a Sylow p-subgroup of a finite group G. Then P
is unique if and only if P is normal in G. Thus P is unique Sylow p-subgroup
of NG(P ).
Proof: We know that the number of distinct conjugates of P in G is [G :
NG(P )]. Hence the first part of the result follows from the theorem. For the
other part, note that P ⊂ NG(P ) ⊂ G. By the Lagrange’s theorem (Theorem
3.8), ◦(P ) divides ◦(NG(P )) and ◦(NG(P )) divides ◦(G). Therefore it is clear
that P is a Sylow p-subgroup of NG(P ). Now, as P ⊳ NG(P ), the result is
immediate from the theorem. 
Theorem 10.13. ( Sylow’s third theorem ) Let G be a finite group, and
H a Sylow p-subgroup of G. Let r be the number of distinct conjugates of H
in G. Then r ≡ 1 (mod p) and r divides ◦(G).
Proof: By theorem 10.9, r is equal to the number of Sylow p-subgroups
of G. It is already proved in theorem 10.2 that r ≡ 1 (mod p). Now, as
|G| = |NG(P )| · |[G : NG(P )]|
= |NG(P )| · r,
r divides ◦(G). Hence the result follows. 
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Theorem 10.14. Let G,H be two finite groups, and let ϕ : G → H be an
epimorphism. Then for any Sylow p-subgroup S of G, ϕ(S) is a Sylow p-
subgroup H. Conversely, if A is a Sylow p-subgroup of H, then there exists
a Sylow p-subgroup B of G such that ϕ(B) = A.
Proof: Put ϕ(S) = T. By lemma 5.41, ◦(T ) divides ◦(S). Hence ◦(T ) =
pβ for some β ≥ 0. Let K be the kernel of ϕ. For the subgroup KS = SK of
G, let
G =
t⋃
i=1
xiSK (10.5)
be a left coset decomposition of G with respect to SK. From the equation
(10.5), we get
H = ϕ(G) =
t⋃
i=1
ϕ(xi)T (10.6)
Note that
ϕ(xi)T = ϕ(xj)T
⇔ ϕ(x−1j xi) ∈ T = ϕ(S)
⇔ x−1j xi ∈ ϕ−1(ϕ(S)) = SK
⇔ xiSK = xjSK
As xiSK 6= xjSK for i 6= j, ϕ(xi)T 6= ϕ(xj)T for all i 6= j. Therefore (10.6)
is a coset decomposition of H with respect to T , and [G : SK] = [H : T ].
We have
[G : S] = [G : SK][SK : S] = t[SK : S]
As ◦(S) is the highest power of p dividing ◦(G), [G : S] is relatively prime
to p. Therefore (p, t) = 1. Consequently ◦(T ) = pβ is the highest power of
p dividing ◦(H). Thus T is Sylow p-subgroup of H . For the other part, let
C = ϕ−1(A). Then C is a subgroup of G. Let
G =
m⋃
i=1
yiC (10.7)
be a left coset decomposition of G with respect to C. From the equation
(10.7), we get
H = ϕ(G) =
m⋃
i=1
ϕ(yi)A. (10.8)
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Note that
ϕ(yi)A = ϕ(yj)A
⇔ ϕ(y−1j yi) ∈ A
⇔ y−1j yi ∈ ϕ−1(A) = C
⇔ yjC = yiC
As yiC 6= yjC for all i 6= j, (10.8) is a coset decomposition of H with respect
to A. Thus [G : C] = [H : A] = m. Since A is a Sylow p-subgroup of H ,
and [H : A] = m, (p.m) = 1. Now, as m = [G : C] = ◦(G)/ ◦ (C), and
(p,m) = 1 highest power of p dividing ◦(G) is the same as highest power of
p dividing ◦(C). Thus if B is a Sylow p-subgroup of C, it is also a Sylow
p-subgroup of G, and hence by the direct part ϕ(B) is Sylow p-subgroup
of H . As ϕ(C) = A, ϕ(B) ⊂ A, and hence ϕ(B) = A. Thus the proof is
complete. 
Lemma 10.15. Let S be a Sylow p-subgroup of a finite group G, and let H
be a subgroup of G containing NG(S). Then NG(H) = H.
Proof: We have H ⊂ NG(H). Therefore, if H 6= NG(H), choose x ∈
NG(H), x 6∈ H. As H ⊃ NG(S), x 6∈ H, xSx−1 6= S. However xHx−1 = H.
Thus S and xSx−1 are two Sylow p-subgroups of H. By theorem 10.9, there
exists an element h ∈ H such that
h−1Sh = x−1Sx
⇒ xh−1S(xh−1)−1 = S
⇒ xh−1 ∈ NG(S) ⊂ H
⇒ x ∈ H
A contradiction to our choice of x. Consequently NG(H) = H. 
Theorem 10.16. Let G be a finite group and p, a prime. Then any subgroup
K of G with ◦(K) = pr, r ≥ 1, is contained in a Sylow p-subgroup.
Proof: Let S = {H1, H2, · · · , Ht} be the set of all Sylow p-subgroup
of G. By theorem 10.2, t ≡ 1(mod p). As conjugate of a Sylow p-subgroup
is a Sylow p-subgroup, K operates by conjugation on S. By lemma 7.25,
any orbit of S with respect to K action has pα, α ≥ 0, elements. Hence
as t ≡ 1(mod p), at-least one orbit shall have 1-element. We can assume
without any loss of generality that | Orb(H1)| = 1. Then by theorem 10.2,
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Stab(H1) = G. Thus x
−1H1x = H1 for all x ∈ K. Hence H1K = KH1 is a
subgroup of G containing K as well as H1. By theorem 3.13,
◦(H1K) = ◦(H1) ◦ (K)◦(H1
⋂
K)
.
Therefore ◦(H1K) = pr for some r ≥ 1. As H1 is Sylow p-subgroup of G and
H1 ⊂ H1K,H1 = H1K. Thus K ⊂ H1. 
Corollary 10.17. Let G be a finite group and p, a prime. Let for a subgroup
K of G, p | ◦(K). Then there exists a Sylow p-subgroup P of G such that
P ∩K is a Sylow p-subgroup of K.
Proof: Let B be a Sylow p-subgroup of K. Then ◦(B) = pr for some
r ≥ 1. By the theorem B ⊂ P for a Sylow p-subgroup P of G. Thus
P ∩K ⊃ B, and ◦(P ∩K) is a power of p. Now, as B is a Sylow p-subgroup
of K, B = P ∩K. Hence the result follows. 
Corollary 10.18. Let G be a finite group and p, a prime. Let H be a normal
subgroup of G such that p divides ◦(H). Then for any Sylow p-subgroup P
of G, H ∩ P is a Sylow p-subgroup of H.
Proof: By corollary 10.17 and theorem 10.9, there exists an element
x ∈ G such that x−1Px ∩H is a Sylow p-subgroup of H . Note that
x−1Px ∩H = x−1(P ∩H)x since H ⊳G.
Thus for P1 = x
−1Px,
P ∩H = x(P1 ∩H)x−1
i.e., P ∩H is a conjugate of P1 ∩H, a Sylow p-subgroup H . Hence P ∩H is
a Sylow p-subgroup of H . 
APPLICATIONS
Theorem 10.19. Let A be a finite abelian group. Then A is the direct
product of it’s Sylow subgroups.
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Proof: Let |A| = l = pα11 · pα22 . . . pαmm , where pi; i = 1, 2, . . . , m , are
distinct primes and αi > 0. Let Hi be the Sylow pi-subgroup of A for i =
1, 2, . . . , m. Then consider the map
Φ : H1 ×H2 × . . .×Hm → A
a = (a1, a2, . . . , am) 7→ a1a2 . . . am.
It is easy to check that Φ is a homomorphism. If
Φ(a) = e
⇒ a1a2 . . . am = e
⇒ a1 . . . ai−1ai+1 . . . am = a−1i for all 1 ≤ i ≤ m.
Now, let ◦(aj) = (pj)nj for j = 1, 2, . . . , m. Then, if
n = p1
n1 . . . pi−1
ni−1pi+1
ni+1 . . . pm
nm, we have
(a−1i )
n
= (a1 . . . ai−1ai+1 . . . am)
n = e (10.9)
Also
◦ (a−1i ) = ◦(ai) = pini (10.10)
Hence, as (pi, n) = 1, by theorem 2.32, we get ai = e. Since i is arbitrary,
a = id. Therefore Φ is a monomorphism.
Finally, as |H1 × · · · ×Hm| = l = |A|, Φ is an isomorphism. 
Theorem 10.20. Let G be a group of order pq, where p, q are primes, p > q,
p 6≡ 1(mod q). Then G is cyclic.
Proof: Let np be the number of Sylow p-subgroups of G and nq, the
number of Sylow q-subgroups of G. By Sylow’s third theorem, np and nq
divide ◦(G), np ≡ 1 (mod p) and nq ≡ 1 (mod q). Thus (np, p) = 1 = (nq, q)
and np and nq divide pq. Now, as q < p, and np ≡ 1(mod p), np = 1 and, as
nq ≡ 1(mod q), and p 6≡ 1(mod q), nq = 1. Let H be the Sylow p-subgroup
of G and K, the Sylow q-subgroup of G. By the corollary 10.12 of Sylow’s
second theorem H and K are normal in G. As H,K are subgroups of prime
orders these are cyclic. Moreover, using Lagrange’s theorem and that ◦(H) =
p, ◦(K) = q and (p, q) = 1, we get H ∩K = {e}. For any x ∈ H, y ∈ K, we
have xyx−1y−1 ∈ H ∩K = {e}, since H and K are normal in G. Therefore
xy = yx for all x ∈ H, y ∈ K. As H and K are normal subgroups of G,
HK = KH is a subgroup of G with
|HK| = |H| |K||H ∩K| = pq (Theorem 3.20)
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Hence HK = G. Therefore by corollary 6.3, G = H ×K i.e., G is internal
direct product of H and K. As H and K are cyclic groups of orders p and q
respectively, and (p, q) = 1, it follows from theorem 6.13 that G is cyclic of
order pq. 
Remark 10.21. The conditions on the primes imposed in the theorem are
essential. e.g. take G = S3. Then ◦(G) = 6 = 2 × 3. Here for p = 3, q =
2, p > q, p ≡ 1 (mod q), and the group G is non-abelian. Thus p 6≡ 1 (mod
q) is essential.
We shall, now, identify the Sylow subgroups of some familiar groups.
1. Let Cn = gp{a} be a cyclic group of order n, and let p be a prime. If
pα (α ≤ 1) divides n, and m = n/pα, then Cm = gp{am} has order pα. Thus
Cm is the Sylow p-subgroup of Cn.
2. Let n > 1 be an odd integer. Consider the Dihedral group (Example
1.29):
Dn = {Id, τ, σ, σ2, · · · , σn−1, τσ, · · · , τσn−1 τ 2 = σn = Id, στ = τσn−1}
As n is odd, 2 is the highest power of 2 dividing ◦(Dn) = 2n. Thus cyclic
subgroups of order 2 are precisely the Sylow 2-subgroups of Dn. One can
easily check that gp{τσi}, 0 ≤ i ≤ n − 1, are all the Sylow 2-subgroups of
Dn.
3. Let IF = ZZp a field with p-elements. The group Gln(IFp) has order∏n−1
k=0(p
n − pk) (Use: Exercise 12, Chapter 1). We have
◦(Gln(IFp)) = pn(n−1)/2
n−1∏
k=0
(pn−k − 1)
Thus pn(n−1)/2 is the highest power of p dividing ◦(Gln(IFp)). Now, check that
UTn(IFp) = {A = (aij) : n× n−matrix over IFp aij = 0
for all i > j, aii = 1, for all 1 ≤ i ≤ n}
is a subgroup of Sln(IFp) of order p
n(n−1)/2 (Use : For all aij , j > i, we can
choose any element of IFp. Thus for all 1 ≤ i < j ≤ n, aij has p-possibilities
and the number of elements in the set {1 ≤ i < j ≤ n} is n(n− 1)/2.).
We shall, now, consider a case complimentary to that in theorem 10.20 of
particular interest.
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Theorem 10.22. Let G be a group of order 2p, where p > 2 is a prime.
Then G is either the Dihedral group Dp (upto isomorphism) or is cyclic.
Proof: As in theorem 10.20, G has exactly one Sylow p-subgroup H
which is cyclic of order p. By corollary 10.12, H is normal in G. Let H =
gp{y}. Further, by theorem 10.2, G has an element x of order 2. As H ⊳G,
xyx = x−1yx = yi for some 1 ≤ i ≤ p− 1
If i = p − 1, then yx = xyp−1. In this case it is easy to check that G is
isomorphic to the Dihedral group Dp. Now, let 1 ≤ i < p− 1.
Then
(xy)2 = yi+1 6= e
and
(xy)p = (yi+1)
p−1
2 yix 6= e
since H ∩ gp{x} = e. Thus it follows that ◦(xy) = 2p, and G = gp{xy}.
Hence the result is proved. 
Theorem 10.23. Let G be a finite group with ◦(G) = pqr, where p > q > r
are primes. Then
(i)G has only one Sylow p-subgroup.
(ii) Let p 6≡ 1mod q. Then G has only one Sylow q-subgroup. If H is the
Sylow p-subgroup of G and K is the Sylow q-subgroup of G then HK ⊳ G
and is a cyclic group of order pq.
Proof: (i) Let ni, i = p, q, r, be the number of Sylow i-subgroups in G.
By theorem 10.2, np ≡ 1(mod p). Further, by theorems 10.9 and 10.13, np
divides ◦(G) = pqr. Hence np = 1 or qr (Use: p > q > r > 1). If np = 1,
then (i) holds. Assume np = qr. In this case we shall show that either nq = 1
or nr = 1. If not, then as above we get that nq = p or pr, and nr = p or
q or pq. Thus nq ≥ p, and nr ≥ q. Note that any Sylow subgroup of G has
prime order, hence is cyclic. Moreover, any two distinct Sylow subgroups of
G,being of prime orders, intersect in the identity subgroup. Now, counting
the elements in all the Sylow subgroups of G, we get
(p− 1)qr + (q − 1)p+ (r − 1)q + 1 ≤ pqr
⇒ pqr + (q − 1)(p− 1) ≤ pqr
This, however, is not true. Therefore either nq = 1 or nr = 1. Assume
nq = 1, and let K be the Sylow q-subgroup of G. Let H = gp{a} be a Sylow
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p-subgroup of G and let K = gp{x}.
Then
axa−1 = xi for some 1 ≤ i < q
⇒ apxa−p = xip
i.e., x = xip since ◦ (a) = p
⇒ ip ≡ 1(mod q) (10.11)
We also have
iq−1 ≡ 1(mod q) (10.12)
Moreover, it is clear that (p, q−1) = 1. Hence from the equations (10.11) and
(10.12), we conclude that i ≡ 1(mod q). Therefore axa−1 = x i.e., ax = xa.
Thus x ∈ NG(H). By theorem 10.9, we have
np = qr =
◦(G)
◦(NG(H))
= pqr◦(NG(H))
⇒ ◦(NG(H)) = p
As H ⊂ NG(H), and ◦(H) = p,H = NG(H). Thus x 6∈ NG(H), since
K ∩H = {e}. Hence nq 6= 1. Similarly we can see that nr 6= 1. Consequently
np = 1.
(ii) As H is unique Sylow p-subgroup of G, H ⊳G (Corollary 10.12). Hence
for a Sylow q subgroup K of G, HK = KH is a subgroup of order pq in
G. Now, [G : HK] = r is the smallest prime dividing the order of G. Thus
by corollary 7.35 HK ⊳G and by theorem 10.20 HK is cyclic. By theorem
2.38, K is unique subgroup of order q in HK. Hence K ⊳G. 
Theorem 10.24. Let p, q be two, not necessarily distinct, primes. Then any
group G of order pnq(n ≥ 1) is not simple i.e., G contains a proper normal
subgroup.
Proof: If p = q, then ◦(G) = pn+1. By theorem 10.2, G contains a
subgroup of order p, and hence by corollary 8.29, G contains a proper normal
subgroup. Now, let p 6= q, and let r be the number of Sylow p-subgroups
of G. By theorems 10.9 and 10.13, r ≡ 1(mod p) and r divides ◦(G) = pnq.
Therefore r = 1 or q. If r = 1, then the Sylow p-subgroup (say) P of G
is a normal subgroup of order pn in G (Corollary 10.12). Hence the result
holds in this case. Next, let r = q. If any two distinct Sylow p-subgroups of
G intersect in the identity subgroup, then the number of elements of order
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pα(α ≥ 1) in G is (pn−1)q+1. Hence, G has only one Sylow q-subgroup which
is a proper normal subgroup of G. Thus, to complete the proof, we assume
that not any two distinct Sylow p-subgroups of G intersect in identity group.
Let for two distinct Sylow p-subgroups P1, P2 of G, |P1 ∩ P2| is maximal.
Put A = P1 ∩ P2. Then A is a proper subgroup of Pi, i = 1, 2. By corollary
8.29, Ni = NPi(A) % A, for i = 1, 2. Let H = gp{N1 ∪ N2}. Note that
H is not a p-group, since otherwise there exists a Sylow p-subgroup P ′ of
G, P ′ ⊃ H (Theorem 10.19), and P ′ ∩ P1 ⊃ N1 % A. This contradicts our
assumption on maximality of |P1 ∩ P2|. Thus ◦(H) = pbq where b ≤ n. As
Ni ⊂ NG(A) for i = 1, 2, H ⊂ NG(A). Let Q be a Sylow q-subgroup of H ,
then |P1Q| = |P1| |Q| = pnq. Thus P1Q = G. Therefore any element of G
can be written as ya where y ∈ P1, a ∈ Q. We have
yaA(ya)−1 = yaAa−1y−1
= yAy−1 ⊂ P1,
since a ∈ Q ⊂ H ⊂ NG(A). Hence all conjugates of A in G are contained in
P1 and are of the for yAy
−1, y ∈ P1. Let
K = gp{yAy−1 y ∈ P1}.
Then clearly K⊳G and K ⊂ P1. Thus K is a proper normal subgroup of G.
Hence the proof is complete. 
Theorem 10.25. Let G be a finite group and p, a prime dividing ◦(G). If
a Sylow p-subgroup P of G is contained in Z(G), then G isomorphic to the
direct product P ×K for a subgroup K of G.
Proof: Let ◦(G) = pαm where (p,m) = 1, and let
G = Pa1 ∪ Pa2 ∪ · · · ∪ Pam
be a right coset decomposition of G with respect to P . Then, for any
x ∈ G, xai can be uniquely written as
xai = px(i)ai(x)
where px(i) ∈ P and 1 ≤ i(x) ≤ m. We have
G = xG =
m⋃
i=1
Pxai =
m⋃
i=1
Pai(x)
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Hence, (
1 2 · · · m
1(x) 2(x) · · · m(x)
)
is a permutation on the symbols 1, 2, · · · , m.
For any x, y ∈ G,
yxai = ypx(i)ai(x)
= px(i)py(i(x))ai(x)(y) (10.13)
Define :
ϕ : G → P
x 7→ ∏mi=1 px(i).
Then for any x, y ∈ G, using 10.13, we get
ϕ(yx) =
∏m
i=1 px(i)py(i(x))
=
∏m
i=1 py(i)
∏m
i=1 px(i) (use : P ⊂ Z(G))
= ϕ(y)ϕ(x)
Therefore ϕ is a homomorphism. Clearly, if p ∈ P , then pp(i) = p for all
i = 1, 2, · · · , m. Hence ϕ(p) = pm. As (m, pα) = 1, there exists an integer n
such that mn ≡ 1(mod pα). As P is an abelian group,
θn : P → P
a 7→ an
is an endomorphism of P and for ψ = θn ◦ ϕ, ψ(x) = ϕ(x)n for all x ∈ G. If
p ∈ P, then ψ(p) = pmn = p since mn ≡ 1(mod pα) and ◦(P ) = pα. Therefore
ψ : G→ P is a homomorphism such that ψ(p) = p.
Let K = kerψ. We shall prove that G is isomorphic to the direct product
P ×K. Define :
α : P ×K → G
(p, a) 7→ pa
For (p1, a1), (p2, a2) in P ×K, we have
α((p1, a1)(p2, a2)) = α(p1p2, a1a2)
= (p1a1)(p2a2) since P ⊂ Z(G)
= α(p1, a1)α(p2, a2)
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Thus α is a homomorphism. If for (p, a) ∈ P ×K,
α(p, a) = e
⇒ pa = e
⇒ ψ(pa) = ψ(p) = e
⇒ p = e since ψ(p) = p
⇒ p = a = e
Therefore α is a monomorphism. Now, note that G/K is isomorphic to P
(Corollary 5.35). Therefore
◦(G/K) = ◦(G)/ ◦ (K) = ◦(P )
⇒ ◦(G) = ◦(P ) ◦ (K)
= ◦(P ×K).
Hence α is an isomorphism. 
EXERCISES
1. Find all Sylow 3-subgroups of Gl2(ZZ3).
2. Prove that every subgroup of order 11 in a group of order 77 is normal.
3. Let G be a finite group with order n and let p be a prime such that
p divides n. If 1 ≤ n/p < p, then show that G contains a normal
subgroup of order p.
4. Let G be a non-abelian group of order 343. Prove that ◦(G′) = 7.
5. Let H be a normal subgroup of a finite group G and p, a prime. Prove
that if ◦(H) = pα (α ≥ 1), then H is contained in all Sylow p-subgroups
of G.
6. Find all Sylow subgroups of D12.
7. Write all Sylow subgroups of S5.
8. Let IF be a finite field with pα (p : prime, α ≥ 1) elements. Find a
Sylow p-subgroup in Sln(IF ).
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9. Let K be a field and n > 1. Prove that Tn(K) = NGln(K)(UTn(K)).
10. Let IF be finite field with q = pm (p: prime, m ≥ 1) elements. Find
the number of Sylow p-subgroup of Gln(IF ).
11. Let for a prime p, G be a group of order pn. Prove that G contains a
normal subgroup H of order pk for each 0 ≤ k ≤ n.
12. Let for a group G, H be a finite normal subgroup of G. Prove that if
S is a Sylow subgroup of H , then G = HNG(S).
13. Let H be a normal subgroup of a group G. Prove that for any Sylow
p-subgroup P of G, HP/H is a Sylow p-subgroup of G/H .
14. Let p, q be distinct primes such that p2 6≡ 1(mod q) and q2 6≡ 1(mod p).
Prove that any group of order p2q2 is abelian.
15. Prove that the number of Sylow p-subgroups in Sp is (p− 2)!.
16. Prove that the order of the Sylow p-subgroup of Spm is p
(1+p+···+pm−1).
17. Let G be a group of order 21. Prove that
(i) There exists x, y inG such that ◦(x) = 7, ◦(y) = 3 andG = gp{x, y}.
(ii) We have y−1xy = xr where r = 1 or 2 or 4.
(iii) There are two classes of groups of order 21 upto isomorphism.
18. Let p ≥ 3 be a prime. Prove that any non-abelian group of order 2p is
Dihedral group.
19. Let p ≥ 3 be a prime. Prove that the Dihedral group D2p has p Sylow
2-subgroups.
20. Let G be a finite group, and ◦(G) < 60. Prove that if G is simple then
G is cyclic of prime order.
21. Let G be a group such that Φ(G) is finitely generated. Prove that any
Sylow p-subgroup P of Φ(G) is normal in G.
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Chapter 11
Finitely Generated And
Divisible Abelian Groups
1 In this chapter we shall study the structure of finitely generated abelian
groups and divisible abelian groups. All groups shall be assumed additive
unless the binary operation is specified.
Definition 11.1. An abelian group F is called a finitely generated
free abelian group if there exist fi ∈ F, i = 1, 2, · · · , n, n ≥ 0, such
that
(i) F = gp{f1, f2, . . . , fn}
and
(ii) The set {f1, f2, . . . , fn} is linearly independent i.e., for n ≥ 1 and
ai; i = 1, 2, . . . , n, in ZZ, a1f1 + a2f2 + . . .+ anfn = 0, if and only if ai = 0
for all i = 1, 2, ...., n.
Remarks 11.2. (i) If we take n = 0 in the definition then F is generated
by the null set ∅, and hence F = {0}.
(ii) The set {f1, f2, . . . , fn} is called a basis of F . If n ≥ 1, then we shall
denote the fact that F is a free abelian group with basis {f1, f2, . . . , fn} by
writing
F = 〈f1, f2, . . . , fn〉.
(ii) The abelian group (0) is free with basis consisting of the empty set ∅.
Observations 11.3. (1) For any non-zero element of a free abelian group
F , the subgroup G = gp{f} is free.
1contents group11.tex
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Let F = 〈f1, f2, . . . , fn〉. Then f = a1f1+a2f2+ . . .+anfn, for some ai ∈ ZZ.
Since f 6= 0, all ai’s can not be zero. Let for t ∈ ZZ,
tf = 0
⇒ ta1f1 + ta2f2 + . . .+ tanfn = 0
⇒ tai = 0 ∀i = 1, 2, . . . , n.
⇒ t = 0 since ai 6= 0 for some i
Hence G is a free abelian group with basis {f}.
(2) Let F = 〈f1, f2, . . . , fn〉 be a free abelian group. Then any x ∈ F can be
uniquely expressed as
x = a1f1 + a2f2 + . . .+ anfn, where ai ∈ ZZ for all i = 1, 2, . . . n.
Let
x = a1f1 + a2f2 + . . .+ anfn = b1f1 + b2f2 + . . .+ bnfn
Then
(a1 − b1)f1 + (a2 − b2)f2 + . . .+ (an − bn)fn = 0
⇒ a1 − b1 = a2 − b2 = . . . = an − bn = 0
⇒ ai = bi ∀i
(3) Let F = 〈f1, f2, . . . , fn〉, and G = 〈g1, g2, . . . , gk〉 be two finitely generated
free abelian groups. Then F ⊕G is a free abelian group with basis
{(f1, 0), . . . , (fn, 0), (0, g1), . . . , (0, gk)}.
Let x ∈ F, y ∈ G, then
x = a1f1 + a2f2 + . . .+ anfn
y = b1g1 + b2g2 + . . .+ bkgk
for some a1, a2, . . . , an, b1, b2, . . . , bk in ZZ. Hence for (x, y) ∈ F ⊕G,
(x, y) =
(
n∑
i=1
aifi,
k∑
j=1
bjgj
)
=
n∑
i=1
(aifi, 0) +
k∑
j=1
(0, bjgj)
=
n∑
i=1
ai(fi, 0) +
k∑
j=1
bj(0, gj)
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Further, ∑n
i=1 ai(fi, 0) +
∑k
j=1 bj(0, gj) = 0
⇒
(∑n
i=1 aifi,
∑k
j=1 bjgj
)
= 0
⇒ ∑ni=1 aifi = 0, and ∑kj=1 bjgj = 0
⇒ ai = 0, bj = 0∀1 ≤ i ≤ n, 1 ≤ j ≤ k.
Hence the assertion.
Exercise 11.4. Let ZZn = (ZZn,+), and fi = (0, 0, ..., 1, ..0) for i = 1, 2, ...n,
where 1 is in the ith place. Prove that
ZZn = 〈f1, f2, . . . , fn〉.
i.e., (ZZn,+) is a free abelian group with basis {f1, f2, . . . , fn}.
Lemma 11.5. Let F = 〈f1, f2, . . . , fn〉, n ≥ 1, be a finitely generated free
abelian group. Then F ≃ ZZn.
Proof: Define
α : ZZn → F
(b1, b2, . . . , bn) 7→ b1f1 + b2f2 + . . .+ bnfn.
For b = (b1, b2, . . . , bn) and c = (c1, c2, . . . , cn) in ZZ
n, we have
α(b+ c) = α(b1 + c1, b2 + c2, . . . , bn + cn)
= (b1 + c1)f1 + (b2 + c2)f2 + . . .+ (bn + cn)fn
= (b1f1 + b2f2 + . . .+ bnfn) + (c1f1 + c2f2 + . . .+ (cnfn)
= α(b) + α(c).
Therefore, α is a homomorphism.As
F = ZZf1 + ZZf2 + . . .+ ZZfn,
α is clearly onto. Finally, if α(b) = 0, then
b1f1 + b2f2, . . . , bnfn = 0
⇒ b1 = b2 = . . . = bn = 0,
since f1, f2, . . . , fn are linearly independent.Therefore b = 0 which implies α
is one-one. Hence α is an isomorphism, and F ≃ ZZn. 
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Exercise 11.6. Prove that the converse of the lemma is true i.e.,if an abelian
group F is isomorphic to the free abelian group ZZn, then F = 〈f1, f2, . . . , fn〉
for some fi ∈ F, i = 1, 2, · · · , n.
Exercise 11.7. Let m ≥ 1, n ≥ 1 be two integers. Prove that for the free
abelian groups ZZn = (ZZn,+) and ZZm = (ZZm,+), ZZn
⊕
ZZm is isomorphic
to ZZm+n = (ZZn+m,+). Then deduce that the direct sum of two free abelian
groups of ranks n and m is a free abelian group of rank n+m.
Lemma 11.8. Let F = 〈f1, f2, . . . , fn〉 be a free abelian group, and let A be
any abelian group. Then for any ai, 1 ≤ i ≤ n,in A there exists a unique
homomorphism
θ : F → A
such that θ(fi) = ai.
Proof: Since F is a free abelian group with basis {f1, f2, . . . , fn}, any
x ∈ F can be uniquely expressed as
x = λ1f1 + λ2f2 + . . .+ λnfn, (λi ∈ ZZ).
Thus the map
θ : F → A
n∑
i=1
λifi 7→
n∑
i=1
λiai
is well defined. Now, let
x =
n∑
i=1
λifi, y =
n∑
i=1
µifi
be any two elements of F . Then
θ(x+ y) = θ(
n∑
i=1
(λi + µi)fi)
=
n∑
i=1
(λi + µi)ai
=
n∑
i=1
λiai +
n∑
i=1
µiai
= θ(x) + θ(y)
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Hence, θ is a homomorphism from F to A with θ(fi) = ai. The uniqueness
of θ is clear as any element of F is of the form
n∑
i=1
λifi, λi ∈ ZZ.
Lemma 11.9. For any two integers 1 ≤ m 6= n <∞, ZZm 6≃ ZZn.
Proof: Define a relation ∼ on ZZn(ZZm) as follows :
For a = 〈a1, a2, . . . , an〉 and b = 〈b1, b2, . . . , bn〉 in ZZn,
a ∼ b⇔ a− b ∈ 2ZZni.e., ai − bi ∈ 2ZZ for all i = 1, 2, ...n.
We shall show that ∼ is an equivalence relation.
(i) Reflexivity : a ∼ a, as a− a = 0 ∈ 2ZZn.
(ii) Symmetry : Let a ∼ b. Then
a− b ∈ 2ZZn
⇒ b− a ∈ 2ZZn
Hence b ∼ a.
(iii) Transitivity : Let for a, b, c ∈ ZZn, a ∼ b, b ∼ c. Then
a− b ∈ 2ZZn and b− c ∈ 2ZZn (11.1)
⇒ a− c = (a− b)− (c− b) ∈ 2ZZn
⇒ a ∼ c.
Hence ∼ is an equivalence relation
Now, suppose α : ZZn → ZZm is an isomorphism.Then, for a, b ∈ ZZn,
α(a− b) = α(a)− α(b).
If a ∼ b, then a− b = 2c for some c ∈ ZZn. Hence
α(a− b) = α(2c)
⇒ α(a)− α(b) = 2α(c)
⇒ α(a) ∼ α(b).
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Conversely, if α(a) ∼ α(b), then
α(a)− α(b) = 2d for some d ∈ ZZm
⇒ α(a− b) = 2α(c) for some c ∈ ZZn, as α is onto.
⇒ α(a− b) = α(2c)
⇒ (a− b) = 2c as α is one-one.
⇒ a ∼ b.
Hence α maps bijectively ZZn/ ∼ to ZZm/ ∼ .
We shall now show that |ZZn/ ∼ | = 2n. Note that, if a = (a1, a2, . . . , an)
∈ ZZn, then
a ∼ (δ(a1), δ(a2), . . . , δ(an)),
where δ(ai) = 0 if ai is even and, δ(ai) = 1 if ai is odd. Further, clearly no
two elements of the form (c1, c2, · · · , cn) in ZZn, where ci = 0 or 1, can be
equivalent under the relation ∼ unless they are equal. Hence,
|ZZn/ ∼ | = 2n.
As α maps bijectively ZZn/ ∼ to ZZm/ ∼, we get 2n = 2m. Therefore, m = n.
Hence, if m 6= n, ZZn is not isomorphic to ZZm. 
Lemma 11.10. Any two bases of a finitely generated free abelian group have
same number of elements.
Proof: Let F be a finitely generated free abelian group, and let
F = 〈f1, f2, . . . , fn〉
= 〈g1, g2, . . . , gm〉
Then, by lemma 11.5, F ≃ ZZn and F ≃ ZZm. Thus ZZn ≃ ZZm. Hence, by
the lemma 11.9, m = n.
Exercise 11.11. Show that in a finitely generated abelian group A, every
infinite subset is linearly dependent.
Definition 11.12. The number of elements in a basis of a finitely
generated free abelian group is called the rank of the free abelian
group.
Remark 11.13. A free abelian group F has rank 0 if and only if F = 0.
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Lemma 11.14. Let A be a finitely generated abelian group. Let
At = {a ∈ A a is a torsion element i.e., ◦ (a) <∞}.
Then At is a subgroup of A.
Proof: Clearly 0 ∈ At. Let a, b ∈ At. Then there exist m ≥ 1 and n ≥ 1
such that na = 0 and mb = 0. Hence,
mn(a− b) = mna−mnb
= m(na)− n(mb) = 0.
⇒ a− b ∈ At.
Hence, At is a subgroup.
Remark 11.15. An abelian group A is a torsion group if and only if At = A.
Lemma 11.16. For an abelian group A if A 6= At, then the factor group
A/At is a torsion free group.
Proof: Let a ∈ A−At, and let n(a + At) = At for some n ≥ 1. Then
na + At = At
⇒ na ∈ At
⇒ mna = 0 for some m ≥ 1
⇒ a ∈ At.
This contradicts the assumption that a 6∈ At. Therefore,in case A 6= At, A/At
is a torsion free group. 
Lemma 11.17. Let F = 〈f1, f2, . . . , fn〉, n ≥ 0, be a finitely generated free
abelian group. Then any subgroup H of F is free of rank ≤ n.
Proof: If F = (0), there is noting to prove. Hence, let F 6= (0).
If H = (0), then the proof is clear since in this case H is free of rank 0.
Hence, let H 6= (0). We shall, now, prove the result by induction on n.
n = 1 : In this case F = 〈f1〉 = ZZf1. Put
I = {m ∈ ZZ mf1 ∈ H}.
As H 6= (0), I 6= (0). Further, if m and n ∈ I, then (m−n)f1 = mf1−nf1 ∈
H as H is a subgroup. Hence m − n ∈ I. Therefore (I,+) is a subgroup of
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(ZZ,+). As (ZZ,+) is a cyclic group, (I,+) is a cyclic group. Let I = ZZk.
Then k 6= 0 and H = ZZ(kf1). Thus, clearly H = 〈kf1〉. Hence, the result
holds for n = 1.
n > 1 : In this case F = 〈f1, f2, . . . , fn〉 where n > 1. For any a1, a2, . . . , an
in an abelian group A, the map
θ : F → A∑n
i=1mifi 7→
∑n
i=1miai
is a homomorphism (Lemma 11.8). For F1 = gp{f1}, consider the homo-
morphism,
p1 : F → F1
n∑
i=1
mifi 7→ m1f1.
Then p1 is clearly onto and ker(p1) = K = 〈f2, . . . , fn〉. Thus, K is free of
rank n− 1. By induction H ∩K is free of rank ≤ n− 1. If p1(H) = (0), then
H = H ∩K and hence is free of rank ≤ n − 1. If p1(H) 6= (0), then by the
case n = 1, p1(H) is free of rank 1. Let p1(H) = 〈m1f1〉. Then there exists
an element
h = m1f1 +m2f2 + . . .+mnfn ∈ H.
Claim : H = (H ∩K)⊕ 〈h〉.
Let x ∈ H , then
p1(x) ∈ p1(H) = 〈m1f1〉
⇒ p1(x) = p1(th) for some t ∈ ZZ
⇒ p1(x− th) = 0
⇒ x− th ∈ K.
⇒ x− th ∈ H ∩K since x, th ∈ H.
⇒ x = (x− th) + th ∈ (H ∩K) + 〈h〉.
Next, as for any t( 6= 0) ∈ ZZ, p1(th) = tm1f1 6= 0. Therefore, K ∩ 〈h〉 = 0.
Hence, H = (H ∩K)⊕ 〈h〉. Now, as H ∩K is free of rank ≤ n− 1 and 〈h〉
is free of rank 1, H is free of rank ≤ n(Exercise11.7).
Lemma 11.18. Let A be a finitely generated abelian group. Then any sub-
group of A is finitely generated.
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Proof: Let B be a subgroup of A = gp{a1, a2, . . . , an}. Consider the
homomorphism .
θ : ZZn → A∑n
i=1 λiei 7→
∑n
i=1 λiai
which is clearly onto. Put H = θ−1(B). Then H is free of rank ≤ n, i.e., H
is finitely generated. Now, as θ is onto, θ(H) = B. Hence B is generated by
images of generators of H under θ and hence is finitely generated. 
Lemma 11.19. Let A be a finitely generated torsion free abelian group. Then
A is free.
Proof: Let A = gp{a1, a2, . . . , an, an+1, an+2, . . . , ak}. If necessary, by
change of order, we can assume that {a1, a2, . . . , an} is maximal linearly
independent subset of {a1, . . . , an, an+1, . . . , ak}. Then {a1, a2, . . . , an, ai} is
linearly dependent for each i ≥ n + 1. Hence there exist ti( 6= 0) ∈ ZZ such
that tiai ∈ F = 〈a1, a2, . . . , an〉 for all i ≥ n+1. Put t = tn+1 ·tn+2 · · · tk ∈ ZZ,
then, tai ∈ F for all i. Hence tA ⊆ F . Now, consider the homomorphism
τ : A→ F defined by τ(a) = ta. As A is torsion free, τ is a monomorphism.
Thus A ≃ tA ⊆ F. As F is free, tA is free of rank ≤ n (Lemma 11.17).
Hence, A is free of rank ≤ n.
Exercise 11.20. Show that the torsion free abelian group (lQ,+) is not
finitely generated.
Definition 11.21. Let F be a free abelian group of rank n. Then
for any f( 6= 0) ∈ F = 〈f1, f2, . . . , fn〉, if f = b1f1 + b2f2 + . . . + bnfn, we
define,
Content of f = cont(f) = g.c.d.(b1, b2, . . . , bn).
Remark 11.22. The definition of content of an element uses a basis of F .
We shall see that in fact it is independent of the basis chosen.
Lemma 11.23. Let F 6= (0) be a finitely generated free abelian group. Sup-
pose
F = 〈f1, f2, . . . , fn〉 = 〈g1, g2, . . . , gn〉.
Let for x( 6= 0) ∈ F ,
x = a1f1 + a2f2 + . . .+ anfn = b1g1 + b2g2 + . . .+ bngn, (ai, bi ∈ ZZ).
Then
g.c.d.(a1, a2, . . . , an) = g.c.d.(b1, b2, . . . , bn)
i.e., content of an element in F is independent of the basis of F .
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Proof: Let g.c.d.(a1, a2, . . . , an) = d and g.c.d.(b1, b2, . . . , bn) = e. Since
F = 〈f1, f2, . . . , fn〉 = 〈g1, g2, . . . , gn〉, we can write
fi =
n∑
j=1
λijgj , where λij ∈ ZZ.
for all i = 1, 2, . . . , n. Hence
x = a1f1 + a2f2 + . . .+ anfn
= a1(
n∑
j=1
λ1jgj) + . . .+ an(
n∑
j=1
λnjgj)
= (
n∑
k=1
akλk1)g1 + . . .+ (
n∑
k=1
akλkn)gn.
As any element of F can be expressed uniquely as linear combination of basis
elements with respect to any given basis, we conclude,
bi =
∑n
k=1 akλki ∀i = 1, 2, . . . , n.
⇒ d | bi ∀i = 1, 2, . . . , n.
⇒ d | e.
Similarly, we can show that e | d. Hence e = d. 
Lemma 11.24. Let F = 〈f1, f2, . . . , fn〉 and g( 6= 0) ∈ F be such that
cont(g) = 1. Then, g is part of a basis of F.
Proof: Let g = a1f1+a2f2+. . .+anfn, where ai ∈ ZZ for all i = 1, 2 · · · , n.
As cont(g) = 1, g.c.d.(a1, a2, . . . , an) = 1. Thus there exist b1, b2, . . . , bn ∈ ZZ
such that a1b1 + a2b2 + . . .+ anbn = 1. Define :
θ : F → ZZ∑
tifi 7→
∑
tibi
Then θ is a group homomorphism. Further,
θ(g) = θ(
∑
aifi) =
∑
aibi = 1
⇒ θ is onto.
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Let H = ker(θ). Then H is free (Lemma 11.17). We shall prove that F =
H ⊕ 〈g〉. Clearly, gp{g} = 〈g〉 and H + 〈g〉 ⊆ F. Let for x ∈ F,
θ(x) = m
⇒ θ(x) = mθ(g) since θ(g) = 1.
⇒ θ(x−mg) = 0
⇒ x−mg ∈ ker(θ) = H
⇒ x ∈ H + 〈g〉
⇒ H + 〈g〉 = F.
Next, if y ∈ H ∩ 〈g〉, then
y = tg and y = h, where t ∈ ZZ and h ∈ H.
⇒ θ(y) = θ(tg) and θ(y) = θ(h) = 0
⇒ θ(y) = t = 0, since θ(g) = 1.
⇒ y = 0
⇒ H ∩ 〈g〉 = 0
Hence, F = H ⊕ 〈g〉. Now, g together with a basis of H gives a basis of F.
Consequently g is part of a basis of F . 
Theorem 11.25. Let F = 〈f1, f2, . . . , fn〉 be a free abelian group of rank n
and H( 6= 0) ⊆ F , a subgroup. Then there exists a basis {g1, g2, . . . , gn} of F
and non-zero integers a1, a2, . . . , ak (0 < k ≤ n), ai | ai+1, such that H is a
free abelian group with basis {a1g1, a2g2, . . . , akgk}.
Proof: Let h( 6= 0) ∈ H be an element of least content in H and let
a1 = cont(h). Then we can write h = a1h1, where h1 ∈ H, and cont(h1) =
1. By lemma 11.24, h1 is part of a basis of F . Therefore, we can choose
h′2, h
′
3, . . . , h
′
n in F such that F = 〈h1, h′2, h′3, . . . , h′n〉. Note that F = 〈h1〉 ⊕
〈h′2, h′3, . . . , h′n〉. We shall prove that H =< a1h1 > ⊕H ∩ 〈h′2, h′3, . . . , h′n〉.
Let x( 6= 0) ∈ H. Then
x = λ1h1 + λ2h
′
2 + . . .+ λnh
′
n, for some λi ∈ ZZ.
Let λ1 = a1q1 + r1, 0 ≤ r1   a1. Then
x− q1h = x− q1a1h1 = r1h1 + λ2h′2 + . . .+ λnh′n.
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If r1 6= 0, then, cont(x − q1h) ≤ r1 < a1. This contradicts the choice of h.
Therefore r1 = 0, and we get
x− q1h = x− q1a1h1
= λ2h
′
2 + . . .+ λnh
′
n ∈ H ∩ 〈h′2, h′3, . . . , h′n〉.
⇒ x ∈ 〈a1h1〉 ⊕H ∩ 〈h′2, h′3, . . . , h′n〉
⇒ H = 〈a1h1〉 ⊕H ∩ 〈h′2, h′3, . . . , h′n〉.
If H ∩ 〈h′2, h′3, . . . , h′n〉 = (0), then the proof is finished. However, if H ∩
〈h′2, h′3, . . . , h′n〉 6= (0), then by induction, there exists a basis {h2, h3, . . . , hn}
of 〈h′2, h′3, . . . , h′n〉, and non-zero integers a2, a3, . . . , ak(2 ≤ k ≤ n), ai | ai+1,
for i ≥ 2, such that H ∩〈h′2, h′3, . . . , h′n〉 = 〈a2h2, . . . , akhk〉. In this case, F =
〈h1, h2, . . . , hn〉 and H = 〈a1h1, a2h2, . . . , akhk〉. The proof will be complete
if we show that a1 | a2. If a1 does not divide a2, then cont(a1h1 + a2h2) =
g.c.d.(a1, a2) < a1, and (a1h1 + a2h2) ∈ H. This contradicts the choice of h.
Hence, a1 divides a2 and the proof follows. 
Lemma 11.26. Let A be an abelian group and F = 〈f1, f2, . . . , fn〉 be a free
abelian group. If θ : A→ F is an onto homomorphism, then,
A ≃ F ⊕ ker θ
Proof: Since θ is onto, there exist ai ∈ A such that θ(ai) = fi for
i = 1, 2, . . . , n. Define
ψ : F → A∑
tifi 7→
∑
tiai.
Then ψ is a homomorphism, and
(θ ◦ ψ)(∑ tifi) = θ(∑ tiai) =∑ tiθ(ai) =∑ tifi.
⇒ θ ◦ ψ = Identity.
Note that,
ψ(
∑
tifi) = 0
⇒ (θ ◦ ψ)(∑ tifi) = 0
⇒ ∑ tifi = 0
⇒ ψ is one-one.
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Hence, ψ is an isomorphism onto ψ(F ). We shall now prove that A ≃
ψ(F )
⊕
ker θ. Clearly, ψ(F ) + ker θ ⊆ A. Let x ∈ A, x 6= 0. Then,
θ(x− (ψ ◦ θ)(x))
= θ(x)− (θ ◦ ψ)(θ(x))
= θ(x)− θ(x)
= 0.
⇒ x− (ψ ◦ θ)(x) ∈ ker θ
⇒ x ∈ ψ(F ) + ker θ
⇒ A = ψ(F ) + ker θ.
Now, let y ∈ ψ(F ) ∩ ker θ. Then
y = ψ(f) = a where f ∈ F and a ∈ ker θ.
⇒ θ(y) = θ(ψ(f)) = θ(a)
⇒ θ(y) = f = 0
⇒ y = ψ(f) = 0
⇒ (0) = ψ(F ) ∩ ker θ.
Hence,
A = ψ(F )⊕ ker θ
⇒ A ≃ F ⊕ ker θ.
Remark 11.27. In the above proof freeness of F is used only to construct ψ.
However, if F is not necessarily free and there exists an onto homomorphism
θ : A → F and a homomorphism ψ : F → A such that (θ ◦ ψ) = Identity,
then A = ψ(F )⊕ ker θ.
STRUCTURE OF FINITELYGENERATEDABELIANGROUPS
Let A be a finitely generated abelian group and let At be the torsion subgroup
of A. If A 6= At, then A/At is torsion free, finitely generated, abelian group
and hence is free by lemma 11.19. Consider the natural homomorphism
η : A→ A/At
Since ker η = At, by the lemma 11.26, A ≃ At ⊕ A/At. As A is finitely
generated, At is a finitely generated abelian group (Lemma 11.18). Hence,
any finitely generated abelian group is the direct sum of a finitely generated
197
free group and a finitely generated torsion group. Clearly, a finitely generated
torsion abelian group is finite. Hence as a finitely generated free abelian
group is isomorphic to ZZn for some n ≥ 0, to know the structure of a finitely
generated abelian group, we just have to know the structure of a finite abelian
group. We first, prove:
Theorem 11.28. Let A be a finitely generated abelian group, and let
A ≃ F ⊕ B, and A ≃ F1 ⊕ C
where F, F1 are free abelian groups of finite ranks and B,C are finite abelian
groups. Then F ≃ F1 and B ≃ C.
Proof: Let
θ1 : A ≃ F ⊕ B and θ2 : A ≃ F1 ⊕ C
be isomorphisms of groups. Then
θ1(A
t) = (F ⊕ B)t = B
and
θ2(A
t) = (F1 ⊕ C)t = C
Therefore B ≃ C. Further, θ1 and θ2 shall induce the isomorphisms
θ¯1 : A/A
t ≃ (F ⊕ B)/B = F
a + At 7→ θ1(a) +B
and
θ¯2 : A/A
t ≃ (F1 ⊕ C)/C = F1
a+ At 7→ θ2(a) + C
Hence F is isomorphic to F1. 
Lemma 11.29. Let B( 6= (0)) be a finite abelian group. Then,
B ≃ ZZ/(n1)⊕ ZZ/(n2)⊕ . . .⊕ ZZ/(nk)
where 1 ≤ n1 and ni divides ni+1 for all 1 ≤ i ≤ k − 1.
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Proof: Let k denotes the number of elements in a minimal set of gener-
ators of B. As B( 6= (0)), k ≥ 1. Thus there exists an onto homomorphism
ψ : ZZk → B
Put F = ZZk, and F1 = kerψ. Clearly F1 6= (0), since F/F1 is isomor-
phic to B, which is a torsion group. By theorem 11.19 there exists a basis
{g1, g2, . . . , gk} of F and integers 1 < n1 ≤ n2 ≤ . . . ≤ nl, 1 ≤ l ≤ k, such
that ni | ni+1 for all i ≥ 1, and
F1 = 〈n1g1, n2g2, . . . , nlgl〉.
Then
F/F1 ≃ ZZg1 ⊕ ZZg2 ⊕ . . .⊕ ZZgk
ZZn1g1 ⊕ ZZn2g2 ⊕ . . .⊕ ZZnlgl
≃ ZZg1
ZZn1g1
⊕ . . .⊕ ZZgl
ZZnlgl
⊕ ZZgl+1 ⊕ . . .⊕ ZZgk
As F/F1 ≃ B is a torsion group, l = k. Hence
F/F1 ≃ ZZg1
ZZn1g1
⊕ . . .⊕ ZZgl
ZZnkgl
≃ ZZ
(n1)
⊕ . . .⊕ ZZ
(nk)
where 1 < n1 ≤ n2 ≤ . . . ≤ nl, ni | ni+1 for all i ≥ 1. 
An alternate proof of lemma 11.29,
Lemma 11.30. Let A( 6= 0) be a finite abelian group, and let x ∈ A be an
element of maximal order in A. Then the cyclic group gp{x} is a direct
summand of A.
Proof: Let ◦(x) = d. We shall first show that for any y ∈ A, ◦(y) divides
d. If not, then for a prime p, and α > 0, pα divides ◦(y), but, does not divide
d. Let ◦(y) = mpα. Then ◦(my) = pα, and pα ∤ d. Let d = pβn where β ≥ 0,
and (p, n) = 1. As pα ∤ d, α > β, and clearly ◦(pβx) = n. Now, for x1 = pβx,
y1 = my, (◦(x1), ◦(y1)) = (n, pα) = 1. Therefore ◦(x1 + y1) = pαn > d = pβn
(Theorem 2.35 ). This contradicts the choice of x. Hence ◦(y) divides ◦(x)
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for all y ∈ A.
Choose a maximal subgroup B of A such that B ∩ gp{x} = (0). Put C =
B + gp{x}. To prove the result it suffices to show that A = C. If not, then
the factor group A/C is non-zero. Choose an element of prime order (say) q
in A/C. Thus there exists z ∈ A− C, such that
qz ∈ C = B + {x}
⇒ qz = b+mx for some m ∈ ZZ and b ∈ B (11.2)
Let ◦(z) = k. We claim that q|k. If not, then (q, k) = 1. Hence, as kz = 0
and qz ∈ C, z ∈ C. A contradiction to our assumption. Thus q|k, and hence
q|d since k|d. From the equation (11.2), we get
0 = dz = d/q · b+ d/q ·mx
⇒ d/q · b = d/q ·mx = 0 since B ∩ gp{x} = (0)
⇒ d divides d/q ·m
⇒ q|m.
Thus the equation (11.2), can be written as
qz = b+ qm1x where m = qm1
⇒ q(z −m1x) = b
Put z1 = z − m1x. Then z1 6∈ B + gp{x} as z 6∈ B + gp{x}, moreover,
qz1 = b ∈ B. As z1 6∈ C = B+gp{x}, and B is maximal disjoint from gp{x},
(B + gp{z1})
⋂
gp{x} 6= 0
⇒ b1 + sz1 = tx 6= 0 for some s, t ∈ ZZ and b1 ∈ B
Let us note that q ∤ s, since otherwise
b1 + sz1 = tx ∈ B
⋂
gp{x} = 0 since qz1 ∈ B
⇒ tx = 0
A contradiction to our assumption that tx 6= 0. Now, as sz1 = tx − b1 ∈
B + gp{x}, and qz1 ∈ B, z1 ∈ B + gp{x} since (q, s) = 1. This contradicts
the fact that z1 6∈ B + gp{x}. Hence A = C = B + gp{x}, and the result
follows. 
Corollary 11.31. Let A( 6= 0) be a finite abelian group. Then A is isomor-
phic to a direct sum Cn1
⊕
Cn2
⊕ · · ·⊕Cnk (Cni : cyclic group of order ni)
where 0 < n1 ≤ n2 ≤ · · · ≤ nk,and ni | ni+1 for all 1 ≤ i ≤ k − 1.
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Proof: The proof is straight forward deduction from the theorem.
Remark 11.32. The above corollary is a restatement of lemma 11.29.
Before proceeding further, we shall prove:
Lemma 11.33. Let m,n be two positive integers. Then
nZZm = ZZd
where d = m
(m,n)
and ZZm denotes (ZZ/(m)).
Proof: The group ZZm is cyclic generated by the element 1+(m). Hence,
nZZm is cyclic generated by n(1+(m)). By theorem 2.33, order of the element
n(1 + (m)) is m
(n.m)
= d (say). Hence the result follows. 
Corollary 11.34. In the lemma, m | n if and only if n(ZZm) = (0).
Lemma 11.35. Let m,m1 and n be three positive integers where m divides
m1. Then
m
(n,m)
divides m1
(n,m1)
.
Proof: Let m1 = ma. Then
(n.m1) = (n,ma)
= (n,m)
(
n
(n,m)
,
m
(n,m)
a
)
= (n,m)
(
n
(n,m)
, a
)
, since
(
n
(n,m)
,
m
(n,m)
)
= 1.
Hence
m1
(n,m1)
=
ma
(n,m)( n
(n,m)
, a)
=
m
(n,m)
a
( n
(n,m)
, a)
⇒ m
(n,m)
| m1
(n,m1)
Hence the result. 
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Theorem 11.36. Let ni, 1 ≤ i ≤ k, and mj, 1 ≤ j ≤ l, be positive integers
such that n1 > 1, m1 > 1, ni | ni+1, mj | mj+1 for all 1 ≤ i ≤ k − 1 and
1 ≤ j ≤ l − 1. Then if for an abelian group A,
A ≃ ZZ/(n1)⊕ ZZ/(n2)⊕ . . .⊕ ZZ/(nk) (11.3)
and also
A ≃ ZZ/(m1)⊕ ZZ/(m2)⊕ . . .⊕ ZZ/(ml), (11.4)
then l = k and mi = ni for all i.
Proof: Choose a prime p such that p | n1. . Note that whenever p divides
an integer m,
pZZm = {p(k +mZZ) k ∈ ZZ}
= {(pk +mZZ) k ∈ ZZ}
= pZZ/mZZ
Further, if p 6 |m, then there exist integers a, b such that pa+mb = 1. Hence
1 +mZZ = pa+mb+mZZ
= p(a+mZZ) ∈ pZZm
⇒ pZZm = ZZm
Thus, from equation (11.3)
A/pA ≃ ZZ/(p)⊕ ZZ/(p)⊕ . . .⊕ ZZ/(p) k-times
⇒ |A/pA| = pk
Next, from equation (11.4), clearly
|A/pA| ≤ pl
Therefore
pk ≤ pl
⇒ k ≤ l.
Similarly, we can show that l ≤ k. Hence l = k. For any fixed 1 ≤ t ≤ k,
using the lemma 11.33, from equations (11.3) and (11.4), we get
mtA ≃ ZZ/(d1)⊕ ZZ/(d2)⊕ . . .⊕ ZZ/(dk) (11.5)
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where dj =
nj
(mt,nj)
,
and
mtA ≃ ZZ/(e1)⊕ ZZ/(e2)⊕ . . .⊕ ZZ/(ek) (11.6)
where ej =
mj
(mt,mj)
. Now as mj divides mt for j ≤ t, we get ej = 1 for all
j ≤ t. Therefore, from equation (11.6)
mtA ≃ ZZ/(et+1)⊕ ZZ/(et+2)⊕ . . .⊕ ZZ/(ek) (11.7)
By the lemma 11.35, ei | ei+1 and di | di+1 for all i. Hence from equations
(11.7) and (11.5), we get two decompositions of mtA which satisfy the hy-
pothesis of the theorem. Therefore, from the first part of the theorem, we get
that the two decompositions (11.7) and (11.5) have same number of terms.
Hence
dj = 1 for all j ≤ t.
⇒ nt | mt
Similarly we can show that mt divides nt. Therefore nt = mt for all t. Hence
the proof of the theorem is complete. 
Definition 11.37. An additive (multiplicative) abelian group G which
is a finite direct sum (product) of cyclic groups of order p for a
prime p is called an elementary abelian p-group.
Lemma 11.38. Let G be a finite group with order n > 1. If AutG acts
transitively over the non-identity elements of G, i.e., given any two non-
identity elements x, y in G there exists α ∈ AutG such that α(x) = y, then
G is elementary abelian p-group for a prime p.
Proof: First of all, note that if α ∈ AutG and x ∈ G then ◦(x) =
◦(α(x)). Hence if x is any non-identity element in G, then as AutG acts
transitively over non-identity element of G, for any 1 < i < ◦(x), there exists
βi ∈ Aut G such that βi(x) = xi. Therefore ◦(x) = p, a prime. Further, for
any two non-identity elements x, y in G, there exists β ∈ AutG such that
β(x) = y. Hence ◦(g) = p for all g ∈ G. Now, to complete the proof we have
to show that G is abelian. By Cauchy’s theorem (Theorem 8.33), ◦(G) = pm
for some m ≥ 1. Further, as G is finite p-group Z(G) 6= e (Theorem 8.27).
Take any x( 6= e) ∈ Z(G). Then for any y ∈ G and α ∈ AutG,
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α(xy) = α(yx)
⇒ α(x)α(y) = α(y)α(x)
⇒ α(x)g = gα(x) for all g ∈ G,
⇒ α(x) ∈ Z(G) for all α ∈ AutG
⇒ Z(G) = G.
since AutG acts transitively over non-identity elements in G.
Hence G is elementary abelian p-group. 
Divisible groups
In this section, we shall analyse divisible (Definition 6.23) abelian groups.
We know that :
(i) Any divisible subgroup of an abelian group is its direct factor (Theorem
6.30).
(ii) Any homomorphic image of a divisible group is divisible (Exercise 6.29).
By (ii), any direct factor of a divisible group is divisible. We shall see below
that the abelian groups (lQ,+) and lCp∞ are the only indecomposable divisible
abelian groups (upto isomorphism).
Theorem 11.39. Let A be an additive abelian divisible group. Then
(i) If A contains an element of infinite order, A contains a torsion free
divisible subgroup.
(ii) If A has an element ( 6= 0) of finite order, then A contains a subgroup
isomorphic to lCp∞ for some prime p.
Proof: (i) Let x1( 6= 0) ∈ A be an element of infinite order. As A is
divisible we can choose xn ∈ A, for all n ≥ 2, such that nxn = xn−1. Let
H = gp{xn n ≥ 1}. We shall prove that H is a divisible torsion free
subgroup. First of all, we shall show that H is torsion free. Any element
h( 6= 0) of H can be expressed as :
h = m1x1 + · · ·+mtxt
where t ≥ 1 and 0 ≤ mi < i for all i ≥ 2. If t = 1 then clearly order of h is
infinite. Assume t ≥ 2. We have
t!h = t!m1x1 +
t!
2!
m2x1 + · · ·+mtx1
= (t!m1 + t(t− 1) · · · 3m2 + · · ·+ tmt−1 +mt)x1
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We claim:
m1t! +m2t(t− 1) · · ·3 + + · · ·+ tmt−1 + tmt−1 +mt 6= 0
If not, then
t!m1 +m2t(t− 1) · · ·3 + · · ·+ tmt−1 = −mt
⇒ t | mt
⇒ mt = 0 since by assumption mi < i for i ≥ 2
⇒ m1t! +m2t(t− 1) · · ·3 + tmt−1 = 0
⇒ (t− 1) | mt−1
⇒ mt−1 = 0 as above, if t− 1 ≥ 2
Continuing the argument we get m1 = m2 = · · ·mt = 0. This gives h = 0,
which is not true. Hence the claim follows. Consequently any h 6= 0 in H has
infinite order i.e., H is torsion free. We shall, now, prove that H is divisible.
Note that for any i ≥ 1,
(i+ 1)(i+ 2) · · · (i+m)xi+m = xi
As m divides (i+ 1)(i+ 2) · · · (i+m), it follows that my = xi has a solution
in H for all m ≥ 1 and i ≥ 1. Therefore it is clear that H is divisible.
(ii) Let x( 6= 0) ∈ A be an element of finite order m (say). If p is a prime
dividing m, then for x1 = m1x where m1p = m , ◦(x1) = p. As A is divisible,
we can choose x1, x2, · · ·xn, · · · in A such that pxn+1 = xn for n ≥ 1. Put
H = gp{x1, x2, · · · , xn, · · · }. Then it is easy to check that the map:
H → lCp∞
xm 7→ e2π/pm
is an isomorphism. The fact that H is divisible follows by observing that
qH = H for all primes q 
Theorem 11.40. Let A( 6= 0) be an additive abelian torsion free divisible
group. Then A contains a subgroup isomorphic to (lQ,+), the additive group
of rational numbers.
Proof: Let x1( 6= 0) ∈ A. For all n ≥ 1,choose xn+1 ∈ A such that (n +
1)xn+1 = xn. Then, as in theorem 11.39, the subgroup of H = gp{xm m ≥
1} is a torsion free divisible subgroup of A. Define:
φ : (lQ,+) → H
m/n 7→ y
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where ny = mx1. As H is divisible, existence of such a y is guaranteed. If
m/n = 0, then m = 0, hence ny = 0. Therefore y = 0. Further, let
m
n
= k
l
( 6= 0) where m,n, k, l ∈ ZZ
⇒ ml = kn
Let
ny = mx1, lz = kx1
⇒ nly = mlx1, nlz = knx1
⇒ nly = nlz since ml = kn
⇒ y = z since A is torsion free
Hence φ is well defined. Now, let for m/n, m1/n1 ∈ lQ,
φ(m/n) = y, φ(m1/n1) = z
⇒ mx1 = ny,m1x1 = n1z
⇒ (mn1 + nm1)x1 = nn1(y + z)
⇒ φ(mn1+nm1
nn1
) = φ(m
n
) + φ(m1
n1
)
Therefore φ is a homomorphism. Clearly φ(m/n) = 0 if and only if m = 0.
Hence φ is a monomorphism 
Remarks 11.41. (i) The groups (lQ,+) and lCp∞ are not finitely generated,
hence a divisible abelian group is not finitely generated.
(ii) The divisible groups (lQ,+) and lCp∞ are the only indecomposable, divisible
abelian groups (upto isomorphism).
(iii) Using above result we can prove that any divisible group( 6= id) is a direct
sum of groups each isomorphic either to the additive group of rationals or
to the group Cp∞ for some prime p (different summands may correspond to
different primes). The proof involves transfinite induction and is beyond our
scope.
EXERCISES
1. Prove that lQp = {mpk m ∈ ZZ, p a prime, k ≥ 1.} is an additive sub-
group of (lQ,+). Show that lQp is not isomorphic to lQq if p and q are
distinct primes.
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2. Prove that lQ/ZZ is a torsion group and is not finite.
3. Prove that lQ/ZZ is the union of subgroups of prime power orders.
4. Show that |Aut(ZZ)| = 2 and |Aut(ZZn)| = φ(n).
5. Let (A,+) be a torsion free abelian group. Prove that if {Bi}i∈I is a
family of divisible subgroups of A, then
⋂
i∈I Bi is a divisible subgroup
of A.
6. Show that every cyclic group is isomorphic to a subgroup of a divisible
group.
7. Prove that any finitely generated abelian group is isomorphic to a sub-
group of a divisible abelian group.
The result in the above exercise is true in general. To arrive at that,
we define:
An abelian group (F,+) is called free if there exists a subset S = {fi}i∈I
in F such that:
(i) F = gp{S}
(ii) S is linearly independent i.e., given any finite subset {fi1 , · · · , fik}
of S and λi ∈ Z, 1 ≤ i ≤ k if λ1fi1 + λ2fi2 + · · · + λkfik = 0, then
λ1 = λ2 = · · · = λk = 0
8. Show that any abelian group is homomorphic image of a free abelian
group.
9. Prove that any abelian group is isomorphic to a subgroup of a divisible
group.
10. Prove that any non-identity element of a free abelian group has infinite
order, but, the converse is not true.
11. Let A,B,C be three finitely generated abelian groups. Use structure
theorem of finitely generated abelian groups to prove:
(i) A
⊕
B ∼= A⊕C implies B ∼= C
(ii) A
⊕
A ∼= B⊕B implies A ∼= B
(iii) If A
⊕
B is a free abelian group, then A and B are free.
12. Let A be an abelian group, and B, a subgroup of A. Prove that if A is
generated by n elements then B can be generated by m elements where
m ≤ n.
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13. Find upto isomorphism all abelian groups of order 48,56, and 120.
14. Let A( 6= 0) be a finite abelian group. Prove that if A is not cyclic then
there exists a prime p such that p2 divides ◦(A).
15. Prove that upto isomorphism the number of cyclic subgroups of the
group H = ZZ6
⊕
ZZ12 is 5. Further, find all distinct cyclic subgroups
of H .
16. Let m ≥ 1, n ≥ 1 be two integers. Prove that ZZm
⊕
ZZn is isomorphic
to ZZd
⊕
ZZl where d = g.c.d.(m,n) and l = l.c.m.(m,n).
17. Let G be a finite abelian group. Prove that for any subgroup H of G,
there exists a subgroup K of G such that K is isomorphic to G/H.
18. Let p be a prime. Prove that for the abelian group G = ZZp
⊕ · · ·⊕ZZp
(n-copies), the group of automorphisms G i.e., AutG is isomorphic to
Gln(ZZp).
19. Let p be a prime. Prove that for the additive abelian group
A = ZZp
⊕
ZZp
⊕
· · ·
⊕
ZZp (n-times)
the number of distinct subgroups of order pm (m ≤ n) is:
(pn − 1)(pn − p) · · · (pn − pm−1)
(pm − 1)(pm − p) · · · (pm − pm−1) .
20. Let A be a finitely generated infinite abelian group. Prove that if for
every non-identity subgroup H of A, A/H is finite cyclic, then A is
infinite cyclic.
21. Determine the number of non-isomorphic abelian groups of order 56.
22. Prove that there are exactly eleven abelian groups of order 729 upto
isomorphism.
23. Let G be a finite abelian group. Prove that AutG is abelian if and
only if G is cyclic.
24. Prove that any finite abelian group A is Frattini subgroup of an abelian
group B.
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Chapter 12
Chains Of Subgroups
1 In this chapter, we shall study some special chains of subgroups of a group.
Definition 12.1. Let G be a group. Then
(a) A chain of subgroups
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e}
(repetitions allowed) is called a subnormal chain of the group G,and
the factor groups Gi/Gi+1, i = 0, 1, . . . , n− 1, are called the factors of
the subnormal chain. Further, if Gi 6= Gi+1 for all 0 ≤ i ≤ n−1, then
n is defined as the length of the subnormal chain.
(b) A subnormal chain
G = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hm−1 ⊲Hm = {e}
of G with length m, i.e., Hi 6= Hi+1, for 0 ≤ i ≤ m − 1, is called a
composition series of G if all the factors of the chain are simple
groups i.e., Hi/Hi+1 is a simple group for all i ≥ 0.
Examples 12.2. 1. For the symmetric group Sn, Sn⊲An⊲e is a subnormal
chain of length 2 for all n ≥ 3.
2. For an abelian group G, any chain of subgroups of G starting from G and
ending at the identity subgroup is subnormal chain of G. Thus
ZZ ⊃ nZZ ⊃ mZZ ⊲ {0}
is a subnormal chain of the group (ZZ,+) if and only if n divides m.
3. For the group Gln(IR), Gln(IR)⊲ Sln(IR)⊲ id is a subnormal chain.
1contents group12.tex
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Lemma 12.3. Any finite group G( 6= id) has a composition series.
Proof: Let G be a finite group with o(G) = n > 1. Choose a maximal
normal subgroup H1 of G i.e., H1 ⊳ G, H1 6= G and whenever K ⊳ G and
H1 ⊂ K, then either K = G or K = H1. Clearly o(H1) < o(G). Next choose
a maximal normal subgroup of H2 of H1, and continue. As o(G) < ∞, this
process will terminate into identity subgroup. If Hn = e, then
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e}
is a composition series of G since Hi/Hi+ 1 is a simple group for all 0 ≤ i ≤
n− 1 (Lemma 5.32). 
Note: Try to find an infinite group which has a composition series.
Exercise 12.4. Show that an infinite abelian group has no composition
series.
Definition 12.5. Let G be a group and let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.1)
and
G = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hm−1 ⊲Gm = {e} (12.2)
be two subnormal chains of G such that Gi 6= Gj, Hi 6= Hj for all
i 6= j. The chains (12.1) and (12.2) are said to be equivalent if
n = m and there exists a permutation σ of {0, 1, · · ·n− 1} such that
Gi/Gi+1 ≃ Hσ(i) Hσ(i)+1
for all i ≥ 0.
Example 12.6. Let G = C6 = gp{a} be a cyclic group of order 6. Then for
the subnormal chains
G = G0 ⊲G1 = gp{a2}⊲G2 = {e}
and
G = H0 ⊲H1 = gp{a3}⊲H2 = {e}
G/G1 ≃ H1/H2 and G1/G2 ≃ H0/H1. ( Use: any two cyclic groups of same
order are isomorphic). Hence the two chains are equivalent.
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Definition 12.7. Given two subnormal chains
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.3)
and
G = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hm−1 ⊲Gm = {e} (12.4)
of a group G, the chain (12.4) is called refinement of the chain
(12.3) if each Gi is equal to some Hj i.e., every member of the
chain (12.3)is a member of the chain (12.4).
Remarks 12.8. (i) We shall say that (12.4) is a proper refinement of (12.3)
if (12.4) is a refinement of (12.3) and for some 0 ≤ j0 ≤ m, Hj0 6= Gi for any
i.
(ii) By the definition of a composition series, a composition series can not
have a proper refinement.
Examples 12.9. 1. Let G = Sn, n ≥ 3. Then
G = Sn ⊲ An ⊲ {e}
is a refinement of Sn ⊲ {e}.
2. For the abelian group ZZ = (ZZ,+), the subnormal chain
ZZ ⊃ 2ZZ ⊃ 4ZZ ⊃ 8ZZ ⊃ {0}
of ZZ is a refinement of the subnormal chain
ZZ ⊃ 4ZZ ⊃ {0}
Theorem 12.10. Let A,B,H be subgroups of a group G where H ⊳G and
B ⊳ A. Then BH is a normal subgroup of AH and
AH/BH ≃ A/B(H ∩A).
In particular if B = {e}, then
AH/H ≃ A/(H ∩A).
211
Proof: Since H ⊳ G, AH = HA and BH = HB. Hence, by theorem
1.47, AH and BH are subgroups of G. Clearly BH ⊂ AH . Further, for any
a ∈ A, h ∈ H
(ah)BH(ah)−1 = ahBHh−1a−1
= ahBHa−1
= ahHBa−1
= aHBa−1
= aBa−1H (H ⊳G)
= BH sinceB ⊳ A
Hence BH ⊳ AH. Now, as A is a subgroup of AH , the map
φ : A → AH/BH
x 7→ xBH
is a homomorphism. For any a ∈ A, h ∈ H , we have
ahBH = ahHB
= aHB
= aBH
Hence φ is onto. Further, for any x ∈ A,
φ(x) = BH
⇒ xBH = BH
⇒ x = bh1for some b ∈ B, h1 ∈ H
⇒ h1 = b−1x ∈ A ∩H
⇒ x ∈ B(A ∩H)
Conversely if x ∈ B(A ∩H), then we can write x = bh′ for some b ∈ B and
h′ ∈ A ∩H , moreover, we have
xBH = bh′BH = bh′HB
= bHB
= bBH
= BH
Therefore Ker θ = B(A ∩H), and by the I isomorphism theorem (Theorem
5.34),
AH/BH ≃ A/B(H ∩ A)
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In case B = {e}, it is immediate that
AH/H ≃ A/(H ∩A)
Lemma 12.11. Let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e}
be a subnormal chain of a group G. Then
(a) For any subgroup H of G,
H = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hn−1 ⊲Hn = {e}
is a subnormal chain of H where Hi = H ∩Gi.
(b) If for a group A, φ : G → A is an onto homomorphism, then for Ai =
φ(Gi), i ≥ 0,
A = A0 ⊲ A1 ⊲ A2 ⊲ · · ·⊲An−1 ⊲An = {e}
is a subnormal chain of A.
Proof: (a) As Gi+1 ⊳Gi for all i ≥ 0,
Hi+1 = H ∩Gi+1 ⊳Hi = H ∩Gi.
Hence, clearly
H = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hn−1 ⊲Hn = {e}
is a subnormal chain of H .
(b) Since φ is onto homomorphism φ(Gi+1) ⊳ φ(Gi) for all i ≥ 0 (Theorem
5.30(i)). Hence the proof is clear. 
Corollary 12.12. Let H be a normal subgroup of a group G. If
G = A0 ⊲ A1 ⊲A2 ⊲ · · ·⊲ Am−1 ⊲Am = {e}
is a subnormal chain of G, then
G/H ⊲ A1H/H ⊲A2H/H ⊲ · · ·⊲Am−1H/H ⊲H
is a subnormal chain of G/H.
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Proof: Let
η : G→ G/H
be the natural homomorphism. Then
η(Ai) = {xH | x ∈ Ai}
= {xhH | x ∈ A, h ∈ H}
= AiH/H
for all i ≥ 0. Hence, by the lemma, the result follows. 
Lemma 12.13. If a group G has a composition series of length n, then
(a) Every normal subgroup H of G has a composition series of length ≤ n.
(b) Any homomorphic image of G has a composition series of length ≤ n.
Proof: Let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.5)
be a composition series of G. We, now, prove:
(a) By the lemma 12.11,
H = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hn−1 ⊲Hn = {e} (12.6)
is a subnormal chain of H where Hi = H∩Gi. Since H⊳G, Hi = H∩Gi⊳Gi
for all i ≥ 0. Consider the natural homomorphism:
Hi/Hi+1 → Gi/Gi+1
xHi+1 7→ xGi+1
This is a monomorphism and as Hi ⊳Gi, the image of Hi/Hi+1 is a normal
subgroup of Gi/Gi+1. Since Gi/Gi+1 is a simple group, im(Hi/Hi+1) =
Gi/Gi+1 or id. i.e.,im(Hi/Hi+1) = Gi/Gi+1 or Hi = Hi+1. Hence after
deleting repetitions, if any, in (12.6), we get a composition series of H with
length ≤ n.
(b) By lemma 12.11 if φ : G→ A is an onto homomorphism, then
A = A0 ⊲ A1 ⊲ A2 ⊲ · · ·⊲An−1 ⊲An = {e} (12.7)
is a subnormal chain of A where Ai = φ(Gi). Consider the natural map:
Gi/Gi+1 → Ai/Ai+1
xGi+1 7→ φ(x)Ai+1
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This is an onto homomorphism. As Gi/Gi+1 is a simple group, by the lemma
5.33, either Ai = Ai+1 or Gi/Gi+1 ≃ Ai/Ai+1. Hence, after deleting repe-
titions if any in (12.7), we get a composition series of A with length ≤ n.

Lemma 12.14. If for a normal subgroup H of a group G, H and G/H admit
composition series of length k and l respectively, then G admits a composition
series of length k + l.
Proof: Let
H = H0 ⊲H1 ⊲ · · ·⊲Hk−1 ⊲Hk = {e} (12.8)
and
G/H = A0/H ⊲A1/H ⊲ A2/H ⊲ · · ·⊲Al−1/H ⊲H (12.9)
be composition series of H and G/H respectively. Then, using corollary 5.31,
G = A0 ⊲ A1 ⊲A2 ⊲ · · ·⊲ Al−1 ⊲H ⊲H1⊲
· · ·⊲Hk−1 ⊲Hk = {e} (12.10)
is a subnormal chain of G.We have
(Ai/H)/(Ai+1/H) ≃ Ai/Ai+1
for all i ≥ 0. Thus Ai/Ai+1 is a simple group for all i ≥ 0. Further, as
Hj/Hj+1 is a simple group for all j ≥ 0, (12.10) is a composition series of G
with length l + k. Hence the result. 
Theorem 12.15. (Schreier) Any two subnormal chains of a group G have
equivalent refinements.
Proof: Let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.11)
and
G = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hm−1 ⊲Hm = {e} (12.12)
be two subnormal chains of a group G. Put
Gij = (Gi ∩Hj)Gi+1
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and
Hji = (Hj ∩Gi)Hj+1
for all i = 0, 1, . . . , n and j = 0, 1, . . . , m assuming that Gn+1 = Hm+1 = {e}.
We have
Gi0 = (Gi ∩H0)Gi+1
= (Gi ∩G)Gi+1 = Gi
and
Gim = (Gi ∩Hm)Gi+1
= (Gi ∩ {e})Gi+1 = Gi+1
Further taking G = Gi, H = Gi+1, A = Gi ∩Hj and B = Gi ∩Hj+1 in the
theorem 12.10, we get
Gi,j+1 = (Gi ∩Hj+1)Gi+1 ⊳ (Gi ∩Hj)Gi+1 = Gij (12.13)
Gij
Gi,j+1
≃ Gi ∩Hj
(Gi ∩Hj+1)(Gi+1 ∩Hj) (12.14)
Similarly, using the subnormal chain 12.12, we get
Hji+1 ⊳Hji (12.15)
and
Hji
Hj,i+1
≃ Gi ∩Hj
(Gi ∩Hj+1)(Gi+1 ∩Hj) (12.16)
Thus using (12.13), (12.14), (12.15) and (12.16) we conclude that
G = G00 ⊲G01 ⊲ · · ·⊲G0m = G10 ⊲G11 ⊲ · · ·⊲Gnm = {e} (12.17)
and
G = H00 ⊲H01 ⊲ · · ·H0n = H10 ⊲H11 ⊲ · · ·⊲Hmn = {e} (12.18)
are subnormal chains for G which are refinements of the subnormal chains
(12.11) and (12.12) respectively and are equivalent to each other. Hence the
result follows. 
Corollary 12.16. (Jordan- Holder Theorem) Any two composition se-
ries of a group are equivalent.
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Proof: By definition, a composition series has no proper refinement.
Further, by the theorem, any two normal chains have equivalent refinements.
Hence, any two composition series are equivalent. 
Remark 12.17. If group G has a composition series then any two composi-
tion series of G have same length.
We give below an independent proof of the corollary 12.16 in case G is
finite.
Theorem 12.18. Let G be a finite group. Then any two composition series
of G are equivalent.
Proof: Let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.19)
and
G = H0 ⊲H1 ⊲H2 ⊲ · · ·⊲Hm−1 ⊲Hm = {e} (12.20)
be two composition series of G.
We shall prove the result by induction on n. If n = 1, then G is simple and
the result is clear in this case. Now, let n > 1. We shall consider two cases.
Case I. H1 = G1
In this case
G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.21)
and
G1 ⊲H2 ⊲ · · ·⊲Hn−1 ⊲Hn = {e} (12.22)
are two composition series of G1, and length of (12.21) is n − 1. Hence, by
induction, the subnormal chain (12.21) of the group G1 is equivalent to the
subnormal chain (12.22) and consequently the subnormal chain (12.19) of
the group G is equivalent to the subnormal chain (12.20).
Case II H1 6= G1
We have H1 ⊳ G, and G1 ⊳ G, hence G1H1 ⊳ G. As (12.19) and (12.20)
are composition series of G, G1 and H1 are maximal normal subgroups of G.
Clearly H1 ⊂ G1H1, G1 ⊂ G1H1. Hence if G1H1 6= G, G1H1 = G1 = H1,
which is not true. Therefore G1H1 = G. Put D = H1 ∩G1. By lemma 12.3,
D has a composition series (say)
D = D0 ⊲D1 ⊲D2 ⊲ · · ·⊲Dt−1 ⊲DT = {e} (12.23)
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unless D = {e}. Now, consider the normal chains
G = G0 ⊲G1 ⊲D ⊲D1 · · ·⊲Dt−1 ⊲Dt = {e} (12.24)
and
G = H0 ⊲H1 ⊲D ⊲D1 · · ·⊲Dt−1 ⊲Dt = {e} (12.25)
of G. We have
G
G1
=
G1H1
G1
≃ H1
H1 ∩G1 =
H1
D
and
G
H1
=
G1H1
H1
≃ G1
H1 ∩G1 =
G1
D
Hence G1
D
and H1
D
are simple groups. Therefore, as (12.23) is a composition
series, (12.24) and (12.25) are composition series of G and are equivalent
to each other. However, by the case I, the composition series (12.24) and
(12.25) are equivalent to the composition series (12.19) and (12.20) respec-
tively. Hence the result follows. 
Definition 12.19. If a group G has a composition series of length n,
then n is defined as length of G and we write l(G) = n. If G = {e},
then length of G is defined to be zero. Further, if G 6= {e} has
no composition series, then we define length of G to be ∞ i.e.,
l(G) =∞.
Definition 12.20. Let G be a group. A subgroup H of G is called
sub-normal if H is a member of a subnormal chain of G.
Lemma 12.21. Let G be a group which admits a composition series. Then
any sub-normal subgroup H 6= {e} of G admits a composition series and
l(H) ≤ l(G).
Proof: As H is sub-normal subgroup of G, there exists a subnormal
chain of G with H as it’s member. By Schreier’s theorem the subnormal
chain admits a refinement equivalent to any given composition series of G.
Hence the result is immediate. 
Lemma 12.22. Let G be a group which admits a composition series and let
l(G) = n. Then for any normal subgroup H of G, l(G/H) + l(H) = l(G).
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Proof: If H = {e}, the result is clear. Hence let H 6= {e}. Let
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e} (12.26)
be a composition series of G. Since H ⊳ G, G ⊲ H ⊲ {e} is a subnormal
chain of G. By Schreier’s theorem the subnormal chain G⊲H ⊲ {e} admits
a refinement equivalent to the composition series (12.26) of G. Let this be
the subnormal chain :
G = A0 ⊲A1 ⊲ · · ·⊲ At = H ⊲ At+1 ⊲ · · ·⊲An = {e} (12.27)
Clearly
G/H = A0/H ⊲A1/H ⊲ · · ·⊲ At−1/H ⊲H (12.28)
is a subnormal chain of G/H where
Ai/H
Ai+1/H
≃ Ai
Ai+1
for all 0 ≤ i ≤ t− 2. Thus (12.28) is a composition series of G/H . Further,
as (12.27) is a composition series of G.
H ⊲At+1 ⊲ · · ·⊲An = {e} (12.29)
is a composition series of H . Hence
l(G) = n = (n− t) + t = l(H) + l(G/H)
Corollary 12.23. Let G be a group with l(G) = n < ∞. Then any homo-
morphic image of G has length m ≤ n.
Proof: If n = 0, then G = {e}, and the result is clear. Hence, let n ≥ 1,
and
φ : G→ A
be an onto homomorphism. Let K = Kerφ. Then by the corollary 5.35,
G/K is isomorphic to A. Hence the result follows from the lemma. 
NOTE: We have not proved the natural result that for any subgroup H of
a group G, l(H) ≤ l(G). Analyse this.
Apart from the concepts of subnormal chain and composition series of a
group studied above, the following definitions are also of interest.
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Definition 12.24. Let G be a group. Then
(a) A subnormal chain
G = G0 ⊲G1 ⊲ · · ·⊲Gn−1 ⊲Gn = {e}
of G is called a normal chain if Gi ⊳ G for all i ≥ 0. Further, if
Gi 6= Gi+1 for any i, then n is called the length of the normal chain.
The factor groups Gi/Gi+1 are called factors of the normal chain.
(b) A normal chain
G = G0 % G1 % · · · % Gn−1 % Gn = {e}
of G is called a chief series or principal series of length n if Gi+1 is
maximal in Gi for all i ≥ 0.
Definition 12.25. Two normal chains of a group are called equiva-
lent if those are equivalent subnormal chains.
Remarks 12.26. (i) A chief series of a group G admits no proper refinement
into a normal chain.
(ii) The factors of a chief series of a group are not necessarily simple groups.
However, if the group is abelian, then all the factors of a chief series are
simple, hence are cyclic of prime order.
Following the proof of corollary 12.16, it is easy to prove :
Exercise 12.27. Any two principal series of a group G are equivalent.
Theorem 12.28. Let
G = G0 % G1 % G2 % · · · % Gn−1 % Gn = {e}
be a chief series of a finite group G with length n ≥ 1. Then Gn−1 is isomor-
phic to a subgroup of a finite direct product of simple groups all of which are
isomorphic to each other.
Proof: If Gn−1 is simple, there is nothing to prove. Let Gn−1 be non-
simple and let K be a maximal normal subgroup of Gn−1. Then Gn−1/K
is a simple group. Let K = K1, K2, · · · , Kt be all distinct conjugates of K
in G. Clearly, Gn−1 is a minimal normal subgroup of G. Hence K is not
normal in G. Therefore t > 1. Note that H = ∩ti=1Ki is a normal subgroup
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of G contained in K $ Gn−1. Therefore H = {e}. If Ki = xiKx−1i for some
xi ∈ G, then the inner automorphism:
τxi : G → G
g 7→ xigx−1i
induces the isomorphism.
τxi : Gn−1/K → Gn−1/Ki
gK 7→ τxi(g)Ki
Therefore each Gn−1/Ki is a simple group isomorphic to G/K. As H = {e},
it is easy to see that the map:
Gn−1 →
∏t
i=1Gn−1/Ki
x 7→ (xK1, xK2, · · · , xKt)
is a monomorphism. Hence the result follows. 
Corollary 12.29. In the theorem if G has a composition series with abelian
factors, then Gn−1 is an abelian group of order p
α (p: prime, α ≥ 1) where
◦(x) = p for all x( 6= e) in Gn−1.
Proof: By theorem 12.15, given a composition series of G, the subnormal
chain
G = G0 % G1 % · · · % Gn−1 % K % {e} (12.30)
has a refinement equivalent to the composition series of G. AsK is a maximal
normal subgroup of Gn−1, Gn−1/K is a factor group of any refinement of the
subnormal chain (12.30). Further, as G has a composition series with abelian
factor groups, by theorem 12.15, any composition series of G has abelian
factor groups. Therefore Gn−1/K is abelian. Now, as Gn−1/K is abelian
simple group, it is cyclic of order p for a prime p. The result, now, follows
from the proof of the theorem. 
EXERCISES
1. Find the length of the symmetric group Sn for n ≥ 2.
2. Write composition series for the groups C124, D8, and S4.
3. Give two non-isomorphic groups with equal length.
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4. Give two non-isomorphic, non-abelian, groups with equal length.
5. Find length of the group Gl2(ZZ3).
6. Let G be a finite p-group with ◦(G) = pn, n ≥ 1. Prove that G has a
composition series of length n.
7. Let Cn be a cyclic group of order n. Prove that if n = p
α1
1 p
α2
2 · · · pαkk
where αi ≥ 1 and p1, p2, · · · , pk are distinct primes, then l(Cn) =∑n
i=1 αi.
8. Prove that if a finite group G has a subnormal chain with all its factor
groups abelian, then G has a subnormal chain with all factor groups
cyclic.
9. Show that a group is finite if and only if it has a subnormal chain with
all factor groups finite.
10. Prove that the group G =
⋃
n≥1 Sn (Exercise 23, Chapter 9) has a
composition series, but has a subgroup H which has no composition
series nor a principal series.
If H is a subnormal subgroup of a group G, then the smallest t for
which there exists a chain
G = H0 ⊲6= H1 ⊲6= · · ·⊲6= Ht−1 ⊲6= Ht = H
of subgroups of G is denoted by m(G,H).
11. LetH be a subnormal subgroup of a groupG. For i ≥ 0, defineH0 = G,
and Hi, the normal closure of H in Hi−1 for all i ≥ 1. Prove that
G = H0 ⊲6= H1 ⊲6= · · ·⊲6= Hm−1 ⊲6= Hm = H
wherem = m(G,H). Further, show that if α ∈ AutG such that α(H) =
H , then α(Hi) = Hi for all i ≥ 0.
12. Prove that for any subnormal subgroup H of a group G and α ∈ AutG,
α(H) is subnormal in G and m(G,H) = m(G,α(H)).
13. Let A,B be two subnormal subgroups of a group G such that A ⊂
NG(B). Prove that AB is a subnormal subgroup of G.
(Hint : use induction on m(G,B))
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14. LetH be a subgroup of a groupG. Let S = {A ⊂ H A : subnormal subgroup of G}
has a maximal subgroup M with respect to containment. Prove that
M is normal in H .
15. Let the group G admits a composition series. Prove that :
(i) Any non-empty set of subnormal subgroups of G contains a maximal
element.
(ii) Show that if A,B are subnormal subgroups of G, then gp{A,B} is
a subnormal subgroup of G.
16. Let A,B be two subgroups of a group G such that A is subnormal in
G. Prove that :
(i) If m(G,A) = t, then m(NG(A), A) = t− 1.
(ii) If A,B are finite, then gp{A,B} is a finite subgroup of G.
(Hint : use induction on m(G,H))
17. Let for a subgroup A of a group G, [G : H ] < ∞. Prove that if A
commutes with all its conjugates then A is subnormal in G.
18. Any factor group of a chief series of a finite group G is isomorphic to
a subgroup of a finite direct product of simple groups all of which are
isomorphic to each other.
19. In the exercise 18 if we assume that G has a composition series with
abelian factor groups, then any factor group of a chief series is an
abelian p-group with all its non-identity elements with order p (the
prime p need not be same for all factor groups).
20. LetM be a subnormal subgroup of a finite group G. Prove that ifM is
maximal with respect to the properties that it is subnormal in G and
contains a unique Sylow-p subgroup then M ⊳G.
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Chapter 13
Solvable And Nilpotent Groups
1 In this chapter, we introduce the concepts solvable and nilpotent groups
using the idea of subnormal chain. We define:
Definition 13.1. A group G is called Solvable if there exists a sub-
normal chain
G = G0 ⊲G1 ⊲G2 ⊲ · · ·⊲Gn−1 ⊲Gn = {e}
of G with all its factors G0/G1, G1/G2, . . . Gn−2/Gn−1, and Gn−1 abelian
groups.
Examples 13.2. 1. Any abelian group is solvable.
2. The symmetric groups S2,S3 and S4 are solvable. The group S2 is cyclic
of order 2, moreover,
S3 ⊲ A3 ⊲ {e}
is a normal chain of S3 where
S3
A3
is cyclic of order 2 and A3 is cyclic of order
3. Further,
S4 ⊲ A4 ⊲H ⊲ {e}
where H = {(12)(34), (13)(24), (14)(23), e}. Here S4
A4
is cyclic of order 2, A4
H
is cyclic of order 3 and H is abelian.
Exercise 13.3. Show that Sn is not solvable for n > 4.
1contents group13.tex
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Definition 13.4. Let G be a group. Then
(i) G′ = [G,G] = gp{[a, b]|a, b ∈ G} is called the 1st derived group of
G. In general, for n ≥ 2, we define G(n) = (G(n−1))′, the 1st derived
group of Gn−1, as the nth derived group of G. The 0th derived group
G0 of G is defined to be G.
(ii) For any two subgroups A, B of a group G, we write
[A,B] = gp{[x, y]|x ∈ A, y ∈ B}.
Remark 13.5. For any two subgroups A,B of a group G, [A,B] = [B,A].
Definition 13.6. A subgroup H of a group G is called a characteristic
subgroup of G if φ(H) ⊂ H for all φ ∈ AutG.
Remarks 13.7. (i) For a group G, the identity subgroup and G are charac-
teristic subgroups of G.
(ii) Let H be a characteristic subgroup of a group G. Let for g ∈ G, τg
denotes the inner automorphism determined by g. Then τg(H) ⊂ H i.e.,
gHg−1 ⊂ H . Hence H ⊳G.
(iii) If H is a characteristic subgroup of G and φ ∈ AutG. Then, as
φ−1 ∈ AutG, φ−1(H) ⊂ H . Hence H ⊂ φ(H), and consequently φ(H) = H
for all φ ∈ AutG.
Lemma 13.8. Let K ⊂ H be subgroups of a group G such that H is a
characteristic subgroup of G and K is a characteristic subgroup of H. Then
K is a characteristic subgroup of G.
Proof: Let φ ∈ AutG. AsH is a characteristic subgroup ofG, φ(H) = H.
Hence φ ∈ AutH. Now, as K is a characteristic subgroup of H , φ(K) ⊂ K.
Thus K is a characteristic subgroup of G. 
Lemma 13.9. Let H be a characteristic subgroup of a group G , and K/H
be a characteristic subgroup of G/H, then K is a characteristic subgroup of
G.
Proof: Since H is a characteristic subgroup of G, H ⊳ G. Hence G/H
makes sense. Now, let α ∈ AutG. Then α(H) = H . Therefore α induces the
automorphism:
α¯ : G/H → G/H
xH 7→ α(x)H
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on the factor group G/H. Hence α¯(K/H) = K/H , and consequently α(K) ⊂
K. Thus K is a characteristic subgroup of G. 
Lemma 13.10. Center of a group G is a characteristic subgroup of G.
Proof: Let α ∈ AutG, and x ∈ Z(G). Then, for any a ∈ G
α(xa) = α(ax)
⇒ α(x)α(a) = α(a)α(x)
⇒ α(x) ∈ Z(G) since α(G) = G
⇒ α(Z(G)) ⊂ Z(G)
Thus Z(G) is a characteristic subgroup of G. 
Lemma 13.11. If A, B are characteristic subgroups of a group G then so is
[A,B].
Proof: Let α ∈ Aut G. Then for any x ∈ A, y ∈ B,
α[x, y] = [α(x), α(y)] ∈ [A,B]
⇒ α[A,B] ⊂ [A,B]
Hence [A,B] is a characteristic subgroup of G. 
Lemma 13.12. Let K ⊂ H be two subgroups of a group G, where H ⊳ G
and K is a characteristic subgroup of H. Then K ⊳G.
Proof: As H ⊳ G, for any x ∈ G, for the inner automorphism τx of G
determined by x, τx(H) = H . Hence τx ∈ AutH for all x ∈ G. As K is a
characteristic subgroup of H , τx(K) ⊂ K i.e., xKx−1 ⊂ K. Hence K ⊳ G.

Exercise 13.13. Prove that for a subgroup H of a group G, H ⊳ G if and
only if [G,H ] ⊂ H .
Lemma 13.14. Let A,B,H be subgroups of a group G such that B ⊂ A and
[G,A] ⊂ B. Then HB is a normal subgroup of HA
Proof: By assumption,
[G,A] ⊂ B ⊂ A
⇒ A⊳G
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Further,
[G,B] ⊂ [G,A] ⊂ B
⇒ B ⊳G
Thus HB ⊂ HA are subgroups of G (Lemma 3.29). For any a ∈ A, h ∈ H ,
ahHBh−1a−1 = BaHa−1
and
Baha−1 = Baha−1h−1h
= B[a, h]h
= Bh since [a, h] ∈ [G,A] ⊂ B
Hence
ahHBh−1a−1 ⊂ BH = HB
⇒ HB ⊳HA
Lemma 13.15. All derived groups of a group G are characteristic subgroups
of G.
Proof: By definition of characteristic subgroup, G0 = G is a character-
istic subgroup of G. For n ≥ 1, we shall prove the result by induction on n.
Let n = 1. If φ ∈ AutG and a, b ∈ G, then
φ[a, b] = φ(aba−1b−1)
= φ(a)φ(b)φ(a)−1φ(b)−1
= [φ(a), φ(b)]
⇒ φ(G′) ⊂ G′
Hence G′ is a characteristic subgroup of G. Thus the result holds for n = 1.
Now, let n ≥ 1 and Gn is a characteristic subgroup of G. By the case n = 1,
Gn+1 = (Gn)′ is a characteristic subgroup of Gn. Thus, using lemma 13.8,
Gn is a characteristic subgroup of G for all n ≥ 1. 
Remark 13.16. In view of the above lemma, for any group G,
G⊲G′ ⊲G2 ⊲ · · ·⊲Gn ⊲Gn+1 ⊲ · · ·
is possibly an infinite chain of normal subgroups of G. This is called the
derived chain of G.
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Lemma 13.17. Let H be a normal subgroup of a group G. Then G
H
is an
abelian group if and only if G′ ⊂ H.
Proof: If G
H
is abelian, then for any a, b ∈ G,
aH.bH = bH.aH
⇒ abH = baH
⇒ Haba−1b−1 = H
⇒ [a, b] = aba−1b−1 ∈ H
⇒ gp{[a, b] | a, b ∈ G} = G′ ⊂ H
Conversely if G′ ⊂ H , then for any a, b ∈ G,
[a, b] = aba−1b−1 ∈ H
⇒ Haba−1b−1 = H
⇒ Hab = Hba
⇒ (Ha)(Hb) = (Hb)(Ha)
Hence G
H
is an abelian group. 
Lemma 13.18. A group G is solvable if and only if Gt, the tth derived group
of G, is identity for some t ≥ 1.
Proof: Let G be a solvable group. Then there exists a subnormal chain
G = G0 ⊲G1 ⊲G2 · · ·⊲Gt−1 ⊲Gt = {e}
such that Gi
Gi+1
is abelian for all i ≥ 0. We shall show that Gi ⊃ Gi, the ith
derived group, for all i ≥ 0. Clearly G0 = G = G0. Let for i ≥ 0, we have
proved that Gi ⊂ Gi. As GiGi+1 is abelian, by the lemma 13.17, Gi′ ⊂ Gi+1.
Hence Gi+1 = (Gi)′ ⊂ Gi′ ⊂ Gi+1. Therefore by induction Gi ⊂ Gi for all
i ≥ 0. Thus, in particular, Gt ⊂ Gt = {e}. Hence Gt = {e}. Conversely, if
Gt = {e} for some t ≥ 1, then
G = G0 ⊲G1 ⊲G2 · · ·⊲Gt−1 ⊲Gt = {e}
is a normal chain of G and Gi
Gi+1
= Gi
(Gi)′
is abelian group for all i ≥ 0 (Lemma
13.17). Hence the result follows. 
Lemma 13.19. Let G be a solvable group. Then any subgroup as well as
homomorphic image of G is solvable.
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Proof: As G is solvable, by lemma 13.18, Gt = {e} for some t ≥ 1. Let
H be a subgroup of G. As H ⊂ G, it is clear that
H ′ = gp{[x, y] | x, y ∈ H} ⊂ G′
. Let for i ≥ 1, we have H i ⊂ Gi. Then
H i+1 = (H i)
1 ⊂ (Gi)1 = Gi+1.
Hence by induction, H i ⊂ Gi for all i ≥ 0. Now, as Gt = {e}, H t = {e}.Thus
H is solvable. Next, let φ : G → A be an onto homomorphism. As for any
x, y ∈ G, φ[x, y] = [φ(x), φ(y)], it is clear that φ(G′) = A′. Now, let for i ≥ 1,
φ(Gi) = Ai. Then, as above
φ(Gi+1) = φ((Gi)
′
) = (Ai)
′
= Ai+1.
Hence by induction, φ(Gi) = Ai for all i ≥ 1. Therefore At = φ(Gt) = {e}.
Hence A is solvable. 
Exercise 13.20. Prove that Gln(IR), and Sln(IR) are not solvable for any
n ≥ 3.
Lemma 13.21. A finite direct product of solvable groups is solvable.
Proof: Let G1, G2, · · ·Gn be n solvable groups and let
G = G1 ×G2 × · · · ×Gn
be the direct product of G′is. By definition of derived groups it is clear that
G′ = G1
′ ×G2′ × · · · ×Gn′
Using induction, one can easily see that
Gi = G1
i ×G2i × · · · ×Gni
for all i ≥ 0 i.e., the ith derived group of G is the product of ith derived
groups of Gl, 1 ≤ l ≤ n. As each Gl is solvable, by lemma 13.18, there exists
t ≥ 1 such that Glt = {e} for all l ≥ 1. Hence
Gt = G1
t ×G2t × · · · ×Gnt = {id}
Therefore G is solvable. 
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Remark 13.22. From the proof of the lemma it is clear that if G is solv-
able then so is each Gi. This also follows from the fact that each Gi is a
homomorphic image of G (Lemma 13.19).
Lemma 13.23. Let Hbe a normal subgroup of a group G. If H and G
H
are
solvable then G is solvable.
Proof: Let η : G→ G
H
be the natural homomorphism. As seen in lemma
13.19, η(Gi) = (G
H
)i for all i ≥ 0. As G
H
is solvable, there exists l ≥ 1 such
that (G
H
)l = id. Hence
η(Gl) = id
⇒ Gl ⊂ H
⇒ (Gl)i ⊂ H i ∀i ≥ 0
As H is solvable, there exists s ≥ 1 such that Hs = id. Hence
Gl+s = (Gl)
s ⊂ Hs = id
⇒ Gl+s = id
Therefore G is solvable. 
Corollary 13.24. Any finite p-group is solvable.
Proof: Let G be a finite p-group with o(G) = ps. We shall prove the
result by induction on s. If s = 0, G = id. Hence G is clearly solvable. Now,
assume s ≥ 1. By theorem 8.27, o(Z(G)) = pm, m ≥ 1. Now, Z(G)⊳G and
is solvable since it is abelian. If Z(G) = G, then the result clearly holds. If
Z(G) $ G, then o( G
Z(G)
) = ps−m < ps. Hence G
Z(G)
is solvable by induction.
Now, G is solvable by lemma 13.23. 
Lemma 13.25. A finite group G is solvable if and only if G has a composi-
tion series with all its factor groups cyclic of prime orders.
Proof: Let G be solvable, then G has a subnormal chain with all the
factor groups abelian. Therefore any subnormal chain which is a refinement
of this chain has abelian factor groups. Since G is finite, any subnormal
chain can be refined to a composition series. Therefore G has a composition
series with abelian factor groups. As factor groups of a composition series are
simple, and a simple abelian group is cyclic of prime order, the direct part
of the lemma follows. The converse of the statement is clear by definition of
solvable group. 
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Theorem 13.26. Let G be a finite group and p, q, r be primes. Then
(i) If ◦(G) = pq or p2q, G is solvable.
(ii) If p > q > r and ◦(G) = pqr, G is solvable.
Proof: (i) We can assume that p, q are distinct primes, since otherwise
the result follows by corollary 13.24. By theorem 10.24, G contains a proper
normal subgroup H(say). If ◦(G) = pq, then ◦(H) = p or q. Therefore by
corollary 13.24, H and G/H are solvable, and hence G is solvable (Lemma
13.23). Next, let ◦(G) = p2q. Then ◦(H) = p or q or pq or p2. Hence again
H and G/H are solvable by the corollary 13.24 in case ◦(H) = p2 or q and
by the corollary 13.24 and the case ◦(G) = pq in case ◦(H) = pq or p. Thus
G is solvable by lemma 13.23.
(ii) By theorem 10.23, G has only one Sylow p-subgroup H(say). Then H
is normal in G by corollary 10.12 and is a solvable group (Corollary 13.24).
Further by (i), G/H is solvable. Hence G is solvable (Lemma 13.23). 
Theorem 13.27. Let G be a finite solvable group with ◦(G) = mn where
m ≥ 1, n ≥ 1 are integers such that (m,n) = 1. Then
(i) G contains a subgroup of order m.
(ii) Any two subgroups of G with order m are conjugate.
(iii) If H is a subgroup of G with ◦(H) dividing m, then H is contained in a
subgroup of order m in G.
Proof: If m = 1 or n = 1, the result is trivial. Hence assume m > 1, n >
1. Let m = pa where p is a prime and a ≥ 1. Then the result follows from
Sylow’s first and second theorems (Theorems 10.3 and 10.9) and theorem
10.16. Thus we can assume that m > 1, n > 1, and G is not a p-group. We
shall use induction on ◦(G) to prove the result in this case. Let us consider
the two cases:
Case I: The group G contains a proper normal subgroup K with ◦(K) =
m1n1 such that m = m1m2, n = n1n2 and n2 > 1.
As (m,n) = 1, (mi, nj) = 1 for all 1 ≤ i, j ≤ 2. Further, G/K is a solvable
group (Lemma 13.19), and ◦(G/K) = m2n2 < ◦(G) since ◦(K) > 1.We shall
first prove (i). By induction, there exists a subgroup B/K of G/K of order
m2 where B is a subgroup of G containing K. We have ◦(B) = mn1 < mn,
since n2 > 1. As B is solvable (Lemma 13.19), by induction, B contains a sub-
group of order m. Thus (i) holds. To prove (ii), letM,N be two subgroups of
G of order m. As K⊳G, MK is a subgrop of G containingM and K. There-
fore ◦(M) = m and ◦(K) = m1n1 divide ◦(MK). Consequently mn1 divides
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◦(MK). Next, note that ◦(MK) divides ◦(M) ◦ (K) = mm1n1 as well as
◦(G) = mn. Hence ◦(MK) divides mn1. Consequently ◦(MK) = mn1. Sim-
ilarly, we get ◦(NK) = mn1. Thus ◦(MK/K) = m2 = ◦(NK/K). The factor
group G/K is solvable of order m2n2 < n where (m2, n2) = 1, and MK/K
and NK/K are subgroups of G/K each of order m2. Hence, by induction,
MK/K and NK/K are conjugate in G/K. Thus there exists an element
g ∈ G such that gNg−1K =MK. Now, gNg−1 and M are two subgroups of
MK of order m, and MK is solvable group of order mn1 < ◦(G). Therefore,
by induction, gNg−1 is conjugate of M in MK. Consequently M and N
are conjugate in G. This proves (ii). To prove (iii), let M ′ be a subgroup
of G with ◦(M ′) = m′, a divisor of m. Clearly ◦(M ′K/K) divides ◦(M ′),
and hence m = m1m2. Also ◦(M ′K/K) divides ◦(G/K) = m2n2. Therefore
◦(M ′K/K) divides m2. Hence, by induction, M ′K/K is contained in a sub-
group B/K of G/K with order m2. We have ◦(B) = mn1 < ◦(G) where
B is a subgroup of G containing M ′K. Now, M ′ is a subgroup of B with
◦(M ′) = m′ dividing m. Hence, as B is solvable group with ◦(B) < ◦(G), by
induction, M ′ is contained in a subgroup D of B of order m. Thus (iii) is
proved.
We, now, consider the situation when G does not contain any proper normal
subgroup as described in case I. As G is solvable, G has a composition series
with abelian factor groups (Lemma 13.25). Hence, by corollary 12.29, the
smallest normal subgroup K in a chief series of G is an abelian group of order
pa where p is a prime and a ≥ 1. If n 6= pa, then K will be a proper normal
subgroup of G as in case I. Hence assume n = pa. Clearly, we can assume
that any minimal normal subgroup of G has order pa since otherwise we fall
in case I. As K⊳G, by Sylow’s second theorem, K is unique minimal normal
subgroup of G (use: K is Sylow p-subgroup of G). We, now, consider the
following:
Case II: G has unique minimal normal subgroup K with ◦(K) = n = pa
where p is a prime and a ≥ 1.
Let L be a minimal normal subgroup of G containing K. Then L/K is a
minimal normal subgroup of the solvable group G/K. Hence, as seen above,
by corollary 12.29, L/K is an abelian group of order qb, b ≥ 1, where q is a
prime dividing ◦(G/K) = m. Clearly q 6= p, and ◦(L) = paqb. Let Q be a
Sylow q-subgroup of L. Then L = QK. Put E = NG(Q), and C = E ∩K. If
C = {e}, then all conjugates of Q with respect to elements of K are distinct.
Thus the number of conjugates of Q in G i.e., [G : E] ≥ pa = ◦(K). Further,
as L⊳G, the number of conjugates of Q in G equals to the number of con-
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jugates of Q in L by Sylow’s second theorem. Thus [G : E] ≤ [L : Q] = pa.
Consequently [G : E] = pa, and E is a subgroup of order m in G. There-
fore if C = id, then statement (i) is proved. Now, let C 6= id. We have
(◦(K), ◦(Q)) = 1, hence K ∩Q = id. Thus as C ⊂ K,C ∩Q = id. We have
K ⊳G, hence C ⊳E. Further, by the definition of normaliser, Q⊳E. Hence
as C ∩Q = id, elements of C and Q commute (use: [x, y] ∈ C ∩Q = {e}, for
all x ∈ C, y ∈ Q). As K is abelian, and L = QK, it is clear that C ⊂ Z(L).
Note that Z(L) is a characteristic subgroup of the normal subgroup L of G.
Therefore Z(L) ⊳ G (Lemma 13.12). As K ⊳ G,Z(L) ∩ K ⊳ G. We have
Z(L) ⊂ NG(Q) = E, and C ⊂ Z(L). Hence E∩K = C ⊂ Z(L)∩K ⊂ K. As
K is a minimal normal subgroup of G and Z(L) ∩K is a non-trivial normal
subgroup of G, K = Z(L) ∩ K. Thus Z(L) ⊃ K i.e., elements of K and
Q commute. Hence L = K × Q. This shows that Q ⊳ L. Thus Q is unique
Sylow q-subgroup of L. Now, as L⊳G,Q⊳G. Note that any minimal normal
subgroup G contained in Q has order qα for some α ≥ 1. This contradicts
the fact that K is unique minimal normal subgroup of G. Thus the case
C 6= id does not arise. Hence (i) is proved in case II. In fact E = NG(Q)
is a subgroup of order m in case II. Now, we shall prove (ii). Let N be any
subgroup of G with order m. Then
NL ⊃ NK
⇒ ◦(NL) ≥ ◦(NK) = mpa
⇒ NL = G
⇒ G/L ∼= N/N ∩ L
⇒ ◦(G)/ ◦ (L) = ◦(N)/ ◦ (N ∩ L)
i.e., mp
a
paqb
= m◦(N∩L)
⇒ ◦(N ∩ L) = qb
Let Q2 be a Sylow q-subgroup of N and let Q1 be a Sylow q-subgroup of
G containing Q. Since ◦(G) = mpa, q 6= p, and (m, p) = 1, clearly Q2 is a
Sylow q-subgroup of G as well. Hence by Sylow’s second theorem, Q1 and
Q2 are conjugates in G. Therefore Q2 contains a conjugate of Q. As L⊳G,
N ∩ L ⊳ N. If for g ∈ G, g−1Qg ⊂ Q2, then g−1Qg ⊂ N. Also g−1Qg ⊂ L.
Therefore
g−1Qg ⊂ N ∩ L
⇒ g−1Qg = N ∩ L since ◦ (Q) = ◦(N ∩ L) = qb
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As N ∩ L⊳N, we have
N ⊂ NG(g−1Qg) = g−1NG(Q)g
= g−1Eg
⇒ N = g−1Eg since ◦ (N) = m = ◦(E)
This proves (ii) in case II. Finally, we shall prove (iii). Let M ′ be a subgroup
of G with ◦(M ′) = m′ such that m′ divides m. If m = m′, there is nothing
to prove. Hence let m′ < m. Clearly EM ′K = G. Therefore
◦(G) = ◦(E)◦(M ′K)
◦(E∩M ′K)
⇒ mpa = mm′pa◦(E∩M ′K) since ◦ (M ′K) = m′pa
⇒ m′ = ◦(E ∩M ′K)
Note that M ′ and E ∩M ′K are subgroups of M ′K with order m′, where
M ′K is a solvable group of order m′pa < mpa = ◦(G). Hence, by induction,
M ′ and E ∩M ′K are conjugate in M ′K. If for g ∈ G,
g−1(E ∩M ′K)g =M ′
⇒ g−1Eg ⊃M ′
Thus g−1Eg is a subgroup of order m in G containing M ′. Thus the proof is
complete. 
Remark 13.28. The first property of the theorem characterizes finite solv-
able groups. The proof of this fact is beyond our scope of study.
Nilpotent groups :
We first define upper central chain of a group G. Put Z0(G) = {e},
Z1(G) = Z(G), the centre of G, and for i ≥ 1,
Z(
G
Zi(G)
) =
Zi+1(G)
Zi(G)
.
By lemma 13.10, Z(G) is a characteristic subgroup of G. Hence, using induc-
tion and lemma 13.9, Zi(G) is a characteristic subgroup of G for all i ≥ 1.
The chain
{e} = Z0(G) ⊂ Z1(G) ⊂ Z2(G) ⊂ · · ·
of characteristic subgroups of G is called the upper central chain of G. Note
that by definition, [G,Zi+1(G)] ⊂ Zi(G) for all i ≥ 0.
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Definition 13.29. A group G is said to have upper central series/
chain of length m if
{e} = Z0(G) $ Z1(G) $ · · ·Zm−i(G) $ Zm(G) = G.
We,now define the lower central chain of a group G. Put Γ0 =
G,Γ1(G) = [G,Γ0(G)], and for all i ≥ 1, Γi+1(G) = [G,Γi(G)]. Note that
Γ1(G) = [G,G] = G
′ is a characteristic subgroup of G (Lemma 13.15). Fur-
ther, if Γi(G) is a characteristic subgroup of G, then for any α ∈ AutG,
α(Γi+1(G)) = α[G,Γi(G)]
= [α(G), α(Γi(G))]
= [G,Γi(G)] = Γi+1(G)
Therefore Γi+1(G) is a characteristic subgroup of G. Hence, by induction,
Γi(G) is a characteristic subgroup of G for all i ≥ 0. The chain
G = Γ0(G) ⊃ Γ1(G) ⊃ Γ2(G) · · ·
is called the lower central chain/series of G.
Definition 13.30. A group G is said to have lower central series/
chain of length m if
G = Γ0(G) % Γ1(G) % · · ·Γm−1(G) % Γm(G) = {e}.
Generalising the concepts of upper and lower central chains of a group
G, we define:
Definition 13.31. Let G be a group. A chain
G = H0 ⊃ H1 ⊃ · · · ⊃ Hl = {e},
of normal subgroups of G is called a central chain / series of G if
[G,Hi] ⊂ Hi+1 for all i = 0, 1, · · · , l − 1.
Remarks 13.32. (i) By definition, it is clear that
Hi
Hi+1
⊂ Z( G
Hi+1
)
for all i.
(ii) Any chain of normal subgroups of G which refine a central chain is a
central chain of G.
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Theorem 13.33. A group G has upper central chain of length m if and only
if G has lower central chain of length m.
Proof: Suppose G has upper central chain of length m. Then
{e} = Z0(G) $ Z1(G) $ · · ·Zm−i(G) $ Zm(G) = G.
We shall prove by induction that Γi(G) ⊆ Zm−i(G) for all i ≥ 0. If i = 0,
then G = Γ0(G) ⊆ Zm(G) = G. Now, let t ≥ 1, and Γj(G) ⊆ Zm−j(G) for
all 0 ≤ j ≤ t− 1. Then
Γj+1(G) = [G,Γj(G)] ⊆ [G,Zm−j(G)] ⊆ Zm−j−1(G)
⇒ Γt(G) ⊂ Zm−t(G) .
Hence, by induction, Γi(G) ⊆ Zm−i(G) for all i ≥ 0. In particular, Γm(G) ⊆
Z0(G) = {e}. Therefore G has lower central chain of length ≤ m.
Next, let G has lower central chain of length m. i.e.,
G = Γ0(G) % Γ1(G) % · · ·Γm−1(G) % Γm(G) = {e}.
We shall prove by induction that Γm−i(G) ⊆ Zi(G) for all i ≥ 0. If i = 0,
then {e} = Γm(G) ⊆ Z0(G) = {e}. Now, let t ≥ 1, and let Γm−j(G) ⊆ Zj(G)
for all j < t. Then, by our assumption
Γm−t+1(G) = [G,Γm−t(G)] ⊂ Zt−1(G)
⇒ [g, x] ∈ Zt−1(G) for all g ∈ G and x ∈ Γm−t(G)
⇒ Zt−1(G)[g, x] = Zt−1(G)
⇒ Zt−1(G)gZt−1(G)x = Zt−1(G)xZt−1(G)g
⇒ Zt−1(G)x ∈ Z(G/Zt−1(G)) = Zt(G)/Zt−1(G)
⇒ x ∈ Zt(G)
⇒ Γm−t(G) ⊂ Zt(G)
Hence, by induction, Γm−i(G) ⊆ Zi(G) for all i ≥ 0. In particular, G =
Γ0(G) ⊆ Zm(G). Hence G has upper central chain of length ≤ m. Thus the
result is proved. 
Definition 13.34. A group G is called Nilpotent if G has an upper
(lower) central chain of finite length. We say that G is Nilpotent
of class m if its upper (lower) central chain has length m.
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Remarks 13.35. (i) A nilpotent group is solvable.
If G is a nilpotent group of class m, then G has upper central chain of length
m. i.e.,
{e} = Z0(G) $ Z1(G) $ · · ·Zm−i(G) $ Zm(G) = G (13.1)
As Zi(G) is a characteristic subgroup of G for all i ≥ 0, (13.1) is a normal
chain of G. By definition
Zi+1
Zi(G)
= Z(
G
Zi(G)
) ∀i ≥ 0.
Hence all factor groups of the normal chain (13.1) are abelian. This proves
G is solvable.
(ii)If G = {e}, then G is nilpotent of class 0. Further, if G is an abelian
group of order > 1, then Z1(G) = G. Therefore G is nilpotent of class 1.
(iii) A nilpotent group need not be abelian. e.g., if G is the group of quater-
nions (Example 1.13), then
Z1(G) =
{[
1 0
0 1
]
,
[ −1 0
0 −1
]}
and o( G
z1(G)
) = 4, which is abelian (Corollary 8.28). Hence
{e} = Z0(G) $ Z1(G) $ Z2(G) = G
is the upper central chain of G. Thus G is nilpotent of class 2.
(iv) A solvable group need not be nilpotent.
Let G = S3, the symmetric group on three symbols. We have observed that
S3 is solvable, and also noted that Z(S3) = {id}. Hence S3 does not have an
upper central chain and thus is not nilpotent.
Exercise 13.36. Let G be a group and xi ∈ G for i = 1, 2, · · · , n. A com-
mutator of weight n in x1, x2, · · · , xn is defined to be x1 if n = 1, [x1, x2] if
n = 2 and [x1, · · · , xn] = [x1, [x2, · · · , xn−1, xn]] for n ≥ 3. Prove that G is
nilpotent of class m if and only if [a1, a2, · · · , am+1] = e for a′is in G.
Exercise 13.37. Prove that for a group G, Γi(Γj(G)) ⊂ Γi+j(G) for all
i ≥ 0, j ≥ 0. Then deduce that if G is nilpotent of class m, then for any
i ≤ m, Γi(G) is nilpotent of class ≤ m− i.
237
Lemma 13.38. Let G be a nilpotent group. Then
(i) Every subgroup of G is nilpotent.
(ii) Any homomorphic image of G is nilpotent.
Proof: (i) LetH be a subgroup of G. We have H = Γ0(H) ⊂ Γ0(G) = G.
Further, if Γi(H) ⊂ Γi(G), then
Γi+1(H) = [H,Γi(H)] ⊂ [G,Γi(G)] = Γi+1(G).
Hence by induction, Γi(H) ⊂ Γi(G) for all i ≥ 0. If G is nilpotent of class m,
then Γm(H) ⊂ Γm(G) = {e}. Therefore Γm(H) = {e}. Thus H is nilpotent
of class ≤ m.
(ii) Let for a group K, f : G→ K be an onto homomorphism. Then
f(Γo(G)) = f(G) = K = Γ0(K)
Further, let for some i ≥ 0, f(Γi(G)) = Γi(K). Then
f(Γi+1(G)) = f [G,Γi(G)]
= [f(G), f(Γi(G))]
= [K,Γi(K)]
= Γi+1(K)
Hence, by induction f(Γi(G)) = Γi(K) for all i ≥ 0. If G is nilpotent of class
m, then Γm(G) = {e}. Therefore Γm(K) = f(Γm(G)) = {e}. Thus K is
nilpotent of class ≤ m. 
Corollary 13.39. Any factor group of a nilpotent group is nilpotent.
Proof: As a factor group of a group is its homomorphic image, the result
follows from (ii).
Remark 13.40. If G is a nilpotent group and H ⊳G, then from the lemma
H and G
H
are nilpotent. The converse is not true e.g., if G = S3, then G is
not nilpotent, but, for H = A3 ⊳ S3 = G, H is cyclic of order 3 and
G
H
is
cyclic of order 2, hence both G and G
H
are nilpotent.
Lemma 13.41. Any finite p-group is nilpotent.
Proof: Let G be a finite p-group. Then o(G) = pm, m ≥ 0. If m = 0,
G = {e} and hence is nilpotent of class 0. Let m ≥ 1, and let
{e} = Z0(G) ⊂ Z1(G) ⊂ · · ·Zi(G) ⊂ · · · (13.2)
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be the upper central chain of G. If Zi(G) 6= G for some i, then as Zi(G) is a
subgroup of G, o(Zi(G)) = p
αi for some 0 ≤ αi < m. Note that
o(
G
Zi(G)
) = pm−αi > 1.
Hence by theorem 8.27,
Zi+1(G)
Zi(G)
= Z(
G
Zi(G)
) 6= {id}
⇒ Zi+1(G) % Zi(G).
Thus in the upper central chain (13.2) of G, Zi(G) 6= G implies Zi(G) $
Zi+1(G). As G is finite we must have Zk(G) = G for some k. Hence G is
nilpotent. 
Lemma 13.42. A finite direct product of nilpotent groups is nilpotent.
Proof: Let Gi, i = 1, 2, · · · , t be nilpotent groups of class mi. Then for
m = max{mi | 1 ≤ i ≤ t}, Γm(Gi) = {e} for all i ≥ 1. Put
G = G1 ×G2 × · · · ×Gt
Then
Γ0(G) = G = G1 ×G2 × · · · ×Gt
= Γ0(G1)× Γ0(G2)× · · · × Γ0(Gt)
If
Γi(G) = Γi(G1)× Γi(G2)× · · · × Γi(Gt)
then
[G,Γi(G)] = [G1,Γi(G1)]× [G2,Γi(G2)]× · · · × [Gt,Γi(Gt)]
⇒ Γi+1(G) = Γi+1(G1)× Γi+1(G2)× · · · × Γi+1(Gt)
Hence, by induction
Γt(G) = Γt(G1)× Γt(G2)× · · · × Γt(Gt)
for all t ≥ 0. Therefore
Γm(G) = Γm(G1)× Γm(G2)× · · · × Γm(Gt) = {e}.
Consequently, G is nilpotent of class m. 
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Lemma 13.43. Let G be a nilpotent group and H $ G, a subgroup of G.
Then H $ NG(H).
Proof: Let G be nilpotent of class m. As H $ G, G 6= {e}. Hence m > 0.
Choose r maximal such that Zr(G) ⊂ H,Zr+1(G)/⊂ H. Clearly r < m, as
Zm(G) = G /⊂ H. Now, take an element x ∈ Zr+1(G), x /∈ H. Then, as
[G,Zr+1(G)] ⊂ Zr(G) ⊂ H
⇒ [h, x] ∈ H ∀h ∈ H
i.e., hxh−1x−1 ∈ H
⇒ xh−1x−1 ∈ H ∀h ∈ H
⇒ x ∈ NG(H)
HenceH $ NG(H). 
Corollary 13.44. Every subgroup H of a finite nilpotent group G is subnor-
mal.
Proof: Clearly G and the identity subgroup are subnormal in G. Hence,
let H be a proper subgroup of G. By the lemma H $ NG(H) = H1(say). If
H1 6= G, then as above, H1 $ NG(H1) = H2. If we define NG(Hi) = Hi+1 for
all i ≥ 1, then as G is finite this chain shall terminate in G. If Hr = G, then
{e}⊳H ⊳H1 ⊳ · · ·⊳Hr−1 ⊳Hr = G
is a subnormal chain of G. Hence H is subnormal.
We shall, now, prove that the corollary is true for any nilpotent group G i.e.,
G need not be finite.
Lemma 13.45. Any subgroup H of a nilpotent group G is subnormal.
Proof: Let G be nilpotent of class m. We shall prove the result by
induction on m. If m = 0, G = {e}, and if m = 1, G is abelian. Hence the
result is trivial for 0 ≤ m ≤ 1. Let m > 1. Clearly, for Z1 = Z(G), Z1H is a
subgroup of G such that H ⊳ Z1H , moreover,
G
Z1(G)
is a nilpotent group of
class m − 1. Hence by induction Z1H
Z1
is a subnormal subgroup of G
Z1
. Thus
there exists a normal chain of G of which Z1H is a member(Use : corollary
5.31). Now, as H ⊳ Z1H , the result follows.
The next lemma gives an alternative way of looking at the above statement.
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Lemma 13.46. Let G be a nilpotent group of class m and H, a subgroup
of G. Put N0 = H, N1 = NG(H) and Ni+1 = NG(Ni) for all i ≥ 1. Then
Nm = G.
Proof: The proof is clear for m = 0. Let m ≥ 1. Clearly Z1(G) ⊂
NG(H) = N1. Suppose we have proved Zk(G) ⊂ Nk. Then
[G,Zk+1(G)] ⊂ Zk(G) ⊂ Nk
⇒ [x−1, y−1] ∈ Nk ∀x ∈ Nk, y ∈ Zk+1(G)
⇒ y−1xy ∈ Nk ∀x ∈ Nk, y ∈ Zk+1(G)
⇒ y ∈ NG(Nk) = Nk+1
⇒ Zk+1(G) ⊂ Nk+1
Hence, by induction, G = Zm(G) ⊂ Nm. Thus Nm = G.
Remark 13.47. From the above statement it is clear that H is subnormal
in G.
Theorem 13.48. Let G be a finite group of order pn where n ≥ 1 and p is a
prime. Then G is cyclic of order pn if and only if G has unique composition
series of length n.
Proof: By theorem 2.38, any cyclic group of order m has exactly one
subgroup of order d for each divisor d ≥ 1 of m. Now, if G is cyclic of order
pn, let H0 = G;H1, the cyclic group of order p
n−1 in H0, and in general, Hi+1
the cyclic group of order pn−(i+1) in Hi for all i ≥ 0. Then Hi/Hi+1 is a cyclic
group of order p, hence is simple. Thus, it is clear that
G = H0 ⊲H1 ⊲ · · ·⊲Hn−1 ⊲Hn = {e}
is composition series of G of length n. To prove that the composition series
is unique note that for any two subgroups H ⊃ K in G, H/K is simple if
and only if ◦(H/K) = p. Hence if
G = A0 ⊲ A1 ⊲ A2 ⊲ · · ·⊲As−1 ⊲As = {e}
is a composition series of G, then ◦(Ai) = pn−i. Thus s = n, and the unique-
ness of the composition series follows by theorem 2.35. We shall, now, prove
the converse by induction on n. If n = 1, then G is simple. Hence, by the-
orem 8.27, ◦(G) = p. Therefore G is cyclic of order p. Now, let n > 1 and
let
G = Kn ⊲Kn−1 ⊲ · · ·⊲K1 ⊲K0 = {e}
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be the unique composition series of length n for G. Clearly Kn−1 has unique
composition series of length n − 1 and is a group of order pα. Therefore
by induction hypothesis Kn−1 is cyclic of order p
n−1. As G/Kn−1 is simple
p-group, ◦(G/Kn−1) = p. Therefore ◦(G) = pn. Further, let us note that
Ki+1/Ki is simple p-group for each 0 ≤ i ≤ n − 1. Hence ◦(Ki) = pi for all
i ≥ 0. Now, let x ∈ G−Kn−1. Then ◦(x) = pβ for some β ≤ n. Assume β < n,
and put C = gp{x}. By lemma 13.41 and corollary 13.44, C is subnormal
subgroup of G. Therefore using theorem 12.15 there exists a composition
series for G with C as its member. Now, by uniqueness of the composition
series C = Kβ. This contradicts our assumption that x ∈ G −Kn−1. Hence
β = n, and G is cyclic group of order pn. 
Theorem 13.49. Any non-trivial normal subgroup H of a nilpotent group
G intersects the center Z1(G) of G non-trivially i.e., H ∩ Z1(G) 6= {e}.
Proof: We shall prove the result by induction on the nilpotency class m
of G. Clearly m ≥ 1. If m = 1, then G is abelian and the proof is clear. Let
m > 1. If H ⊂ Z1(G), the result is immediate. Now, let H/⊂ Z1(G) = Z1.
Then Z1H % Z1 and Z1H⊳G. Hence Z1HZ1 is a nontrivial normal subgroup of
G
Z1
. Note that G
Z1
is nilpotent of class m−1. Hence by induction Z1H ∩Z2 %
Z1. Choose x ∈ Z1, h ∈ H such that xh ∈ Z2, and xh /∈ Z1. Then h /∈ Z1
and h ∈ Z2. As h /∈ Z1 there exists an element g ∈ G such that [g, h] 6= e. As
[G,Z2] ⊂ Z1 we get [g, h] ∈ Z1 ∩H . (Use: H ⊳G). Hence Z1 ∩H 6= {e}.
Lemma 13.50. Let G be a nilpotent group of class m ≥ 2. Then for any
a ∈ G, the subgroup H = gp{a, [G,G]} is nilpotent of class ≤ m− 1.
Proof: First of all, we shall show that
Zi(G) ∩H ⊂ Zi(H)
for all i ≥ 0. As Z0(G) = Z0(H) = {e}, the claim is clear for i = 0. Now, let
t ≥ 0, and Zt(G) ∩H ⊂ Zt(H). Then
[H,Zt+1(G) ∩H ] ⊂ [H,Zt+1(G)] ∩H
⇒ [H,Zt+1(G) ∩H ] ⊂ Zt(G) ∩H ⊂ Zt(H)
⇒ Zt+1(G) ∩H ⊂ Zt+1(H)
Hence by induction the claim follows. Now, for i = m− 1,
Zm−1(G) ∩H ⊂ Zm−1(H)
⇒ [G,G] ⊂ Zm−1(H)
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Thus H
Zm−1(H)
is cyclic. Note that
Z(
H
Zm−2(H)
) =
Zm−1(H)
Zm−2(H)
and
H
Zm−2(H)
Zm−1(H)
Zm−2(H)
∼= H
Zm−1(H)
is cyclic. Hence H
Zm−2(H)
is abelian. This implies Zm−1(H) = H. Therefore
the result follows. 
Theorem 13.51. Let G be a nilpotent group. Then
Gt = {x ∈ G | o(x) <∞}
is a subgroup of G. This is called the torsion subgroup of G.
Proof: We shall prove the result by induction on the nilpotency class
m of G. If m = 0, then G = {e}. Hence the result is trivial. Now, let
m ≥ 1. If m = 1, then G is abelian. Therefore the result follows by lemma
11.14. Now, let m > 1 and let the result holds for every nilpotent group of
class < m. Choose a, b ∈ Gt. By lemma 13.50 for H = gp{a, [G,G]} and
K = gp{b, [G,G]}, H t and Kt are subgroups of H and K respectively. Now,
note that for any endomorphism of a group, image of an element of finite
order is of finite. Hence H t and Kt are characteristic subgroups of H and
K respectively. Further, as [G,G] ⊂ H , H ⊳ G (Lemma 4.9) For the same
reasons K⊳G. Therefore H t⊳G and Kt⊳G (Lemma 13.12). Now, for any
x ∈ H t, if o(x) = l, then
(xKt)
l
= Kt
⇒ (xy)l ∈ Kt ∀y ∈ Kt
⇒ o(xy) < ∞ ∀x ∈ H t, y ∈ Kt
⇒ o(ab−1) < ∞
Therefore Gt is a subgroup of G. 
Lemma 13.52. If for a subgroup H of a nilpotent group G, H [G,G] = G,
then H = G.
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Proof: Let G be nilpotent of class m and let r be maximal such that
HΓr(G) = G. By assumption HΓ1(G) = H [G,G] = G. Hence r ≥ 1. We
claim r = m. If not, then by lemma 13.14,
HΓr+1(G)⊳HΓr(G) = G.
As Γr(G)/Γr+1(G) is abelian, we get
G/(HΓr+1(G)) = HΓr(G)/HΓr+1(G)
is abelian. Hence [G,G] ⊂ HΓr+1(G). Thus G = H [G,G] = HΓr+1(G).
This contradicts the maximality of r and consequently r = m. Thus H =
HΓm(G) = G. 
Corollary 13.53. If G is a nilpotent group, then [G,G] ⊂ Φ(G), the Frattini
subgroup of G.
Proof: Let x ∈ [G,G], and let for a subset S of G,
G = gp{x, S}
⇒ G = [G,G]H
where H = gp{S}. Hence by the lemma, G = gp{S}. Thus x is a non-
generator of G, and consequently [G,G] ⊂ Φ(G). 
Lemma 13.54. Let G be a torsion free nilpotent group i.e., Gt = {e}. Then
if an = bn for a, b ∈ G and n > 0, a = b.
Proof: Let G be nilpotent of class m. We shall prove the result by
induction on m. If m = 0, then G is identity. Hence there is nothing to
prove. In case m = 1, G is abelian. Therefore (ab−1)n = an(bn)−1 = e.
Hence as G is torsion free a = b. Now, let m > 1. By the lemma 13.50,
H = gp{a, [G,G]} is nilpotent of class ≤ m − 1. Clearly bab−1 ∈ H since
H ⊳G. Moreover
(bab−1)n = banb−1
= bbnb−1 = bn = an
Hence, by induction, bab−1 = a. This gives ab = ba, and consequently
(ab−1)
n
= an(bn)−1 = e. Therefore ab−1 = e i.e., a = b.
Theorem 13.55. If for a nilpotent group G, ◦(G/G′) <∞, then G is finite.
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Proof: Let G be nilpotent group of class n. We shall prove the result by
induction on n. If n ≤ 1, then G′ = id, and hence the result is trivial. Now,
let n ≥ 2. Consider the natural epimorphism:
η : G→ G/Γn−1(G) = H.
Then η induces the epimorphism:
η : G/G′ → H/H ′
xG′ 7→ η(x)H ′
As ◦(G/G′) < ∞, ◦(H/H ′) < ∞. Note that H is nilpotent of class n − 1.
Hence, by induction, ◦(H) < ∞. As Γn−1(G) ⊂ Z(G), ◦(H) < ∞ implies
[G : Z(G)] < ∞. Therefore by theorem 4.14, G′ is a finite group. Now, as
◦(G) = ◦(G/G′) · ◦(G′), G is a finite group. 
Lemma 13.56. Let G be a nilpotent group. Then any finitely generated
subgroup of Gt is finite.
Proof: Let S be a finite subset in Gt and H = gp{S}. Then H is a
nilpotent group (Lemma 13.38). By corollary 4.10, the factor group H/H ′ is
an abelian group. Clearly H/H ′ is generated by the finite set {xH ′ s ∈ S}
where xH ′ of finite order for all x ∈ S. Thus H/H ′ is a finite group. The
result, now, follows by theorem 13.55. 
STRUCTURE THEOREM FOR FINITE NILPOTENT GROUPS
Theorem 13.57. Let G be a finite group and
o(G) = p1
α1p2
α2 · · · pkαk
where pi’s are primes, αi > 0 and k ≥ 1. Then G is nilpotent if and only if
G is a direct product of its Sylow p-subgroups.
Proof: Let Pi, i = 1, 2, · · · , k denotes Sylow pi-subgroup of G. Then
o(Pi) = pi
αi . Let
G = P1 × P2 × · · · × Pk
As a finite p-group is nilpotent(Lemma 13.41) and any finite direct product
of nilpotent groups is nilpotent (Lemma 13.42), it follows that G is nilpotent.
Conversely, let G be nilpotent and k > 1, since otherwise there is nothing to
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prove. Let P = Pi for an i and H = NG(P ). Then, using lemma 10.15 and
lemma 13.43, we get H = G. Thus Pi ⊳ G for each i = 1, 2, · · · , k. Now,
note that A = P1P2 · · ·Pk ⊂ G is a subgroup of G. As Pi ⊂ A, o(Pi) = piαi ,
1 ≤ i ≤ k, divides, o(A). Consequently
o(P1P2 · · ·Pk) ≥ p1α1p2α2 · · · pkαk = o(G)
⇒ G = P1P2 · · ·Pk
We have (pi
αi , pj
αj ) = 1 for all i 6= j. Hence for 1 ≤ i 6= j ≤ k, Pi∩Pj = {e}.
Now, for any 1 ≤ i 6= j ≤ k, as Pi and Pj are normal in G and Pi∩Pj = {e},
ab = ba for all a ∈ Pi, b ∈ Pj(Lemma 3.29(b)). Note that
x ∈ Pi ∩ (P1P2 · · ·Pi−1Pi+1 · · ·Pk)
⇒ x = ai = a1a2 · · · ai−1ai+1 · · · ak (13.3)
where at ∈ Pt for 1 ≤ t ≤ k. As at ∈ Pt, o(at) = ptβt for all 1 ≤ t ≤ k. If
ni = p1
β1 · · · pi−1βi−1pi+1βi+1 · · · pkβk , then by the equation 13.3
xni = (a1a2 · · ·ai−1ai+1 · · · ak)ni = e.
Further, o(x) = o(ai) = pi
βi. Therefore pi
βi divides ni. Since (ni, pi) = 1,
we conclude o(x) = 1. Thus Pi ∩ (P1P2 · · ·Pi−1Pi+1 · · ·Pk) = {e} for all
1 ≤ i ≤ k. Consequently
G = P1 × P2 × · · · × Pk. 
Theorem 13.58. For a finite group G, the following statements are equiva-
lent:
(i) The group G is nilpotent.
(ii) Every subgroup of G is subnormal.
(iii) The group G is direct product of its Sylow p-subgroups.
(iv) [G,G] ⊂ Φ(G).
Proof: (i) ⇒ (ii): (Corollary 13.44).
(ii) ⇒ (iii): By (ii), for any proper subgroup H of G, H $ NG(H). Hence
using lemma 10.15, if P is a Sylow p-subgroup of G, then NG(P ) = G. Thus
any Sylow p-subgroup of G is normal in G. Now, as in theorem 13.57, G is
direct product of its Sylow p-subgroups.
(iii) ⇒ (i): (Theorem 13.57).
To complete the proof, we shall now prove that (i) is equivalent to (iv).
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(i) ⇒ (iv): This follows by corollary 13.53.
(iv) ⇒ (i): By theorem 13.57, it is sufficient to show that every sylow p-
subgroup of G is normal in G. Let P be a sylow p-subgroup of G, and let
H = NG(P ). If H 6= G, take a maximal subgroup M of G, M ⊃ H. As
NG(P ) ⊂ M, NG(M) = M by lemma 10.15. Now,as, [G,G] ⊂ Φ(G) ⊂ M
(Theorem 2.10), [G,M ] ⊂M. HenceM⊳G. Thus NG(M) = G. This implies
H = G i.e., P ⊳G. 
Finitely Generated Nilpotent Groups:
Lemma 13.59. Let G be a nilpotent group, and x, y ∈ G be elements of
finite order. If ◦(x) = m, ◦(y) = n, and (m,n) = 1 then xy = yx.
Proof: Let K = gp{x, y}. By lemma 13.56, K is a finite group. Next,
by lemma 13.38, K is nilpotent. By the structure theorem of finite nilpotent
groups, K is direct product of its Sylow subgroups. Let ◦(K) = pα11 · · · pαtt
where p′is are primes and αi > 0 for all 1 ≤ i ≤ t. Let Si denotes the Sylow
pi-subgroup of K for i = 1, 2, · · · , t. As K = S1S2 · · ·St, we can write
x = a1a2 · · · at
y = b1b2 · · · bt
where ai, bi ∈ Si for all i = 1, 2, · · · t. Note that for all 1 ≤ i 6= j ≤ t;
(◦(bi), ◦(bj)) = 1 = (◦(ai), ◦(aj)) and ab = ba whenever a ∈ Si, and b ∈ Sj .
Therefore ◦(x) = ◦(a1) ◦ (a2) · · · ◦ (at), and ◦(y) = ◦(b1) ◦ (b2) · · · ◦ (bt). As
(m,n) = 1, it is immediate that for no 1 ≤ i ≤ t, ai 6= e, bi 6= e. Therefore,
as ab = ba for all a ∈ Si, b ∈ Sj , i 6= j, we get xy = yx. 
Theorem 13.60. A nilpotent group G( 6= id) is finitely generated if and only
if every subgroup of G is finitely generated.
Proof: It is enough to prove the direct part as the converse is trivial.
Let G be nilpotent of class n. We shall prove the result by induction on
n. If n = 1, then G is abelian. Hence the result follows by lemma 11.18.
Now, let n > 1. As G is finitely generated, G/Γn−1(G) is a finitely generated
nilpotent group of class n − 1. Hence by induction Γn−2(G)/Γn−1(G) is
finitely generated group. Let for b1, b2, · · · , bk in Γn−2(G), biΓn−1(G), i =
1, 2, · · · , k, generate Γn−2(G)/Γn−1(G). Then any element of Γn−2(G) can be
written as bα11 b
α2
2 · · · bαkk z where αi ∈ ZZ and z ∈ Γn−1(G). Further, let G =
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gp{x1, x2, · · · , xt}. Then any element of G is a finite product of xǫi , ǫ = ±1
(repetitions allowed). Now, as [G,Γn−2(G)] = Γn−1(G) ⊂ Z(G), and for any
a, b, c inG, [ab, c] = a[b, c]a−1[a, c], [a, bc] = [a, b]b[a, c]b−1, [a−1, b] = a−1[b, a]a
and [a, b−1] = b−1[b, a]b, it follows that Γn−1(G) = [G,Γn−2(G)] is generated
by the finite set of elements [xi, bj ], 1 ≤ i ≤ t, 1 ≤ j ≤ k. As Γn−1(G) ⊂ Z)G),
it is abelian. Now, let H( 6= id) by any subgroup of G. Then H/Γn−1(G)∩H
is a subgroup of the finitely generated nilpotent group G/Γn−1(G) of class
n− 1. Hence by induction H/H ∩ Γn−1(G) is finitely generated. Further as
Γn−1(G) is finitely generated abelian group, H∩Γn−1(G) is finitely generated
(Lemma 11.18). Therefore H is finitely generated. 
Theorem 13.61. Let G be a finitely generated nilpotent group. If Z(G) is
finite then G is finite.
Proof: Assume G is non-abelian since otherwise G = Z(G) is finite. Let
G be nilpotent of class m. We shall first prove, by induction on m, that G
contains a torsion free, normal subgroup of finite index.As G is non-abelian,
m ≥ 2. If m = 2, then
G % Γ1(G) % Γ2(G) = id
is the lower central chain of G. As [G,Γ1(G)] = Γ2(G) = id, Γ1(G) ⊂ Z(G).
Thus Γ1(G) is a finite abelian group. Now,note that G/Γ1(G) is a non-
identity, finitely generated abelian group. Therefore by structure theorem of
finitely generated abelian groups, there exists a chain
Hr+1 = G ⊃ Hr ⊃ · · · ⊃ H1 ⊃ Γ1(G) = H0
of subgroups of G, r ≥ 0, such that Hi+1/Hi is an infinite cyclic group for all
i = 0, 1, · · · , r−1 and G/Hr is a finite abelian group. As Hi ⊃ Γ1(G), Hi⊳G
for all i = 0, 1, · · · , r (Lemma 4.9). If r = 0, then G/Γ1(G) is finite. Hence
G is finite as Γ1(G) is finite. Thus the claim follows in this case. Now, let
r ≥ 1. By theorem 8.22, there exists a torsion free, normal subgroup M of
H1 with [H1 :M ] <∞. Hence for some α ≥ 1, Hα1 = gp{xα x ∈ H1} ⊂M is
a torsion free normal subgroup of G (use:H1⊲G). Now, note that H1/H
α
1 is
a nilpotent group (Lemma 13.38) and is torsion. Hence, as H1/H
α
1 is finitely
generated (Theorem 13.60), it is finite (Lemma 13.56). A repeated use of
theorem 8.22 gives a torsion free normal subgroup K of G such that K ⊂ Hr
and [Hr : K] <∞. As [G : Hr] <∞, we get [G : K] = [G : Hr][Hr : K] <∞.
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Hence the result follows in casem = 2. Ifm > 2, then since Γ1(G) is nilpotent
of class m−1, by induction, there exists a torsion free normal subgroup N of
Γ1(G) with [Γ1(G) : N ] < ∞. Now, as in case m = 2, we get a torsion free,
normal subgroup K of G with [G : K] < ∞. If G is not finite then K 6= id.
By theorem 13.49, K∩Z(G) 6= id. Hence, as K is torsion free, ◦(Z(G)) =∞.
This contradicts our assumption on Z(G). Consequently ◦(G) <∞. 
EXERCISES
1. Let A and B be solvable subgroups of a group G and A ⊳ G. Prove
that AB is a solvable group.
2. Let p, q be, not necessarily distinct, primes and let G be a group of
order pnq, n ≥ 1. Prove that G is solvable.
3. Prove that a group of order 105 is solvable.
4. Let p, q, r be primes. Prove that any group of order pqr is solvable.
5. Let H,K be two solvable, normal subgroup of a group G. Prove that
HK is a solvable, normal subgroup of G.
6. Let G be a finite group. Prove that G contains a solvable, normal
subgroup H such that for any solvable, normal subgroup K of G, K ⊂
H.
7. Let G be a finite group. Prove that G is solvable if and only if for any
subgroup H( 6= e) of G, H ′ 6= H.
8. Let G be a solvable group, and H its maximal subgroup such that
[G : H ] <∞. Prove that [G : H ] = pα where p is a prime and α ≥ 1.
9. Let G( 6= id) be a solvable group. Prove that G contains an abelian,
characteristic subgroup H( 6= id).
10. Let N be a minimal normal subgroup of a finite solvable group G.
Prove that N is an elementary abelian p-group for a prime p.
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11. Let G be a finite nilpotent group and ◦(G) = n. Prove that for any
m ≥ 1, m | n, there exists a normal subgroup H of G with ◦(H) = m.
12. Show that derived group of the symmetric group S4 is not nilpotent.
13. Let for a group G,G/Z(G) is nilpotent. Prove that G is nilpotent.
14. Let G be a finite nilpotent group. Prove that for any maximal subgroup
H of G, [G : H ] is prime.
15. Let for a group G and a subgroup H of Z(G), G/H be nilpotent. Prove
that G is nilpotent.
16. Let G be a nilpotent group and H , a simple normal subgroup of G.
Prove that H ⊂ Z(G).
17. Let G be a torsion free nilpotent group and let m ≥ 1, n ≥ 1. Prove
that if for x, y ∈ G, xmyn = ynxm, then xy = yx.
18. Prove that if G is a torsion free nilpotent group, then G/Z(G) is torsion
free nilpotent. Further, show that G/Zi(G) is torsion free nilpotent for
all i ≥ 2.
19. Let n ≥ 2 be a fixed integer. Prove that the group
G =

 1 nk a0 1 b
0 0 1
 a, b, k ∈ ZZ

is nilpotent of class 2 and G/Γ1(G) is not torsion free.
20. Let G be a finitely generated nilpotent group. Prove that there exists
a central chain of G with all its factor groups cyclic.
21. Prove that the torsion subgroup of a finitely generated nilpotent group
is finite.
22. Let G be a group. Prove that Γn(G) = gp{[a1, a2, · · · , an+1] ai ∈
G for all 1 ≤ i ≤ n + 1} for all n ≥ 0.
23. Let G be a nilpotent group. Prove that if A is a maximal, normal
abelian subgroup of G, then CG(A) = A.
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24. Let G = D2n, (n ≥ 1), be the Dihedral group of order 2n+1 (Example
1.29). Prove that G is nilpotent of class n + 1.
25. Prove that a finite group G is nilpotent if and only if every maximal
subgroup of G is normal.
26. Let G be a nilpotent group , and let A, B be two normal subgroups of
G where B $ A. Prove that there exists a normal subgroup K of G,
B $ K ⊂ A such that K/B is cyclic.
27. LetN be a normal subgroup of a nilpotent groupG such that ◦(N) = pn
(p : prime, n ≥ 1). Prove that N ⊂ Zn(G).
28. Prove that every finite group G contains a nilpotent subgroup A such
that NG(A) = G.
29. Let G be a finite group such that for any subgroup H of G, HG′ = G
implies H = G. Prove that G is nilpotent.
30. Prove that for any finite group G, Φ(G) is nilpotent.
31. Let G be a finite p-group. Prove that G/Φ(G) is an elementary abelian
p-group.
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Chapter 14
Free Groups
1 If for a subset X of a group G, gp{X} = G, then any g( 6= e) ∈ G can be
expressed as
g = xn11 x
n2
2 · · ·xnkk (14.1)
where xi ∈ X , ni 6= 0 and xi 6= xi+1 for any 1 ≤ i < k. In general, such
representation is not unique e.g., if for an element x ∈ X , o(x) = m < ∞,
then
g = xn11 x
n2
2 · · ·xnkk = xn11 xn22 · · ·xnkk xm
Hence, in this case g( 6= e) ∈ G shall admit more than one representation of
the type (14.1). Therefore, if we wish to have a generator set X for a group
G with the property that for any g( 6= e) ∈ G, the representation of g of the
type(14.1) is unique then all the elements in X have to have order ∞. This,
however, is not sufficient. To see this, note that all the non-zero elements
of the group G = (lQ,+) have order ∞ and G is not cyclic. If r, s be any
two non-zero elements in a generator set of (lQ,+), then there exist non-zero
integers m and n such that mr = ns. Thus (lQ,+) can not have such a set of
generators. We, therefore, define:
Definition 14.1. A subset X of a group G 6= id is called a free set of
generators for G if every g( 6= e) ∈ G can be uniquely expressed as
g = xn11 x
n2
2 · · ·xnkk
where xi ∈ X, ni 6= 0, k > 0 and xi 6= xi+1 for any 1 ≤ i < k.
1contents group14.tex
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Definition 14.2. A group G 6= id is called a free group if G has a free
set of generators X, and the set X is called its basis.
Remarks 14.3. (i) An infinite cyclic group C = gp{a} is free and {a} is a
free set of generators for C.
(ii) By convention the identity group is assumed free with ∅(null set) its free
set of generators.
Exercise 14.4. Prove that if for a free group G with a basis X , |X| > 1,
then G is non-abelian.
Exercise 14.5. Let X ( 6= ∅ ) be a set of generators for a group G. Prove
that X is a free set of generators for G if and only if the following condition
holds:
If for zi ∈ X , 1 ≤ i ≤ l, zi 6= zi+1,
z1
m1z2
m2 · · · zlml = e (mi ∈ ZZ),
then mi = 0 for all 1 ≤ i ≤ l.
We, now, give a concrete example of a free group with a free set of gen-
erators having two elements.
Theorem 14.6. Let n ≥ 2 be an integer. The subgroup
H = gp
{[
1 n
0 1
]
,
[
1 0
n 1
]}
of Sl2(ZZ) is a free group and{[
1 n
0 1
]
,
[
1 0
n 1
]}
is a free set of generators of H.
Proof: Put x =
[
1 n
0 1
]
and y =
[
1 0
n 1
]
. To prove the result we
have to show that there is no non-trivial relation among x and y i.e., any
alternating product w of non-zero powers of x and y is non-identity. For any
k 6= 0, we have
xk =
[
1 nk
0 1
]
and yk =
[
1 0
nk 1
]
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Thus xk 6= id and yk 6= id. To complete the proof, we, now consider:
Case I :
w = xk1yk2 · · · zks
where s ≥ 2, ki 6= 0 for all i ≥ 1 and z = x or y. Let ri denotes the first row
of the matrix xk1yk2 · · · zki . Then r1 = (1, nk1), r2 = (1 + nk2(nk1), nk1) and
if r2t−1 = (a2t−1, a2t), then
r2t = r2t−1y
k2t = (a2t−1, a2t)
[
1 0
nk2t 1
]
= (a2t−1 + nk2ta2t, a2t)
= (a2t+1, a2t)(say)
and
r2t+1 = r2tx
k2t+1 = (a2t+1, a2t)
[
1 nk2t+1
0 1
]
= (a2t+1, a2t + nk2t+1a2t+1)
= (a2t+1, a2t+2)(say)
Thus we have
ai+2 = ai + nki+1ai+1
for all i = 1, 2, · · · , s − 1. We have seen that a1 = 1, a2 = nk1 and a3 =
a1 + nk2a2. As n ≥ 2, and ki 6= 0, |a2| = n |k1| > 1 = |a1|, and
|a3| = |a1 + nk2a2| ≥ n |k2a2| − |a1|
≥ 2 |a2| − |a1|
≥ |a2|+ 1 > |a2|
Now, if i ≥ 2, and |ai+1| > |ai|, then
|ai+2| = |ai + nki+1ai+1|
≥ n |ai+1| − |ai|
≥ |ai+1|+ 1 > |ai+1|
Hence w 6= id.
Case II :
w = yk1xk2 · · · zks
where s ≥ 2, ki 6= 0 for all i ≥ 1 and z = x or y.
In this case
w1 = y
−k1wyk1 = xk2 · · · zksyk1
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Thus w1 is a product of the form in case I, and hence w1 6= id. Consequently
w 6= id. This completes the proof. 
Let X be a non-empty set. We shall construct a group with X as a free
set of generators. Let us define a word in the alphabet X a finite product
w = xm11 x
m2
2 · · ·xmkk
where xi ∈ X and mi ∈ ZZ for all 1 ≤ i ≤ k. The integer
∑k
i=1 |mi| is
called the length of the word w and is denoted by l(w). The word w is called
reduced if mi 6= 0 , and xi 6= xi+1 for all i ≥ 1. To make matters precise, if
X = {x, y, z}, then
w = x−3x2y3z2
is not a reduced word as first two alphabets of the word are equal, but
w = x2y3zx4
is a reduced word. It is clear that each word can be brought to a reduced
word by collecting powers of alphabets when adjacent alphabets are equal
and by deleting zeroth powers and continuing this process till we obtain a
reduced word, e.g., if
w = x3x2z0yz4z−2x0z−2y−2
then
w = x5yz2z−2y−2
= x5yz0y−2
= x5yy−2
= x5y−1
is now a reduced word or is in reduced form. The steps undertaken to bring
a word in reduced form can be implemented in more than one way, e.g., we
can also do
w = (x3x2z0yz4)(z−2x0z−2y−2)
= (x5yz4)(z−2z−2y−2)
= (x5yz4)(z−4y−2)
= x5yz4z−4y−2
= x5yz0y−2
= x5yy−2 = x5y−1
In the above example the end result is same. Note that reducing the word
x0y0 gives a word with no symbols. We call a word with no symbols as an
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empty word. As seen above each word in the alphabet X can be brought to
reduced form. This, however, can be done in more than one ways. We shall
prove below that any word reduces to a unique reduced word by above process
of simplification. We shall multiply two words w1 and w2 just by writing one
after the other. Clearly even if w1 and w2 are reduced the product w1w2
may not be reduced because the last alphabet of w1 may be equal to the
first alphabet of w2. However, w1w2 can be brought to reduced form by
simplification explained above. We, now, prove:
Theorem 14.7. Each word in the alphabet X can be simplified to exactly
one reduced word i.e., the process of simplification is immaterial.
Proof: For each x ∈ X , define a function φx on the set of reduced words
W in the alphabet X as below:
φx : W → W
w 7→ xw
Here xw is a reduced word obtained by simplification of the word xw. Clearly
xw is uniquely determined. Thus φx is well defined. It is easy to check that
φx is one-one and onto from W to W . Thus φx defines a permutation on W .
Now, for any word
u = xm11 x
m2
2 · · ·xmkk
in the alphabet X , define
φu = φ
m1
x1
φm2x2 · · ·φmkxk
the composite of the permutations φxi and of their inverses. Thus for each
word u, φu is a permutation of W . Clearly if a word u reduces in some way
to a word v then φu = φv. Hence
{φu | u : a word in the alphabet X}
= {φv | v : a reduced word in the alphabet X}
is a subgroup of the group of permutations (transformations) of the set W .
Now, let a word w reduces by two different ways to two reduced words w1
and w2, then
φw = φw1 = φw2
Now, as φwi sends the empty word to wi, i = 1, 2, we get w1 = w2. Hence
the result follows. 
NOTATION : Let X( 6= ∅) be a subset of a group G. Given two words
w1, w2 in the alphabet X , we choose to write w1 ≡ w2 if w1 and w2 are same
as written. Clearly, even if w1 6≡ w2, we may have w1 = w2 in G.
Theorem 14.8. Let X be a non-empty set. Then there exists a free group
with X as a free set of generators.
Proof: By the theorem 14.7 each word in the alphabet X can be sim-
plified to a unique reduced word. Let for a word w in the alphabet X , w
denotes the unique reduced word obtained by simplifying w. Then for any
two words w1 and w2, we have w1 = w1 and w1.w2 = w1.w2 = w1w2. Now,
consider the set
F (X) = {w | w : a reduced word in the alphabetX}
of all reduced words in the alphabet X and define a binary operation ⋆ on
F (X) as follows :
w1 ⋆ w2 = w1.w2
For any w1, w2 and w3 in F (X), we have
(w1 ⋆ w2) ⋆ w3 = w1.w2 ⋆ w3
= w1.w2.w3
= (w1w2)w3
= w1(w2w3)
= w1(w2.w3)
= w1 ⋆ (w2 ⋆ w3)
Thus ⋆ is an associative binary operation. Note that for any reduced word
u = xm11 x
m2
2 · · ·xmkk , v = x−mkk · · ·x−m22 x−m11 is a reduced word and u⋆v = v⋆u
is the empty word which is the identity element of F (X) with respect to the
binary operation ⋆. Hence F (X) is a group. The words with single alphabet
in X clearly form a set of generators of F (X). If
xm11 ⋆ x
m2
2 ⋆ · · · ⋆ xmkk = id,
where mi ∈ ZZ and xi 6= xi+1 for any i ≥ 1, then as xm11 xm22 · · ·xmkk is a
reduced word, it is the empty word. Hence mi = 0 for all 1 ≤ i ≤ k. Thus
X is a free set of generators of the group F (X). 
257
Remark 14.9. The group F (X) is free group generated by the set X . In
fact X is a basis of F (X). If X = {x1, x2, · · · , xn}, then we write Fn(X) for
F (X) and if X = {x1, x2, · · · , xn, · · · } , then F (X) is denoted by F∞(X). In
case it is not necessary to specify X , we simply write Fn and F∞.
Exercise 14.10. Let H be the subgroup of F (x, y) generated by the set
S = {xyx−1, x2yx−2, · · · , xnyx−n}, n ≥ 1.
Prove that S is a free set of generators for H .
Remark 14.11. Any free group Fn, n ≥ 1 can be embedded in F∞. As for
free group F (x, y), H = gp{x−nyxn | n ≥ 1} is a free subgroup of F (x, y)
(Exercise 14.10), F∞ can be embedded in F2. Thus, as from the theorem
14.6, Sl2(ZZ) contains F2, F∞ and hence Fn for all n ≥ 1 can be embedded
in Sl2(ZZ).
Theorem 14.12. Any free group G( 6= id) is isomorphic to the free group
F (X) for some X.
Proof: Let A = {ai | i ∈ I} be a free set of generators for G and let
X = {xi | i ∈ I} be a set of alphabets with |A| = |X|. Consider the map
φ : F (X) → G
u = xi1
m1xi2
m2 · · ·xikmk 7→ ai1m1ai2m2 · · · aikmk
from the group F (X) to G. By definition of F (X), and free set of generators
of a group, it is clear that φ is an isomorphism. 
Corollary 14.13. If G is a free group of rank n, then G is isomorphic to
Fn.
Remark 14.14. In the above theorem, ifG is not necessarily a free group and
we take A to be a set of generators of G in the proof, then φ is an epimorphism
from F (X) to G. Thus any group is homomorphic image of a free group.
The kernel N of the epimorphism φ : F (X)→ G is called the set of relations
of the group G in the alphabet X . If for a subset R of N , N is the smallest
normal subgroup of F (X) containing R, then R is called a set of defining
relations of G in the alphabet X . Since G ∼= F (X)N , G can be completely
determined with the help of X and the subset R of F (X). We call the pair
< X | R >, a presentation of G in terms of generators and relations. This fact
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is expressed by writing G =< X | R > (the equality is upto isomorphism).
If X = {x1, x2, · · · , xn} is a finite set and R = {w1, w2, · · · , wm} is also a
finite set of reduced words in the alphabet X , then
G =< X | R >=< x1, x2, · · · , xn | w1, w2, · · · , wm >
is called a finitely presented group.
We shall give below presentations of some familiar groups, to elaborate
the above discussion, in terms of generators and relations.
Examples 14.15. S3 =< x, y | x2, y3, (xy)2 >
Proof: For the set of generators {(12), (123)} of S3, consider the epimor-
phism :
φ : F (x, y)→ S3
for which φ(x) = (12) and φ(y) = (123). Now, let M = ker φ and let N
be the normal closure of the set R = {x2, y3, (xy)2} in F (x, y). Clearly
x2, y3, (xy)2 ∈M . Hence N ⊂M . Consider the natural epimorphism :
F (x,y)
N
→ F (x,y)
M
wN 7→ wM
As S3 is isomorphic to
F (x,y)
M
, o(F (x,y)
N
) ≥ o(F (x,y)
M
) = 6. Clearly xN, yN
generate F (x,y)
N
and
(xN)2 = N, (yN)3 = N, and xyN = y2xN (14.2)
since x2, y3 and (xy)2 belong to N . Using the relations 14.2, we can easily
see that
{N, xN, yN, y2N, xyN, xy2N}
is the group F (x,y)
N
i.e., it has six elements. Hence F (x,y)
N
is isomorphic to
F (x,y)
M
which is isomorphic to S3. Thus M = N and consequently S3 =<
x, y | x2, y3, (xy)2 > .
Examples 14.16. ZZn =< x | xn >
Examples 14.17. ZZ6 =< x | x6 >=< x, y | x3, y2, xyx−1y−1 >
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Exercise 14.18. Prove that the presentation
< x1, x2, · · · , xn | xixjxi−1xj−1, 1 ≤ i < j ≤ n >
gives a free abelian group of rank n.
The example 14.17 above gives two different presentations of ZZ6. Thus,
in general, a group may have more than one presentation.
Theorem 14.19. For the free group Fn, the quotient group
Fn
Fn′
is isomorphic
to the free abelian group ZZn.
Proof: Let {x1, x2, · · · , xn} be a free set of generators for Fn. Then the
map
φ : Fn → ZZn
u = xi1
m1xi2
m2 · · ·xikmk 7→ m1ei1 +m2ei2 + · · ·+mkeik
where ei = (0, 0, · · · , 1ith, 0 · · · , 0), i = 1, 2, · · · , n, is the canonical basis of
ZZn, is an epimorphism from Fn to ZZ
n. As ZZn is an abelian group Fn
′ ⊂ ker φ.
Hence φ induces the epimorphism:
φ :
Fn
Fn
′ → ZZn
such that for any u = xi1
m1xi2
m2 · · ·xikmk in Fn, φ(uFn′) = m1ei1 +m2ei2 +
· · · + mkeik . As FnFn′ is an abelian group , any non-identity element of FnFn′
can be written as xi1
m1xi2
m2 · · ·xikmkFn′ where i1 < i2 < · · · ik, k > 0, and
mt( 6= 0) ∈ ZZ for all 1 ≤ t ≤ k. Thus it is clear that no non-identity element
of Fn
Fn′
is mapped to identity under φ. Hence φ is an isomorphism. 
Remark 14.20. If F (X) is a free abelian group on the set of alphabet
X( 6= ∅) where X is not necessarily finite, then from the proof of the theorem
it is clear that
F (X)
F (X)′
∼=
⊕
x∈X
ZZx
where ZZx = ZZ for all x ∈ X.
Exercise 14.21. Show that Fn contains a normal subgroup of index a
m for
all a ≥ 1, and 0 ≤ m ≤ n.(
Hint : Use the composite epimorphism: Fn → Fn
Fn
′
∼= ZZn →
(
ZZ
a
)m)
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Theorem 14.22. If Fm is isomorphic to Fn, then m = n.
Proof: Let
ψ : Fm → Fn
be an isomorphism. Then ψ(Fm
′) = Fn
′, and hence ψ induces the isomor-
phism
ψ :
Fm
Fm
′ →
Fn
Fn
′
uFm
′ 7→ ψ(u)Fn′
where u ∈ Fm. Thus by the theorem 14.19, we get that ZZm is isomorphic to
ZZn, and hence by lemma 11.9, m = n.
Corollary 14.23. If a free group G( 6= id) has a basis X with |X| = n <∞,
then any other basis of G has n elements.
Proof: Let Y be a basis of G. Then, any x ∈ X can be expressed as
x = yn11 y
n2
2 · · · ynkk
where yi ∈ Y and ni 6= 0 for some 1 ≤ i ≤ k. Thus there exists a finite
subset {y1, y2, · · · , yl} of Y such that G = gp{y1, y2, · · · , yl}. As Y is a basis
of G it is clear that |Y | <∞. Now, the result follows by the corollary 14.13
and the theorem.
Remark 14.24. If F (X) = G is a free group on the set of alphabet X 6= ∅,
and Y is any other free set of generators of G, then |X| = |Y |.
We have
G
G′
=
F (X)
F ′(X)
∼=
⊕
x∈X
ZZx
and also
G
G′
=
F (Y )
F ′(Y )
∼=
⊕
y∈Y
ZZy.
Thus the free abelian group A =
⊕
x∈X ZZx is isomorphic to the free abelian
group B =
⊕
y∈Y ZZy. Consequently
A
2A
∼= B
2B
As A
2A
and B
2B
are vector spaces over ZZ2 of dimensions |X| and |Y | respec-
tively, |X| = |Y |.
261
We, now, define:
Definition 14.25. If X is a free set of generators for a group G, then
the cardinal number |X| is called the rank of the free group G.
Theorem 14.26. A set of generators X of a group G is a free set of gener-
ators of G if and only if given any group H and a function α from X to H
there exists a unique homomorphism φ from G to H such that
φ(x) = α(x)
for all x ∈ X.
Proof: We shall first prove the direct part. Clearly, the map
αˆ : F (X) → H
w = xm11 x
m2
2 · · ·xmkk 7→ α(x1)m1α(x2)m2 · · ·α(xk)mk
is a homomorphism from the free group F (X) to H . Further, as X is a free
set of generators of G, the natural map
η : F (X) → G
w = xm11 x
m2
2 · · ·xmkk 7→ xm11 xm22 · · ·xmkk
which sends every reduced word in F (X) to the corresponding product of
elements in G is an isomorphism. Hence
φ = αˆη−1 : G→ H
is a homomorphism such that
φ(x) = αˆη−1(x) = α(x)
for all x ∈ X . For uniqueness of φ, let ψ be another homomorphism from G
to H such that ψ(x) = α(x) for all x ∈ X . As X is a set of generators of G
any element g ∈ G can be expressed as g = xm11 xm22 · · ·xmtt , where xi ∈ X for
1 ≤ i ≤ t. Hence
φ(g) = φ(x1)
m1φ(x2)
m2 · · ·φ(xt)mt
= α(x1)
m1α(x2)
m2 · · ·α(xt)mt
= ψ(x1)
m1ψ(x2)
m2 · · ·ψ(xt)mt
= ψ(g)
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Thus φ is uniquely determined. To prove the converse, take H = F (X) and
α(x) = x for all x ∈ X . Then α extends to a unique homomorphism
φ : G→ F (X).
If X is not a free set of generators for G, then for some t > 1, there exist
xi ∈ X , xi 6= xi+1 and mi 6= 0 for 1 ≤ i ≤ t such that xm11 xm22 · · ·xmtt = id.
Therefore
φ(xm11 x
m2
2 · · ·xmtt ) = id.
⇒ xm11 xm22 · · ·xmtt = id
in F (X). This, however, is not possible as X is a free set of generators for
F (X). Hence X is a free set of generators for G.
We shall, now, prove that if G is a free group of rank n, n <∞, then any set
of n generators of G is a free set of generators of G. To prove this we need
the following result.
Lemma 14.27. Every free group is residually finite.
Proof: Let G( 6= id) be a free group with X , a free set of generators for
G. For each a ∈ X , let αa denote the function from X to Ca = gp{a} such
that αa(a) = a, and αa(x) = e for all x 6= a. Then, by the theorem 14.26, αa
extends to the unique homomorphism
φa : G→ Ca.
Now, for each n ≥ 1, consider the composite homomorphism
φa,n : G
φa→ Ca η→ gp{a}
gp{an}
where η is the natural map. Let Ka,n = ker φa,n. Then [G : Ka,n] = n. If
w ∈ G lies in all subgroups of G with finite index, then φa,n(w) = id for all
a and n ≥ 1. This clearly implies that w = id. Hence G is a residually finite
group. 
Theorem 14.28. If G is a free group of rank n <∞, and
S = {a1, a2, · · · , an}
is a set of generators of G, then S is a free set of generators of G.
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Proof: Let X = {x1, x2, · · · , xn} be a free set of generators of G. By the
theorem 14.26, there exists a unique homomorphism φ : G → G such that
φ(xi) = ai for all 1 ≤ i ≤ n. As S is set of generators of G. φ is onto. Let
A = {H ⊂ G : subgroup | [G : H ] <∞}. Then, by the corollary 7.16,
φˆ : A → A
H 7→ φ−1(H)
is one-one from A onto A. Hence, if K = ker φ, then K ⊂ H for all H ∈ A.
By lemma 14.27, ⋂
H∈A
H = {e}.
Hence K = {e}. Thus φ is an automorphism of G. Consequently S is a free
set of generators of G.
Exercise 14.29. Show that a free group of rank k can not be generated by
less than k elements.
Exercise 14.30. Show that Fm×Fn is not a free group for all m ≥ 1, n ≥ 1.
Let Gi, 1 ≤ i ≤ n, be groups, and let
X =
∐
1≤i≤n
Gi
be the disjoint union of Gi’s. We can form words w = x1x2 · · ·xk from
elements of X . A word w = x1x2 · · ·xk is called reduced if xj and xj+1
do not lie in the same group and no xj is equal to the identity element of
any group Gi, 1 ≤ i ≤ n. All the reduced words formed by elements of X
together with the empty word form a group if we define the product of two
words w1, w2 as w1⋆w2, the reduced word obtained after normal simplification
of w1w2, the word obtained after writing w2 adjacent to w1. This group is
denoted by
G1 ⋆ G2 ⋆ · · · ⋆ Gn
and is called free product of Gi’s.
Exercise 14.31. For the free group F (x1, x2, · · · , xn) = Fn,
Fn ∼= C1 ⋆ C2 ⋆ · · · ⋆ Cn
where Ci = gp{xi}, 1 ≤ i ≤ n, is the cyclic group generated by {xi}.
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Let F (X) be a free group on a non-empty set X of alphabets. We shall
prove that every subgroup of F (X) is free. To prove this, we need some new
notions and results. Let us define:
Definition 14.32. A (left) Schreier system in a free group F (X) is a
set S of reduced words in F (X) such that if the reduced word
w = xm11 x
m2
2 · · ·xmkk
is in S, then xmii x
mi+1
i+1 · · ·xmkk ∈ S for all i ≥ 2.
Definition 14.33. Let H be a subgroup of a free group F (X). A left
Schreier transversal of H in F (X) is Schreier system which is also
a left transversal of H in F (X).
Lemma 14.34. Let H be a subgroup of a free group F (X). Then there exists
a (left) Schreier transversal of H in F (X).
Proof: For any left coset fH of H in F (X), put
l(fH) = min{l(w) | w ∈ fH is a reduced word }.
Clearly, l(fH) is the length of the shortest reduced word in fH . We shall
call this the length of the coset fH . We shall construct a (left) Schreier
transversal of H in F (X) by choosing a coset representative Φ(f) from each
coset fH of H in F (X) with l(Φ(f)) = l(fH), using induction on the lengths
of the cosets. For the coset H , choose the empty word as its representative.
Note that H is the only left coset of H in F (X) with length 0. For every
left coset of H with length 1 choose a word of length 1 as its representative.
Now, let for every left coset of H with length s < t, t ≥ 2, we have chosen
a representative with length s. Let gH is any left coset of H in F (X) with
l(gH) = t. Assume l(g) = t, and g = xe11 x
e2
2 · · ·xett , where xi ∈ X , and
ei = ±1 for all 1 ≤ i ≤ t. We define
Φ(g) = xe11 Φ(x
e2
2 x
e3
3 · · ·xett )
Then Φ(g) is a representative of the coset gH and has length t. This com-
pletes the induction step by choosing a coset representative for every left
coset of length t as above. The fact that such a (left) transversal of H in
F (X) is a Schreier transversal is clear by construction. Hence the proof
follows. 
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Theorem 14.35. (Nielson- Schreier) Any subgroup H of a free group
F (X) is free.
Proof: We can assume that H 6= {e}, since otherwise the result is
trivial.Let T be a (left) Schreier transversal of H in F (X) and let Φ be
the corresponding coset representative function. By the remark 3.26, H is
generated by the set S of non-identity elements in {Φ(xt)−1xt | x ∈ X, t ∈
T}.We shall prove that H is freely generated by the elements of S. This will
be done in steps.
Step I : If Φ(xt)−1xt 6= {e}, then it is a (non-empty) reduced word in the
alphabet X as written.
As Φ(xt)−1 and t are reduced words, any cancellation in the word Φ(xt)−1xt
has to begin with x. Therefore for the cancellation to occur either t ≡ x−1t1,
in which case, Φ(xt)−1xt = t−11 t1 = e, or Φ(xt)
−1 ≡ t−12 x−1, which implies
Φ(xt)H = xt2H
⇒ xtH = xt2H
⇒ tH = t2H
⇒ t = t2
⇒ Φ(xt)−1xt = t−12 x−1xt2 = e
a contradiction to our assumption. Thus Φ(xt)−1xt, as written, is a non-
empty reduced word in the alphabet X .
Before moving to step II, we shall make an observation. First of all, note
that Φ(x−1Φ(xt)) = t. Hence
(Φ(xt)−1xt)
−1
= t−1x−1Φ(xt)
= Φ(x−1 tˆ)−1x−1tˆ
where tˆ = Φ(xt). Thus any element of S ∪ S−1 has the form φ(xet)−1xet
where x ∈ X, t ∈ T and e = ±1. We, now, state:
Step II : Let u, v ∈ S ∪ S−1, and uv 6= e. If u = Φ(xǫt1)−1xǫt1 and
v = Φ(yδt2)
−1yδt2 where ǫ, δ = ±1, t1, t2 ∈ T and x, y ∈ X , then xǫ and yδ
do not cancel out in the reduced form of uv as a word in the alphabet X .
By the step I, u, v are non-empty reduced words in the alphabetX . Therefore
any cancellation in the word uv in the alphabetX has to begin at the interface
of u and v. We claim that any cancellation in uv in the alphabet X shall
stop before reaching xǫ in u and yδ in v. Let xǫ cancels earlier than yδ then
we must have
Φ(yδt2)
−1 ≡ t−11 x−ǫw−1
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Taking s = Φ(yδt2), we get
wxǫt1 = s ∈ T
⇒ xǫt1 ∈ T since T is a Schreier transversal
⇒ Φ(xǫt1) = xǫt1
⇒ u = e
This contradicts our assumption that u 6= e. Thus xǫ does not cancel earlier
than yδ. Next, let yδ cancels earlier than xǫ, then we have
t1 ≡ w1y−δΦ(yδt2)
≡ w1y−δs′
where s′ = Φ(yδt2). As w1y
−δs′ = t1 ∈ T , and T is a Schreier transversal,
y−δs′ ∈ T . Hence
Φ(y−δs′) = y−δs′
⇒ Φ(y−δΦ(yδt2)) = y−δΦ(yδt2)
⇒ t2 = y−δs′
i.e., t2 = y
−δΦ(yδt2)
⇒ v = Φ(yδt2)−1yδt2 = e
This is a contradiction to our assumption that v 6= e. Thus yδ does not
cancel before xǫ.
Finally, if yδ and xǫ cancel simultaneously then we have
xǫt1 ≡ y−δΦ(yδt2)
⇒ Φ(xǫt1) = Φ(y−δΦ(yδt2))
= t2
⇒ uv = e
which is not true by our assumption. Hence the statement in the Step II is
proved.
Step III : The set S is a free set of generators of H .
We shall first prove that S ∩S−1 = ∅. If not, then there exists x, y ∈ X , and
t1, t2 ∈ T such that
Φ(xt1)
−1xt1 = (Φ(yt2)
−1yt2)
−1
⇒ Φ(xt1)−1xt1Φ(yt2)−1yt2 = e
and
Φ(yt2)
−1yt2Φ(xt1)
−1xt1 = e
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Then by the Step II, we get
Φ(xt1) = t2,Φ(yt2) = t1 and xt1 = y
−1Φ(yt2)
These relations imply x = y−1, which is absurd. Hence S ∩ S−1 = ∅. Now,
let
α = um11 u
m2
2 · · ·umkk
be a reduced word in the elements of S i.e., k ≥ 1, ui ∈ S, mi 6= 0 and
ui 6= ui+1 for all i = 1, 2, · · · , k − 1. To prove the result it suffices to show
that α 6= e. This will follow if we prove that α as a reduced word in the
alphabet X is non-empty. This is now immediate from the Steps I and II
since by the Step I each ui is a reduced word in the alphabet X and by the
Step II any cancellation clearly begins at the interface of adjacent ui’s and
stops before reaching the basic symbols x ∈ X (use:S ∩ S−1 = ∅). Thus the
theorem is proved. 
Corollary 14.36. Let H be a subgroup of a free group F (X), and let T
be a (left) Schreier transversal of H in F (X). Then the set of non-identity
elements of T−1XT ∩H is a free set of generators of H.
Proof: We shall use notations in the proof of the theorem. Clearly
{Φ(xt)−1xt | t ∈ T, x ∈ X} ⊂ T−1XT ∩H
Further, if for any s, t ∈ T and x ∈ X ,
s−1xt = h ∈ H
⇒ xt = sh
⇒ Φ(xt) = Φ(sh) = s
Hence
{Φ(xt)−1xt | t ∈ T, x ∈ X} = T−1XT ∩H
Therefore the proof is immediate from the theorem.
Lemma 14.37. The derived group of the free group F2 = F (x, y) is free of
countable infinite rank.
Proof: As F2
F ′2
is free abelian group of rank 2 generated by xF ′2 and yF
′
2
(Theorem 14.19), any element of this group has the form xmynF ′2 (m,n ∈ ZZ).
Further, by the theorem 14.19, the map
φ : F2
F ′2
→ ZZ2
xmynF ′2 7→ me1 + ne2
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where e1 = (1, 0) and e2 = (0, 1), the canonical basis of the free abelian group
ZZ2, is an isomorphism. Hence it is immediate that the set T = {xmyn |
m,n ∈ ZZ} is a Schreier transversal of F ′2 in F2. Thus by the proof of the
Nielsen-Schreier theorem the set {(xmyn+1)−1yxmyn | m,n ∈ ZZ} is a free set
of generators of F ′2. Hence the result follows.
Theorem 14.38. Let H be a subgroup of the free group
Fn = F (x1, x2, · · · , xn)
with [Fn : H ] = j <∞. Then H is a free group of rank j(n− 1) + 1.
Proof: Put X = {x1, x2, · · · , xn}. Let T be a left Schreier transversal of
H in Fn and let Φ be the corresponding coset representative function. For
the collection M of all formal expressions i.e., words Φ(xt)−1xt where t ∈ T
and x ∈ X , consider the map
α : T1 = T − {e} → M
t 7→ α(t) =
{
Φ(xt)−1xt if t ≡ x−1t1, for x ∈ X
Φ(xt1)
−1xt1 if t ≡ xt1, for x ∈ X
We shall show that α is one-one. Let for x, y ∈ X , and t, s ∈ T1, t ≡ xt1,
and s ≡ y−1s1. Then
α(t) ≡ α(s)
⇒ Φ(xt1)−1xt1 ≡ Φ(ys)−1ys
⇒ t−1xt1 ≡ s−11 ys
⇒ s ≡ xt1
⇒ s ≡ t
i.e., s = t.
In all other cases, it is clear that α(t) 6= α(s) for t 6= s in T1. Therefore α is
one-one. Now, let for t ∈ T1, y ∈ X ,
Φ(yt)−1yt = e in Fn
⇒ Φ(yt) = yt
If Φ(yt) 6≡ yw, then t ≡ y−1t1 and α(t) = Φ(yt)−1yt. Further, if Φ(yt) ≡ yw,
then t = w, Φ(yt) ∈ T1, and
α(Φ(yt)) = Φ(yw)−1yw
= Φ(yt)−1yt
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Finally, for e ∈ T and x ∈ X , if
Φ(xe)−1xe = e
⇒ Φ(x) = x ∈ T1
Hence
α(Φ(x)) = Φ(xe)−1xe
Therefore α(T1) is the set of all expressions in M which represent identity
element in Fn. Now, note that M has nj expressions and α(T1) consists of
exactly those expressions in M which represent identity. By the theorem
14.35, H is freely generated by the expressions in M which are non-identity.
Hence, H is free of rank nj − (j − 1) = j(n− 1) + 1. 
A Graph theoretic proof of Nielsen-Schreir theorem
We shall first introduce some graph theoretic preliminaries.
Definition 14.39. A graph Γ consists of two sets, a non-empty set
X of elements called vertices of Γ and a subset A( 6= ∅) of X×X such
that :
(i) (x, x) 6∈ A for any x ∈ X.
(ii) α = (x1, x2) ∈ A implies α = (x2, x1) ∈ A.
The elements of A are called edges of Γ.
Notation : (i) We shall denote a graph Γ by Γ(X,A) where X is the
set of vertices of Γ and A is the set of edges.
(ii) If α = (x1, x2) ∈ A is an edge of Γ, then i(α) = x1 is called initial vertex
of α and t(α) = x2 is called terminal vertex of α.
Definition 14.40. Let Γ(X,A) be a graph. For any two vertices x1, x2
of Γ, a path from x1 to x2 is a finite sequence, P : α1, α2, · · · , αm, of
edges of Γ such that i(α1) = x1, t(αm) = x2 and t(αs) = i(αs+1) for all
1 ≤ s ≤ m− 1. The integer m is called the length of the path P .
Definition 14.41. Let Γ(X,A) be a graph. A path of the form αα in
Γ is called a round trip.
270
Definition 14.42. A graph Γ(X,A) is called connected if given any
two vertices x1, x2 of Γ there is a path P in Γ from x1 to x2.
Definition 14.43. A graph Γ(X,A) is called a tree if Γ is a connected
graph such that any path in Γ which joins a vertex to itself contains
a round trip.
Definition 14.44. A path P in a graph Γ is called reduced if P
contains no round trip.
Lemma 14.45. Let Γ(X,A) be a tree. Then any two distinct vertices in Γ
are connected by a unique reduced path.
Proof: Let x1 6= x2 be two vertices of Γ, and let P1, P2 be two reduced
paths connecting x1 to x2. Further, assume that P1 is the reduced path in Γ
connecting x1 to x2 with smallest length any other reduced path connecting
two vertices of Γ with length less than that of P1 is unique. Now, consider
the path P1P
−1
2 connecting x1 to x1. Since Γ is a tree P1P
−1
2 has to contain
a round trip. Thus either last edge occurring in P1 equals last edge of P2 or
first edge of P1 equals the first edge of P2. In the first case removing last
edge α of P1 and P2 give two reduced paths from x1 to i(α1) = d. This
contradicts our assumption that P1 is non-unique reduced path of smallest
length connecting two distinct vertices of Γ. In the other case deleting first
edge β from P1 as well as P2 give two distinct reduced paths from t(β) to x2.
This again gives a contradiction as above. Hence the result follows.
Remark 14.46. If Γ(X,A) is a tree, then any path connecting two distinct
vertices x1, x2 of Γ is obtained from the unique reduced path connecting x1
to x2 by inserting a finite number of round trips.
Definition 14.47. If Γ(X,A) is a tree, then the unique reduced path
connecting two distinct vertices x1, x2 of Γ is called a Geodesic and
is denoted by −−→x1x2.
Lemma 14.48. Let Λ be a subtree of the tree Γ(X,A). If u, v are two distinct
vertices of Λ, then −→uv, the geodesic in Γ connecting u to v, is contained in Λ.
Proof: If −→uv is not contained in Λ then −−→uvΛ, the geodesic connecting u
to v in Λ, is a path from u to v in Γ distinct from −→uv. Hence −−→uvΛ is obtained
from −→uv by inserting finite number of round trip in −→uv. This, however, is not
true as −−→uvΛ is a geodesic. Hence −→uv is contained in Λ.
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Definition 14.49. Let Γ(X,A) be a graph and G be a group. We say
that G acts on Γ if G acts on X as well as A such that for any g ∈ G
and α ∈ A, g(α) = g(α), g(i(α)) = i(g(α)), moreover, g(α) 6= α.
Remark 14.50. For any g ∈ G, α ∈ A,
g(t(α)) = g(i(α)) = t(g(α)).
Thus if α = (x1, x2) ∈ A, then g(α) = (g(x1), g(x2)).
Definition 14.51. Let G be a group acting on a graph Γ(X,A). We
say that G acts freely on Γ if the stabilizer of each vertex of Γ is
the identity subgroup of G.
Assume that a group G is acting on a tree Γ(X,A). Let C be the set of
all sub-trees of Γ which contain atmost one vertex and one edge from each
orbit of X and A under the given G-action. For any Λ1,Λ2 in C, define:
Λ1 ≤ Λ2 ⇔ Λ1 ⊂ Λ2
Then (C,≤) is a partially ordered set. One can easily check that any chain
in (C,≤) has an upper bound in C. Hence, by Zorn’s lemma, C contains a
maximal element called a reference tree for the group action. We, now,
prove.
Lemma 14.52. Let G be a group acting on a tree Γ(X,A), and let Λ be a
reference tree in Γ with respect to the group action. Then Λ contains precisely
one vertex from each G-orbit.
Proof: Assume that the result is not true. Then there exists a vertex
z ∈ Γ such that Gz∩Λ 6= ∅. Choose a vertex x ∈ Λ, and cosider the geodesic−→zx. Let α be the first edge in −→zx, and let t(α) = y. If Gy∩Λ 6= ∅, then there
exists an element g ∈ G such that g(y) ∈ Λ. Now, adding g(z), g(α) and
g(α) to Λ gives a tree in Γ larger than Λ which contains at most one vertex
and one edge from each orbit. This contradicts our assumption that Λ is a
reference tree. In case Gy ∩ Λ = ∅, take y for z and continue as above. We
may end up in the situation when −→zx = (z, x), an edge β in Γ. Here again,
adding z, β and β to Λ, we get a tree in Γ larger than Λ which contains
atmost one vertex and one edge from each orbit. This gives a contradiction
to the assumption that Λ is a reference tree. Hence the result follows.
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Theorem 14.53. If a group G acts freely on a tree Γ(X,A), then G is a free
group.
Proof: We can assume that G 6= {e}, since otherwise there is nothing to
prove. Let Λ be a reference tree in Γ with respect to the group action. Put
A∗ = {α ∈ Γ : edge α 6∈ Λ, but i(α) ∈ Λ}
For each α ∈ A∗, t(α) 6∈ Λ. Since Λ contains exactly one edge from each
G-orbit, there exists gα( 6= e) ∈ G such that g−1α (t(α)) ∈ Λ. Note that gα is
unique for each α ∈ A∗ since if h−1α (t(α)) ∈ Λ for some hα ∈ G, then as Λ is
a reference tree
g−1α (t(α)) = h
−1
α (t(α))
⇒ hαg−1α (t(α)) = t(α)
⇒ hαg−1α = e i.e., hα = gα.
Note that for any α ∈ A∗, g−1α (t(α)) ∈ Λ, and g−1α (i(α)) 6∈ Λ since i(α) ∈ Λ
and gα 6= e. Thus β = g−1α (α) ∈ A∗. It is easy to see that gβ = g−1α . From
each such pair gα, g
−1
α select one element and let S be the set of all such
elements in G. We shall prove that S is a free set of generators of G.
Step I. S is a set of generators of G.
Take any g( 6= e) ∈ G and choose a vertex v ∈ Λ. Consider the geodesic −−−→vg(v).
As G-acts freely on Γ and Λ is a reference tree with respect to G-action
−−−→
vg(v)
is not contained in Λ. Let α1 be first edge in the geodesic
−−−→
vg(v) outside Λ,
then clearly α1 ∈ A∗. Apply g−1α1 to the geodesic
−−−−−−→
t(α1)g(v). Then its image
is the geodesic starting from g−1α1 (t(α1)) and ending at g
−1
α1
g(v). If this lies
in Λ, then g−1α1 g(v) ∈ Λ and hence g−1α1 g(v) = v. Thus g = gα1 . However, if
the geodesic g−1α1 (t(α1)) to g
−1
α1
g(v) is outside Λ then let α2 be the first edge
outside Λ. Now, apply g−1α2 to the geodesic from t(α2) to g
−1
α1
g(v). The image
path starts from g−1α2 (t(α2)) ∈ Λ and ends at g−1α2 g−1α1 g(v). If g−1α2 g−1α1 g(v) ∈ Λ,
then as above, g = gα1gα2 . If not, then proceed as above. Note that at each
stage of our operation we get a path with smaller length. Continue till the
resultant geodesic lies in Λ. In that case if the end point in g−1αk · · · g−1α2 g−1α1 g(v),
then
g−1αk · · · g−1α2 g−1α1 g = e
⇒ g = gα1gα2 · · · gαk (14.3)
Let us observe that if at some stage last edge is only one outside Λ. Then it
lies in A∗. At that stage if the end point of the path is g−1αk−1 · · · g−1α1 (v) and the
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last edge is αk ∈ A∗, then as t(αk) = g−1αk−1 · · · g−1α1 (v), g−1k g−1αk−1 · · · g−1α1 (v) = v.
Hence g = gα1 · · · gαk . Thus we conclude that G = gp{S}. Further, note that
the expression for g obtained above as a product of elements in S is a reduced
word w(g) in symbols of S i.e., an element gα does not appear adjacent to g
−1
α
at any place in the expression. Now, let we start with any other path P from
v to g(v) instead of the geodesic
−−−→
vg(v). Then P is obtained from
−−−→
vg(v) by
adding a finite number of round trips. We shall show that our construction
even when we start from P shall give same reduced word w(g). For simplicity
assume P is obtained from
−−−→
vg(v) by adding a round trip γγ. If γ is not the
first edge outside Λ, then by our operation the round trip γγ always result
in a round trip. Clearly for any δ ∈ A, δ ∈ Λ if and only if δ ∈ Λ. Thus
during our process if γ changes to τ 6∈ Λ, and is the first edge outside Λ, then
the resulting expression for g shall be of the form gα1 · · · gαtgτg−1τ gαt+1 · · · gk.
Thus in reduced form it is unchanged. Consequently our assumption holds.
Step II : S is a free set of generator for G.
To prove the assertion it is sufficient to show that any expression of the
type g = gα1gα2 · · · gαm , where α1, α2, · · · , αm are in A∗ is obtained from a
suitable path from v to g(v). We shall prove this by induction on m. If
m = 1, consider the path
P =
−−−→
vi(α1)(i(α1), t(α1))
−−−−−−→
t(α1)g(v)
In P , (i(α1), t(α1)) is the first edge outside Λ, and clearly g
−1
α1
(
−−−−−−→
t(α1)g(v)) lies
in Λ since g−1α1 (t(α1)) ∈ Λ and g−1α1 g(v) = v. Thus the assertion holds for
m = 1. Now, let g1 = gα2 · · · gαm and let Q be a path from v to g1(v) which
realises the decomposition for g1. Consider the path
P = (
−−−→
vi(α1))(i(α1), t(α1))(
−−−−−−−→
t(α1)gα1(v))gα1(Q)
from v to g(v). As v, i(α1) ∈ Λ,
−−−−−→
(vi(α1)) lies Λ. Thus α1 is the first edge in
P outside Λ. As per our procedure as a first step we consider the path
P1 = (
−−−−−−−→
g−1α1 (t(α1)v))Q
Here as g−1α1 (t(α1)), v ∈ Λ, (
−−−−−−−→
g−1α1 (t(α1)v)) lies in Λ. Thus P1 realises g1, and
consequently P realises g = gα1g1. Hence the result. 
We shall, now, use the above result to prove the Nielsen-Schreier theorem.
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Let G be a non-identity group and S, a set of generators of G such that
z2 6= e for any z ∈ S. Using this data, we shall define a graph Γ as below:
X = G : set of vertices of Γ
A = {(g, gz) g ∈ G, and z or z−1 ∈ S},
the set of edges of Γ.
Clearly (g, g) 6∈ A for any g ∈ G and (gz, g) = (gz, (gz)z−1) is in A. Thus
Γ = Γ(G,A) is a graph.
If g1, g2 ∈ G are any two distinct elements, and
g−11 g2 = z1z2 · · · zk
where zi or z
−1
i is in S for all 1 ≤ i ≤ k, then
P = (g1, g1z1)(g1z1, g1z1z2) · · · (g1z1 · · · zk−1, g2)
is a path from g1 to g2 in Γ. Thus Γ is a connected graph. We, now, prove:
Lemma 14.54. If G( 6= e) is a free group and S is a free set of generators,
then Γ(G,A) is a tree.
Proof: To prove the result it suffices to show that for any g ∈ G, any
path in Γ which joins g to itself contains a round trip. Let
P : (g, gz1)(gz1, gz1z2) · · · (gz1 · · · zn−1, g)
be a path in Γ which joins g to itself. Then there exists zn ∈ G such that
g = gz1z2 · · · zn−1zn where zn or z−1n ∈ S
⇒ z1z2 · · · zn−1zn = e
⇒ zi = z−1i+1 for some 1 ≤ i ≤ n− 1
since S is a free set of generators for G. Thus for α = (gz1 · · · zi−1, gz1 · · · zi),
the round trip αα appears in Γ. Hence Γ is a tree. 
We, now, define an action of the group G on Γ(G,A) as below:
Let g1 ∈ G, x ∈ G, and (g, gz) ∈ A. Then define:
g1(x) = g1x
and
g1(g, gz) = (g1g, g1gz).
Clearly, this gives a free action of G on Γ. We can, now, prove:
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Theorem 14.55. (Nielsen-Schreier): Let G( 6= e) be a free group. Then any
subgroup H of G is tree.
Proof: If H = {e}, then there is nothing to prove. Assume H 6= {e},
and let S be a free set of generator of G. Clearly for any z ∈ S, z2 6= e.
Thus with notation and assumptions as above, Γ(G,A) is a tree and G acts
freely on Γ. Restriction of the action of G on Γ to H , gives an action of H
on Γ. As G acts freely action of H is free on Γ. Hence the result follows from
theorem 14.53. 
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