This note proposes a consistent bootstrap-based distributional approximation for cube root consistent estimators such as the maximum score estimator of Manski (1975) and the isotonic density estimator of Grenander (1956) . In both cases, the standard nonparametric bootstrap is known to be inconsistent. Our method restores consistency of the nonparametric bootstrap by altering the shape of the criterion function defining the estimator whose distribution we seek to approximate. This modification leads to a generic and easy-to-implement resampling method for inference that is conceptually distinct from other available distributional approximations based on some form of modified bootstrap. We offer simulation evidence showcasing the performance of our inference method in finite samples. An extension of our methodology to general Mestimation problems is also discussed.
Introduction
In a seminal paper, Kim and Pollard (1990) studied a class of M-estimators exhibiting cube root asymptotics. These estimators not only have a non-standard rate of convergence, but also have the property that rather than being Gaussian their limiting distributions are of the Chernoff (1964) type. More precisely, the limiting distribution of 3 √ n times their estimation error is that of the maximizer of a Gaussian process (where n denotes the sample size). In fact, in leading examples of cube root consistent estimators such as the maximum score estimator of Manski (1975) , the covariance kernel of the Gaussian process characterizing the limiting distribution depends on an infinite-dimensional nuisance parameter. As a consequence, whereas it is customary to conduct inference using analytical "plug-in" covariance matrix estimators in the standard √ n-normal case (i.e., using a finite-dimensional nuisance parameter estimator), resampling-based distributional approximations offer the most attractive approach to inference in estimation problems exhibiting cube root asymptotics. The purpose of this note is to propose an easy-to-implement bootstrap-based distributional approximation applicable in such cases.
As does the standard nonparametric bootstrap, the method proposed herein employs bootstrap samples of size n from the empirical distribution function. But unlike the nonparametric bootstrap, which is inconsistent in general (e.g., Abrevaya and Huang, 2005; Léger and MacGibbon, 2006) , our method offers a consistent distributional approximation for 3 √ n-consistent estimators and therefore has the advantage that it can be used to construct asymptotically valid inference procedures.
Consistency is achieved by altering the shape of the criterion function defining the estimator whose distribution we seek to approximate: heuristically, the method is designed to ensure that the bootstrap version of a certain empirical process has a mean which resembles the large sample version of its population counterpart. The latter is quadratic in the problems we study and known up to the value of a certain matrix. As a consequence, the only ingredient needed to implement the proposed "reshapement" of the objective function is a consistent estimator of the unknown matrix entering the quadratic mean of the empirical process. Such estimators turn out to be generically available and easy to compute.
Several alternative resampling-based distributional approximations for cube root consistent estimators have been proposed in the literature. The best known alternative is probably subsampling (Politis and Romano, 1994) , whose applicability to cube root asymptotic problems was pointed out by Delgado, Rodriguez-Poo, and Wolf (2001) . A related method is the rescaled bootstrap (Dümbgen, 1993) , whose validity in cube root asymptotic M -estimation problems was established recently by Hong and Li (2017) . In addition, case-specific smooth bootstrap methods have been proposed for leading examples such as maximum score estimation (Patra, Seijo, and Sen, 2015) and isotonic density estimation (Kosorok, 2008; Sen, Banerjee, and Woodroofe, 2010) . Each of these methods can also be viewed as offering a "robust" alternative to the nonparametric bootstrap but, unlike our proposed approach, they all achieve consistency by modifying the distribution used to generate the bootstrap counterpart of the estimator whose distribution is being approximated. In contrast, our method achieves consistency by means of an analytic modification to the objective function used to construct the standard nonparametric bootstrap distributional approximation, and hence is conceptually distinct from the modifications employed in the existing literature.
The note proceeds as follows. Section 2 is heuristic in nature and serves the purpose of outlining the main idea underlying our approach. The heuristics of Section 2 are then made rigorous in Section 3. Section 4 considers the maximum score estimator, illustrating the implications of our main results for that estimator and investigating the small sample properties of our proposed inference procedure in a simulation experiment. Two distinct extensions of our results, to M-estimators exhibiting an arbitrary rate of convergence and to the Grenander (1956) estimator of an isotonic density, respectively, are provided in Section 5. Simulation evidence for the latter example is also provided. All derivations and proofs have been collected in the supplemental appendix.
Cube Root Asymptotics
Suppose θ 0 ∈ Θ ⊆ R d is an estimand admitting the characterization
where z is a random vector of which a random sample {z i : 1 ≤ i ≤ n} is available, and where m is a known function. Studying estimation problem of this kind for non-smooth m, Kim and Pollard (1990) found that M -estimators such aŝ
often exhibit cube root asymptotics:
where denotes weak convergence, Q(s) is a quadratic form given by
and G is a non-degenerate zero-mean Gaussian process with G(0) = 0.
Whereas the matrix V 0 governing the shape of Q is finite-dimensional, the covariance kernel of G in (2) typically involves infinite-dimensional unknown quantities. As a consequence, the limiting distribution ofθ n tends to be more difficult to approximate than conventional Gaussian distributions, implying in turn that basing inference onθ n is more challenging under cube root asymptotics than in the more familiar case whereθ n is ( √ n-consistent and) asymptotically normally distributed.
As a candidate method of approximating the distribution ofθ n , consider the standard nonparametric bootstrap. To describe it, let {z * i : 1 ≤ i ≤ n} denote a random sample from the empirical distribution of {z i : 1 ≤ i ≤ n} and let
be the natural bootstrap analogue ofθ n . Then the nonparametric bootstrap approximation to the distribution ofθ n is given by
As is well documented, however, this distributional approximation is inconsistent under cube root asymptotics (e.g., Abrevaya and Huang, 2005; Léger and MacGibbon, 2006) .
For the purpose of giving a heuristic, yet constructive, explanation of the inconsistency of the nonparametric bootstrap, it is helpful to recall that forθ n defined in (1), a proof of (2) can be based on the representation
where
is a zero-mean random process, while
is a non-random function that is correctly centered in the sense that argmax s∈R d Q n (s) = 0. In cases where m is non-smooth but M is smooth, Q n and G n are usually asymptotically quadratic and asymptotically Gaussian, respectively, in the sense that
and
Under regularity conditions ensuring among other things that the convergence in (4) and (5) is suitably uniform in s, the proof of (2) can then be completed by applying a continuous mappingtype theorem for the argmax functional to the representation in (3).
Similarly to (3), the bootstrap analogue ofθ n admits a representation of the form
Under mild conditions, G * n satisfies the following bootstrap counterpart of (5):
where P denotes weak convergence in probability. On the other hand, although Q * n is nonrandom under the bootstrap distribution and satisfies argmax s∈R d Q * n (s) = 0, it turns out that
In other words, and as explained in more detail in Section 5, the natural bootstrap counterpart of (4) typically fails and, as a partial consequence, so does the natural bootstrap counterpart of (2); that is,
To the extent that the implied inconsistency of the bootstrap can be attributed to the fact that the shape of Q * n fails to replicate that of Q n , it seems plausible that a consistent bootstrap-based distributional approximation can be obtained by basing the approximation oñ
wherem n is a suitably "reshaped" version of m satisfying two properties. First,G * n should be asymptotically equivalent to G * n , wherẽ
is the counterpart of G * n associated withm n . Second,Q * n should be asymptotically quadratic, wherẽ
is the counterpart of Q * n associated withm n .
Accordingly, letm
whereṼ n is an estimator of V 0 . Then
where, by construction,
whenever (7) holds. In addition,Q * n (s) → P Q(s) providedṼ n → P V 0 . As a consequence, it seems plausible that the distributional approximation
is consistent ifṼ n → P V 0 .
Main Result
To make the heuristics of the previous section precise, we impose the following condition.
Also, the class M = {m(·, θ) : θ ∈ Θ} is manageable for the envelopeM (·) = sup m∈M |m(·)|,
(ii) θ 0 is an interior point of Θ.
(iii) M is twice continuously differentiable near θ 0 , with V 0 positive definite.
exists, and H(s, s) + H(t, t) − 2H(s, t) > 0 for all s = t.
(vi) For R near zero, the classes
, and for every
Condition CRA is similar to, but slightly stronger than, assumptions (iii)-(vii) of the main theorem of Kim and Pollard (1990) , to which the reader is referred for a discussion of these assumptions as well as a definition of the term (uniformly) manageable. To be specific, parts (ii)- (iv) and (vi) are identical to their counterparts in Kim and Pollard (1990) , part (v) is a locally uniform (with respect to θ near θ 0 ) version of its counterpart in Kim and Pollard (1990) , while (i) can be thought of as replacing the high level conditionθ n → P θ 0 with more primitive conditions that imply it for
In the case of both (i) and (v), the purpose of strengthening the assumptions of Kim and Pollard (1990) is to be able to analyze the bootstrap.
Our main result is the following.
Theorem 1 Suppose Condition CRA holds and thatθ n satisfies (8). IfṼ n → P V 0 and ifM
Under the conditions of the theorem, it follows from Kim and Pollard (1990) that (2) holds, with G having covariance kernel H. Mimicking the derivation of that result, the proof of the theorem proceeds by establishing the following bootstrap counterpart of (2):
The theorem offers a valid bootstrap-based distributional approximation forθ n . To implement the approximation, only a consistent estimator of
estimator based on numerical derivatives isṼ ND n , the matrix whose element (k, l) is given bỹ
where e k is the k th unit vector in R d and where ǫ n = o(1) is a tuning parameter. Conditions under which this estimator is consistent are given in the following lemma.
Lemma 1 Suppose Condition CRA holds and thatθ n satisfies (8). If ǫ n → 0 and nǫ 3 n → ∞, theñ
The proof of the lemma goes beyond consistency and develops a Nagar-type mean squared error (MSE) expansion forṼ ND n under the additional assumption that M is four times continuously differentiable near θ 0 . The approximate MSE (AMSE) can be minimized by choosing ǫ n proportional to n −1/7 , the optimal factor of proportionality being a functional of the covariance kernel H and the fourth order derivatives of M evaluated at θ 0 . For details, see the supplemental appendix (Theorem A.2 and Section A.5), which also contains a brief discussion of alternative generic estimators of V 0 .
The Maximum Score Estimator
Arguably the most prominent econometric example of an estimator exhibiting cube root asymptotics is the maximum score estimator of Manski (1975) . To describe a version of this estimator, suppose {z i : 1 ≤ i ≤ n} is a random sample of z = (y, x ′ ) ′ generated by the binary response model
where β 0 ∈ R d+1 is an unknown parameter of interest, x ∈ R d+1 is a vector of covariates, and F ε|x (·|x) is the conditional cumulative distribution function of the unobserved error term ε given x.
Following Abrevaya and Huang (2005), we normalize the (unidentified) scale of β 0 by setting the first element of the parameter vector equal to unity. In other words, we employ the parameterization
Regarded as a member of the class of M -estimators exhibiting cube root asymptotics, the maximum score estimator is representative in a couple of respects. First, under easy-to-interpret primitive conditions the estimator is covered by the results of Section 3. To state a set of such conditions, let f x 1 |x 2 (·|x 2 ) denote the density function of x 1 given x 2 .
Condition MS (Maximum Score) (i) (y, x ′ ) ′ satisfies (11) and 0 < P(y = 1|x) < 1. Also,
is differentiable with respect to ε and x 1 , with continuous and bounded derivatives.
(ii) The support of x is not contained in any proper linear subspace of
and f x 1 |x 2 (·|x 2 ) is continuous, bounded, and everywhere positive.
Second, in addition to the generic estimatorṼ ND n discussed above, the maximum score estimator admits an example-specific consistent estimator of the V 0 associated with it. Let
where h n = o(1) is a bandwidth andK(u) = dK(u)/du, where K is a kernel function. As defined, V MS n is simply minus the second derivative, evaluated at θ =θ MS n , of the criterion function associated with the smoothed maximum score estimator of Horowitz (1992) . The estimatorṼ MS n is consistent under mild conditions on h n , provided the kernel satisfies the following.
Condition K (Kernel) (i) R K(u)du = 1 and lim |u|→∞ |uK(u)| = 0.
(ii) R |uK(u)|du + RK (u) 2 du < ∞ and, for some B(·) with R B(u) 2 du < ∞,
Our results about the maximum score estimator can be summarized as follows.
Theorem 2 Suppose Condition MS holds.
(i) Then Condition CRA holds for m = m MS .
Suppose also thatθ MS n satisfies (8) and that Condition K holds.
(ii) If h n → 0 and nh 3 n → ∞, thenṼ MS n → P V MS 0 .
As in the case of Lemma 1, the proof of part (ii) of the theorem goes beyond consistency and develops a Nagar-type MSE expansion forṼ MS n under some the additional assumptions. The AMSE can be minimized by choosing h n proportional to n −1/7 ; for details, including a characterization of the optimal factor of proportionality and a simple rule-of-thumb choice thereof based on a Gaussian reference model, see the supplemental appendix (Theorem A.3 and Section A.5).
To investigate the finite sample properties of our proposed bootstrap-based inference procedures, we conducted a Monte Carlo experiment. Following Horowitz (2002) , and to allow for a comparison with his bootstrap-based inference method for the smoothed maximum score estimator, we generate data from a model of the form (11) with d = 1, where
and where ε can take three distinct distributions. Specifically, DGP 1 sets ε ∼ Logistic(0, 1)/ 2π 2 /3, DGP 2 sets ε ∼ T 3 / √ 3, where T k denotes a Student's t distribution with k degrees of freedom, and DGP 3 sets ε ∼ (1 + 2(x 1 + x 2 ) 2 + (x 1 + x 2 ) 4 )Logistic(0, 1)/ π 2 /48. The parameter is θ 0 = 1 in all cases.
The Monte Carlo experiment employs a sample size n = 1, 000 with B = 2, 000 bootstrap replications and S = 2, 000 simulations. For each of the three DGPs, we implement the standard non-parametric bootstrap, m-out-of-n bootstrap, and our proposed method using the two estimatorsṼ MS n andṼ ND n of V 0 . We report empirical coverage for nominal 95% confidence intervals and their average interval length. For the case of our proposed procedures, we investigate their performance using both (i) a grid of fixed tuning parameter values (bandwidth/derivative step) around the MSE-optimal choice and (ii) infeasible and feasible AMSE-optimal choices of the tuning parameter. Table 1 presents the main results, which are consistent across all three simulation designs. First, as expected, the standard nonparametric bootstrap (labeled "Standard") does not perform well, leading to confidence intervals with an average 64% empirical coverage rate. Second, the m-out-of-n bootstrap (labeled "m-out-of-n") performs somewhat better for small subsamples, but leads to very large average interval length of the resulting confidence intervals. Our proposed methods, on the other hand, exhibit excellent finite sample performance in this Monte Carlo experiment. Results employing the example-specific plug-in estimatorṼ MS n are presented under the label "Plug-in" while results employing the generic numerical derivative estimatorṼ ND n are reported under the label "Num Deriv". Empirical coverage appears stable across different values of the tuning parameters for each method, with better performance in the case ofṼ MS n . We conjecture that n = 1, 000 is too small for the numerical derivative estimatorṼ ND n to lead to as good inference performance asṼ MS n (e.g., note
that the MSE-optimal choice ǫ MSE is greater than 1). Nevertheless, empirical coverage of confidence intervals constructed using our proposed bootstrap-based method is close to 95% in all cases except whenṼ ND n is used with either the infeasible asymptotice choice ǫ AMSE or its estimated counterpart ǫ AMSE , and with an average interval length of at most half that of any of the m-out-of-n competing confidence intervals. In particular, confidence intervals based onṼ MS n implemented with the feasible bandwidthĥ AMSE perform quite well across the three DGPs considered.
In sum, applying the bootstrap-based inference methods proposed in this note to the case of the Maximum Score estimator of Manski (1975) lead to confidence intervals with very good coverage and length properties in the simulation designs considered.
Extensions
The scope of some of the main insights of this note extends beyond the 3 √ n-consistent M -estimators covered by Theorem 1. This section briefly discusses two possible extensions. First, we indicate how our main results can be generalized to M -estimators exhibiting an arbitrary rate of convergence.
Second, we illustrate how the idea of reshaping can be used to achieve consistency of a bootstrapbased approximation to the distribution of another prominent 3 √ n-consistent estimator, the isotonic density estimator, which is not of M -estimator type.
M-estimators with an arbitrary rate of convergence
For the purposes of explaining the inconsistency of the nonparametric bootstrap, the unusual rate of convergence ofθ n is a bit of a "red herring". Accordingly, supposeθ n satisfies (1) and that, for some increasing function r n of n (such as 3 √ n or √ n), r n (θ n − θ 0 ) has a non-degenerate limiting distribution. Then, in perfect analogy with Section 2, the shape of that limiting distribution can usually be anticipated with the help of the representation
Specifically, assuming the functions G n and Q n satisfy convergence properties of the form (5) and (4), respectively, it stands to reason that
In particular, for example, if r n = √ n and G(s) = s ′Ġ withĠ some zero-mean Gaussian vector, then S becomes the usual normal distribution of √ n-consistent (parametric) M-estimators.
The bootstrap analogue ofθ n satisfies
Again, G * n will satisfy (7) under mild conditions. On the other hand, because
we would expect
Unlike Q, the process Q * is random in general. Indeed, Q * coincides with Q if and only if G is of the form G(s) = s ′Ġ for some zero-mean Gaussian vectorĠ. As a consequence, the bootstrap analogue of (4) fails unless
0Ġ when G(s) = s ′Ġ , the limiting distribution of r n (θ n − θ 0 ) is Gaussian whenever the bootstrap analogue of (4) holds. In perfect qualitative agreement with Fang and Santos (2016, Corollary 3 .1), we therefore find that Gaussianity of the limiting distribution of r n (θ n − θ 0 ) is a "heuristically necessary" condition for consistency of the nonparametric bootstrap.
The rate of convergence ofθ n is also a "red herring" in our main constructive results. In particular, the reshaped functionm n employed in the construction ofθ * n makes no use of the fact thatθ n was assumed to be cube root consistent. Moreover, because
the factor 3 √ n has been included in the statement of the bootstrap consistency result (9) itself solely to facilitate its interpretation. As a consequence, also in the more general setting of the current discussion one would expect that ifṼ n → P V 0 , then our bootstrap-based approximation will be consistent in the sense that
The Grenander estimator
Another prominent example of a cube root consistent estimator is the isotonic density estimator of Grenander (1956) . The asymptotic properties of Grenander estimator have been studied by Prakasa Rao (1969) , Groeneboom (1985) , and Kim and Pollard (1990) , among others. More recently, inconsistency of standard bootstrap-based approximations to the distribution of Grenander estimator has been pointed out by Kosorok (2008) and Sen, Banerjee, and Woodroofe (2010) , among others.
To describe the Grenander estimator, suppose {z i : 1 ≤ i ≤ n} is a random sample of a continuously distributed nonnegative random variable z, whose Lebesgue density f is continuous and nonincreasing on [0, ∞). For a given evaluation point x 0 ∈ (0, ∞), the Grenander estimatorf n (x 0 ) of
the empirical distribution function.
Although not an M -estimator of the form considered in this note, the Grenander estimator can be handled by adapting some of the ideas used to obtain the results for M -estimators. Assuming f is differentiable at x 0 with strictly negative derivative f ′ (x 0 ) and letting W denote a two-sided
Wiener process with W(0) = 0, it is well known that
a result that can be obtained by using empirical process methods similar to those used when deriving (2); for a textbook treatment, see van der Vaart and Wellner (1996, Example 3.2.14).
A natural bootstrap analogue off n (x 0 ) is given byf * n (x 0 ), the left derivative at x 0 of the LCM
, where {x * i : 1 ≤ i ≤ n} denotes a random sample from the empirical distribution of {x i : 1 ≤ i ≤ n}. Kosorok (2008) and Sen, Banerjee, and Woodroofe (2010) proved, among other things, that the distributional approximation
is inconsistent. Once again, this inconsistency can be attributed to the fact that the bootstrap approximation uses an estimator based on a process whose mean function, under the bootstrap distribution, fails to replicate that of its population counterpart. To be specific, the empirical distribution functionF n , upon whichf n (x 0 ) is based, is an unbiased estimator of the cumulative distribution function F. Around x 0 , that function admits a quadratic approximation of the form
The bootstrap mean of the function functionF * n upon whichf * n (x 0 ) is based is given byF n .
Unlike F, the functionF n does not admit a quadratic approximation around x 0 , a fact to which Sen, Banerjee, and Woodroofe (2010, p. 1968) attribute the inconsistency of the bootstrap. Adapting the logic used to motivate the functional form ofm n , a reshaped version ofF * n is given bỹ
. Lettingf * n (x 0 ) denote the left derivative at x 0 of the LCM ofF * n , the hope is of course that the approximation
is consistent under mild conditions onf ′ n (x 0 ). In perfect analogy with Theorem 1, it turns out that this is indeed the case.
Theorem 3 Suppose that f is differentiable at x 0 with strictly negative derivative
The consistency requirementf ′ n (x 0 ) → P f ′ (x 0 ) associated with the Grenander estimator is mild, being met by standard nonparametric estimators. One obvious choice, and one we have found to work well in simulations, is a standard kernel density estimator with its corresponding plug-in MSE-optimal bandwidth selector; for details, see the supplemental appendix. Another possibility, also discussed in the supplemental appendix, is to use an estimator based on numerical derivatives.
We investigate the finite sample properties of confidence intervals for f (x 0 ) constructed using the bootstrap-based distributional approximation whose consistency was established in Theorem 3. We employ the DGPs and simulation setting previously considered in Sen, Banerjee, and Woodroofe (2010) . This, as in the case of the Maximum Score estimator discussed previously, allows for a direct comparison with other bootstrap-based inference methods and their numerical performance already studied in previous work available in the literature.
We estimate f (x 0 ) at the evaluation point x 0 = 1 using a random sample of observations, where three distinct distributions are considered: DGP 1 sets x ∼ Exponential(1), DGP 2 sets
x ∼ |Normal(0, 1)|, and DGP 3 sets x ∼ |T 3 |. As in the case of the Maximum Score example, the Monte Carlo experiment employs a sample size n = 1, 000 with B = 2, 000 bootstrap replications and S = 2, 000 simulations, and compares three types of bootstrap-based inference procedures:
the standard non-parametric bootstrap, m-out-of-n bootstrap, and our proposed method using two distinct estimators of f ′ (x 0 ) (plug-in and numerical derivative). Table 2 presents the numerical results for this example. We continue to report empirical coverage for nominal 95% confidence intervals and their average interval length. For the case of our proposed procedures, we again investigate their performance using both (i) a grid of fixed tuning parameter value (derivative step/bandwidth) and (ii) infeasible and feasible AMSE-optimal choice of tuning parameter. Also in this case, the numerical evidence is very encouraging. Our proposed bootstrapbased inference method leads to confidence intervals with excellent empirical coverage and average interval length, outperforming both the standard nonparametric bootstrap (which is inconsistent) and the m-out-of-n bootstrap (which is consistent). In particular, in this example, the plug-in method employs an off-the-shelf kernel derivative estimator, which in this case leads to confidence intervals that are very robust (i.e., insensitive) to the choice of bandwidth. Furthermore, when the corresponding feasible off-the-shelf MSE-optimal bandwidth is used, the resulting confidence intervals continue to perform excellently. Finally, the generic numerical derivative estimator also leads to very good performance of bootstrap-based infeasible and feasible confidence intervals.
In sum, this example provides a second numerical illustration of the very good finite sample performance of inference based on our proposed bootstrap-based distributional approximation for cube root consistent estimators.
Conclusion
We introduced a new bootstrap-based distributional approximation for M-estimators having cube root asymptotic distributions. Our method employs the standard nonparametric bootstrap but with a carefully chosen reshaping of the objective function to ensure a valid distributional approximation.
We applied our results to two leading examples of 3 √ n-consistent estimators, Maximum Score and Isotonic Density, and in both cases simulation evidence showed excellent performance in terms of empirical coverage and average interval length of the resulting confidence intervals estimators.
We also discussed how our main ideas could be applied to general parametric M-estimators with arbitrary convergence rates. (a) n = 1, 000, S = 2, 000, B = 2, 000 MS n refers to our proposed bootstrap-based implemented using the example-specific plug-in drift estimator, and Panel Num Deriv:Ṽ ND n refers to our proposed bootstrap-based implemented using the generic numerical derivative drift estimator.
(ii) Column "h, ǫ" reports tuning parameter value used or average across simulations when estimated, and Columns "Coverage" and "Length" report empirical coverage and average length of bootstrap-based 95% percentile confidence intervals, respectively. (iii) hMSE and ǫMSE correspond to the simulation MSE-optimal choices, hAMSE and ǫAMSE correspond to the AMSE-optimal choices, andĥAMSE andǫAMSE correspond to the ROT feasible implementation ofĥAMSE andǫAMSE described in the supplemental appendix. (a) n = 1, 000, S = 2, 000, B = 2, 000 ID n refers to our proposed bootstrap-based implemented using the example-specific plug-in drift estimator, and Panel Num Deriv:Ṽ ND n refers to our proposed bootstrap-based implemented using the generic numerical derivative drift estimator.
(ii) Column "h, ǫ" reports tuning parameter value used or average across simulations when estimated, and Columns "Coverage" and "Length" report empirical coverage and average length of bootstrap-based 95% percentile confidence intervals, respectively. (iii) hMSE and ǫMSE correspond to the simulation MSE-optimal choices, hAMSE and ǫAMSE correspond to the AMSE-optimal choices, andĥAMSE andǫAMSE correspond to the ROT feasible implementation ofĥAMSE andǫAMSE described in the supplemental appendix.
