Abstract. A class of functions si is defined which contains the spirallike and close-to-convex functions. By decomposing si into subclasses in a natural way, some basic properties of si and these subclasses are determined, including solutions to extremal problems; distortion theorems; coefficient inequalities; and the radii of convexity and close-to-convexity.
In studying the properties of functions in si, it is useful to consider the following subclasses: let sia represent the class of all functions/(z) satisfying (1.4) for some g(z) in Fa and let sia¡B he the class of functions satisfying (1.4) for g(z) e J^ and a fixed e, e = e,ß. (1.4) implies that |j8|£tt/2, thus sia = \Jsia<B (|j3|^tt/2), and s/ = \J sia (|ce| <tt\2). A comparison of (1.4) with (1.3) shows %=si0 and letting g(z)=f(z) and ß=a gives &"<=*/«,"■ Let S?a be the class of functions f(z) with the property that zf'(z) is in ¡Fa [9] , [18] . If we let g(z)=z/'(z), then (1.4) is satisfied for each/(z) in &a and any e, e=etß, \ß\ ¿ir¡2, i.e. ^a^^cß for all ß. Robertson shows that @a contains functions which are not univalent whenever cos aS:-1 [18] , and hence so does siaB. Consequently, if ¿S represents the class of regular univalent functions/(z) normalized by/(0)=0 and/'(0) = 1, then si<k£f, however si n Sf is a class of univalent functions containing ^ u F. We show in a later section that Sf'ksi, hence si n y is a proper subset of Î f e = efi and |j8|=tt/2, then (1.4) implies sia¡B = ^a. Since &a<=siaiB for all ft \ß\ ^tt/2, we will consider only \ß\ <tt/2. Fa and 0 are both normal and compact families of analytic functions, hence sia¡B is also normal and compact. Consequently, if G(wu ■ ■ -, wn+1) is analytic in Cn+1 and c is a fixed point in A, then there exists /0(z) in sia¡B such that the functional Re{G[f'(c),...,fin)(c),c]} assumes its maximal value over s/"tB at/0(z). The following two theorems enable us to characterize /0(z). The first is due to Pinchuk [13] and the second to Sakaguchi [19] . Thus go(z) is a solution to an extremal problem over Fa and must be of the form given in Theorem A. In a similar manner, by fixing g0(z) and allowing p0(z) to vary over the class a8, we are able to conclude that p0(z) is of the form given in Theorem B and hence f0(z) satisfies (2.2).
In the same manner, using well-known properties of Fa and SP (see [2] , [4] , [5] , [16] , [19] ), we obtain the following theorem. 3. Distortion theorems and coefficient inequalities. Theorem 1 indicates that to determine sharp bounds for arg/'(z) and |/'(z)| when/(z) is in ¿#a¡s, it is sufficient to obtain these bounds for the function defined by (2.2). As the expressions involved are rather complicated and the techniques used are elementary, we will consider here only the lower bound for arg/'(z) which will be used in some subsequent work. V'(6)=r[r cos a-cos (9-a)]/(l-2r cos 9+r2) hence K(0) assumes its maximum value at 0=0O where 0O satisfies (3.3) cos (0O -a) = reos a; sin (0O -a) = -(1-r2 cos2 a)1'2.
Expanding the equations in (3.3) and solving for cos ÔQ and sin 00 yields cos 0O = r cos2 ct + sin a (1 -r2 cos2 a)x'2, sin d0 = r sin a cos a-cos a (1 -r2 cos2 a)1'2 and using (3.2) and (3.4) to evaluate V(60) gives In a similar manner, if
[r sin (J> -2ß) . r r sin ê (l-2rcos(c¿-2/í) + r2H +arC " [(l-2r cos ¿+r2)]' then we find for all ß, \ß\ <ir¡2, yields (3.7). Equality occurs in (3.7) for/(z) defined by (2.2) with sinß=-r. 
is in HA whenever A<4¿ sec2 a.
Basgöze and Keogh have recently proven a similar result for Fa [1] , and Eenigenburg and Keogh have obtained Theorem 5 in the case a=0 [3] . As the proof for general a is essentially the same as that given in [3] , we will omit the proof of Theorem 5.
An immediate consequence of the above is that if f(z) is in s/, then f'(z) is in HK for all A satisfying 0<A<^-. However, there exists a univalent function/(z) such that/'(z) is not in 77A for any A>0 [10] , hence Sf is not a subclass of si.
If fi(z) = z+a2z2+ ■ ■ ■ is close-to-convex in A, Reade has shown that |an|=«, n = 2, 3,... [15] , and Pommerenke has proven that | |an| -|an+1| | <(3e2)/4 [14] . An examination of the proofs of these results allows us to conclude that these inequalities are also valid for the class s/, hence we have the following theorem. Since/(z)=z/(l-z)2 is in si, (3.11) is sharp. The sharp bound for ||an| -|an+1|| is not known, even for the class #. If/(z) is restricted to sia or siaB, then (3.11) can be improved by making use of the coefficient bounds for J^ [8] , however we have not been able to determine the sharp bounds in either case. 
and consequently /*(z) belongs to sia. Notice that e1 depends on the choice of a, hence it is not possible to conclude that /*(z) e siaB whenever /(z) e siaB. In order to apply (4.2) we will need the following lemma. consequently/(z) maps |z|<r onto a convex domain whenever 1-2r(l-f-cos a) + r2 cos 2a ^0. The function/(z) defined by (2.2) shows that this result is sharp. Furthermore, since l-2r(l+cos a) + r2 cos 2a^ l-4r + r2 for all a, |a|<w/2, and all r, 0 ^ r < 1, it follows that the sharp radius of convexity of sé is the smallest positive root of 1 -4r4-r2=0, namely 2-31'2. It is interesting to note that 2-31'2 is also the radius of convexity of !F. Let f(z) be regular in A and have a nonvanishing derivative there. Kaplan [6] has shown that a necessary and sufficient condition for/(z) to map |z| -r onto a close-to-convex curve is that
for all z, and z2 with 1^1 =r and z2 = z,eie, 0<8<2n. The radius of close-toconvexity of séa will then be the largest value of r for which all functions f(z) in séa satisfy (4.3). We determine this value as the solution of an equation depending on r and a. Some of the techniques used are similar to those employed by Krzyz to obtain the radius of close-to-convexity of Sf [7] . Since g(x) > 0 for 0 ^ r < 1 and |x\ = 1, the zeros of dA(r, 9)/d8 will be determined by the zeros of p,(x) =p(x) -2rx cos ak(x). A simple calculation shows p(x)>0 for xe [-1,0] and clearly -2rx cos a k(x)>0 for xe [-l,0] , hence p,(x) has no zeros in [-1, 0] . If x0 is the positive zero of p(x) and xx = min {1, x0}, then any zeros of p,(x) must lie in the interval (0, x,), and furthermore, for 0 < x < x,, the zeros of p,(x) will be identical with the zeros of p2ix) where
+ I6r3 sin2 a (1 -r2)x3+ 16r4 sin2 a x4.
The coefficients of p2(x) change sign twice, hence p2(x) has either zero or two positive roots. Suppose now that x0, the positive root ofp(x), lies in (0, 1], i.e. x0=x,. A brief calculation shows this will occur only when r ^ r, where r, is the smallest positive root of the equation 1-2r+r2 cos 2a=0.
Hence, for re[r"l), p2(x0) = -4r2x2 cos2 a k(x0)2 < 0 and, since p2(0) > 0, it follows that p2(x) has at least one root in 0 < x < jc0=^. But p2(x) has at most two roots for all x > 0, thus there is exactly one simple root in (0, x,). It follows then that SA(r, 6)186 has one simple zero for all r in (r0, 1) and thus A(r, 0) assumes its minimum at 0=0O where 0O = 2 arc cos x2 and x2 is the unique root of/?2(x) in (0, Xj). Hence A(r) = A(r, 0O) and letting 0 = 0O in (4.8) yields the expression given for A(r) in (4.4). A(r) is a decreasing function of r, A(r0)=0, and an examination of (4.4) shows A(r) -> -oo as r -> 1 ", so there is a unique solution ra to the equation A(r)= -Tt,re (r0, 1), and this solution is the radius of close-toconvexity of sia. For a specific a, ra can be calculated by successive substitutions in p2ix) and A(r). 1 which yields the desired result.
