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This paper studies the month of the year effect, where January effect presents positive 
and the highest returns of the other months of the year. In order to investigate the 
specific calendar effect in global level, fifty five stock market indices from fifty one 
countries are examined. Symmetric GARCH models are applied and based on 
asymmetries tests asymmetric GARCH models are estimated. The main findings of 
this study is that a December effect is found on twenty stock markets, with higher 
returns on the specific month, while February effect is presented in nine stock 
markets, followed by January and April effects in seven and six stock markets 
respectively. These patterns provide positive and highest returns on the mentioned 
months, while a pattern where a specific month gives a persistence signal of negative 
returns couldn’t be found.  
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January and the month of the year effect has been examined and investigated in 
various studies. Choudhry (2001) used monthly data for Index of Industrial shares in 
UK , Index of common stocks in Germany, Index of all industrial and public utilities 
and railroad common stocks to test the month-of-the year effect. Choudhry (2001) 
employed a MA(1)-GARCH-(1,1)-GJR model , including a moving average MA term 
to capture the effect of non-synchronous trading and found significant positive returns 
in January for UK and on January, April and August for  USA, significant negative 
returns in March and July for UK, while significant positive returns in February, 
August, September and December and significant negative returns in June and 
October were found for Germany.  Arsad and Coutts (1997) found that January 
displays significant positive returns after the introduction of capital gains tax in 1965, 
while Aggarwal and Rivoli (1989) have found that January effects exists. 
Furthermore, other studies report positive and higher returns in both January and 
February (Mills et al., 2000; and Marquering, et al., 2006). 
On the contrary other studies report different results. Szakmary and Kiefer (2004) 
found that the turn of the year effect in small capitalization stocks as the S&P 400 
Midcap and Russell 2000 indices, is eliminated by market participants. Generally 
January effect doesn’t exist, but increased returns for small-cap stock indices on the 
last trading day of December are reported. Floros (2008) rejected January effect for 
three stock indices examined in Athens stock exchange market and higher returns 
over other months rather January are reported, but the estimated coefficients are 
statistically insignificant, except significant negative returns in June for all indices. 
Tonchev and Kim (2004) find that January effect exists only in the Czech Republic. 
Some evidence there is for the January effect for Slovenia and the half-month effect 
for the Czech Republic. Also they found a weak evidence for monthly seasonality in 
variance in all three countries. Giovanis (2009) examined fifty five stock markets and 
the January effect is rejected, as it is presented only in seven stock markets, while the 
most frequent significant higher monthly returns are reported in December of twelve 
stock markets. Since 1990 new approaches have been introduced in finance, which is 
the artificial intelligence, as neural networks and fuzzy logic. These approaches have 
been applied with success in finance, but they haven’t been applied for the data 
mining of the calendar effects. Giovanis (2008) examined the month of the year effect 
in Athens stock exchange market and found higher returns in December.   
The purpose of this paper is to investigate and test the January or the month of the 
year effect in a global level, without to be restricted in regional or national level, in 
order to examine if actually January presents the highest returns than the other months 
of the year, as also to recognize other monthly patterns which can be used for the 
optimum asset allocation with result the maximization of profits. Because each stock 
market behaves differently and presents different monthly patterns, the trading 
strategy should be formed in this way where the buy and sell signals and actions will 
be varied in each stock index.        




2.1 The Regression Model 
The stock returns are defined by the following relation 
)log( 1−−= ttt PPR                                                                                                  (1) 
Variable Pt denotes the closed stock prices, while Pt-1 expresses the closed stock 
prices with one lag. For the examination of the month-of-the year effect the following 
regression is estimated: 
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,where tR  is defined as  in the relation (1), Dit represents the twelve dummy variables 
for  twelve months, where D1t  takes value 1 if returns belong in days of January   and 
0 otherwise, continuing at the last dummy variable D12t, which takes value 1 if stock 
returns belong in days of December and 0 otherwise and εt  is the disturbance term. 
The ordinary least squares method has been applied in all estimations, but the results 
are not reported, as in all cases heteroskedasticity, ARCH effects and autocorrelation 
were present. So for this reason is claimed that OLS estimations reports are not 
necessary, as the results are not reliable.  
 
 
2.2 GARCH Methodology 
In order to estimate regression (2) GARCH models are applied. The first is the 
simple symmetric GARCH (1,1) model which was proposed by Bollerslev (1986) and  
is defined as 
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The standard GARCH model is symmetric in its response to past innovations. 
Since good news and bad news may have different effects on the volatility two 
alternative GARCH models are considered in an attempt to capture the asymmetric 
nature of volatility responses. Since the symmetric GARCH model is unable to 
account for the leverage effects observed in stock returns, asymmetric GARCH 
models were proposed that enable conditional variance to respond asymmetrically to 
rises and falls in innovations 
The other two GARCH models which are considered are the asymmetric 
EGARCH and GJR models. EGARCH (1,1) model was proposed by Nelson (1991) 
and has the following form: 
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, where εt is defined as in relation (3). We except for the asymmetries allowed finding 
a negative value for coefficient γ if the relationship between volatility and returns is 
negative. More specifically it is expected γ< 0 , “good news” generate less volatility 
than “bad news”, where γ reflects the leverage effect. The second asymmetric 
GARCH model we estimate is GJR-GARCH (1,1), which  was proposed by Glosten 
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 It-1 is a dummy variable, where It-1 =1 if u
2
t-1<0 and It-1 =0 otherwise. Also for a 
leverage effect is expected that γ>0, so that the “bad news” have larger impacts, and is 
required that α1 + γ ≥ 0 and α1≥ 0 for non-negativity condition. It should be mentioned 
that the normal distribution, which was used by Engle (1982) is not followed, but in 
order the model to fully capture the excess kurtosis more fat tailed distributions that 
were proposed in the literature are used. Generally GARCH estimation behavior 
manifests itself as excessive kurtosis in residuals of the model. This property is known 
as fat tail or heavy-tailed distribution and means that extreme values have higher 
probabilities to occur. Since student- t (Bollerslev, 1987) and the GED distribution 
(Nelson, 1991) have heavier tails than normal distribution, there is a better ability of 
generating large values (outliers) and therefore might be a better representative of 
conditional variance in the data. The t distribution was chosen, as the estimated results 
between t and GED distributions are almost the same. 
It should be mentioned that we don’t present the results of both asymmetric 
GARCH models in all stock markets, but each time we present only that we have 
chosen as the optimum. This choice is done based on Akaike and Schwartz information 
criteria, the Log-Likelihood statistic, as also based on which model is able to eliminate 
ARCH effects and autocorrelation.  
 
 
2.3 Asymmetric tests 
Because the symmetric GARCH model is unable to capture for leverage effects, 
as it was mentioned previously we investigate if there are asymmetries in volatility of 
the calendar effects we examine. Here the methodology of the asymmetry tests 
proposed by Engle and NG (1993) is presented. We define S
-
t-1 as a dummy indicator 
taking value one if ut-1<0 and zero otherwise. So the first test is the sign test and is 
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 ,where et is an iid error term. If positive and negative shocks impact differently the 
upon the conditional variance then d1 should be statistically significant. The second test 
is the negative sign bias and is defined as: 
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, where d1 should be also statistically significant. Then S
+
t-1 = 1 – S
-
t-1  is defined, so 
that S
+
t-1 picks out the observations with positive innovations and the positive sign bias 
test can be defined as: 
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Engle and NG (1993) proposed a joint test for size and sign bias based on the following 
regression 
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, where significance of d1 indicates the presence of sign bias, while on the other hand 
the significance d2 or d3 would suggest the presence of sign bias, where both the sign 
and the magnitude of the shock are important. The joint test is calculating by NR
2
, 
where N is the sample size, and asymptotically follows chi-square distribution with 3 
degrees of freedom under the null hypothesis of no asymmetric effects.  The null 
hypothesis is H0: d1 = d2 = d3 =0. 
 
3. Data 
The analysis is conducted in terms of daily returns More specifically in table1 we 
present the countries, the indices symbols and the sources-websites where we found 
the data. The final period is 31 December 2008 for all series except from the starting 







4. Empirical results 
 
In table 2 the asymmetry tests of GARCH (1,1) model are reported. We observe 
that the null hypothesis of the joint test (11) is rejected in all stock markets, except 
from stock markets in Luxemburg and Turkey. For this reason GARCH(1,1) is 
applied for these two stock markets. In table 3 the symmetric and asymmetric 
GARCH estimations of equation (2) are reported, where we note which asymmetric 
GARCH model is obtained in each stock market we examine. Table 4 reports the 
diagnostic tests of GARCH regressions.   
The coefficients of GARCH equations are statically significant in the most cases. 
Furthermore, the coefficient γ denoting the leverage effect is statistically significant 
and presents the expected and correct sign in all cases, except from the stock markets 
in Estonia, Latvia, Sri Lanka and Yugoslavia, where the coefficient γ has the correct 
sign, but is insignificant, as well as in the case of Jordan, where the coefficient γ 
presents the wrong sign as also is insignificant too. 
From the overall results we observe that January effect is presented only in seven 
stock markets, which are in Malaysia, Pakistan, Peru, Singapore, Thailand and Dow 
Jones and Nasdaq-100 in USA. O the contrary we find a December effect, where the 
highest significant returns are reported in December, where the specific effects are 
presented in twenty stock markets. These are in Austria, Belgium, Brazil, Canada, 
Denmark, Estonia, Germany, India, Indonesia, Ireland, Luxemburg, Mexico, 
Netherlands, New Zealand, Philippine , Switzerland, Turkey, UK indices FTSE-100 
and FTSE-250 and finally in Yugoslavia, where in Canada and New Zealand the 
highest returns are presented also in February and September respectively. 
Furthermore, a February effect is stronger than January, as it is presented in ten stock 
markets, Chile, Egypt, Finland, Hong Kong, Italy, Portugal, Russia, Spain, and 
Sweden including the stock market examined in Canada, as it was mentioned 
previously.  
April effect is followed in Australia, China, Greece, Israel, Kuwait and S&P 500 
index in USA, while October presents the highest significant returns in the stock 
markets examined in Argentina, Croatia, and Norway. Some other weaker monthly 
anomalies are March, September and November effects presented in Japan, and 
France for March, Lithuania and Sri Lanka for September and South Korea and NY 
Composite for November. Finally, May exhibits higher significant returns in the stock 
market of Jordan, July in Latvia, June in Taiwan and August in Zambia.  
On the contrary there aren’t persistent anomalies and negative returns categorized 
in groups. For example it was expected that September might present negative returns 
in stock markets, but this is not happened as it is present only in China, while in the 
most cases returns in September are insignificant, while in few stock markets present 






5. Conclusions  
 
The purpose of this paper was to examine the month of the year and the January 
effect.  Because the most studies are restricted and repeated in major stock markets in 
the world, as Dow Jones Industrial and S&P 500 in USA and FTSE-100 in UK among 
others, we tried to examine representative stock markets around the world and the 
analysis was not restricted in national and regional level or major stock markets, but 
was extended in global level. Generally, the results are mixed, but we conclude that 
January effects doesn’t exist in global level and it is a very week calendar effect, as it 
is presented only in seven stock markets, while December presents higher returns in 
twelve stock markets. Furthermore, this study shows that the market efficiency 
hypothesis, always based on the month of the year effects, is violated, as in each stock 
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Table 1  Stock Market Indices and estimating periods 
Countries Period Countries Period 
Argentina (MERVAL INDEX)1 9 October 1996 Indonesia (JKSE Composite Index)1 2 July 1997 
Australia (All ordinaries Index)2 9 January 2001 Ireland  (GENERAL   INDEX) www.ise.ie 4 January 1983 
Austria (ATX INDEX)1 12 November 1992 Israel (TA-100 INDEX)1 2 July 1997 
Belgium (BFX INDEX)1 14 February 2005 Italy (MIBTEL INDEX)1 4 January 2000 
Brazil (IBOVESPA INDEX)1 28 April 1993 Japan(Nikkei 225)1 5 January 1984 
Canada (S&P/TSX 
 Composite index)1 
4 January 2000 Jordan (Weighted General Index) 
 www.ase.com.jo 
4 January 1992 
Chile (IPSA INDEX)2 23 September 2003 Kuwait (All Share Index)2   19 June 2001 
China (Shanghai composite Index)2 4 July 1997 Latvia  (OMX Riga) 
www.baltic.omxnordicexchange.com 
4 January 2000 
Croatia (CROBEX INDEX) 
 www.zse.hr 
3 January 1997 Lithuania (OMX Vilnius) 
www.baltic.omxnordicexchange.com 
4 January 2000 
Denmark (KFX INDEX)2 6 January 2000 Luxemburg (LuxX INDEX)  www.bourse.lu 10 May 1988 
Egypt (CCSI INDEX)1 3 July 1997 Malaysia (KLSE INDEX)1 6 December 1993 
Estonia (OMX Tallinn)6 3 January 2000 Mexico (IPC INDEX)1 11 November 1991 
Finland (Helsinki General Index)2 4 July 1997 Netherlands (AEX INDEX)1 13 October 1990 
France (CAC 40 INDEX)1 2 March 1990 New Zealand (New Zealand  
Stock Exchange 50 Index)2 
5 May 2004 
Germany (DAX INDEX)1 27 November 1990 Norway (OSEAX INDEX)1 8 February 2001 
Greece (GENERAL INDEX) 
www.enet.gr 
5 Januaary 1998 
Pakistan (Karachi 100 Index)2 8 July 1997 
Hong Kong (HANG SENG INDEX)1 2 January 1987 Peru (Lima General Index)2 4 May 1998 
India (BSE SENSEX)1 2 January 1997 Philippine (PSE Composite Index)2 7 July 1997 
Portugal (PSI GERAL INDEX) 
www.euronext.com 
14 February 2005 Turkey (ISTANBUL NAT-100)2 4 July 1997 
Russia Federation (RTSI INDEX) 
www.rts.ru, 
4 September 1995 UK (FTSE-100)2 3 April 1984 
Singapore (STI INDEX)1 7 July 1997 UK (FTSE-250)2 6 January 2000 
South Korea (KOSPI 
 Composite Index)1 
2 July 1997 USA (Dow Jones composite)1 24 December 1980 
Spain (IBEX 35)2 9 January 2002 USA ( Nasdaq 100)1 8  February 1971 
Sri Lanka (CSE All share Index)2 4 July 1997 USA (NY composite)1 3 January 1966 
Sweden (SAX ALL SHARE 
INDEX)2 
9 January 2001 USA (S&P 500)1 4 January 1950 
Swiss (SSMI INDEX)1 12 November 1990 Yugoslavia (BELEX 15) 
 www.belex.co.yu 
5  October 2005 
Taiwan (TSEC weighted index)1 3 July 1997 Zambia (LASI INDEX)      
www.luse.co.zm 
2 January 2002 
Thailand (SET INDEX)2  3 July 1997   
1.Source www.yahoofinance.com, 2. Source www.econstats.com 
Table 2. Asymmetric tests for the month-of-the-year effect 
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P-values in parentheses 
 
 
Table 3. GARCH estimations of equation (2)  











































































































































































































































































































































































































































































































































































































































































































































*denotes significance in  0.01 level , **denotes significance in  0.05 level *** denotes significance in  0.10 level - standard errors in parentheses, z-statistics in brackets 
Table 3. (cont.) GARCH estimations of equation (2)  







































































































































































































































































































































































































































































































































































































































































































































*denotes significance in  0.01 level , **denotes significance in  0.05 level *** denotes significance in  0.10 level - standard errors in parentheses, z-statistics in brackets 
Table 3. (cont.) GARCH estimations of equation (2) 



































































































































































































































































































































































































































































































































































































































































































































*denotes significance in  0.01 level , **denotes significance in  0.05 level *** denotes significance in  0.10 level - standard errors in parentheses, z-statistics in brackets 
Table 3. (cont.) GARCH estimations of equation (2) 


















































































































































































































































































































































































































































































































































































































































































*denotes significance in  0.01 level , **denotes significance in  0.05 level *** denotes significance in  0.10 level - standard errors in parentheses, z-statistics in brackets 
 
 
Table 4. Diagnostic tests of GARCH estimations 
Countries R
2









































































































































































































































































p-values in {}. AIC  and SBC refer to Akaike and Schwarz information criteria, LL is the Log Likelihood,  LBQ2 is the Ljung-Box test on squared standardized residuals 
        
  Table 4. (cont.) Diagnostic tests of GARCH estimations 
Countries R
2









































































US DOW JONES 
COMPOSITE 
EGARCH 












US NASDAQ 100 
EGARCH 












US NEW YORK 
COMPOSITE 
EGARCH 












US – S&P 500 
EGARCH 








































       





Programming routines for asymmetry tests in EVIEWS software 
 
 
1. Sign Test 
 
smpl @all 
eq1.arch(1,1) returns jan feb mar apr may jun jul aug sep oct nov dec 
eq1.makeresids resid01 
GENR S_0 = 0 
SMPL @all IF resid01 < 0 
GENR S_0 = 1 
smpl @all 







2. Negative Bias Test 
smpl @all 
eq1.arch(1,1) returns jan feb mar apr may jun jul aug sep oct nov dec 
eq1.makeresids resid01 
GENR S_0 = 0 
SMPL @all IF resid01 < 0 
GENR S_0 = 1 
SMPL @all 
eq1.ls resid01^2 c  S_0 
GENR N_0 = S_0*resid01(-1) 





3. Positive Bias Test 
smpl @all 
eq1.arch(1,1)returns jan feb mar apr may jun jul aug sep oct nov dec 
eq1.makeresids resid01 
GENR S_0 = 0 
SMPL @all IF resid01 < 0 
GENR S_0 = 1 
GENR N_0 = S_0*resid01(-1) 
GENR P_01=1-S_0 
 GENR P_0=P_01*resid01(-1) 
smpl @all 
eq1.ls resid01^2 c   P_0 
show eq1 
 
 4. Joint Test 
smpl @all 
eq1.arch(1,1) returns jan feb mar apr may jun jul aug sep oct nov dec eq1.makeresids 
resid01 
GENR S_0 = 0 
SMPL @all IF resid01 < 0 
GENR S_0 = 1 
SMPL @all 
eq1.ls resid01^2 c  S_0 
GENR N_0 = S_0*resid01(-1) 
GENR P_01=1-S_0 
 GENR P_0=P_01*resid01(-1) 
smpl @all 
eq1.ls resid01^2 c  S_0 N_0 P_0 
eq1.wald c(2)=0, c(3)=0, c(4)=0 
