R N → R be convex and w be a local minimizer of
Introduction
We consider the integral functional
where L : R N → R ∪ {+∞} is convex, lower semicontinuous and L(ξ) ≥ α|ξ| + β, for some α > 0, β ∈ R.
A local minimizer of I is a function w * in the Sobolev space W 1,1 (Ω) such that L(∇w * (x)) ∈ L 1 (Ω) and I(u) ≥ I(v) for every v with v − w * ∈ W 1,1 0 (Ω). We say that a local minimizer w * of I satisfies the Comparison Principle (C.P.) from above (resp. from below) if, whenever w is any other local minimizer of I, the inequality w ≤ w * (resp. w ≥ w * ) on the boundary Γ of Ω in the trace sense remains valid a.e. on Ω; the function w * is said to satisfy the C.P. if it satisfies the C.P. both from below and from above.
The Comparison Principles for minimizers of I are a fundamental tool in many recent regularity results with very mild assumptions on the lagrangian: for instance the Lipschitz regularity result of [3] , the local Lipschitz regularity of [5] , the continuity result of [1] all make use of a Comparison Principle between two functions, one of which is affine.
It is well known that, whenever L is strictly convex, the affine functions whose gradient belongsto the domain of L are local minimizers of I that satisfy the Comparison Principle (see, for instance, [10] for a Comparison Principle among Lipschitz functions, or [3] in the Sobolev setting). However, as it is pointed out in [4] , affine functions may no more satisfy the Comparison Principle if L is not strictly convex.
As an example, if
and Ω =] − 1, 1[ then w 1 (x) = 1 − |x| and w 2 (x) = 1 2 (x + 1) are local minimizers of I satisfying w 1 ≤ w 2 on Γ = ∂Ω; however none of the inequalities w 1 ≤ w 2 or w 2 ≤ w 1 holds a.e. on Ω.
It is then natural to ask, in the case where L is not strictly convex, whether there still are some affine functions that do satisfy the Comparison Principle. We show here that the affine function a · x + b satisfies the C.P. if and only if (a, L(a)) does not belong to the relative interior of a N -dimensional face of the epigraph of L. Both the sufficiency and the necessity of the condition follow from some more general results that have an interest in themselves and that may be applied to wider classes of local minimizers. In particular the sufficiency follows from a Comparison Principle that is directly inspired by those formulated in [3] , [4] , [13] , [12] and that is more suitable to deal in the case where the lagrangian L has some N -dimensional faces. A Comparison result involving a local minimizer and a convex function follows. The necessity would also follow easily from the fact that, if (a, L(a)) belongs to a face of the epigraph of L of dimension N , then by [2] the problem of minimizing I with a · x + b as a boundary datum has more than a solution.
The lack of the validity, in general, of the C.P. for affine functions when L is not strictly convex induced Cellina to introduce a new class of local minimizers of I in [4] . More precisely, let F be the projection of a bounded face of the epigraph of L, x 0 ∈ R N and consider the function h
it is worth noticing that in the case where L is strictly convex, F is reduced to a point and h + F,x 0 is nothing else than an affine function. It was first proven in [4] , under the assumption that Ω be convex and x 0 / ∈ Ω, later in [14] by just assuming that x 0 is a limit of points that do not belong to the closure of Ω, that h 
Assumptions and notation
The function L : R N → R ∪{+∞} is convex, lower semicontinuous and moreover
where " · " is the standard scalar product in R N ; we recall that ∂L(x) is non empty and bounded at every point x that is interior to Dom(L). The polar of L is 
∀φ ∈ C
on Ω. Finally, we say that w * fulfills the Comparison Principle (or C.P.) if w * fulfills both the C.P. from above and from below.
For α > 0 and u ∈ R N with |u| = 1 let us denote by C(u, α) the cone
The condition stated hereafter is directly inspired to the cone property introduced in [11] ; its formulation here is slightly less restrictive than the original one.
Definition 2 (The cone property revisited). Let
x(0) = z. We say that the vector field T satisfies the cone property if for everyx ∈ Ω there exist a ball B(x, r) ⊂ Ω centered inx and of radius r, a vector u in R N and α > 0 such that
Remark 1. It is easy to show that, whenever T is a vector field that satisfies the cone property, the trajectories of the system x ′ = T (x) exit from Ω in a finite time, i.e
. t(z) < +∞ and x(t(z))
.
Example 1. Let x 0 / ∈ Ω and set T (x) = x − x 0 . Then T and −T satisfy the cone property. Indeed fixx ∈ Ω and let r < |x − x 0 |. Then for every z in B(x, r) we have
The same arguments show that −T satisfies the cone property.
Example 2.
A non zero Lipschitz vector field T satisfies the cone property if, for instance, there exist u ∈ R N , |u| = 1 and α > 0 such that
This is actually the original definition of the cone property that was given in [11] , more restrictive than the one that is given here. For instance, the vector field T (x) = x − x 0 studied in Example 1 satisfies the cone property whenever x 0 / ∈ Ω but it may not fulfill (3) if x 0 lies in the relative interior of a flat part of the boundary of Ω. This particular vector field will be used in the proof of Theorem 3.
It is shown in [11, Theorem 3.2] that, if T satisfies condition (2) then the functions of W 
Theorem 1 (A general Comparison Principle). Let w * be a local minimizer of I that satisfies the Euler equation, i.e. there is S
Let T : Ω → R N be Lipschitz and such that either i) Dom(L) is bounded and the trajectories from Ω of x ′ = T (x) leave Γ in a finite time, or ii) S is bounded and T satisfies the cone property.
Moreover, assume that
Then w * satisfies the Comparison Principle from above. If, instead of (5),
then w * satisfies the Comparison Principle from below.
Remark 2. This version of the Comparison Principle generalizes, in the case where L depends only on the gradient, the versions of the C.P. that appeared in the papers [3] , [4] , [13] , [12] . Actually, in [3] , [4] and [13] , the C.P. was referred to a particular minimizer; in [12] , the more restrictive condition (3) was assumed instead of the cone property and conditions (5)- (6) were replaced by the less general condition that the field T be orthogonal to ∂L * (S(x)). [9] 
The arguments of the proof of Theorem 1 are similar to those used in [12] , [14] ; we just stress here how the less restrictive conditions (5)- (6) are used to obtain the conclusion.
Proof. Proof of Theorem 1 Let w be a local minimizer of I satisfying w ≤ w * on Γ. 
Moreover the validity of the Euler equation implies that ∫
E S(x) · ∇η(x) dx = ∫ Ω S(x) · ∇η(x) dx = 0 if either η ∈ W 1,∞ 0 (Ω) as in i), or if η ∈ W 1,1
(Ω) and S is bounded as in ii). Thus in both cases we have
It follows that the latter inequality is actually an equality a.e. on E and thus ∇w(x) ∈ ∂L * (S(x)) a.e. on E.
Our assumption (5) then implies that ∇w(x) ≥
If i) holds then η is Lipschitz and vanishes on Γ: we fix z ∈ E. If, instead, ii) holds let B(x, r), u, Π be as in [11, Theorem 3.2] ; η has a representative η * that is absolutely continuous on a.e. trajectory of x ′ = T (x) starting from Π and vanishes at the end point of the trajectory in Γ: we fix z ∈ Π ∩ B(x, r) ∩ E. In any case the map t → η * (x z (t)) is absolutely continuous on [0, t(z)[ and
For every t ∈ [0, t(z)[ we have
so that, passing to the limit for t → t(z), we obtain that 0 ≥ η * (z). Therefore η * ≤ 0 a.e. on E. However, since η * > 0 a.e. on E it turns out that E is negligible, proving that w ≤ w * a.e.. on Ω. If (6) holds instead of (5), the proof of the Comparison Principle from below follows similarly.
The following consequence of Theorem 1 is immediate since x ≥ u y if and only if y ≥ (−u) x.
Corollary 1. Under the above assumptions, assume that both T and −T satisfy the cone property and that just one of the conditions (5) or (6) holds. Then w * satisfies the Comparison Principle both from above and from below.
In the next section we are mainly concerned in the case where the field S involved in Theorem 1 is constant. As an application of Theorem 1 in a case where S is a non constant divergence free field we give here a shorter alternative proof of [7, Theorem 2.1].
Example 3. We consider a radial Lagrangean of the form L(ξ) = ℓ(|ξ|)
where ℓ : R → R ∪ {+∞} is convex, even, lower semicontinuous and ℓ(x) = +∞ for x out of a bounded interval. Let z * be a measurable selection of ℓ * . Assuming that 0 / ∈ Ω it is shown in [7] that the function w * defined by
and that, more-
Since the field S is equal to a constant times the gradient of a harmonic function it turns out obviously that div S = 0, so that S fulfills (4) of Theorem 1. Now, since
where B(0, 1] is the closed unit ball of R N , it turns out that ∂L * (S(x)) is reduced to a point unless 1/|x| N −1 belongs to the set of values λ > 0 such that ∂ℓ * is a non trivial interval, at most a countable set. Therefore ∂L * (S(x)) is equal to a point unless x belongs to a countable union of spheres, a negligible set. It follows that any non zero constant field T fulfills (5) and (6); Theorem 1 then implies that w * satisfies the Comparison Principle.
Main results
The following result will be used in the characterization of the affine functions that satisfy the cone property; it concerns actually a much wider class of local minimizers. 
Lemma 1 (A necessary condition
Then w = w * on Γ; moreover w is a local minimizer of I. Indeed
and since, for a.e.
so that, using the fact that u − w
and therefore I( w) = I(w * ), w * being a local minimizer of I. Now w = w * on Γ but w ̸ = w * on a non negligible set, otherwise ∇w * = ∇ w ∈ bd ∂L * (p) a.e. on Ω 1 , contradicting the assumption that ∇w * belongs to int ∂L * (p) on a set of strictly positive measure; it follows that w * does not satisfy the Comparison Principle.
Remark 4. The proof of Lemma 1 shows that the conclusion holds true, without assuming that w * ∈ W 2,r (Ω), if ∇w * belongs a.e. to a prescribed face of the epigraph of L. Indeed in this case there is p ∈ R N such that ∇w * ∈ ∂L * (p) a.e. on Ω. 
so that the constant field T satisfies (5) with S(x) = p. Moreover T and −T satisfy the cone property: Corollary 1 show that w * satisfies the Comparison Principle. Conversely, if (a, L(a) ) belongs to the relative interior of a N -dimensional face of the epigraph of L then ∂L(a) is a singleton {p} and ∇w * (x) = a belongs to the interior to ∂L * (p) for every x: the conclusion that w * does not satisfy the C.P. follows from Lemma 1. Alternatively one could remark that, from [2] , if (a, L(a)) belongs to the relative interior of a N -dimensional face of the epigraph of L then the problem of minimizing I with boundary datum equal to a · x + b has no uniqueness implying in particular the failure of the Comparison Principle.
As an application, we formulate a criteria to compare minimizers and convex functions. A similar conclusion, under a different assumption, was obtained in [1] , [15] . Proof. Let x ∈ Ω and ζ ∈ ∂ψ(x) be as in the claim of the proposition. Then
Since (ζ, L(ζ)) does not belong to a N -dimensional face of the epigraph of L, Theorem 2 yields that w(y) ≥ g(y) a.e. on Ω. By taking the integral mean value of both terms of the inequality when y varies on the balls centered in x we obtain, by passing to the limit as the radii of the balls tend to 0, that
if x is a Lebesgue point of w.
Definition 4 (The functions h
Remark 6. The function h ± p,x 0 were first defined in [4] and then thoroughly studied in [14] . In the case where L is strictly convex the set ∂L * (p) is reduced to a point: in this case the functions h ± p,x 0 are nothing more than affine. The interest in this class of functions is that, under suitable assumptions, they are minimizers that satisfy the Comparison Principle.
We recall here the main properties of h
It is shown, under the assumption that Ω is convex and x 0 / ∈ Ω in [4] , just assuming that x 0 is the limit of points out of the closure of Ω in [14] , that h
(resp. h + p,x 0 ) satisfies the C.P. from above (resp. from below). The next result shows that the result holds true even under some less restrictive assumptions that turn out, moreover, to be also necessary. ∈ Ω, the fact that h ± p,x 0 satisfy both the C.P. from above and from below is new to the author.
