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Abstract
Due to the pervasive and ever-changing nature of IT in modern organizations, IS research is 
characterized by high levels of diversity in topics and approaches. In this paper we attempt to 
illustrate the diversity in the IS field by applying text mining techniques on research paper 
abstracts that were published in top IS journals during the last 22 years. Our analysis extracts 
latent semantic factors that can be interpreted and tracked over time. This methodology is applied 
here to 1,615 IS research paper abstracts, published in the 1985-2006 period, in order to identify 
key emerging and declining research themes. Our results reveal a rich and varied field with a 
wide collection of research themes, some unique to IS research and some others lying on the 
intersection of IS research and reference disciplines. The results suggest high dynamism in IS 
research, shortage of grand theories, and persistent high emphasis on rigor.
Keywords: IS research issues, IS research agenda, latent semantic analysis
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Introduction
The value of diversity in the IS field and other organizational sciences has been debated extensively in top research 
outlets during the past quarter of a century.  One may trace the diversity debate to the 1982 Organizational Theory
book by Jeffrey Pfeffer (1982). Pfeffer has expressed a concern that too much diversity in the field of organizational 
science inhibits the development of the field and called for establishment of a dominant paradigm (Pfeffer 1993). 
This view was not met without controversy and was later condemned by some of his colleagues (Van Maanen, 
1995).  In a similar vein, the diversity debate ensued among academics in the IS field with the publication of two 
research commentaries by Benbasat and Weber and by Robey, in the December 1996 issue of Information Systems 
Research.  Benbasat and Weber (1996) distinguished between three types of diversity: diversity in the addressed 
problems, diversity in theoretical foundations and reference disciplines and diversity in methods. They further 
argued that, while the current high level of diversity in the IS discipline may be beneficial from some points of view 
and historically well-justified, it also may hinder the discipline’s progress towards gaining legitimacy. Robey (1996) 
on the other hand praised diversity as a way to attract the best and the brightest to the IS discipline and to promote 
academic freedom. While in the late 1990s the diversity debate focused primarily on the diversity in theoretical 
paradigms and reference disciplines, in the early 2000s the focus switched to the diversity in the problems addressed
in IS publications.  High diversity was then criticized for preventing the field from developing a clear identity and 
thus gaining legitimacy by some academics (Benbasat and Zmud, 2003), while others rejected this thesis (Lyynthen 
and King 2004). 
While the dangers and the promises of diversity have been extensively debated, only scattered attempts were made
to empirically examine diversity in the IS research. Vessey and her colleagues (Vessey et al., 2002) developed a 
comprehensive model of diversity in the IS field and used it to evaluate diversity in research topics, methodology, 
reference disciplines, etc.  While the study by Vessey and her colleagues provided a comprehensive view of 
diversity, it (i) only covered five years of research (1995-1999) and (ii) used a pre-defined set of categories for 
classification of research topics, which may have restricted the richness of their results. 
The purpose of this paper is to extend our understanding of diversity of research topics in the IS field by empirically 
identifying key themes in IS research and by analyzing the change in focus of IS research over a period of 22 years, 
1985 to 2006. Specifically, our key research questions are:
RQ1: What are the key research themes in the IS research over the past 22 years?
RQ2: How did the strength of key research topics change over time over the past 22 years? 
In order to address the aforementioned research questions we apply Latent Semantic Analysis to abstracts of 
research papers published in top IS journals (MISQ, ISR and JMIS) between 1985 and 2006 and use it to identify key 
research themes.
In the following sections, we first discuss Latent Semantic Analysis and the specific results we obtained from our 
data.  We then provide six mini-reviews of some of the most significant and emergent research themes to illustrate 
diversity within research themes. We then discuss how our results reveal key research trends in IS.  We conclude 
with remarks on the limitations of the paper and suggestions for future research.
Research Theme Identification and Latent Semantic Analysis 
Free text has been relied upon as a source of data by IS researchers as well as their colleagues in other fields of 
social sciences, including anthropology, communication, organizational studies, etc. Analysis of free text has been 
approached differently by interpretive and positivist researches.  Interpretive researchers usually follow one of the 
established methodologies, such as hermeneutics, grounded theory, ethnography, etc., in order to manually analyze 
and interpret textual documents (interview transcripts and existing documents). They further may use the gained 
understanding to construct a theoretical explanation of the phenomena in questions (Lee 1991, Walsham 1995).  
Because of the ontological and epistemological assumptions of the interpretive methodology, however, the contact 
of the authors with the text is necessary; therefore, researchers do not usually attempt to automate or computerize the 
text interpretation process.  Positivist researchers, on the other hand, rely on content analysis to analyze free text 
data.  Content analysis usually requires a researcher to have a theoretical ground, which is used to code, and thus 
quantify text.  While computerized tools have been used to code text in content analysis, they rarely go beyond
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simple word counts (West 2001).  While content analysis proved to be useful in theory testing, it may be less 
appropriate for exploratory analysis, such as identification of key research themes, because employment of any a 
priori theoretical framework may artificially inflate the value of some research themes and diminish the value of 
others.  
In the technical camp, the text analysis problem has been approached from the information retrieval and search 
(query) optimization perspective. Before the 1990s, the Vector Space Model (VSM) was the commonly used 
approach for retrieving information (Salton et al 1975, Frakes and Baeza-Yates 1992 p.366).  This model represents 
the documents as vectors in a multidimensional space where all distinct terms are dimensions. To further improve 
information retrieval query performance by addressing recall and precision issues (Frakes and Baeza-Yates 1992, 
pp. 10), Latent Semantic Analysis (LSA) was introduced (Deerwester et al. 1990, Dumais 2004). Recall and 
precision problems arise because the author may use different terms to express the same objects (synonymy) and 
also the same term may have several meanings (polysemy). The main idea behind the LSA methodology is to collect 
all the contexts within which the words appear, and to present a system of simultaneous equations that establishes 
the connection between the meaning of words and passages to each other. A condensed depiction of the original 
structure using only “important” factors has shown to reduce the synonymy and the polysemy effects (Landauer and 
Dumais 1997, Landauer et al. 1998, Landauer 2002), mathematically model metaphors (Kintsch and Bowles 2002), 
and even explain various psychological phenomena (Wolfe and Goldman 2003). 
LSA is generally similar to traditional factor analysis, as its main purpose is the reduction of dimensionality of 
original data.  Mathematically, latent semantic analysis is based on the matrix operation called Singular Value 
Decomposition (SVD), applied to a term-by-document matrix holding the frequency of use of all terms in all 
documents in a given collection.  In a fashion similar to principal component analysis, SVD produces simultaneous 
principal components for two sets of variables, the terms and the documents.  SVD results include two sets of factor 
loadings, one for the terms and one for the documents.  Each latent semantic factor is associated with a set of high-
loading terms and a set of high-loading documents, therefore each factor represents a word usage pattern (a theme).  
Although originally developed for query optimization, LSA also holds great promise for free text analysis, as it 
allows identifying key common themes in a collection of documents without an a priori theoretical model, based 
solely on the word usage by authors of the documents.  Because researchers usually develop discipline-specific 
vocabularies and rely on common word patterns to address specific research topics, latent semantic factors are likely 
to reveal such topics.
Method
Data Collection
In order to get a well-rounded picture of mainstream IS research, we gathered abstracts from all research articles 
published in MIS Quarterly (MISQ), Information Systems Research (ISR), and Journal of Management Information 
Systems (JMIS), in a chosen period of time. We focused on paper abstracts because they highlight the scope and the 
main points of the article. Including full paper texts would introduce peripheral concepts associated with auxiliary 
sections such as literature review or methodology descriptions, thus obscuring our findings. Regarding our journal 
choice, the selected journals are consistently considered to be top “pure MIS” journals (Rainer and Miller 2005).  A 
survey of about 2559 IS faculty members from 414 IS departments worldwide regarding IS journals indicate MISQ, 
ISR, and JMIS to be on the top 3 list (Lowry and Romans 2003; Lowry et al 2004). Similarly, an online survey 
conducted by Peffers and Tang (2003) also show MISQ, ISR, and JMIS to be among the top three IS journals. In 
order to be able to examine the dynamics of IS research, we decided that about two decades would give research 
topics enough time to go through a large part of their life cycle.  The final time frame of our study was set to the 22-
year period between 1985 and 2006 (inclusive). We chose 1985 as the starting point in our data collection as an 
arbitrary year in the mid-1980s, a time when the IS field was fairly established. Since ISR was not established until 
1990, ISR articles were collected for the 1990-2006 period only.  We collected the data using the electronic library 
databases ProQuest via ABI/INFORM Global and EBSCOhost.  The collected data set amounted to 1,615 research 
article abstracts from the years 1985 – 2006 for MISQ and JMIS, and from the years 1990 – 2006 for ISR. 
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Factor Extraction
Term Reduction
In accordance with well-accepted information retrieval and text mining procedures (e.g. Porter, 1980), we started the 
analysis by compiling a list of all terms used in the MIS abstracts (dictionary).  1,615 MIS abstracts produced a 
dictionary of 9,706 MIS research terms. We then examined and eliminated the unique terms (those appearing in only 
one document in the entire period of study, 1985-2006).  Removal of unique terms is justified by the purpose of our 
study, namely identification of common themes in IS research.  For a common theme to emerge as a pattern in 
textual data, the terminology must be used multiple times, therefore elimination of unique terms is a common 
technique in text mining and information retrieval.  That reduced the dictionary size to 5,776 terms.  As a second 
step, we removed common English words (stopwords) such as “and”, “the”, etc., thus reducing the dictionary to 
5,410 “uncommon” terms.  For the purposes of this study, we considered terms that commonly appear in IS research 
publications, such as “article”, “author”, or “paper” to be stopwords.  As a third step, we removed term suffices, 
applying what is commonly known as term stemming (Porter 1980).  For example, we replaced “collaborate”, 
“collaborating”, “collaboration”, and “collaborative” by “collabor–“. This resulted in a dictionary of 3,172 stemmed 
terms.
As a fourth step in term reduction we conducted an initial SVD to identify and retain the terms that explain a large 
percentage of variability in the first 100 principal components.  We chose to focus on the first 100 factors as they are 
more likely to represent distinct research areas as opposed to spurious word usage patterns.  About 42% of the terms 
could explain 95% of the factor variance (communality).  The remaining 58% of the terms explaining 5% of the 
variance were filtered out because they mostly represented “noise”.  This communality filtering resulted in a final 
dictionary containing 1,318 stemmed terms.
Performing SVD on the term frequency matrix
A tabulation of the use of final dictionary terms in the documents (abstracts) included in our collection produced a 
term frequency matrix with 1,318 rows (terms) and 1,615 columns (documents).  Since most documents contained 
only a small fraction of the entire dictionary, our term frequency matrix was sparse.  The raw term frequencies were 
transformed using a weighting and normalization scheme known as inverse document frequency weighting, in order 
to promote the occurrence of rare terms and discount the influence of more common non-stopwords such as 
“information” or “system” (Salton et al, 1975).  
The transformed term frequency matrix was then subjected to a Singular Value Decomposition.  SVD computations 
were performed using custom-made Java classes, based on matrix algebra code produced by the National Institute of 
Standards and Technology (http://math.nist.gov/javanumerics/). This decomposition produced a term-by-factor 
matrix of term eigenvectors, a document-by-factor matrix of document eigenvectors, and a factor-by-factor diagonal 
matrix of square roots of eigenvalues, known as singular values, appearing in descending order. Initially, the total 
number of factors produced this way was equal to the smallest dimensionality of the frequency matrix (here, 1,318 
factors).  As discussed earlier, the top 100 factors were retained.  Multiplying term eigenvectors by the singular 
values produced a term-by-factor matrix of term loadings.  Similarly, multiplying document eigenvectors by the 
singular values produced a document-by-factor matrix of document loadings.
Factor Rotations
In classical factor analysis, which applies to a single set of variables, rotations of factor loadings help with factor 
interpretations by simplifying the factor/variable associations.  Similarly, our latent semantic factors were first 
rotated by performing varimax rotations on the term loadings.  This was done in order to facilitate latent semantic 
factor interpretation by simplifying the list of terms associated with each factor and by reducing the number of 
bipolar factors.  To preserve the factor space, the same rotation matrix was used to rotate the document factor 
loadings.  
In order to discriminate between significant and insignificant term loadings, a related threshold value was selected 
based on the probability distribution of term loadings.  A threshold associated with a tail probability of 1% was 
sought.  The choice of 1% was related to our decision that, for clarity of interpretation, each term and each document 
should, on average, load high on only one factor.  Given the earlier decision to extract 100 factors, this would be 
accomplished by retaining 1% of the loadings. In this case, the threshold was equal to 0.197 and term loadings with 
absolute value greater than this number were considered significant.  Note that since we have 100 factors and 1,318 
terms, an average of one factor per term and an average of 13.2 terms per factor were expected.
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In a similar manner, the probability distribution of document loadings was considered.  Once again using a tail 
probability of 1%, the appropriate threshold loading was determined to be 0.229 and document loadings with 
absolute value greater than this number were retained for each factor.  With 100 factors and 1, 615 documents, an 
average of one factor per document and 16.2 documents per factor were expected.  This, of course, didn’t exclude 
the possibility of cross-loading. This is not an unusual occurrence in factor analysis in general, especially when 
factors may be closely related, and should be expected when extracting factors from a field whose sub-areas pull 
from a common language. In fact, 25.6% of the documents failed to load on any of the 100 factors, 51.6% loaded on 
exactly one factor, 19.9% of the documents loaded on two factors, and 2.9% of the documents (47 papers) loaded on 
three factors.  No document loaded on more than three factors.  This makes intuitive sense, since it is hard to 
imagine any abstract discussing more than three research areas at the same time. 
Factor Interpretation
Similar to what is commonly done in classical factor analysis, we related each factor to its high-loading terms and 
documents in order to assist factor interpretations.  For each factor we prepared a list of high-loading terms and 
documents sorted by absolute loading value.  We further used terms and documents that load sufficiently high on a 
particular factor to interpret and label the factor.
The task of labeling the factors was carried out independently by two Information Systems researchers, a university 
professor with a Ph.D. in IS and a doctoral student in IS preparing for comprehensive exam. The process consisted 
of examining the terms related to the particular factor and determining what was being addressed. Further, by going 
through each of the abstracts associated to the respective factors, we interpreted these factors and determined an 
appropriate label for each factor. After independently labeling the 100 factors each researcher compared their 
resulting factor label lists. Apart from trivial semantic differences (e.g. Issues in IS versus Critical Issues in IS 
management), 90 out of 100 factors were given practically identical labels and the researchers were able to reconcile
their differences regarding the other 10 factors without controversy.  Both researchers involved in the factor 
interpretation process agreed that documents that had a relatively high loading on a particular factor (approx. greater 
than 0.3, in absolute value) exhibited a high level of relevance to that factor’s label.
Measuring the Strength of Research Themes
In order to compare different IS research themes, as well as track rise and decline patterns within the themes, we 
needed a measure of theme strength.  For the purpose of this study we operationalized the strength of a research 
theme as the number of documents that load highly on the corresponding factor (i.e., with loadings exceeding 0.229 
in absolute value as discussed earlier).  These document counts were calculated for each theme for the total study 
period of 22 years, as well as for four different 5-year segments within this period.  In order to calculate theme 
strength in a specific 5-year segment, only those documents that were published during the corresponding time
period were taken into account.  We further ranked research themes based on their strength over the entire 22-year 
time period as well as the individual sub-periods.
Results
Key IS research themes
The results of factor labeling are presented in Table 1. Of the 100 extracted factors, 99 factors could be interpreted 
as representing identifiable research themes or publication streams. Factor 100 appeared to combine several 
unrelated themes (Internet and social integration of IT), and no document loaded highly on it.  Insufficient support 
(the number of highly loading documents) for the 100th factor, and little support for the 99th factor (only one 
document) suggests that 99 factors provided adequate space for mapping key themes in IS research. 
Most identified factors were found to be related to specific topics of IS research, for example, ERP and IS 
implementation (F64), Decision Support Systems (F1), Trust in IT-enabled relationships (F29), etc. Yet some 
factors represented methodological issues, e.g., Measurement instruments (F2) and Research methodology 
(qualitative vs. quantitative) (F57), general academic debates such as IS Discipline (journals, diversity, etc) (F18), 
and terminology artifacts, such as MIS (F63). Factor F63 deserves special attention because it does not appear to 
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represent a coherent publication stream or research theme. Examination of abstracts of articles that loaded high on 
this factor revealed that the common thread among these articles was the use of the term Management Information 
Systems (or MIS) to refer to the discipline in general, information systems in general or specific types of information 
systems. This suggests that the existence of this factor is an artifact of the use of the term Management Information 
Systems in the IS discipline. 
Table 1 Key themes in IS research in the period 1985-2006.
F# Factor label
Paper 
count F# Factor label
Paper 
count
F1 Decision Support Systems 38 F51 Creativity 14
F2 Measurement instruments 47 F52 Languages (programming and query) 21
F3 Individual technology acceptance 28 F53 Intelligent systems (Artificial intelligence) 14
F4 Economics of IT 29 F54 Supply chain management 13
F5 HR issues in IS field 32 F55 Cost-benefit analysis 9
F6 IT for competitive advantage 29 F56 Industry 11
F7 Virtual teams (leadership in VT) 25 F57 Research methodology (qualitative vs. quant.) 13
F8 IT adoption 32 F58 Business process reeingineering 18
F9 Information system planning 30 F59 Roles (Social and organizational) 5
F10 Group support systems 30 F60 Neural networks and data-minimg 11
F11 Resource-based view of IT 17 F61 Control 13
F12 Communic. media (choice, charact., effects) 21 F62 Expert systems 23
F13 Computer self efficacy 14 F63 MIS 17
F14 Database design and data modeling 22 F64 ERP and IS implementation 14
F15 Group decision support systems 16 F65 Conflict 13
F16 Information systems success 20 F66 Task (technology-task fit) 14
F17 Electronic meeting systems 20 F67 Ethics 14
F18 IS Discipline (journals, diversity, etc) 23 F68 Environment (IT-based and organizational) 4
F19 Electronic marketplaces 24 F69 Object-oriented methodologies 15
F20 Prototyping (SDLC alternatives) 17 F70 Data and IS Quality 9
F21 Knowledge management & transfer 27 F71 Error detection 12
F22 Role of Top management (CEO/CIO) 18 F72 Cost and effort estimation 12
F23 IT outsourcing 20 F73 Auctions & dynamic pricing mechanisms 9
F24 The value of IT investments 24 F74 Graphical info presentation & user interface 11
F25 IT project failure (management) 19 F75 IT innovation 11
F26 EDI and inter-organizational systems 14 F76 Personalization & privacy 17
F27 Centalized/decentralized IS structure 16 F77 Strategic alignment 7
F28 Critical issues in IS management 16 F78 Service quality (SERVQUAL instrument) 13
F29 Trust in IT-enabled relationships 18 F79 Attitudes, change and IT adoption 13
F30 Software development & maintenance 23 F80 Classification framework 2
F31 Power and politics 13 F81 Culture (national and organizational) 13
F32 Customer service 25 F82 Application domain 6
F33 Information centers 13 F83 Negotiations 10
F34 Risk management 22 F84 Collaboration 18
F35 Web site design 19 F85 Communities and digital libraries 4
F36 Systems analyst/programmer job 24 F86 Infrastructure 10
F37 Trading systems 14 F87 Standards 12
F38 Coordination (within/among organizations) 20 F88 Security 12
F39 Satisfaction (user and job) 22 F89 Public sector (IS in public sector) 9
F40 Problem solving 18 F90 Critical Success Factors 6
F41 Online consumer (behavior, characteristics) 23 F91 Knowledge-based systems 8
F42 Electronic brainstorming 19 F92 User participation in system development 9
F43 Real options and option pricing 14 F93 Manufacturing (IT use in manufacturing) 5
F44 Networks (electronic and social) 19 F94 Multimedia vs. text environments 12
F45 Executive information systems 18 F95 Document management 6
F46 Training 19 F96 Banking (IT in the banking industry) 14
F47 Learning and education 20 F97 IT usage 7
F48 Systems development methodologies 17 F98 Resource allocation 5
F49 Interviews & knowledge acq. techniques 14 F99 Global IT 1
F50 End user computing 15 F100 Internet and social integration of IT 0
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Because we did not use any a priori classification framework for factor identification and interpretation, and focused 
on the analysis of the actual semantics used by researchers, some of the factors produced by our analysis could be 
grouped to represent related research themes.  One of such interesting groups consists of Group Support Systems 
(F10), Group Decision Support Systems (F15) and Electronic Meeting Systems (F17).  This group appears to 
represent the evolution of group collaborative technology research, both with regards to system functionality and 
terminology used, as well as aspects and applications of the systems.  Similarly factors F3 (Individual Technology 
Acceptance), F8 (IT adoption) and F79 (Attitudes, Change and IT Adoption) all deal with issues of IT adoption.  
However, while F3 focuses mainly on individual technology adoption and revolves around the Technology 
Acceptance Model (TAM), F8 covers both individual and organizational adoption of technology and encompasses 
various theoretical perspectives, such as TAM and innovation diffusion theories.  F79, on the other hand, deals with 
IT adoption issues, but from the perspective of attitudes towards change.
Dynamics in IS research
In order to examine the dynamics of the IS research, we examined the number of highly loading publications for 
each research theme during the entire period of 1985-2006 and in each of the 5-year windows (1987-1991, 1992-
1996, 1997-2001 and 2002-2006) to rank research themes. Table 2 presents top 21 research themes based on the 
publication count ranking for the entire 22-year period.  As evident from Table 2, the Measurement Instruments 
research theme (F02), is the number one addressed topic in the top IS journals in each of the individual 5-year 
periods, as well as the overall 22-year period. In evaluating this finding one should keep in mind that only 
publication abstracts were considered, not complete papers which would include methodology sections. Therefore, 
articles included in this count had, in fact, a focus on instrument development.  
Decision Support Systems account for the second most significant research theme, even though, as evident from 
Table 2, , DSS research exhibits a consistent decline, from being #1 research theme in the late 1980s to being #74 in 
the 2000s.  This decline reflects both the maturation of this research theme and the redirection of attention of IT and 
business professionals to other types of IT, e.g. Web technology, Knowledge Management systems, etc. Human 
Resource (HR) issues in IS (F05) appeared to enjoy high attention in the late 1980s and early 1990s, and then slowly 
faded away in early 2000s.  IT adoption research (F08) was at its peak in late 1990s and started declining afterwards.
Table 2: Dynamics of the top-21 research themes over the 22-year period
F# Label Rank  Count Rank  Count Rank  Count Rank  Count Rank  Count
F02 Measurement instruments 1 47 4 12 1 13 9 7 4 15
F01 Decision Support Systems 2 38 1 16 10 7 41 3 74 1
F05 HR issues in IS field 3 32 12 7 1 13 21 5 47 3
F08 IT adoption 3 32 33 3 22 6 2 13 13 10
F09 Information system planning 5 30 3 13 8 8 21 5 92 0
F10 Group support systems 5 30 77 0 22 6 1 18 23 6
F04 Economics of IT 7 29 57 1 30 5 7 8 4 15
F06 IT for competitive advantage 7 29 2 14 40 4 59 2 23 6
F03 Individual technology acceptance 9 28 41 2 6 9 9 7 13 10
F21 Knowledge management & transfer 10 27 57 1 55 3 6 9 7 14
F07 Virtual teams (leadership in VT) 11 25 41 2 40 4 21 5 8 13
F32 Customer service 11 25 41 2 10 7 21 5 11 11
F19 Electronic marketplaces 13 24 57 1 63 2 14 6 4 15
F24 The value of IT investments 13 24 41 2 40 4 9 7 11 11
F36 Systems analyst/programmer job 13 24 5 10 22 6 59 2 37 4
F18 IS Discipline (journals, diversity, etc) 16 23 33 3 10 7 59 2 13 10
F30 Software development & maintenance 16 23 16 6 30 5 14 6 23 6
F41 Online consumer (behavior, charact.) 16 23 77 0 76 1 93 0 1 21
F14 Expert systems 20 23 7 8 10 10 21 3 29 1
F34 Database design and data modeling 20 22 24 4 10 7 14 5 20 5
F39 Risk management 20 22 57 1 40 7 59 6 20 7
2002-2006 1985-2006 1987-1991 1992-1996 1997-2001 
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Figure 1: Dynamics of selected research themes (yearly paper counts with 3-year moving averages)
Along with relatively mature or declining research themes, the Top-21 list contains a number of emerging research 
themes such as Economics of IT (F04), Electronic marketplaces (F19), On-line consumer behavior (F41), Virtual 
teams (F07), etc. In the following section we provide a closer look at selected top research themes. Figure 1 provides 
a graphical illustration of yearly dynamics of selected research themes.  The dots in Fig. 1 indicate yearly paper 
counts and the lines show 3-year moving averages.
Table 3 presents top 5 research themes in each of the 5-year periods, reflecting the changing focus of the IS research 
community. As evident from the table, except for the persistent attention to measurement instruments, the topics 
attracting most attention in the IS field change every 5 years. Late 1980s were dominated by Decision Support 
systems, and the managerial questions of Information systems planning, the use of IS for competitive advantage, and 
key IS job characteristics. In early 1990s, attention of IS researchers switched from DSS to Expert systems, and to 
such managerial issues as coordination within and between organizations, and a broad range of HR-related issues in 
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IS, including motivation, compensation etc. Also, with the proliferation of personal computers, more attention of 
researchers focused on the use of IT in educational settings. 
Research in late 1990s appears to be driven by the advances in electronic communication technology, including 
significant research on communication media spurred by increasing organizational use of e-mail.  The types of 
systems favored by researchers were trading systems and group support systems, and managerial areas of concern 
included business process re-engineering and IT adoption. In early 2000s, attention of IS scholars further focused on 
business and technical issues related to and driven by Internet and Web technologies, including trust in IT-enabled 
relationships, on-line consumer behavior, and electronic marketplaces.  Interestingly, during the early 2000s, more 
IS scholars chose economic theory to guide their research efforts, and that is reflected in the presence of Economics 
of IT among the top research themes.
Table 3: Top 5 IS research themes by time period
count count
F01 Decision Support Systems 16 F02 Measurement instruments 13
F06 IT for competitive advantage 14 F05 HR issues in IS field 13
F09 Information system planning 13 F47 Learning and education 11
F02 Measurement instruments 12 F62 Expert systems 10
F36 Systems analyst/programmer job 10 F38 Coordination (within/among organiz.) 10
F10 Group support systems 18 F41 Online consumer (behavior, charact.) 21
F08 IT adoption 13 F35 Web site design 17
F58 Business process reeingineering 10 F29 Trust in IT-enabled relationships 16
F12 Communic. media (choice, charact., 
effects) 10
F19 Economics of IT 15
F37 Trading systems 10 F02 Measurement instruments 15
F04 Electronic marketplaces 15
1987-1991 1992-1996 
1997-2001 2002-2006 *
* Six research themes were included in the 2002-2006 period because of a tie between factors.
The change in rank of different research themes between two consecutive time periods is another interesting 
indicator of IS research dynamics. Table 4 presents the top 10 emergent IS research themes, those that experienced 
the largest climb in rank when the time periods of 1997-2001 and 2002-2006 are compared. While some of the 
research themes that made the top-10 emergent list also appear on the top-5 list for the 2002-2006 period, some 
other themes are new, including Standards, Supply Chain management, Communities, ERP and IS implementation, 
etc.  In the next sections, we provide mini-reviews of some of these emergent research themes.
Table 4: Top 10 emergent research streams
Rank
F# Research Theme 87-91 92-96 97-01 02-06 climb
F41 Online consumer (behavior, characteristics) 77 76 93 1 92
F29 Trust in IT-enabled relationships 77 76 85 3 82
F64 ERP and IS implementation 77 30 85 19 66
F35 Web site design 77 89 59 2 57
F54 Supply chain management 77 76 59 13 46
F87 Standards 77 89 59 13 46
F85 Communities and digital libraries 77 76 93 47 46
F18 IS Discipline (journals, diversity, etc) 33 10 59 13 46
F90 Critical Success Factors 41 89 93 47 46
F93 Manufacturing (IT use in manufacturing) 41 89 93 47 46
Ranks
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Review of Selected Research Themes
In the previous sections we demonstrated diversity in IS research by identifying key research themes based on the 
top-tier IS journal publications and calculating support for these research themes in terms of the number of relevant 
publications over the last 22 years. However, reliance on just factor labels and factor support counts restricts our 
ability to demonstrate the differences among research themes, as well as to explore the level of diversity within 
themes.  To move our analysis to a deeper level we will now present mini-reviews of selected research themes. We 
do this with the purpose (i) to demonstrate the level of diversity within factors and (ii) to provide additional 
validation to our research theme interpretations. Due to size restrictions of this paper, we limit our coverage to six 
mini-reviews, three chosen from the top ten most significant research themes in the last 22 years, and three from the 
top ten emergent research themes. Within each review, we try to limit ourselves to those publications that were 
included into our original analysis and that loaded high on the corresponding factor. While this inevitably leads to 
the omission of some important work published in other research outlets, this allows us to demonstrate the validity 
of our method and to draw a clear line between research published in top IS journals and other research outlets.  
Selected most significant research themes
Measurement Instruments
In the context of social sciences, measurement instruments typically include surveys used to capture abilities, 
attitudes, beliefs, knowledge, perception, and personality traits of individuals and groups. Development of 
measurement instruments is extensively discussed in psychometrics literature (e.g. Nunnally & Bernstein, 1994). 
Fueled by the need to gain legitimacy of IS field by increasing scientific rigor, IS research made significant efforts 
to improve the quality of measurement instruments.  While in some cases IS researchers borrowed measurement
instruments from other disciplines and adapted them for the use in the IS context, many new IS-specific instruments 
were also developed and refined (Straub 1989; Moore & Benbasat 1991; Ferratt et al 1993; Hendrickson et al 1993).
Prior to 2000, much of instrument development within IS discipline focused on end-user computing, user 
satisfaction, and service quality. Doll and Torkzadeh (1991) developed an instrument for measuring end-user 
satisfaction by comparing traditional and end-user computing environment. Doll and colleagues (1994) carried out a 
confirmatory factor analysis to validate the end-user computing instrument. Service quality gained a lot of attention 
during the 1990s (e.g. Pitt et al 1995; VanDyke et al 1997). Instrument development work was also done in relation 
to adoption of technology and individual technology acceptance (Davis 1989; Chau 1996; Chin et al 1997; Szajna 
1994). After 2000, the focus shifted towards e-commerce. Researchers developed and validated instruments to 
measure success, trust, security, and satisfaction in e-commerce (Torkzadeh and Dhillon 2002; Bhattacherjee 2002; 
Kim & Lee 2002; McKinney et al 2002; Straub et al 2002). Other studies looked at ServQual (Jiang et al 2002) and 
IT infrastructure (Byrd & Turner 2000; Xia & Lee 2005).
Decision Support Systems 
Decision Support Systems (DSS) relates to the use of Information Systems to support decision making activities 
within organizations. The concept of DSS has evolved from the works on organizational decision making and 
interactive computer systems. DSS, since their emergence in the early seventies have been of great interest to IS 
researchers (Elam and Mead 1990; Todd and Benbasat 1991). Liu and associates (1990) defined improvement of 
decision-making as the main goal of DSS. Researchers have looked into various aspects of DSS that including
studies on factors affecting success of DSS (Sanders and Courtney 1985), models and theories for designing DSS 
(Ahn and Grudnitski 1985; Meador et al 1986; Kasper 1996), use of DSS (Green and Hughes 1986; Steiger 1998), 
benefits of DSS (Pieptea and Anderson 1987; Fazlollahi and Vahidov 2001), and the impact of DSS on decision 
making (Kasper 1985; Lilien et al 2004). Different types of DSS such as knowledge based DSS (Goul et al 1986), 
and Strategic DSS (Belarado et al 1994) were considered. While DSS account for the largest number of publications 
during the 22 year period included in our study, much of DSS research was carried out during the 1980s and the 
1990s. The number of studies on DSS has greatly declined after 2000.  
Economics of IT
While most of the factors discussed here are formed around a particular problem area, the Economics of IT factor 
(F04) brings together research papers that use theoretical and methodological tools, as well as a set of assumptions, 
from the field of economics.  In other words, F04 is centered on a reference discipline – economics. The actual 
research problems that are being addressed with the help of economic models vary significantly, from IT 
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investments and the impact of IT on firm performance (Thatcher and Pingry 2004, Thatcher and Oliver 2001, Quan 
et al 2003-2004, Thatcher and Pingry 2004b) to competitive pricing in e-commerce and IT industry (Bhargava and 
Sundaresan 2003, Oh and Lucas 2006, Kocas 2002-2003, Soh et al 2006), to digital piracy (Sundararajan 2004).
Some of the early applications of the economic theory to the field of IS included a paper by Barua (1991), in which
he developed a formal economic model of strategic impact of IT investments for the case of IT-related quality 
competition in a duopoly. Economic models were later developed for assessing the impact of IT on firm 
performance for a number of different situations and sets of assumptions. For example, Hitt and Brynjolfsson (1996) 
developed and empirically tested a set of economic-theory-based hypotheses regarding the relation between IT
investments, customer value, firm productivity and firm profitability. Similarly Thatcher and Oliver (2001), 
examined the effect of investments in efficiency-enhancing and overhead-reducing IT on firm productivity, pricing 
and firm profits. Later, Thatcher and Pingry (2004) developed an economic model to formalize the relationship 
between IT investments and different intermediate and economic performance measures for the case of monopoly. 
Economic theory was also widely applied to the examination of pricing issues in the IT industry and in electronic
commerce relationships. This included such issues as pricing schedules for piracy deterrence (Chellappa and 
Shivendu 2005, Sundararajan 2004), price adjustments by on-line sellers over time (Oh and Lucas 2006), vertical 
differentiation in pricing of information goods (Bhargava and Choudhary 2001), comparison pricing with the help of 
price comparison engines (Kocas 2002-2003), etc. 
F04 represents one of the top 10 most significant research themes both for the entire 22-year period and during the 
last five years, as measured by the number of publications that load highly on this factor. It is important to note that 
the support count may include some papers that do not use economics theory and methodological approach 
exclusively, yet draw on some of the propositions from the economics theory and use them in conjunction with other 
theoretical frameworks and methodological approaches (e.g. Soh et al 2006, Dutta 2001b, Francalanci and Galal 
1998).
Top emergent research streams
Consumer behavior
As Internet and Web-based technologies proliferated in the late 1990s opening new opportunities for business-to-
consumer electronic commerce, traditional consumer behavior questions arose anew, now in the context of on-line 
shopping.  As shopping moved from store premises to consumers’ desktops, consumer behavior issues, traditionally 
researched by marketing scholars, captured the attention of IS researchers, making consumer behavior one of the top 
IS research themes in the years 2001-2006.  Because the on-line shopper can be considered at the same time a 
consumer and a computer user, IS researchers combine theoretical frameworks used to explain computer user 
behavior, such as Technology Acceptance Model, with marketing and decision making theories to explain the 
behavior of on-line shoppers (e.g. Koufaris 2002, Devaraj et al 2002).  Such aspects of consumer behavior as 
channel selection and satisfaction, learning about products, consumer trust and purchase intentions, were recently 
examined and related to objective and perceived characteristics of IT, such as ease of use, user interface design, 
download time, perceived web site security, etc. (Kohli et al 2004, Pavlou and Fygenson 2006, Suh and Lee, 2005, 
Jiang and Benbasat, 2004-2005, etc.).
Suh and Lee examined the use of Virtual reality technology and its effect on consumers’ learning about products 
(Suh and Lee, 2005). Similarly, Jiang and Benbasat (2004-2005) examined how user interface design affects 
perceived product diagnosticity.  Specifically, they considered such aspects of interface design as the extent to 
which interface can provide for Virtual product experience, including visual and functional control. Gefen and 
associates (2003) examined how perception of Web site security and the use of typical and easy-to-use computer 
interface influence consumers’ trust in on-line vendor. Other issues examined in relation to on-line consumer 
behavior included information privacy and Web site personalization (Stewart and Segars 2002, Awad and Krishnan 
2006, Malhotra et al 2004), internet-fraud in consumer-to-consumer auctions (Hu et al 2004) and piracy in on-line 
music distribution (Bhattacherjee et al 2006).
Trust in IT-enabled relationships
The concept of trust has long interested psychologists and organizational behavior researchers. The importance of 
trust in IT-enabled relationships is widely recognized by IS researchers and is reflected in the large number of recent 
publications on the subject in top IS journals. Within the IS discipline, trust was examined with regard to virtual 
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teams (Jarvenpaa et al 1998, Jarvenpaa and Shaw 2004, Brown et al 2004), virtual collaboration (Paul and McDaniel 
2004,) and buyer’s trust in e-commerce relationships (Pennington et al 2003-2004, McKnigh et al 2002, Ba and 
Pavlou 2002, Bhattacherjee 2002, etc.). The role of trust between client and vendor was also examined in the ERP 
implementation context (Gefen 2004). IS researchers considered different variants of trust, including interpersonal 
trust (e.g. Paul and McDaniel 2004), trust in a company (e.g. Komiak and Benbasat 2006) and system trust 
(Pennington et al 2003-2004).  Both antecedents and effects of trust were studied.  For example, Gefer (2002) 
examined the process of building trust in ERP implementation, and the effect of trust of the perceived value of the 
business relationship with the vendor. Pavlou and Gefen (2004) examined how the perceived effectiveness of IT-
enabled institutional mechanisms influences buyer’s trust in the on-line auction environment and Lim and his 
colleagues (Lim et al 2006) and Kim and Benbasat (2006) examined various trust-building strategies in the on-line 
shopping environment. Jarvenpaa and colleagues (1998) studied antecedents of trust in virtual teams.  Trust in IT-
enabled relationships was shown to positively influence performance in virtual collaboration projects (Paul and 
McDaniel 2004), consumer attitudes towards the on-line store (Pennington et al 2003-2004, Lim et al 2006), and 
other important outcomes. Additionally, dimensions of trust in IT-enabled relationships were researched (McKnigh 
et al 2002, Bhattacherjee 2002).
ERP and IS implementation
Since the introduction of the first ERP suites, ERP and large system implementation remained at the top of critical 
IS issues for IT and business professionals. Generally associated with large up-front investments, ERP and other 
large system implementation projects have a potential of large long-term benefits, stemming from improved 
efficiency and streamlined processes.  While benefits of the ERP implementations have been debated by the IT 
practitioners, a study by Hitt and his colleagues found that companies that invest in ERP systems exhibit higher 
future financial performance, including market valuations, even though implementations may result in short-term 
productivity slow-downs (Hitt et al 2002). Similarly, a study by Cotteleer and Bendoly (2006) demostrated 
significant and continuous performance improvement following ERP implementations. Ranganathan and Brown 
(2006) however showed that financial benefits of ERP implementations depend on the scope of such 
implementations. While ERP implementations with larger functional or physical scope were related to higher 
increase in shareholder returns, ERP implementations with lesser functional or physical scope often resulted in the 
decrease in shareholders’ earnings.
Because an ERP implementation is a complex endeavor, companies encounter various difficulties in the 
implementation process, often leading to the complete project failure. Therefore, a large volume of IS research is 
devoted to uncovering organizational, behavioral and technical factors that affect the success of system 
implementation in general and ERP implementation specifically.  On the behavioral side, Griffith and Northcraft 
(1993, 1996) studied the effect of cognitive differences among users, designers, and implementers on 
implementation success. Wixom and Watson (2001) examined the effect of organizational (e.g management 
support), behavioral (e.g. user participation) and technical (e.g. development technology) factors on the success of 
data warehousing implementation projects. Other factors that were shown to influence ERP and other system 
implementation success include management support (Sharma and Yetton 2003), country of origin and consultant 
quality (Wang et al 2006), external IS expertise (Thong et al 1996), trust between the client and the implementer 
(Gefen 2004), fit between information processing mechanisms and organizational context (Gattiker and Goodhue 
2005), etc. 
Discussion of the Results
The identified themes illustrate significant diversity of research published in the mainstream IS research journals, 
with topics ranging from highly technical such as Languages (F52) to predominantly social such as Culture (F81) 
and Conflict (F59).  In spite of such diversity, most of the research themes appear to fit within the nomological net 
for IS research, proposed by Benbasat and Zmud (2003).  Specifically, many of the themes are formed around 
specific types of IT artifact, such as DSS (F1) and GSS (F10).  Other themes are related to managerial and 
technological capabilities that affect the development and use of IT. Examples include IS structure (F27) at the 
organizational level or computer self efficacy (F13) at the individual level. Such themes as IS planning (F9) or 
object-oriented methodologies (F69) represent organizational and individual practices that affect the IT artifact and 
its use.  Such themes as IT adoption (F8), individual technology acceptance (F3) and IT usage (F97) are focused on 
the use of IT artifact in general, whereas such themes as learning and education (F47), knowledge management 
(F21) and negotiations (F83) represent specific contexts of IT use. Finally, such themes as the value of IT 
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investments (F24), IS success (F16) or user satisfaction (F39) represent the outcomes of IT use. It is important to 
mention that many of the research themes may be related to multiple facets of the IT nomological net. For example, 
different researchers consider trust in IT-enabled relationships (F29) as a practice (Paul and McDaniel 2004) or 
outcome (Kim and Benbasat 2006) of IT artifact development and use. 
More detailed examination of the research topics and their dynamics offers several insights into the nature of IS 
research. First and foremost, our results demonstrate high dynamism of the IS field. As evident from Table 3, 
different research topics come at the top-5 list every five years, with the Measurement Instruments theme being the 
only stable exception. The dynamism of the IS field is also obvious from the paper count dynamics of individual 
research themes, with some themes emerging and other declining over the period of the past 22 years (see Table 2 
and Figure 1). Some possible explanation of changes in the IS research focus may include natural maturation of the 
field as well as revolutionary effect of new technologies. First, as with any discipline, it is reasonable to expect that 
the focus of IS research changes over time.  On one hand, as some of the research questions get answered and 
research themes mature, attention of IS researchers shifts to other research questions giving rise to new research 
streams.  On the other hand, the nature of the IS research is such that the emergence of new technologies can have a 
revolutionary effect on the field, making old technologies and corresponding research questions obsolete. Also, 
social pressures related to discipline development, such as focus on rigor or relevance, may lead to the decline of 
certain research themes and the rise of others.  The dynamic nature of the IS field may have both positive and 
negative effects on the development of the IS field. On one hand, the dynamic nature of the IS research may obscure 
the intellectual core of the field, thus inhibiting its ability to achieve cognitive legitimacy (Benbasat, 2003). On the 
other hand it also insures the adaptability of the IS field to its changing environment (Robey, 2003), which is 
important for the long-term survival.  Such dynamism also contributes to the field plasticity, which is considered by 
some researchers as a necessary condition for gaining legitimacy (Lyytinen and King, 2004).
Another interesting observation stems from the shortage of theory-based themes in IS research.  With the exception 
of the Technology Acceptance Model, which lies at the core of the individual technology acceptance theme (F3) 
and, perhaps, the Media Richness Theory which is present in many documents in the communication media theme 
(F12), all other themes are formed around phenomena, rather than theoretical frameworks.  Another noticeable 
exception is the Economic theory (F4), which however belongs to a reference discipline. We believe that our finding 
is indicative of the nature of theory in IS research, rather than the lack of theory altogether.  Specifically, the 
shortage of theory-based themes shows the lack of grand theories, i.e. theories that allow for a high degree of 
generalization and can be used to explain a variety of phenomena.  Such grand theories are the ones that are likely to 
be noticed and recognized outside the IS discipline and contribute to its legitimacy (Gregor, 2006). Thus our finding 
is consistent with calls for more pure IS theory (Weber 2003).  On the other hand, our results do not preclude the 
existence of multiple mid-range theories.  Such theories tend to be developed to explain specific phenomena or for 
specific contexts (Gregor, 2006). Therefore, in our results such theories would be part of themes that correspond to 
those phenomena or contexts, e.g. GSS (F10) or banking (F96).
Our results suggest a consistently high emphasis on rigor in IS research. The Measurement Instruments research 
theme (F02), is the number one addressed topic in the top IS journals: not only does the theme of measurement 
instruments dominate the publication count for the entire 22-year period, it also remains among the top 10 research 
themes for each of the individual 5-year periods. While such emphasis on rigor may have been instrumental in the IS 
field gaining recognition from other research disciplines, it once again begs the question of whether IS researchers 
over-emphasize research methodology at the expense of addressing relevant IT issues. 
Our results also resonate with some of the issues regarding the MIS discipline raised by Peter Keen in 1980 (Keen 
1980). With regard to reference disciplines, Keen suggested that IS researchers look beyond computer science and 
macroeconomics and include management and psychology. Our results contain a number of themes that are built 
around social sciences constructs. Some examples include F29 (Trust in IT-Enabled Relationships), F40 (Problem 
Solving), and F41 (Power and Politics).  This suggests that IS researchers embraced a wider range of social sciences 
as reference disciplines. It is also interesting to notice the comeback of microeconomics as a mainstream reference 
discipline as evident by the dynamics of economics of IT (F4) and its emergence as one of the top 5 research themes 
in the 2000s (see Table 3 and Figure 1 (d)). 
Another issue raised by Keen (1980) is the need for IS research to go beyond reacting to new hardware and software 
and generate research that transcends technology fads. Our results contain a number of themes that are formed 
around specific types of technology and rise and fall as such types of technology go in and out of focus for IS 
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researchers.  This implies that Keen’s call for the IS discipline to develop research that is technology-independent 
remains important today. 
Conclusions, Limitations and Directions for Future Research
In this study we used Latent Semantic Analysis to uncover the key research themes in the IS research over the past 
two decades and thus to illustrate diversity in the IS field.  The unique contribution of this study is that it empirically 
identified the top 100 research themes based on publications appearing in top IS journals. By using LSA we avoided 
potential biases that may be associated with the choice of pre-determined classification categories, as well as with 
manual classification of research documents.  Another contribution of the paper is that it provides a dynamic view of 
IS research over the past two decades. Because Latent Semantic Analysis allowed automatically identifying factors 
that are associated with a set of documents, we were also able to measure the strength of individual factors in terms 
of the number of related publications. This enabled us to trace the change of focus in IS research over the last 22 
years. It also allowed us to identify top emergent research themes, suggesting the areas which IS scholars might 
want to take into account as they plan their research activity. Our results highlighted important issues and trends in 
IS research such as high dynamism of the IS field and shortage of grand theories in IS.  Our results also 
demonstrated strong focus on rigor, reliance on a broad range of reference disciplines and a technology-driven 
nature of IS research.
It is, however, important to mention several limitations of our study. First, LSA methodology relies on identification 
of repeating word usage patterns.  If a particular research area is not well established, and the scholars have not had 
a chance to develop consistent terminology, the research area is not likely to be captured by the LSA methodology.  
Another limitation lies with the use of abstracts. As mentioned in the Data collection section, abstracts generally are 
quite reflective of the paper, however, they may occasionally introduce certain biases related to terminology, over-
condensation, lack and excess of information, expectations, etc. (Montesi and Urdiciain 2005). Further, restricting 
our data source to only three top IS journals and exclusion of lower tier, non-pure-IS (such as Management Science 
and CACM) and specialty journals, limited the scope of discovered research themes.  While we conscientiously 
decided to focus on mainstream IS research that would be most relevant to tenure and promotion decisions for IS 
faculty (Dennis et al., 2006), this inevitably limited the ability of our study to illustrate the full spectrum of diversity 
in IS research. Also, the fact that one of our source journals, ISR, was not published until 1990 may have introduced 
certain limitations to our results. 
Also, considering our data source, it is necessary to take into account a publication lag, i.e. the time elapsed between
a research study being conducted and the publication of its results in one of the top IS outlets.  Therefore, emergent 
research topics may actually be rather mature before the first top-tier publication appears.  Therefore, further 
research should consider the relationship between research themes that surface through the analysis of top IS 
research publications and proceedings from top IS conferences, such as ICIS, which may be more reflective of 
budding research topics.  Further, it may be interesting to compare the dynamics of IS research themes to issues of 
interest to IS practitioners, as represented in industry publications. 
Finally, in this study we only examined IS research themes at a certain high level of granularity. While such detailed 
representation may be appropriate for demonstrating the diversity of IS research, the large number of research 
themes may have overwhelmed the reader and obscured the core of the IS research. At the same time, many research 
themes appear to be related, potentially forming such meta-factors as technology acceptance and use (F3, F8, F79 
and F97) and IT for group support (F7, F10, F15 and F17). Therefore, an important direction for future research 
would be the examination of IS research at higher levels of semantic aggregation, which would help better discern 
the identity of the IS research and its changes over time.
From the methodological point of view, the use of Latent Semantic Analysis, which allows to quantify the 
relationship between documents and research themes, opens the possibility for several novel ways of analyzing the 
body of IS research.  Some possibilities for future research include quantification of diversity in terms of variance 
explained by dominant research themes in the entire body of IS research.  With respect to the dynamic behavior of 
individual research themes, yearly paper counts, such as those illustrated in Figure 1, may provide the basis for 
measuring the longevity of certain research themes. Prediction of such longevity would be an interesting topic for 
future research. With respect to the entire body of IS research, another direction for future research could include 
identification of under-researched themes and of relationships between IS research themes and research themes in 
other academic disciplines. 
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