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On metric spaces with given transfinite asymptotic
dimensions
Yan Wu∗ Jingming Zhu∗∗ Taras Radul ∗∗∗ ∗
Abstract. For every countable ordinal number ξ, we construct a metric space Xξ whose trans-
finite asymptotic dimension and complementary-finite asymptotic dimension are both ξ. And we
prove the metric space Xξ has finite decomposition complexity.
Keywords Asymptotic dimension, Transfinite asymptotic dimension, Complementary-finite
asymptotic dimension, Finite decomposition complexity;
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1 Introduction
In coarse geometry, asymptotic dimension of a metric space is an important concept which was defined by
Gromov for studying asymptotic invariants of discrete groups [1]. This dimension can be considered as an
asymptotic analogue of the Lebesgue covering dimension. As a large scale analogue of W.E. Havers property
C in dimension theory, A. Dranishnikov introduced the notion of asymptotic property C in [2]. It is well
known that every metric space with finite asymptotic dimension has asymptotic property C. But the inverse
is not true, which means that there exists some metric space X with infinite asymptotic dimension and
asymptotic property C. Therefore how to classify the metric spaces with infinite asymptotic dimension into
smaller categories becomes an interesting problem.
In [3], T. Radul defined the transfinite asymptotic dimension (trasdim) which can be viewed as a trans-
finite extension of the asymptotic dimension and proved that for a metric space X , trasdim(X) <∞ if and
only if X has asymptotic property C. He also gave examples of metric spaces with trasdim= ∞ and with
trasdim= ω, where ω is the smallest infinite ordinal number (see [3]). But whether there is a metric space X
with ω <trasdim(X) <∞ (stated as“omega conjecture”in [4] by M. Satkiewicz) was unknown until recently.
A metric space X with trasdimX = ω + 1 was constructed in [5]. Some examples of metric spaces with
higher trasdim were constructed in [6]. Let us remark that trasdim takes only countable values [3]. In this
paper, for every countable ordinal number ξ, we construct a metric space Xξ with trasdim(Xξ) = ξ and
coasdim(Xξ) = ξ, which generalized the results in [5] and [6].
As another generalization of asymptotic dimension, E.Guentner, R.Tessera and G.Yu introduced the
notion of finite decomposition complexity to study topological rigidity of manifolds in [7]. And they proved
that every metric space with finite asymptotic dimension has finite decomposition complexity in [8]. The
relation between asymptotic property C and finite decomposition complexity was studied by A.Dranishnikov
and M.Zarichnyi in [9]. But till now, there is no example of metric space known which make a difference
between asymptotic property C and finite decomposition complexity. The metric space Xξ constructed
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above can not make a difference either. In fact, we prove that Xξ has both asymptotic property C and finite
decomposition complexity.
The paper is organized as follows: In Section 2, we recall some definitions and properties of transfinite
asymptotic dimension and complementary-finite asymptotic dimension. In Section 3, we introduce a concrete
metric space Xξ with trasdim(Xξ) = ξ and coasdim(Xξ) = ξ for every countable ordinal number ξ. Finally,
we prove the metric space Xξ has finite decomposition complexity.
2 Preliminaries
Our terminology concerning the asymptotic dimension follows from [10] and for undefined terminology
we refer to [3] and [6].
Let (X, d) be a metric space and U, V ⊆ X , let
diam U = sup{d(x, y) | x, y ∈ U} and d(U, V ) = inf{d(x, y) | x ∈ U, y ∈ V }.
Let R > 0 and U be a family of subsets of X . U is said to be R-bounded if
diam U
.
= sup{diam U | U ∈ U} ≤ R.
In this case, U is said to be uniformly bounded. Let r > 0, a family U is said to be r-disjoint if
d(U, V ) ≥ r for every U, V ∈ U with U 6= V.
In this paper, we denote
⋃
{U | U ∈ U} by
⋃
U , denote {U | U ∈ U1 or U ∈ U2} by U1 ∪ U2. Let A be
a subset of X and ǫ > 0. We denote {x ∈ X | d(x,A) < ǫ} by Nǫ(A) and denote {x ∈ X | d(x,A) ≤ ǫ} by
Nǫ(A). We denote {Nǫ(U) | U ∈ U} by Nǫ(U) and denote {Nǫ(U) | U ∈ U} by Nǫ(U).
Definition 2.1. ([1]) A metric space X is said to have finite asymptotic dimension if there exists n ∈ N,
such that for every r > 0, there exists a sequence of uniformly bounded families {Ui}ni=0 of subsets of X such
that the family
⋃n
i=0 Ui covers X and each Ui is r-disjoint for i = 0, 1, · · · , n. In this case, we say that the
asymptotic dimension of X less than or equal to n, which is denoted by asdim(X) ≤ n.
We say that asdim(X) = n if asdim(X) ≤ n and asdim(X) ≤ n− 1 is not true.
T. Radul generalized asymptotic dimension of a metric space X to transfinite asymptotic dimension
which is denoted by trasdim(X) (see [3]). We will need the set-theoretical function Ord from [11] which
classifies families of finite non-empty subsets of a set T . We will consider only the particular case when
T = N.
Definition 2.2. ([11]) Let FinN denote the collection of all finite, nonempty subsets of N and letM ⊆ FinN.
For σ ∈ {∅} ∪ FinN, let
Mσ = {τ ∈ FinN | τ ∪ σ ∈M and τ ∩ σ = ∅}.
Let Ma abbreviate M{a} for a ∈ N. Define the ordinal number OrdM inductively as follows:
OrdM = 0 ⇔ M = ∅,
OrdM ≤ α ⇔ ∀ a ∈ N, OrdMa < α,
OrdM = α ⇔ OrdM ≤ α and OrdM < α is not true,
OrdM =∞ ⇔ OrdM ≤ α is not true for every ordinal number α.
We call a family M ⊆ FinN inclusive if and only if for each σ, τ ∈ FinN such that τ ⊆ σ and σ ∈M , we
have τ ∈M . We consider only inclusive families in the following.
The following lemmas are particular cases of the corresponding lemmas from [11].
Lemma 2.1. ([11]) Let M ⊆ FinN and n ∈ N. Then
OrdM ≤ n if and only if |σ| ≤ n for every σ ∈M .
Lemma 2.2. ([11]) If M,N ⊆ FinN and M ⊆ N , then OrdM ≤ OrdN.
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Lemma 2.3. ([11]) If M,N ⊆ FinN, then Ord(M ∪N) ≤ max{OrdM,OrdN}.
Lemma 2.4. ([11]) Let L and L′ be sets. Let FinL and FinL′ denote collections of all finite, nonempty
subsets of L and L′, respectively. Let M ⊆ FinL, M ′ ⊆ FinL′ and φ : L → L′ be a function such that for
every σ ∈M , we have φ(σ) ∈M ′ and |φ(σ)| = |σ|. Then OrdM ≤Ord M ′.
Let M ⊆ FinN and K is a infinite subset of N. Then there is a standard bijection ϕ from N to K
which keeps the order. We define M [K] =
{
{ϕ(k1), ϕ(k2), ..., ϕ(km)}
∣∣∣ {k1, k2, ..., km} ∈ M}. Note that
M =M [N]. By Lemma 2.4, we obtain the following result.
Corollary 2.1. Let M ⊆ FinN and K is a infinite subset of N, then OrdM =OrdM [K].
Definition 2.3. ([3]) Given a metric space X , define the following collection:
A(X, d) = {σ ∈ FinN | there are no uniformly bounded families Ui for i ∈ σ
such that each Ui is i-disjoint and
⋃
i∈σ
Ui covers X}
and
A2(X, d) = {σ ∈ FinN| there are no uniformly bounded families Vi for i ∈ σ
such that each Vi is 2
i-disjoint and
⋃
i∈σ
Vi covers X}.
The transfinite asymptotic dimension of X is defined as trasdimX=OrdA(X, d) .
Lemma 2.5. OrdA(X, d) =OrdA2(X, d).
Proof. Since A(X, d) ⊆ A2(X, d), OrdA(X, d) ≤OrdA2(X, d) by Lemma 2.2. The inverse inequality follows
from Lemma 2.4 by considering the exponential function φ : N→ N defined by φ(n) = 2n.
Definition 2.4. ([12]) Every ordinal number γ can be represented as γ = λ(γ) + n(γ), where λ(γ) is the
limit ordinal or 0 and n(γ) ∈ N ∪ {0}. Let X be a metric space, we define complementary-finite asymptotic
dimension of X (coasdim(X)) inductively as follows:
• coasdim(X) = −1 ⇔ X = ∅,
• coasdim(X) ≤ λ(γ) + n(γ) ⇔ for every r > 0, there exist r-disjoint uniformly bounded families
U0, ...,Un(γ) of subsets of X such that coasdim(X \
⋃⋃n(γ)
i=0 Ui) < λ(γ),
• coasdim(X) = γ ⇔ coasdim(X) ≤ γ and coasdim(X) ≤ β is not true for any β < γ,
• coasdim(X) =∞ ⇔ coasdim(X) ≤ γ is not true for any ordinal number γ.
X is said to have complementary-finite asymptotic dimension if coasdim(X) ≤ γ for some ordinal number γ.
Remark 2.1. It is easy to see that for every n ∈ N ∪ 0, coasdim(X) ≤ n if and only if asdim(X) ≤ n.
Lemma 2.6. ([12]) Let X be a metric space with X1, X2 ⊆ X . Then
coasdim(X1 ∪X2) ≤ max{coasdim(X1), coasdim(X2)}.
Let X and Y be metric families. A map of families from X to Y is a collection of functions F = {f}, each
mapping some X ∈ X to some Y ∈ Y and such that every X ∈ X is the domain of at least one f ∈ F . We
use the notation F : X → Y and, when confusion could occur, write f : Xf → Yf to refer to an individual
function in F .
Definition 2.5. A map of metric space families F : X → Y is uniformly expansive if there exists a
non-decreasing function θ : [0,∞)→ [0,∞) such that for every f ∈ F and every x, y ∈ Xf
d(f(x), f(y)) ≤ θ(d(x, y));
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it is effectively proper if there exists a proper non-decreasing function δ : [0,∞)→ [0,∞) such that for every
f ∈ F and every x, y ∈ Xf
d(f(x), f(y)) ≥ δ(d(x, y));
A map of metric space families F : X → Y is a coarse embedding if it is both uniformly expansive and
effectively proper.
Definition 2.6. ([7],[8]) A metric family X is r-decomposable over a metric family Y if every X ∈ X admits
a decomposition
X = X0 ∪X1, Xi =
⊔
r-disjoint
Xij ,
where each Xij ∈ Y. It is denoted by X
r
→ Y.
Definition 2.7. ([7],[8])
(1) Let D0 be the collection of uniformly bounded families: D0 = {X : X is uniformly bounded }.
(2) Let α be an ordinal number greater than 0, let Dα be the collection of metric families decomposable
over
⋃
β<α
Dβ :
Dα = {X : ∀ r > 0, ∃ β < α, ∃ Y ∈ Dβ , such that X
r
→ Y}.
Remark 2.2.
• We view a metric space X as a singleton family {X}.
• Dβ ⊆ Dα for every β < α.
• It is known that X has finite asymptotic dimension if and only if X belongs to Dn for some n ∈
N. Moreover, asdim(X) ≤ n implies X ∈ Dn+1([7],[8]).
Lemma 2.7. ([8]) Let α and β be ordinal numbers and α < β. Let X and Y be metric spaces such that
X ∈ Dα and Y ∈ Dβ . Then X ∪ Y ∈ Dβ+1.
Definition 2.8. ([7],[8]) A metric family X has finite decomposition complexity if there exists a countable
ordinal number α such that X ∈ Dα.
Lemma 2.8. (Coarse invariance, [8]) Let X and Y be two metric families such that there is a coarse
embedding φ : X → Y. If Y ∈ Dα for some countable ordinal number α, then X ∈ Dα.
3 Main result
3.1 Definitions
For each τ = {k0, k1, ..., ks} ∈ FinN, we choose an indexation such that k0 < k1 < · · · < ks. For every
n ∈ N ∪ {0}, let
K(τ, n) = {kn+1, kn+2..., ks} if n < s and K(τ, n) = ∅ if n ≥ s,
and let
i(τ, n) = max{k0, k1..., kn} = kn if n ≤ s and i(τ, n) = ks if n > s.
For each limit ordinal α, we fix an increasing sequence {ζi(α) + i} of ordinals such that
each ζi(α) is a limit ordinal or 0 and α = supi(ζi(α) + i).
When α = supi(β + i) for some limit ordinal β, we put ζi(α) = β for each i ∈ N.
For each countable ordinal number ξ, we write ξ = γ(ξ) + n(ξ), where γ(ξ) is a limit ordinal or 0 and
n(ξ) ∈ N ∪ {0}. We build a family Sξ ⊆ FinN by induction.
Definition 3.9. Let n ∈ N and let ξ be a countable ordinal number , we define
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• Sn = {σ ∈ FinN | |σ| ≤ n}.
• Sξ = Sγ(ξ)+n(ξ) =
{
σ ∈ FinN
∣∣∣ K(σ, n(ξ)) ∈ Sζl(γ(ξ))+l ∪∅ for some l ∈ {1, 2, · · · , i(σ, n(ξ))}}.
Remark 3.3.
• It follows from the definition of the family Sξ that σ ∈ Sξ for each σ ∈ FinN with |σ| ≤ n(ξ) + 1.
• Note that if σ = {k0, ..., ks} ∈ Sξ, then {l, k0, ..., ks} ∈ Sξ+1 for every l < k0.
Lemma 3.1. Let ξ = γ(ξ) + n(ξ) be an infinite ordinal number and τ = {k0, ..., ks} ∈ Sξ. Then we have
τ ∈ Sζl(γ(ξ))+l+n(ξ)+1 for some l ∈ {1, 2, · · · , i(τ, n(ξ))}.
Proof. Since τ = {k0, ..., ks} ∈ Sξ, we have K(τ, n(ξ)) ∈ Sζl(γ(ξ))+l ∪∅ for some l ∈ {1, 2, · · · , i(τ, n(ξ))}.
• If K(τ, n(ξ)) ∈ Sζl(γ(ξ))+l, then τ = {k0, ..., kn(ξ), kn(ξ)+1, ..., ks} ∈ Sζl(γ(ξ))+l+n(ξ)+1 by Remark 3.1.
• If K(τ, n(ξ)) = ∅, then K(τ, l + n(ξ) + 1) ⊆ K(τ, n(ξ)) implies K(τ, l + n(ξ) + 1) = ∅. So τ ∈
Sζl(γ(ξ))+l+n(ξ)+1.
Lemma 3.2. The family Sξ is inclusive for each countable ordinal ξ.
Proof. • It follows from the definition of Sξ that the result is true when ξ is finite.
• Assume that the result holds for every infinite ordinal number ξ < α. Now for ξ = α, let τ =
{kj0 , kj1 , ..., kjt} ⊆ σ = {k0, ..., ks} ∈ Sξ. Note that t ≤ s and K(τ, n(ξ)) ⊆ K(σ, n(ξ)). If t ≤ n(ξ),
then we have τ ∈ Sξ by definition. Consider the case t > n(ξ). Then we have s > n(ξ) and
K(σ, n(ξ)) ∈ Sζl(γ(ξ))+l for some 1 ≤ l ≤ i(σ, n(ξ)) = kn(ξ) ≤ kjn(ξ) = i(τ, n(ξ)).
By inductive assumption, we have K(τ, n(ξ)) ∈ Sζl(γ(ξ))+l. So τ ∈ Sγ(ξ)+n(ξ).
Lemma 3.3. Sγ+n ⊆ Sγ+m , where γ is a limit ordinal and m ∈ N, n ∈ N ∪ {0} such that n < m.
Proof. For every σ = {k0, ..., ks} ∈ Sγ+n.
• If s ≤ m, then we have σ ∈ Sγ+m by definition.
• If s > m, then s > n. It follows that
K(σ, n) ∈ Sζl(γ)+l for some 1 ≤ l ≤ i(σ, n) = kn < km = i(σ,m).
Since n < m, we have K(σ,m) ⊆ K(σ, n). Since Sζl(γ)+l is inclusive by Lemma 3.2, we have
K(σ,m) ∈ Sζl(γ)+l for some l ∈ {1, 2, · · · , i(σ,m)}.
Hence σ ∈ Sγ+m.
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3.2 Transfinite asymptotic dimension of Xξ
Lemma 3.4. For each countable ordinals ξ, OrdSξ ≤ ξ.
Proof. By Lemma 2.1, the result is true when ξ is finite. Assume that the result holds for every ξ < α. Now
ξ = α. For every a ∈ N and σ ∈ Saξ , {a} ⊔ σ ∈ Sξ. It follows that
K({a} ⊔ σ, n(ξ)) ∈ Sζl(γ(ξ))+l ∪∅ for some l ∈ {1, 2, · · · , i({a} ⊔ σ, n(ξ))}.
• When n(ξ) ∈ N.
– If i({a} ⊔ σ, n(ξ)) > a, then K(σ, n(ξ) − 1) = K({a} ⊔ σ, n(ξ)) ∈ Sζl(γ(ξ))+l ∪∅. Note that
1 ≤ l ≤ i({a} ⊔ σ, n(ξ)) = i(σ, n(ξ) − 1) which implies that σ ∈ Sγ(ξ)+n(ξ)−1.
– If i({a}⊔σ, n(ξ)) ≤ a, then l ≤ a and K(σ, n(ξ)) ⊆ K({a}⊔σ, n(ξ)). Since Sζl(γ(ξ))+l is inclusive,
K(σ, n(ξ)) ∈ Sζl(γ(ξ))+l ∪∅. So by Remark 3.1, σ ∈ Sζl(γ(ξ))+l+n(ξ)+1 for some l ∈ {1, 2, · · · , a}.
Therefore,
Saξ ⊆ Sγ(ξ)+n(ξ)−1
⋃
(
a⋃
l=1
Sζl(γ(ξ))+n(ξ)+l+1).
Then by Lemma 2.3 and inductive assumption,
Ord(Saξ ) ≤ γ(ξ) + n(ξ)− 1 < ξ.
• When n(ξ) = 0.
– If i({a}⊔σ, 0) = a, then σ = K({a}⊔σ, 0) ∈ Sζl(γ(ξ))+l∪∅. Since σ 6= ∅, σ ∈ Sζl(γ(ξ))+l for some
l ∈ {1, 2, · · · , a}.
– If i({a} ⊔ σ, 0) < a, then
K(σ, 0) ⊆ K({a} ⊔ σ, 0) ∈ Sζl(γ(ξ))+l ∪∅ for some l ∈ {1, 2, · · · , i({a} ⊔ σ, 0)},
which implies σ ∈ Sζl(γ(ξ))+l+1 for some l < a.
So by Lemma 3.3,
Saξ ⊆
a⋃
l=1
Sζl(γ(ξ))+l+1.
Then by Lemma 2.3 and inductive assumption,
Ord(Saξ ) ≤ ζa(γ(ξ)) + a+ 1 < ξ.
So in both cases, we have OrdSξ ≤ ξ.
Let σ = {k0, ..., ks} ∈ FinN and τ = {p0, ..., ps} ∈ FinN . We denote σ ≤ τ if for each i ∈ {0, 1, · · · , s},
ki ≤ pi.
Lemma 3.5. Let ξ be an countable ordinal number and σ ∈ Sξ. Then for each τ ∈ FinN such that σ ≤ τ ,
we have τ ∈ Sξ.
Proof. It is easy to see the result is true when ξ is finite. Assume that the result holds for every countable
ordinal number ξ < α. For ξ = α. Let σ = {k0, ..., ks} ∈ Sξ and τ = {p0, ..., ps} such that ki ≤ pi for
i ∈ {0, 1, · · · , s}.
• If s ≤ n(ξ), then τ ∈ Sξ by Remark 3.1.
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• If s > n(ξ), then K(σ, n(ξ)) ∈ Sζl(ξ)+l for some 1 ≤ l ≤ i(σ, n(ξ)) = kn(ξ) ≤ pn(ξ) = i(τ, n(ξ)). Note
that K(σ, n(ξ)) ≤ K(τ, n(ξ)). By inductive assumption,
K(τ, n(ξ)) ∈ Sζl(ξ)+l for some l ∈ {1, 2, · · · , i(τ, n(ξ))}.
So τ ∈ Sξ.
Proposition 3.1. OrdSξ = ξ for each countable ordinal number ξ.
Proof. By Lemma 2.1, it is easy to obtain that the result is true when ξ is finite. Assume that the result holds
for every countable ordinal number ξ < α. For ξ = α. By Lemma 3.4, it suffices to show that OrdSξ ≥ ξ.
• n(ξ) = 0. It means that ξ is a limit ordinal. For every k ∈ N, let
Sζk(ξ)+k(k) = {τ ∈ Sζk(ξ)+k | t > k for each t ∈ τ}.
Then for each τ ∈ Sζk(ξ)+k(k), {k} ⊔ τ ∈ Sξ by definition. Since Sξ is inclusive by Lemma 3.2, τ ∈ Sξ.
So Sζk(ξ)+k(k) ⊆ Sξ.
Note that
OrdSζk(ξ)+k = OrdSζk(ξ)+k(k).
Indeed, by Lemma 2.2, Sζk(ξ)+k(k) ⊆ Sζk(ξ)+k implies OrdSζk(ξ)+k(k) ≤ OrdSζk(ξ)+k. There is a
function φ : N→ N defined by φ(i) = i+ k. Then by Lemma 3.5,
φ(σ) ∈ Sζk(ξ)+k(k) whenever σ ∈ Sζk(ξ)+k and |φ(σ)| = |σ|.
By Lemma 2.4, OrdSζk(ξ)+k ≤ OrdSζk(ξ)+k(k). So OrdSζk(ξ)+k = OrdSζk(ξ)+k(k).
By Lemma 2.2 and inductive assumption,
OrdSξ ≥ OrdSζk(ξ)+k(k) = OrdSζk(ξ)+k = ζk(ξ) + k for each k ∈ N.
Hence OrdSξ ≥ ξ.
• n(ξ) ∈ N. For every k ∈ N, let
Sξ−1(k) = {τ ∈ Sξ−1 | t > k for each t ∈ τ}.
Then for each τ ∈ Sξ−1(k), by Remark 3.1, {k} ⊔ τ ∈ Sξ which implies τ ∈ Skξ . Then Sξ−1(k) ⊆ S
k
ξ .
By the similar argument and inductive assumption,
OrdSkξ ≥ OrdSξ−1(k) = OrdSξ−1 = ξ − 1.
Hence OrdSξ ≥ ξ.
Definition 3.10. ([13]) Let X be a metric space and let A,B be a pair of disjoint subsets of X . We say
that a subset L ⊆ X is a partition of X between A and B if there exist open sets U,W ⊆ X satisfying the
following conditions
A ⊆ U,B ⊆W and X = U ⊔ L ⊔W.
Definition 3.11. ([6]) Let X be a metric space and let A,B be a pair of disjoint subsets of X . For every
ǫ > 0, we say that a subset L ⊆ X is an ǫ-partition of X between A and B if there exist open sets U,W ⊆ X
satisfying the following conditions
A ⊆ U,B ⊆W,X = U ⊔ L ⊔W,d(L,A) > ǫ and d(L,B) > ǫ
Clearly, an ǫ-partition L of X between A and B is a partition of X between A and B.
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Lemma 3.6. ([13], Lemma 1.8.14) Let F+i , F
−
i , where i = 1, 2, . . . , n, be the pairs of opposite faces of
In
.
= [0, 1]n. If In = L0 ⊃ L1 ⊃ . . . ⊃ Ln is a decreasing sequence of closed sets such that Li+1 is a partition
of Li between Li ∩ F
+
i+1 and Li ∩ F
−
i+1 for i ∈ {0, 1, 2, . . . , n− 1}, then Ln 6= ∅.
Lemma 3.7. Let L0
.
= [0, B]n for some B > 0, F+i , F
−
i , where i = 1, 2, · · · , n, be the pairs of opposite
faces of L0 and let 0 < ǫ <
1
6B. For k = 1, 2, · · · , n, let Uk be an ǫ-disjoint and
1
3B-bounded family of
subsets of [0, B]n. Then there exists an ǫ-partition Lk+1 of Lk between F
+
k+1 ∩ Lk and F
−
k+1 ∩ Lk such that
Lk+1 ⊆ Lk ∩ (
⋃
Uk+1)c for k = 0, 1, 2, · · · , n− 1. Moreover, Ln 6= ∅.
Proof. For k = 1, 2, · · · , n, let Ak
.
= {U ∈ Uk | d(U, F
+
k ) ≤ 2ǫ} and Bk
.
= {U ∈ Uk | d(U, F
+
k ) > 2ǫ}. Note
that Ak ∪ Bk = Uk. Let
Ak =
⋃
{N ǫ
3
(U) | U ∈ Ak} and Bk =
⋃
{N ǫ
3
(U) | U ∈ Bk}.
Then d(Ak, F
−
k ) > B −
1
3B − 2ǫ−
ǫ
3 >
4
3ǫ and d(Bk, F
+
k ) > 2ǫ−
ǫ
3 >
4
3ǫ. It follows that
(Ak ∪N 4
3 ǫ
(F+k )) ∩ (Bk ∪N 43 ǫ(F
−
k )) = ∅.
Let Lk+1
.
= Lk \ ((Ak+1 ∪N 4
3 ǫ
(F+k+1)) ∪ (Bk+1 ∪N 43 ǫ(F
−
k+1))) for k = 0, 1, 2, · · · , n− 1.
Note that F+k+1 ∩ Lk 6= ∅ and F
−
k+1 ∩ Lk 6= ∅ for k = 0, 1, · · · , n− 1. Indeed,
• Clearly, F+1 ∩ L0 6= ∅ and F
−
1 ∩ L0 6= ∅.
• For k = 1, 2, · · · , n− 1,
Lk = Lk−1 \ ((Ak ∪N 4
3 ǫ
(F+k )) ∪ (Bk ∪N 43 ǫ(F
−
k )))
= Lk−2 \ ((Ak−1 ∪N 4
3 ǫ
(F+k−1)) ∪ (Bk−1 ∪N 43 ǫ(F
−
k−1)) ∪ (Ak ∪N 43 ǫ(F
+
k )) ∪ (Bk ∪N 43 ǫ(F
−
k )))
= · · ·
= L0 \ ((A1 ∪N 4
3 ǫ
(F+1 )) ∪ (B1 ∪N 43 ǫ(F
−
1 )) ∪ · · · ∪ (Ak ∪N 43 ǫ(F
+
k )) ∪ (Bk ∪N 43 ǫ(F
−
k ))).
Note that F+k+1 \ (N 43 ǫ(F
+
1 ))∪N 43 ǫ(F
−
1 )∪ · · · ∪N 43 ǫ(F
+
k )∪N 43 ǫ(F
−
k )) is a nonempty connected set with
diameter greater than 59B and (A1 ∪B1 ∪ · · ·Ak ∪Bk) is a union set of a
ǫ
3 -disjoint and
4
9B-bounded
family. Then
F+k+1 \ ((A1 ∪N 43 ǫ(F
+
1 )) ∪ (B1 ∪N 43 ǫ(F
−
1 )) ∪ · · · ∪ (Ak ∪N 43 ǫ(F
+
k )) ∪ (Bk ∪N 43 ǫ(F
−
k ))) 6= ∅.
It follows that F+k+1 ∩ Lk 6= ∅. Similarly, F
−
k+1 ∩ Lk 6= ∅.
Therefore, Lk+1 is an ǫ-partition of Lk between F
+
k+1 ∩Lk and F
−
k+1 ∩Lk such that Lk+1 ⊂ Lk ∩ (
⋃
Uk+1)
c.
By Lemma 3.6, Ln 6= ∅.
Let L = {n + 2 | n ∈ N} and Sξ[L] =
{
{k0 + 2, k1 + 2, · · · , ks + 2}
∣∣∣ {k0, k1, · · · , ks} ∈ Sξ}. Then by
Corollary 2.1, OrdSξ[L]=OrdSξ = ξ for each countable ordinal number ξ.
Definition 3.12. For τ = {k0 + 2, k1 + 2, ..., km + 2} ∈ Sξ[L], we define
Xτ =
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ 2kpZ}| ≤ p for every p ∈ {0, 1, · · · ,m}}.
We consider Xτ with sup-metric.
Proposition 3.2. τ ∈ A2(Xτ , d) for every τ = {k0 + 2, k1 + 2, ..., km + 2} ∈ Sξ[L].
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Proof. Suppose that τ = {k0 + 2, k1 + 2, ..., km + 2} /∈ A2(Xτ , d), then there are B-bounded families
U0,U1, ...,Um such that Uj is 2kj+2-disjoint for every j ∈ {0, 1, · · · ,m} and
⋃m
i=0 Ui covers [0, 8B]
m+1 ∩Xτ
for some B > 2km+1.
Assume that p1 =
8B
2km
∈ N. Take a bijection ψ : {1, 2, · · · , pm+11 } → {0, 1, 2, · · · , p1 − 1}
m+1. Let
Q(t) =
m+1∏
j=1
[2kmψ(t)j , 2
km(ψ(t)j + 1)],where ψ(t)j is the jth coordinate of ψ(t).
Let Q1 = {Q(t) | t ∈ {1, 2, · · · , p
m+1
1 }}, then [0, 8B]
m+1 =
⋃
Q∈Q1
Q. Note that
[0, 8B]m+1 ∩Xτ ⊆
⋃
Q∈Q1
∂mQ, where ∂mQ is the m-dimensional skeleton of Q.
Let L0 = [0, 8B]
m+1. Since N2km (Um) is 2
km+1-disjoint and (2km+1 +B)-bounded, by Lemma 3.7, there
exists a 2km+1-partition L1 of [0, 8B]
m+1 between F+1 and F
−
1 such that
L1 ⊆ (
⋃
N2km (Um))
c ∩ [0, 8B]m+1 and d(L1, F
+/−
1 ) > 2
km+1,
where F
+/−
1 is a pair of opposite facets of [0, 8B]
m+1. Since L1 is a partition of [0, 8B]
m+1 between F+1 and
F−1 , [0, 8B]
m+1 = L1 ⊔ A1 ⊔ B1 such that A1, B1 are open in [0, 8B]m+1 and A1, B1 contain two opposite
facets F−1 , F
+
1 respectively.
LetM1 = {Q ∈ Q1 | Q∩L1 6= ∅} and M1 =
⋃
M1. Since L1 is a 2km+1-partition of [0, 8B]m+1 between
F+1 and F
−
1 , then M1 is a partition of [0, 8B]
m+1 between F+1 and F
−
1 , i.e., [0, 8B]
m+1 = M1 ⊔ A′1 ⊔ B
′
1
such that A′1, B
′
1 are open in [0, 8B]
m+1 and A′1, B
′
1 contain two opposite facets F
−
1 , F
+
1 respectively. Let
L′1 = ∂mM1 =
⋃
{∂mQ|Q ∈ M1}, then [0, 8B]m+1 \ (L′1 ⊔ A
′
1 ⊔ B
′
1) is the union of some disjoint open
m+1-dimensional cubes with length of edge = 2km . So L′1 is a partition of [0, 8B]
m+1 between F+1 and F
−
1
and L′1 ⊆ (
⋃
Um)c ∩ [0, 8B]m+1.
Since N2km−1 (Um−1) is 2
km−1+1-disjoint and (2km−1+1+B)-bounded, there exists a 2km−1+1-partition L2
of L′1 between F
+
2 ∩ L
′
1 and F
−
2 ∩ L
′
1 such that
L2 ⊆ (
⋃
N2km−1 (Um−1))
c ∩ L′1 and d(L2, F
+/−
2 ) > 2
km−1+1.
Since L2 is a partition of L
′
1 between F
+
2 ∩ L
′
1 and F
−
2 ∩ L
′
1, L
′
1 = L2 ⊔ A2 ⊔B2 such that A2, B2 are open
in L′1 and A2, B2 contain two opposite facets F
−
2 ∩ L
′
1, F
+
2 ∩ L
′
1 respectively.
Assume that p2 =
8B
2km−1
∈ N. Take a bijection ψ : {1, 2, · · · , pm+12 } → {0, 1, 2, · · · , p2 − 1}
m+1. Let
Q′(t, l) =
l∏
j=1
(2km−1ψ(t)j , 2
km−1(ψ(t)j + 1))× 2
km−1ψ(t)l ×
m+1∏
j=l+1
(2km−1ψ(t)j , 2
km−1(ψ(t)j + 1)),
where ψ(t)j is the j-th coordinate of ψ(t). Let
Q2 = {Q′(t, l) ∩ L′1 | t ∈ {1, 2, ..., p
m+1
2 }, l ∈ {1, ...,m+ 1}}
be a family of m-dimensional cubes with length of edges=2km−1, then L′1 =
⋃
Q∈Q2
Q. Let
M2 = {Q
′ ∈ Q2 | Q
′ ∩ L2 6= ∅} and M2 =
⋃
M2.
Since L2 is a 2
km−1+1-partition of L′1 between F
+
2 ∩ L
′
1 and F
−
2 ∩ L
′
1, then M2 is a partition of L
′
1 between
F+2 ∩ L
′
1 and F
−
2 ∩ L
′
1, i.e., L
′
1 = M2 ⊔ A
′
2 ⊔ B
′
2 such that A
′
2, B
′
2 are open in L
′
1 and A
′
2, B
′
2 contain
two opposite facets F−2 ∩ L
′
1, F
+
2 ∩ L
′
1 respectively. Let L
′
2 = ∂m−1M2 =
⋃
{∂m−1Q
′ | Q′ ∈ M2}. Then
L′1 \ (L
′
2 ⊔A
′
2 ⊔B
′
2) is the union of some disjoint open m-dimensional cubes with length of edge = 2
km−1 . So
L′2 is a partition of L
′
1 between F
+
2 ∩ L
′
1 and F
−
2 ∩ L
′
1 and L
′
2 ⊆ (
⋃
(Um−1 ∪ Um))c ∩ [0, 8B]m+1.
After m + 1 steps, we obtain L′m+1 to be a partition of L
′
m between F
+
m+1 ∩ L
′
m and F
−
m+1 ∩ L
′
m and
L′m+1 ⊆ (
⋃
(
⋃m
i=0 Ui))
c ∩ [0, 8B]m+1. Note that L′m+1 is 0-dimensional cubes with length of edge = 2
k0 . By
the construction, L′m+1 ⊆ Xτ . Since
⋃m
i=0 Ui covers [0, 8B]
m+1 ∩ Xτ , L′m+1 = ∅ which is a contradiction
with Lemma 3.7.
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Definition 3.13. Let⊕
Z = {(xi) | xi ∈ Z and there exists k ∈ N such that xj = 0 for each j ≥ k}
with the sup-metric ρ. For every τ = {k0 + 2, k1 + 2, ..., km + 2} ∈ Sξ[L], we define an isometric embedding
iτ : Xτ →
⊕
Z by for every x = (x0, x1, · · · , xm) ∈ Xτ ,
iτ (x)i = xi ∀ i ∈ {0, 1, · · · ,m} and iτ (x)i = 0 ∀ i /∈ {0, 1, · · · ,m},
where iτ (x)i is the i-th coordinate of iτ (x).
For any countable ordinal number ξ, we define Xξ as the disjoint union of Xτ with τ ∈ Sξ[L], i.e.,
Xξ =
⊔
τ∈Sξ[L]
Xτ
with the metric dξ which is defined as
dξ(x, y) =
{
ρ(iτ (x), iτ (y)) if x, y ∈ Xτ ,
max{s(τ1), s(τ2), ρ(iτ1(x), iτ2(y))} if x ∈ Xτ1 , y ∈ Xτ2 and τ1 6= τ2,
where s(σ) = 2maxσ for any σ ∈ Sξ[L].
Theorem 3.1. trasdim(Xξ) ≥ ξ.
Proof. By Proposition 3.2, for every τ ∈ Sξ[L], τ ∈ A2(Xτ , d) ⊆ A2(Xξ, d). i.e., Sξ[L] ⊆ A2(Xξ, d). So
trasdimXξ = OrdA(Xξ, d) = OrdA2(Xξ, d) ≥ OrdSξ[L] = ξ.
For every n, i, k ∈ N, let
Yi,n,k =
{
(x1, . . . , xi) ∈ Z
i
∣∣∣ |{j | xj /∈ 2nZ}| ≤ k},
which is considered as a subspace of the metric space (
⊕
Z, ρ).
Lemma 3.8. For every r ∈ N with r ≥ 4, there exist n = r ∈ N and r-disjoint, 2n-bounded families U0,U1
such that U0 ∪ U1 covers Yi,n,1.
Proof. For every r ∈ N and r ≥ 4, choose n = r ∈ N. Let
U0 =
{
(
i∏
t=1
(nt2
n − r, nt2
n + r)) ∩ Yi,n,1
∣∣∣ nt ∈ Z},
U1 =
{
(
j−1∏
t=1
(nt2
n−r, nt2
n+r)×[nj2
n+r, (nj+1)2
n−r]×
i∏
t=j+1
(nt2
n−r, nt2
n+r)) ∩ Yi,n,1
∣∣∣ nt ∈ Z, j ∈ {1, 2, · · · , i}}
It is easy to see that U0 and U1 are r-disjoint and 2n-bounded families. Now for every x = (x1, . . . , xi) ∈
Yi,n,1 \ (
⋃
U0), there exists unique j ∈ {1, 2, · · · , i} such that xj ∈ [nj2n + r, (nj + 1)2n − r]. It follows that
x ∈ U1. Therefore, U0 ∪ U1 covers Yi,n,1.
Lemma 3.9. For every i, r ∈ N, r ≥ 4 and k ∈ N, there exist n = 3k−1r ∈ N and r-disjoint, 2n+k−1-bounded
families U0,U1, . . . ,Uk such that U0 ∪ U1 ∪ . . . ∪ Uk covers Yi,n,k.
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Proof. We will prove it by induction on k. By Lemma 3.8, the result is true for k = 1. Assume that the result
is true for k = m, then for every r ∈ N and r ≥ 4, there exist n = 3mr ∈ N and 3r-disjoint, 2n+m−1-bounded
families V0,V1, . . . ,Vm such that V0 ∪ V1 ∪ . . . ∪ Vm covers Yi,n,m. Now for k = m+ 1, let
U0 = {Nr(V )| V ∈ V0}, · · · ,Um = {Nr(V )| V ∈ Vm}.
Then U0,U1, · · · ,Um are r-disjoint and 2
n+k-bounded families such that U0∪U1∪ . . .∪Um covers Nr(Yi,n,m).
Let
Um+1 =
{
{xt}
j1−1
t=1 × [nj12
n + r, (nj1 + 1)2
n − r]× (xt)
j2−1
t=j1+1
× [nj22
n + r, (nj2 + 1)2
n − r]× {xt}
j3−1
t=j2+1
×
· · · × {xt}
jm+1−1
t=jm+1
× [njm+12
n + r, (njm+1 + 1)2
n − r]× {xt}
i
t=jm+1+1
∣∣∣ xt ∈ 2nZ, njk ∈ Z}.
It is easy to see that Um+1 is r-disjoint and 2
n-bounded.
Note that
Yi,n,m+1 \
⋃
Um+1 ⊆ Nr(Yi,n,m).
Indeed, for any x = (xt)
i
t=1 ∈ Yi,n,m+1 \
⋃
Um+1, (xt)it=1 ∈ Yi,n,m+1 implies that there exists at most m+ 1
coordinates xt such that xt /∈ 2nZ and x /∈
⋃
Um+1 implies that, among all the xt with xt /∈ 2nZ, there
exists at least one xt0 such that d(xt0 , 2
n
Z) < r. It follows that x ∈ Nr(Yi,n,m).
Then
Yi,n,m+1 ⊆ (
⋃
Um+1) ∪Nr(Yi,n,m).
Therefore, U0 ∪ U1 ∪ . . . ∪ Um+1 covers Yi,n,m+1. So the result is true for k = m+ 1.
Lemma 3.10. asdim(Xn) ≤ n for every n ∈ N.
Proof. For every r ∈ N, let
Y0,r =
⊔
τ∈Sn[L]
s(τ)≤r
Xτ , Y1,r =
⊔
τ∈Sn[L]
s(τ)>r
Xτ .
Note that Xτ ⊆ Rn for every τ ∈ Sn[L]. Since asdim(Rn) ≤ n, there are r-disjoint, B(r)-bounded families
U0(τ),U1(τ), · · · ,Un(τ) such that
⋃n
i=0 Ui(τ) covers Xτ . Let
Ui =
( ⋃
τ∈Sn[L]
s(τ)>r
Ui(τ)
)
for i ∈ {1, 2, · · · , n}.
Then U0,U1, · · · ,Un are r-disjoint, B(r)-bounded families such that
⋃n
i=0 Ui covers Y1,r.
Note that {τ | τ ∈ Sn[L], s(τ) ≤ r} is a finite set. By Lemma 2.6,
coasdim(Y0,r) ≤ max {coasdim(Xτ ) | τ ∈ Sn[L], s(τ) ≤ r} ≤ coasdim(R
n) ≤ n.
There are r-disjoint, uniformly bounded families V0,V1, · · · ,Vn such that
⋃n
i=0 Vi covers Y0,r.
Let
Wi = Ui
⋃
Vi for i ∈ {1, 2, · · · , n}.
Since d(Y0,r, Y1,r) > r, W0,W1, · · · ,Wn are r-disjoint, uniformly bounded families such that
⋃n
i=0Wi covers
Xn. i.e., asdim(Xn) ≤ n.
Theorem 3.2. coasdim(Xξ) ≤ ξ for each countable ordinal number ξ.
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Proof. By Lemma 3.10, the result is true for finite ξ. Assume that the result is true for every ξ < α. Now
ξ = α. For every r ∈ N, let p = 3n(ξ)r and let
Tp = {τ ∈ Sξ[L] | i(τ, n(ξ)) ≥ p+ 2}.
For each τ ∈ Tp, Xτ ⊆ Yi,p,n(ξ) for some i ∈ N and the metric on each Xτ is the restriction of ρ on
⊕
Z.
Then by Lemma 3.9, there are 2p+n(ξ)-bounded, r-disjoint families Uτ0 ,U
τ
1 , · · · ,U
τ
n(ξ) whose union covers
Yi,p,n(ξ) ∩Xτ = Xτ . For i = 0, 1, · · · , n, let Ui = {U | U ∈ U
τ
i , τ ∈ Tp}. Since the distance between Xτ and
Xσ is greater or equal than 2
p for every τ , σ ∈ Tp and τ 6= σ, the families U0, . . . ,Un(ξ) are 2
p+n(ξ)-bounded,
r-disjoint and
⋃n(ξ)
i=0 Ui covers the set Y =
∐
{Xτ | τ ∈ Tp}.
Note that Xξ \ Y =
⋃
{Xτ | τ ∈ Sξ[L], i(τ, n(ξ)) < p+ 2}. By Lemma 3.1,
⋃
{Xτ | τ ∈ Sξ[L], i(τ, n(ξ)) < p+ 2} ⊆
p+1⋃
l=1
(Xζl(γ(ξ))+l+n(ξ)+1 ∩Xξ) ⊆ Xξ.
Moreover, the natural embedding i : (Xζl(γ(ξ))+l+n(ξ)+1 ∩ Xξ, dξ) → (Xζl(γ(ξ))+l+n(ξ)+1, dζl(γ(ξ))+l+n(ξ)+1)
is isometric by the definitions of the metrics dξ and dζl(γ(ξ))+l+n(ξ)+1. Then by Lemma 2.6 and inductive
assumption,
coasdim
( p+1⋃
l=1
(Xζl(γ(ξ))+l+n(ξ)+1 ∩Xξ)
)
≤ max
l∈{1,2,...,p+1}
{coasdim(Xζl(γ(ξ))+l+n(ξ)+1 ∩Xξ)} ≤
max
l∈{1,2,...,p+1}
{
coasdim
(
Xζl(γ(ξ))+l+n(ξ)+1
)}
≤ coasdim(Xζp+1(γ(ξ))+(p+1)+n(ξ)+1) ≤ ζp+1(γ(ξ)) + p+ n(ξ) + 2.
Then
coasdim(
⋃
{Xτ | τ ∈ Sξ[L], i(τ, n(ξ)) < p+ 2}) ≤ ζp+1(γ(ξ)) + p+ n(ξ) + 2 < γ(ξ).
It follows that coasdim(Xξ \
⋃⋃n(ξ)
i=0 Ui) ≤ coasdim(Xξ \ Y ) < γ(ξ). So coasdimXξ ≤ γ(ξ) + n(ξ) = ξ.
Lemma 3.11. ([6]) Let X be a metric space, if X has complementary-finite asymptotic dimension, then
trasdim(X) ≤ coasdim(X).
Theorem 3.3. coasdim(Xξ) = ξ and trasdim(Xξ) = ξ for every countable ordinal ξ.
Proof. By Theorem 3.2 and Lemma 3.11, trasdim(Xξ) ≤ ξ. Then trasdim(Xξ) = ξ by Theorem 3.1. By
Lemma 3.11, coasdim(Xξ) ≥trasdim(Xξ) = ξ. Then coasdim(Xξ) = ξ by Theorem 3.2.
3.3 Finite decomposition complexity of Xξ
Now we will prove that the metric space Xξ has finite decomposition complexity. More specifically, for
any countable infinite ordinal ξ with ξ = γ(ξ) + n(ξ) where γ(ξ) is a limit ordinal and n(ξ) ∈ N ∪ {0},
Xγ(ξ)+n(ξ) ∈ Dγ(ξ)+n(ξ).
Definition 3.14. Let ξ = γ(ξ) + n(ξ) be a countable infinite ordinal number with n(ξ) ≥ 1 and let
τ = {k0 + 2, k1 + 2, · · · , km + 2} ∈ Sξ[L] such that m ≥ n(ξ). For i ∈ {1, 2, · · · , n(ξ)}, let
Xτ,i =
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ 2kn(ξ)Z}| ≤ i and
|{j | xj /∈ 2
kpZ}| ≤ p, where p ∈ {0, 1, · · · ,m} \ {n(ξ)}
}
.
and let
X iξ =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
Xτ,i ⊆ (Xξ, dξ),
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which is a subspace of (Xξ, dξ).
Remark 3.4. Note that
Xτ,1 ⊆ Xτ,2 · · · ⊆ Xτ,n(ξ) = Xτ and Xξ = X
n(ξ)
ξ
⋃( ⊔
τ∈Sξ[L]
|τ |≤n(ξ)
Xτ
)
.
Lemma 3.12.
Xn =
⊔
τ∈Sn[L]
Xτ ∈ Dn+1.
Proof. By Lemma 3.10, asdim (Xn) ≤ n, which implies that Xn ∈ Dn+1.
Lemma 3.13.
Xω+1 =
⊔
τ∈Sω+1[L]
Xτ ∈ Dω.
Moreover, Xω ∈ Dω.
Proof. For every r ∈ N, let
Y0,r =
⊔
τ∈Sω+1[L]
i(τ,1)≤r+2
Xτ , Y1,r =
⊔
τ∈Sω+1[L]
i(τ,1)>r+2
Xτ .
For τ = {k0 + 2, k1 + 2, · · · , km + 2} ∈ Sω+1[L] and i(τ, 1) ≤ r + 2, by Lemma 3.1,
τ ∈
r+2⋃
l=1
S2l+2[L] which implies Y0,r ⊆
r+2⋃
l=1
X2l+2 as a subspace.
By Lemma 2.7 and Lemma 3.12, Y0,r ∈ D2r+8.
Note that for every τ ∈ Sω+1[L] and i(τ, 1) > r + 2, Xτ ⊆ Yj,r,1 for some j ∈ N. By Lemma 3.8, there
exist r-disjoint and 2r-bounded families U0(τ),U1(τ) such that U0(τ) ∪ U1(τ) covers Xτ . Let
U0 =
( ⋃
τ∈Sω+1[L]
i(τ,1)>r+2
U0(τ)
)
∪ {Y0,r}, U1 =
⋃
τ∈Sω+1[L]
i(τ,1)>r+2
U1(τ).
Then U0, U1 are r-disjoint families with U0 ∈ D2r+4, U1 ∈ D0 and U0 ∪ U1 covers Xω+1. Let Y = U0
⋃
U1,
then Xω+1
r
→ Y and Y ∈ D2r+4. Therefore, Xω+1 ∈ Dω.
By Lemma 3.3,
Xω =
⊔
τ∈Sω[L]
Xτ ⊆
⊔
τ∈Sω+1[L]
Xτ = Xω+1 ∈ Dω.
Lemma 3.14. For every infinite countable ordinal number ξ = γ(ξ) + n(ξ) such that n(ξ) ≥ 1,
X1ξ =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
Xτ,1 ∈ Dγ(ξ).
Proof. We prove it by induction on ξ.
• Let ξ = ω + 1. By Lemma 3.13 and X1ω+1 ⊆ Xω+1, X
1
ω+1 ∈ Dω. i.e., the result is true for ξ = ω + 1.
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• Assume that the result is true for every infinite countable ordinal number α = γ(α) + n(α) such that
α < ξ and n(α) ≥ 1. For every r ∈ N, let
Y0,r =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))≤r+2
Xτ,1, Y1,r =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
Xτ,1,
then X1ξ = Y0,r ∪ Y1,r.
For τ ∈ Sξ[L] with i(τ, n(ξ)) ≤ r + 2, by Lemma 3.1, τ ∈
⋃r+2
l=1 Sζl(γ(ξ))+l+n(ξ)+1[L]. Then
Y0,r ⊆
r+2⋃
l=1
X1ζl(γ(ξ))+l+n(ξ)+1.
By inductive assumption, X1ζl(γ(ξ))+l+n(ξ)+1 ∈ Dζl(γ(ξ)) ⊆ Dζl(γ(ξ))+l for each l ∈ {1, 2, · · · , r + 2}.
Then by Lemma 2.7,
Y0,r ∈ Dζr+2(γ(ξ))+r+3.
Note that for every τ ∈ Sξ[L] and i(τ, n(ξ)) > r + 2, Xτ,1 ⊆ Yj,r,1 for some j ∈ N. By Lemma 3.8,
there exist r-disjoint, 2r-bounded families U0(τ),U1(τ) such that U0(τ) ∪ U1(τ) covers Xτ,1. Let
U0 =
( ⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))≤r+2
U0(τ)
)⋃
{Y0,r}, U1 =
⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
U1(τ),
then U0 ∈ Dζr(γ(ξ))+r+1 and U1 ∈ D0. Let Y = U0
⋃
U1, then X1ξ
r
→ Y and Y ∈ Dζr(γ(ξ))+r+1.
Therefore, X1ξ ∈ Dγ(ξ).
Lemma 3.15. Let ξ = γ(ξ) + n(ξ) be a countable infinite ordinal number with n(ξ) ≥ 1 and let τ =
{k0 + 2, k1 + 2, · · · , km + 2} ∈ Sξ[L] such that m ≥ n(ξ). Then for each i ∈ {1, 2, · · · , n(ξ)},
Xτ,i ∩Nr(Xτ,i−1) =
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| ≤ i− 1} ∩Xτ,i.
Proof. • First we will prove that
Xτ,i ∩Nr(Xτ,i−1) ⊆
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| ≤ i− 1} ∩Xτ,i.
For every x = (xi)
m
i=0 ∈ Xτ,i ∩ Nr(Xτ,i−1), there exists y = (yi)
m
i=0 ∈ Xτ,i−1 ⊆ Xτ,i such that
d(x, y) < r, which implies that d(xi, yi) < r for i ∈ {0, 1, · · · ,m}. Note that
|{j | yj /∈ 2
kn(ξ)Z}| ≤ i− 1 and yj ∈ 2
kn(ξ)Z implies xj ∈ Nr(2
kn(ξ)Z).
Then
|{j | xj /∈ Nr(2
kn(ξ)Z)}| ≤ |{j | yj /∈ 2
kn(ξ)Z}| ≤ i− 1.
So
x ∈
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| ≤ i− 1} ∩Xτ,i.
• Now we will prove that{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| ≤ i− 1} ∩Xτ,i ⊆ Xτ,i ∩Nr(Xτ,i−1).
Assume that x = (xi)
m
i=0 such that x ∈ Xτ,i and |{j | xj /∈ Nr(2
kn(ξ)Z)}| ≤ i− 1. Let
Ii = {j | xj ∈ Nr(2
kiZ)} for i ∈ {0, . . . ,m} and Im+1 = ∅.
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Since k0 < k1 < · · · < km, Im ⊆ Im−1 ⊆ · · · ⊆ I1 ⊆ I0. x ∈ Xτ,i and |{j | xj /∈ Nr(2kn(ξ)Z)}| ≤ i − 1
implies that
|Ip| ≥ m+ 1− p, ∀ p ∈ {0, 1, · · · ,m} \ {n(ξ)} and |In(ξ)| ≥ m+ 1− (i− 1).
In particular, Im 6= ∅ and I0 = {0, 1, · · · ,m}. Note that
I0 =
m⊔
i=0
(Ii \ Ii+1
)
and if j ∈
(
Ii \ Ii+1
)
, then there exists yj ∈ 2
kiZ such that d(xj , yj) < r.
Let y = (yi)
m
i=0. Note that ∀ p ∈ {0, 1, · · · ,m} \ {n(ξ)},
|{j | yj ∈ 2
kpZ}| = |Ip| ≥ m+ 1− p and |{j | yj ∈ 2
kn(ξ)Z}| = |In(ξ)| ≥ m+ 1− (i− 1).
Hence ∀ p ∈ {0, 1, · · · ,m} \ {n(ξ)},
|{j | yj /∈ 2
kpZ}| ≤ p and |{j | yj /∈ 2
kn(ξ)Z}| ≤ i− 1,
which implies that y ∈ Xτ,i−1. So x ∈ Nr(Xτ,i−1).
Corollary 3.1. Let ξ = γ(ξ) + n(ξ) be a countable infinite ordinal number with n(ξ) ≥ 1 and let τ =
{k0 + 2, k1 + 2, · · · , km + 2} ∈ Sξ[L] such that m ≥ n(ξ). Then for each i ∈ {1, 2, · · · , n(ξ)},
Xτ,i ⊆ Nr(Xτ,i−1) ∪
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| = i}.
Proof. For every x = (xi)
m
i=0 ∈ Xτ,i \Nr(Xτ,i−1), x ∈ Xτ,i implies x ∈ (2
k0Z)m+1 and
|{j | xj /∈ Nr(2
kn(ξ)Z)}| ≤ |{j | xj /∈ 2
kn(ξ)Z}| ≤ i.
Suppose that {j | xj /∈ Nr(2
kn(ξ)Z)}| ≤ i− 1, then by Lemma 3.15, x ∈ Nr(Xτ,i−1), which is a contradiction.
Then |{j | xj /∈ Nr(2kn(ξ)Z)}| = i. Therefore,
Xτ,i \Nr(Xτ,i−1) ⊆
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| = i}
and hence
Xτ,i ⊆ Nr(Xτ,i−1) ∪
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| = i}.
Proposition 3.3. For every countable infinite ordinal number ξ = γ(ξ) + n(ξ) such that n(ξ) ≥ 1 and for
each i ∈ {1, 2, · · · , n(ξ)},
X iξ =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
Xτ,i ∈ Dγ(ξ)+i−1.
In particular, X
n(ξ)
ξ ∈ Dξ−1.
Proof. By Lemma 3.13, Xω+1 ∈ Dω. By Lemma 3.14, X1ξ ∈ Dγ(ξ). Assume that Xξ˜ ∈ Dξ˜−1 for every
infinite countable ordinal number ξ˜ such that ξ˜ < ξ, n(ξ˜) ≥ 1 and X i−1ξ ∈ Dγ(ξ)+i−2. Now we will show that
X iξ ∈ Dγ(ξ)+i−1.
For every r ∈ N, let
Y0,r =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))≤r+2
Xτ,i, Y1,r =
⊔
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
Xτ,i,
then X iξ = Y0,r ∪ Y1,r.
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For τ ∈ Sξ[L] with i(τ, n(ξ)) ≤ r + 2, by Lemma 3.1, τ ∈
⋃r+2
l=1 Sζl(γ(ξ))+l+n(ξ)+1[L]. Then
Y0,r ⊆
r+2⋃
l=1
X iζl(γ(ξ))+l+n(ξ)+1.
Note that for each l ∈ {1, 2, · · · , r + 2},
X iζl(γ(ξ))+l+n(ξ)+1 ⊆ Xζl(γ(ξ))+l+n(ξ)+1 ∈ Dζl(γ(ξ))+l+n(ξ)
by inductive assumption. Then by Lemma 2.7,
Y0,r ∈ Dζr+2(γ(ξ))+r+n(ξ)+3.
For τ = {k0 + 2, k1 + 2, · · · , km + 2} ∈ Sξ[L], let
U(τ) =
{
{xt}
j1−1
t=0 × [nj12
kn(ξ) + r, (nj1 + 1)2
kn(ξ) − r]× (xt)
j2−1
t=j1+1
× [nj22
kn(ξ) + r, (nj2 + 1)2
kn(ξ) − r]× {xt}
j3−1
t=j2+1
× · · · × {xt}
jm+1−1
t=jm+1
× [nji2
kn(ξ) + r, (nji + 1)2
kn(ξ) − r]× {xt}
m
t=ji+1
∣∣∣ xt ∈ 2kn(ξ)Z, njk ∈ Z, k ∈ {1, 2, · · · , i}}.
It is easy to see that U(τ) is r-disjoint. By Corollary 3.1,
Xτ,i ⊆ Nr(Xτ,i−1) ∪
{
(xi)
m
i=0 ∈ (2
k0Z)m+1
∣∣∣ |{j | xj /∈ Nr(2kn(ξ)Z)}| = i} ⊆ Nr(Xτ,i−1) ∪ (⋃U(τ)).
Note that ⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
Nr(Xτ,i−1) ⊆ Nr
( ⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
Xτ,i−1
)
⊆ Nr
(
X i−1ξ
)
∈ Dγ(ξ)+i−2
and there is a natural coarse embedding
F :
⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
U(τ)→ {Zi}
such that for every f ∈ F and every x, y ∈ Xf , d(f(x), f(y)) = d(x, y). By Lemma 2.8 and {Zi} ∈ Di,⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
U(τ) ∈ Di.
Let
U0 = {
⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
Nr(Xτ,i−1)}, U1 =
( ⋃
τ∈Sξ[L]
|τ |≥n(ξ)+1
i(τ,n(ξ))>r+2
U(τ)
)⋃
{Y0,r}.
Let Y = U0
⋃
U1, then X iξ
r
→ Y and Y ∈ Dγ(ξ)+i−2. Therefore, X
i
ξ ∈ Dγ(ξ)+i−1.
Corollary 3.2. Xξ ∈ Dξ for every infinite countable ordinal number ξ.
Proof. • If n(ξ) ≥ 1, let
Y0 =
⊔
τ∈Sξ[L]
|τ |≤n(ξ)
Xτ , Y1 =
⊔
τ∈Sξ[L]
|τ |>n(ξ)
Xτ .
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Then Y0 ⊆
⊔
τ∈Sn(ξ)[L]
Xτ = Xn(ξ) ∈ Dn(ξ)+1 by Lemma 3.12. Note that
Y1 =
⊔
τ∈Sξ[L]
|τ |≤n(ξ)
Xτ =
⊔
τ∈Sξ[L]
|τ |≤n(ξ)
Xτ,n(ξ) = X
n(ξ)
ξ ∈ Dξ−1
by Proposition 3.3. Therefore, Xξ = Y0 ∪ Y1 ∈ Dξ.
• If n(ξ) = 0, then
For every r ∈ N, let
Y0,r =
⊔
τ∈Sξ[L]
||τ |≥n(ξ)+1
i(τ,0)≤r+2
Xτ,i, Y1,r =
⊔
τ∈Sξ[L]
||τ |≥n(ξ)+1
i(τ,0)>r+2
Xτ,i,
then Xξ = Y0,r ∪ Y1,r.
For τ ∈ Sξ[L] with i(τ, 0) ≤ r + 2, by Lemma 3.1, τ ∈
⋃r+2
l=1 Sζl(γ(ξ))+l+1[L]. Then
Y0,r ⊆
r+2⋃
l=1
Xζl(γ(ξ))+l+1.
Note that Xζl(γ(ξ))+l+1 ∈ Dζl(γ(ξ))+l+1 for each l ∈ {1, 2, · · · , r + 2}. Then by Lemma 2.7,
Y0,r ∈ Dζr+2(γ(ξ))+r+4.
Let U = {{x} | x ∈ Y1,r}, then U is a r-disjoint, uniformly bounded family. Let Y = U ∪ {Y0,r}, then
Xξ
r
→ Y and Y ∈ Dζr+2(γ(ξ))+r+4. Therefore, Xξ ∈ Dγ(ξ) = Dξ.
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