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Z3-GRADED IDENTITIES OF THE PAIR (M3(K), gl3(K))
LUI´S FELIPE GONC¸ALVES FONSECA
Abstract. Let Mn(K) be the algebra of n × n matrix over an infinite in-
tegral domain K. Let gln(K) be the Lie algebra of n × n matrix with the
usual Lie product over K. Let G = {g1, . . . , gn} be a group of order n. We
describe the polynomials that form a basis for the G-graded identities of the
pair (Mn(K), gln(K)) with an elementary G-grading induced by the n-tuple
(g1, . . . , gn). In the end, we describe an explicit basis for the Z3-graded iden-
tities of the pair (M3(K), gl3(K)).
1. Introduction
In 1973, Razmyslov ([14]) introduced the weak polynomial identities. In this
paper, the author described a basis for the associative matrix algebra of order 2
and the Lie algebra of matrix algebra of order 2 with zero trace. Formanek ([11])
and Razmyslov ([15]) solved a Kaplanky’s problem about the existence of multiho-
mogeneous central polynomial of matrix algebra of order n ≥ 3. Razmyslov used
notions of weak polynomial identities to get a central polynomial. Since Razmyslov,
the weak identities have been studied by many mathematicians ([6],[8], [12], [13]).
An important breakthrough occurred in the late 1980s in PI-Theory. Kemer
([10]) solved a proposed question of Specht about T-ideals over the fields of char-
acteristic zero [17]. To solve Specht’s problem, the Z2-graded identities was an
important tool.
In 1992, Di Vincenzo ([7]) described the Z2-graded identities of 2 × 2 matrix
algebra over a field of characteristic zero. After this pioneer work, many authors
contributed to the study of n × n matrix algebra over an infinite field. For fields
of characteristic zero, we can cite Vasilovsky ([18], [19]), Bahturin and Drensky [3].
For arbitrary infinite fields, we can refer Azevedo ([1], [2]) and Silva ([16]).
Let G = {g1, . . . , gn} be a group of order n and let Mn(K) be the algebra of
n× n matrix over an infinite integral domain K. Let gln(K) be the Lie algebra of
n× n matrix with the usual Lie product. In this paper, we combine the methods
and ideas of [9] (Section 3), [16] (Sections 3 and 5).
We describe the polynomials that form a basis for the G-graded identities of
the pair (Mn(K), gln(K)) with an elementary G-grading induced by the n-tuple
(g1, . . . , gn). Furthermore, we describe an explicit basis for the Z3-graded identities
of the pair (M3(K), gl3(K)).
2. Preliminaries
Let K be an infinite integral domain. Let N be the set of positive integers. Let
n ∈ N. We denote the set of the first n positive integers by n̂ .
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Let A be an associative algebra over R and let A(−) be the Lie algebra associated
with A. The Lie multiplication of A(−) is given by [a, b] = ab − ba for all a, b ∈ A.
We also write [a, b, c] = [[a, b], c] for all a, b, c ∈ A.
Let G = {g1, . . . , gn} be a group of order n and let 1G be the identity of G.
An algebra A is G-graded if A can be written as direct sum of left R-submodules
A =
⊕
g∈GAg such that AgAh ⊂ Agh for all g, h ∈ G. The elements of Ag are said
to be homogeneous of G-degree g. The component A1G is said to be neutral. Let
a ∈ A. We say that α(a) = g if a ∈ Ag. If B is a Lie subalgebra of A
(−) such that
B =
⊕
g∈GBg, Bg = B ∩ Ag(g ∈ G), we say that (A,B) is a graded pair.
LetMn(K) be the algebra of n×nmatrices overK, and let gln(K) = (Mn(K))
(−).
We denote the matrix unit in which only non-zero entry is 1 in the i-th row and
j-th column by eij ∈ Mn(K). Let g = (h1, . . . , hn) ∈ G
n. We say that Mn(K) is
equipped with the elementary grading induced by g when each eij is homogeneous
and α(eij) = h
−1
i hj . The following proposition is a well-known result about graded
matrix algebra over fields.
Proposition 2.1. ([4]) Let F be a field. Let G be a group. The G-grading of
Mn(F ) is elementary if and only if all matrix units eij are homogeneous.
An endomorphism φ : A → A is called graded when φ(Ag) ⊂ Ag for all g ∈ G.
A subalgebra B ⊂ A is said to be graded when B =
⊕
g∈GBg, where Bg = A∩Ag
for all g ∈ G.
Let {Xg|g ∈ G} be a family of disjoint infinite countable sets indexed by G.
Let X =
⋃
g∈G{Xg}. We denote the free associative algebra freely generated by
X by K〈X〉. Purely for convenience, we denote the elements of X by the letters
x, x1, . . . , xi, . . .. We denote the subalgebra of K〈X〉
− generated by X by L.
Let m = xi1 . . . xil ∈ K〈X〉 be a monomial. We define α(m) = α(xi1 ). · · · .α(xil )
and α(1) = 1G, where 1 is the unity of K〈X〉. The algebra K〈X〉 =
⊕
g∈G(K〈X〉)g
is a graded algebra, where
(K〈X〉)g = spanK{xi1 . . . xil |α(xi1 ). · · · .α(xil ) = g}.
A polynomial f(x1, . . . , xm) ∈ K〈X〉 is called a graded polynomial identity of the
pair (A,B) if f(b1, . . . , bm) = 0 for all b1 ∈ Bα(x1), . . . , bm ∈ Bα(xm). Analogously,
we can define a graded polynomial identity of A. We denote the set of all graded
polynomial identities of the algebra A and the pair (A,B) by TG(A) and TG(A,B),
respectively. Notice that TG(A) = TG(A,B) when B = A
(−).
An ideal I ⊂ K〈X〉 is said to be a TG-ideal if φ(I) ⊂ I for all graded endomor-
phisms of K〈X〉. An ideal I ⊂ K〈X〉 is called a weak TG-ideal if φ(I) ⊂ I for all
graded endomorphism φ of K〈X〉 such that
φ(x) ⊂ L ∩K〈X〉α(x) for all x ∈ X .
Let S ⊂ K〈X〉 be a non-empty set of polynomials. We define 〈S〉 to be the
intersection of all TG-ideals that contain S. In the same way, we define 〈S〉w to be
the intersection of all weak TG-ideals that contain S.
A set S ⊂ K〈X〉 is a basis for the graded identities ofA if TG(A) = 〈S〉. Similarly,
S is a basis for the graded identities of the pair (A,B) if TG(A,B) = 〈S〉w. In this
situation, we say that the graded identities of the pair (A,B) follow from S. Note
that if S is a basis for TG(A,A
(−)), then S is a basis for TG(A) too.
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3. Generic matrices
Let Dom(g) = {i ∈ n̂|gig ∈ G} and Im(g) = {j ∈ n̂|gjg
−1 ∈ G}. It is clear that
Dom(g) = Im(g) = n̂. Let φg : n̂ → n̂ be the function defined by the following
rule: φg(i) = j if gj = gig. As Dom(g) = Im(g) = n̂, we have φg is a bijection for
all g ∈ G.
Remark 3.1. Let gj, gk ∈ G. Note that if φgj (i) = φgk (i) for all i ∈ n̂, then
gj = gk. Furthermore, it is clear that φgj (φgk(i)) = φgjgk(i) for all i ∈ n̂.
Let Ω = {yk
i,φg(i)
|g ∈ G, i ∈ n̂, k ∈ N}. We denote the set of commuting polyno-
mials in Ω by K[Ω]. Let Mn(Ω) be the algebra of n× n matrix over K[Ω].
Definition 3.2. The generic matrix algebra is the subalgebra of Mn(Ω) generated
by the following elements:
Ak,g =
∑n
i=1 y
k
i,φg(i)
eiφg(i), g ∈ G, k = 1, 2, 3, . . ..
We denote this subalgebra by Gen.
We say that yk
i,φg(i)
is the commuting variable associated with the matrix unit
eiφg(i).
Just as Mn(K), we can equip Mn(Ω) and Gen with an elementary grading
induced by g.
Proposition 3.3. The pairs (Mn(K), gln(K)) and (Gen,Gen
(−)) have the same
graded identities.
Proof. See for instance ([5], Proposition 1.3.2, page 13). The proof is analogous. 
Remark 3.4. Let Ak,h1 =
∑n
i=1 y
k
i,φh1 (i)
eiφh1 (i) and Al,h2 =
∑n
i=1 y
l
i,φh2(i)
eiφh2 (i)
be two generic matrices. Recall that eiφh1 (i)ejφh2 (j) 6= 0 if and only if j = φh1(i).
If the product is non zero, then the product result is ei(φh2h1 (i)). At the light of the
bijection of φg for all g ∈ G, we can conclude that
Ak,h1Al,h2 =
∑n
i=1 y
k
i,φh1 (i)
ylφh1(i),(φh2h1 (i))
ei(φh2h1 (i)).
Definition 3.5. Let h = (h1, . . . , hq) ∈ G
q. For each t ∈ {0, . . . , q − 1}, let us
define βt(h) = φh1+t.··· .h1 .
For simplify, in the next proposition, we denote (βt(h))(i) by βt(h)(i).
Proposition 3.6. Let m(x1, . . . , xk) = xi1 . . . xiq be a monomial such that
h = (hi1 , . . . , hiq ) = (α(xi1 ), . . . , α(xiq )).
Then m(A1,h1 , . . . , Ak,hk) is equal to∑n
j=1 y
i1
j,β0(h)(j)
yi2
β0(h)(j),β1(h)(j)
. · · · .y
iq
βq−2(h)(j),βq−1(h)(j)
ejβq−1(h)(j).
Proof. We prove by induction on q. If q = 1, the result follows from Definition 3.2.
Suppose that the result is valid for k = q − 1. Hence m(A1,h1 , . . . , Ak,hk) is equal
to
∑n
j=1 y
i1
j,β0(h)(j)
yi2
β0(h)(j),β1(h)(j)
· · · y
iq−1
βq−3(h)(j),βq−2(h)(j)
ejβq−2(h)(j)
and
Aiq ,hiq =
∑n
j=1 y
iq
j,φhiq
(j)ejφhiq (j)
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Following the idea of Remark 3.4, we can conclude that m(A1,h1 , . . . , Ak,hk) is
∑n
j=1 y
i1
j,β0(h)(j)
yi2
β0(h)(j),β1(h)(j)
. · · · .y
iq
βq−2(h)(j),βq−1(h)(j)
ejβq−1(h)(j).
The proof is complete. 
Corollary 3.7. Let m ∈ K〈X〉 be a monomial. Then m /∈ TG(Mn(K), gln(K)).
Proposition 3.8. Let m(x1, . . . , xl) = xi1 . · · · .xiq and n(x1, . . . , xl) = xj1 . · · · .xjq
be two monomials such that the matrices
n(A1,α(x1), . . . , Al,α(xl)) and m(A1,α(x1), . . . , Al,α(xl))
have in the same position the same non-zero entry.
There exist matrix units ea1b1 ∈ (Mn(K))α(xi1 ), . . . , eaqbq ∈ (Mn(K))α(xiq ),
ec1d1 ∈ (Mn(K))α(xjq ), . . . , ecqdq ∈ (Mn(K))α(xjq ) such that
ea1b1 . · · · .eaqbq = ec1d1 . · · · .ecqdq .
Furthermore, there exists a permutation σ ∈ Sq such that eaσ(h)bσ(h) = echdh for
all h ∈ q̂.
Proof. Let us define:
h = (α(xi1 ), . . . , α(xiq )) = (h1, . . . , hq), h
′ = (α(xj1 ), . . . , α(xjq )) = (h
′
1, . . . , h
′
q).
According to the hypothesis, there exists i ∈ n̂ such that
yi1
i,β1(h)(i)
yi2
β1(h)(i),β2(h)(i)
. · · · .y
iq
βq−2(h)(i),βq−1(h)(i)
eiβq−1(h)(i) =
yj1
i,β1(h′)(i)
yj2
β1(h′)(i),β2(h′)(i)
. · · · .y
jq
βq−2(h′)(i),βq−1(h′)(i)
eiβq−1(h′)(i).
Besides that ei,β1(h)(i)eβ1(h)(i),β2(h)(i). · · · .eβq−2(h)(i),βq−1(h)(i) is equal to
ei,β1(h′)(i)eβ1(h′)(i),β2(h′)(i). · · · .eβq−2(h′)(i),βq−1(h′)(i).
So, for each r ∈ q̂, there exists a unique s = σ(r) ∈ Sq such that
yis
βs−1(h)(i),βs(h)(i)
= yjr
βr−1(h′)(i),βr(h′)(i)
,
eβs−1(h)(i)βs(h)(i) = eβr−1(h′)(i)βr(h′)(i).

Remark 3.9. Letm and n be the monomials as given in Proposition 3.8 statement.
If xi1 6= xj1 , then y
i1
i,β1(h)(i)
6= yj1
i,β1(h′)(i)
. Consequently, we have σ(1) > 1. Now, let
k, l ∈ q̂. Notice also that if yik
βk−1(h)(i),βk(h)(i)
= yjl
βl−1(h′)(i),βl(h′)(i)
, then xik = xjl .
The next proposition is a straightforward consequence of definition of Gen and
Proposition 3.6.
Proposition 3.10. Let f be a weak graded polynomial identity of Gen.
Let f =
∑l
i=1 fi be a decomposition of f in multi-homogeneous summands of
different multi-degree. Then each fi is a weak graded polynomial identity of Gen.
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4. Graded identities of the pair (Mn(K), gln(K))
Proposition 4.1. The following polynomials are graded identities of the pair
(Mn(K), gln(K)).
(1) [x1, x2], α(x1) = α(x2) = 1G.
(2) x1x2x3 − x3x2x1, α(x1) = α(x3) = (α(x2))
−1.
Proof. It follows from ([3], Lemma 4.1). 
Definition 4.2. Let J be the weak TG-ideal generated by the following identities
(1) (Identities of type 1) [h1, h2], where h1, h2 are monomials, α(h1) = α(h2) =
1G, and h1h2 is multi-linear.
(2) (Identities of type 2) h1h2h3 − h3h2h1, where h1, h2, h3 are monomials,
α(h1) = α(h3) = (α(h2))
−1, and h1h2h3 is multi-linear.
Definition 4.3. We denote the weak TG-ideal generated by the identities of type
1 by J1. We denote the weak TG-ideal generated by the identities of type 2 by J2.
Notice that J = J1+J2. Let S1 ⊂ J1, and let S2 ⊂ J2. If J1 = 〈S1〉w, J2 = 〈S2〉w,
then J = 〈S1, S2〉w.
Remark 4.4. Let us consider H1,2 = [h1, h2], H3,4,5 = h3h4h5 − h5h4h3, where
h1, h2, h3, h4, h5 are monomials, α(h1) = α(h2) = 1G and α(h3) = α(h5) =
(α(h4))
−1. The polynomials H1,2 and H3,4,5 are graded identities of the pair
(Mn(K), gln(K)). Consider convenient weak graded endomorphisms of K〈X〉, we
can prove that
H1,2 ∈ J1, and H3,4,5 ∈ J2.
By modulo J , we have h1h2 ≡ h2h1, h3h4h5 ≡ h5h4h3.
5. Preliminary Results
The next two lemmas follow some ideas of Silva, see ([16], Lemma 4.5 and Lemma
4.6). The first proposition is a straightforward consequence of Proposition 3.6.
Lemma 5.1. [Lemma 4.5, [16]] Let m(x1, . . . , xq) and n(x1, . . . , xq) be two mono-
mials that start with the same variable. Let m(x1, . . . , xq) and n(x1, . . . , xq) be the
monomials obtained from m and n respectively by deleting the first variable. If there
exist matrices A1,α(x1), . . . , Aq,1,α(xq) such that
m(A1,α(x1), . . . , Aq,1,α(xq)) and n(A1,α(x1), . . . , Aq,1,α(xq))
have in the same position the same non-zero entry, then
m(A1,α(x1), . . . , Aq,1,α(xq)) and n(A1,α(x1), . . . , Aq,1,α(xq))
also have in the same position the same non-zero entry.
Definition 5.2. Let m = xi1 . . . xiq be a monomial and let σ ∈ Sq be a permu-
tation. Let us define mσ = xiσ(1) . . . xiσ(q) . For any two integers 1 ≤ k ≤ l ≤ q,
denote m
[k,l]
σ the subword obtained from m by discarding the first k − 1 and the
last q − l factors:
m
[k,l]
σ = xiσ(k) . · · · .xiσ(l) .
Lemma 5.3. Let m(x1, . . . , xq) = xi1 . . . xil and n(x1, . . . , xq) = xj1 . . . xjl be two
monomials such that the matrices
n(A1,α(x1), . . . , Aq,α(xq)) and m(A1,α(x1), . . . , Aq,α(xq))
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have in the same position the same non-zero entry, then
m(x1, x2 . . . , xq) ≡ n(x1, x2 . . . , xq) modulo J.
Proof. According to the hypothesis,
n(A1,α(x1), . . . , Aq,α(xq)) and m(A1,α(x1), . . . , Aq,α(xq))
have in the same position the same non-zero entry. Assume that this entry is (i, j).
If m and n have only one variable, the proof is obvious. If m and n start with
the same variable, the result follows from Lemma 5.1 and induction.
From now on, we will assume that m and n do not start with the same variable.
Furthermore, we admit that they have more than one variable.
According to Proposition 3.8, there exist matrix units
ea1b1 ∈ (Mn(K))α(xi1 ), . . . , ealbl ∈ (Mn(K))α(xil ),
ec1d1 ∈ (Mn(K))α(xj1 ), . . . , ecldl ∈ (Mn(K))α(xjl )
so that
eij = ea1b1 . · · · .ealbl = ec1d1 . · · · .ecldl .
Moreover, there exists a permutation σ ∈ Sl so that eaσ(h)bσ(h) = echdh for all h ∈ l̂.
It is clear that i = a1 = c1, j = bl = dl. In addition bi = ai+1, and di = ci+1 for
all i ∈ l̂ − 1.
According to Remark 3.9, we have σ(1) > 1. Let t be the least integer such that
σ−1(t+ 1) < σ−1(1). Setting p = σ−1(t+ 1), r = σ−1(1), and s = σ−1(t), we have
p < r ≤ s. Let us consider n = n[1,p−1]n[p,r−1]n[r,s]n[s+1,l].
We can check that
(1) α(n[1,p−1]) = g−1aσ(1)gaσ(p) = g
−1
c1
gat+1 = g
−1
a1
gat+1 .
(2) α(n[p,r−1]) = g−1aσ(p)gaσ(r) = g
−1
at+1
ga1 .
(3) α(n[r,s]) = g−1aσ(r)gbσ(s) = g
−1
a1
gbt = g
−1
a1
gat+1 .
Let us define:
m˜1 = n
[r,s]n[1,p−1]n[p,r−1]n[s+1,l] and m˜2 = n
[r,s]n[p,r−1]n[1,p−1]n[s+1,l]. The
commuting variable of Ω associated to ea1b1 is equal to the commuting variable
associated to ecrdr . The monomials m, m˜1, m˜2 start with the same variable. Re-
mind the Remark 4.4.
If α(n[1,p−1]) = α(n[p,r−1]) = α(n[r,s]), then m ≡ m˜1 mod J . If α(n
[1,p−1]) =
(α(n[p,r−1]))−1 = α(n[r,s]), then m ≡ m˜2 mod J .
The result follows from Lemma 5.1 and induction.

6. An important result
We now describe the polynomials that form a basis for the graded identities of
the pair (Mn(K), gln(K)).
Theorem 6.1. The sets TG(Mn(K), gln(K)) and J are equal.
Proof. According to Proposition 4.1 and Definition 4.2, we have
J ⊂ TG(Mn(K), gln(K)).
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We are going to prove that TG(Mn(K), gln(K)) ⊂ J . According to Proposition
3.3, the pairs (Mn(K), gln(K)) and (Gen,Gen
(−)) have the same graded identities.
Assume, for the sake of contradiction that TG(Mn(K), gln(K)) ( J . Thus, there
exists
f(x1, . . . , xl) =
∑t
j=1 λjmj(x1, . . . , xl) ∈ TG(Mn(K), gln(K))− J ,
where λj ∈ K −{0} for all j ∈ t̂, and each mj is a monomial. By Corollary 3.7, we
have mj /∈ TG(Mn(K), gln(K)). By Proposition 3.10, we can assume without loss
of generality that f is multi-homogeneous.
For convenience reasons, we assume that t is
min{k ∈ N|
∑k
j=1 ηjnj(x1, . . . , xl) ∈ TG(Mn(K), gln(K))− J},
where ηj ∈ K−{0} and nj is a monomial. Considering that f ∈ TG(Mn(K), gln(K)),
we have
f(A1,α(x1), . . . , Al,α(xl)) = 0.
Thus, there exists i ∈ {t} − {1} such that
m1(A1,α(x1), . . . , Al,α(xl)) and mi(A1,α(x1), . . . , Al,α(xl))
have in the same position the same non-zero entry. Hence, by Lemma 5.3, we have
m1 ≡ mi mod J .
Notice that g = f − λi(m1 +mi) is equal to
(λ1 − λi)m1 +
∑k
j=2(λjmj)− λimi ∈ TG(Mn(K), gln(K))− J .
This fact contradicts the minimality of t.

7. The Z3-graded identities of the pair (M3(K), gl3(K))
We now discuss about the Z3-graded case. From now on, G denotes the abelian
group Z3. Consider the endomorphisms of K〈X〉 defined by the following rules.
In the first two endomorphisms, we consider α(xr) = 0. In the third, we consider
α(xr+3) = 0.
(1) For each integer r ≥ 2, let µr−1(xi) = xi, if i 6= r − 1, and µr−1(xr−1) =
[xr−1, xr].
(2) For each integer r ≥ 2, let ψr+3(xi) = xi, if i 6= r + 3, and ψr+3(xr+3) =
[xr , xr+1].
(3) For each integer r ≥ 4, let ρr+1(xi) = xi, if i 6= r + 1, and ψr+1(xr+1) =
[x2, x3].
The next Lemma is the immediate consequence of the well known identities
[ab, c] = a[b, c] + [a, c]b and [a, bc] = [a, b]c+ b[a, c], where a, b, c ∈ K〈X〉.
Lemma 7.1. The following identity holds
[h1h2, h3h4] = h1h3[h2, h4] + h1[h2, h3]h4 + h3[h1, h4]h2 + [h1, h3]h4h2, where
h1, h2, h3, h4 ∈ K〈X〉.
Corollary 7.2. Let h1, h2, h3 be monomials. Suppose that α(h1) = α(h2) =
α(h3) = 0. The polynomial identity [h1h2, h3] is consequence of polynomial identi-
ties
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[h1, h3], and [h2, h3].
Lemma 7.3. Let h1, h2, h3, h4 be monomials such that h1h2h3h4 is multi-linear.
Suppose that α(h1) = α(h4) = (α(h2))
−1 and α(h3) = 0. Then h3h4h2h1 −
h1h2h3h4 is consequence of the identity h4h2h1 − h1h2h4 and identities of J1.
Proof. Notice that α(h1h2) = 0. Modulo J1, we have [h1h2, h3] ≡ 0. Thus,
h3h4h2h1 − h1h2h3h4 ≡ h3h4h2h1 − h3h1h2h4 = h3(h4h2h1 − h1h2h4).

Following the ideas of the Lemma 7.3, we can prove the next lemma.
Lemma 7.4. Let h1, h2, h3, h4 be monomials such that h1h2h3h4 is multi-linear.
Suppose that α(h1) = α(h4) = (α(h2))
−1 and α(h3) = 0. Then h1h2h3h4 −
h4h2h3h1 is consequence of the identity h1h2h4 − h4h2h1 and identities of J1.
From now on, the hat in the above a polynomial described by the capital letters
Y, V,W indicates that the variable xr will be omitted The hat over xr indicates
that this variable is omitted too.
Definition 7.5. Let h1 = x̂r · · ·xr+s, h2 = xr+s+1. · · · .xr+s+t, where r, t ≥ 1,
s ≥ 0 and α(xr) = 0. Let us define the following polynomials:
Yr,h1,h2 = [(x1. · · · .xr)h1, h2],
For r ≥ 2:
Y1,(x1.··· .xr−1)h1,h2 = [(xr)(x1. · · · .xr−1)h1, h2].
For r ≥ 3:
Yr−q,(xr−q.··· .xr−1)h1,h2 = [(x1. · · · .xr−q−1xr)(xr−q. · · · .xr−1)h1, h2],
1 ≤ q ≤ r − 2,
Lemma 7.6. For all r ≥ 2, Yr,h1,h2 = Yr−1,xr−1h1,h2 + µr−1(Ŷr,h1,h2).
Proof. If r ≥ 3, notice that
[x1. · · · .xr .h1, h2] = [x1. · · · .[xr−1, xr]h1, h2] + [x1. · · · .xrxr−1h1, h2].
We have already r = 2
[x1.x2.h1, h2] = [[x1, x2]h1, h2] + [x2x1h1, h2].
In the two situations, the first summand on the right is µr−1(Ŷr,h1,h2). The
second is Yr−1,xr−1h1,h2 . 
Corollary 7.7. For all r ≥ 2, Yr,h1,h2 is equal to
µr−1(Ŷr,h1,h2) + . . .+ µ1( ̂Y2,x2.··· .xr−1h1,h2) + Y1,x1.··· .xr−1h1,h2 .
Definition 7.8. Let h1 = x̂r. · · · .xr+s, h2 = xr+s+1. · · · .xr+s+t,
h3 = (xr+s+t+1. · · · .xr+s+t+u), where r, t, u ≥ 1, s ≥ 0, and α(xr) = 0. Let us
define
Vr,h1,h2,h3 = (x1. · · · .xr.h1)h2h3 − h3h2(x1. · · · .xr .h1).
For r ≥ 2:
V1,(x1.··· .xr−1h1,h2,h3) = (xr)(x1. · · · .xr−1h1)h2h3 − h3h2(xr)(x1. · · · .xr−1h1)
For r ≥ 3:
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Vr−q,(xr−q.··· .xr−1)h1,h2,h3 = (x1. · · · .xr−q−1.xr)(xr−q. · · · .xr−1h1)h2h3 −
h3h2(x1. · · · .xr−q−1.xr)(xr−q. · · · .xr−1h1), 1 ≤ q ≤ r − 2.
Lemma 7.9. For all r ≥ 2, Vr,h1,h2,h3 = Vr−1,xr−1h1,h2,h3 + µr−1( ̂Vr,h1,h2,h3).
Proof. The proof is analogous to the proof of Lemma 7.6.

Corollary 7.10. For all r ≥ 2, Vr,h1,h2,h3 is equal to
µr−1( ̂Vr,h1,h2,h3) + . . .+ µ1( ̂V2,x2.··· .xr−1h1,h2,h3) + V1,x1.··· .xr−1h1,h2,h3 .
Definition 7.11. Let h1 = xr+s. · · · .x̂r, h2 = xr+s+1. · · · .xr+s+t,
h3 = (xr+s+t+1. · · · .xr+s+t+u), where r, t, u ≥ 1, s ≥ 0, and α(xr) = 0. Let us
define
Wr,h1,h2,h3 = h2(h1.xr. · · · .x1)h3 − h3(h1.xr . · · · .x1)h2.
For r ≥ 2:
W1,h1xr−1.··· .x1,h2,h3 = h2(h1.xr−1. · · · .x1)(xr)h3 − h3(h1.xr−1. · · · .x1)(xr)h2
For r ≥ 3:
Wr−q,h1xr−1.··· .xr−q−1,h2,h3 = h2(h1.xr−1. · · · .xr−q)(xr.xr−q−1. · · · .x1)h3 −
h3(h1.xr−1. · · · .xr−q)(xr .xr−q−1. · · · .x1)h2, 1 ≤ q ≤ r − 2.
Lemma 7.12. For all r ≥ 2, Wr,h1,h2,h3 =Wr−1,h1xr−1,h2,h3 − µr−1( ̂Wr,h1,h2,h3).
Proof. The proof is analogous to the proof of Lemma 7.6.

Corollary 7.13. For all r ≥ 2, Wr,h1,h2,h3 is equal to
−µr−1( ̂Wr,h1,h2,h3)− . . .− µ1( ̂W2,h1xr−1.··· .x2,h2,h3) +W1,h1xr−1.··· .x2x1,h2,h3 .
The next lemma can be easily verified.
Lemma 7.14. Let (a1, a2, a3) ∈ (Z∗3)
3. If a1+ a2, a1+ a2+ a3 6= 0, then a1+ a3 =
a2 + a3 = 0. Analogously, if a3 + a2, a3 + a2 + a1 6= 0, then a1 + a3 = a1 + a2 = 0.
Lemma 7.15. Let r ≥ 2 be an integer. Let h1 = x1. · · · .xrxr+1xr+2 be a monomial
such that
α(xr), α(xr+1), α(xr+2), α(xr+1xr+2), α(xrxr+1xr+2) 6= 0.
Let
h2 = x1. · · · .xr−1xr+3xr+2, where α(xr+3) = 0, h3 = x1. · · · .xr+1xrxr+2.
So α(xr) + α(xr+1) = α(xr) + α(xr+2) = 0. Furthermore, h1 = ψr+3(h2) + h3.
Proof. According to the Lemma 7.14, we have α(xr)+α(xr+2) = α(xr)+α(xr+1) =
0.
Notice that
h1 = x1. · · · .[xr, xr+1]xr+2 + h3.
The first summand above is ψr+3(h2).

Following the proof of Lemma 7.15, we can prove the following.
Lemma 7.16. Let r ≥ 4 be an integer. Let h1 = x1.x2.x3. · · · .xr be a monomial
such that
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α(x1), α(x2), α(x3), α(x1x2), α(x1x2x3) 6= 0.
Let
h2 = x1.xr+1.x4. · · · .xr, where α(xr+1) = 0, h3 = x1.x3.x2. · · · .xr.
So α(x2) + α(x3) = α(x1) + α(x3) = 0. Furthermore, h1 = ρr+1(h2) + h3.
Definition 7.17. Let H1 = [h1, h2] be an identity of type 1. We say that H1 is
reduced when h1, andh2 are monomials up to degree 3.
Definition 7.18. Let H2 = h1h2h3−h3h2h1 be an identity of type 2. We say that
H2 is reduced when h1, h2, andh3 are monomials up to degree 3.
Definition 7.19. Letm1 = [h1, h2] be an identity of type 1, and letm2 = h1h2h3−
h3h2h1 be an identity of type 2. Let us define:
(1) degft1(m1) = degh1, degft2(m1) = degh2,
(2) degst1(m2) = degh1, degst2(m2) = degh2, and degst3(m2) = degh3.
We know that J1 is generated by the identities of type 1. In the next lemma, we
prove that the weak TG-ideal generated by the identities of type 1 coincides with
the weak TG-ideal generated by the reduced identities of type 1.
Theorem 7.20. The weak TG-ideal J1 coincides with the weak TG-ideal generated
by the reduced polynomial identities of type 1.
Proof. Let H1 = [h1, h2] be an identity of type 1. We can prove it by double induc-
tion on (degft1(H1), degft2(H1)). The result is clear if (degft1(H1), degft2(H1)) =
(3, 3). Suppose that the result holds if (degft1(H1), degft2(H1)) = (3, 3), . . . , (m, 3).
To analyze the case degft1(H1) = m + 1, let us first consider that h1 = h3h4,
where h3 and h4 are monomials such that α(h3) = α(h4) = 0. So [h3h4, h2] =
h3[h4, h2] + [h3, h2]h4. This part of the result follows from Corollary 7.2.
If h1 cannot be rewritten in this way, there are two cases to analyze.
(1) Assume that h1 has a variable of G-degree 0. According to Corollary 7.7,
we can rewrite [h1, h2] as [h3, h2] + p. Here p is a sum of consequences of
identities of type 1. These identities are of type [h˜i, h2], with deg(h˜i) = m−
1. In [h2, h3], we have deg(h1) = deg(h3), h3 = xh4, where xh4h2 is a multi-
linear monomial and α(x) = α(h4) = 0. So [xh4, h2] = x[h4, h2] + [x, h2]h4.
(2) Suppose that h1 does not have a variable of G-degree 0. By Lemma 7.16,
there exist multi-linear monomials h3 and h4, where deg(h3) = m and
deg(h4) = m − 1. The monomial h1 is a sum of h3 and a consequence of
h4. Denote this consequence of h4 by h5. The monomial h2h3 is multi-
linear. Without loss of generality, we can assume that h2h4 is multi-linear
too. Note that α(h3) = α(h4) = 0. By Lemma 7.16 again, there exist two
multi-linear monomials h6 and h7 such that h3 = h6h7, where deg(h6) = 2
and α(h6) = α(h7) = 0. Thus [h1, h2] = [h6h7 + h5, h2] = h6[h7, h2] +
[h6, h2]h7 + [h5, h2]. The identity [h5, h2] is consequence of [h4, h2].
Assume that the result is true for (deg(h1), deg(h2)) = (m, 3), . . . , (m, r). By fol-
lowing the last arguments word by word, we can prove the result holds for
(deg(h1), deg(h2)) = (m, r + 1).
The proof is complete. 
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Theorem 7.21. The weak TG-ideal J2 coincides with the weak TG-ideal generated
by the reduced polynomial identities of type 2.
Proof. Let H2 = h1h2h3 − h3h2h1 be an identity of type 2.
We prove by triple induction on (degst1(H2), degst2(H2), degst3(H2)). The re-
sult is immediate if (degst1(H2), degst2(H2), degst3(H2)) = (3, 3, 3). Suppose that
the result is true for (degst1(H2), degst2(H2), degst3(H2)) = (3, 3, 3), . . . , (m, 3, 3).
We assume first that there exist two monomials h4 and h5 such that h1 =
h4h5, where α(h4) = 0. By Lemma 7.3, H2 follows from the identity of type 2
(h5h2h3 − h3h2h5) and elements of J1. Hereafter, we assume that h1 cannot be
decomposed in this way.
Now, suppose that h1 has a variable of G-degree 0. Due to Corollary 7.10,
we have h1h2h3 − h3h2h1 is xh0h2h3 − h3h2xh0 + p, where x ∈ X , α(x) = 0.
Furthermore xh0h2h3 is a multi-linear monomial. The polynomial p is a sum of
consequences of identities of type 2 of type h˜4h2h3−h3h2h˜4. Here h˜4 is a monomial
and deg(h˜4) = m − 1. The identity h˜4h2h3 − h3h2h˜4 is type 2. According to the
Lemma 7.3, xh0h2h3 − h3h2xh0 is consequence of h0h2h3 − h3h2h0 and elements
of J1. From now on, we assume that h1 does not have a variable of G-degree 0.
By Lemma 7.16, there exist multi-linear monomials h6, h7, with deg(h6) = m
and deg(h7) = m−1, such that h1 is a sum of h6 and a consequence of h7. Moreover,
h6 = h8h9, where h8 and h9 are monomials and α(h8) = 0. Notice that α(h1) =
α(h6) = α(h9). The monomial h8h9h2h3 is multi-linear. Moreover, h8h9h2h3 −
h2h3h8h9 is consequence of identity of type 2, h9h2h3−h2h3h9, and elements of J1.
Let h10 be the consequence of h7 reported before. Without loss of generality, we
can assume that h7h2h3 is multi-linear. The polynomial identity h10h2h3−h3h2h10
is a consequence of the polynomial identity of type 2 h7h2h3−h3h2h7. Considering
h1h2h3−h3h2h1 = (h8h9h2h3−h2h3h8h9)+(h10h2h3−h3h2h10), the result of this
part of theorem follows.
Assume that the result is valid for
(degst1(h1h2h3), degst2(h1h2h3), degst3(h1h2h3)) = (m, 3, 3), . . . , (m, k, 3).
Suppose that there exists monomials h4 and h5 such that h2 = h4h5, where
α(h5) = 0. By Lemma 7.4, H2 follows from h1h4h3 − h3h4h1 and elements of J1.
Hereafter, we assume that h2 cannot be decomposed in this way.
Now, we assume that there exists a variable of G-degree 0 in h2. According to
Lemma 7.13, h1h2h3−h3h2h1 is h1h4xh3−h3h4xh1+p, where x is a variable with
α(x) = 0, h3h4xh1 is a multi-linear monomial, and α(h4) = α(h2). The polynomial
p is a sum of consequences of identities of type 2. These identities are of the type
h1h˜5h3 − h3h˜5h1, where h1h˜5h3 is a multi-linear monomial with deg(h˜5) = k − 1
and α(h2) = α(h˜5). At light of Lemma 7.4, h1h4xh3 − h3h4xh1 is a consequence
of (h1h4h3− h3h4h1) and elements of J1. Henceforth, we suppose that h2 does not
have a variable of G-degree 0.
According to Lemma 7.15, h2 is equal to a sum of a monomial h4 and a conse-
quence of a monomial h5. Let h6 be this consequence of h5. We have deg(h5) =
k − 1, deg(h4) = k, α(h2) = α(h4) = α(h5). The monomial h1h4h3 is multi-
linear. Without loss of generality, we can assume that h1h5h3 is multi-linear too.
By Lemma 7.15 again, we have h4 = h7h8, where α(h8) = 0. Thus h1h2h3 −
h3h2h1 = (h1h7h8h3 − h3h7h8h1) + (h1h6h3 − h3h6h1). According to the Lemma
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7.4, (h1h7h8h3 − h3h7h8h1) is a consequence of h1h7h3 − h3h7h1 and elements of
J1. The summand (h1h6h3 − h3h6h1) is a consequence of (h1h5h3 − h3h5h1).
Lastly, assume that the result holds for
(degst1(H2), degst2(H2), degst3(H2) = (m, k, 3), . . . , (m, k, r).
By mimicking of the arguments of the case (degst1(H2), degst2(H2), degst3(H2) =
(m+ 1, 3, 3) and Corollary 7.13, we can prove the result is true for
(degst1(H2), degst2(H2), degst3(H2)) = (m, k, r + 1).
The proof is complete. The conclusion follows by induction. 
Corollary 7.22. The weak TG-ideal J is generated by the polynomials reported in
Definitions 7.17 and 7.18.
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