Abstract. The positive semidefinite zero forcing number Z + (G) of a graph G was introduced in [4]. We establish 
The maximum positive semidefinite nullity of G is 27 M + (G) = max{null A : A ∈ S n (R) is positive semidefinite and G(A) = G} 28 and minimum positive semidefinite rank of G is 29 mr + (G) = min{rank A : A ∈ S n (R) is positive semidefinite and G(A) = G}.
30
The (standard) maximum nullity M(G) and (standard) minimum rank mr(G) use the same defini- There are a few more graph terms that we need to define. The subgraph G[W ] of G = (V, E) 44 induced by W ⊆ V is the subgraph with vertex set W and edge set {{i, j} ∈ E : i, j ∈ W }; G − W 
(provided the intersection of the vertices is nonempty).

49
The degree of vertex v in graph G, deg G v, is the number of neighbors of v. A graph is chordal if 50 it has no induced cycle of length 4 or more; clearly any induced subgraph of a chordal graph is 51 chordal. 2.1. Forcing trees. Tree cover number can be viewed as a generalization of path cover num-59 ber, i.e., the minimum number of vertex disjoint paths occurring as induced subgraphs of G that 60 cover all of the vertices of G. It is well known that path cover number P(G) and maximum nullity 61 M(G) are noncomparable in general, but P(G) ≤ Z(G) for every graph G. The proof uses paths of 62 forces, and we extend this to trees of positive semidefinite forces, thus showing that T(G) ≤ Z + (G).
63
Let G be a graph and B a positive semidefinite zero forcing set for G. Construct the derived set, 2. The forcing tree cover T = {T b : b ∈ B} is a tree cover of G. 
85
Since each vertex b ∈ B forces an induced subtree, the trees forced by distinct elements of B
86
are disjoint, and B is a positive semidefinite zero forcing set, T = {T b : b ∈ B} is a tree cover of
87
G. Now suppose that B is a minimum positive semidefinite zero forcing set for G. Since T is a 88 tree cover of G, T (G) ≤ |T | = |B| = Z + (G). 
95
Because mr + (G) + M + (G) = |G|, this is equivalent to
where OS(G) is the ordered set number of G (see [16] for the definition of OS(G)). Because
An analogous reduction formula is valid for tree cover number.
103
Proposition 2.3. Suppose G i , i = 1, . . . , h are graphs, there is a vertex v such that for all
Proof. For each G i , let T i be a tree cover of minimum cardinality. In each T i , there exists some
109
Let T be a minimum tree cover for G. Let T v be the tree that includes v.
113
We have the following immediate consequences of the cut-vertex reduction formulas (2.1),
114
(2.2), and (2.3).
115
Corollary 2.4. Suppose G i , i = 1, . . . , h are graphs, there is a vertex v such that for all
120
Corollary 2.5. Suppose H is a graph, T is a tree, and H and T intersect in a single vertex.
121
For Proof. Let G be a graph and v ∈ V (G). Let
T(G) = T(H).
identifying the vertex v ∈ V (G 1 ) with v ∈ V (G 2 ) (but otherwise the vertex sets are disjoint). Let
131
B be a minimum positive semidefinite zero forcing set for G . Note that
only way for B to force all the vertices in the
(necessarily minimum) positive semidefinite zero forcing set for G 2 .
135
Note that the situation for positive semidefinite zero forcing as described by Theorem 2.6 is 136 very different from (standard) zero forcing, where it is known that a graph can have a vertex that
137
is not in any minimum zero forcing set. For example, a degree 2 vertex in a path P n , n ≥ 3 cannot 138 be in a minimum zero forcing set for P n . 
142
Conjecture 3.1 (GCC).
[9] For any graph G,
or equivalently,
The conjecture (3.1), which is a Nordhaus-Gaddum type problem, was generalized in [3] to a 148 variety of graph parameters related to maximum nullity, including positive semidefinite maximum 149 nullity. For a graph parameter β related to maximum nullity, the graph compliment conjecture for
152
With this notation, GCC can be denoted GCC M , and the graph compliment conjecture for posi-
153
tive semidefinite maximum nullity is denoted GCC M+ . In this section we establish that GCC tw ,
154
GCC Z+ , and GCC Z are true.
155
A tree decomposition of a graph G is a pair (T, W), where T is a tree and
is a collection of subsets of V (G) with the following properties:
2. Every edge of G has both ends in some W t .
159
3. If t 1 , t 2 , t 3 ∈ V (T ) and t 2 lies on a path from t 1 to t 3 , then W t1 ∩ W t3 ⊆ W t2 .
160
The bags of the tree decomposition are the subsets W t . The width of a tree decomposition is 
Note that in [10, Corollary 12.3.12], the hypothesis that
inductively by starting with a complete simple graph on k + 1 vertices and connecting each new 171 vertex to the vertices of an existing clique on k vertices. A partial k-tree is a subgraph of a k-tree.
172
Then tw(G) is the least positive integer k such that G is a partial k-tree [8, F12, p. 111].
173
A graph is co-chordal if its complement is chordal. A triangulation of a graph G is a chordal is an (order 1) clique. In case S = ∅ (so G is a clique), then for any vertex v ∈ V (G), S = {v} is 180 independent and G − S is a clique.
181
Theorem 3.2. Let G = (V, E) be a graph of order at least two. Let H be a chordal supergraph Corollary 7], Γ is a split graph. Let S be an independent set of vertices such that Γ − S is a clique. 3.2 can be applied with H as H and H as F in the theorem. So there exist cliques K r ⊆ H and
195
Since for every graph G, tw(G) ≤ Z + (G) ≤ Z(G), we have the following corollary.
196
Corollary 3.4. GCC Z+ and GCC Z are true, i.e., 
220
( 
233
The proof of Proposition 4.3 below is the same as the proof of Proposition 4.4 in [1] .
234
Proposition 4.3. If H is an induced subgraph of G, then mz + (H) ≤ mz + (G).
235
Theorem 4.4. Let G be a graph. The following are equivalent.
Proof.
(1) ⇒ (3) by Proposition 4.3, because mz + (H) = 3 for
241
It is clear that M + (G) = |G| if and only if G has no edges, and the same is true for Z + (G).
242 
246
We examine the effect of various graph operations, including vertex deletion, edge deletion,
247
edge subdivision, and edge contraction on positive semidefinite zero forcing number. i.e., the difference between the parameter evaluated on G and on G with a vertex or edge deleted.
251
In this section we examine the effect of vertex deletion on positive semidefinite zero forcing number.
252
Definition 5.1. Let G be a graph and v be a vertex in G. The proof of the next proposition is the same as part of the proof of Theorem 2.3 in [12] .
261
Proposition 5.3. Let G be a graph and v be a vertex in G. Then 
is an orthogonal representation of G 9 in R 5 (i.e., B T B ∈ S + (G 9 )), M + (G 9 ) ≥ 4. Thus Z + (G 9 ) =
280
M + (G 9 ) = 4. Since G 9 − 9 = V 8 , z + 9 (G 9 ) < n + 9 (G 9 ) (in fact, z + 9 (G 9 ) = 0 and n + 9 (G 9 ) = 1).
281
As in [12], we have the following observation.
282
Observation 5.7. Let G be a graph such that M + (G) = Z + (G) and let v be a vertex of G. 
301
For a graph G,
w is adjacent to v}. forcing number, using spread terminology.
323
Definition 5.12. Let G be a graph and e be an edge in G. 
328
Proposition 5.14. Let G be a graph and e = {i, j} be an edge in G. Then 
344
Example 5.16. In Example 5.6 it was shown that the graph G 9 has Z + (G 9 ) = M + (G 9 ) = 4.
345
Let e 1 = {3, 9}, e 2 = {5, 9}, e 3 = {6, 9}, e 4 = {8, 9}. Define H 0 = G 9 and H k = G 9 − {e 1 , . . . , e k } 346 for k = 1, . . . , 4. Note that H 4 = V 8∪ K 1 , so Z + (H 4 ) = 5 and M + (H 4 ) = 4. Since
, and
necessarily there exists a k ∈ {1, 2, 3, 4} such that z
350
Observation 5.17. Let G be a graph such that M + (G) = Z + (G) and let e be an edge of G. there exists an optimal forcing tree cover T , such that e is not an edge of any tree in T .
363
Proof. Let G be a graph and e = {v, w} be an edge of G with z forcing set for G and e is not in the forcing tree cover of any chronological forces of B .
370
The converse of Proposition 5.20 is false. 
386
The graphs in [18, Figure 8 ], shown in Figure 5 .3, demonstrate that equality in the bounds in
387
Proposition 5.22 can be achieved. 
393
Theorem 5.23. Let G be a graph and e = {u, v} ∈ E(G). Then Z + (G e ) = Z + (G) and any 394 positive semidefinite zero forcing set for G is a positive semidefinite zero forcing set for G e .
395
Proof. In G e , denote the vertex added to G in the subdivision by w. Let B be a positive and the forcing can continue as before. A similar argument holds for v → x = u when u is white.
403
Thus B is a positive semidefinite zero forcing set for G e . By choosing B so that |B| = Z + (G),
404
Z + (G e ) ≤ Z + (G).
405
Now let B be a minimum positive semidefinite zero forcing set for G e with u ∈ B. If w ∈ B, 
