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ON VOLTERRA FUNCTIONS
AND RAMANUJAN INTEGRALS
ROBERTO GARRAPPA1, FRANCESCO MAINARDI2
Abstract. Volterra functions were introduced at the beginning of the
twentieth century as solutions of some integral equations of convolution
type with logarithmic kernel. Since then, few authors have studied this
family of functions and faced with the problem of providing a clear un-
derstanding of their asymptotic behaviour for small and large arguments.
This paper reviews some of the most important results on Volterra func-
tions and in particular collects, into a quite general framework, several
results on their asymptotic expansions; these results turn out to be use-
ful not only for the full understanding of the behaviour of the Volterra
functions but also for their numerical computation. The connections
with integrals of Ramanujan type, which have several important appli-
cations, are also discussed.
1. Introduction
In the Chapter 18, entitled “Miscellaneous Functions”, of the third vol-
ume of the Bateman Handbook devoted to High Transcendental Functions
[15] we find, in addition to the Mittag-Leffler and Wright functions (nowa-
days well known for their applications in Fractional Calculus and classified
as Fox-H-functions), the so called Volterra functions. They are so named
after the great Italian mathematician Vito Volterra (1860-1940) who in-
troduced them, as solutions of some integral equations of convolution type
with logarithmic kernels, in a 1916 article [37] and then in his 1924 book
together with Joseph Pe`re´s [38]. However, these functions appeared at the
beginning of the second decade of the twentieth century also in the works of
other famous mathematicians, including Srinivasa Ramanujan [20], Jaques
Touchard [35], Edmund Landau [25] and in a variety of fields of mathe-
matics, ranging from the theory of prime numbers to definite integrals and
integral equations. A related formula, nowadays referred to as “the Ra-
manujan identity”, appeared presumably for the first time in a notebook
of 1913 of this outstanding Indian mathematician, as reported in the 1940
book by Hardy [20].
In their most general formulation, and by following the notation of Colombo
[10] adopted also in the Bateman handbook, the Volterra functions for real
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2 R. GARRAPPA, F. MAINARDI
arguments t > 0 read
(1.1) µ(t, β, α) :=
1
Γ(β + 1)
∫ ∞
0
tu+αuβ
Γ(u+ α+ 1)
du, <(β) > −1 ,
but some particular notations are usually adopted in the special cases
(1.2)
α = β = 0 : ν(t) = µ(t, 0, 0) ,
α 6= 0, β = 0 : ν(t, α) = µ(t, 0, α) ,
α = 0, β 6= 0 : µ(t, β) = µ(t, β, 0) .
Here, we recall the simplest integral equation formerly considered by
Volterra which leads to the function ν(t). Using the modern notation, it
is a convolution Volterra integral equation of the first kind with logarithmic
kernel which reads
(1.3)
∫ t
0
u(τ) log(t− τ) dτ = f(t) ,
where f(t) is an assigned, sufficiently well-behaved function with f(0) = 0.
According to the original Volterra notation, this is a particular case of the
Volterra composition of the first kind referred to as integral equation of the
closed cycle (see [37, 38]). In our notation, the Volterra solution of (1.3) is
(1.4) u(t) = −e−γ
∫ t
0
f˙(t− τ) ν˙ (τe−γ) dτ ,
where the superposed dot to a function denotes differentiation with respect
to the argument and γ = 0.57721... is the Euler-Mascheroni constant. Nowa-
days the Volterra integral equations of convolution type (which include the
Abel integral equations) are usually solved by means of the Laplace trans-
formation.
We incidentally find the function ν(t) in the table of inverse Laplace
transforms in the second volume of the Batemat Handbook devoted to In-
tegral Transforms, which is also recalled in the recent papers by Mainardi
et al. [30, 31] on the solution of fractional relaxation/diffusion equations of
distributed order.
To the best knowledge of the authors, the Volterra functions do not ap-
pear in any other Handbook on Special Functions and Integral transforms
published in English even if investigated to some extent in France between
1943-1953. In fact, the Volterra functions have aroused a special interest of
several French mathematicians (Pierre Humbert, Louis Poli, Maurice Par-
odi, Serge Colombo and Pierre Barrucand) who investigated them in the
context of the Laplace transformation where the functions play an impor-
tant role as direct and inverse transforms.
In the former Soviet Union the Volterra integral equations with logarith-
mic kernel have attracted the attention of Dzrbashyan [13, 14] in the sixties,
and of Krasnov et al. [24] and Kilbas [22, 23] in the seventies. Other rele-
vant contributions on these equations include the 1959 paper by Butzer [6]
and the 1992 book by Srivastava and Buschman [33].
Recently Alexander Apelblat, after his preliminary interaction with Serge
Colombo, and a number of his own papers since 1985, has published in 2008
[2] and in 2010 [3] two books entirely devoted to Volterra functions provid-
ing historical perspectives, a large bibliography and lists of identities and
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integral transforms related to these functions. The Apelblat book of 2010 is
essentially devoted to integral transforms related to Volterra functions, so
that it can be considered an extraction from the previous larger treatise of
2008.
In the present survey we cannot recall all the topics dealt in the excellent
books by Apelblat, that up to nowadays remain the only relevant sources of
these almost forgotten functions. However our main contribute is devoted
to complement these treatises by presenting, in a quite general framework,
the main results on the asymptotic behaviour of the Volterra functions and
illustrate them by means of some plots obtained after numerical computa-
tion. We also study and present, in a more formal way, the generalization
of the Ramanujan identities and functions which are strictly related to the
Volterra functions and have some important and interesting applications in
physics; this result is achieved after providing an explicit representation of
the residues of Laplace transform of the Volterra functions (a results which
is exploited also for the numerical computation). Although some of these
results were already presented in the book of Apelblat for few instances of
the second parameter β, here we provide a general formulation which holds
for any admissible value of β.
We hope that our analysis will be useful for researchers interested on
possible applications of non local operators involving not only power law
functions (as it occurs in pseudo differential operators of fractional calculus),
but also slow varying functions like logarithmic functions.
The plan of the paper is the following. In the next Section we recall
the Laplace transform of the Volterra functions and we provide an explicit
formula for the evaluation of its residue in order to highlight, in Section 3,
the connections of the Volterra functions µ(t, k, α), for k ∈ N and −1 <
α ≤ 0, with the Ramanujian integral and some generalizations. We hence
discuss in Section 4 some asymptotic representations and we provide some
comparisons with the results obtained by the numerical inversion of the
Laplace transform. Finally, Section 5 is devoted to some concluding remarks.
As an instructive exercise of Laplace transforms, in the Appendix we show
how to obtain the Volterra solution (1.4), so reducing the original Volterra
approach to a student problem.
2. Laplace transform of the Volterra functions and
Ramanujan integrals
The Laplace transform M(s, β, α) of the Volterra function µ(t, β, α) is
(2.1) M(s, β, α) :=
∫ ∞
0
e−st µ(t, β, α) dt =
1
sα+1(ln(s))β+1
,
for <(α) > −1, <(β) > −1, <(s) > 1, where the introduction of a branch–
cut on the real negative axis is necessary to make single–valued both the real
power and the logarithmic function. However, when β 6∈ N it is necessary to
extend the cut on (0, 1] to avoid the multi–valued character of the composite
function (ln(s))β+1.
Therefore, for β ∈ N we must consider a branch–cut on (−∞, 0] with a
branch–point singularity at s? = 0 and an isolated singularity at s? = 1;
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otherwise, i.e. when β ∈ R−N, the branch-cut must be chosen on (−∞, 1],
with the branch–point singularity at s? = 1.
With the above selection of the branch-cut the single–valued counterpart
of the complex logarithmic function is hence
(2.2) ln s = ln |s|+ iArg(s), −pi < Arg(s) ≤ pi
The main consequence of the different behaviour according to the integer
or non integer nature of β is in the possibility of expressing the function
µ(t, β, α) in some alternative ways by using the formula for the inversion of
the Laplace transform.
When β 6∈ N it is indeed possible to formulate µ(t, β, α) only as
(2.3) µ(t, β, α) =
1
2pii
∫
C1
estM(s, β, α) ds
where C1 is any contour leaving at the left the whole real interval (−∞, 1].
When β ∈ N, s? = 1 is a pole of order β + 1 and it can be removed by
residue subtraction according to
(2.4) µ(t, β, α) = Res
(
estM(s, β, α), 1)+ 1
2pii
∫
C0
estM(s, β, α) ds,
where the contour C0 crosses the real axis in a point on (0, 1) and hence it
encompasses at the left only the interval (−∞, 0], with s? = 1 remaining
at the right of C0. The residue in (2.4) can be evaluated according to the
following result.
Theorem 2.1. Let k ∈ N. There exists a polynomial Pk(t) of degree k,
whose coefficients depend on α, such that
(2.5) Res
(
estM(s, k, α), 1) = et
k!
Pk(t).
Proof. After preliminarily observing that
s−α−1 =
(
(s− 1) + 1)−α−1 = ∞∑
j=0
(−α− 1
j
)
(s− 1)j
and
(
ln s
)−k−1
= (s−1)−k−1
(
1 +
∞∑
n=1
(−1)n
n+ 1
(s− 1)n
)−k−1
= (s−1)−k−1
∞∑
n=1
v(k)n (s−1)n,
where the coefficients v
(k)
n can be evaluated, thanks to the Miller’s formula
[21, Theorem 1.6c], in a recursive way as
v
(k)
0 = 1, v
(k)
n =
n∑
j=1
(
kj
n
+ 1
)
(−1)j+1v(k)n−j
j + 1
,
it is immediate to write
M(s, k, α)(s− 1)k+1 =
∞∑
n=0
cn(s− 1)n, cn =
n∑
j=0
(−α− 1
j
)
v
(k)
n−j .
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By the Leibniz’s rule for differentiation we have
dk
dsk
estM(s, k, α)(s− 1)k+1 =
k∑
j=0
(
k
j
)(
dk−j
dsk−j
est
)(
dj
dsj
∞∑
n=0
cn(s− 1)n
)
= est
k∑
j=0
(
k
j
)
tk−j
j!cj + ∞∑
n=j+1
n!
(n− j)!cn(s− 1)
n−j

and hence the formula for the residues allows to compute
Res
(
estM(s, k, α), 1) = lim
s→1
1
k!
dk
dsk
estM(s, k, α)(s− 1)k+1
=
et
k!
k∑
j=0
(
k
j
)
tk−jj!cj =
et
k!
k∑
j=0
pk−jtk−j ,
where pk−j = cjk!/(k−j)! and from which the proof immediately follows. 
In Table 1 we present the first few polynomials involved in the residues of
the LT of µ(t, k, α). Further polynomials can be easily evaluated as indicated
in the proof of Theorem 2.1.
k Pk(t)
0 1
1 t− α
2 t2 − (2α− 1)t+ α2
3 t3 − 3(α− 1)t2 + (3α2 − 3α+ 1)t− α3
4 t4 − 2(2α− 3)t3 + (6α2 − 12α+ 7)t2 − (4α3 − 6α2 + 4α− 1)t+ α4
Table 1. First polynomials Pk(t), k = 0, 1, . . . , 4 for the
evaluation or residues of the LT of µ(t, k, α)
Theorem 2.1 is of particular importance in view of the use of (2.4) for the
numerical computation of µ(t, β, α) when β ∈ N. An efficient method for
evaluating the Volterra function is indeed based on the numerical inversion
of the Laplace transform which, for stability reasons and for reducing the
round-off errors, requires the use of a contour located as close as possible to
the origin.
3. The Ramanujan identity and its generalizations
The simplest instance of the Volterra functions is for β = α = 0 for which
the already introduced notation ν(t) = µ(t, 0, 0) is usually used. In this case
the Ramanujan identity [20, Page 196]
(3.1) ν(t) = et −N(t), N(t) =
∫ ∞
0
e−rt
r [(ln r)2 + pi2]
dr,
allows to express ν(t) in terms of the Ramanujan function N(t) whose plot
is presented in Figure 1.
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Figure 1. Plot of the Ramanujan function N(t).
In a paper dedicated to the study of the asymptotic expansions of the
solutions of some heat conduction problems [39], Wood provided a formula
for the successive derivatives of N(t) as
(3.2)
dn
dtn
N(t) = et −
∫ ∞
−n
tu
Γ(u+ 1)
du,
obtained on the basis of a more general relationship due to Ramanujan [20,
Eq. (11.11.1)].
The Ramanujan function N(t) is of interest not only because it allows
an alternative representation of ν(t) but it has also several important ap-
plications in physics as one can deduce from its appearance in papers on
“neutron transport theory” [12] and on “slowing down of electrons” [32].
The Ramanujan identity can be extended to a slightly more general range
of Volterra functions as we can prove by means of the following result.
Theorem 3.1. Let k ∈ N, −1 < α ≤ 0 and t > 0. Then
(3.3) µ(t, k, α) =
et
k!
Pk(t)−Nk(t, α),
where Pk(t) are the polynomials introduced in Theorem 2.1 and
(3.4) Nk(t, α) =
1
pi
∫ ∞
0
e−rt sin [αpi + (k + 1) Arg(ln r + ipi)]
rα+1 [(ln r)2 + pi2]
k+1
2
dr.
Proof. Consider the integral representation (2.4) and, for 0 < ε < 1, deform
the contour C0 to an Hankel path Q(ε) starting from −∞ along the lower
negative real axis, encircling the circle |s| = ε < 1 in the counterclockwise
sense and returning to −∞ along the upper negative real axis. By splitting
Q(ε) into three sub paths Q(ε) = Q−(ε)∪Qo(ε)∪Q+(ε) (see Figure 2) with
Q±(ε) : s = re±ipi, ε ≤ r < ∞ and Qo(ε) : s = εeiθ, −pi < θ < pi, we can
therefore write∫
C0
estM(s, k, α) ds =
∫
Q(ε)
estM(s, k, α) ds = M−(ε) +Mo(ε) +M+(ε),
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where
M±(ε) =
∫
Q±(ε)
estM(s, k, α) ds, Mo(ε) =
∫
Qo(ε)
estM(s, k, α) ds.
Q−(ε)
Q+(ε)
Qo(ε)
ε 1
Figure 2. Hankel path Q(ε) and its three sub paths.
Since for any z ∈ C it is zα = |z|αeiαArg(z), by means of (2.2) we can see
that
M±(ε) = e±ipi
∫ ∞
ε
e−rtM(re±ipi, k, α) dr = ∓
∫ ∞
ε
e−rte∓i(α+1)pi
rα+1 (ln r ± ipi)k+1 dr
and
Mo(ε) = εi
∫ pi
−pi
eεte
iθM(εeiθ, k, α)eiθ dθ = i
εα
∫ pi
−pi
eεte
iθ
e−iαθ
(ln ε+ iθ)k+1
dθ
and, under the assumption α ≤ 0, it is clearly limε→0M2(ε) = 0. Therefore,
as ε→ 0 we have
lim
ε→0
∫
Q(ε)
estM(s, k, α) ds = lim
ε→0
M−(ε) + lim
ε→0
M+(ε) =
= −
∫ ∞
0
e−rt
[
eiαpi (ln r + ipi)k+1 − e−iαpi (ln r − ipi)k+1
]
rα+1 [(ln r)2 + pi2]k+1
dr
Since it is
(ln r ± ipi)k+1 = | ln r±ipi|k+1ei(k+1)Arg(ln r+ipi) = ((ln r)2 + pi2) k+12 ei(k+1)Arg(ln r±ipi)
and, moreover, Arg(ln r − ipi) = −Arg(ln r + ipi), we have[
eiαpi (ln r + ipi)k+1 − e−iαpi (ln r − ipi)k+1
]
=
=
(
(ln r)2 + pi2
) k+1
2
(
eiαpi+i(k+1)Arg(ln r+ipi) − e−iαpi−i(k+1)Arg(ln r+ipi)
)
= 2i
(
(ln r)2 + pi2
) k+1
2 sin [αpi + (k + 1) Arg(ln r + ipi)]
and hence
1
2pii
∫
C0
estM(s, k, α) ds = − 1
pi
∫ ∞
0
e−rt sin [αpi + (k + 1) Arg(ln r + ipi)]
rα+1 [(ln r)2 + pi2]
k+1
2
dr
from which we can easily conclude the proof after applying Theorem 2.1. 
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In order to verify that the Ramanujan identity (3.1) is actually a special
case of (3.3) when k = 0 and α = 0 we first observe that P0(t) ≡ 1 (see Table
1) and, by means of the elementary identity sin(arctan(x)) = x/
√
1 + x2, it
is
sin
[
Arg(ln r + ipi)
]
=
pi√
(ln r)2 + pi2
.
Thus, when α = 0 we have
N0(t, 0) =
1
pi
∫ ∞
0
e−rt sin [Arg(ln r + ipi)]
r [(ln r)2 + pi2]
1
2
dr =
∫ ∞
0
e−rt
r [(ln r)2 + pi2]
dr = N(t).
We observe that the Ramanujan function N(t) = N0(t, 0) is a completely
monotonic (CM) function (i.e., for any k ≥ 0 the k-th derivative N (k)(t)
exists and (−1)kN (k)(t) ≥ 0 for all t > 0). Indeed, by the Bernstein the-
orem a necessary and sufficient condition for a function to be CM is that
it is the real Laplace transform of a non-negative measure, as the integral
representation (3.1) clearly shows. The CM property makes therefore N(t)
to be suitable as a relaxation function in dielectric and viscoelastic systems
(see, e.g., [19, 28]).
Remark 3.2. The assumption α ≤ 0, thanks to which M0(ε) → 0 when
ε→ 0, also assures the convergence of the integral in Nk(t, α). Indeed when
α < 0 this is obvious. For α = 0 we observe that Arg(ln r + ipi) → pi when
r → 0+ and, since k ∈ N, we have
lim
r→0+
sin [(k + 1) Arg(ln r + ipi)] = sin [(k + 1)pi] = 0.
We are able to explicitly provide a simpler representation of Nk(t, 0) for
other values of k. Indeed, for α = 0 and k = 1 it is
sin [αpi + (k + 1) Arg(ln r + ipi)] =
2pi ln r
(ln r)2 + pi2
and hence we have
(3.5) N1(t, 0) = 2
∫ ∞
0
e−rt ln r
r [(ln r)2 + pi2]2
dr.
Moreover, for α = 0 and k = 2, since sin 3θ = −4(sin θ)3 + 3 sin θ we have
sin [αpi + (k + 1) Arg(ln r + ipi)] = sin [3 Arg(ln r + ipi)] =
−pi3 + 3pi(ln r)2
((ln r)2 + pi2)3/2
and hence
(3.6) N2(t, 0) =
∫ ∞
0
e−rt
(
3(ln r)2 − pi2)
r [(ln r)2 + pi2]3
dr.
For k = 3, since sin(4 arctan(x)) = 4x(1− x2)/(1 + x2)2 we can see that
(3.7) N3(t, 0) = 4
∫ ∞
0
e−rt ln r
(
(ln r)2 − pi2)
r [(ln r)2 + pi2]4
dr.
Some of the above representations of µ(t, k, α) and µ(t, k, 0) were already
presented in [2] for k = 1 and k = 2 although without a general result as
Theorem 3.1. The first few instances of the generalized Ramanujan function
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Nk(t, 0), for k = 1, 2, 3, are presented in Figures 3, 4 and 5; the absence of
the CM character when k > 0 is evident.
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Figure 3. Plot of the generalized Ramanujan function N1(t, 0).
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Figure 4. Plot of the generalized Ramanujan function N2(t, 0).
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Figure 5. Plot of the generalized Ramanujan function N3(t, 0).
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For the numerical evaluation of the generalized Ramanujan functions we
have avoided the direct computation of (3.4) which involves the non triv-
ial task of approximating integrals over an unbounded interval. We have
instead preferred to invert numerically the Laplace transform by applying
in (2.4) the trapezoidal rule on a contour C0 of parabolic shape, according
to a suitable modification of the method described in [17]. This approach
allows to invert the Laplace transform with high accuracy and a limited
computational effort on the basis of an error analysis mainly based on the
distance between the contour and the singularities of the Laplace transform.
The same method will be used, later on in this work, to evaluate also the
Volterra function µ(t, β, α) when β ∈ N.
4. Asymptotic behaviour
Several authors in the past have faced the problem of determining as-
ymptotic expansions for the various Volterra functions. Since the difficul-
ties in evaluating these special functions, the knowledge of the asymptotic
behaviour can provide effective information which turn out useful both for
theoretical and practical purposes.
Results concerning the asymptotic expansion for small and large argu-
ments, for the different instances (1.2) of the Volterra function and for the
Ramanujan function (3.1), are scattered in a number of papers and books
[2, 5, 12, 15, 26, 40]. In this section we aim to collect the majority of these
results and try to bring them into one more general framework.
Moreover, since an explicit representation of most of the coefficients in the
asymptotic expansions is not available in a closed or simple form, we also
discuss the problem of their computation by means of a numerical procedure.
We note that, although our analysis is mainly devoted to Volterra func-
tions with real arguments t > 0, for completeness we report the original
results presented in literature for the more general case of complex argu-
ments z.
4.1. Expansion of µ(z, β, α) for small z. Under the assumptions that
<(β) > −1, it was first showed in [15] that µ(z, β, α) possesses the following
expansion
(4.1) µ(z, β, α) = zα
∞∑
n=0
D(α,β)n
(
log
1
z
)−β−1−n
, z → 0, z ∈ C− [1,+∞),
where D
(α,β)
n are independent of z and are given by
(4.2) D(α,β)n = (β + 1)nD
(α)
n , D
(α)
n =
(−1)n
n!
µ(1,−n− 1, α),
with (β)n denoting the rising factorial
(4.3) (β)n =
Γ(β + n)
Γ(β)
= β(β + 1) · · · (β + n− 1).
To evaluate µ(1,−n−1, α), and hence D(α)n , it is not possible to use (1.1)
since the integral converges only for <(β) > −1. A repeated integration by
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parts [15] allows, however, to extend the definition of µ(z, β, α) to the whole
β-plane according to
(4.4) µ(z, β, α) =
(−1)m
Γ(β +m+ 1)
∫ ∞
0
xβ+m
dm
dxm
zα+x
Γ(α+ x+ 1)
dx,
with <(β) > −m− 1.
For integer values β = −n− 1 (and hence by assuming m = n+ 1), it is
simple to verify that
(4.5) µ(z,−n− 1, α) = (−1)n d
n
dxn
zα+x
Γ(α+ x+ 1)
∣∣∣∣
x=0
from which it is immediate to determine the coefficients D
(α)
n in terms of
derivatives of the reciprocal of the gamma function as
(4.6) D(α)n =
1
n!
dn
dxn
1
Γ(α+ x+ 1)
∣∣∣∣
x=0
.
To derive (4.1) it is necessary to observe from (4.5) that (−1)nµ(1,−n−
1, α) are the coefficients in the Taylor series of 1/Γ(α+x+1). Hence, by re-
placing this series representation in (1.1), together with zx = exp(−x log 1/z),
and applying the Watson’s lemma, the expansion (4.1) follows after perform-
ing a simple term-by-term integration.
As an illustrative example, in figure 6 we compare, for β = 1, α =
0.8 and real t > 0, the Volterra function µ(t, β, α) and the first term
D
(α,β)
n tα(log 1/t)−β−1 in the corresponding asymptotic expansion (4.1); the
reference value µ(t, β, α) is evaluated, as explained in Section 3, by numer-
ically inverting the Laplace transform (2.4) by means of a modification of
the technique presented in [17].
10−7 10−6 10−5 10−4 10−3 10−2 10−1
10−10
10−8
10−6
10−4
10−2
100
t
 
 
µ(t, β,α)
D
(α,β)
0 t
α(log 1/t)−β−1
Figure 6. Comparison between µ(t, β, α) and the first term
in the asymptotic expansion (4.1) for β = 1, α = 0.8 and
small t > 0.
As we can clearly see, the first term in the expansion (4.1) provides a very
accurate approximation of the original function as t→ 0 and it can be used
also as a tool for the numerical computation of the Volterra function; in the
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left plot of Figure 7 we present, for the same parameters β = 1 and α = 0.8,
the difference between µ(t, β, α) and its approximations
(4.7) µN (t, β, α) = t
α
(
log
1
t
)−β−1 N∑
n=0
D(α,β)n
(
log
1
t
)−n
obtained by truncating the series (4.1) after N terms. These differences,
which tend to 0 in a quite fast way, indicate that few terms in the expansion
(4.1) are sufficient to depict in a satisfactory way the behaviour of µ(t, β, α)
and provide an accurate approximation.
10−7 10−6 10−5 10−4
10−11
10−10
10−9
10−8
10−7
10−6
t
 
 
N=0
N=1
N=2
10−7 10−6 10−5 10−4
10−12
10−11
10−10
10−9
10−8
10−7
t
 
 
N=0
N=1
N=2
Figure 7. Difference, for small values t > 0, between
µ(t, β, α) and some of the truncated expansions µN (t, β, α)
for β = 1 and α = 0.8 (left plot) and β = 3 and α = 0.6
(right plot)
Similar results are presented in Figure 8, where the values of µ(t, β, α),
for β = 3 and α = 0.6, are instead investigated; the differences between
µ(t, β, α) and µN (t, β, α) are presented in the right plot of Figure 7.
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10−10
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10−6
10−4
10−2
100
t
 
 
µ(t, β,α)
D
(α,β)
0 t
α(log 1/t)−β−1
Figure 8. Comparison between µ(t, β, α) and the first term
in the asymptotic expansion (4.1) for β = 3 and α = 0.6 and
small t > 0.
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4.2. Expansion of µ(z, β, α) for large z. The major contribution in the
study of the asymptotic behaviour of µ(z, β, α) for large z has been provided
in 1969 by Wyman and Wong [40] and was obtained by suitably deforming
the Bromwich path in the formula (2.3) for the inversion of the Laplace
transform. In particular, it has been shown that
(4.8) µ(z, β, α) = E(z, β, α) +H(z, β, α), |z| → ∞, | arg(z)| < pi,
where
(4.9) E(z, β, α) = ez
∞∑
n=0
E
(α,β)
n
Γ(β + 1− n)z
β−n
and
(4.10) H(z, β, α) = zα
∞∑
n=0
D(α,β)n
(
log
1
z
)−β−1−n
.
The coefficients E
(α,β)
n in E(z, β, α) are obtained from the expansion of the
generating function (1− x)−α−1(−x)β+1/(log(1− x))β+1 and can be repre-
sented as
(4.11) E(α,β)n =
(−1)n
n!
dn
dxn
(1− x)−α−1(−x)β+1(
log(1− x))β+1
∣∣∣∣∣
x=0
,
while H(z, β, α) is the same expansion introduced in (4.1) for small argu-
ments.
Whenever | arg(z)| < pi2 the dominant behaviour of µ(z, β, α) is con-
trolled by the exponentially large term in E(z, β, α) and the contribution
of H(z, β, α) is negligible; on the contrary, when | arg(z)| > pi2 , the term
H(z, β, α) dominates the exponentially small term E(z, β, α). In the neigh-
borhood of arg(z) = ±pi2 a mixed type expansion is involved and the contri-
bution of both terms E(z, β, α) and H(z, β, α) must be combined.
For β = −n − 1, n ∈ N, we note that E(z, β, α) = 0 and only a finite
number of terms in H(z, β, α), namely the first n + 2, differs from 0, thus
providing a simplified expansion for µ(z,−n− 1, α) according to
(4.12) µ(z,−n− 1, α) = zα
n+1∑
k=0
(−n)kD(α)k
(
log
1
z
)n−k
,
for |z| → ∞, | arg(z)| < pi..
The expansion (4.8) obviously applies also to the special case β = 0, for
which µ(z, β, α) = ν(z, α), and allows to correct an erroneous expansion
presented in [15]. The same error was noted, in the same year 1969, in the
two distinct papers [12] and [40].
The comparison between µ(t, β, α) and the first term in the asymptotic
expansion (4.8) for β = 1, α = 0.8 is presented in Figure 9.
Also for large arguments it seems quite clear that as t→∞ the asymptotic
expansion (4.8) provides an accurate approximation of the original function.
Similar results are obtained for β = 3 and α = 0.6, whose corresponding
plot is presented in Figure 10.
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Figure 9. Comparison between µ(t, β, α) and the first term
in the asymptotic expansion (4.8) for β = 1, α = 0.8 and
large t > 0.
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Figure 10. Comparison between µ(t, β, α) and the first
term in the asymptotic expansion (4.8) for β = 3 and α = 0.6
and large t > 0.
We conclude by presenting, in Figure 11, the differences between µ(t, β, α)
and the approximations
(4.13)
µN (t, β, α) = t
α
N∑
n=0
D(α,β)n
(
log
1
t
)−β−1−n
+ et
N∑
n=0
E
(α,β)
n
Γ(β + 1− n) t
β−n,
obtained also in this case by truncating the series (4.8) after N terms. Since
the large values assumed by µ(t, β, α), in these comparisons a relative differ-
ence has been plotted. Also for large arguments, from the graphical results
we can infer a fast convergence of the asymptotic representations toward the
original function.
4.3. Asymptotic of the Ramanujan’s function. The asymptotic be-
haviour of the Ramanujan’s function N(t) has been studied in [5, 12, 26];
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Figure 11. Relative difference, for large values t > 0,
between µ(t, β, α) and some of the truncated expansions
µN (t, β, α) for β = 1 and α = 0.8 (left plot) and β = 3
and α = 0.6 (right plot)
this analysis is motivated not only by some important applications of this
function (the work in [12], for instance, was stimulated by a problem in
neutron transport theory) but also by the fact that, since the Ramanujan
identity (3.1), the analysis of N(t) allows to provide information on the
special case ν(t) of the Volterra function.
For real arguments t > 0, in 1969 Dorning, Nicolaenko and Thurber [12]
proved that
(4.14) N(t) =
1
log t
∞∑
n=0
Dn
(log t)n,
, t→∞,
where the coefficients Dn are obtained from the series expansion of 1/Γ(1−x)
(4.15)
1
Γ(1− x) =
∞∑
n=0
Dn
xn
n!
and hence
(4.16) Dn = (−1)n d
n
dxn
1
Γ(x)
∣∣∣∣
x=1
.
The expansion (4.14) was successively confirmed in 1971 by Bouwkamp
[5] who worked on a generalization of the function N(t) which, however,
does not seem of interest in this context.
In the more recent year 2000, Llewllyn-Smith [26] have proved that (4.14)
still holds for large complex arguments with | arg(z)| ≤ pi2 (for which the
integral defining N(z) converges) and that, in the same right-half of the
complex plane, it is also possible the alternative representation
(4.17) N(z) =
1
log |z|
∞∑
n=0
an(θ)
(log |z|)n , |z| → ∞, arg(z) ∈
[
−pi
2
,
pi
2
]
,
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where θ = arg(z) the coefficients an(θ) are now obtained from the series
expansion of the modified generating function
(4.18)
e−iθx
Γ(1− x) =
∞∑
n=0
an(θ)
xn
n!
.
From (4.6) it is immediate to verify that Dn are the special case, for α = 0,
of the coefficients D
(α)
n introduced in the Subsection 4.1 (i.e., Dn = D
(0)
n )
and used for defining the function H(z, β, α) in the expansion (4.8). Since
it is readily verified that E(z, 0, 0) = ez, the expansion (4.14) turns out to
be a special case of (4.1).
More generally, we observe that for β = k ∈ N only the first k terms of
the function E in (4.8) differ from 0. A numerical computation (performed
as described in the following Subsection 4.4) has allowed us to verify that
E(t, k, α) = etPk(t)/k!. As a consequence, thanks to (4.8) we are able to
provide an asymptotic expansion of the generalized Ramanujan functions
according to
(4.19) Nk(t, α) = t
α
∞∑
n=0
D(α,k)n
(
log
1
t
)−β−1−n
, t→∞.
We have not proved the above expansion in a formal way but we have just
formulated a conjecture on the bases of the experimentally tested equivalence
E(t, k, α) = etPk(t)/k!, for k ∈ N. Nevertheless, since our experiments
have been conducted, with positive outcomes, for a very large number of
parameters α and k and, moreover, for the limit case α = 0 the expansion
is confirmed by the Ramanujan identity (3.1) together with the expansion
(4.14), we think that (4.19) is a reasonable conjecture whose formal proof
remains however an open problem.
4.4. Evaluation of coefficients D
(α)
n and E
(α,β)
n . The evaluation of the
first coefficient in both sequences
{
D
(α)
n
}
n∈N and
{
E
(α,β)
n
}
n∈N is immediate
and indeed it is D
(α)
0 = 1/Γ(α+ 1) and E
(α,β)
0 = 1. For the subsequent coef-
ficients it is necessary to evaluate, at x = 0, the successive derivatives of the
corresponding generating functions. For
{
D
(α)
n
}
n∈N computing the deriva-
tives of the reciprocal of the Gamma function is a non simple task involving
other special functions, in particular the polygamma function. Moreover,
also the evaluation of the successive derivatives of the generating function of
E
(α,β)
n can be a long and tedious task. In many circumstances it is advisable
to proceed by means of a numerical approach.
The problem of computing the successive derivatives of a function F (x)
can be effectively solved by combining the Cauchy integral representation
together with numerical quadrature. Indeed
(4.20) Fn ≡ d
n
dxn
F (x)
∣∣∣∣
x=0
=
n!
2pii
∫
C
ξ−n−1F (ξ)dξ,
where C is any simple closed contour enclosing the origin x = 0 and lying
in a region of the complex plane in which F is analytic (e.g., see [1]). By
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assuming, for simplicity, that C is the circle with radius ρ > 0 centered at
the origin, the change of variable x = ρeiθ allows us to write
(4.21) Fn =
n!
2piρn
∫ 2pi
0
e−iθnF
(
ρeiθ
)
dθ.
Given on [0, 2pi] a grid of K equispaced nodes θk = 2pik/K, k = 0, . . . ,K−
1, the above integral can be approximated by means of a simple quadrature
formula such as, for instance, the trapezoidal rule which provides the ap-
proximations
(4.22) F˜n =
n!
Kρn
K−1∑
k=0
e−iθknF
(
ρeiθk
)
and efficient methods, based on the FFT algorithm, can be used to perform
this computation in a very fast way. To approximate the integral in an
accurate way, a quite large number of nodes can be necessary (we refer to [36]
for an insightful error analysis of the trapezoidal rule and for references to
related works); we observe, however, that the same values of F can be reused
to approximate the whole series of coefficients Fn for any n = 0, . . . , N , thus
reducing substantially the computational cost.
The radius ρ of the circle on which performing the integration must be
selected in order to guarantee the analyticity of F (x), assure fast conver-
gence (with the aim of keeping computational cost at minimum) and con-
trol round–off errors. An in-depth discussion on how to select the radius
ρ with the aim of reducing round-off errors can be found in [4]; usually a
small radius ρ involves fast convergence but higher round-off errors; thus
it is necessary to balance convergence and errors. The generating function
1/Γ(α+ x+ 1) of D
(α)
n is analytic on the whole complex plane while for the
generating function of E
(α,β)
n it is necessary to impose ρ < 1.
Experimentally, a radius ρ ≈ 1/2 has turned out to be satisfactory enough
in both cases. Moreover, as the order n of the derivative increases, it is
necessary to increase also ρ. For this reason it is advisable to select the
radius ρ and the number of nodes K on the basis of the higher order of the
derivative which one is interested to compute.
5. Concluding remarks
In this paper we have presented a general review of the Volterra functions.
In particular, after providing an historical overview, our investigation has
focused with the Laplace transform; in particular we have provided an ex-
plicit representation of the residue of the Laplace transform, thus allowing
a larger degree of freedom in the choice of the contour for the numerical
evaluation of the Volterra function by inversion of its Laplace transform.
We have also examined the relationship with integrals of Ramanujan type,
which present important and interesting applications in physics, and pro-
vided a generalization of these integrals to any integer value of the parameter
β, a result originally presented in [2] only for few instances of β.
Finally, our attention has been devoted to present, under a quite general
framework, the analysis on the asymptotic behaviour for small and large
arguments: both topics are of interest for the practical computation of these
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special functions; moreover, we have illustrated the main results on the
asymptotic behaviour by means of some plots obtained on the basis of the
numerical inversion of the Laplace transform.
As an instructive example, in the Appendix we have shown the way in
which the original problem formulated by the Italian mathematician Vito
Volterra can be solved by means of the Volterra functions.
We think that the possible applications of Volterra functions, in particular
for describing and studying non local operators with slow varying kernels of
logarithmic type is a not completely explored field.
The aim of this paper is to provide to the academic community a com-
prehensive knowledge and a list of references for possible applications of
Volterra functions.
Appendix
In this Appendix we use the technique of Laplace transform to solve the
Volterra equation of the first kind
(A.1)
∫ t
0
u(τ) log(t− τ) dτ = f(t) ,
where f(t) is an assigned, sufficiently well-behaved function with f(0) = 0.
It is an instructive exercise in order to derive in the simplest way the solution
obtained originally by Volterra [37] which has lead to the function ν(t) using
a cumbersome notation.
We adopt the sign ÷ to denote the juxtaposition of the function f(t) with
its Laplace transform according to
f(t) ÷ f˜(s) := L [f(t); s] :=
∫ ∞
0
e−st f(t) dt .
To solve Eq. (A.1) we need to recall the following Laplace transform pairs
(A.2) log(t) ÷ − log s+ γ
s
,
where γ = 0.57721... is the Euler-Mascheroni constant, and
(A.3) ν(t) :=
∫ ∞
0
tu
Γ(u+ 1)
du ÷ 1
s log s
.
As a consequence of the convolution the solution of Eq (A.1) in the Laplace
domain reads
(A.4) u˜(s) = − sf˜(s)
log s+ γ
.
Now sf˜(s) can be interpreted as the Laplace transform of the first derivative
of f(t) whereas
(A.5) log s+ γ = log (s eγ)÷ e−γ ν˙ (t e−γ) ,
being ν(0) = 0. Above we have used the scaling property for a generic
function g(t) applied to ν˙(t)
1
c
g
(
t
c
)
÷ g˜(cs) , c > 0 .
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Then
(A.6) u(t) = −e−γ
∫ t
0
f˙(t− τ) ν˙ (τe−γ) dτ ,
in agreement with that anticipated in the Introduction.
We can recast the Volterra function ν(t) if we require f(t) be twice dif-
ferentiable with f˙(0) = f(0) = 0. In fact, rewriting Eq. (A.4) as
(A.7) u˜(s) = − s
2 f˜(s)
s (log s+ γ)
= − s
2 f˜(s)
s log (s eγ)
,
we get
(A.8) u(t) = −e−γ
∫ t
0
··
f (t− τ) ν (τe−γ) dτ .
In the particular case f(t) = t, we obtain from Eq. (A.6) and from the
definition of ν(t) in Eq. (A.3)
(A.9) u(t) = −
∫ ∞
0
tu e−γu
Γ(u+ 1)
du .
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