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I 
ABSTRACT 
The mechanical behavior of metastable austenitic steels can be relatively complex in terms 
of temperature and strain rate sensitivity. This is connected to their low stacking fault 
energy and tendency towards martensitic transformations, which affect the dislocation slip 
characteristics and microstructural evolution in these materials during deformation. In this 
study, it is presented that the complex material behavior often reported in the literature can 
be rationalized in terms of the classical division of strain rate effects into instantaneous and 
evolutionary effects, which leads to the concept of strain rate history dependence. The 
behavior of metastable austenitic stainless steel EN 1.4318 was studied on the basis of this 
assumption. This thesis focuses on the mechanical testing at various strain rates and 
temperatures, but supplemental microstructural characterization results are presented in 
order to reveal the connection between the mechanical behavior and the microstructure. 
 
The mechanical tests involved measurements of the material behavior at strain rates ranging 
from 2·10-4 s-1 to 103 s-1 at temperatures -40 °C, +24 °C, and +80 °C. Low strain rate testing 
at strain rates below 100 s-1 was carried out with a servohydraulic materials testing machine, 
while high rate testing at 103 s-1 was done with a Tensile Hopkinson Split Bar (THSB) 
apparatus. Modifications that enabled rapid strain rate changes were introduced to the 
THSB setup. A momentum trap bar based modification was utilized in the measurement of 
the instantaneous strain rate sensitivity in the high rate region. Another modification 
involved the incorporation of a screw-driven low rate loading device to the THSB setup, 
which facilitated a change of over six decades in the specimen strain rate without the need 
of unloading the specimen and changing the test equipment. Microstructural 
characterization was based on the measurement of α’-martensite content in the deformed 
specimens using magnetic methods (Feritscope) and inspection of the deformation 
microstructures with a scanning electron microscope using the Electron Backscattered 
Diffraction analysis. 
 
The test results clearly demonstrate the soundness of the adopted approach. The apparent 
strain rate sensitivity deduced from the constant strain rate tests is negative due to the 
negative strain rate sensitivity of the strain hardening rate, which can be related to the 
reduced tendency of austenite to transform into α’-martensite at higher strain rates. In 
contrast, the instantaneous strain rate sensitivity is positive throughout the studied strain rate 
and temperature ranges, but shows a connection to the austenite stability. Moreover, the 
tests based on rapid strain rate changes reveal that the strain hardening and α’-martensite 
transformation rates decrease immediately after the strain rate increase. This feature cannot 
be explained solely by the macroscopic adiabatic heating, which in the literature is often 
used to explain the reduction of the transformation rate. An alternative explanation is sought 
from localized material heating taking place in the vicinity of newly formed α’-particles, 
which inhibits their further growth and coalescence. The existence of other inhibiting 
effects of strain rate on the α’-nucleation cannot, however, be excluded at this point. 
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 1 
1 INTRODUCTION 
The capability of metals to undergo extensive plastic deformation is one of the key 
contributors to the development of modern technology. Applications ranging from everyday 
utility articles to sophisticated impact energy absorbing components in automobiles all 
benefit from the microstructural phenomena, which lead to good strain hardening capability, 
ductility and high strength. However, in general this combination of mechanical properties 
is a compromise between individual properties, often exemplified by the inverse 
relationship between strength and ductility. Advances in the field of metallurgy have shown 
that the envelope of properties can be expanded by creating complex microstructures, which 
can consist of multiple phases or even undergo phase transformations during deformation.  
 
Modern examples of low alloyed steels utilizing a heterogeneous microstructure are, for 
example, Dual Phase (DP) steels and Transformation Induced Plasticity (TRIP) steels. In 
the former, the soft ferrite phase is strengthened with hard martensite islands, while in the 
latter an initially complex microstructure (ferrite, martensite, bainite and austenite) is 
further developed when the retained austenite transforms into α’-martensite during plastic 
deformation. In Twinning Induced Plasticity (TWIP) steels, on the other hand, 
microstructural refinement occurs not by phase transformation but by twinning in the 
austenitic microstructure. In TWIP steels, the stable austenitic microstructure at room 
temperature is obtained by heavy alloying with manganese. Other commonly used highly 
alloyed steels are austenitic stainless steels based on the classical 18Cr–8Ni wt.% 
composition. Although often chosen because of their excellent corrosion resistance, these 
steels are also used in applications requiring good mechanical properties, such as deep 
drawing, due to the inherently good ductility and strain hardening capability of the 
austenitic microstructure. The austenite phase in these steels, however, is generally 
metastable and can transform to martensite at sufficiently low temperatures especially when 
aided by external stress or plastic deformation. The composition of certain grades, such as 
EN 1.4318, is especially designed so that the strain-induced austenite to α’-martensite 
transformation takes place during room temperature plastic deformation, which leads to a 
notable increase in the strain hardening capability of the material. In somewhat more stable 
alloys the phase transformation works beneficially by postponing the onset of localized 
plastic flow and thus increasing the formability of the material. In addition to martensitic 
transformation, the generally low stacking fault energy of these steels facilitates also 
twinning during plastic deformation. Due to the high temperature sensitivity of both 
stacking fault energy and austenite stability, a particular alloy can show both stable and 
highly metastable behavior over a relatively narrow temperature region of only ~100 °C. In 
addition, since the initial microstructure is fully austenitic, the fraction of transformed 
material can reach nearly 100 %. 
 
Even though the compositions and microstructures of the above mentioned steels vary 
considerably, they have one thing in common; the more heterogeneous is the microstructure 
and the more complex are the deformation mechanisms, the more complex is the 
dependence of the material behavior on the deformation conditions, such as temperature and 
strain rate. That is, since the microstructure consists of several phases, the correctness of the 
analysis based on the “average grain” behavior is reduced. In addition, since the plastic 
deformation behavior is no longer necessarily governed solely by ordinary dislocation slip, 
but competing mechanisms, such as twinning, may also activate, the strain rate and 
temperature dependence can be different from those generally observed in metals. Another 
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factor that should be taken into account is that the microstructural evolution, which directly 
affects the material behavior, can be notably sensitive to the deformation conditions. This 
kind of sensitivity brings about the effect of deformation history on the material behavior, 
which means that not only the current deformation conditions affect the material behavior 
but also the preceding conditions of plastic deformation have to be accounted for [1-8]. In 
the above mentioned steels undergoing phase transformations during plastic deformation, 
one would expect these history effects to be likely. 
 
The fact that the mechanical behavior of advanced structural steels can be complex and that 
they are often used in demanding applications, such as in the automotive industry, 
undoubtedly underlines the need for their extensive mechanical testing. One of the main test 
parameters arising from the applications is the strain rate, but equally important is the 
control of temperature, not only due to application specific reasons but also due to the 
inherent linkage between strain rate and temperature in the mechanics of plastic 
deformation. Materials testing at wide ranges of strain rate with simultaneous temperature 
control is challenging, requiring special techniques and sophisticated test equipment. 
Further challenges are brought about by the possible deformation history dependence of the 
material behavior, which necessitates critical analysis of the results and often additional 
testing to clarify the overlapping effects of several test parameters.  
 
In this work the mechanical behavior of metastable austenitic stainless steel EN 1.4318 was 
studied from the perspective of deformation history dependence of the material behavior. 
An extensive mechanical testing program was carried out in uniaxial tension both at low 
and high strain rates at varying temperatures, supplemented by magnetic permeability and 
Electron Backscatter Diffraction (EBSD) measurements on selected specimens. The results 
are first used to show conclusively that the test material is notably strain rate history 
dependent. The discussion of the results is then continued by dividing the strain rate effects 
into instantaneous and evolutionary effects. The classical concept of thermally activated 
dislocation motion is used to analyze the former, while the latter is discussed in terms of the 
effects of α’-martensite transformation.  
 
For materials testing at high strain rates, the Hopkinson Split Bar technique [9] was used. 
The existing setup at Tampere University of Technology [10, 11] was modified for strain 
rate jump testing both within the high strain rate region and between the low and high strain 
rates. These modifications as well as their theoretical backgrounds are discussed in detail. In 
addition to the primary focus of the study, additional findings, including the effect of 
specimen geometry on the thermal boundary conditions as well as the possible occurrence 
of strain aging, are presented and discussed. This thesis is a monograph, but parts of the 
results have already been published elsewhere by the author [12-15]. 
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2 STRAIN RATE AND TEMPERATURE DEPENDENT 
PLASTICITY OF METALS 
2.1 Deformation of ductile metals 
The plastic deformation of ductile metals is essentially governed by the motion and mutual 
interactions of dislocations. The influence of deformation conditions, such as temperature 
and strain rate, on the momentary material strength can be directly related to the ease at 
which the mobile dislocations can move. The traditional approach to explain strain rate and 
temperature dependency is discussed in Chapter 2.1.1, which presents the concept of 
thermally activated dislocation motion.   
 
One of the characteristic features of plastic deformation is that even though part of the 
mechanical work done to deform the material is stored in the microstructure (such as in the 
energy required to generate new dislocations), major part of the used energy is dissipated as 
heat. This means that in many practical applications as well as in laboratory scale testing the 
possible effects of material temperature increase have to be accounted for. This is discussed 
in Chapter 2.1.2. 
 
The general discussion of plastic deformation is concluded in Chapter 2.1.3 with the 
discussion of deformation history dependent material behavior. This concept arises 
naturally from the effects of deformation conditions on the microstructure development and 
can sometimes have a significant importance, when the strain rate and temperature 
dependence of the material behavior is analyzed. 
 
2.1.1 Deformation by dislocation motion 
During plastic deformation by dislocation slip, any obstacle hindering the motion of a 
dislocation can be defined as an entity, which either momentarily or permanently increases 
the free energy of the crystal when the dislocation surmounts it. The net effect of the 
obstacle on free energy can be a permanent increase (such as the increase of dislocation 
length by jog formation or the formation of new dislocations or dislocation pile-ups) or a 
temporary increase and then decrease (such as overcoming the periodic lattice friction or 
Peierls stress) of the energy. The strength of ductile metals is observed to increase with 
increasing strain rate and/or with decreasing temperature (note: this study is concentrated on 
the plastic deformation occurring at low homologous temperatures and at strain rates over 
10-4, i.e., analysis of long-term phenomena, such as creep, is outside the scope of this work).  
 
The classical approach described in many text books [e.g., 16] to explain the observed 
behavior is the concept of thermally activated dislocation motion. According to this theory, 
the external stress required to cause plastic deformation by dislocation slip is divided into 
athermal (σA) and thermal (σ*) parts, as described in Equation 1 and illustrated in Figure 1: 
 
    pA Tstrstr  ,,*        (1) 
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Figure 1. Schematic illustration of the temperature (T) and strain rate )( p  dependence of the flow 
stress components. Modified from [16]. 
 
In Equation 1 and in the following equations, str is used to indicate that the respective terms 
are dependent on the microstructure of the material. The athermal part of the flow stress 
represents obstacles, whose free energy increase is so high that the available thermal energy 
does not have a significant contribution to the slip process during any practical time span. 
Instead, the energy needed to surmount the obstacles is solely provided by the external work 
imparted to the dislocations. Examples of these obstacles are long range stress fields in the 
crystal and break-up of attractive dislocation junctions, which permanently increase the 
energy stored in the microstructure. In contrast, the thermal part of the flow stress represents 
obstacles, whose surmounting can be aided by thermal energy, i.e., part of the free energy 
increase is provided by thermal energy. Examples of these are overcoming the lattice 
friction and the formation of jogs in the intersecting dislocations (repulsive junctions). At a 
sufficiently high temperature thermal energy is constantly available so that all thermal 
obstacles are surmounted without the need of external work. Above this critical temperature 
Tc the material strength shows no dependence on temperature (except due to the effect of 
shear modulus change on obstacle strength) or strain rate. Between 0 K (where thermal 
energy is absent) and Tc the material strength shows negative temperature and positive 
strain rate dependence. Positive strain rate dependence is explained by the statistical nature 
of thermal energy, i.e., there exists a certain probability that enough thermal energy is 
available for the glide dislocation within a time frame relevant to the strain rate. A 
characteristic feature of thermally activated dislocation motion is that the glide time 
between successive obstacles (tg) is insignificant compared to the waiting time (tw) spent in 
front of an obstacle. This means that the strain rate during thermal activation is governed by 
the average time needed for a successful activation event, or to put it other way around, by 
the frequency of activation events (ν):  
 
  dbMt
db
M mw
mp  11       (2) 
 
In Equation 2 M represents a geometrical factor relating dislocation slip to the macroscopic 
plastic deformation, ρm is the density of mobile dislocations, b is the burgers vector of a 
dislocation, and Δd is the average distance moved by the dislocation during and after a 
successful activation event before it is stopped by another obstacle. The activation 
frequency can be described using the Boltzmann distribution: 
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In Equation 3 ν0 is the vibration frequency of a dislocation, k is the Boltzmann constant, and 
ΔG* is the Gibbs free energy required for the activation event. Insertion of Equation 3 into 
Equation 2 yields: 
 
 kT
G
kT
G
mp eedbM
*
0
*
0
1           (4) 
 
Equation 4 describes how increasing temperature promotes thermally activated slip, but it 
also shows the importance of the obstacle size (in terms of free energy increase) in 
determining the activation frequency. The free energy increase does not have to come solely 
from thermal energy, but the mechanical work ΔW* done by the external load contributes to 
the process. To analyze this, an ideal thermal obstacle is considered. At a certain 
temperature in the absence of external stress, the free energy increase would be ΔG0*. Thus, 
under an external load the required thermal energy contribution is reduced by ΔW*: 
 
 *** 0 WGG          (5) 
 
In order to calculate the amount of mechanical work ΔW*, a segment of dislocation is 
considered. The length of the segment is denoted by l, the force exerted on the dislocation 
per unit length is τ*b (here only the thermal part of the flow stress is considered) and during 
the activation process the segment of the dislocation moves a distance denoted by Δx. 
Therefore, the amount of mechanical work is given by: 
 
 *
***** V
M
bA
M
xblW         (6) 
 
The quantities A* and V* are called the activation area and activation volume, respectively. 
When Equation 4 is solved for ΔG* and Equations 1, 5 and 6 are inserted to the result, a 
relationship between strength, temperature and strain rate is obtained: 
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Equation 10 is in accordance with experimental observations when 0  p , that is, 
kTG  *  (when thermal obstacles have a significant contribution to strength). Equation 10 
can also be used to derive the basic principles for an experimental method to study thermal 
activation. When strain rate is suddenly forced to change during deformation, a change in 
the material strength is observed. If the strain rate change is rapid enough compared to the 
average strain rate and the type of the deformation mechanism is not changed, Equation 10 
can be assumed to be valid immediately before and after the jump: 
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According to Equation 13, experimentally measured strain rate sensitivity can be directly 
related to the activation volume of the thermal activation process, if the other terms, such as 
0  and ΔG0*, remain unaffected. Often it is experimentally more convenient to work with a 
10-base logarithm than with the natural logarithm. In that case the strain rate sensitivity 
parameter β is defined as: 
 
 
p
 10log
         (14) 
 
Another often used strain rate sensitivity parameter m is defined as: 
 
 
pp
m 



 10
10
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

        (15) 
 
It is often observed that at strain rates near 1000 s-1 or higher the strain rate sensitivity of the 
material strength starts to increase. This has been depicted as a change of rate controlling 
mechanism from thermal activation to so-called dislocation drag effects. In these conditions 
the flow stress becomes proportional to strain rate (instead of logarithmic dependence) and 
the material can be modeled as a Newtonian fluid. This is explained by noting that the stress 
acting on dislocations is higher than the resistance of glide obstacles, which sets the 
dislocations in an accelerating motion, which in turn causes additional resistance to their 
motion (such as the emission of phonons). [16] 
 
The discussion presented above applies to material behavior at constant microstructure, i.e., 
the dependence of strength on temperature and strain rate is evaluated in terms of 
instantaneous effects. However, the deformation conditions may also have evolutionary 
effects on the material behavior. Basically the development of the material microstructure 
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during deformation can be influenced by temperature and strain rate. An experimentally 
convenient method to evaluate the microstructure development during deformation is the 
measurement of the strain hardening rate (θ): 
 
 
 ),,(
*),,( p
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p
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dTstr
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d
d
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Equation 16 depicts an important aspect noted by previous investigators [1, 2, 17, 18]: even 
though the instantaneous overcoming of athermal obstacles is independent of temperature 
and strain rate, the development of these obstacles can be influenced by the deformation 
conditions. An example of this are dislocation pile-ups, which cause long range stress fields 
and are thus athermal obstacles, but their formation and stability depends on dynamic 
recovery, which is a thermally activated process. 
 
2.1.2 Deformation-induced heating 
A characteristic feature related to high strain rate deformation is deformation-induced 
heating, which increases material temperature with increasing strain. Both experimental and 
theoretical studies have indicated that depending on the strength and ductility of the 
material, the increase of material temperature during uniform deformation can be several 
tens of degrees, and even higher during localized plastic deformation [19-21].  
 
During plastic deformation, majority of the work imparted to the material is converted to 
heat and only a small part (often estimated around 10 %) is stored in the microstructure, for 
example in the dislocations. In low strain rate deformation the rate of heat transfer by means 
of conduction, convection or radiation is sufficient to maintain essentially isothermal 
conditions. In contrast, at high strain rates heat transfer is negligible and conditions can be 
considered more or less adiabatic. However, at certain strain rates the rates of heat 
generation and heat transfer are comparable in magnitude, which complicates the analysis, 
since boundary conditions are important and temperature gradients are easily generated in 
the material [22]. 
 
The heat transfer problem can be analyzed based on the first law of thermodynamics. For 
simplicity, one-dimensional analysis is presented here to illustrate the connection between 
the rate of deformation and the material temperature increase. A material element shown in 
Figure 2 with cross-sectional area A and length dx is considered. The element is subjected to 
heat flow q through its ends, mechanical work of plastic deformation done to the element 
wp, and internal heat release h (for example from phase transformations). Here the effects of 
thermoelasticity are neglected. As discussed above, part of the mechanical work done 
during plastic deformation is stored in the microstructure. Therefore only a fraction βT of the 
plastic deformation work is accounted for in the thermal analysis. It should be noted that βT 
is a function of the current deformation mechanism. The rate of material temperature 
change is then given by the balance equation: 
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In Equation 17 c and ρ are the specific heat capacity and density of the material, 
respectively. As indicated in Equation 17, heat release h within the material can be a 
complex function of the microstructural state and deformation conditions.  
 
A
dx
q(x+dx)q(x)
w
h
p
 
Figure 2. Material element subjected to heat flow, plastic deformation and internal heat generation.  
 
By assuming uniaxial loading and that the heat flow q is given simply by Fourier’s law with 
constant thermal conductivity kT, Equation 17 can be simplified as (heat transfer can also be 
formulated in terms of convection or radiation): 
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Due to its complexity, it is difficult to find a general analytical solution for Equation 20. 
Another aspect is that during plastic deformation the material volume is subjected also to a 
shape change and often three-dimensional heat flow, which were not accounted for in the 
above presented derivation. Therefore, numerical methods, such as finite element method, 
are commonly used in solving thermomechanically coupled problems. 
 
Equation 20 can, however, be used to evaluate the general features of deformation induced 
heating. One of the most important features of Equation 20 is that it shows how the thermal 
problem is dependent on the physical dimensions of the deforming volume and its 
surroundings, which is in contrast to the mechanical problem (stress and strain are 
essentially size independent in macroscopic scale, as long as the material is deforming 
uniformly). Temperature increase with respect to plastic strain increment can be obtained by 
dividing Equation 20 with plastic strain rate: 
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The first term on the right hand side of Equation 21 indicates a negative effect of strain rate 
on the net heat transfer during unit strain increment. However, the rate of heat transfer away 
from the material increases with increasing temperature difference between the deforming 
material and its surroundings. This is a further complicating factor, because basically it 
implies that a certain increase in the material temperature is always required for heat 
transfer to take place. At low strain rates this required temperature increase is, however, 
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very small and the conditions are essentially isothermal. On the other hand, at high strain 
rates the first term in Equation 21 is negligible despite the rapidly increasing temperature 
gradient. In this case the temperature increase in the material can be solved by simple 
integration (neglecting the internal heat release): 
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Equation 22 is often used when high rate deformation is analyzed and, as noted above, it is 
based on the assumption of fully adiabatic conditions.  
 
As discussed above, analysis of the deformation-induced heating and its effects on the 
material behavior is complex at strain rates, where heat transfer takes place but is 
insufficient to maintain material temperature within a few degrees from the initial. In these 
cases the evolution of material temperature becomes dependent not only on the thermal 
properties of the test material but also on the physical dimensions of the deforming volume 
and thermal boundary conditions [22].  
 
2.1.3 Concept of strain rate history  
In the discussion presented in Chapter 2.1.1 it was noted that the instantaneous strength of 
the material is determined by its microstructure and the deformation conditions (in this case 
temperature and strain rate). Strain hardening rate was related to the development of the 
microstructure during deformation. It was also mentioned that the deformation conditions 
may affect the microstructure development, hence influencing the mechanical properties. It 
is therefore apparent that when the effect of a certain variation in the deformation conditions 
is evaluated, the observed material response can be a complex combination of both 
instantaneous effects (through Equation 10) and evolutionary effects (Equation 16) [1, 2, 
18]. In the case of varying strain rate, Klepaczko et al. [2] used the terms instantaneous rate 
sensitivity and rate sensitivity of strain hardening. The former describes the effect of strain 
rate on the currently operating deformation mechanism, while the latter is connected to the 
microstructure development during deformation. 
 
The dependence of microstructural evolution on the deformation conditions leads to so-
called deformation history effects, or in the case of strain rate, strain rate history effects. 
This is illustrated in Figure 3, which schematically depicts the behavior of strain rate history 
independent and strain rate history dependent materials. In the former, strain rate influences 
only the instantaneous material strength but not the strain hardening behavior. In this case 
the material strength is a relatively simple function of plastic strain and strain rate. In the 
latter case it is seen that since both the instantaneous strength and strain hardening rate are 
influenced by strain rate, there does not exist a simple function relating the material strength 
to plastic strain, but also the history of deformation has to be taken into account. 
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Figure 3. Schematic illustration of a) strain rate history independent and b) strain rate history 
dependent material behavior. Broken lines depict constant strain rate flow behavior at two different 
strain rates and solid lines flow behavior when strain rate is suddenly increased at ε0 and 
subsequently decreased at ε1. Modified from [16]. 
 
Several studies have been published on the strain rate history sensitivity of various materials 
[1-8, 23]. A general conclusion that can be drawn from these studies is that the appearance 
of history effects is strongly dependent on the operating deformation mechanism and in this 
way on the material at hand. Furthermore, a material can show both history independent and 
history dependent behavior depending on the deformation conditions and the amount of 
plastic strain [5, 8].  
 
2.2 Plasticity of metastable austenitic stainless steels 
In the previous Chapters, the general features of the strain rate and temperature dependent 
plasticity of ductile metals were discussed. In the following, the behavior of austenitic steels 
with low stacking fault energy (SFE) is described. Even though the basic principles still 
apply, the dissociation of the primary glide dislocations into two partial dislocations and the 
resulting stacking faults have a profound effect on the material behavior. The situation is 
further complicated by the fact that the austenitic phase with a face centered cubic (FCC) 
crystal structure is thermodynamically only in a metastable equilibrium near room 
temperature and can be triggered to transform into the more stable nearly body centered 
cubic (BCC) α’-martensite by mechanical stimulus. Therefore the discussion is first started 
by describing the various microstructural features of low SFE austenitic alloys in 
Chapter 2.2.1, after which the current knowledge on the strain rate and temperature 
sensitivity of these metals is reviewed in Chapter 2.2.2. Even though this thesis concentrates 
on the behavior of metastable austenitic stainless steels, studies on other austenitic alloys 
have also been referred to when found applicable.  
 
2.2.1 Deformation microstructures in low SFE austenitic alloys 
Many of the microstructural features of austenitic alloys have their origin in the elementary 
reaction of dislocation dissociation. In this reaction the original glide dislocation in the FCC 
lattice is dissociated into two Shockley partials, i.e., 
 
      211611260112 aaa         (23) 
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In terms of the elastic strain energy of dislocations, the dissociation is favored since the total 
strain energy stored in the dislocations (~Gb2) is reduced by the dissociation. The two 
partials are of the mixed type, i.e., they have both screw and edge components even if the 
original dislocation was purely an edge or a screw. The two screw components have 
opposite signs and thus attract each other, while the edge components have equal signs and 
repel each other. A simple geometrical consideration shows that the area bounded by the 
two partials has a faulted stacking sequence, i.e., the original FCC stacking of {111}γ planes 
...ABCABCABC... is shifted to ...ABCACABCA... by the leading partial and back to 
normal stacking by the trailing partial. This stacking fault represents a distortion of the 
lattice and thus consumes energy, commonly referred to as the stacking fault energy or SFE.  
 
In the elementary theory the width of the stacking fault is determined by the balance of the 
net repulsive force between the partials and the energy stored in the fault (dependent on the 
SFE of the material). However, for example Byun [24] noted that the partial dislocations 
have different Burgers vectors and thus the resolved shear stress acting on the partials due 
to external loading can be different. Therefore the width of the stacking fault is not only 
dependent on the SFE but also on the acting stress. Furthermore, on a microscopical level 
the equilibrium width can vary considerably due to the presence of local stress 
concentrators. Based on his analysis Byun [24] predicted a critical stress level at which the 
stacking fault width diverges and approaches infinity, or in practice, the grain size. At this 
point large stacking fault based features would appear in the microstructure. This prediction 
was supported by the microstructural observations of Talonen et al. [25, 26].  
 
One of the main consequences of the dissociation of a perfect dislocation is the planarity of 
slip due to the inhibition of cross-slip. This is caused by the edge components of the 
partials, which effectively tie the partials to the original {111}γ slip plane. Another 
consequence is the creation of various microstructural features based on stacking faults. As 
noted for example by Lee et al. [27], a single stacking fault is surrounded by two one-layer 
thick nanotwins on adjacent slip planes (...ABCACABCA... and ...ABCACABCA...). A 
single stacking fault is called intrinsic, because one atomic layer (in this case “B”) is 
missing from the normal sequence. However, if another stacking fault is formed on the 
plane on top of the faulted plane, the sequence becomes ...ABCACBCAB.... This fault is 
called extrinsic, because it can be interpreted to contain one extra “C” –plane. As can be 
seen, an extrinsic stacking fault is surrounded by two two-layer thick nanotwins 
(...ABCACBCAB.... and ...ABCACBCAB....). Successive overlapping of stacking faults on 
every plane leads to thickness growth of the two nanotwins [27]. In addition to the two 
nanotwins, an intrinsic stacking fault contains a one layer thick nucleus of hexagonal ε-
martensite characterized by ...ACACAC... stacking [28]. If stacking faults continued to be 
overlapped on every second plane, the ε-martensite nucleus would grow in thickness [27, 
29, 30]. Since the above described microstructural features have a common origin and they 
are difficult to distinguish from each other, especially in imperfect cases, often a collective 
term “shear band” is used to describe dense bundles of overlapping stacking faults and more 
or less perfect ε-martensite and twins [e.g., 26, 31, 32]. The term “shear band” used here 
should not be confused with the macroscopic shear bands observed in certain materials 
especially during high rate loading (i.e., “adiabatic shear bands”). 
 
Several studies have shown that the nucleation of strain-induced α’-martensite is strongly 
related to the partial dislocation motion on {111}γ planes. The intersection volumes of two 
shear bands (consisting of ε’-martensite, twins, or more or less random arrays of stacking 
faults) on different slip planes [31, 33-42], single shear bands [38, 39, 41], shear band – 
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grain boundary / annealing twin boundary –intersections [34, 39, 40] as well as dislocation 
pile-ups [30, 43] and grain boundary triple points [39] have been identified as nucleation 
sites for strain-induced α’-martensite. The term “strain-induced” is used to distinguish the 
phenomenon from spontaneous martensitic nucleation during cooling, and from stress-
assisted nucleation occurring below the yield strength of austenite. This is illustrated in 
Figure 4, which reproduces the classical representation of the temperature and stress 
dependence of α’-martensite nucleation first published by Olson and Cohen [44]. As 
indicated in Figure 4, strain-induced α’-martensite transformation occurs at temperatures 
between Msσ and Md at stress levels exceeding the initial yield strength of the parent phase, 
while between Ms and Msσ applied stress below the yield strength of austenite assists the 
chemical driving force. Below Ms, spontaneous transformation occurs without the need for 
external loading. The main difference between spontaneous, stress-assisted, and strain-
induced α’-martensite formation is that in the latter case the nucleation sites are created 
during plastic deformation of the austenite phase. In addition, continued plastic deformation 
is required for the increase of the volume fraction of strain-induced α’. 
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Figure 4. Schematic representation of the temperature and stress dependence of α’-martensite 
nucleation. After [44]. 
 
Various mechanisms have been proposed for the nucleation of strain-induced α’-martensite. 
Mangonon and Thomas [34] considered a transformation from ε- to α’-martensite under 
biaxial compressive stress. Olson and Cohen [44] analyzed a case of intersecting slip bands, 
one of which contained an array of partial dislocations on every third plane while on the 
other band partial dislocations were stacked on every second plane (hexagonal ε-martensite 
stacking). Olson and Cohen [44] postulated  that in the slip band intersection the cores of 
the individual partial dislocations are spread on multiple planes so that correct BCC 
stacking is obtained according to the Bogers and Burgers model [45] for the FCC→BCC 
transformation. Furthermore, the formation of BCC α’-martensite in the intersection allows 
the partial dislocations to glide through the intersection. Allowing for the more or less 
random structure of real slip bands, Olson and Cohen [44] postulated that BCC nucleation 
will take place if the ideal arrangement can be obtained by atomic plane “shuffling” and 
dislocation core spreading during the process. Lagneborg [33] proposed that the core 
volumes of partial dislocations, in which the atomic stacking is close to BCC, would act as 
α’-martensite nucleation sites. Brooks et al. [28, 30] suggested in more general terms that 
α’-nucleation can take place in any dislocation configuration, such as a pile-up, where the 
atomic structure resembles the BCC structure. Lecroisey and Pineau [35] stated that α’-
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nucleation will take place whenever it locally provides an easier mode of deformation, and 
gave an example of a partial dislocation intersecting a twin boundary, which resulted in α’-
nucleation and propagation of slip on one of the twinned planes. The propagation of slip 
through an intersecting slip band via α’-martensite transformation was confirmed by the in 
situ transmission electron microscopy (TEM) experiments of Suzuki et al. [36]. In addition, 
Murr et al. [31, 37] observed that the shear band intersection volumes were not uniformly 
transformed to α’-martensite, which they related to the local deviations from the ideal 
transformation conditions.  
 
There does not seem to be a clear consensus in the literature whether ε-martensite is a 
necessary intermediate phase, which can be readily detected when γ transforms to α’ [34, 
41, 46, 47], or if ε and α’ can also form independently from γ [35 , 36, 39, 43, 48-52]. The 
analysis is complicated by the fact that various characterization techniques (ranging from 
TEM and EBSD to x-ray diffraction ) have been used and, as noted above, the structure of 
the shear bands is often a fine-scaled complex mixture of perfect and faulted elementary 
structures, which have the same basic constituent (single stacking fault). Indeed, in many 
studies [35, 36, 39, 49, 50], where the existence of ε-martensite has not been concluded as a 
prerequisite for α’-nucleation, shear bands (twins, bundles of stacking faults) have still been 
identified as nucleation points for α’. It appears that even though the actual structure of 
shear bands varies according to the stability of their constituent elements (e.g., ε-martensite 
versus mechanical twins), the nucleation of α’ remains closely connected to the formation 
of shear bands during plastic deformation.  
 
In general it is agreed that the strain-induced α’-embryos are close to the Kurdjumov-Sachs 
(K-S) orientation relationship [e.g. 33-35, 41, 53], i.e., that the following relationships hold 
within a couple of degrees for one pair of planes and directions: 
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Previous transmission electron microscopy studies [35, 36, 42] indicate that the plane 
satisfying the K-S relation is parallel to one of the shear band planes while the K-S direction 
is usually parallel to the intersection line of the shear bands and thus parallel to the long axis 
of the α’-embryo.  
 
Based on the in situ experiments by Suzuki et al. [36] and further observations, Murr et al. 
[31, 37] postulated that the growth of α’-martensite occurs by repeated nucleation and 
coalescence of individual embryos. They also noted that even though the early appearance 
of α’-martensite is lath-like, due to the nature of the growth mechanism the resulting α’-
particle may have an irregular polyhedral appearance especially when several different slip 
systems are activated. Hedström et al. [43] stated that at high α’-martensite volume fractions 
growth of the existing embryos becomes energetically more feasible than the nucleation of 
new embryos. They also proposed that the growth of α’ in one grain could also induce 
γ→α’ transformation in the surrounding grains. 
 
The models described above concentrate on the atomic motion needed for coherent 
α’-embryo nucleation without paying attention to the further accommodation of the 
α’-phase and possible relief of coherency strains. Experimental characterization of the 
internal structure of strain-induced α’-martensite is complicated by the small scale of the 
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nucleated embryos and by the fact that continued plastic deformation, which can affect the 
already existing α’-martensite, is needed for further growth of the phase. Nevertheless, 
experimental evidence indicates that the strain-induced α’-martensite is heavily faulted and 
contains a notably higher dislocation density than the parent γ-phase [25, 48, 54]. As a 
further evidence, using high resolution transmission electron microscopy, Inamura et al. 
[42] were able to detect interfacial dislocations inside a nanometer-sized α’-particle. 
Hedström et al. [43] proposed, based on γ-lattice strain measurements, that the initial 
coherency between austenite and martensite is gradually lost with increasing α’-particle 
size.  
 
Another aspect not yet discussed is the thermodynamic feasibility of the phenomena 
described above. As noted before, the elementary dislocation dissociation is controlled by 
the intrinsic SFE of the material, which has been found to decrease with decreasing 
temperature [11, 35, 55]. In addition, the chemical driving force for the γ→α’ phase 
transformation increases with decreasing temperature. However, the above discussed 
crystallographic strain-induced features (twins, ε- and α’-martensite) require additional 
considerations.  
 
The conditions for twin and ε-martensite formation were discussed by Lecroisey and Pineau 
[35]. They analyzed a case of active slip on a {111}γ plane inducing a stacking fault on an 
intersecting {111}γ plane, which already contained a stacking fault. Twin nucleus formation 
was taken to depend on the extrinsic stacking fault energy (energy required for the 
overlapping of two intrinsic stacking faults), while ε-martensite formation depended on the 
free energy difference between the γ- and ε-phases, which was also rationalized in terms of 
stacking fault energy. They also accounted for the strain energy related to the slight 
contraction normal to the basal plane during ε-phase nucleation and for the influence of 
local stress (either promoting or hindering the contraction). Based on their analysis, 
Lecroisey and Pineau [35] concluded that the deformation structures depend strongly on the 
stacking fault energy and that ε-martensite formation takes place at temperatures lower than 
twin formation, but an intermediate temperature range exists where the reaction depends on 
the local stress and hence both twins and ε-martensite are observed. These observations 
were later confirmed for a variety of alloys by Remy and Pineau [56, 57]. Another aspect of 
the nucleation phenomena was brought up by Fujita et al. [29], who observed during in situ 
TEM experiments that wide stacking faults induce the formation of other stacking faults on 
nearby slip planes. Furthermore, they observed that ε-phase was formed by a gradual 
change of irregular overlapping of stacking faults to a regular overlapping process on every 
second slip plane. This was related to the minimization of both the bulk free energy and the 
total energy stored in the stacking faults [29, 30]. 
 
Using the classical nucleation theory, Olson and Cohen [58, 59] formulated a simple 
approach to evaluate the stability of the above described microstructural features. The fault 
energy per unit area (γF) was formulated to consist of the molar chemical free energy 
difference between the parent and product phases (ΔGchem), molar strain energy (Estr), and 
surface energy per unit area (γs): 
 
 )(2)( nEGn s
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AF         (25) 
 
where ρA is the molar density of atoms in the {111}γ plane and n is the thickness of the 
embryo. As noted in Equation 25, the molar chemical free energy difference and molar 
strain energy are assumed to be thickness independent, but the surface energy is allowed to 
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depend on the thickness of the embryo. The total energy associated with a particular embryo 
(such as ε- or α’-martensite) can decrease with increasing thickness, if the volume energy 
contribution (the sum of chemical free energy change and strain energy) is negative. Then, 
when the total energy reaches zero, the embryo will form spontaneously [58, 59]. This 
condition can also be used to calculate the minimum thickness of a stable strain induced α’-
martensite embryo, if the other terms in Equation 25 are known. Using Equation 25, 
Staudhammer et al. [37] were able to calculate a critical thickness, which corresponded to 
their experimental findings (in the studied case 50-70 Å, or around 30 close-packed planes). 
In practice the thermodynamic data is limited, which hinders exact calculations. However, 
the main finding of the above presented treatment is that α’-martensite cannot nucleate on 
single stacking faults or thin shear bands, but a minimum shear band thickness is required 
before stable embryos form. Equation 25 also indicates a relationship between the stacking 
fault energy and the chemical driving force for ε-martensite nucleation, when a single 
stacking fault is considered as a one layer thick ε-martensite embryo [11, 58]. Another 
thermodynamic model for α’-martensite nucleation taking into account local stresses due to 
dislocation pile-ups was presented by Suzuki et al. [36]. They proposed that the nucleation 
is restrained by the coherent interfacial energy between the phases (which they neglected 
for small embryos) and by the elastic strain energy due to the misfit between the embryo 
and the parent lattice. The nucleation is promoted by the difference in Gibbs free energy 
between the phases and by the interaction energy between the nucleus and a dislocation 
pile-up in the austenite [36].  
 
2.2.2 Mechanical behavior of low SFE austenitic stainless steels 
As described in the previous Chapter, the dissociation of austenite glide dislocations can 
lead to various features in the deformation microstructures. A wide range of studies [35, 41, 
46-49, 53, 60-71] indicate that the introduction of these features affects the mechanical 
behavior of the material. In low SFE austenitic stainless steels the most pronounced change 
in the behavior is observed in conjunction with the strain-induced α’-martensite 
transformation. Even though alloys which transform easily at room temperature are usually 
designated “metastable”, also “stable” austenitic alloys can undergo strain-induced 
martensitic transformations when deformed at sufficiently low temperatures. On the other 
hand, metastable alloys appear stable when deformation temperature is high enough. 
Indeed, the most striking feature related to metastable austenitic stainless steels is the 
abnormally high sensitivity of strain hardening behavior on the deformation temperature 
[25, 35, 41, 61, 62, 65-68, 71]. At sufficiently high temperatures, the strain hardening rate 
decreases continuously with increasing strain, but as temperature is decreased, the stress-
strain curve becomes distinctly “s”-shaped. The strain hardening rate of the material then 
goes through a minimum, which can be lower than that measured at higher temperatures, 
then rises to a maximum, after which it decreases again with increasing strain. In many 
reported cases [35, 41, 65, 67, 68, 71], this distinct change in the behavior occurs in a 
temperature interval of only 50°C. Measurements on the evolution of α’-martensite volume 
fraction during deformation [46, 61, 62, 66, 68, 71] indicate that when the unusual strain 
hardening rate behavior takes place, the martensite volume fraction evolution also shows 
sigmoidal behavior, i.e., the rate of transformation is initially low, then goes through a 
maximum, and decreases again. With decreasing temperature the transformation starts to 
take place at lower strains and the maximum transformation rate increases [26, 61, 62, 68, 
71]. It is also notable that the α’-martensite volume fraction can reach very high values, 
from 0.8 to almost 1 [26, 46, 49, 61, 62, 64, 66-68, 71, 72].  
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Olson and Cohen [32] formulated a simple model to account for the experimentally 
observed sigmoidal α’-martensite volume fraction evolution. They postulated that the 
nucleation of α’-martensite occurs at shear band intersections and the growth occurs by 
repeated nucleation (as described in the previous Chapter). At constant temperature the rate 
of shear band formation was formulated to depend on the SFE of the material and on the 
fraction of shear band free volume in austenite. The number of shear band intersections was 
taken to depend on the number of shear bands by a simple geometrical relation. Finally, the 
probability that α’-martensite nucleates at a given shear band intersection was formulated to 
depend on the chemical free energy difference between the phases (in practice on the 
temperature). Even though being simple, the model could be fitted to cover a wide range of 
deformation temperatures, and it has found later use [52, 71, 73-76]. 
 
It is generally accepted that in steels the martensite phase is notably stronger than the parent 
austenite. Thus qualitatively it seems reasonable that the high strain hardening rate observed 
in metastable austenitic alloys is linked to the formation of strain-induced α’-martensite. 
Development of the theories of the hardening effect of α’-martensite is, however, 
challenging, since a successful model should be able to explain the low strain hardening rate 
at the initial stages of α’-nucleation followed by the rapid increase of strain hardening, as 
well as the ductile behavior of the material even at high α’-martensite volume fractions. In 
addition, early researchers [33, 77] and more recently Gey et al. [38] reported 
inhomogeneity in the transformation behavior between individual austenite grains 
depending on their orientation with respect to external loading. This is also apparent in 
many studies [25, 35, 52, 64, 78-80], which show the evolution of the microstructure 
viewed under optical microscope, i.e., for a given amount of plastic strain and average α’-
martensite volume fraction the microstructure consists of grains, which have transformed 
extensively, while some grains appear to be untransformed or the α’-phase is visible only 
under transmission electron microscope.  
 
The cause of the rapid reduction in the strain hardening rate during the early stages of α’-
nucleation is still under debate. Some researchers [81, 82] have proposed that the reduction 
is caused by ε-martensite nucleation, while others have questioned this view, since the 
softening has been observed also without the presence of the ε-phase [36] and since the ε-
particles work rather as obstacles to dislocation slip [25]. Interesting observations were 
brought up by the recent studies of Spencer et al. [40, 46], who predeformed a relatively 
stable alloy at room temperature and subsequently continued the deformation at a reduced 
temperature. The reduction of temperature led to a high density of Shockley partials and 
stacking faults due to the dissociation of unit dislocations in austenite. Plastic deformation 
was observed to concentrate to a Lüders band like transformation front, in which ε- and 
α’-martensite nucleated readily. Macroscopically this was seen as an extended period of low 
strain hardening rate in the tensile curve. Spencer et al. [40] explained the easy deformation 
in terms of transformation induced volume change, which was also suggested by Fang and 
Dahl [83]. Suzuki [36] suggested, based on in situ TEM studies, that easy deformation is 
caused by α’-martensite nucleation at the shear band intersections, which provides a 
mechanism for the shear bands to pass each other. Based on the experimental findings by 
Narutani [61], which indicate that the degree of softening is dependent on the α’-martensite 
transformation rate, Talonen [25] considered the chemical driving force for γ→α’-
transformation as a reduction of the required external work for continued deformation.  
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One aspect related to the stage of easy deformation, which has received relatively little 
attention, are the results of the strain rate sensitivity measurements carried out by Huang et 
al. [84]. The results indicate that instantaneous strain rate sensitivity starts to increase after 
yielding, reaches a maximum value around the stage of easy deformation, and decreases 
again when the strain hardening rate starts to increase rapidly. Huang et al. [84] proposed 
that the instantaneous strain rate sensitivity is proportional to the α’-martensite 
transformation rate and that a sudden strain rate increase would increase the α’-volume 
fraction. The strength increase was explained in terms of increasing dislocation density in 
austenite and load transfer from austenite to martensite [84]. However, they did not report 
whether the strain hardening rate was affected by the strain rate change. De et al. [82] 
proposed another explanation for the results of Huang et al. [84]. Based on texture and ε-
martensite volume fraction measurements on AISI 304 at similar deformation conditions, 
they argued that the increased strain rate sensitivity was related to the increased cross-slip 
tendency. Even though planar slip is favored by the low stacking fault energy, according to 
De et al. [82] after a certain amount of plastic deformation partial dislocations pile-up at 
obstacles and the cross-slip frequency increases leading to increased strain rate sensitivity. 
Based on texture analysis, De et al. [82] reported a maximum and then a decrease in the 
cross-slip frequency which, according to them, would explain the maximum point in the 
strain rate sensitivity. 
 
The later stages of plastic deformation have received more attention. At some point of 
deformation the softening effect prominent at the initial stages of α’-martensite nucleation is 
surpassed by strain hardening. The analysis and modeling of the strengthening mechanisms 
is complicated by the fact that the α’-martensite volume fraction is constantly increasing in 
the course of deformation. Experimental evidence indicates that the dislocation density in 
the austenite increases notably, while the dislocation density in the α’-martensite phase 
remains nearly constant on a higher level [25, 48, 54]. The high dislocation density of 
strain-induced α’-martensite explains also its high strength despite the low carbon content 
[46]. In situ diffraction measurements indicate that the α’-phase sustains higher stress than 
the parent γ-phase [25, 46, 62, 85, 86], which confirms that the martensite is acting as a 
reinforcing phase.  
 
The strengthening effect of α’-martensite has been explained in several ways in the 
literature. Mangonon and Thomas [87] compared dispersion and composite hardening 
models and decided on the latter, because the α’-particle spacing was high and the flow 
stress depended linearly on α’-volume fraction and was independent of α’-morphology [87]. 
Guimarães et al. [88, 89] modeled material behavior in terms of the plasticity of the 
austenite phase, in which hard α’-martensite dispersions decrease the effective grain size 
[88, 89] and enhance the dislocation generation in austenite [88]. The view that α’-
martensite dispersions increase the dislocation density of the deforming austenite phase was 
supported by Narutani [48] and later by Talonen [25]. Byun [65] regarded the generation of 
new obstacles due to strain-induced nucleation of α’ (and other low SFE-dependent 
features, such as twins) as a less exhaustible strengthening mechanism than the ordinary 
dislocation network generation. Talonen [25] pointed out that the strengthening mechanism 
varies according to α’-fraction. At low α’-fractions the material behavior depends on the γ-
deformation, but when the α’-martensite volume fraction exceeds the percolation threshold 
(~30 %), the plasticity of the material cannot anymore be accommodated by austenite 
deformation only and the deformation behavior of the α’-phase influences the macroscopic 
behavior.  
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In terms of numerical modeling of the material behavior and phase fraction evolution during 
strain-induced α’-transformation, there seems to be discrepancy between material modelers 
on how the macroscopic strain is divided between the phases. For example, Garion and 
Skoczen [90] based their model on the elastic behavior of the α’-phase but added a 
correction factor to the strengthening contribution of α’ in order to take into account its 
plasticity at higher strains. In contrast, some researchers [61, 91, 92] have assumed equal 
effective strain in both phases. Others [74, 75, 85, 93] have pointed out that the deformation 
between the phases is not equal due to the difference in their strength and used different 
methods to maintain internal consistency in their calculations. For example, Stringfellow et 
al.  [74] as well as Tomita and Iwamoto [75] used a procedure, which divided the stress and 
strain between the phases based on their strength relative to the overall material strength. 
Instead of formulating the deformation distribution directly using strain, Hedström et al. 
[85] used a model, which equalizes the mechanical work imparted to the phases. 
Furthermore, in many studies [61, 74, 75, 90-92,] the transformation strain accompanying 
the phase transformation has been considered as another source of plastic deformation. 
 
Another topic which has received attention is that ductility seems to reach a maximum at 
temperatures slightly above the temperature range where the enhanced strain hardening 
behavior is observed [25, 36, 65, 67, 68, 73, 84, 94]. A general view [25, 52, 65, 68, 73, 76, 
84, 85, 94] seems to be that the ductility enhancement is due to the prevention of 
localization of plastic deformation by α’-martensite nucleation at the incipient necks and 
stabilization of plastic deformation within the final neck. For this reaction to happen, the 
phase transformation needs to be slow enough at low strains, i.e., the deformation 
temperature needs to be higher to postpone the reaction. This view complies also with the 
fact that the overall level of strain-induced martensite is low but increases notably near the 
final fracture, when the ductility of the material is high [76, 84]. Furthermore, a simple 
geometrical study by Bhadeshia [95] shows that even in the best circumstances the 
transformation strain accompanying 100% phase transformation from austenite to α’-
martensite is only around 0.15. Therefore, it appears that the ductility enhancement by α’-
martensite transformation can be explained in terms of enhanced strain hardening discussed 
above. It should, however, be remembered that additional mechanisms may contribute to 
the behavior. For example, Tsakiris and Edmonds [70] related the ductility enhancement in 
a high-Ni alloy at 100 °C to deformation twinning. 
 
Several studies [52, 71, 76, 96-98] based on constant strain rate tests indicate that the strain 
hardening capability and total amount of transformed α’-martensite decrease with 
increasing strain rate. A general conclusion [52, 71, 73, 76, 96-98] seems to be that this is 
caused by deformation-induced heating, which suppresses the phase transformation. As 
described in Chapter 2.1.2, when strain rate is increased the time available for heat transfer 
to the surroundings becomes inadequate to maintain constant material temperature. In the 
case of metastable austenitic steels, the exothermic γ→α’ phase transformation itself works 
as an additional source of heating. Several studies [48, 80, 86, 97-99] indicate that notable 
deformation-induced heating starts to take place in austenitic stainless steels already around 
strain rate 10-2 s-1. In terms of dynamic material behavior, this strain rate is relatively low 
but, as discussed before, the heat conductivity of heavily alloyed austenitic stainless steels is 
low compared to other structural materials, which explains the observed heating already at 
low strain rates.   
 
In addition to deformation-induced heating, which can be considered a strain rate-history 
dependent phenomenon, also direct effects of strain rate have been reported, but to a lesser 
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extent. Murr et al. [31] observed higher amounts of shear bands and strain-induced 
α’-martensite at low strains at high strain rates (~103 s-1) for AISI 304 stainless steel, which 
was later verified by Talonen [25]. Similar results of positive strain rate dependency of 
α’-martensite formation at low strains were also reported by Raman and Padmanabhan 
[100] for AISI 304 LN at strain rates 10-4 ... 10-2 s-1. Huang et al. [84] reported positive 
strain rate dependency of α’-martensite formation in AISI 304 even at high strains in low 
rate tests (10-5 ... 10-3 s-1) carried out in a liquid bath (kerosene at 25 °C). In addition, 
Sachdev and Hunter [101] observed a positive strain rate effect on the α’-martensite volume 
fraction in a Fe-Ni austenitic steel deformed until fracture at strain rates 10-4 s-1 and 10-1 s-1. 
Published yield strength data [52, 76, 96] indicates positive strain sensitivity throughout the 
typical strain rate range covered in plasticity studies (10-4 ... 103 s-1), but to the author’s 
knowledge, only a few reports [84, 97, 102] have been published on the instantaneous strain 
rate sensitivity of austenitic stainless steels undergoing strain-induced γ→α’ phase 
transformation. This experimental evidence [84, 97, 102] suggests that the instantaneous 
strain rate sensitivity remains positive despite the large negative strain rate sensitivity of 
strain hardening rate. Furthermore, as noted above, the study by Huang et al. [84] indicates 
a relation between instantaneous strain rate sensitivity and the γ→α’-transformation.  
 
Even though the studies related to the strain rate sensitivity of metastable austenitic stainless 
steels have mainly concentrated on constant strain rate effects, examples showing the 
effects of varying temperature history exist [46, 61, 87]. As noted above, Spencer et al. [40, 
46, 62] recently conducted experiments where the material was first deformed at room 
temperature and then at a reduced temperature, which resulted in rapid α’-nucleation at the 
shear bands generated by the combination of room temperature deformation and 
temperature reduction. An opposite temperature cycling was used to assess the 
strengthening effect of α’-martensite with little further nucleation [40, 46, 62]. A similar 
approach has been used also by other authors [61, 87]. In an earlier study, Nohara et al. [60] 
showed that the ductility of the material can be increased by deforming it in multiple stages 
so that reduced temperature is used in the final step to induce martensite nucleation at the 
incipient necks.   
 
A general conclusion, which can be made based on the above discussed literature is that 
metastable austenitic stainless steels are susceptible to deformation history effects because 
their microstructure evolves strongly during plastic deformation, but the evolution itself is a 
strong function of temperature and strain rate (at least through deformation-induced 
heating). 
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3 METHODS FOR STRAIN RATE SENSITIVITY 
MEASUREMENTS 
Characterization of the plastic deformation behavior of materials comprises various 
different techniques ranging from quasi-static uniaxial loading to dynamic testing of 
complex specimen geometries. A common feature of all these tests is that the material 
response is characterized in terms of stress versus strain or stress versus strain rate. 
However, the test methods and setups vary according to the strain rate range. In general, the 
higher the strain rate, the more complex are the test methods and interpretation of the 
results. 
 
3.1 Testing methods for different strain rate regions 
In standardized uniaxial testing at a strain rate around 10-3 s-1, the test piece is subjected to a 
constant rate of deformation and its load versus elongation response is measured and 
numerically converted to the stress versus strain curve of the test material. In principle, the 
effects of strain rate can be studied by simply repeating the entire test or parts of it with a 
changed rate of deformation. However, in practice the upper strain rate limit of the test 
setup is relatively quickly reached (often strain rate 100 s-1 is considered a limiting value) 
due to two major reasons: 1) the inertia of the moving parts of the testing machine limits the 
maximum constant deformation rate that can be reached during the short time interval of the 
test and 2) stress wave propagation both in the specimen and in the testing machine starts to 
affect the measurement. While the former challenge can be somewhat addressed with a 
redesign of the actuator mechanism, the latter is essentially physical in nature and cannot be 
overcome. Stress wave propagation effects arise from the fact that when a solid material is 
loaded very quickly on its surface, it does not immediately reach a state of uniform load. 
Instead, the load is transferred in the material by means of stress waves, which can be 
studied using Newtonian physics. In a low strain rate test the stress wave propagation 
velocity is several orders of magnitudes higher than the loading rate of the specimen, and 
thus the wave effects can be ignored. However, as the strain rate is increased, test duration 
decreases towards the travel time of the stress waves in the setup. This means that the whole 
setup is no longer under force equilibrium, which complicates the measurement of the 
specimen stress. At even higher strain rates the stress wave propagation in the specimen 
itself becomes important in the test analysis. 
 
Due to the above presented reasons, a single test equipment cannot usually be used to cover 
a wide range of strain rates. With proper specimen geometry selection, modern 
servohydraulic materials testing machines can cover the low strain rate range of 
10-4 ... 100 s-1. At high strain rates around 103 s-1 the Hopkinson Split Bar (HSB) technique 
is commonly used, since stress wave propagation in the setup is relatively simple and the 
technique provides a complete load versus elongation history of the specimen. At 
intermediate strain rates between 100 s-1 and 102 s-1 the situation is more complicated, since 
conventional testing techniques are hindered by the wave propagation effects but purely 
dynamical methods, such as the HSB method, cannot provide long enough test durations for 
large strain characterization. Various test setups have been used in the intermediate range, 
including high speed servohydraulic machines, drop towers, cam plastometers [16, 22], and 
servohydraulic setups equipped with a long HSB transmitted bar for load measurement 
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[103]. Tests at very high strain rates (above 104 s-1) usually involve the use of explosives or 
high velocity flying projectiles.  
 
Modern servohydraulic materials testing machines operate under closed-loop control, which 
allows rapid strain rate changes to be carried out easily during the tests. However, 
techniques used at higher strain rates are in general open-loop by nature, and therefore tests 
with strain rate jumps are more difficult to carry out. In addition, instrumentation in high 
strain rate tests is more challenging requiring the use of high frequency data collection 
equipment. In addition, certain measurement devices, which are readily available at low 
strain rates, such as mechanical extensometers, cannot be used at high strain rates. There is 
also a fundamental difference between low and high strain rates in terms of temperature 
control. At low strain rates the tests can be kept isothermal with the use of various heating 
or cooling methods, but in high strain rate testing only the initial material temperature can 
be controlled. As discussed in Chapter 2.1.2, deformation-induced heating increases 
material temperature with increasing plastic strain at high strain rates. Furthermore, between 
low and high strain rates there is a transition zone, where some heat flow takes place and the 
conditions are not purely isothermal nor adiabatic. 
 
3.2 Load relaxation tests 
In a load relaxation test the dependence of the material strength on strain rate is measured 
while the increase of plastic strain in the material is kept minimal. In this sense the load 
relaxation test is similar to the strain rate jump test, i.e., in both types of tests the aim is to 
measure the instantaneous strain rate sensitivity of the material while trying to minimize the 
effect of the strain rate sensitivity of strain hardening rate on the measured flow stress. In 
contrast to the strain rate jump test, where the measurement is essentially based on 
observations at two discrete strain rates (pre- and post-jump strain rates), in the load 
relaxation test the material is subjected to a continuously decreasing strain rate and the 
resulting change in flow stress is measured. Due to the nature of the test method, which is 
discussed in detail below, the strain rate decreases relatively quickly and wide ranges of 
strain rates can be covered in reasonable time spans. This fact is very useful in the 
traditional use of the method, i.e., in the characterization of material behavior at very low 
strain rates (near and below 10-3 s-1) [104-106]. However, Henderson et al. [107] showed 
that the method can be applied also at higher strain rates (up to 5 s-1).  
 
Similarly to the strain rate jump test, in the load relaxation test the main assumption is that 
the microstructure is practically unaltered during the strain rate change experiment, i.e., the 
densities of both athermal and thermal slip obstacles as well as mobile dislocations remain 
constant. In the context of thermally activated dislocation motion (Equation 1), the results 
of these tests are interpreted so that the change in the thermal component of flow stress (σ*) 
is assumed to dominate over the change in the athermal component (σa). For these two 
assumptions to be valid, the increase in plastic deformation during the measurement should 
be as small as possible. In practice the lower limit is set by the fact that some additional 
plastic deformation is always needed so that the relationship between strain rate and stress 
can be measured. A third assumption is that during the measurement the temperature is 
constant, i.e., the change in the thermal component of flow stress is caused only by the 
change in the strain rate. Equation 26 states the above mentioned treatment in a 
mathematical form: 
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As presented in Equation 26, the increase in plastic strain is assumed to be so small that its 
effect on flow stress can either be neglected or described through the change in the athermal 
component of flow stress Δσa using the strain hardening rate θ0 measured immediately 
before the start of the strain rate sensitivity measurement. Another assumption in load 
relaxation tests started at strain rates near 1 s-1 is that even though deformation-induced 
heating occurs during the prestraining, the actual relaxation run is isothermal due to the 
negligible additional plastic work and rapidity of the test [107].  
 
The load relaxation technique [104] is based on the fact that in any mechanical test setup the 
specimen and the load frame deform elastically under the applied load, thus acting as a 
spring-like storage of mechanical work. This is illustrated in Figure 5, which shows the 
components of the load train in a load relaxation test. Equation 27 describes the total load 
train length Ltr, which contains the original (zero load) length of the load train without the 
specimen (L0tr), the elastic deformations of the specimen-load frame combination 
(represented by stiffness constants K1 and K2), and the instantaneous lengths (without elastic 
deformation) of the specimen gauge section (L) and the grip sections (Lg). The load train is 
loaded with axial force F. 
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Specimen grip section length Lg is included in the equation, since depending on the 
specimen geometry, additional deformation may take place outside the specimen gauge 
section. By differentiating Equation 27 with respect to time (indicated by dots over the 
variables), one obtains a relation between the rate of plastic deformation of the specimen 
and the rate of load change (Equation 28): 
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Figure 5. Schematic illustration of the sources of deformation in a uniaxial tensile test. 
 
In a conventional load relaxation test the actuator of the machine is stopped (Ltr is kept 
constant) after a certain initial straining period. Inspection of Equations 27 and 28 and 
Figure 5 shows that at this point the axial force F acting on the load train depends on the 
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elastic deformation of the whole setup, which in turn depends on the specimen length, since 
the total length of the load train is now fixed. The same axial load is carried by the 
specimen. Therefore the axial force is determined also by the product of the cross-sectional 
area of the specimen and the strain rate dependent material strength of the specimen. When 
the actuator is stopped, there is a natural tendency for the specimen strain rate to decrease. 
This decrease leads to a decrease in the material strength and hence in the axial load due to 
the positive instantaneous strain rate sensitivity. Simultaneously, the reduction of load 
causes a decrease in the elastic deformation of the load train, which promotes plastic 
deformation of the specimen. The result of this equilibrium between decreasing elastic 
deformation of the load train and increasing plastic deformation of the specimen is that the 
specimen is swept through a range of strain rates before finally coming to a rest. If the 
stiffness of the setup is high, only a small amount of additional specimen elongation is 
needed to cause a rapid reduction in the load, which effectively limits the amount of plastic 
strain accumulated in the specimen during the relaxation experiment. Henderson et al. [107] 
noted the difficulties related to accurate actuator control during experiments near 1 s-1 and 
proposed that one could ignore the requirement that actuator motion is exactly zero during 
the relaxation run as long as the increase in specimen deformation is still acceptable. They 
simplified the experimental and numerical treatment of the experiment by using an 
extensometer to directly measure the specimen gauge section elongation during the test. 
 
When an extensometer is used, machine rigidity and deformation outside the specimen 
gauge section can be neglected in the calculations and Equation 28 simplifies to 
Equation 29:  
 
 LLE
L
K
FL p
s
  
1
1        (29) 
 
As shown in Equation 29, the rate of specimen gauge section elongation is divided into a 
linear elastic part (determined by the elastic modulus Es of the test material) and a plastic 
part. Any anelastic or time-dependent plasticity (creep) effects are neglected in Equation 29. 
Specimen stress and plastic strain are related to the measured load and elongation using the 
instantaneous values of specimen cross-sectional area A and length L (under zero load). 
Finally, the instantaneous strain rate sensitivity is evaluated by plotting the stress, from 
which the strain hardening is extracted according to Equation 26, versus plastic strain rate, 
which can be calculated according to Equation 29 (in practice numerical calculations are 
simplified if elastic portion is subtracted from the measured total strain before the 
differentiation). 
 
Even though neglected in Equation 29, the total strain measured during the relaxation run 
may consist of anelastic strain in addition to linear elastic strain and plastic strain. Anelastic 
strain is time-dependent recoverable strain caused for example by the bowing/unbowing of 
immobile dislocations under the acting stress [108]. Neglecting the relaxation of anelastic 
strain during the load relaxation run may lead to an underestimation of the value of plastic 
strain and thus affect the stress versus plastic strain rate data. Another factor which may 
affect the results is the dynamic strain aging occurring during the relaxation run [106]. 
Dynamic strain aging locks the dislocations in place and thus hinders the measurement of 
strain rate sensitivity. The occurrence of dynamic strain aging can be studied by 
immediately reloading the specimen after the relaxation run and observing the appearance 
of a sharp yield point. 
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3.3 High strain rate tests with the Hopkinson Split Bar technique 
The Hopkinson Split Bar (HSB) technique (also known as the Kolsky bar technique) [9] is a 
commonly used means for high strain rate testing around the strain rate of 103 s-1. In the 
HSB method a small specimen is attached between two long slender bars, called the 
incident bar and the transmitted bar. Elastic wave propagation in the bars is used for both 
specimen loading and stress-strain measurements. Tests can be done under various loading 
modes, such as compression, tension, and torsion. The details of the test setups vary but in 
general a HSB test is characterized by three distinct stress waves propagating in the bars; 
the incident, the reflected, and the transmitted wave. Figure 6 illustrates the basic principles 
of a tensile HSB test. The incident or the loading wave is created by either a projectile 
impact on the free end of the incident bar or by a rapid release of a preload in the incident 
bar. This elastic wave then propagates in the incident bar until it reaches the incident bar / 
specimen boundary. Typically the length of the wave notably exceeds the specimen length 
and the wave occupies a considerable part of the incident bar. As the incident wavefront 
reaches the specimen, a reflected wavefront with opposite sign moving in the incident bar in 
the opposite direction emerges. At the same time a transmitted wavefront with same sign 
and direction as the incident wave appears in the transmitted bar. The amplitudes of the 
emitted waves depend on the forces and velocities of the bar ends and they can thus be used 
to calculate the force versus elongation behavior of the specimen.  Reflected and transmitted 
waves are being emitted for the duration of the incident wave or until the specimen fractures 
(in tensile or torsion loading). If the specimen fractures, the remaining incident wave is 
completely reflected back and the transmitted wave amplitude drops to zero. The reflected 
wave is caused by the deliberate impedance mismatch between the bars and the specimen. 
Impedance mismatch is created by a change in the cross-sectional area, density, or elastic 
modulus. In HSB testing the specimen cross-sectional area is usually made notably smaller 
than that of the bars. This means that the incident wave, which is elastic in the bar, is 
capable of causing plastic deformation in the specimen. 
 
striker incident bar
incident wave
reflected wave
transmitted wave
strain gauges
specimen transmitted bar
I)
II)
III)
 
Figure 6. Schematic illustration of a tensile HSB test: I) main components of the setup, II) and III) 
wave motion in the bars. 
 
The fact that the waves in the bars remain elastic in all conditions, while the specimen is 
undergoing dynamic plastic deformation, is the primary reason for the simplicity and 
robustness of the HSB technique. As will be shown later, relatively simple relations for 
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specimen stress, strain rate, and strain can be formulated based on the measured waves in 
the bars. This simplicity, however, can lead to several sources of error in the measurements. 
The classical HSB analysis considers only the motion of the bar ends and the forces acting 
on them while paying no attention to the actual specimen behavior. Actually, stress wave 
propagation and reflection take place also in the specimen during the test. In the classical 
analysis it is assumed that due to the short length of the specimen compared to the loading 
duration, this wave motion takes place so quickly that the specimen can be considered to be 
deforming under force equilibrium. There seems to be general agreement in the literature 
[109-112] that during the loading of an elastic-plastic specimen in HSB, several elastic 
wavefront transits within the specimen are needed before force equilibrium is attained and 
the reflected and transmitted waves can be considered to represent the whole specimen 
volume. For metallic specimens the elastic wave speed is high enough so that force 
equilibrium is achieved already at low plastic strains. The rapid attainment of the 
equilibrium is further promoted by the finite rise time of the incident wave [109-111]. In 
addition to the above discussed longitudinal force non-equilibrium, also lateral inertia 
effects may affect the results especially at the very high strain rates [9, 113-116].  
 
Since the HSB analysis does not directly measure the specimen gauge section behavior, 
possible boundary effects cannot be distinguished from the actual material behavior. In 
compression testing the main boundary effect is the friction between the specimen and the 
bar ends, which may lead to nonuniform stress and deformation in the specimen. In tensile 
testing the major boundary effect arises from the additional deformation occurring outside 
the gauge section, i.e., in the filleted transition zones and even in the grip sections of the 
dog-bone specimen. Since this additional deformation cannot be explicitly extracted from 
the measured relative bar end motion without additional measurement techniques, specimen 
strain is easily overestimated in the classical tensile HSB analysis. Previous investigations 
[117-120] have shown that the amount of additional deformation is strongly dependent on 
the specimen geometry and the strain hardening properties of the test material. As a rule of 
thumb, the higher the overall strain hardening rate of the material, the larger is the amount 
of additional deformation. The relative contribution of this deformation can be decreased by 
increasing the gauge length of the specimen. However, previous studies [119, 121, 122] 
indicate that maintaining stress and strain uniformity becomes more difficult with 
increasing gauge length due to the wave propagation effects. Thus the choice of proper 
tensile geometry is a compromise between conflicting demands (long gauge length suffers 
less from end-effects but is ill-suited for dynamic loading, reducing cross-sectional area 
increases the slenderness of the specimen but decreases the amplitude of the transmitted 
signal, etc.) Additional sources of uncertainty in tensile HSB testing arise from the need to 
rigidly attach the specimen to the bars. Different techniques ranging from purely 
mechanical [117, 122] to gluing [118, 119] have been reported in the literature. In all 
attachment methods the main goal is to minimize the distortion of the stress waves. 
 
As noted before, the three elastic stress waves in the bars are used as a basis of the analysis. 
Nowadays the most common method is the use of strain gauges attached to the bar surfaces. 
Since the incident and reflected waves overlap near the specimen end of the incident bar, 
the strain gauges cannot be attached in the immediate vicinity of the specimen. This means 
that the waves travel in the bars between the specimen and the strain gauges and may be 
subjected to distortion, which arises from the fact that the wave motion in real Hopkinson 
bars is not ideally uniaxial but includes additional effects, such as lateral inertia [123]. 
Wave dispersion occurs because each frequency component of the wave propagates in a 
characteristic velocity, the velocity being lower the higher the frequency. In practice wave 
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dispersion causes the waves measured by the strain gauges to be slightly different from 
those at the bar end / specimen boundaries. Wave dispersion can be accounted for for 
example by using numerical corrections based on mathematical models of the wave 
propagation [124]. 
 
When the measured waves are time-shifted and dispersion corrected to represent the waves 
at the specimen / bar boundaries, the uniaxial elastic stress wave theory is used as the basis 
for the classical HSB equations. The fundamental equations can be derived by considering a 
differential element of a uniform bar shown in Figure 7.  
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Figure 7. Differential element of a long slender bar. 
 
Momentum balance in the longitudinal direction yields: 
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where σ and u are the stress and particle displacements in the bar, and A and ρ are the cross-
sectional area and density of the bar, respectively. 
 
Since the waves are linear elastic, Hooke’s law between stress and bar strain ε applies: 
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By substitution of Equation 32 into Equation 31, the governing equation for the elastic wave 
propagation is obtained: 
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In Equation 33 c0 represents the propagation velocity of the wave, which is dependent on 
the elastic modulus E and density of the bar material. It should be noted that in the 
derivation of Equation 33 the material was assumed to be in a uniaxial state of stress and the 
lateral expansion or contraction due to Poisson’s effect was not taken into account. 
 
Equation (33) is satisfied for example by the classical D’Alembert solution [123]: 
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Equation 34 describes two stress pulses moving in opposite directions and represented by 
arbitrary functions f and g. These waves travel without dispersion at velocity c0. Particle 
velocity caused by the waves can be described by considering the first function f with 
connection to Hooke’s law: 
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As can be seen in Equation 37, particle velocity in the wave is dependent on the elastic 
strain caused by the wave, and in the tension wave (positive strain) the particle motion 
occurs in the direction opposite to the wave propagation direction.  
 
In the above treatment it was assumed that wave motion occurs without interference in a 
homogenous medium. However, if the wavefront encounters a boundary, where for example 
the cross-sectional area changes, wave reflection from and wave transmission through the 
boundary occurs [123]. In this case the amplitudes of the reflected and transmitted waves 
can be solved by considering force balance (Equation 38) and velocity continuity 
(Equation 39) across the boundary, when indices “a” and “b” are used to denote the 
different sides of the boundary: 
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Equation 39 also includes rigid body motion denoted by v0i, which allows the equation to be 
used also in the cases where sections of the bar are initially moving, such as in the impact of 
a striker against the free end of the incident bar. 
 
The above presented properties of the elastic waves can be used to calculate the force versus 
elongation behavior of the specimen in a HSB test. The average force in the specimen is 
given by the forces acting on the bar ends: 
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where indices “1” and “2” refer to the incident and transmitted bars, respectively. When the 
specimen is deforming under force equilibrium, F1 and F2 are equal and either one can be 
used in the data analysis. However, in practice the signal quality of F1 is considerably 
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worse, since its calculation involves the numerical summation of two large numbers, which 
have values close to each other but opposite signs. 
 
The rate of elongation of the specimen can be calculated based on the velocities of the bar 
ends: 
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Specimen elongation is obtained from Equation 41 by integrating with respect to time.  
 
As can be seen in Equation 41, during a HSB test the specimen elongation rate and hence 
the specimen strain rate are not externally fixed by the incident wave amplitude alone, but 
depend also on the reflected and transmitted wave amplitudes and thus on the properties of 
the specimen. However, in general the specimen strain rate is dependent on the loading 
wave amplitude. This has been utilized by several authors [6, 125-135] to achieve rapid 
changes in the strain rate within the high strain rate region. The details of the setups vary 
depending whether the loading wave creation is based on a rapid release of the preload in 
the incident bar or on an impact of a striker against the free end of the incident bar. Lipkin 
et al. [6] modified a preload-based torsional HSB apparatus by clamping a steel tube around 
a titanium incident bar thus creating an abrupt change in the bar impedance. The result was 
that during the release of the pretorque in the incident bar the wave motion was disrupted so 
that the specimen was loaded with a variable amplitude wave. Gilat and Pao [125] used a 
similar method, where the incident bar consisted of a small tube and a large bar joined 
together in series. Nemat-Nasser et al. [126, 127] and Kapoor et al. [128] used momentum 
traps in striker based HSB systems to extract a part of the loading wave amplitude at a 
predetermined moment during the test. Other investigators modified the loading wave 
amplitude by using special strikers with an abrupt change in the impedance along the 
longitudinal axis together with conventional incident and transmitted bars. This was 
achieved by means of an abrupt cross-sectional area change [129-132] or the use of two 
different materials in series [133, 134]. Kobayashi et al. [135] used a tapered striker to 
create a continuous change in strain rate during the test. 
 
The above mentioned strain rate jump setups are limited to the high strain rate region. 
Several researchers [4, 5, 7, 23] have combined a quasi-static materials testing setup with a 
HSB system. In this way the strain rate can be instantaneously increased by several orders 
of magnitude without introducing any secondary effects, such as unloading or static strain 
aging of the material. In the setups described in references [4, 5, 7, 23] a torsional HSB 
apparatus was fitted with a low rate loading device and appropriate instrumentation for 
measuring the material behavior at quasi-static strain rates. 
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4 EXPERIMENTAL METHODS 
The experimental part of this study is based on the characterization of one batch of 
austenitic stainless steel EN 1.4318. The test material was mechanically tested at various 
strain rates and temperatures paying particular attention to the strain rate history effects. 
Therefore tests with strain rate changes were done at low and high strain rates as well as 
between the low and high strain rate regions (both immediate and discontinuous strain rate 
changes). The effect of specimen geometry on deformation-induced heating was studied by 
in-situ temperature measurements during tensile tests of two different specimen geometries. 
The analysis was continued with thermomechanical finite element simulations. In addition 
to mechanical testing, the microstructure of selected specimens after deformation was 
characterized with magnetic permeability and Electron Backscatter Diffraction based 
measurements. 
 
4.1 Test material and general test methods 
The test material used in this study was austenitic stainless steel EN 1.4318 (AISI 301LN) 
produced by Outokumpu Stainless and supplied as a 2 mm thick sheet in the 2B-delivery 
condition (cold rolled, solution annealed, pickled and skin passed). Table 1 presents the 
chemical composition of the test material provided by the steel producer as well as the grain 
size determined using optical microscopy. Figure 8 shows an optical micrograph of the as-
received test material. The cross-sectional sample was prepared by grinding down to P1200 
silicon carbide paper and subsequently electrolytically polishing and etching in 39 % HNO3 
+ 61 % water solution.  
 
Table 1. Composition in weight percent and grain size of the test material. 
C Si Mn Cr Ni Mo Cu N Fe Mean intercept length (μm) ASTM GS
0.023 0.48 1.19 17.4 6.5 0.1 0.22 0.138 bal. 14 9  
 
 
Figure 8. Optical micrograph of the as-received test material after electrolytic polishing and etching. 
 
 32 
Figure 9 presents the specimen geometries used in this study. All tests were carried out 
using the L8R2 geometry, which was originally chosen for THSB testing based on the study 
of Curtze et al. [119]. The grip sections of the specimen varied according to the 
requirements of the test setup, i.e., in THSB testing short grip sections were used while the 
long grip sections with bolt holes were used in the low strain rate and low-to-high strain rate 
jump tests. Some low strain rate tests were repeated using the so-called “standard” 
geometry, which is similar to the geometry presented in the EN 10002-1 standard [136]. 
L8R2 specimens were prepared by cutting with CO2 laser, and standard specimens by 
conventional milling from the sheet so that the specimen loading axis was aligned parallel 
to the transverse direction of the rolled sheet. 
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Figure 9. Specimen geometries used in the study. Sheet thickness is 2 mm.  
 
The tensile test results were interpreted using the definitions and formulas presented below. 
The so-called engineering values for stress, strain, and strain rate were obtained using 
Equations 42, 43, and 44, respectively. Symbols A0 and L0 refer to the initial cross-sectional 
area and length of the gauge section between the extensometer knives. In low rate testing, 
force F was measured by a load cell and increase in gauge length ΔL by an extensometer 
with an original gauge length (L0) of 6 mm (50 mm for the standard specimen). In THSB 
testing the respective quantities were calculated based on the analysis of the measured 
waves using a nominal gauge length of 8 mm and transmitted bar signal for force F. 
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In order to take into account the decrease of the cross-sectional area and the increase of the 
gauge length during a tensile test, the so-called true values of stress and strain, Equations 45 
and 46, were calculated assuming constancy of volume during plastic deformation. In the 
case of metastable austenitic steels this is slightly inaccurate, since the phase transformation 
from austenite to martensite involves a volume change in the order of a few percent. In the 
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present study, however, this effect was neglected for simplicity. Equations 45 and 46 are 
valid only during uniform deformation, i.e., until the onset of necking, which was in this 
study assumed to take place when the measured force F reached its maximum during the 
test. True strain rate and true strain hardening rate were obtained using Equations 47 and 48. 
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The mechanical test program consisted of both constant strain rate tests and tests with rapid 
changes in the strain rate. The former tests where aimed to provide information about the 
general plastic deformation behavior of the test material while the latter tests were used in 
the strain rate sensitivity measurements and studies of the strain rate history dependence of 
the test material. In addition to room temperature, some of the tests were repeated at 
temperatures -40 °C and +80 °C. Table 2 summarizes the mechanical tests carried out in 
this study. 
 
Table 2. Summary of the mechanical tests. 
Test type Test temperatures (°C)* Strain rate regions (s-1)
Constant strain rate tests -40, +24, +80 2·10-4 … 100, 103
Strain rate change tests (limited to 
the same strain rate region) -40, +24, +80 2·10
-4, 10-1, 103
Strain rate change test (from low 
to high strain rates) +24 2·10
-4 →103
Load relaxation tests +24 10-1 → 2·10-4
High strain rate tests on tensile 
prestrained specimens +24 10
3
*) indicated temperatures refer to the beginning of the test  
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4.2 Test setup for low strain rates 
Low rate tensile testing was done with a servohydraulic materials testing machine, which 
facilitated flexible control of strain rate within the low strain rate region. The test 
temperature was controlled with in-house built equipment. 
 
4.2.1 Constant strain rate and strain rate jump tests 
Low rate tensile testing at and below the strain rate of 100 s-1 was carried out using an 
Instron 8800 servohydraulic materials testing machine. Load was measured using a 100 kN 
Instron load cell and specimen strain either with a 6 mm gauge length extensometer (L8R2 
specimens) or 50 mm gauge length extensometer (standard specimens). Specimens were 
fixed to the machine using either hydraulic wedge grips or bolts inserted through the holes 
in the specimen grip sections. Data acquisition frequency was set so that approximately 
3000 data points were collected during each test. For the safety of the personnel and test 
equipment, all tests were carried out in actuator displacement control using constant 
displacement rate. 
 
For reduced and elevated temperature testing, a cooling/heating chamber, which housed the 
specimen and the small 6 mm gauge length extensometer, was built. Resistive heaters were 
used in elevated temperature testing and the nitrogen gas based cooling method described in 
[137] at low temperatures. In this method pressurized N2 gas is first cooled in a heat 
exchanger filled with liquid nitrogen and then released to the cooling chamber. Specimen 
temperature is controlled by adjusting the flow rate of the gas. In the present study the 
specimen temperature was measured using K-type thermocouples spot welded on the 
specimen gauge section and grip sections. The spot welding was not found to affect the 
mechanical properties of the test material.  
 
Specimen temperature measurements revealed that the metallic contact between the 
specimen and the grips caused large heat transfer to and from the specimen. This led to a 
notable temperature difference between the chamber atmosphere and the specimen. In order 
to increase specimen heating/cooling without exceeding the atmospheric operating limits of 
the extensometer, additional temperature control devices were constructed to the grips, as 
shown in Figure 10. These consisted of additional resistive heaters in contact with the grips 
in elevated temperature testing and special cooling collars surrounding the grips in low 
temperature testing. The cooling collars housed ducts, through which the cryogenic gas first 
flowed before it was released to the chamber. With these modifications, the temperatures of 
the specimen, extensometer, grips, and the chamber atmosphere were close to each other at 
all times, and the tests could be carried out without exceeding the operating limits of the 
extensometer while keeping the specimen temperature within 2 °C from the target. 
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Figure 10. Schematic illustration of the temperature control setup used in the low strain rate tests. 
 
Tests with rapid strain rate changes were carried out under actuator displacement control so 
that the trigger signal for the crosshead velocity increase was taken from the extensometer 
reading. The resulting specimen strain rate change occurred practically instantaneously in 
terms of the strain accumulated during the jump. The strain rate sensitivity was determined 
based on linear fits to the stress-strain data points immediately before and after the strain 
rate change, as shown in Figure 11. The fitting span corresponded to 0.01 of plastic strain. 
Similar fitting spans were used in the strain rate determination with the exception that a 
constant average value was calculated instead of a linear fit. In certain cases a sharp peak in 
stress after the strain rate increase was observed. In these cases the post-jump fitting was 
done immediately after the peak, as shown in Figure 11. The post-jump strain rate was 
observed to somewhat fluctuate especially when the stress peaked, but these fluctuations 
remained small compared to the forced strain rate jump. This topic is discussed in 
Chapters 5.4 and 6.2.2.  
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Figure 11. Illustration of the extrapolations used in the low strain rate jump test analysis. 
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4.2.2 Load relaxation tests 
The load relaxation tests were carried out using the low rate testing setup described above. 
The test is started by deforming the L8R2 specimen at a constant cross-head velocity of 
1 mm/s, corresponding to a strain rate of 10-1 s-1. The actual load relaxation run is started by 
stopping the actuator, which causes partial relaxation of the elastic deformation of the load 
train, while the specimen undergoes a small amount of additional plastic deformation with a 
rapidly decreasing strain rate, as explained in Chapter 3.2. The test data is recorded at a 
sampling frequency of 5 kHz during the relaxation run.  
 
Figures 12 and 13 present an example of a load relaxation run. As shown in Figure 12a, the 
actuator reaches a steady position relatively rapidly. In contrast, as shown in Figure 12b, the 
total strain measured directly from the specimen by the extensometer and the calculated 
plastic strain continue to increase at a decreasing rate. In the test shown in Figures 12 and 
13, the measurement was stopped 2.1 seconds after the start of the relaxation run, at which 
point the plastic strain had increased less than 0.003 as compared to the start of the 
relaxation run.  
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Figure 12. Example of a load relaxation test started at the strain rate of 10-1 s-1: a) actuator motion 
b) strain in the specimen gauge section. 
 
Figure 13a shows the calculated total and plastic strain rates in the specimen gauge section 
during the load relaxation run. For the calculation, the original data was first smoothed 
using a linear polynomial based local regression smoothing provided by the Matlab ® 
Curve Fitting Toolbox. The quality of the smoothed data was compared to the original data 
by eye and the smoothing span was adjusted so that in the beginning of the relaxation run 
less smoothing was used in order to correctly represent the rapid change in the strain rate. 
Figure 13b shows the change in stress during the load relaxation run. The measured flow 
stress was corrected for the effect of strain hardening based on Equation 26 using the strain 
hardening rate of 1400 MPa/(unit strain) measured just prior to the start of the load 
relaxation run. This procedure had quite a small influence on the results, since the 
maximum calculated change in the flow stress due to strain hardening was only about 
4 MPa. 
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Figure 13. Example of a load relaxation test started at the strain rate of 10-1 s-1: a) total and plastic 
strain rate in the gauge section and b) stress in the gauge section. 
 
As discussed in Chapter 3.2, several aspects have to be taken into account when the load 
relaxation test results are interpreted. In order to evaluate the possible contribution of 
anelasticity, both as-received and 20 % tensile strained specimens were loaded using an 
actuator velocity of 1 mm/s but stopping the actuator before the yield strength of the test 
material was reached. These tests did not show any detectable time dependent increase of 
elastic strain within 1.5 seconds from the start of the loading. In contrast, some downward 
deviation from the initial modulus of 200 GPa was observed at higher stress levels. This 
indicates small scale dislocation motion prior to macroscopic plastic deformation. However, 
this effect was neglected and the elastic modulus of 200 GPa was used throughout the 
calculations.  
 
Other aspects to be considered are the deformation-induced heating occurring during the 
monotonic deformation prior to the relaxation run and the possible heat transfer away from 
the gauge section during the actual relaxation measurement. It is reasonable to assume that 
due to the relatively low heat conductivity of the test material and small temperature 
difference between the specimen and its surroundings (below 100 K), the temperature 
change in the specimen gauge section is negligible within 0.5 seconds from the start of the 
load relaxation run. In contrast, at the same time there is a change in the specimen strain 
rate of almost three orders of magnitude, as seen in Figure 13a. Therefore, in order to 
measure the strain rate effects at a constant temperature, data measured after 0.5 seconds 
from the start of the load relaxation run was excluded from the results. It should, however, 
be noted that the data for different initial plastic strains do not correspond to the same initial 
temperature, but the relaxation run temperature increases with increasing initial plastic 
strain. 
 
In addition, the possible effect of dynamic strain aging occurring during the relaxation run 
cannot be excluded from the results. This effect is discussed in detail in Chapters 5.4 and 
6.2.2. 
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4.3 Test setup for high strain rates 
Compared to low rate testing, materials characterization at high strain rates is more 
complex. In this study, the high rate testing was based on an existing Tensile Hopkinson 
Split Bar apparatus, which was modified for strain rate jump tests. The experimental 
modifications were designed based on the analytical solutions of the wave motion in the 
current setups. 
 
4.3.1 Tensile Hopkinson Split Bar  
High strain rate testing near the strain rate of 1000 s-1 was carried out using the Tensile 
Hopkinson Split Bar apparatus at the Department of Materials Science of Tampere 
University of Technology. The constant strain rate test setup was essentially the same as 
described in references [10] and [11]. Figure 14 shows the components and dimensions of 
the setup. The setup consists of an incident bar made of tempered steel and a transmitted bar 
made of an aluminum alloy. The sheet specimen is glued with cyanoacrylate adhesive into 
slits machined to the ends of the bars. Compressed air is used to propel a steel striker tube 
against the flange at the free end of the incident bar. Striker length was varied between 
1200 mm and 1600 mm according to the requirements of the test duration and striker 
velocity. Figure 14 depicts also the momentum trap bar used in the strain rate change 
experiments, which are discussed below. The elastic waves in the bars are measured with 
strain gauge pairs attached to the bars so that wave overlapping does not take place during 
the test. The strain gauge signals are amplified with Kyowa CDV-700A signal conditioners 
and recorded with a Yokogawa DL708E digital oscilloscope. Dispersion correction of the 
waves is carried out with a procedure described in [124].  
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Figure 14. Schematic illustration of the THSB setup for constant strain rate testing. In addition, the 
momentum trap bar used in the strain rate change experiments is shown in front of the incident bar. 
 
The initial specimen temperature was controlled with temperature control blocks pressed 
against the specimen using pneumatic cylinders, as shown in Figure 15. This technique was 
first introduced by Hokka et al. [138] for elevated temperature testing using resistive heaters 
inside the copper blocks. In the present study the technique was modified for low 
temperature use by constructing aluminum blocks with ducts for cryogenic gas flow. The 
same liquid nitrogen based gas cooling setup was used as in the low strain rate testing. The 
block temperature was measured using thermocouples. In elevated temperature testing, 
molybdenum sulfide lubricant was used between the specimen and the blocks, while in 
reduced temperature testing pure ethanol was sprayed on the interfaces to prevent freezing 
and to provide lubrication. Immediately prior to the striker launch, the pressure was released 
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from the cylinders controlling the blocks. Measurements made on dummy specimens 
showed that until the start of the loading, the specimen temperature could be maintained 
within 5 °C from the target.  
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Figure 15. Schematic illustration of the temperature control setup used in the THSB tests. 
 
4.3.2 Momentum trapping based strain rate change tests with THSB 
For strain rate change tests within the high strain rate region, a momentum trap was added 
to the existing THSB setup. The setup, which follows the original idea of Nemat-Nasser 
[126, 127], is shown schematically in Figure 14. The trap is placed at a predetermined 
distance from the free end of the flange. The width of the gap between the momentum trap 
bar and the flange determines the moment when the strain rate change takes place during 
the test. In the current tests, a typical gap width was between 0.25 and 1.7 mm.   
 
The shape of the incident wave created with the THSB setup can be estimated by first 
considering the impact of the striker (velocity v0str) against the flange. As illustrated in 
Figure 16, three individual wavefronts are created: a compression wave in the striker (εstr), a 
tension wave in the incident bar propagating towards the specimen (εinci1), and a 
compression wave in the flange propagating away from the specimen (εinci2). By using 
Equations 38 and 39, the following solution is obtained for the loading wave amplitude 
(here the equations are simplified because the material properties are the same for all 
contacting parts and the flange cross-sectional area equals the sum of the incident bar and 
striker cross-sectional areas Ainci and Astr): 
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If the flange and the momentum trap are not in contact, the compression wave is reflected 
back from the free end of the flange as a wave of tension. In this case the calculation at the 
flange/striker/incident bar interface yields: 
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As can be seen, without a momentum trap the amplitude of the incident wave is increased 
by a factor of two when the reflection takes place at the free end of the flange. It should be 
noted that in Equations 52 to 54 it is assumed that the flange is under force equilibrium, i.e., 
the amplitudes of the compression wave originating from the striker-flange interface and the 
tension wave reflected from the free end of the flange are equal. In practice, this situation is 
reached rapidly due to the short length of the flange. As Figure 16 shows, when the 
momentum trap is in contact with the flange and the contacting areas are equal, the 
compression wave is transferred across the boundary and the loading wave amplitude 
remains at a value indicated by Equation 51, which is half of the value without the 
momentum trap. Therefore, when the gap between the momentum trap bar and the flange 
closes during the test due to the motion of the flange, a 50 % decrease is obtained in the 
loading wave amplitude. In principle, an amplitude increase could also be achieved by 
placing a short momentum trap in contact with the flange already in the beginning of the 
test. At a certain point during the test the tensile release wave reflected from the free end of 
the momentum trap would release the trap from the flange causing an increase in the 
loading wave amplitude. In practice, however, the contact between the flange and the trap is 
not perfect, which would cause some wave reflection at the interface and thus oscillations in 
the beginning of the loading wave. 
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Figure 16. Wave motion in the flange of the THSB apparatus without and with the momentum trap 
bar. Arrows denote the incipient waves, “C” for compression and “T” for tension wave.  
 
Figure 17 shows the waves measured during a THSB strain rate change test. In this test the 
specimen was loaded using a striker speed of 12.9 m/s. As can be seen, the ~50 % decrease 
in the incident wave amplitude at around 500 μs corresponds to a similar decrease in the 
reflected wave. Figure 17 shows also how the incident wave amplitude returns back to its 
original level after a certain (constant) period of time. This happens because the momentum 
trap is shorter than the striker and the tensile release wave propagating in the momentum 
trap reaches the flange/trap boundary while the striker is still loading the flange. 
 
Since the cross-sectional area of the specimen is considerably smaller than the cross-
sectional areas of the bars, most of the incident wave is reflected back and the transmitted 
wave has a small amplitude compared to the other waves. This means that the specimen 
strain rate closely follows the incident wave amplitude, which is shown in Figure 18. It can 
be seen that the strain rate change occurs over several percent of specimen deformation due 
to the finite time needed for the incident wave amplitude change. In addition, oscillations 
appear after the jump. Therefore in the data analysis relatively large extrapolation fitting 
spans of 0.03...0.04 plastic strain were used, as illustrated in Figure 18. Another 
consequence of the large reflected wave and small transmitted wave is that in general the 
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incident bar end velocity is almost constant and transmitted bar end velocity is almost zero. 
This leads to an almost constant engineering strain rate, which in turn leads to a decreasing 
true strain rate with increasing plastic strain (actual gauge length of the specimen increases 
with increasing plastic strain). Therefore, in terms of elongation rate imposed to the 
specimen, the THSB tests were similar to the low rate tests carried out with the 
servohydraulic materials testing machine using constant displacement rate of the actuator (if 
the effects of the test machine elasticity are neglected). 
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Figure 17. Example of waves measured in a THSB strain rate change test: a) incident bar and 
b) transmitted bar. It should be noted that the figures have different scales.   
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Figure 18. True plastic strain rate and true stress with respect to true plastic strain in the test shown 
in Figure 17. 
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4.3.3 Incorporation of a low strain rate loading device to THSB 
In order to facilitate a large strain rate change directly from low strain rates to the high 
strain rate region, the THSB apparatus was fitted with a capability of prestraining the 
specimen in the strain rate range of 10-4 ... 10-3 s-1. The low strain rate loading setup consists 
of an electric motor, whose rotational movement is converted to linear motion using a 
spindle. As shown in Figure 19, this linear motion is transferred to the incident bar using a 
special fixture that allows the dynamic loading to be created by the impact of the striker on 
the flange. The loading fixture is attached to the incident bar with a M8 bolt so that the bolt 
transfers the quasi-static tensile loading but, when the striker hits the flange, the bolt can 
slide freely and no dynamic loading is transferred through the fixture. Furthermore, when 
the dynamic test is over but the incident bar is still in motion, the fixture collapses in a 
controlled way so that the incident bar is stopped by the shock absorber shown in Figure 19 
and no load is transferred to the spindle. 
 
In contrast to the dynamic test, in the low rate test the transmitted bar has to be clamped to 
prevent any rigid-body movement in the setup. In the present setup the clamp is attached to 
the free end of the transmitted bar far enough from the strain gauges so that it does not 
interfere with the measurement of the transmitted wave and can thus be in place also during 
the dynamic test. Since the bars are loaded and clamped from their far ends, during low rate 
loading the test setup has relatively low stiffness compared to conventional test frames. For 
accurate specimen deformation measurement, an extensometer is used to directly measure 
the strain in the specimen gauge section. The extensometer is manually removed from the 
specimen a few seconds prior to the start of the dynamic loading. The amount of additional 
strain in the specimen between the removal of the extensometer and the start of the dynamic 
loading is monitored by a linear variable differential transducer (LVDT) attached to the 
incident bar. Throughout the test, the load acting on the specimen is measured using the 
strain gauges attached to the bars. 
 
Incident bar
Free movement
Free movement (slide bearing)
Shock absorber
Spindle M8 bolt
 
Figure 19. Schematic illustration of the low strain rate loading fixture attached to the incident bar of 
the THSB setup. 
 
In the conventional testing with the current THSB setup the specimen is fixed to the bars 
with cyanoacrylate adhesive, which provides interference free joints and is also relatively 
convenient to apply and remove using mild heating and acetone. In contrast, during the use 
of the low strain rate prestraining device it was observed that the joints did not have 
necessary long-term strength during static loading. The problem was first addressed by 
fixing the specimen with 8 mm bolts through the holes shown in Figure 9. The bolts, 
however, introduced oscillations to the reflected and transmitted waves thus lowering the 
measurement accuracy of the device. The best combination of high enough joint strength 
and signal quality was found by using both the cyanoacrylate adhesive and mechanical 
fixing with the bolts. To minimize impedance differences, a steel bolt and an aluminum bolt 
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were used in the incident and transmitted bars, respectively. It should be noted, however, 
that even with this setup some signal quality and sensitivity was lost since the sharp yield 
peak observed for prestrained and room temperature aged specimens could not be detected 
when the bolts were used. This is illustrated in Figure 20. 
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Figure 20. Examples of transmitted signals obtained with different specimen attachment methods. 
 
When the prestraining is applied, some modifications have to be made to the classical 
THSB equations, because the strain gauge signals contain both the elastic waves and the 
static strain caused by the prestraining. In addition, when the striker hits the flange, it causes 
the incident bar to detach from the prestraining fixture. Therefore the incident wave is 
followed by an unloading wave, which affects the base level of the measured reflected 
wave. Figure 21 is a schematic depiction of the force distribution in the setup during 
different phases of the test. Based on Figure 21, in order to extract the incident and 
transmitted waves from the strain gauge signals, the strain corresponding to the preload 
should be subtracted from the gauge signals. In contrast, the reflected wave is propagating 
in an unloaded bar and therefore the strain gauge measures directly the reflected wave. The 
extracted waves can be used to calculate the specimen elongation rate according to 
Equation 41. However, when the forces acting on the bar ends are calculated, the pretension 
in the bars (denoted by εpre1 and εpre2 for the incident and the transmitted bar, respectively) 
has to be taken into account: 
 
  1111 prerefinciAEF          (55) 
 
 )( 2222 pretransAEF          (56) 
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Figure 21. Schematic depiction of the force distribution in the THSB setup with prestraining during 
different phases of the test: I) during prestraining, II) shortly after striker impact and III) shortly 
after the specimen has fractured. 
 
Figure 22 shows an example of the actual strain gauge signals measured during a THSB test 
with low strain rate prestraining. As discussed above, the base level of the signals has 
increased due to the preload. Between the incident and reflected waves the base level drops 
to zero due to the unloading wave following the incident wave. The transmitted wave is also 
followed by an unloading wave, which is created when the specimen fractures. This 
unloading wave has its origins in the elastic energy stored in the transmitted bar during the 
low strain rate prestraining. The macroscopic effect of the unloading wave is that when the 
specimen fractures, the transmitted bar starts to move in the direction opposite to the 
original bar motion (the clamp holding the transmitted bar in place during low rate loading 
is constructed so that it allows for motion in the direction away from the specimen). 
 
0 500 1000 1500 2000
-1.5
-1
-0.5
0
0.5
1
1.5
Time (s)
B
ar
 s
tra
in
 x
 1
0-
3
0 500 1000 1500 2000
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Time (s)
B
ar
 s
tra
in
 x
 1
0-
3
a) b)  
Figure 22. Strain gauge signals recorded in a THSB test with low strain rate prestraining: a) incident 
bar and b) transmitted bar. It should be noted that the figures have different scales. 
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4.4 Simulations with the finite element method  
In order to study the effect of specimen geometry on deformation-induced heating, finite 
element method (FEM) simulations of low rate tests were carried out with DS Simulia 
Abaqus 6.9 software. Calculations were done using the implicit solver and coupled thermal-
mechanical analysis. The problem was simplified by assuming temperature and strain rate 
independent isotropic material model with linear elasticity and nonlinear hardening given 
by the effective stress-strain curve shown in Figure 23. The flow curve was based on 
experimental data, but it neglected the effect of the austenite to α’-martensite phase 
transformation on the mechanical properties. In addition, the effect of the phase 
transformation on the thermal analysis was neglected. It should be noted that the main 
purpose of the FEM analysis was to comparatively study how the specimen geometry 
influences the transition from nearly isothermal to fully adiabatic deformation conditions 
with increasing strain rate. Since the purpose was not to find the absolute temperature 
increase but to study the differences between the different specimen geometries, the 
simplifications in the analysis are believed to be justified. 
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Figure 23. Effective stress-strain curve used in the simulations. 
 
Due to the simplifications presented above, the only coupling between the thermal and 
mechanical analyses was the generation of heat due to plastic work. This meant that during 
each calculation step, the mechanical problem was solved independently of the thermal 
problem, after which the thermal problem was solved based on the updated data (geometry 
and heat generation) obtained from the mechanical solution. In the thermal analysis material 
density was 7900 kg/m3, specific heat capacity 500 J/(kg·K), and thermal conductivity 
15 W/(m·K) [139]. The fraction of plastic work converted to heat was assumed to be 1. 
Both L8R2 and standard specimens were modeled with 3-dimensional 8-node linear brick 
elements using only 1/8 of the full specimen due to symmetry. Element side length was 
approximately 0.5 mm in the gauge section and 1 mm in the grip section. Tensile loading 
was simulated by setting a constant velocity to the grip section in the regions, where the 
tensile testing machine grips would hold the real specimen. Thermal boundary conditions 
were simulated by setting a convection boundary condition with a convection coefficient of 
10 W/(m2·K) [19] on the free surfaces. This represented natural convection cooling by air. 
Heat transfer through the metallic grips was simulated by assuming a high convection 
coefficient of 1500 W/(m2·K) [137] on the respective surfaces. Heat transfer by radiation 
was neglected in the analysis. 
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4.5 Microstructural characterization 
Characterization of the material microstructure after plastic deformation was carried out 
with magnetic induction and Electron Backscatter Diffraction (EBSD) measurements. 
Magnetic induction measurements were carried out at the Tornio Research Center of 
Outokumpu Tornio Works using Fischer Feritscope MP30, which is a handheld device 
designed for ferrite content measurement in austenitic and duplex stainless steels and their 
welds. The measuring probe of the device consists of a soft iron core, which is surrounded 
by two coils. The primary coil is used to create a low frequency alternating magnetic field, 
which induces current to the secondary coil. The magnetic permeability of the test material 
influences the magnetic field, which facilitates the measurement of the overall content of 
ferromagnetic phases (i.e., ferrite and α’-martensite). However, the measurement can be 
influenced by the geometry of the test piece (sheet thickness, possible curvature, and edge 
effects) as well as by the elastic [80, 140] and plastic deformation of the ferromagnetic 
phases [73]. Furthermore, the method does not take into account the possible differences in 
the permeability between the ferromagnetic phases. These factors require that the Feritscope 
readings are converted to actual phase fraction data using calibration specimens.  
 
In the case of metastable austenitic stainless steels, Feritscope data has been published in 
several studies [73, 78, 80, 96, 97, 140, 141]. The details of the calibration process vary 
between investigators. However, Talonen [78] and Beese [140] concluded independently 
that for EN 1.4318 the reading indicated by the Feritscope calibrated for ferrite 
measurements should be multiplied by ~1.7 in order to obtain the volume fraction of strain-
induced α’-martensite. Similar results were obtained by the author of this thesis in a 
previous study [142] carried out for specimens with same dimensions as in this study. It 
should be noted that the specimens used in this study are susceptible to end effects due to 
their small size. For consistency, in this study all measurements were carried out on the 
longitudinal centerline of the specimen at the original (rolled) surface (Figure 24). Before 
the measurement the surface was cleaned with ethanol.  
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Figure 24. Areas on the specimens subjected to microstructural characterization. 
 
EBSD is based on the quantitative interpretation of the so-called Kikuchi patterns, which 
are formed in both transmission and scanning electron microscope. Kikuchi patterns 
originate from the diffraction of inelastically scattered primary electrons. The diffracted 
electrons fulfilling a certain Bragg condition compose a cone (so-called Kossel cone). When 
the various cones exiting the specimen surface are intersected with a plane such as a 
photographic plate or an image sensor of a digital camera, Kikuchi patterns are formed. 
These patterns are composed of pairs of parallel lines, so-called bands, which run in certain 
directions. Each band represents a distinct plane of the crystal. Two lines are formed 
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because diffraction occurs on both sides of a crystallographic plane. The trace of the 
diffraction plane is located at the center of the band, the width of which depends on the 
plane spacing (when the effects of projecting a cone on a flat surface are neglected). The 
intersections of bands represent zone axes. Hence the Kikuchi pattern contains also the 
symmetry of the crystal. [143, 144]  
 
If the crystal structure is known (or the number of different possibilities is reasonably 
limited), the orientation of the crystal can in principle be deduced by first indexing the 
pattern and subsequently calculating the angles between selected poles and some reference 
axis (such as the beam normal and one of the specimen edges).  The indexing can be done 
by comparing the widths of the bands and their angles with each other, or by comparing 
them with standard patterns. [143] In practice, manual indexing of Kikuchi patterns and 
orientation determination is a laborious task especially in scanning electron microscopy 
work, in which the experimental setup is often less ideal. For example, the specimen is 
heavily tilted with respect to the primary beam to increase the intensity of back-scattered 
electrons and the surface (camera cell) capturing the pattern is not parallel to the specimen 
surface, pattern quality may not be good enough for a reliable determination of the width of 
the bands, etc. More importantly, modern scanning electron microscopes and digital 
cameras enable capturing of thousands of data points in reasonable time frames (detailed 
surface scans), which makes manual calculations practically impossible. This has led to the 
development of automated pattern indexing and orientation routines and software.  
 
The EBSD measurements in this study were carried out with Zeiss ULTRAplus field 
emission gun scanning electron microscope using a Nordlys F400 detector and Oxford 
Instruments HKL Channel 5 data acquisition and handling software package. The 
microscope was operated at 15 kV acceleration voltage. The working distance was set to 
15 mm and the specimen was tilted 70° from horizontal. For pattern indexing, literature 
models for fcc iron (for austenite) and bcc iron (for α’-martensite) provided by the analysis 
software were used. In order to obtain unambiguous solutions, the detection and successful 
indexing of 9-11 bands in each pattern was set as a validity criterion. The detection of ε’-
martensite was not attempted.  
 
All scans were performed on the (ND, RD) surface of the tensile specimens (Figure 9), i.e., 
the loading direction was normal to the scanned surface. The microscopical specimens were 
first cut from the tensile specimens with an abrasive cutter, then mounted in epoxy resin and 
ground with SiC grinding paper (down to P2500). Polishing of the surfaces was carried out 
electrolytically in Struers A2 solution at 25 V for 50 s. After polishing, the specimens were 
detached from the epoxy mounts and any organic residues were removed in plasmon asher 
before placing the specimens into the microscope chamber. Most of the scans were carried 
out on areas with an approximate size of 350 μm x 350 μm using a 0.5 μm step size (the 
distance between consecutive measurement points). The measurements were taken from 
areas located in the halfway between the centerline (parallel to RD) and the surface of the 
specimen (Figure 24). For more detailed analysis, some measurements were carried out on 
areas of 40 μm x 40 μm with a 0.06 μm step size.   
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5 RESULTS  
In the following, the test results are presented starting with comparative studies of the effect 
of specimen geometry on the measured material behavior. Then the results of both constant 
strain rate and strain rate jump tests carried out at different temperatures and strain rate 
regions are presented. Following the mechanical test results, the findings of the 
microstructural studies on selected specimens are reported.  
 
5.1 Low strain rate tests with different specimen geometries 
Figure 25 presents stress-strain curves for the two studied specimen geometries at the strain 
rates of 2·10-4 s-1 and 2·10-3 s-1. For the L8R2 geometry, strain was measured using an 
extensometer with a gauge length of 6 mm, whereas with the standard specimen a 50 mm 
gauge length extensometer was used. As can be seen, below 0.15 engineering or 0.14 true 
strain identical results are obtained with the two geometries. However, the fracture strain is 
notably larger for the L8R2 geometry. This is expected, since in the L8R2 geometry, which 
has a low aspect-ratio, the neck covers virtually the whole gauge length, whereas in the 
standard geometry the necked region is local and has only a minor effect on the total 
elongation of the gauge length.  
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
100
200
300
400
500
600
700
800
900
1000
Engineering strain (mm/mm)
E
ng
in
ee
rin
g 
st
re
ss
 (M
P
a)
 
 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
0
200
400
600
800
1000
1200
1400
True plastic strain
Tr
ue
 s
tre
ss
 (M
P
a)
L8R2, 2x10-4 s-1
L8R2, 2x10-3 s-1
stand., 2x10-4 s-1
stand., 2x10-3 s-1
a) b)  
Figure 25. Examples of stress-strain curves obtained with different specimen geometries at different 
strain rates: a) engineering stress-strain curves and b) calculated true stress-strain curves. 
 
Figure 25 shows also the notably large differences in the strain hardening behavior of the 
two different types of specimens at true strains above 0.14, which leads to higher tensile 
strengths measured with the L8R2 specimen than with the standard specimen. Similar 
behavior was noted also by Larour [145]. Since the mechanical properties of the studied 
metastable steel are highly temperature sensitive due to the strain-induced austenite to 
α’-martensite phase transformation, the tensile tests were repeated with in-situ temperature 
measurements using spot welded K-type thermocouples. The results of these tests showed 
that in the standard specimen the temperature increase at lower strain rates is much higher 
than in the L8R2 specimen (Figure 26). This can be explained with the L8R2 specimen’s 
smaller gauge area/grip area ratio and smaller overall dimensions, which reduce the amount 
of thermal diffusion required to maintain the gauge area at a constant temperature during 
plastic deformation.  
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Figure 26 presents the theoretical temperature increase curves based on Equation 22 for 
both specimen geometries. The flow curves at the highest tested strain rates were used in the 
calculations, and the thermal properties were the same as in Chapter 4.4. The calculations 
neglect the heat release due to the martensitic transformation, and therefore the actual 
measured temperature increase can become higher than the calculated one. On the other 
hand, the fraction of mechanical work stored in the microstructure was assumed zero, which 
is not true for strain hardening materials. The temperature measurement itself requires heat 
transfer, so the real-time measurement of adiabatic heating is a somewhat abstract concept. 
Therefore the agreement between the measured and calculated temperature increase at the 
highest strain rate is probably somewhat coincidental, but the results presented in 
Figure 26 nevertheless indicate that a rather abrupt change from nearly isothermal 
conditions to almost adiabatic deformation occurs in a relatively narrow strain rate region. 
Furthermore, the point of this change seems to depend on the specimen geometry. 
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Figure 26. Measured surface temperature increases at the center of the specimen at different strain 
rates: a) L8R2 specimen and b) standard specimen. Theoretical temperature increase curves are 
based on the calculation of plastic work at the highest tested strain rates. 
 
The temperature increase in the standard specimen is further illustrated in Figure 27, which 
depicts the longitudinal temperature field on the surface of the specimen in a tensile test 
carried out at 2·10-3 s-1. For this measurement, nine thermocouples were spot welded on the 
centerline of the specimen. As seen in Figure 27, before necking the temperature field on 
the gauge section surface is uniform except for the somewhat higher temperature measured 
at the center of the specimen and steep temperature gradients develop on the filleted regions 
between the gauge section and the grip sections. This implies that despite the heat transfer 
by conduction, the heat generation rate in the gauge section is so high that the material 
temperature inevitably increases during the deformation. Figure 27 also shows that when 
the specimen starts to neck, the temperature at the center increases notably due to the 
localized deformation.  
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Figure 27. Measured temperature increase on the surface of a standard specimen during a tensile 
test at the strain rate of 2·10-3 s-1 at room temperature. 
 
The influence of specimen geometry on the deformation-induced heating was further 
studied by carrying out FEM-simulations. The calculation procedure is described in Chapter 
4.4. Figure 28 summarizes the results of these simulations. As noted before, due to the 
simplifications in the analysis procedure concerning the material behavior, the absolute 
values of temperature are not expected to match the experimentally measured ones. The 
effect of specimen geometry was found to be the same as in the experimental tests, i.e., 
heating occurred at notably lower strain rates in the standard specimen. The simulation 
results are dependent on the boundary conditions, such as the selection of convection heat 
transfer coefficient. It is emphasized that in the simulations the thermal boundary conditions 
and material properties were kept constant and the only variables were the specimen 
geometry and the strain rate. The simulation results indicate that above strain rate 10-1 s-1 
the conditions are nearly adiabatic for both geometries, which is in accordance with 
previous studies [52, 76, 97]. 
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Figure 28. Simulated temperature increases at the mid-length mid-width position of the specimen 
surface at 0.25 plastic strain as a function of strain rate. 
 
The effect of convection heat transfer was further studied by increasing the convection heat 
transfer coefficient from 10 W/(m2·K)  to 550 W/(m2·K), which simulates the effect of 
forced convection by air blow [19]. Figure 28 presents the results of these simulations. As 
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can be seen, with forced convection the occurrence of notable deformation-induced heating 
is shifted to higher strain rates, but already at strain rate 2·10-1 s-1 the conditions are nearly 
adiabatic despite the more effective cooling. This indicates that above this strain rate the 
conduction heat transfer rate within the material becomes the limiting factor. Figure 29 
presents examples of specimen temperature fields obtained from the simulations. In the case 
of the standard specimen, the simulations agree qualitatively with Figure 27, i.e., at higher 
strain rates the temperature increases uniformly throughout the gauge section and steep 
gradients develop in the filleted regions. In the L8R2 specimen the temperature gradient 
comprises also part of the gauge section causing a less uniform temperature field in the 
deforming material. The temperature gradient in the filleted regions is also dependent on the 
amount of deformation occurring in the fillets, which, in turn, depends on the strain 
hardening properties of the material. If the material strain hardens extensively in the gauge 
section, deformation spreads to the filleted areas causing heat generation also there. This 
then widens the area with nearly constant temperature towards the grip sections.  
 
a) b) c)
d)
e)
ΔT (°C)
 
Figure 29. Simulated temperature fields on the specimen surfaces at 0.25 plastic strain: a) standard, 
2·10-4 s-1 b) standard, 2·10-3 s-1 c) standard, 2·10-2 s-1 d) L8R2, 2·10-2 s-1 e) L8R2, 2·10-1 s-1. It should 
be noted that the standard and L8R2 specimens are not drawn to the same scale. 
 
The results of the experimental measurements and numerical simulations show the 
importance of maintaining consistency in the specimen geometry throughout the tests. Not 
only are some mechanical parameters, such as fracture strain, affected by the geometry but, 
as shown above, also the thermal boundary conditions of the gauge section are influenced 
by the geometry. This is especially critical at strain rates where the strain-induced heat 
generation and heat transfer to the surroundings are close to each other. At these strain rates 
the changes in the efficiency of heat transfer have the largest effect on the material 
temperature. At lower strain rates the heat generation is notably lower than the heat 
conduction, and the conditions remain almost isothermal despite the changes in the 
specimen geometry. At higher strain rates heat is generated at such a high rate and the 
whole test duration is so short that the gauge section deformation is practically adiabatic.  
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5.2 Constant strain rate tests at different strain rates and temperatures 
Figure 30 presents examples of stress versus strain and strain hardening rate versus strain 
curves obtained at different temperatures at a constant strain rate of 2·10-4 s-1. The test 
material shows the typical behavior of a highly metastable austenitic stainless steel, i.e., the 
behavior of the material changes drastically over a relatively narrow temperature range 
between -40 °C and +80 °C. At the highest test temperature the material shows nearly 
parabolic behavior with continuously decreasing strain hardening rate except at very high 
strains. At lower temperatures a distinct “s”-shaped flow curve is observed. At -40 °C the 
strain hardening rate first decreases to a very low value, then rapidly increases to a very 
high value, and again decreases until necking of the specimen starts. Similar behavior is 
observed at +24 °C, but the changes in the strain hardening rate are less distinct and take 
place at higher plastic strains. As explained in Chapter 2.2.2, this kind of behavior is well 
documented in the literature [25, 35, 41, 61, 62, 65-68] and has been related to the strain-
induced austenite to α’-martensite phase transformation.  
 
At +80 °C the material shows highest ductility accompanied with sudden bursts in the strain 
hardening rate at very high strains. The high ductility has been explained by the stabilizing 
effect of the austenite to α’-martensite phase transformation on plastic flow [25, 52, 65, 68, 
73, 76, 84, 85, 94]. Because of the higher test temperature, the phase transformation does 
not take place until high amount of plastic deformation occurs at the incipient neck. The 
formation of strain-induced martensite increases the local strength of the material within the 
neck and stops the deformation at that point. In contrast, at lower temperatures the phase 
transformation takes readily place already during uniform deformation and the flow 
stabilization during necking does not occur. Careful inspection of the data obtained at 
+80 °C showed that at large strains the plastic deformation was no longer uniform in the 
gauge section despite the continued increase of the force. The extensometer signal became 
jerky, that is, the extension rate measured by the extensometer fluctuated despite the 
constant velocity of the actuator. This suggests that the plastic deformation was 
momentarily concentrated outside the extensometer knives, which caused a decrease in the 
extension rate measured by the extensometer, after which the plastic deformation returned 
back to the region measured by the extensometer. This artifact may have at least partly 
caused the bursts in the observed strain hardening rate seen in Figure 30b. However, similar 
jerkiness was also seen in the raw force data indicating that some kind of local necking had 
taken place causing a decrease in the force after which the neck had been removed and the 
force started to increase again.  
 
 54 
0 0.1 0.2 0.3 0.4 0.5
0
400
800
1200
1600
True plastic strain1
Tr
ue
 s
tre
ss
 (M
P
a)
2x10-4 s-1
 
 
0 0.1 0.2 0.3 0.4 0.5
0
2000
4000
6000
8000
10000
12000
True plastic strain1
Tr
ue
 s
tra
in
 h
ar
de
ni
ng
 ra
te
 (M
P
a)
2x10-4 s-1
 
 
-40 C
+24 C
+80 C
-40 C
+24 C
+80 C
a) b)  
Figure 30. Effect of temperature on a) stress versus strain curve and b) strain hardening rate versus 
strain curve.  Test strain rate is 2·10-4 s-1.  
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Figure 31. Effect of temperature on a) stress versus strain curve and b) strain hardening rate versus 
strain curve.  Test strain rate is 10-1 s-1. 
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Figure 32. Effect of temperature on a) stress versus strain curve and b) strain hardening rate versus 
strain curve.  Test strain rate is 103 s-1. 
 
 55 
Figures 31 and 32 show the effect of strain rate on the overall flow behavior of the material 
at different temperatures. At +80 °C, the shape of the stress versus strain –curve is relatively 
independent of strain rate, while at lower temperatures notable changes take place, i.e., the 
maximum of strain hardening rate decreases and its occurrence is shifted to higher strains. 
A closer examination of the graphs shows that at strains below 0.1 the difference in the 
strain hardening rate between different strain rates is quite small and becomes evident only 
at higher strains. It should be noted that in the THSB tests the specimen strain was 
calculated based on the bar end motion, which easily causes an overestimation of the 
specimen strain. This overestimation depends on the amount of additional deformation 
occurring outside the gauge section, which in turn depends on the amount of strain 
hardening occurring within the gauge section. Therefore the THSB strain measurement 
method tends to decrease the possible differences between the tests done at different 
temperatures, i.e., the strain hardening occurring in the gauge section increases the 
overestimation of strain, which again decreases the measured strain hardening rate. 
However, the THSB results follow the trend observed already at 10-1 s-1, i.e., increasing 
strain rate decreases the strain hardening capability of the test material at low temperatures. 
 
Similar effects of strain rate on the behavior of metastable austenitic stainless steels have 
been reported previously [52, 71, 76, 96-98]. There exists a general agreement that the 
strain hardening capability of these materials is decreased due to the deformation-induced 
heating, which suppresses the austenite to α’-martensite phase transformation. As discussed 
in Chapter 5.1, notable heating occurs already in the low strain rate region below 100 s-1. 
Similar conclusions can be drawn based on the results of this study. The behavior of the test 
material at +80 °C agrees also with the room temperature studies [52, 76, 97] carried out on 
more stable grades. According to these investigations, the increase of uniform deformation 
due to the martensitic phase transformation quickly vanishes when the amount of 
deformation-induced heating increases with increasing strain rate. 
 
Figures 33 and 34 summarize the results of the constant strain rate tests carried out on the 
test material in terms of flow stress versus strain rate graphs. The strain rates used in 
Figures 33 and 34 were determined by calculating the instantaneous strain rate at each 
indicated strain value. As can be seen, the strain rate values fluctuate (the data points do not 
fit to exact vertical lines) especially at low strain rates at low temperatures. This happens 
because of the extensive strain hardening occurring in the gauge section, which tends to 
increase the deformation outside the gauge section. Since the tests were run under actuator 
displacement control, the gauge section strain rate was affected by this additional 
deformation. In addition, even in ideal conditions, if the engineering strain rate is kept 
constant, the true strain rate decreases due to the gauge length elongation. It should be noted 
that both the nominally constant strain rate as well as the strain rate jump tests were carried 
out under similar conditions. In addition, the fluctuations in the constant strain rate tests 
were small and smooth compared to the actual strain rate jump tests. Therefore the results 
are believed to be representative of the actual material behavior. 
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Figure 33. Effect of strain rate on the flow stress at different true plastic strains. Initial test 
temperature is +24 °C. The indicated values of the strain rate sensitivity parameter β were calculated 
using Equation 14. 
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Figure 34. Effect of strain rate on the flow stress at different true plastic strains. Initial test 
temperature is a) -40 °C and b) +80 °C. The indicated values of the strain rate sensitivity parameter 
β were calculated using Equation 14. 
 
According to constant strain rate tests, the apparent strain rate sensitivity of the test material 
becomes increasingly more complex when temperature is reduced. At +80 °C (Figure 34b), 
the material shows positive strain rate sensitivity of flow stress throughout the tested strain 
rate and strain ranges. At +24 °C (Figure 33), the strain rate sensitivity is positive at strains 
below 0.1 throughout the studied strain rate range but becomes highly negative at high 
strains at low strain rates. At -40 °C, the strain rate sensitivity is partly negative already at 
0.1 plastic strain (Figure 34a). However, at all temperatures the yield strength of the 
material shows positive strain rate sensitivity in accordance with the thermal activation 
theory. The results of the constant strain rate tests confirm the observations of previous 
investigations [52, 76, 97] that the apparent strain rate sensitivity of the material is heavily 
dependent on the austenite stability, i.e., stacking fault energy of the material and the 
chemical driving force for the austenite to α’-martensite phase transformation. According to 
previous investigations [25, 71], the stability of the austenite phase in EN 1.4318 is very 
sensitive to temperature around room temperature. Therefore already a relative small 
temperature increase either by ambient temperature change or by deformation-induced 
heating has a large influence on the flow behavior of the material.  
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5.3 Strain rate change tests 
Based on the results of the constant strain rate tests, it is evident that the positive strain rate 
sensitivity caused by thermal activation effects is masked by the strong negative strain rate 
sensitivity of the strain hardening rate of EN 1.4318. This view is further supported by the 
positive strain rate sensitivity of the yield strength observed at all test conditions and by the 
strain rate jump tests reported in the literature [84, 97, 102]. In addition, the study carried 
out by Huang et al. [84] indicates a relation between austenite stability and instantaneous 
strain rate sensitivity. 
 
In the present study, three different kinds of strain rate change tests were carried out: tests 
with sudden imposed changes in the strain rate (“jump tests”), load relaxation runs, and tests 
on prestrained material. Figure 35 shows examples of the two extremes of material behavior 
observed during the jump tests. At low temperatures a notable difference was observed 
between the apparent strain rate sensitivity deduced from the constant strain rate tests and 
the instantaneous strain rate sensitivity obtained from a jump test. As seen in Figure 35a, at 
-40 °C the apparent strain rate sensitivity is highly negative between 2·10-4 s-1 and 10-2 s-1 at 
high strains, while the strain rate jump from the lower to the higher strain rate clearly 
reveals positive instantaneous strain rate sensitivity. In contrast, at +80 °C similar tests 
show only minor differences between the constant strain rate and strain rate jump tests 
(Figure 35b), which implies that under these deformation conditions the apparent strain rate 
sensitivity of the material is mainly composed of the instantaneous strain rate sensitivity. 
This is further evidenced by the results of the constant strain rate tests, which indicate a 
relatively small effect of strain rate on the strain hardening rate at +80 °C compared to 
lower temperatures. 
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Figure 35. Examples of stress versus strain curves obtained from constant strain rate and strain rate 
jump tests: a) -40 °C and b) +80 °C. Black arrows denote the points of strain rate increase from the 
lower to the higher. 
 
Data from the jump tests was analyzed by calculating the strain rate sensitivity parameter β 
(Equation 14 on page 6) for each jump. Steady state values before and after the jump were 
used as described in Sections 4.2.1 and 4.3.2. The strain rate sensitivity parameter was then 
plotted against plastic strain, as shown in Figure 36a. The choice of the strain rate 
sensitivity parameter (β vs. m) somewhat affects the shape of the sensitivity versus strain 
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curves, as seen in Figure 36. The reason for this is that in the calculation of the β-parameter 
(Equation 14) the absolute magnitude of the flow stress change is compared to the 
logarithmic strain rate change, while in the m-parameter (Equation 15) calculation the 
logarithmic values of stress before and after the jump are used in the comparison. This 
means that in the latter parameter the height of the jump is scaled with respect to the current 
stress level. Therefore changes in the material flow stress due to strain hardening affect m 
even if β remains constant. In the present study β was used to quantify the material strain 
rate sensitivity because it can be directly related to the thermally activated dislocation 
motion, as described in Chapter 2.1.1. However, as illustrated in Figure 36, for both 
measures of strain rate sensitivity distinct differences in material behavior between test 
temperatures are observed.  
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Figure 36. Effects of temperature and plastic strain on the strain rate sensitivity factors a) β and 
b) m. Strain rate jumps were carried out from 2·10-4 s-1 to 10-2 s-1.  
 
At +80 °C β remains almost constant in jumps from 2·10-4 s-1 to 10-2 s-1 until it starts to 
decrease at higher strains. At that time notable peaking of stress during the jump is 
observed. However, as noted before, the steady state value after the peak was used in the 
calculations. Peaking of stress was observed also at lower temperatures. This phenomenon 
is further discussed later in this thesis. As Figure 36 indicates, at lower temperatures β 
shows first an increase and then a decrease with increasing plastic strain, the effect being 
strongest at -40 °C. This kind of behavior is strikingly similar to the behavior of the strain 
hardening rate at the same conditions. As noted in Chapter 2.2.2, Huang et al. [84] carried 
out strain rate jump tests for AISI 304 austenitic stainless steel at different temperatures at 
low strain rates and noted a correlation between the strain rate sensitivity and martensite 
transformation rate. Later De et al. [82] reviewed the results of Huang et al. [84] and 
proposed that the increased strain rate sensitivity is caused by increased cross-slip activity.  
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Figure 37. Effects of temperature and plastic strain on the strain rate sensitivity factor β in a) jumps 
from 10-1 s-1 to 100 s-1 and b) jumps from 103 s-1 to 5·102 s-1. Dotted lines in b) indicate average 
levels at respective temperatures. 
 
Figure 37 shows the results of the strain rate jump tests carried out at higher strain rates. In 
jumps from 10-1 s-1 to 100 s-1 the behavior of the material resembles the behavior at lower 
strain rates, i.e., the increase and decrease in the strain rate sensitivity with increasing 
plastic strain are still visible, as seen in Figure 37a. However, at high strain rates near 103 s-1 
the possible differences in the behavior between initial test temperatures are below the 
experimental scatter (Figure 37b). The measurement accuracy in the THSB jump testing 
was notably lower than in the low rate testing due to several reasons. Firstly, the magnitude 
of the strain rate change was relatively low, only around 50 % as opposed to around one 
decade in the low rate testing, which resulted in a relatively small change in the stress 
compared to the signal noise. Secondly, the duration of the strain rate change with respect to 
the overall test time was large and the strain rate change occurred over a longer strain 
interval. Thirdly, in the HSB technique the specimen strain rate and strength are inversely 
connected, i.e., the lower the specimen strength, the higher the strain rate for a given 
incident wave amplitude. This means that during a sudden incident wave reduction the 
specimen strain rate first starts to decrease, which leads to a specimen strength decrease due 
to thermal activation or dislocation drag effects, which in turn tends to lead to a specimen 
strain rate increase [6]. This, in connection with the requirement that force equilibrium is 
reached in the specimen, may further increase the time needed to obtain steady state 
deformation conditions after a strain rate change. Another difference between the low and 
high rate testing was that in the high rate testing the specimen strain rate was suddenly 
decreased instead of increasing it, which may have some effect on the observed behavior. 
However, in the low rate tests carried out by Venkadesan et al. [146], the jump direction 
was observed to influence only the transient behavior during the jump but not the actual 
steady state behavior. In addition, due to the small amplitude of the strain rate change in the 
THSB jump tests, the effect of the jump direction is probably small. 
 
As an attempt to increase the measurement accuracy of the THSB jump test, an alternative 
data analysis method was used. This approach was based on the experimental observation 
that the relatively small jump (from around 103 s-1 to around 5·102 s-1) did not seem to affect 
the general strain hardening behavior of the material. Furthermore, when the incident wave 
amplitude returned back to its original level due to the detachment of the momentum trap 
from the flange, the flow stress of the material returned back to the level observed in the 
constant strain rate tests. That is, the material behaved in a strain rate history independent 
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manner in these deformation conditions. An example of the behavior described above is 
seen in Figure 18. Based on these observations, data from each test was analyzed by using a 
polynomial fit to describe what the flow stress would have been if the strain rate reduction 
had not taken place in the test. That is, totally strain rate history independent behavior was 
assumed and the only effect of the strain rate change was taken to be the change in the flow 
stress determined by the strain rate sensitivity factor β. Another assumption was that β 
remains constant in the strain interval where strain rate is reduced. As described earlier, 
generally in the THSB tests the true strain rate decreases with increasing plastic strain 
because the engineering strain rate remains nearly constant. This was accounted for with a 
similar fitting procedure as in the case of the flow stress. Both fits were based on 
polynomial fits with respect to true plastic strain. A fifth order polynomial was used for the 
stress vs. strain curve and a linear fit for the strain rate vs. strain curve. Figure 38 illustrates 
this fitting procedure and parallel shift of the fitted curves to determine the stress reduction 
caused by the strain rate reduction. The strain rate sensitivity factor β was then determined 
using Equation 14 and the average values for the stress and strain rate change determined by 
the parallel shift of the fitting curves.  
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Figure 38. Illustration of the alternative fitting procedure for THSB jump test analysis. Data from 
the same test as in Figures 17 and 18. Green curves: fits based on data outside the reduced strain rate 
region. Red curves: parallel shift of the fitted curves to match the reduced strain rate region data.  
      
Figure 39 presents the results of the THSB jump tests analyzed with the alternative method 
described above. To emphasize the averaging process used in the analysis, constant values 
of β are plotted over those ranges of plastic strain that were used in the calculation (as 
exemplified in Figure 38). As can be seen in Figure 39, the scatter in the data is somewhat 
reduced compared to Figure 37b, but the average values of β for different initial 
temperatures determined with the two analysis methods are in relatively close agreement. 
However, due to the assumptions made in the latter analysis method and taking into account 
the overall challenges in the THSB jump tests discussed above, it is doubtful whether these 
results are reliable in terms of the evolution of β with respect to plastic strain. Nevertheless, 
the effect of deformation conditions on the overall level of β is believed to be represented 
by these results. The trend seen in the lower strain rate tests is observed also in the THSB 
tests, i.e., with increasing strain rate the tests done at initial temperatures +24 °C and +80 °C 
start to show similar values of β, while at -40 °C the values remain considerably higher. 
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Figure 39. Effects of temperature and plastic strain on the strain rate sensitivity factor β in jumps 
from 103 s-1 to 5·102 s-1 analyzed with the method illustrated in Figure 38. The lines bounded by 
triangles illustrate the strain intervals from which the individual values of β were calculated. Dotted 
lines indicate average levels at respective temperatures. 
 
Comparison of Figures 36 to 39 shows that the overall level of strain rate sensitivity β 
increases with increasing strain rate. It should be remembered that β-values in these graphs 
reflect the sensitivity of the current microstructure. For example between Figures 36a and 
37a, the initial strain rates and hence the microstructures before the jumps are different, 
even if the data is compared at the same plastic strain. Furthermore, in the tests at strain 
rates 10-1 s-1 and 103 s-1 notable deformation-induced heating increases the material 
temperature with increasing plastic strain. In order to further study the effect of strain rate 
on the instantaneous strain rate sensitivity, room temperature strain rate jump tests were 
carried out starting from 2·10-4 s-1 to different ending strain rates. These jumps can be 
considered nearly isothermal since the conditions before the jump are isothermal and the 
amount of plastic work done during the jump is negligible. Highest jumps of over six 
decades were obtained by incorporating the low strain rate prestraining device to the THSB 
apparatus, as explained in Chapter 4.3.3. Figure 40 presents the results of these tests with 
respect to plastic strain. When these results are compared to Figure 36a, it can be noted that 
the strain rate sensitivity behaves similarly with respect to plastic strain, but the overall 
magnitude of β increases with increasing strain rate. This can also be seen in the low strain 
data obtained from the constant strain rate tests (Figure 33), which indicates a change in the 
strain rate sensitivity at around 10-2 s-1 and then constant strain rate sensitivity until the 
sensitivity increases again at high strain rates near 103 s-1. 
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Figure 40. Effect of ending strain rate on the strain rate sensitivity factor β in the jumps starting 
from 2·10-4 s-1 at +24 °C. 
 
The changes in the instantaneous strain rate sensitivity with respect to strain rate were also 
observed in the load relaxation tests started at the strain rate of 10-1 s-1. Figure 41 illustrates 
how the strain rate sensitivity decreases with decreasing strain rate, especially at higher 
plastic strains. However, evidence suggesting also the possibility of dynamic strain aging 
occurring during the relaxation runs was found. This phenomenon may affect the observed 
strain rate sensitivity and is further discussed in Chapters 5.4 and 6.2.2. Figure 41 also 
shows β-values calculated for different strain rate regions. A fairly good correspondence 
with the jump tests was obtained, but a direct comparison between Figure 41 and for 
example Figure 37 is complicated due to the different nature of the jump and load relaxation 
tests. In the former tests the analysis was based on steady state values thus ignoring any 
transient behavior, while the latter method is inherently focused on the transient behavior 
due to the small amount of additional plastic deformation. Another point is that while the 
jump test data can be directly used to evaluate the strain rate sensitivity, the interpretation of 
the load relaxation data necessarily requires certain assumptions, as described in 
Chapter 3.2. However, both the jump and load relaxation tests indicate that the 
instantaneous strain rate sensitivity increases with increasing strain rate. 
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Figure 41. Stress versus strain rate data obtained from load relaxation runs started at 10-1 s-1 at the 
initial test temperature of +24 °C. 
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The jump tests reveal also a notable effect of the sudden strain rate change on the strain 
hardening rate. This is illustrated in Figures 42 and 43, which show the effect of a strain rate 
jump on the stress versus strain and strain hardening rate versus strain curves in RT jump 
tests from 2·10-4 s-1 to 100 s-1 and from 2·10-4 s-1 to 103 s-1, respectively. As can be seen, the 
post-jump strain hardening rate seems to follow the strain hardening rate observed in the 
constant strain rate test at the higher rate rather than be affected by the low strain rate prior 
to the jump. This is especially evident at higher plastic strains, where the strain hardening 
rate decreases when the strain rate is suddenly increased.  
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Figure 42. Effect of strain rate jump from 2·10-4 to 100 s-1 at 0.1 and 0.2 true plastic strain: a) stress 
versus strain curves and b) strain hardening rate versus strain curves. Initial test temperature is 
+24 °C. Black arrows denote the points of strain rate increase from the lower to the higher. 
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Figure 43. Effect of strain rate jump from 2·10-4 to 103 s-1 at 0.09 and 0.18 true plastic strain: 
a) stress versus strain curves and b) strain hardening rate versus strain curves. Initial test temperature 
is +24 °C. Black arrows denote the points of strain rate increase from the lower to the higher. 
 
The effect of low rate prestraining on the dynamic material behavior was studied also using 
interrupted tests, i.e., the test material was first tensile loaded with a servohydraulic 
materials testing machine to a certain plastic strain, then unloaded and subsequently 
reloaded with the conventional THSB apparatus. Figure 44 presents the stress versus strain 
behavior observed in these tests. In general, the observed behavior was similar to the 
instantaneous strain rate jump tests carried out with the THSB apparatus with the 
prestraining device. The only exception was the appearance of a sharp yield peak at high 
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plastic strains in the interrupted tests. The precondition for this peaking may have been 
created during the unloading and storage time between the prestraining and dynamic 
loading. On the other hand, as noted in Chapter 4.3.3, the accuracy of the THSB jump setup 
was decreased by the bolts used in the specimen attachment. Therefore the possibility of 
dynamic strain aging occurring during the prestraining cannot be excluded from the results. 
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Figure 44. True stress versus strain curves obtained from tests involving prestraining at 2·10-4 s-1 in 
a tensile testing machine, unloading, and reloading with the THSB apparatus at the strain rate of 
103 s-1. All tests were carried out at room temperature. Time between prestraining and dynamic tests 
was 11 days.  
 
Figure 44 shows also how the apparent dynamic ductility of the material decreases with 
increasing prestrain. The true stress versus true plastic strain data was calculated only up to 
force maximum, i.e., to the start of necking in the tensile specimen. The decrease in the 
observed ductility can at least partly be explained by considering the start of necking using 
the Considére’s criterion. According to this criterion, necking starts when the true stress 
exceeds the true strain hardening rate (this criterion can be formulated from the load 
maximum criterion by using the definitions of true stress and strain). In the experiments 
presented in Figure 44, the flow stress increases because of the strain hardening occurring 
during prestraining and the thermal activation or drag effects after the strain rate jump, but 
the strain hardening rate at the higher strain rate seems to be independent of the 
prestraining.  Therefore, it seems plausible that the rapid necking in the high strain rate tests 
after large prestraining occurs because the strain hardening capability of the material, which 
would have been adequate if the straining was continued at the low strain rate, is 
insufficient to prevent plastic instability at the notably higher stress level resulting from the 
increased strain rate. 
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5.4 Yield point formation observed during mechanical testing 
The formation of sharp yield point was observed to a certain extent in all tests involving low 
strain rates around 2·10-4 s-1 except for the tests involving jumps from very low to very high 
strain rates with the modified THSB setup. As discussed above, in these tests the 
measurement accuracy was probably influenced by the specimen attachment method. 
Figures 45 to 47 present examples of the sharp yield points observed in different tests. A 
common factor was that the yield point became more pronounced with increasing plastic 
deformation. This is illustrated in Figure 45, which shows the gradual sharpening and 
increase of the height of the yield peak as the amount of deformation increases in the low 
rate jump tests. The yield point formation following the strain rate increase was observed 
also at reduced and elevated temperatures. Regardless of the temperature, first signs of yield 
point formation were observed at around 0.15 true plastic strain, and at around 0.2 true 
plastic strain the yield point was clearly visible. At +80 °C the yield peak became very 
pronounced, and at the highest tested plastic strain (Figure 45 VI)) the peak was sharp and 
the steady state flow stress values before and after the transient were close to each other 
despite the strain rate change. 
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Figure 45. Yield point formation in strain rate jumps between 2·10-4 s-1 and 10-2 s-1 at various plastic 
strains (εp) and temperatures: I) εp = 0.14, +24°C, II) εp = 0.2, +24°C, III) εp = 0.27, +24°C, 
IV) εp = 0.19, -40°C, V) εp = 0.27, +80 °C and VI) εp = 0.4, +80 °C. 
 
Figure 46 illustrates the yield point formation observed in the THSB tests on tensile 
prestrained specimens. The time between prestraining and the dynamic tests was not found 
to considerably affect the yield point formation in the studied time interval of 50 min ... 30 
days. This, together with the findings of the low rate strain rate jump tests, implies that the 
phenomenon leading to the yield point formation is rapid even at room temperature. Due to 
the dynamic nature of the THSB test, the early yielding part of the curve is less reliable than 
the rest of the curve. However, the yield point formation was found to be consistent and in 
accordance with the results of the low rate jump tests. 
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Figure 46. Yield point formation during loading with the THSB at 1000 s-1 after prestraining carried 
out at 2·10-4 s-1. 
 
Yield point formation was observed also in the load relaxation tests. Figure 47 shows the 
gradual appearance of the reloading transient with increasing plastic strain similarly to the 
strain rate change tests. However, the conditions in the strain rate jump and load relaxation 
tests are different, since in the former the strain rate is rapidly increased, leading to an 
inherent increase in the flow stress due to thermal activation effects, while in the latter the 
strain rate and flow stress both decrease. Furthermore, in the load relaxation tests the 
starting strain rate is high and deformation-induced heating takes place before the actual 
relaxation run. Therefore the results can be influenced by the cooling of the material 
occurring during the relaxation run. 
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Figure 47. Yield point formation during reloading after a load relaxation run for various initial 
plastic strains (εp) for 0.5 s hold time: I) εp = 0.06, II) εp = 0.13, III) εp = 0.22, IV) εp = 0.3 and for 
3.0 s hold time: V) εp = 0.13 and VI) εp = 0.22. Strain rate before and after the load relaxation run 
was 10-1 s-1. 
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5.5 Microstructural evolution 
The evolution of the microstructure during plastic deformation was studied on selected 
specimens. Magnetic measurements were used to measure the bulk volume fraction of the 
strain-induced α’-martensite, while EBSD measurements were carried out to reveal the 
occurrence and morphology of α’ on a microscopic level. In particular, the aim of the 
microstructural studies was to answer the question as to what degree the observed bulk 
mechanical behavior can be explained in terms of the strain-induced martensitic 
transformation. Therefore especially the EBSD results were analyzed in terms of finding out 
the suitability of the so-called “average grain” approach (that is, whether bulk stress and 
strain can be converted to representative values in individual grains using simple 
geometrical factors and whether the bulk α’-volume fraction represents a typical volume 
fraction found in this “average grain”). 
 
5.5.1 Feritscope measurements 
The presence of the austenite to α’-martensite phase transformation was verified by 
Feritscope measurements carried out on specimens tested at +24 °C. Figure 48 shows the 
total volume fraction of transformed α’-martensite in the specimens deformed until fracture 
at different strain rates. The measurement points were located halfway between the fracture 
and the specimen grip sections. As can be seen, the phase transformation is reduced with 
increasing strain rate and the largest change takes place between strain rates 10-3 and 100 s-1. 
This observation is in agreement with the thermal analysis presented in Chapter 5.1 and the 
results reported in the literature [52, 71, 73, 76, 96-98], according to which the phase 
transformation is suppressed by deformation-induced heating.  
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Figure 48. Total volume fraction of transformed α’-martensite in specimens deformed at +24 °C 
until fracture at different strain rates. Measured using Feritscope with conversion factor 1.7. 
 
The evolution of α’-martensite volume fraction was monitored with a series of interrupted 
tensile tests carried out at strain rates 2·10-4 and 100 s-1 at room temperature. Figure 49 
presents the results of these tests. Each data point represents a separate specimen (i.e., the 
specimens were not reloaded). The solid lines in Figure 49 present curve fits based on the 
Olson-Cohen model [32], in which αOC defines the rate of shear band formation with plastic 
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deformation, nOC relates the amount of shear band intersections to the amount of shear 
bands, and  βOC is related to the probability of α’-martensite nucleation in a shear band 
intersection: 
 
    OCnpOCOCf   exp1exp1'      (57) 
 
The fitting parameters (αOC = 5.8, nOC = 4.5, βOC = 3.8) published by Talonen [25] were 
found suitable also for the present study at the strain rate of 2·10-4 s-1. However, at the strain 
rate of 100 s-1, parameters (αOC = 5.9, nOC = 4.5, βOC  = 0.9) published by Talonen [25] for 
strain rate 2·102 s-1 resulted in a better fit than the parameters for 10-1 s-1. This can be 
explained by referring to Figure 48, which indicates a smaller difference in α’-
transformation rate between 100 and 103 s-1 than between 10-1 and 100 s-1. In this kind of a 
fitting procedure the original assumption of the model, i.e., isothermal conditions, is 
violated in the case of high rate deformation. In fact, some researchers [52, 71] have 
published approaches where, instead of having a single set of model parameters, the model 
is used by integrating it over the entire test to take into account the increase of temperature 
and the resulting change of the parameters due to deformation-induced heating. 
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Figure 49. Evolution of α’-martensite volume fraction at strain rates 2·10-4 and 100 s-1 and after a 
strain rate change from the lower to the higher rate at 0.1 plastic strain. Initial test temperature is 
+24 °C. Measured using Feritscope with conversion factor 1.7. 
 
Figure 49 presents also the results from tests where the strain rate was rapidly changed from 
2·10-4 to 100 s-1 at 0.1 plastic strain. As can be seen, after the jump the transformation rate 
starts to deviate from the one observed at the lower strain rate and tends towards the rate 
observed at the higher strain rate in a constant strain rate test. This behavior is in accordance 
with the effect of a strain rate jump on the strain hardening rate (Figure 42), i.e., after the 
jump both the strain hardening rate and the α’-martensite transformation behavior are more 
dependent on the instantaneous strain rate than on the strain rate history. Similar behavior 
was seen also on prestrained and dynamically deformed specimens. Figure 50 presents the 
results of Feritscope measurements on these specimens after the high rate loading. The 
prestrained specimens show continued phase transformation during the high strain rate 
loading. However, as the prestrain level increases, the amount of strain-induced martensite, 
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which is formed during the high rate deformation, decreases in conjunction with the 
observed decrease of the uniform elongation (Figure 44).  
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Figure 50. Total volume fraction of transformed α’-martensite in specimens deformed at +24 °C 
until fracture at 103 s-1 after prestraining at 2·10-4 s-1 at +24 °C. Time between prestraining and 
dynamic tests was 11 days. Measured using Feritscope with conversion factor 1.7. The solid line 
corresponds to a numerical fit based on Equation 57 and data shown in Figure 49. 
 
5.5.2 EBSD measurements 
Electron Backscatter Diffraction measurements carried out on the as-received and deformed 
specimens showed microstructural evolution characteristic to metastable austenitic stainless 
steels. The as-received microstructure consists of randomly oriented austenite grains, as 
seen in Figure 51. A particular feature of the microstructure is the large amount of thermal 
twin boundaries. In general, the amount of detected α’-martensite was low in the as-
received material. 
 
a) 50 µm  b) 50 µm
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Figure 51. Test material in the as-received condition: a) band contrast map with detected <111> 
-60° thermal twin boundaries indicated with red color and austenite grain boundaries with black 
color and b) inverse pole figure coloring showing the orientation of the austenite grains with respect 
to the loading direction. Scale bar length is 50 μm and step size 0.5 μm. 
 
 70 
The EBSD measurements carried out on deformed specimens showed a qualitative 
correspondence with the Feritscope measurements in terms of the volume fraction of the 
α’-phase. The amount of non-indexed points, or so-called zero solutions, quickly increased 
with increasing deformation (from around 7 % in the as-received specimen to around 35 % 
in the specimen deformed to 0.2 plastic strain at 2·10-4 s-1) due to the distortion of the 
acquired Kikuchi patterns. Large amounts of zero solutions were concentrated near the 
grain boundaries and the transformed (and successfully) indexed α’-martensite, which can 
be expected based on the lattice distortion related to the transformation. However, mapping 
based on the average contrast of the Kikuchi patterns was found to be a straightforward 
means of presenting the deformed microstructures. Traces of slip on {111}γ planes (shear 
bands) appeared as thin dark lines and transformed α’-martensite as darker and more faulted 
regions in the band contrast maps (examples are seen for example in Figures 55, 57, and 
59).  
 
A notable feature in the studied microstructures is the inhomogeneous transformation 
behavior of individual grains, i.e., at low overall α’-martensite volume fractions some grains 
are extensively transformed, while in the others no transformation is detected. On the other 
hand, even at a high average martensite volume fraction some grains remain little 
transformed. In addition to this inhomogeneity, which can be observed on the scale of 
individual grains, another and more macroscopic inhomogeneity appears as band like 
regions parallel to the sheet surface, where the α’-transformation rate is generally higher 
than in the surrounding material. A particularly intense band with a thickness of around 
200 μm was consistently found on the centerline of the specimens. Lichtenfeld et al. [52] 
observed similar behavior and related that to local variations in the chemical composition. 
In the present study, the lower magnification EBSD scans were performed so that this 
center band, if present, could be observed in the maps but the microstructural analysis 
concentrated more on the areas that appeared to have transformed more uniformly. 
Figures 52 to 54 depict representative microstructures of these areas after room temperature 
deformation to different plastic strains at different strain rates. The detection of very small 
α’-embryos, as well as narrow shear bands, was limited by the step sizes (0.5 μm or 0.06 
μm) of the measurements and by the inherent measurement accuracy of the method [147, 
148]. However, microstructural inhomogeneity is clearly evidenced in Figures 52 to 54, and 
a similar conclusion can also be drawn from the previous EBSD-based studies [38, 41, 51, 
149]. It should be noted that also in the less transformed grains plastic deformation has 
taken place, which was evidenced for example by the diffuseness of the inverse pole figures 
viewed during the analysis. 
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a) 50 µm  b) 50 µm  
Figure 52. Microstructure of a) specimen deformed at 2·10-4 s-1 to εp=0.1 at +24 °C and b) specimen 
deformed at 100 s-1 to εp=0.1 at +24 °C. Band contrast map of austenite with superimposed inverse 
pole figure coloring of α’-martensite (color coding according to Figure 51b). Austenite grain and 
thermal twin boundaries as well as boundaries between different α’-variants highlighted with black 
color. Scale bar length is 50 μm and step size 0.5 μm. 
 
a) 50 µm  b) 50 µm  
Figure 53. Microstructure of a) specimen deformed at 2·10-4 s-1 to εp=0.18 at +24 °C and 
b) specimen deformed at 100 s-1 to εp=0.19 at +24 °C. Scale bar length is 50 μm and step size 
0.5 μm. Color coding according to Figure 52. 
 
50 µm  
Figure 54. Microstructure of a specimen deformed at 2·10-4 s-1 to εp=0.1 at +24 °C and subsequently 
at 100 s-1 to εp=0.17 at +24 °C. Scale bar length is 50 μm and step size 0.5 μm. Color coding 
according to Figure 52. 
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Figures 55 and 57 present more detailed images of the microstructures after deformation to 
the macroscopic plastic strain of 0.1 at +24 °C at the strain rates of 2·10-4 s-1 and 100 s-1, 
respectively. Several distinct microstructural features can be seen in both figures. The 
inhomogeneity of the α’-transformation between different grains is clearly visible. In 
addition, Figure 57 shows large differences in the transformation behavior between areas 
joined by a thermal twin boundary. On the other hand, it can be seen in Figures 55 and 57 
that α’-martensite has nucleated near the grain boundaries in otherwise untransformed 
grains, which is probably due to the increased dislocation activity and variations in the local 
stress state near the boundary. 
 
The blocky and irregular shape of the transformed α’-martensite is clearly visible in Figures 
55 and 57. In addition, often more than one α’-variant has nucleated in a single austenite 
grain, as evidenced by the inverse pole figure based coloring. In general, a relationship 
close to the K-S-relation (Equation 24) was observed between the phases. These findings 
support the view that the growth of the α’-phase occurs by repeated nucleation and 
coalescence [31, 37]. Typically a few martensite variants dominate the transformation in an 
individual grain, indicating that variant selection [38, 150, 151] takes place during the 
transformation. Unfortunately the resolution of the present measurements did not allow for 
a detailed characterization of the individual shear bands. However, for example in the grain 
in the lower left corner of Figure  55 one can observe traces of two sets of shear bands 
(marked with arrows in Figure 55a) and the nucleation of  α’ at the intersections of these 
bands. Analysis of the γ- and α’-pole figures for this grain (Figure 55d) shows that the α’-
phase is composed of two variants following the K-S-relation. As Figure 56 shows 
schematically, the variants are twin-related with respect to a <111>α’ direction. This 
particular direction is the same as the <110>γ direction, which belongs to both of the {111}γ 
planes, on which the shear bands appear to have formed. This is in agreement with the 
observations of previous transmission electron microscopy studies [35, 36, 42].  
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Figure 55. Close-up of the specimen shown in Figure 52a: a) band contrast map, b) detected 
α’-martensite indicated with blue color, c) inverse pole figure colored map showing the orientation 
of the grains with respect to the loading direction, and d) pole figures generated from the large γ-
grain in the lower left corner of the image. Specimen deformed at 2·10-4 s-1 to εp=0.1 at +24 °C. 
Scale bar length is 10 μm and step size 0.06 μm.  
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Figure 56. Schematic visualization of the orientation of the two martensite variants on the lower left 
corner of Figure 55a with respect to each other and to the parent austenite grain. 
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a) 10 µm  b) 10 µm  c) 10 µm  
Figure 57. Close-up of the specimen shown in Figure 52b: a) band contrast map b) detected 
α’-martensite indicated with blue color, and c) inverse pole figure colored map showing the 
orientation of the grains with respect to the loading direction (coloring similar to Figure 55c). 
Specimen deformed at 100 s-1 to εp=0.1 at +24 °C. Scale bar length is 10 μm and step size 0.06 μm.  
 
In the EBSD-based study by Gey et al. [38], the γ-grains mostly contained numerous wide 
shear bands and the nucleation of α’ took place within the shear bands and at their 
intersections. In the present study, however, at +24 °C wide shear bands were visible to a 
lesser extent and α’ seemed to have nucleated mainly in a more irregular manner, often 
concentrating near the grain and annealing twin boundaries, especially in the samples 
deformed to 0.1 plastic strain.  This difference in the shear band formation and α’-
morphology could be explained by the differences in the experimental setups (such as the 
step size of EBSD) but also by the low deformation temperature (-60 °C) used by Gey et al. 
[38], which substantially promoted shear band formation in the 304 stainless steel.  
 
Previously reported [33, 38, 77] suppression of the phase transformation in <100>-oriented 
austenite grains was not apparent in the present case in the specimens deformed at +24 °C. 
Unfortunately the amount of experimental data did not allow for a systematic analysis, 
which could have possibly shown statistical differences between different grain 
orientations. Furthermore, the analysis was further complicated in the specimens deformed 
to 0.2 plastic strain due to the large amount of zero-solutions, extensive deformation of the 
γ-grains, and the fact that at this plastic strain the α’-particles nucleated at the early stages of 
deformation had probably already undergone some deformation and lattice rotation. 
However, differences can be seen between the specimens deformed at 2·10-4 s-1 and 100 s-1. 
At the lower strain rate, in general, large individual or several smaller α’-particles appear to 
have grown within a single γ-grain, leading to a high degree of transformation in those 
grains (Figure 53a). In contrast, at the higher strain rate, where fewer γ-grains have 
undergone transformation, the transformation products appear mainly as single isolated α’-
particles (Figure 53b). This is in accordance with the observation of Murr et al. [31] 
indicating that the coalescence of α’ is restricted at high strain rates. In the specimen where 
the strain rate was rapidly increased at 0.1 plastic strain, some clustering of α’ seems to 
have taken place (Figure 54).  
 
In order to further elucidate the effect of grain orientation on the α’-nucleation, the 
microstructures of some specimens deformed at -40 °C at the strain rate of 2·10-4 s-1 were 
analyzed. It was expected that the low temperature would considerably promote shear band 
formation in the test material, which should lead to increased α’-nucleation near the center 
of the austenite grains and thus to a stronger connection between austenite grain orientation 
and α’-transformation rate. Based on the results of the mechanical tests and previously 
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published studies [25, 71] on the microstructural evolution of EN 1.4318 at low 
temperatures, relatively little deformed specimens (below 0.08 plastic strain) were selected 
for the analysis.  
 
As expected, reduction of the deformation temperature to -40 °C led to a substantial 
increase in the α’-transformation rate. This is seen in Figure 58, which shows the 
microstructures after 0.03 and 0.08 plastic strain. In addition to the increase in the 
α’-content, a notable increase in the amount of traces of austenite shear bands was observed 
compared to the specimens deformed at room temperature (Figure 59). This implies that the 
reduction of stacking fault energy with decreasing temperature promotes stacking fault 
based fault structures (bundles of stacking faults, microtwins, ε-martensite) that are large 
enough to create contrast variations in the band contrast maps. In correspondence to the 
study of Gey et al. [38], more α’ nucleated at wide shear bands in the grain interiors. In 
addition, especially at the lowest studied plastic strain of 0.03, the transformation appeared 
to have mainly taken place in the austenite grains with an orientation other than <001> with 
respect to the external loading. Despite this, α’-transformation activity still appeared to have 
often taken place near the grain and annealing twin boundaries.  
 
a)  50 µm  b) 50 µm  
Figure 58. Microstructure of a) specimen deformed at 2·10-4 s-1 to εp=0.03 at -40 °C and b) 
specimen deformed at 2·10-4 s-1 to εp=0.08 at -40 °C. Scale bar length is 50 μm and step size 0.5 μm. 
Color coding according to Figure 52. 
 
20 µm   
Figure 59. Close-up of the specimen shown in Figure 58a: a band contrast map showing a high 
density of visible shear bands in the austenite phase. Specimen deformed at 2·10-4 s-1 to εp=0.03 at 
-40 °C. Scale bar length is 20 μm and step size 0.06 μm.  
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6 DISCUSSION 
The main objectives of this thesis were to study the effects of strain rate history in a 
metastable austenitic stainless steel, analyze the physical background of these effects and 
estimate their relevance with respect to the general behavior of metastable austenitic 
stainless steels, and to find rational methods to take these effects into account in practical 
design work. The results of the mechanical tests show conclusively the existence of strain 
rate history dependence of flow stress under certain deformation conditions. The 
microstructural studies, on the other hand, revealed large deformation-induced changes in 
the microstructure, which were expected based on the literature review and are a direct 
cause for the deformation history dependence. However, these studies revealed also the 
large degree of inhomogeneity in the microstructural evolution of the test material, which is 
a complicating factor in the analysis of its mechanical behavior. In the following, the 
occurrence of strain rate history effects are first discussed from a phenomenological point of 
view, after which a more detailed analysis of the deformation mechanisms is presented. 
 
6.1 Behavior of the material in terms of strain rate history dependence 
Based on the results presented in Chapter 5, it is evident that EN 1.4318 is strongly strain 
rate history dependent at temperatures near and below room temperature. When the results 
of the mechanical tests and microstructural studies are compared side by side, it becomes 
clear that the negative apparent strain rate sensitivity deduced from constant strain rate tests 
is a result of complex interactions between microstructural evolution, thermal activation 
kinetics, and deformation-induced heating. The fact that a notable amount of deformation-
induced heating takes place already at intermediate strain rates and that the material is very 
sensitive to temperature expands the nature of the research problem from strain rate history 
dependent to a combined strain rate and temperature history dependent problem.  
 
Generally, the test data presented in Chapter 5 shows a relatively smooth continuation of the 
trend seen at lower strain rates (below 100 s-1) to the high strain rates (near 103 s-1)  in terms 
of the positive strain rate sensitivity of yield strength (Figures 33 and 34) and instantaneous 
strain rate sensitivity (Figures 36, 37, 39, and 40). Similarly, the negative strain rate 
sensitivity of the strain hardening rate (Figures 30-32, 42 and 43) and the negative strain 
rate sensitivity of the total amount of transformed α’-martensite (Figure 48) are clearly 
reproduced in the THSB tests. This behavior is reasonable, since one would expect the 
mechanisms of thermal activation, which account for the instantaneous strain rate sensitivity 
and the strain rate sensitivity of yield strength, to remain essentially the same in the studied 
strain rate and temperature region. On the other hand, as the in situ temperature 
measurements and numerical simulations presented in Chapter 5.1 indicate, the transition 
from isothermal to adiabatic deformation conditions is essentially complete already around 
the strain rate 100 s-1. Thus one could expect that in terms of macroscopic adiabatic heating 
the strain rates 100 s-1 and 103 s-1 are relatively similar (while keeping in mind that due to 
the generally higher flow stress levels at the higher strain rate the amount of heating is also 
higher). This at least partly explains why the α’-martensite transformation and strain 
hardening behavior show most notable strain rate dependence at strain rates below 100 s-1. 
 
The premature necking and failure observed during the high strain rate tests on prestrained 
specimens (Figure 44) is a technologically important feature that underlines the importance 
 78 
of the studies on strain rate history dependence. Even though this kind of material behavior 
can be predicted to some extent based on the observations made at lower strain rates (by 
using Considere’s criterion with predictions on the flow stress level and strain hardening 
rate), it is completely absent in the high rate tests made on the as-received material. This 
feature demonstrates that even though the high rate tests otherwise show trends similar to 
low rate tests, the strain rate history dependence can bring about behavior observed only at 
dynamic loading conditions. 
 
In the following, a simple phenomenological model is used to demonstrate how the strain 
rate history dependence can be numerically reproduced in the studied deformation 
conditions. The simplest way to approach the temperature and strain rate dependence of 
material behavior is through the instantaneous thermal activation effects on flow stress 
(second term in Equation 10) and by assuming that the evolution of the athermal component 
of flow stress (first term in Equation 10) is independent of the deformation conditions. 
However, interrupted jump tests [14] where the material was externally heated before the 
strain rate increase show that the differences between constant strain rate tests cannot be 
explained solely by temperature and strain rate effects on instantaneous flow stress. This is 
quite obvious, when one compares the microstructural evolution at different strain rates (for 
example in Figures 52 and 53). Evidently, strain rate history effects in this material are 
strongly related to the evolution of the athermal component of flow stress (first term in 
Equation 10).  
 
From a phenomenological point of view, the observation that the strain hardening rate 
seems to depend more on the current value of strain rate than on its history suggests that a 
rather simple model can be applied as a first approximation. The model presented here is 
based on the concept of athermal and thermal components of flow stress discussed for 
example by Klepazcko and Chiem [2]. Taking Equation 1 as the basis for this approach and 
using the strain rate sensitivity parameter β to account for the changes in the thermal part of 
the flow stress (with respect to a certain nonzero reference strain rate), the strain rate history 
can be accounted for by integrating the strain hardening rate with respect to plastic strain: 
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In Equation 58 σ0 corresponds to the initial yield strength at the reference strain rate ( ref ). 
Depending on the deformation conditions, parameter β can be a function of plastic strain. It 
should be noted that even though this simple model does not explicitly include temperature 
as a variable, some temperature-effects are implicitly included in the strain rate dependence 
of the strain hardening rate. A fully non-isothermal model should include both 
instantaneous temperature sensitivity (such as described in Equation 10) as well as the 
effect of temperature on the strain hardening rate, when strain rate can also vary. Such a 
model would inherently contain cross-terms between the strain rate and temperature 
sensitivity of the strain hardening rate and is beyond the scope of this study. In the same 
manner, since the analysis of this work was mainly based on upward jumps from isothermal 
low strain rates to adiabatic high strain rates, it is unknown whether Equation 58 is suitable 
for the analysis of downward jumps from the high rate region to low rates. The analysis of 
this kind of a problem would require a series of experimental tests, which incorporate high 
rate prestraining followed by testing at low strain rates. 
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In order to evaluate the usability of the model, Equation 58 was fitted to the experimental 
data presented in Figure 43. Strain rate 2·10-4 s-1 was selected as the reference strain rate 
( ref ), while strain rate 103 s-1 was taken as the ending strain rate of the jumps. For 
simplicity, the instantaneous strain rate sensitivity parameter β was taken to be constant 
between these two strain rates, and a value of 43 MPa was chosen based on Figure 40. The 
strain hardening rates with respect to plastic strain were modeled with 9th and 5th degree 
polynomials for the lower and higher strain rates, respectively. These fits as well as the 
results of the integration of Equation 58 for different strain rate histories are presented in 
Figure 60. 
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Figure 60. a) modeled stress versus strain curves for constant strain rates 2·10-4 and 103 s-1 and for 
strain rate jumps from the lower to the higher rate at 0.09 and 0.18 true plastic strain and b) strain 
hardening rate versus strain curves used in the model. Model corresponds to the data measured at the 
initial test temperature of +24 °C (Figure 43). 
 
As can be seen in Figure 60, this simple model can relatively well reproduce the observed 
general strain rate history dependence of flow stress. It is emphasized that this good fit is a 
direct consequence of the observed and implemented strain rate history independent 
behavior of the strain hardening rate. For this reason the strain hardening, which in this case 
is the only source of history dependence, can be modeled with the simple plastic strain 
based integral term presented in Equation 58. This approach, however, has obvious short-
comings in terms of modeling the transient behavior following the strain rate change. In 
order to account for the transients, the strain hardening rate itself should be modeled as 
history dependent. In this example strain rate sensitivity was assumed constant, which, 
based on the experimental evidence, is an oversimplification. However, when compared to 
the large variations in the strain hardening rate with respect to plastic strain and strain rate, 
the assumption of constant instantaneous strain rate sensitivity can be justified in many 
cases. 
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6.2 Microscopic aspects of material behavior 
The results presented in Chapter 5 bring about two major questions related to the 
microscopical behavior of the test material. Firstly, how the decrease in the strain hardening 
and α’-transformation rates immediately after a sudden strain rate jump can be explained 
and secondly, what is the reason for the observed variations in the instantaneous strain rate 
sensitivity with temperature and plastic strain. In the following these questions are 
addressed. 
6.2.1 Formation of strain-induced α’-martensite 
When the microstructural characteristics of the test material are considered, the strain-
induced austenite to α’-martensite phase transformation is the likely cause for the strong 
strain rate history dependence. As already noted, the test material shows highly 
heterogeneous transformation behavior between individual grains. This complicates the 
analysis notably, since the mechanical test results in this study, and in the majority of 
published studies, represent the combined response of thousands of grains, i.e., the response 
of the so-called “average grain”. From this point of view, the effect of the phase 
transformation on material behavior can be notably higher on a local level than observed 
macroscopically. On the other hand, there is a risk that material behavior caused by other 
phenomena, such as twinning, are misinterpreted as being caused by the martensitic 
transformation. 
 
In order to explain the inhomogenous nature of the α’-phase transformation, some early [33, 
77] and several more recent studies [38, 150-152] have concentrated on the effect of 
austenite grain orientation. Two main conclusions can be drawn from these studies. Firstly, 
the extent of shear band formation depends on the grain orientation with respect to the 
external stress [33, 38, 77]. Goodchild et al. [77] rationalized this in terms of the effect of 
applied stress on the partial dislocations bounding the stacking faults. For example, if the 
external stress is aligned close to <100>γ direction, higher stress acts on the trailing partial 
dislocations than on the leading partials, and the stacking fault width on  {111}γ planes 
decreases (i.e., the effect is similar to a sudden increase in SFE). The second effect of grain 
orientation is related to the observation that not necessarily all crystallographically possible 
α’-variants form with equal probability. Gey et al. [38] observed a strong variant selection 
especially in <100>γ grains. They related this to the decreased amount of nucleation sites in 
this orientation due to the low tendency for shear band formation, which would “single-out” 
preferential α’-variants. Kundu and Bhadeshia [150] addressed the variant selection by 
considering the work done by external stress (normal and shear components with respect to 
the martensite habit plane) in conjunction with the transformation strains of α’-nucleation. 
They found that the experimental observations of Gey et al. [38] could be reproduced when 
those variants where the external work added to the chemical driving force were selected. 
Later Humbert et al. [151] addressed the experimental data of Gey et al. [38] with a two 
step model, which considered ε-martensite formation aided by the work done by external 
stress as an intermediate step.  
 
The above presented approaches assume a homogenous local stress state determined by the 
external loading and grain orientation and thus neglect the effect of, for example, grain 
boundaries, dislocation pile-ups and geometrically necessary dislocations. In the present 
study α’-nucleation was found to readily take place near grain and annealing twin 
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boundaries especially in specimens deformed at 24 °C and a clear relationship between 
austenite grain orientation and α’-transformation rate was not apparent. This is reasonable, 
because near crystallographic boundaries the local stress state controlling the α’-nucleation 
differs from the one expected based on the external loading. Therefore, if notable portion of 
the overall transformation takes place near these boundaries, then a direct relation between 
γ-grain orientation and α’-transformation rate cannot be generally established. 
 
Reduction of the deformation temperature increases shear band formation and promotes 
α’-nucleation within grain interiors. In these conditions one would expect the analysis based 
on homogenous stress state to be more successful in explaining the variation of 
α’-transformation rate from grain to grain. However, in a polycrystal probable nucleation 
sites are easily generated near crystal boundaries due to the variations in the stress state and 
the higher dislocation activity compared to the grain interiors. Therefore it is expected that 
models based on the effect of external stress only are too limited to describe the variation of 
the α’-transformation rate in general. 
 
A general view in the literature [52, 71, 73, 76, 96-98] is that deformation-induced heating 
is the reason for the suppression of the deformation-induced martensitic phase 
transformation with increasing strain rate. This conclusion has been reached by noting that 
the macroscopic temperature increase during high rate deformation is consistent with the 
temperature sensitivity of the phase transformation measured in low strain rate tests carried 
out at different temperatures. As noted before, this view is supported also by the constant 
strain rate tests of this study. However, macroscopic heating cannot explain the reduction in 
both the strain hardening and α’-transformation rate observed after a sudden strain rate 
increase. That is, shortly after the strain rate jump the bulk material temperature should still 
be close to room temperature and the phase transformation should therefore readily take 
place and maintain the strain hardening rate at a high level. With continued straining one 
would then expect to see a gradual decrease in the strain hardening rate due to material 
temperature increase.  
 
The role of deformation induced heating can still be justified when material behavior is 
considered in a microscopic level. Within a single grain the deformation is concentrated in 
shear bands. This means that the heat generation due to plastic deformation is concentrated 
in a smaller than bulk material volume. Furthermore, the austenite to α’-martensite phase 
transformation, which occurs in a highly inhomogeneous manner between different grains, 
involves a free energy release, which causes an abrupt increase in the local material 
temperature if the time for heat conduction is insufficient. Therefore local material heating 
can be larger than the one predicted macroscopically. This theory of local heating was 
briefly discussed by Talonen [25], and it seems to be a plausible explanation for the 
observations of the jump tests: as the strain rate is suddenly increased, thermal conditions 
change abruptly from isothermal to adiabatic. Considering the general morphology of the 
transformed α’-martensite, it seems reasonable that when a suitable dislocation 
configuration is locally attained, the nucleation and growth of a single α’-particle will 
proceed rapidly. The free energy change of the phase transformation and increased local 
plasticity will then cause a rapid release of heat in the vicinity of this particle, which can 
effectively suppress further phase transformation, if the time available for heat transfer is 
insufficient. This theory complies also with the findings of Murr et al. [31], according to 
which the coalescence of α’-embryos is restricted at high strain rates.  
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On the other hand, the whole phenomenon of strain-induced α’-transformation is dependent 
on the preceding dislocation motion. Therefore, the direct effects of strain rate on α’-
nucleation cannot be excluded from the analysis, especially since the results of 
instantaneous strain rate sensitivity measurements (Figure 36 and [84]) imply a certain 
connection between thermally activated dislocation motion and α’-transformation. 
According to some researchers [25, 31, 32, 71, 153], higher strain rate can promote the 
generation of shear bands (due to increased flow stress [25] or due to easier nucleation of 
Shockley partials [153]) before temperature effects start to dominate. De et al. [82] used the 
classical inverse relationship of temperature and strain rate to propose that the increase of 
strain rate is equivalent to a decrease in temperature, which leads to a decrease in SFE. 
Detailed reasoning for their conclusion was not, however, published. In contrast, 
Staudhammer et al. [37] speculated that high rate loading might lead to more irregular shear 
band configurations, which hinders the γ→α’ phase transformation. Apart from the above 
mentioned studies, in the present author’s opinion the direct connection between strain rate 
and strain-induced martensitic transformation has been relatively little addressed in the 
literature in comparison with the vast amount of studies concentrating on the effect of 
adiabatic heating.  
 
6.2.2 Yield point formation 
As described in Chapter 5.4, the formation of yield point was observed both in strain rate 
jump tests (Figures 45 and 46) and after load relaxation runs (Figure 47). There are several 
possible sources for this transient behavior. Firstly, the yield point can be related to the 
insufficiency of mobile dislocations to maintain the higher imposed strain rate [154]. This 
would explain the occurrence of the sharp yield point in strain rate jump tests. However, 
this theory may not properly explain the yield points found in the load relaxation runs, since 
the reloading strain rate was always the same as the initial strain rate and the accumulated 
strain during the relaxation run was small so that large changes in the microstructure are not 
expected to take place.  
 
Another explanation is that a strain aging mechanism is acting during the tests. For the 
strain rate jump and load relaxation tests the mechanism would have to be dynamic, while 
for the discontinuos tests (high strain rate tests of prestrained specimens) also a static 
mechanism could be possible. Previously dynamic strain aging has been related to yield 
transients observed at room temperature in austenitic stainless steels both in load relaxation 
runs [106, 155] and strain rate jump tests [146, 155]. Hannula et al. [106] assumed that 
pinning of dislocations by vacancy-interstitial atom pairs occurred when the mobile 
dislocations were temporarily stopped by thermal obstacles during the relaxation run. Ray et 
al. [155] related the aging to pipe diffusion of solute atoms to intersections of mobile 
dislocations and forest dislocations. Venkadesan et al. [146] interpreted the transient to be 
caused in strain rate jump tests by the adjustment of the local solute atom concentration 
around the dislocations to the new imposed strain rate. The tests in this study did not 
indicate the presence of serrated flow in general, which is often related to dynamic strain 
aging, except in the test carried out at 2·10-4 s-1 at +80°C (Figure 30). As discussed before, 
these serrations may have also been caused by the formation of strain-induced α’-martensite 
in incipient necks. Furthermore, as noted by previous investigators [156, 157], the 
appearance of serrated flow is not a necessary condition for dynamic strain aging, since 
serrated flow takes place only when the aging mechanism is strong enough to cause the 
steady state strain rate sensitivity to be negative. 
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The present study was focused on the general flow behavior of the test material, and 
therefore a systematic study on the cause of the stress transients was not carried out. Based 
on the above, the yield point formation observed in the current study may have been caused 
by changes in mobile dislocation density or strain aging of the material. However, different 
and in some cases multiple mechanisms may have been operating in different tests. For 
example, in the strain rate jump and load relaxation tests the material was constantly 
deformed during the test, whereas in the THSB tests of the prestrained material a static time 
period took place between the loadings. In addition, in the latter tests the material was 
unloaded between the tests, which may also contribute to the yield point formation, as 
discussed by Haasen and Kelly [158].  
 
At the strain rate of 2x10-4 s-1 at +80 °C, instantaneous strain rate sensitivity β shows 
relatively steady decrease with increasing deformation. If dynamic strain aging was active 
during the test, it would explain the observed decrease since steady state values were used 
in calculating β. That is, when strain rate is suddenly increased, material responds according 
to its current microstructural state (including the possible strain aging mechanism) followed 
by a transient, during which the strain aging mechanism adjusts to the imposed strain rate 
leading to the steady state behavior [146]. Therefore, when β is determined based on steady 
state values, the condition of constant microstructure is somewhat violated. In fact, if the 
peak values of stress immediately after the strain rate jump are used in the calculation, β 
remains rather constant. The accurate measurement of these transients is, however, 
influenced for example by the data collection rate and test machine behavior [159]. 
Transient yield behavior similar to that at the test temperature of +80 °C was observed also 
at lower test temperatures. Therefore, the observed decrease in the instantaneous strain rate 
sensitivity after certain maximum might be partially caused by strain aging effects. 
However, the rapid increase of the strain rate sensitivity after yielding at +24 °C and the 
higher overall level at -40 °C are believed to be representative of the microstructural 
changes  taking place at plastic strains below 0.15 apart from any above mentioned effects, 
since the stress transients were absent at these conditions. 
 
6.2.3 Instantaneous strain rate sensitivity 
In the following the results of the strain rate sensitivity measurements are analyzed in order 
to further clarify the rate controlling mechanism and to see whether a connection to the 
γ→α’ phase transformation exists. The measured strain rate sensitivity values can be 
transformed into respective thermal activation volumes and obstacle distances according to 
Equations 6 and 13:  
 
 
   MkTMkTMkTxblV pp 


 10lnlog10lnln* 10 

    (59) 
 
When the test results presented in Chapters 5.2 and 5.3 are considered in terms of analyzing 
the thermal activation mechanisms, two challenges appear: firstly, the evolution of the 
athermal component of flow stress is a strong function of strain rate and temperature, and 
secondly, except for the lowest tested strain rate, deformation is not isothermal. However, if 
the analysis is limited to very small plastic strains, then it can be assumed that the athermal 
component is nearly constant (i.e., in the as-received state) and the material is still at the 
initial temperature. In this case, according to Equation 10, the flow stress should show 
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tendency to increase with decreasing activation volume. Figure 61a presents measured flow 
stress versus calculated activation volume based on the data obtained from both constant 
strain rate and strain rate jump tests using the constants presented in Table 3. In order to 
limit the changes in the athermal flow stress to a minimum, material data obtained at plastic 
strains below 0.05 was used. For the strain rate change tests at low strain rates (Figures 36 
and 37a), the flow stress immediately before the strain rate jump was used in Figure 61a. 
For the constant strain rate tests, the strain rate sensitivity was calculated based on the fits to 
the flow stress at 0.02 plastic strain versus strain rate (Figures 33 and 34). In contrast to the 
strain rate jump tests, the definition of flow stress is somewhat ambiguous, because the fits 
span over certain strain rate and stress regions, as seen in Figures 33 and 34. This is 
illustrated in 61a by the vertical lines, which are drawn across the stress region 
corresponding to the strain rate region used in the fitting. Data from the THSB jump tests 
was interpreted and plotted in terms of the average strain rate sensitivity (Figure 39) versus 
the average flow stress measured at 0.02 plastic strain at the strain rate of 103 s-1. 
 
Table 3. Numerical values for constants and material parameters used in the thermal activation 
analysis. Ω = atomic volume. 
M 3.06 
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Figure 61. Results of the thermal activation analysis: a) flow stress versus activation volume at 
small strains calculated based on both constant strain rate and strain rate change tests and 
b) activation volume versus plastic strain calculated based on strain rate jumps from 2·10-4 s-1 to 
10-2 s-1.  
 
The general trend seen in Figure 61a is in accordance with Equation 10, i.e., the flow stress 
is inversely related to the activation volume. Figure 61a comprises tests carried out in a 
strain rate range of over six decades and a temperature range of 120 K. Relatively large 
scatter is seen especially at lower activation volumes. One particular case is the constant 
strain rate data obtained at -40 °C, which indicates nearly constant strain rate sensitivity 
throughout the tested strain rate region. However, considering the high sensitivity of both 
 85 
strain hardening rate and instantaneous strain rate sensitivity on plastic strain at -40 °C, it is 
probable that notable microstructural changes take place in the material already at very low 
plastic strains. Another result, which does not fit to the general trend seen in Figure 61a is 
the positive effect of ending strain rate on the observed strain rate sensitivity (Figure 40). 
This is not unexpected, because in Equation 10 0  and ΔG0* can be functions of the acting 
stress and strain rate. On the other hand, the stacking fault energy of the test material is a 
strong function of temperature in this temperature region [26, 149]. Variations in SFE affect 
the equilibrium separation between partials and may thus also affect the thermal activation 
kinetics. The trend seen in Figure 61a is, however, in accordance with the observations 
reported by Byrnes et al. [161] for stable austenitic stainless steels. They determined the 
athermal and thermal components of flow stress using the data obtained from wide ranges 
of temperature and noted that the latter component decreases asymptotically towards zero 
with increasing activation volume. Based on this notion it can be stated that in Figure 61a 
the flow stress approaches the athermal flow stress component of the as-received material 
with increasing activation volume. 
 
As can be seen in Figure 61a, lower activation volumes are in general observed at low test 
temperatures. This is further illustrated in Figure 61b, which shows the evolution of the 
activation volume with respect to plastic strain and temperature at the strain rate of 
2·10-4 s-1, at which the conditions can be considered isothermal. At all test temperatures the 
calculated activation volumes were several hundreds of cubic angstroms (corresponding to 
several tens of atomic volumes). Highest volumes, on the order of 2000 Å3, were found at 
+80 °C, as expected based on the lowest instantaneous strain rate sensitivity values. At high 
plastic strains the activation volume was calculated to be even higher, but as described 
above, the strain rate sensitivity measurement could be influenced by dynamic strain aging. 
In accordance with the increase of the strain rate sensitivity, the activation volume 
decreased with decreasing temperature, being around 60 atomic volumes at -40 °C. At 
-40 °C and +24 °C, a notable decrease of the activation volume with increasing plastic 
strain was also observed at plastic strains below 0.1. 
 
Further interpretation of the test results can be done by assuming that the average length of 
the activated dislocation segment (l) scales with the average distance between forest 
dislocations, which is inversely related to the square root of the dislocation density: 
 
 
dd
xbVl 
 *1~        (60) 
 
For the numerical evaluation of Equation 60, data published in the literature was used. 
Talonen [25] reported for EN 1.4318 (AISI 301LN) an increase of ρd from 0.5·1014 m-2 to 
2·1014 m-2 between zero and 0.1 plastic strain. Values on the same scale were also reported 
by Narutani [48] for AISI 301 and more recently by Shintani and Murata [54] for SUS 304. 
The simplest approach to obtain an estimation for the activation volume is to assume that 
the distance moved by the dislocation during a single activation event is on the same scale 
as the burgers vector (Δx ~ b). In the case of low SFE materials the choice of the burgers 
vector length for the calculations is somewhat ambiguous. Although the partial dislocations 
are normally notably separated from each other, the actual deformation mechanism may 
involve a constriction of a segment of the dislocation line. However, for simplicity, the 
burgers vector of a partial dislocation was used in the calculations. Table 4 presents 
calculated values for the forest dislocation separation, thermal activation area, and thermal 
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activation volume based on the literature values of ρd. As can be seen by comparing 
Figure 61 and Table 4, this relatively crude calculation seems to account for the correct 
scale of the experimentally measured activation volumes. This supports the assumption of 
forest dislocation cutting being the main rate controlling mechanism. Furthermore, the 
decrease of the activation volume with increasing plastic strain (in the absence of strain 
aging) is in correspondence with the increasing dislocation density. More accurate 
calculations, however, would require detailed knowledge on the actual segment length l and 
the type of the interaction mechanisms (i.e., whether the reaction involves local constriction 
of the stacking fault or reactions between individual partials). 
 
Table 4. Forest dislocation separation, thermal activation area and thermal activation volume with 
respect to dislocation density according to Equation 60. 
ρd (·1014m-2) l = ρd -0.5 (Å) l·bp (Å2) l·bp2 (Å3)
0.5 1400 2100 3000
1 1000 1500 2100
2 700 1000 1500  
 
Equation 60 neglects two phenomena, which arise from the low stacking fault energy of the 
test material. Firstly, in general the slip is planar in these steels, which means that the local 
dislocation densities and hence the segment lengths can differ notably from the average 
approach used in Equation 60. Secondly, due to the low SFE, wide stacking faults, which 
are obstacles to intersecting dislocations, exist in the material further affecting l. The effect 
of SFE on the obstacle distance can also be the cause for the large decrease in the activation 
volume with decreasing temperature observed already at low strains (Figure 61b). That is, 
the reduction of temperature leads to easier dissociation of existing dislocations, which in 
turn decreases the average length of the activated dislocation segments.  
 
Based on the above treatment, it seems plausible that the dependence of instantaneous strain 
rate sensitivity on deformation conditions can be related to the effective forest dislocation 
density despite the α’-transformation.  However, as already mentioned, the inhomogeneity 
of the phase transformation between grains complicates the analysis notably. That is, since 
only a fraction of the austenite grains is undergoing the transformation at a given time, their 
possible influence on the strain rate sensitivity is “averaged down” by the non-transforming 
grains. Another aspect is the direct influence of the inherent strain rate sensitivity of the 
BCC α’-phase on the behavior of the material. This effect is probably not large due to the 
low volume fraction of the α’-phase at this stage. 
 
It is also worthwhile to briefly review other explanations presented in the literature. Huang 
et al. [84] carried out strain rate cycling between 1.5x10-3 s-1 and 1.5x10-2 s-1 for AISI 304 
stainless steel and observed a correlation between strain rate sensitivity parameter m and 
martensite transformation rate. This was explained in terms of the positive strain rate 
sensitivity of martensite transformation in the absence of adiabatic heating, which was, 
however, not further elucidated. As noted by Huang et al. [84], the higher amount of 
martensite at high strain rates could increase the flow stress by increasing the dislocation 
density of austenite or by changing the load distribution in the aggregate. The theory 
presented by Huang et al. [84] is rather complex, since according to it a rapid strain rate 
change involves two stages; first the martensite transformation rate is altered, which is most 
likely related to the changes in the dislocation motion in the austenite phase, and after that 
the new transformation rate leads to rapid changes in the microstructure, which determines 
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the flow stress. Based on this explanation, when strain rate is suddenly changed, one would 
expect to see large changes in the strain hardening rate, which is a measure of the 
microstructure development, rather than in the instantaneous flow stress, which is a measure 
of the current structure of the material. Huang et al. [84] did not report any changes in the 
strain hardening rate with strain rate changes and, in fact, the findings of the current study 
point to the opposite direction, i.e., to the reduction of the strain hardening and α’-
transformation rates after the jump. Their explanation could still be valid, since although in 
practice the instantaneous strain rate change is considered microstructure preserving, in 
principle it could be possible that the microstructure changes already before the flow stress 
reaches a measurable steady state value at the new strain rate.   
 
De et al. [82] proposed another explanation for the results of Huang et al. [84]. Based on 
bulk texture and ε-martensite volume fraction measurements of AISI 304 at similar 
deformation conditions, they argued that the increased strain rate sensitivity was related to 
the increased cross-slip tendency. Even though planar slip is favored by the low stacking 
fault energy, according to De et al. [82] after a certain amount of plastic deformation partial 
dislocations pile-up at obstacles and the cross-slip frequency increases causing increased 
strain rate sensitivity. They based their conclusions on the comparison between measured 
intensities of copper- and brass-type texture components. De et al. [82] observed a 
maximum and then a decrease in the copper-type texture component and in the ε-martensite 
volume fraction, which, according to them, would be related to similar changes in the cross-
slip tendency. In order to explain the apparent discrepancy between the increasing cross-slip 
tendency and the increase in the volume fraction of ε-martensite, De et al. [82] referred to 
the study by Fujita and Ueda [29], who observed cross-slip to take place via the generation 
of so-called stair-rod dislocations. It is, however, unclear whether thermal activation has a 
significant contribution to this kind of a process (originally Fujita related cross-slipping via 
this mechanism to stress concentrations caused by dislocation pile-ups). Another 
complicating factor in the analysis of De et al. [82] is the fact that the orientation 
dependence of the martensitic transformations might influence the macroscopically 
measured austenite texture, as argued by Nagy et al. [162].  
 
Previously it has been noted [25, 61] that a reduction in the strain hardening rate is observed 
at the early stages of α’-nucleation (the so-called dynamic softening effect). Figure 62 
presents the true strain hardening rate, calculated α’-transformation rate, and strain rate 
sensitivity with respect to strain at the strain rate of 2·10-4 s-1 at +24 °C. As can be seen, the 
strain rate sensitivity follows relatively closely the α’-transformation rate, as observed by 
Huang et al. [84]. It can be speculated that if the dynamic softening effect is related to the 
onset of α’-transformation [25, 61] and if the α’-transformation has a thermal activation 
dependent nucleation barrier, as discussed by Olson and Cohen [163, 164] and later by 
Kajiwara [165], then the contribution of α’-transformation to the overall plasticity could 
show strain rate sensitivity similar to the thermally activated dislocation slip. This view is 
further supported by the experiments carried out at -40 °C, which show similar but larger 
changes in the strain hardening rate and the strain rate sensitivity. On the other hand, at 
+80 °C, where the phase transformation is notably suppressed [25, 71], the above described 
phenomena are not observed. In the microstructural level, the role of thermal activation 
could be realized in terms of obtaining suitable dislocation arrangements in shear band 
intersections for the shear bands to pass each other by the nucleation of α’ with the 
mechanism observed by Suzuki et al. [36].  
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Figure 62. α’-transformation rate, true strain hardening rate, and instantaneous strain rate sensitivity 
β with respect to plastic strain at the strain rate of 2·10-4 s-1 at +24 °C. 
 
As can be deduced from the discussion presented above, the exact origins of the increasing 
instantaneous strain rate sensitivity and decreasing strain hardening rate at the early stages 
of α’-nucleation remain unclear. Based on the existing experimental evidence it cannot be 
concluded whether these two phenomena are directly related or a consequence of some third 
phenomenon. However, considering the behavior seen in Figure 62 with respect to the 
general knowledge of the nucleation mechanisms of strain-induced α’, it is likely that the 
phenomena share a common origin, i.e., partial dislocation glide and shear band formation 
on intersecting slip planes in the presence of notable chemical driving force for γ→α’.  
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7 CONCLUSIONS 
Metastable austenitic stainless steel EN 1.4318 is a strongly strain rate history dependent 
material when deformed near and below room temperature. This can be related to the 
occurrence of the strain-induced austenite to α’-martensite phase transformation, which 
markedly alters the microstructure. Tests with sudden strain rate changes indicate positive 
strain rate sensitivity throughout the tested deformation conditions. An analysis based on 
the concept of thermally activated dislocation motion indicates that the instantaneous strain 
rate sensitivity can be explained by forest dislocation cutting even when the martensitic 
phase transformation takes place. However, microstructural studies show that the behavior 
of individual grains is notably heterogeneous with respect to the phase transformation, 
which reduces the representativeness of the analysis based on macroscopic measurements. 
In addition, the tests showed implications of dynamic strain aging, which may mask the 
basic strain rate sensitivity of the material at higher plastic strains.  
 
In contrast to the instantaneous strain rate sensitivity, the rate sensitivity of strain hardening 
rate is highly negative and the main reason for the strong strain rate history dependence of 
EN 1.4318. In correspondence with previous studies, notable macroscopic deformation 
induced heating and suppression of the martensitic phase transformation take place already 
at strain rates below 100 s-1. Strain rate jump tests, however, indicate that the strain 
hardening and α’-transformation rates decrease immediately after the strain rate increase, a 
feature which cannot be explained by the macroscopic heating. The explanation can be 
sought from the localized material heating due to the planar slip of the dislocations and the 
free energy release during the phase transformation. The direct effect of strain rate on the 
α’-nucleation and growth cannot, however, be excluded at this point and the topic needs to 
be further studied. 
 
As noted above, the microstructural characterization based on Electron Backscatter 
Diffraction measurements carried out on specimens deformed at different temperatures and 
strain rates indicates a large degree of inhomogeneity in the transformation behavior of 
individual austenite grains. Transformed martensite often appears in the vicinity of austenite 
grain and annealing twin boundaries, reflecting the dependency of the phase transformation 
on the local stress state and dislocation activity. Reduction of the deformation temperature 
increases the amount of wide shear bands and promotes the nucleation of α’-martensite also 
in the interiors of austenite grains. However, nucleation near the above mentioned 
boundaries is still commonly observed.  
 
The complex strain rate dependence of metastable austenitic stainless steels can be 
rationalized with the approach used in this study. The combination of constant strain rate 
and strain rate change tests allows to distinguish between evolutionary and instantaneous 
strain rate effects. The use of the Tensile Hopkinson Split Bar provides a robust means of 
studying material behavior at high strain rates. In addition, the modifications introduced to 
the existing test setup makes the THSB apparatus more suited to strain rate history studies.  
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7.1 Novel features 
The following methods and findings are believed to be original: 
 
1. The mechanical behavior of a metastable austenitic stainless steel was extensively 
studied from the viewpoint of strain rate history dependence. This approach was 
found successful in rationalizing the complex mechanical behavior of the test 
material. A simple phenomenological model was shown to be able to repeat the 
general behavior observed in the tests. 
 
2. Strain rate jump tests showed that the strain hardening and α’-transformation rates 
decrease immediately after a strain rate increase. This kind of behavior cannot be 
explained by the macroscopic adiabatic heating effects that are typically used to 
explain corresponding phenomena, such as negative apparent strain rate sensitivity 
of flow stress at large strains. Instead, based on the results obtained in this work it is 
proposed that this feature can be explained by the localized heating of the material 
[25] and by the reduced coalescence of α’-martensite embryos [31].  
 
3. The results of the instantaneous strain rate sensitivity measurements were analyzed 
in terms of forest dislocation cutting and a correlation to the austenite dislocation 
density was found also during α’-martensite formation. 
 
7.2 Suggestions for further studies 
Based on the state-of-the-art review of the current literature and the results presented in this 
thesis it is evident that there is need for further research on the strain rate history 
dependence of the mechanical behavior and microstructure evolution of metastable 
austenitic stainless steels. This study showed that the present knowledge of the effects of 
strain rate on materials undergoing strain-induced α’-phase transformation is still 
incomplete, for example concerning the dependence of the strain hardening rate on the 
strain rate. Also from the practical point of view further studies would be worthwhile, since 
improved understanding of the mechanisms of the interaction between strain rate and 
martensite transformation might eventually lead to new ways of maintaining and controlling 
the martensite transformation also at dynamic loading conditions, thus markedly increasing 
the performance and usability of these materials. It is believed that the methods and results 
presented in this work provide a solid framework for further experimental studies as well as 
for the development of more sophisticated material models. In addition, the existing theories 
and models could be improved by checking them against the findings of this work. 
 
Cases where low strain rate deformation takes place after high rate loading should be 
addressed. These studies would have both practical and scientific value since many 
industrial forming operations nowadays take place at high rates and, on the other hand,  
strain rate reduction after high rate loading could further elucidate the effects of strain rate 
on the α’-transformation. It can be speculated that the deformed regions with otherwise 
suitable dislocation structures are during the high strain rate deformation inhibited from 
transforming into α’ either because of adiabatic heating or because of a nucleation 
activation barrier, but might transform readily when the strain rate is reduced. 
Measurements of the strain hardening and α’-transformation rates could in this case reveal, 
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whether the density of the α’-nucleation sites generated at high strain rates is comparable to 
the low rate deformation and whether the transformation is inhibited by the above 
mentioned reasons. However, if little α’-transformation is observed immediately after the 
strain rate reduction (assuming that temperature is returned to initial), then the α’-
transformation might be inhibited at high rates due to the lack of nucleation sites. The 
results of this study support the former view, since after a strain rate increase the material 
should contain preferential nucleation sites generated during the preceding low rate 
deformation. These sites should still transform readily unless inhibited by local heating or 
by a nucleation activation barrier, as concluded in this study. However, the question as to 
how rapidly the nucleation sites are consumed once they are formed still remains and 
complicates the above mentioned analysis, since rapid changes in the nucleation site density 
might take place already during the strain rate change before the steady state behavior on a 
macroscopic level is observed. Accurate in situ α’-volume fraction measurements during 
strain rate changes might also help to answer this question.  
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