Skews in the observed allele-frequency spectrum are frequently viewed as an indication of non-neutral evolution. Recent surveys of microsatellite variability have used an excess of alleles as a statistical approach to infer positive selection. Using neutral coalescent simulations we demonstrate that the mean numbers of alleles expected under the stepwise-mutation model and infinite-allele model deviate from the observed numbers of alleles. The magnitude of this difference is dependent on the sample size, mutation rates (-values) and observed gene diversities. Moreover, we show that the number of observed alleles differs among loci with the same observed gene diversity but different mutation rates (-values). We propose that a reliable test statistic based on allele excess must determine the confidence interval by computer simulations conditional on the observed gene diversity and -values. As the latter are notoriously difficult to obtain for experimental data, we suggest that other statistics, such as lnRV, may be better suited to the identification of microsatellite loci subject to selection.
INTRODUCTION
Over the past decades several theories have been developed to explain the observed levels of variability in natural populations. One interesting subject, which has arisen from this research, is the inference of past selective events from extant natural variability. Several statistical tests have been developed that use sequence variation to distinguish between neutrally evolving genes and selected ones (reviewed in Otto 2000) . With the recent progress in high-throughput technology, emphasis is shifting from single-locus studies to complete-genome scans aiming to detect genomic regions that recently acquired a beneficial mutation . The general idea of such a genome scan is that the fixation of a beneficial mutation in a population also affects sites linked to the target of selection. This phenomenon has been called hitchhiking (Maynard Smith & Haigh 1974; Barton 2000) . Hence, screening a large number of markers is expected to identify those linked to a selected site, which therefore deviate from neutral expectations.
Given the high costs of a DNA-sequencing-based genome scan, other more cost-effective genetic markers are required. Microsatellites are highly polymorphic DNA regions distributed over the euchromatic part of the genome in all eukaryotic organisms (Ellegren 2000; Schlö tterer 2000) . The ease of microsatellite typing in combination with their predominantly neutral evolution renders microsatellites an excellent marker for genome scans (Schlö tterer 2004) . Nevertheless, in contrast to the analysis of DNA sequences, only a limited number of statistical tests are available to compare observed patterns of microsatellite variability with their neutral expectations.
Microsatellite mutations encompass gains and losses of repeat units (Ellegren 2000; Schlö tterer 2000) . This stepwise-mutation process was originally studied in the context of protein evolution. The statistical properties of this model have also been used to describe the mutation dynamics of microsatellites. Kimura & Ohta (1975) derived an analytical formula for the expected number of alleles based on the stepwise-mutation model (SMM). The observed number of alleles can be compared with expectations based on the observed gene diversity at this locus. As the observed and expected numbers of alleles should not differ significantly under neutrality, a simple test statistic can be developed. Comparing the observed gene diversity with the gene diversity expected from the number of observed alleles has been used to infer deviations from the stepwise-mutation behaviour of microsatellites (Shriver et al. 1993; Estoup et al. 1995) and neutrality of microsatellite variability (Michalakis & Veuille 1996) and to identify single loci deviating from neutral expectations (Payseur et al. 2002; Vigouroux et al. 2002b) . As the same discrepancy is tested in these scenarios, i.e. observed and expected gene diversities conditional on the observed number of alleles or the observed and expected numbers of alleles conditional on the observed gene diversity, we will refer to these statistical tests collectively as the allele-excess test statistic.
The analytical formulae were tested for low mutation rates only (Kimura & Ohta 1975) . Recent computer simulations have demonstrated that the expected number of alleles is underestimated for loci with a high mutation rate (Shriver et al. 1993) . Therefore, a recently developed test that compares observed and expected gene diversities relies on computer simulations to determine the expected gene diversity (Cornuet & Luikart 1996) . In this report we focus on the suitability of the allele-excess test statistic for the inference of selection at individual microsatellite loci.
MATERIAL AND METHODS
We used a commonly employed coalescent-based computer simulation algorithm (Hudson 1990 ), which has been modified to account for the stepwise-mutation behaviour of microsatellites. Rather than counting the number of mutations occurring on a branch, our simulations traced the allele length of a microsatellite locus. The number of mutations occurring on a branch was converted into microsatellite mutations by adding or removing (with equal probability) one repeat unit for each mutation. The accuracy of the code was checked by comparing the observed variance in repeat number with its expectation, E(V ), (E(V ) = /2). Gene diversities, H, were calculated as
where m is the number of alleles, n is the number of analysed chromosomes and x is the allele frequency. Calculated gene diversities were verified by using the simulated allele frequencies as input in the MSA software, which was independently written to compute microsatellite-specific statistics (Dieringer & Schlötterer 2003 ). Finally, we tested the code with a different microsatellite-evolution program, which uses a different algorithm to generate random numbers and Poisson deviates (kindly provided by T. Wiehe). Unless otherwise noted, -values were drawn from a uniform distribution between 0.1 and 10.1 to account for heterogeneity in microsatellite mutation rates. We simulated 30 000 unlinked loci for each combination of parameters and a sample size of 100 chromosomes.
We also performed computer simulations accounting for the observed distribution of microsatellite variability in natural populations. Previous studies have demonstrated that the natural logarithm of the observed variance in a repeat number follows a normal distribution (Goldstein et al. 1996; Harr et al. 1998) . Therefore, we used the mean (1.96) and standard deviation (1.28) of the natural logarithm of V observed in African Drosophila melanogaster populations (Caracristi & Schlötterer 2003) to describe the normal distribution from which we sampled the log /2-values for our computer simulations.
The expected number of alleles under the SMM was calculated as described by Kimura & Ohta (1975) :
The expected number of alleles under the infinite-allele model (IAM) was calculated as described by Watterson (1975) :
N e is the effective diploid population size, N is the number of Proc. R. Soc. Lond. B (2004) diploid individuals in the analysed sample, H o is the expected homozygosity and is the microsatellite mutation rate. Allele excess was determined as
RESULTS
We simulated 30 000 microsatellite loci using a broad range of sample sizes and -values. For each dataset the mean allele excess was determined based on the SMM and the IAM. While for most simulations the SMM resulted in allele excess, the IAM indicated an allele deficiency (table 1). The closest fit to the expectation for both models was obtained for very low -values ( = 0.05). The SMM also provided a good fit to the expectations in the simulation based on small sample sizes (n = 10). Interestingly, the mean allele excess was strongly influenced by the sample size. For the SMM a larger sample size resulted in more pronounced allele excess, while a more extreme allele deficiency was observed at large sample sizes under the IAM. The same trend was observed when no correction for sample size was made to the gene-diversity estimate (data not shown). We also found that -values were linked to allele excess. An increase in resulted in a higher allele excess under the SMM and a larger allele deficiency under the IAM. Deviations from the strict SMM that allowed for larger changes in repeat number (two-phase model; Di Rienzo et al. 1994) increased the allele excess under the SMM, but resulted in a less pronounced allele deficiency under the IAM (table 1) .
As some tests of neutrality based on the excess of alleles focus on individual loci, we were interested in the distribution of allele excess over the range of the simulated data. To investigate this, we grouped data simulated from a broad range of -values into different (observed) genediversity classes and determined the allele excess for each of the classes separately. For an unbiased test statistic the observed allele excess should be independent of the observed gene diversity. As expected, no allele excess was observed for monomorphic loci (figure 1). Very strong allele excess was observed for loci with low levels of observed gene diversity (0 Ͻ H Ͻ 0.1; figure 1). Interestingly, both the IAM and SMM resulted in almost the same very strong allele excess. Only for larger gene diversities did the difference between the two mutation models become apparent (figure 1). Further computer simulations based on different sample sizes consistently indicated that the lowest-gene-diversity class (excluding H = 0) had the most extreme allele excess ( figure 2a,b) . The same phenomenon was observed when computer simulations were performed with fixed -values. Irrespective of the -value used, the lowest-genediversity class had the most pronounced allele excess ( figure 3a,b) . These results clearly indicate that the average allele excess and its confidence interval are not well suited to determining the significance of allele excess, as the mean allele excess differs substantially among different classes of observed gene diversity. One further problem of the allele excess becomes apparent when comparing different -values (figure 3). As expected, simulations based on different -values generate overlapping distributions of gene diversities. As a consequence, loci with gene diversities between 0.4 and 0.5 showed a mean allele deficiency (AE = Ϫ0.21, SMM) when they were simulated withvalues of 0.5. For simulations using an -value of 5.0, loci with a gene diversity between 0.4 and 0.5 showed an allele excess (AE = 0.35, SMM). This difference is highly significant (p Ͻ 0.0001, Mann-Whitney U-test), indicating that, despite a similar gene diversity, the number of alleles at a given locus is determined by its mutation rate. As the analytical formula by Kimura & Ohta (1975) underestimates the expected number of alleles for loci with high mutation rates, the difference in allele excess could also result from this bias. Therefore, we compared the numbers of observed alleles for different -values (table 2), but the same trend could be recognized. Depending on the -value used for the computer simulation, we detected substantial differences in the mean number of alleles observed within a gene-diversity class.
So far, we have considered only -values drawn from a uniform distribution. As the natural logarithm of the variance in repeat number follows a normal distribution (Goldstein et al. 1996; Harr et al. 1998) , we also performed computer simulations using log -values drawn from a normal distribution where the mean and standard Proc. R. Soc. Lond. B (2004) deviation were estimated from an African D. melanogaster population (Caracristi & Schlö tterer 2003) . As expected, we observed that simulation runs with low gene diversity showed a pronounced allele excess (figure 4). We also examined the allele excess when = 4N e was determined by gene diversity (equation (2.2) ) or by the variance in repeat number ( = 2V ). Both estimators showed the pronounced surplus of expected alleles for small gene diversities. For larger gene diversities, however, the variancebased estimator showed a more pronounced allele excess than did the gene-diversity based one (figure 4).
DISCUSSION
Our simulations indicate that the mean numbers of observed alleles for small sample sizes and low -values are very similar to those predicted under the SMM (Kimura & Ohta 1975) . For larger sample sizes and higher -values (in the range typical for microsatellites) we found a large discrepancy between the observed number of alleles and the expectation based on the analytical formulae (Kimura & Ohta 1975) . Our observation is in qualitative agreement with that of a previous simulation study (Shriver et al. 1993) .
Currently, allele excess is widely used for the identification of loci that are affected by natural selection (Estoup et al. 1995; Payseur et al. 2002; Vigouroux et al. 2002b) . The challenge for such tests, particularly for genome scans, is that several evolutionary forces are influencing variability in natural populations. For example, low gene diversity at a microsatellite locus may have different causes: (i) the microsatellite may have a low mutation rate, resulting in a lower expected gene diversity than for loci with higher mutation rates; (ii) even loci with high mutation rates could have low levels of gene diversity if the sampled alleles share a common ancestor in the past; and (iii) hitchhiking: if a microsatellite locus is closely linked to a genomic region that recently experienced a selective sweep, this microsatellite will have lower levels of variability. The task of any neutrality test is to interpret observed variation so as to distinguish the two neutral scenarios ((i) and (ii)) from the selection hypothesis. The underlying idea is that under neutrality the observed number of alleles should be consistent with the observed gene diversity. If more alleles are observed than expected from the observed gene diversity, this is regarded as evidence for selection. Our computer simulations indicated two possible complications in using this approach. First, the analytical formula underestimates the expected number of alleles, leading to allele excess. This problem could be solved by using computer simulations to predict the expected number of alleles conditional on the observed gene diversity (or alternatively to determine the expected gene diversity conditional on the observed number of alleles). Second, the average number of alleles at a locus with a given gene diversity depends on their mutation rates (-values) . Note that this observation is independent of the analytical formula used to determine the expected number of alleles. Thus computer simulations conditioning on the observed gene diversity are not well suited to addressing this discrepancy. An unbiased test statistic would require computer simulations conditional on the observed gene diversity and the -values (a joint estimator of the microsatellite mutation rate and the effective population size). As mutation rates differ substantially among loci (Di Rienzo et al. 1994; Harr et al. 1998; Vigouroux et al. 2002a) in most experimental surveys of microsatellite variation, the required -values are not available. Consequently, it is extremely difficult to obtain an unbiased significance level for the allele-excess test statistic. The outcome of the complex behaviour of the alleleexcess test statistic is indicated in figure 1. Our computer simulations show that even under neutrality the mean allele excess was greatly elevated for loci with low observed gene diversity. Consistent with this observation, those loci that were identified by the allele-excess test statistic as significant outliers had low gene diversities (Vigouroux et al. 2002b) . Similar results were obtained in a genome scan in Drosophila, which found that loci with a low gene diversity were more likely to have an excess of alleles (Kauer et al. 2003) .
CONCLUSION
We demonstrated a strong dependence of the alleleexcess test statistic on both and the gene diversity of Proc. R. Soc. Lond. B (2004) each microsatellite locus. Given the difficulty in obtaining reliable locus-specific estimates, we suggest that results obtained with the allele-excess test statistic should be treated with caution. An alternative to the use of allele excess is a recently suggested statistic (lnRV ) that also uses microsatellite polymorphism for the inference of selective sweeps (Schlö tterer 2002). Rather than contrasting observed and expected allele numbers, this test compares levels of variability for each locus in two populations. By calculating the ratio of the observed variances in repeat number, this statistic has an identical expectation for all loci, independent of their -values.
Finally, we note that similar problems will be encountered for DNA sequence data. Neutrality tests attempting to infer non-neutral evolution are based on -values estimated from polymorphism data. In contrast to the problem with microsatellites, this problem could be alleviated by the use of mutation-rate estimates from betweenspecies divergence in combination with reliable estimates of population size.
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