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CHAPTER 6
Four-level photon echo
In this chapter a novel photon-echo in a four-level energy system is characterized. Here it
is shown that this pulse sequence will allow for a photon echo to be detected down to a
single-photon sensitivity level. This is the theoretical limit for a conventional photon-echo
in a two-level system, however there are usually experimental limitations on reaching this
limit, for instance due to non-uniformity in the rephasing pulse areas.
This photon echo sequence will be useful for rephasing spontaneous emission as in the
RASE protocol (which is the topic of the next chapter). In this chapter, the pulse sequence
will be characterized using an input pulse to generate ensemble coherence to be rephased.
The chapter outline is as follows: The first two sections discuss the motivation for mov-
ing to a four-level system. Following this, the rephasing process is theoretically considered,
and the phase-matching condition is derived. The remainder of the chapter presents ex-
perimental results. This includes measurements of efficiency, coherence times, and echo-
phase, and added noise. The the four-level echo concept was developed in conjunction
with M. J. Sellars, and the phase-matching condition (presented in §6.3) was originally
determined by P. Ledingham and J. J. Longdell.
6.1 Free induction decay (FID)
In a photon echo sequence, the role of the pi-pulse is to reverse the effect of inhomogeneity in
the transition frequency across an ensemble of atoms. In practice, most atoms distributed
throughout the ensemble will experience a pulse area greater than or less than pi, for
instance due to variation in intensity across the beam profile.1 An ensemble of atoms
initially in the ground state will be perfectly inverted under the action of an ideal pi-pulse.
However following a realistic pi-ish pulse, the Bloch vector describing the ensemble will
have non-zero components in the xˆ-yˆ plane of the Bloch-sphere (as discussed in §3.4.4), and
this oscillatory component of the macroscopic polarization results in emission in the same
1Rabi frequency variation can also arise if the atoms have different oscillator strengths, or if the atoms
are off-resonant, however all experiments in this thesis are performed on a sub-ensemble of ions of the
same frequency subgroup, and the frequency width of this sub-ensemble is much less than the applied
rephasing pulses, leaving spatial non-uniformity of the beam as the dominant effect for Rabi-frequency
inhomogeneity.
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spatial and spectral mode as the pi-pulse. This emission during the free-induction decay
(FID) will persist until the atoms dephase and the macroscopic polarization disappears.
The FID decay time is T ∗2 (see §3.4.1).
In the standard two-level echo (2LE) sequence, the echo is generated in the spatial
and spectral mode defined by the pi-pulse (the phase-matching condition is given by equa-
tion 3.38), which is then only distinguishable from the FID in the temporal domain. In
the RASE protocol, it becomes particularly problematic to resolve the echo of one single
photon amidst the many thousands of photons of FID emission. There are two strategies
that could be applied to improve the quality of a pi-pulse:
1. Engineer the beam to have a flat spatial distribution over the relevant ensemble of
atoms, for instance use an aperture to select only the middle section of a gaussian
beam. The disadvantage of this approach is that most of the available laser power
is discarded.
2. Only select ions for the ensemble which see the same Rabi frequency. This can
be achieved, for instance, by applying a 2pi-pulse2 followed by a delay longer than
the excited state lifetime, and repeating this many times. As a result, atoms that
see a pulse area other than 2pi are eventually pumped via the excited state into a
different (non-resonant) ground state, and removed from the experiment ensemble.
This was demonstrated in reference [102], where after just 5 cycles, the variation in
Rabi frequency across the remaining ensemble was < 8%. The disadvantages of this
technique, are the increase in the ensemble-preparation time, and that the number
of potentially contributing ions is drastically reduced.
An alternative solution, which does not require perfect pi-pulses, is to make the FID
emission distinguishable from the echo.
6.2 Why four is better than two
By using a double-Λ system (four energy levels where all transitions are allowed) rather
than a two-level system, the spectral overlap between echo and FID modes can be avoided
altogether - it is possible to generate an echo on a transition that is not driven with any
bright pulses.
This four-level echo (4LE) is depicted in figure 6.1 in the context of transitions in Pr
dopant ions. The subset of levels |2〉, |3〉, |4〉 and |5〉 were chosen because they have similar
transition strengths. The 4LE sequence begins with an input pulse generating coherence
on the |2〉 → |5〉 transition (frequency ω25), then after a delay time τa a pi-pulse at ω35
transfers the coherence to a superposition between states |2〉 and |3〉. After a further
delay τb a second pi-pulse, at frequency ω24, is applied. Then the coherence between states
2effectively a pulse with ‘zero’ net area
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Figure 6.1: The four-level photon-echo sequence (4LE). (a) Reduced energy-level diagram of
Pr:YSO with transitions of applied pulses for the 4LE sequence marked. (b) Pulse sequence for
the 4LE, labelled with transition frequencies. The total delay time between input pulse and echo
is 2τa + τb. (c) Pulse sequence for the standard 2-level echo used for comparison measurements of
echo efficiency and decoherence.
|3〉 and |4〉 evolves such that after further time τa the ensemble rephases and an echo is
generated.
The key point to note is that the echo frequency (ω34) is different from each of the
three other input pulse frequencies, and thus is spectrally resolvable from FID emission.
To achieve this requires a minimum of four energy levels. Although photon echoes can also
be generated in three-level systems (see for example reference [123]), the isolation of FID
emission from the echo transition is not possible. This is because transferring the input
coherence to a different frequency and rephasing the ensemble requires a minimum of two
rephasing pulses, and in a three-level system these two pulses inevitably address a common
energy level. Therefore the coherence generated by the first pulse will be transferred to
some extent by the second pulse onto the echo transition.
Aside from the immediate benefit of spectral distinguishability between FID noise and
the echo emission, there are two other major benefits of this pulse sequence. Firstly, the
4LE involves two rephasing pulses, and as a result the phase-matching condition between
input pulse, echo, and the pi-pulses can be satisfied in geometries other than co-propagating
(as will be shown in §6.3). The echo can then potentially be emitted in a different spatial
mode to the bright pulses.
Secondly, the storage of light in atomic media is achieved by transferring coherence
initially on an optical transition to the long-lived hyperfine ground states. This is an
inherent feature of the 4LE sequence; provided the pi-pulses are applied in the appropriate
order, during the period τb (see figure 6.1) the coherence is stored between ground state
levels.
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Figure 6.2: Energy levels addressed in the four-level echo sequence. The solid horizontal lines
represent the energy levels resonant with the applied fields, whereas the dashed lines represent
actual levels of an individual atom in the ensemble, with detunings δ2,3,4,5 relative to the applied
fields.
6.3 Theory of rephasing using four levels
At first glance of the four-level echo pulse sequence, it is far from obvious why the atomic
ensemble would rephase similarly to the two-level case. Unfortunately the elegant Bloch-
sphere picture which provides insight into evolution of two-level systems does not retain
its intuitive geometrical interpretation when applied to four-levels. To model the four-level
echo process the evolution-operator formalism developed for the two-level case in §3.2 will
be extended. Firstly, the matrix representation of the four-level basis states (see figure
6.2) is:
|ψ〉 =

a
b
c
d
 = a |2〉+ b |3〉+ c |4〉+ d |5〉 (6.1)
The system Hamiltonian is written as the sum of the atomic part, as well as four
interaction terms corresponding to the four transitions marked in figure 6.2. It is assumed
that the driving fields have a negligible effect on any transitions other than the one it
is closest to. Transformation into the rotating-frame of all transitions simultaneously is
performed using the unitary operator Uˆ(t) = exp
(− i~Hresonant atom). After applying the
rotating-wave approximation, and assuming the applied pulses are ‘hard’, then all the
relevant evolution operators for each segment of the pulse sequence are found as;
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free evolution: Eˆδ(t) =

e−iδ2t 0 0 0
0 e−iδ3t 0 0
0 0 e−iδ4t 0
0 0 0 e−iδ5t
 (6.2)
pi/2 pulse on |2〉 → |5〉: Eˆ
pi
2
25 =

1√
2
0 0 − ieik25·r√
2
0 1 0 0
0 0 1 0
− ie−ik25·r√
2
0 0 1√
2
 (6.3)
pi pulse on |3〉 → |5〉: Eˆpi35 =

1 0 0 0
0 0 0 −ieik35·r
0 0 1 0
0 −ie−ik35·r 0 0
 (6.4)
pi pulse on |2〉 → |4〉: Eˆpi24 =

0 0 −ieik24·r 0
0 1 0 0
−ie−ik24·r 0 0 0
0 0 0 1
 (6.5)
where for the operator EˆAT , the resonant transition is denoted by T , and A is the pulse
area (equal to the Rabi-frequency multiplied by the pulse length; ΩT t). For a single atom
at position r initially in state |2〉, the final state after applying the entire pulse sequence
is obtained as;
|ψout〉 = Eˆδ(τa)× Eˆpi24 × Eˆδ(τb)× Eˆpi35 × Eˆδ(τa)× Eˆ
pi
2
25 × |2〉 (6.6)
=
−1√
2

0
e−i[τa(δ3+δ5)+δ3τb+(k25−k35)·r]
e−i[τa(δ2+δ4)+δ2τb+k24·r]
0
 (6.7)
Finally, the density matrix corresponding to this state is determined3 and compared
to the state that would be obtained by applying a −pi2 pulse
4 (wavevector kecho) directly to
the transition |3〉 → |4〉 for an ensemble initially in state |3〉. This represents the expected
outcome of a two-pulse echo sequence on this transition alone. These density matrices are:
3For comparing two states, density matrices are used rather than state vectors simply because this
removes the effect of any global phase shifts.
4A negative pulse area physically means the field has a 180◦ phase shift relative to the other pulses. In
this model, which ignores evolution due to detuning while the fields are on, a pulse area of −pi
2
is equivalent
to a 3pi
2
pulse
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ρecho(r) =
1
2

0 0 0 0
0 1 −ieikecho·r 0
0 ie−ikecho·r 1 0
0 0 0 0
 (6.8)
ρout(r) =
1
2

0 0 0 0
0 1 −iei[Aτa+Bτb+(k24−k25+k35)·r] 0
0 ie−i[Aτa+Bτb+(k24−k25+k35)·r] 1 0
0 0 0 0

(6.9)
where A = (δ2 + δ4)− (δ3 + δ5)
B = δ2 − δ3
The coefficient A is the difference in detunings of the two pi-pulse transitions. Atoms
in the ensemble with (δ2 + δ4) = (δ3 + δ5) will be re-phased. Therefore this echo sequence
reverses the effects of inhomogeneity that is common to both optical transitions. With a
non-zero delay time τb, there will be additional decoherence occurring due to inhomogene-
ity of the RF transition related to the term e−iBτb .
Optimal phasematching occurs when;
kecho + k25 = k24 + k35 (6.10)
This is clearly satisfied when all input pulses are co-propagating. However, unlike in
the two-level two-pulse echo, there are alternate geometries that fulfill this phasematching
condition. In particular, if the two pi-pulses are counter-propagating (k24 = k35) then
the ensemble will radiate the echo in the opposite direction to the input pulse. (This
counter-propagating regime will be used for demonstrating RASE in Chapter 7.)
In summary, according to this model the proposed four-level echo sequence does indeed
rephase an initial coherence between two levels (|2〉 ↔ |5〉) as an echo on a different
transition (|3〉 ↔ |4〉). However there is additional decoherence as compared to the two-
level echo; during period τa due to any un-correlated inhomogeneity in the two pi-pulse
transitions, and during the period τb due to inhomogeneity on the RF transition. The
latter of these can potentially be rephased, as will be seen in §6.5.2.
6.4 Four-level echo experimental demonstration
For this demonstration, a 2 cm long 0.005% Pr3+ : Y2SiO5 sample was used. A schematic
of the experimental setup is shown in figure 6.3. To characterize the 4LE, we are only
interested in a particular subset of ions that will be resonant with all transitions shown in
figure 6.1(a), and would prefer not to excite ions in alternative frequency classes that are
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irrelevant for the experiment and would affect the propagation of the pulses. So in order to
characterize the 4LE ‘cleanly’, we first tailor the spectrum to pump all but one frequency
subgroup of ions into a dark ground state, where they will remain for the ground state
cross-relaxation time of 100 s.
Laser
PBS QWP
AO
M
AO
M
AO
M
Cryostat
50:50 
BS
Photodiodes
Lo
ca
l O
sci
llat
or
scope  
Pr:YSO
Figure 6.3: Experiment setup for testing the four-level echo. The 0.005% Pr3+:Y2SiO5 sample is
in a cryostat cooled to ∼2 K. The laser beam is incident on a polarizing beam splitter (PBS) and
passes through two acousto-optic modulator (AOM) systems. One double-pass AOM generates all
of the required frequencies for the feature preparation and the echo pulse sequences. The light
that passes through the second set of AOMs in series is used as a local oscillator, which is mixed
with the beam through the sample at a beam-splitter (BS) for balanced heterodyne detection. See
Appendix F for detailed equipment specifications.
The spectral hole-burning process begins by iterating between 5 different frequency
optical fields. Four of these fields are sweeping ±1 MHz centred at frequencies ω25, ω35,
ω24 and ω34, and the fifth field is at ω15. The purpose of this initial step, similarly to
techniques described in [88, 124], is to pump away any population that is not in the
desired frequency subgroup for the experiment. Note that the bare minimum number of
different frequency fields necessary for this step is 3; to drive transitions from each of the
ground states. However it was seen here that the hole-burning was more efficient using all
5 frequencies; the four involved in the actual echo sequence, plus one additional field to
address the remaining ground state.
Having selected out a particular frequency class of ions, the next step is to create
a spectral feature in state |2〉. This is achieved by iterating between the ω35 and ω34
sweeping fields (to ensure state |3〉 remains empty) and applying the ω15 field to pump a
narrow spectral population back into state |2〉. The power and duration of the ω15 field
determines the width and optical depth of the feature. This field is single-tone, and the
frequency-stabilized laser linewidth is < 1 kHz. However due to inhomogeneity between
the RF levels the narrowest possible feature width burnt back will be on the order of
10 kHz. Typically the absorption feature in this experiment was 40 to 50 kHz wide, with
the entire burning sequence taking ∼40 ms.
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Figure 6.4: Measured photon echo amplitude with varying delay time. The x-axis represents
the time between input pulse and the echo; 2τa for the 4-level sequence (here τb = 0) and 2τ for
the 2-level sequence. Estimates of the delay times for both sequences are obtained by fitting an
exponential to the data.
To ensure that the Pr energy levels are degenerate, a set of current-carrying coils was
placed around the cryostat to null the residual magnetic field. Without this correction,
there is a clear beat in the echo signal as delay time is varied, which suggests the ambient
magnetic field induces a splitting of the hyperfine levels of approximately 40 kHz.
For the experimental results presented in this chapter, all beams were co-propagating.
6.5 Efficiency and coherence measurements
6.5.1 Optical coherence
The coherence time T2 was determined for both sequences (using two or four levels) by
measuring the echo amplitude with increasing delay time. Figure 6.4 shows the results for
the optical transition. As discussed earlier (see §6.3), the two pi-pulses used to generate
the echo in the 4-level sequence will only rephase the component of the detunings that is
common to both optical transitions (see equation 6.9). Due to this additional inhomogene-
ity, the coherence time is much shorter. The decay times were measured as T 4LE2 = 34 µs
and T 2LE2 = 163 µs for the four- and two-level sequences respectively.
5
6.5.2 Hyperfine coherence
One of the primary motivations for interfacing atoms and light is for long-term storage
of light, which is ultimately achieved by transferring coherence initially on an optical
transition to the long-lived ground states. This process is an inherent property of the 4LE
sequence; the initial pi-pulse transfers the coherence to the ground states, where it can be
5This coherence time for the 4LE was extended to ∼ 80 µs for experiments described in the next chapter
(see §7.5). This was due to improved cancellation of the residual magnetic field.
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Figure 6.5: 4-level echo amplitude as a function of τb, the delay time between the two pi-pulses.
The loss of coherence is due to inhomogeneity on the |2〉 ↔ |3〉 transition. The decay is not simply
exponential, meaning the transition profile isn’t purely lorentzian, however the inhomogeneity is
estimated to be on the order of 10 kHz. For this data, τa = 15 µs.
stored until the second pi-pulse is applied to rephase on the optical transition.
The ground-state coherence decay in the 4LE sequence was determined by measuring
the echo amplitude with increasing τb. Although the individual ions have long ground-
state coherence times (0.5 ms in zero field), as seen in figure 6.5, the ensemble coherence
decays much faster (∼ 25 µs). This is due to inhomogeneous broadening on the |2〉 ↔ |3〉
transition (see equation 6.9). The decay profile is not consistent with a pure lorentzian,
nor a gaussian lineshape, however indicates a transition width the order of 10 kHz.
6.5.3 Extending the storage time
To take advantage of the long ground-state coherence times possible in Pr:YSO, it would
be necessary to rephase this inhomogeneity on the RF transition. A coherence time on the
order of 1 s is possible. This is achieved by applying a specific magnetic field to optimize
the individual ion’s coherence times. This is referred to as the ‘critical-point’ technique,
discussed briefly in §2.4.3, and also in Chapter 9.
The pulse sequence proposed to rephase the RF inhomogeneity is depicted in figure 6.6.
Note that only one RF pi-pulse would be required to rephase the inhomogeneity between
the ground states. However, for continued rephasing of the optical coherence after the
final pulse is applied requires the applied RF to have a total area of an integer multiple
of 2pi. Applying a similar evolution-operator calculation as described by equation 6.7 for
this entire pulse sequence, and neglecting the k-vector terms, the final density matrix
describing the system at the time the echo is expected is;6
6Since the sample volume is  λ3 for in the RF frequency range, these RF-pulses don’t alter the
phase-matching condition defined by the optical wave-vectors (equation 6.10).
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ρout =

0 0 0 0
0 1 iei[(δ2+δ4)−(δ3+δ5)]τa 0
0 −ie−i[(δ2+δ4)−(δ3+δ5)]τa 1 0
0 0 0 0
 (6.11)
All terms proportional to (δ2 − δ3) and τc have been cancelled out, with only the
optical detuning terms remaining. The only additional change is in the phase of the final
echo. The coherence between states |3〉 and |4〉 is here similar to having directly applied a
pi
2 pulse at ω34 to an ensemble initially in state |3〉, that is the Bloch-vector will rephase on
the opposite side of the Bloch sphere compared with the state described by equation 6.8.
Applying pulses directly to the |2〉 ↔ |3〉 transition could potentially also transfer
unwanted coherence between all transitions involved, and thus negate the original purpose
of using the 4LE sequence (to remove FID emission from the echo mode). However the
application of RF pi-pulses is quite different from the optical equivalent, and there are two
main reasons why the 4LE with RF rephasing can remain FID-free:
 It is technically much easier to apply spatially-uniform pulses in the RF frequency
range compared to optical. Improved field homogeneity, and therefore Rabi-frequency
uniformity across the ensemble, means that there is considerably less FID-emission
generated on this transition.
 The inhomogeneous linewidth of the optical and RF transitions are similar, ∼ 10 kHz,
however the homogeneous linewidth is much smaller for the RF transition (1 Hz)
compared to the optical (5 kHz). That is, the ratio T ∗2 /T2 for the RF transition is
even larger than for the optical transition. This means that the delay time (τc in
figure 6.6) can be very long compared to T ∗2 . Therefore the FID-emission (which
decays exponentially) will be negligible by the time the echo is rephased.
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Figure 6.6: Proposed pulse sequence for 4LE including rephasing on the RF transition.
6.5.4 Echo efficiency
The efficiency of the 4LE relative to the 2LE was determined by preparing a feature of
54%±1% absorption (in terms of field amplitude), then measuring the echo for a weak
input beam. An example measurement (in the frequency domain) is shown in figure 6.7.
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Figure 6.7: Efficiency measurements comparing the 4LE and 2LE sequences. (a) The transmitted
input pulse; peak power is 5 µW, or 0.3% of the pi-pulse peak power. The x-axis is the beat
frequency of the signal mixed with a local oscillator beam. The local oscillator is centred 1.8 MHz
from the input pulse. (b) The echo obtained using the 4LE sequence with a total delay time (2τa)
of 30 µs, and τb = 0. The beat frequency between the local oscillator and the echo is 16.6 MHz.
(c) The echo obtained using the 2LE sequence with a total delay time (2τ) of 160 µs. This echo
occurs at the same frequency as the input pulse. All traces are the average of 400 shots.
The input-pulse peak power was 0.3% of the pi-pulse peak intensity. Also, the input-
pulse was spectrally much broader than the prepared feature such that most of the pulse
was transmitted. Fitting the envelope of the transmitted pulse (as a narrow lorentzian
subtracted from a broad gaussian peak) gives the input amplitude as well as the optical
depth and width of the prepared spectral feature. The delay times for each sequence
were chosen to ensure the echo could be temporally resolved from the FID following the
pi-pulse(s). However there is significant background in the echo spectrum for the two-level
case (figure 6.7(c)). This is attributed to FID emission, and also some echo emission from
background population in the region surrounding the feature.
The efficiency is determined as the amplitude of the echo normalized to the amplitude
of the input pulse, and the results are summarized in table 6.1. Since the echo is measured
at a different delay time for each sequence, the resulting efficiency is extrapolated back
to zero delay time using the previously measured coherence times. The result shows that
the 4LE is 5% less efficient than the 2LE. This slight difference can be accounted for by
considering the propagation of the echo. The propagation of the input pulse is identical for
the two pulse sequences, however the rephasing occurs on different transitions, of different
oscillator strengths. The relative oscillator-strengths7 of |2〉 ↔ |5〉 and the |3〉 ↔ |4〉
transitions are 0.60 and 0.55 respectively [88]. This translates to a relative difference in
transition dipole moment8 of 4.3%, and thus the echo emission in the four-level scheme
7related to field intensity
8related to field amplitude
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2-level echo 4-level echo
input pulse absorption ±1%
(at feature frequency) 54% 54%
echo efficiency ±5%
(echo amplitude/input pulse amplitude) 13% 21%
delay time of efficiency measurement 2τ = 160µs 2τa = 30µs
τb = 0µs
scale factor 0.21 0.37
(accounting for decoherence during delay time)
scaled echo efficiency ±5%
(at zero delay time) 63% 57%
Table 6.1: Summary of efficiency measurement results comparing 4LE and 2LE
experiences 4.3% less gain as it propagates relative to the 2LE. This is the order of the
measured discrepancy in efficiencies. Therefore we conclude that the four-level echo has
similar efficiency to the two-level equivalent. This is to be expected given the dynamics
of the rephasing are essentially the same as discussed above in section 6.3.
6.5.5 Phase of the echo
Heterodyne detection is a phase-sensitive technique, and can be applied here to check the
phase response of the 4LE to changes in the phases of the input or rephasing pulses. The
model developed in §6.3 can be applied to predict the phase-related behaviour of the 4LE.
To include a phase variable, the description of the classical applied field (equation 3.12) is
re-written as Ef = E cos [νf t− (kf .r + φf )]. Here f labels the different frequency fields,
and the factor φ has been added. This phase is included in the density matrix of the final
state (equation 6.9) to add independent phase factors for all applied pulses and the echo
by making the following transformations:
input pulse: k25.r→ k25.r + φin
first pi-pulse: k35.r→ k35.r + φpi1
second pi-pulse: k24.r→ k24.r + φpi2
echo: k34.r→ k34.r + φecho
Then equating the modified phase factors in equations 6.8 and 6.9 gives:
φecho = φpi1 + φpi2 − φin (6.12)
This means that a relative change in phase of ∆θ in either pi-pulse will change the
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phase of the echo by the same amount ∆θ, whereas changing the phase of the input pulse
alters the phase of the echo in the opposite direction, −∆θ. The equivalent condition for
the two-level echo is similarly obtained as;9
φecho = 2φpi − φin (6.13)
Figure 6.8 shows the measured phase of the 4LE for four different phases of the input
pulse, while the phases of the pi-pulses remained fixed. For all results presented in this
section, the spectral trenches burned during the feature preparation stage were increased
from 1 to 2MHz in width to accommodate the addition of reference pulses. The process of
measuring the phase of the heterodyne detection system using reference pulses is described
in Appendix C.
In figure 6.8, the blue lines are the histogram of the measured echo phase. These
polar plots can equivalently be interpreted as the transverse (xˆ − yˆ) plane of the Bloch
sphere (see figure 3.1) in the rotating frame of the two-level subset (|3〉 and |4〉) of the four
energy levels. The red line represents an overlay of the Bloch vector for the input pulse
in the rotating frame of the input-pulse frequency. The relative phase between these two
rotating-frames can be set arbitrarily, and has been chosen to highlight the similarities
in behaviour of the four- and two-level echo sequences. As predicted by equation 6.12,
the measurement results shown in figure 6.8 show the echo phase rotates in the opposite
direction to the input pulse phase.
The noise in the phase measurement was typically 2.5◦. There was a small phase-shift
that accumulates across the sequence of shots, resulting in a net offset of 5.5◦ in the 6
minute period of time recording all the data shown in figure 6.8. This is attributed to
a slow drift in the clock frequency of the digital oscilloscope used for data acquisition
relative to the RF generators driving the AOMs for the optical pulses.
Figure 6.9 shows the response of the echo phase to changes in the phase of the first
pi pulse. Aside from the same 5.5◦ shift seen in figure 6.8, the Bloch-vector representing
the echo rotates in an identical fashion to the pi1 pulse. This is consistent with what is
predicted by equation 6.12.
Aside from the phase of the input and rephasing pulses, a major factor affecting the
phase of the echo are the propagation effects. All of the input pulses as well as the echo
itself will experience dispersion as they propagate through the ensemble of resonant ions.
To demonstrate this effect, the area of the rephasing pulses were varied from 0.43pi to pi,
and as shown in figure 6.10, the net shift in the phase of the resulting echo is 80◦. However
the sensitivity of the echo-phase to changes in the initial feature absorption were seen to
be minimal; as the feature absorption was varied from 10% to 90%, there was less than
6◦ variation in phase of the echo. Due to the plethora of parameters that will affect the
propagation of light through the sample, the only meaningful relative phase measurements
9Although the phase behaviour of the 2LE was not measured here for the optical transition, it has been
observed previously (for example see reference [124].)
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Figure 6.8: Four-level echo phase measurements. These are polar plots of the phase of the measured
echo signal (blue), with varying phase of the input pulse (marked in red). The graphs can be interpreted as
the transverse planes of two overlayed Bloch-spheres, one in the rotating frame of the echo-transition, and
the other in the rotating frame of the input-pulse transition. The phase between the two rotating-frames
can be set arbitrarily, and has been chosen such that the echo signal has a phase of pi when the input pulse
phase is zero. Similarly to the two-level case, the echo Bloch-vector rotates in the opposite sense to the
input pulse. The radial dimensions of each plot have been individually normalized to the maximum of the
echo-phase histogram, and for each phase setting there was ∼200 shots recorded. There are occasional
glitches in the phase measurement (>5 standard deviations from the mean), and these data points have
been omitted from the histograms (<0.4% of the total data points).
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Figure 6.9: Four-level echo phase measurements. These are polar plots of the phase of the measured
echo signal (blue), with varying phase of the first pi-pulse (marked in green). The input pulse and second
pi-pulse phases are fixed. This shows that the echo phase rotates identically to the phase of pi1. Data
acquisition and processing is identical to the description given for figure 6.8.
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Figure 6.10: Measuring the sensitivity of the 4LE phase to different pulse-areas of the two
rephasing pulses. The phase is changed due to the different propagation properties of the ensemble.
Inset shows the amplitude of the echo, normalized to the optimum which occurs when the rephasing
pulses have an area of pi.
are between data sets where the absorptive properties of the ensemble, and all of the input
pulse strengths, spectra, and temporal widths are kept constant.
6.6 Noise in the echo mode
The primary motivation for investigating this four-level echo sequence is to rephase atomic
coherence at a frequency that is otherwise completely dark; a major technical challenge in
the two-level case simply due to imprecise pi-pulses and their associated FIDs. To verify
that the 4LE is as quiet as expected, spectra were recorded for the 4LE sequence with no
input pulse. The spectral intensity in the echo mode was then determined (the temporal
mode is shown in figure 6.11). This spectral intensity was compared to the background
noise level, which was determined using two different methods. The first approach was to
use a different temporal mode. This alternative temporal envelope was generated simply
by shifting the ‘signal’ temporal mode to a longer time after the pi-pulses (starting at 45 µs
instead of 0 µs in figure 6.11). The second method was to shift the spectral mode outside
the 50 kHz bandwidth of the echo mode. Specifically, the spectral intensity was calculated
at ±100 kHz from the echo beat frequency of 16.6 MHz. Both of these methodologies give
the same value of the background noise level within the uncertainty of the measurement.10
This background spectral intensity is comprised of two components; the shot noise
in the optical field, and electrical noise in the detector. For the detector used in this
experiment, 75% of the background noise was the shot noise (with 0.6 mW power in the
local oscillator beam and at 16.6 MHz).
10A much more straightforward means of determining the background noise level would have been to
simply use the period before the rephasing pulses were applied. Unfortunately this section of the signal
was not recorded due to ignorance of the experimenter.
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Figure 6.11: The temporal envelope used to calculate the noise in the echo mode (green), over-
layed on a single recorded trace from the photodiode (blue). This mode is an exponential decay
with a time constant of 19 µs, corresponding to the decay of the echo intensity. The two rephasing
pi-pulses occurring just before 0µs saturate the detection system. There is clearly noise evident in
the trace following these pi-pulses, however this is almost entirely at the frequencies of the pi-pulses
themselves.
Averaging across 7500 shots, the noise in the echo mode was found to be 1.04 ± 0.02
of the shot noise level.
Perhaps a more meaningful measurement would be relative to a number of photons,
rather than the shot noise level. Although we are only interested in one field mode, in
this heterodyne detection system there are multiple modes contributing to shot noise in
this bandwidth. Firstly, frequencies detuned from the local oscillator by ±∆, will both
contribute to the measured spectrum at beat frequency ∆. Also, in this experiment there
was a mismatch between detector and the digital data-acquisition-system bandwidths
giving rise to aliasing. This effect was quantified, and it was found that 50% of the
background noise (at 16.6 MHz) is in the lowest order beat frequency, and the remaining
50% is due to higher orders being aliased. Therefore, in this detection system, 25% of
the shot noise corresponds to one photon in the echo mode. Using this conversion, it is
estimated that there are approximately 0.2±0.1 photons on average per shot added to the
echo mode.
The source of this added noise is amplified spontaneous emission; the second pi-pulse
at ω24 creates a population inversion, and some of these atoms will spontaneously relax
to state |3〉, emitting light at the echo frequency ω34. Considering the temporal envelope
used, and the relative branching ratio, the amplification factor of this emission (i.e. what
would be measured if this gain feature had been probed) is αL ≈ 1.2. The initial feature
is known to be 54% absorptive, and the corresponding optical depth is αL ≈ 1.6. Thus
approximately 75% of the ions were inverted, which is consistent with the expected quality
of the pi-pulse.
A calculation of the noise added in the same 20 µs temporal mode, but at the fre-
quencies of the pi-pulses gives a measure of the FID emission. The number of photons
added in the spectral modes of the first (ω35) and second (ω24) pi-pulses are 1600 and
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80000 respectively. The magnitudes are disparate because the first pulse interacts with
relatively few ions compared to the second.
6.7 Summary
The conclusion drawn from these measurements is that the level of noise added in the
echo mode in the 4LE sequence, 0.2 photons/shot, is consistent with the level of amplified
spontaneous emission expected. With frequency-resolving detection the FID emission in
the same temporal mode, on the order of ∼ 105 photons/shot has been avoided. In a
two-level photon echo sequence, the best sensitivity that would be theoretically possible
(i.e. with a perfect pi-pulse) is at the level of the spontaneous emission. By rephasing in
a four-level system, despite having imprecise pi-pulses we are able to actually measure at
this level of sensitivity.
A model of this four-level system was developed, and applied to determine the detun-
ing components responsible for the reduced coherence time. In addition, the predicted
phase relationships between the echo and the input/rephasing pulses were experimentally
verified.
CHAPTER 7
RASE experiment
In this chapter we apply the four-level echo (4LE) sequence (introduced in chapter 6) to
rephase amplified spontaneous emission. The aim of this experiment is to confirm the the-
oretical prediction that spontaneous emission can indeed be rephased, and to investigate
the use of the photons produced as a source of non-classically correlated photon pairs.
Ultimately photon-counting detection is used to investigate the correlations, however het-
erodyne techniques are also employed for characterizing the system parameters.
This experiment is fundamentally a search for intensity correlations between individual
spatio-temporal-spectral field modes. As such, the dimensionality of the experimental
setup is complicated, spanning the spatial, temporal and frequency domains.
Initially, in §7.1, the proposed experiment is briefly outlined. This mainly focuses on
the differences between the 4LE experiment (with heterodyne detection) described in the
last chapter, and the RASE experiment (with photon-counting detection) that will be
presented in this chapter. Following this synopsis, the remainder of the chapter will be
outlined.
7.1 Synopsis
In the RASE protocol, the ensemble begins in the excited state, and coherence is generated
when a spontaneous emission event occurs. When this spontaneously emitted photon is
detected, it heralds an entangled state of the ensemble since we have no knowledge of
exactly which atom emitted the photon. Due to inhomogeneity across the ensemble, this
coherence will dephase, and can be rephased similarly to a more conventional coherent
superposition state, using photon echo techniques.
7.1.1 RASE with the four-level echo
The four-level echo was introduced in the previous chapter (Chapter 6). An input pulse
generated a coherent state of the atomic ensemble at a particular frequency, and using
two pi-pulses this coherence was rephased on a different transition. The pulse sequence is
modified slightly for the present experiment. Initially a pi-pulse is applied to invert the
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ensemble, and a spontaneous emission event generates the ensemble coherence rather than
an input pulse. A simplified schematic of the four-level echo pulse sequence applied to
rephase spontaneous emission is shown in figure 7.1.
The main advantage of using the four-level echo sequence is that the coherent emission
due to FIDs associated with imperfect pi-pulses are at different frequencies to both the
ASE and RASE fields. Also the phase-matching condition relating the ASE, RASE, and
the rephasing pi-pulses can be satisfied in a beam geometry other than co-propagating (see
equation 6.10). This means that the FID emission can also be spatially separated from
the ASE and RASE modes.
As an added bonus, in the interim period between the two rephasing pi-pulses in the
4LE sequence, the coherence is stored on a ground state spin transition, which can have
very long coherence times. The ground state coherence times can be extended to seconds
using the critical-point technique; 4 orders of magnitude longer than the ∼100 µs long
coherence time of the optical transition. Storing coherence between the hyperfine ground
states will be necessary for any future applications which rely on probabilistic processes,
including for instance the entanglement-swapping procedure involved in making a quantum
repeater (see figure 1.2).
In many quantum-information-processing protocols in rare-earth ion ensembles, this
shelving of the atomic coherence in the hyperfine ground states is an auxiliary process,
whereas here it is an inherent property of the four-level echo.
7.1.2 RASE with photon-counting detection
The results from Chapter 6 verified that the four-level echo in a co-propagating geometry,
allows for the detection of photon echoes down to the spontaneous emission sensitivity
level using heterodyne detection methods. Heterodyne is an extremely useful diagnostic
tool with high dynamic range, phase-sensitivity, and most importantly, spectral informa-
tion. However, our long-term aim for the RASE protocol is to produce on-demand single
photons, or alternatively generate heralded entangled atomic states. Direct measurement
of the single-photons is preferential over heterodyne for this purpose. Therefore avalanche
photodiode (APD) detectors are used for the bulk of the results presented in this chapter,
with the heterodyne system used for some initial diagnostic measurements.
Using single photon detection in the RASE experiment poses some technical chal-
lenges as compared to heterodyne, largely because photon-counting provides no frequency
discrimination. As a result there are two major modifications required to enable signal
photons to be resolved from other emission.
The first, and most important modification, is to use a counter-propagating beam ge-
ometry in the four-level rephasing. The benefit of moving to an off-axis geometry is that the
FID emission is spatially separated from the ASE and RASE modes. The co-propagating
echo measurements of the last chapter found that the coherent emission associated with
the FID was ∼6 orders of magnitude larger than the amplified spontaneous emission level.
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Thus, at the cost of significant experimental overhead, the counter-propagating beam
geometry gains many orders of magnitude in noise reduction.
The second major modification in moving to photon-counting detection is to implement
auxiliary frequency filtering. This is achieved using hole-burning techniques in a second
region of the sample, where the spectrum is tailored to absorb any emission which isn’t
at the signal frequency. Given that the coherent FID emission is already removed from
the detector spatial modes, the remaining noise emission in the signal modes is due to
spontaneous emission between different hyperfine levels in the excited and ground state
manifolds. Thus this noise emission is comparable in intensity to the ASE signal.
The implementation of this auxiliary spectral filtering requires significant experimental
resources, and therefore only the RASE mode is filtered. The addition of any noise to the
RASE mode will be more detrimental to the correlation fidelity than the same amount of
noise added in the ASE mode, simply because the efficiency of the rephasing process is
<100%.
7.1.3 Adjusting the ASE spectra via the Stark-shift
These two alterations; changing the beam geometry to be counter-propagating, and in-
troducing auxiliary frequency filtering; are vital modifications of the experiment in im-
plementing a photon-counting detection system. The resulting geometry involved 5 beam
paths intersecting in various regions of a single 20 mm long crystal.
A final enabling factor, which arises as a consequence of the chosen sample and beam
geometry, was to use a field-gradient to engineer the ensemble inversion (via the Stark
shift). This was necessary so as to avoid significant stimulated emission (superradiance)
from rapidly depleting the gain.
7.1.4 Chapter outline
The next section in this chapter, §7.2 will describe the experimental setup in detail. This
includes the beam geometry and phase-matching considerations, details of the optical
layout, the pulse sequence, the method of generating the initial inversion, the Stark-shift
properties, and the sample holder details.
The next sections describe measurements of various experiment parameters that were
necessary before the RASE protocol itself was attempted. In section 7.3, measurements
quantifying the spectral properties of the inversion feature, and the rate of population
decay, are described. Section 7.4 outlines the requirements for the frequency filtering, and
presents measurements of the filter performance. Section 7.5 describes the echo efficiency
in the counter-propagating geometry.
The latter sections present an analysis of the RASE experiment results with single
photon counting detection. Firstly in §7.6 the count histograms are used to determine
the signal and noise components of the detected intensity distributions. In section 7.7 the
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photon arrival times measured in each shot are used to calculate the second-order corre-
lation function, and it is verified that amplified spontaneous emission is being successfully
rephased. As shown in 7.8, although the correlation does not confirm the entangled na-
ture of the photon pair, the degree of correlation measured is fully understood in terms of
the experiment signal and noise levels and loss parameters. Finally in §7.10 the changes
required that would enable a measurement of a non-classical correlation are outlined.
7.2 Experiment setup
7.2.1 Beam geometry
The spatial layout of the four-level echo demonstration in Chapter 6 involved the input
pulse and both rephasing pulses co-propagating. However as shown by equation 6.10, it is
possible to have perfect phase-matching without all beams propagating in the same spatial
mode. In the context of the RASE experiment, the phase-matching condition is;
kRASE + kASE = kpi1 + kpi2 (7.1)
For this demonstration, a beam geometry where kpi1 = −kpi2 and kRASE = −kASE (with
kRASE|ASE 6= kpi1|pi2) was chosen. This counter-propagating beam geometry represents the
simplest arrangement to align in which the bright rephasing pulses are spatially separated
from the detection modes.
The beam geometry is depicted in figure 7.2 along with a schematic of the addressed
transitions. The two rephasing pi-pulses propagate in opposite directions along the path
labelled c-d, and the avalanche photodiode (APD) detectors, labelled as DA and DR
respectively, count the ASE and RASE photon-events along path a-b. For the entire
optics schematic, as well as equipment details and specifications, see Appendix F.
7.2.2 Optical layout
The angle between the ASE/RASE detection paths (path a-b) and the rephasing-pulse
spatial modes (path c-d) is approximately 10◦. The ASE/RASE modes have a radius of
95 µm at the focus; measured with a beam-profiler. The pi-pulse mode radius is 155 µm.
Therefore the overlap region between these two modes in the sample is calculated to be
∼2.4 mm long.
It is necessary to spectrally hole-burn along path a-b to ensure transmission of ASE
and RASE photons through the entire length of the sample, which is why there is a beam-
splitter in the ASE detector path; to allow for a mode-matched beam input along path b.
Also, when the beam along path b is switched on to hole-burn this transmission window,
the mechanical shutter (see §F.1) in front of the RASE detector is closed to prevent the
excitation of long-lived fluorescence thought to originate from the glue in the optical fibre
connector.
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Figure 7.2: Overview of key experiment parameters for demonstrating RASE with the 4LE.
(a) Counter-propagating beam geometry, with path labels a through e defined. The ASE and
RASE modes are detected using APDs labelled DA and DR respectively. There is a mechanical
shutter before the RASE detector, and a 50:50 beam-splitter before the ASE detector to allow
for spectral hole-burning along path a. (b) Transitions used for the RASE experiment. The key
difference between this and the 4LE experiment is that the sequence begins with a pi-pulse at ω14
to populate excited state |4〉, and then the spontaneous emission from this level generates the
ensemble coherence to be rephased.
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The final beam-path (path e) is not associated with the four-level echo; it is used to
implement the frequency filtering. This beam is 1.4 mm in diameter, and is used to tailor
the spectrum in the overlap region between paths 5 and 1-2. This filter is designed to
absorptively attenuate particular frequency modes that would otherwise contribute noise
to the RASE signal. The specifics of the filter-burning process will be described in more
detail below (§7.4).
Additional frequency-selective components in the optical setup are 10 nm bandpass
interference filters located before each of the APDs to transmit the emission at 606 nm,
and block the emission to intermediate crystal field levels at longer wavelengths (filter
specifications given in §F.1).
Beam paths c, d and e propagate entirely in free-space, while the modes along paths
a and b are single-mode-fibre coupled for interfacing with the detectors. In addition to
reducing the background noise in detection, this fibre coupling also allows for the mode-
matching to be easily quantified.
The optical frequencies along paths b, c and d were controlled using either two AOMs
in series, or a double-pass AOM configuration. The frequency of the light along path e
was controlled using an EOM in combination with a double-pass AOM to allow for more
flexible frequency control.1 The full optics schematic is shown in §F.1.
7.2.3 Detection efficiencies
The detection probability along the path from the interaction region in the sample to
the RASE detector (path a) is 10.5%. This is determined by measuring the fraction of
power transmitted from before the cryostat through to the detection fibre output, and
multiplying this by the quantum efficiency of the APDs (67%).
Aside from the detector efficiency, the remaining losses are attributed to the cryo-
stat windows (70% transmission), the bandpass interference filter (55% transmission),
fibre coupling (60% efficiency) and reflection losses associated with propagation through
a handful of lenses and mirrors (see figure F.1). The detection efficiency of the ASE mode
is calculated to be 5.8%, experiencing similar transmission losses to the RASE mode, but
with the inclusion of a 50:50 beam-splitter.
7.2.4 Ensemble preparation and pulse sequence
Figure 7.3 outlines the different stages of the experiment sequence, with each subfigure
showing the spatial layout of the different frequency optical fields applied at a particular
point in the temporal sequence. The process begins by hole-burning spectral-trenches
2 MHz wide centred on the frequencies of the pi-pulses along path d, and similarly along
path b burning 2 MHz wide trenches for transmission of the ASE and RASE frequencies.
In the overlap region this ensures that all population in states |2〉 and |3〉 in the desired
frequency-class are pumped into state |1〉.
1Also the laboratory supply of RF sources for driving the AOMs had at this point been fully exhausted.
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Figure 7.3: Overview of a single-shot of the RASE experiment. Each subfigure represents a
different stage in the temporal sequence. Parts (a) and (b) depict the applied field configurations for
the ensemble and frequency-filter preparation. (c) shows how the population inversion is generated,
and (d) the counter-propagating four-level echo sequence. (e) is a summary of the important spatial
regions in the sample. DA and DR are APD detectors for the ASE and RASE modes respectively,
and the beam-splitter before DA is 50:50.
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APDs gated on
Field gradient on
APDs remain on for 
Figure 7.4: Diagram showing temporal sequence of the RASE experiment. The field-gradient is
switched on during the inversion pi-pulse. The APDs are gated off during all bright pulses and are
activated for 20 µs following the inversion pulse, and 220 µs following the two rephasing pi-pulses.
During the second ensemble-preparation step, shown in figure 7.3(b), the scanning field
centered at the RASE frequency remains on, while the field along path e switches between
four frequencies to transfer atomic population to absorb at three specific frequencies that
would otherwise contribute noise to the RASE mode. The properties of this filtering
process will be quantified in §7.4. The time taken for the entire ensemble-preparation and
filter-burning steps is approximately 150 ms.
After opening the shutter in front of detector DR, the RASE experiment is initiated by
inverting the population. Rather than initially creating an absorption feature in either of
the ground states addressed in the 4LE sequence, this RASE experiment begins with these
two ground states empty, and a pi-pulse at ω14 along path c to invert population. The
process of population inversion also involves applying an electric field-gradient to broaden
the gain feature, and additionally to reduce the gain per unit bandwidth along the entire
c-d path so as to reduce superradiance effects.
Figure 7.3(c) depicts the inversion pi-pulse at ω14 applied along path c. For the duration
of this pulse the field gradient is switched on. Note that after many iterations of the entire
pulse sequence, the ω14 pi-pulse, in combination with the sweeping fields on during the first
step, will select the specific frequency-class of ions, since any other frequency subgroups
will eventually be pumped into one of their non-resonant ground states.2
Following the inversion pi-pulse, the spontaneous emission is detected at DA, before
the rephasing pi-pulses at ω24 and ω35 along paths c and d occur (fig 7.3(d)), and the
rephased version of ASE that was detected at DA will be emitted in the mode of DR as
given by the phase-matching condition, equation 7.1.
Finally, figure 7.3(e) highlights the important regions within the sample; the interaction
region where the ASE will be rephased by the 4LE sequence, and the region where paths
b and e overlap which constitutes the RASE frequency filter. An important point to note
is that the population is inverted along the entire c-d path. Short of adding a 6th beam
path, this is the only feasible option for inverting population in the interaction region,
however there are problems associated with having a gain feature all the way along path
c-d, as will be discussed in §7.2.5.
2This frequency-class selection is usually performed in a single step similar to the methods described
in §6.4.
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The APDs are both gated on for 20 µs following the inversion pulse for the ASE and, a
longer period of 220 µs following the rephasing pi-pulses, as shown in figure 7.4. Although
there will only be RASE for the first ∼20 µs, the longer detection period is useful to
quantify the level of spontaneous-emission background noise.
The maximum power available in beam-paths c and d was 7.6 mW and 19.8 mW
respectively, such that the optimal pulse lengths (fwhm in amplitude) were 2.7 µs for
piinvert, 1.2 µs for pi1 and 1.7 µs for pi2.
7.2.5 Creating the initial population inversion
The primary reason for beginning the RASE process by exciting from ground state |1〉 is
to minimize the number of atoms that are addressed by the rephasing pi-pulses which are
not associated with any ASE or RASE.
For instance, one alternative would be to prepare an initial absorption feature in ground
state |2〉, then apply a pi-pulse at ω24 to generate the inversion. In the absence of any
Rabi-frequency selection, only a fraction of these ions will be efficiently transferred up to
state |4〉, and the majority remain the in the ground state (see §3.4.4). These ions which
remain in the ground state will not contribute to any ASE signal, however following the
rephasing pi-pulses, they will be either absorbing or amplifying the propagating RASE
signal, or worse still, spontaneously radiating into the RASE spatial mode.
Another inversion method that was investigated was to use a frequency-chirped pulse
rather than a pi-pulse. This is a very efficient way of inverting all ions indiscriminately of
the Rabi-frequency that they see, however the rephasing pi-pulses will still only efficiently
rephase the fraction of these ions which experience pulse areas close to pi. As such, there
is a large ASE signal, but only a very small fraction of this is efficiently rephased.
Therefore, the optimal starting point for the RASE experiment, where the maximal
number of ions initially inverted can contribute to ASE and RASE signals, is to use a
pi-pulse from the remaining ground state, |1〉.
The decision to invert the population from ground state |1〉 introduces a complication
of its own due to the resulting spatial distribution of the gain feature. Given the beam
geometry, as shown in figure 7.3(c), the piinvert pulse will invert population along the entire
20 mm length of the sample, while only 2.4 mm of this length overlaps with the detector
spatial modes. Without any field gradient applied, the gain along the c-d spatial mode will
be much larger than along path a-b as shown in figure 7.5(a). To quantify this, consider
the transmission through an amplifying medium;
T = eαL
Where L is the path length, and α is dependent on the ion spectral density and other
material properties. If T = 2 along the 2.4 mm path length of the overlap region, mean-
ing any photon spontaneously emitted into this mode will stimulate on average one other
photon event, then along the 20 mm length of the c-d path, T = 320. This will trigger
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significant stimulated emission into the c-d spatial mode. The inverted population will be
rapidly depleted, effectively shortening the lifetime of the inversion feature3 (see inset of
figure 7.5). This means that the period of recording ASE must be shortened correspond-
ingly to ensure that the ensemble is mostly in the ground state for the rephasing (or else
adding noise to the RASE signal), and thus losing temporal modes for the entanglement
generation.
A secondary problem that arises with this method of inversion, is that the pi-pulse
propagates through a significant optical depth before reaching the overlap region. As the
pulse deposits energy, it becomes temporally stretched, and therefore spectrally narrowed
(one interpretation of the ‘area theorem’ [94]). It will then only be an effective pi-pulse
for a much smaller spectral region than the input pulse length would suggest. This is a
technical issue which could be solved with unlimited laser power. With the finite 20 mW
of peak power available in the path c spatial mode, the length of piinvert was 2.7 µs, and the
maximum achievable width of the gain feature was only ∼100 kHz. Since this lengthens
the time-bins in which correlations can be expected, this narrow gain feature means that
again the number of temporal-modes for generating ASE/RASE pairs per shot is reduced.
Reducing the number of temporal modes in which entangled photons can be generated
is detrimental in this experiment for two reasons. The first is a practical issue: The lengthy
preparation of the various spectral and spatial properties of the ensemble (∼150 ms per
shot) translates to long data acquisition periods (∼hours) in order to draw statistically
meaningful conclusions. The entire data-acquisition duration can be reduced in proportion
with the number of temporal modes for RASE generation each shot.
The second issue with a limited number of temporal modes is conceptual in nature: One
of the ways in which RASE differs from the DLCZ protocol is that it is multi-mode in time.
This characteristic is inherited from the photon-echo upon which it is based. Therefore it
would be desirable to achieve a regime where this temporal multi-mode nature could be
explored.
These difficulties associated with a large gain, namely the lifetime-shortening and the
narrow spectral width of the inversion, may be mitigated by reducing the gain along path
c-d resulting from the inversion pi-pulse.
One possible means of achieving this would be use an alternate sample geometry, such
that only ions in the interaction region are inverted. This could be achieved for instance
using two separate samples; one for generating RASE, and a second located along path a-b
to implement the frequency filtering. Another method would be to introduce an additional
independant beam path for applying the piinvert pulse. However the method chosen to
effectively reduce the gain along path c-d in this experiment is to introduce a position-
dependant Stark-shift. This represents the simplest solution to implement, requiring only
3This reduced lifetime was seen in modelling spontaneous emission from an ensemble of atoms in
Appendix B. It is one characteristic of an effect known as superradiance - the borderline between incoherent
and coherent emission. Superradiance was first examined theoretically by Dicke in 1954 [110], and is also
discussed in texts [28, 94, 125].
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Figure 7.5: Illustrating how the initial population inversion in the RASE protocol can be altered
by applying a field gradient during the inversion pi-pulse. (a) Without the field gradient, probing
the gain along the ASE/RASE spatial mode (path a-b in fig 7.2) is simply sampling a small fraction
of a spectrally-identical, but much larger, gain along the entire length of the sample in the pi-pulse
mode (path c-d). (b) With the field gradient on, ions from a range of frequencies are Stark-shifted
into the piinvert frequency window, such that when the gradient is switched off the gain feature is
broader in frequency. In this case the gain along path a-b is similar in magnitude to the gain in
the same frequency bandwidth along path c-d. Inset shows the lifetime-shortening associated with
a large gain.
§7.3 Spectrum and lifetime of the inversion feature 127
the addition of electrodes to the sample holder.
A quadrupole electrode arrangement (discussed in more detail in §7.2.6) results in a
changing electric field along the length of the sample. This causes a position-dependent
Stark-shift of the ions. For example, if ions at the front end of the sample experience a
detuning of ∆, then at the back end the ions will shift by −∆. In the middle of the sample
the field is zero, so there is no net shift in transition frequency. If the field gradient is
switched on for the duration of piinvert, then there are ions throughout the sample that are
Stark-shifted into the frequency window addressed by piinvert. When the field gradient is
then switched off, the inverted ions are spread over a ±∆ frequency window as shown in
figure 7.5(b).
With the broadened gain profile, the gain along paths c-d and a-b is similar in the
frequency window of interest. It was seen that the lifetime of the gain feature was not
significantly shortened. Additionally, the spectral profile of the gain along the detection
path a-b was seen to be broadened by a factor of ∼2 due to the field variation across the
overlap region, which helps in narrowing the temporal width of the correlation between
the photon pairs. These measurements will be discussed further in §7.3.
7.2.6 Sample holder and orientation
To apply the electric field gradient, the sample is surrounded by electrodes in a quadrupole
arrangement, as shown in figure 7.6. There are also Delrin plates at the front and back
with two apertures cut in each to assist with getting the two beam paths overlapping in
a consistent manner, despite daily variations in beam pointing of the laser output. The
front and back electrodes sit below these apertures, and the copper blocks along the side
of the sample have slits cut through them to allow optical access through the sides.
The model in figure 7.6(a) was constructed using finite element analysis software,
COMSOL.4 The electric field was then numerically calculated, with the front and back
electrodes charged to 15 V, and both side electrodes grounded. The results for the electric
field along the zˆ-axis through the centre of the sample are shown in figure 7.6(b).
The sample itself is oriented such that the crystal b-axis is along the zˆ direction, and
the transition dipole axis is predominantly along the yˆ direction.
7.3 Spectrum and lifetime of the inversion feature
The spectral properties of the entangled ASE-RASE photon pair are fundamentally defined
by the spectrum of the gain on the ASE transition following the inversion pi-pulse. The
magnitude of the gain, in addition to affecting the emission rates via superradiance, also
has an important but less obvious role in defining the entanglement dynamics5. For
example, in the ratio of cross- to auto-correlation functions (R) the smaller the mean
4However the figure itself was generated using Autodesk Inventor.
5Although this depends on the specific metric being used to quantify the non-classical nature of the
fields, as discussed in §5.
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Figure 7.6: Model of the sample and copper-electrode arrangement. Not shown are the Teflon
top and bottom plates which hold all the pieces in place. Also not visible is the back electrode,
which is identical to the front, and is also charged to 15V. The side electrodes are both grounded.
The graph shows the components of the electric field along the length of the sample (x=0, y=0,
−10 < z < 10mm) calculated using finite-element analysis (using COMSOL).
number of excitations 〈n〉, the larger the violations of the Cauchy-Schwarz inequality (see
equation 5.16).
The magnitude of the gain, specifically the value of 〈n〉, will be determined directly
from the count histogram of the RASE data in a later section (§7.6). In the current
section, measurements of the gain spectrum made using heterodyne detection will be
presented. Also, results for the emission lifetime, measured (using single-photon counting)
as a function of the applied electric field gradient will be discussed.
In determining the excited state lifetime, the spontaneous emission was measured
by the APD DA for the 150 µs following the inversion pi-pulse. The results are shown
in figure 7.7, for varying electrode voltages applied during piinvert. This confirms the
effectiveness of the field gradient in reducing the superradiance along the high-gain path
of c-d.
The lifetime of the optical transition for isolated ions is approximately 160 µs. However
when there is no field gradient applied to the inverted ensemble, the decay time of the
spontaneous emission into the path a-b mode is 14 µs (found by fitting an exponential to
the first 15 µs). With the field gradient on, the decay time for this period is 98 µs. In this
case, the superradiance effect is diminished, but still evident.
To characterize the spectral profile of the gain, the transmission of a short probe
pulse along path a following the inversion pulse was recorded using heterodyne detection
(this method was described in §3.4.2). The transmitted spectral amplitude, both with
and without the field-gradient applied during the inversion, is shown in figure 7.8. The
field gradient is seen to increase the fwhm of the gain feature from 83 kHz to 163 kHz,
while reducing the intensity gain by a factor of 4.5. This broadening is consistent with
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Figure 7.7: Quantifying the effect of the electric field distribution. This is a histogram of counts
recorded in detector DA following an inversion pi-pulse along path c as shown in the inset. Each
trace has a different electrode voltage applied during the piinvert pulse, and this voltage is given
as a fraction of the maximum, which was 15 V. During the first 15 µs, the lifetime (T1) of the
emission with zero field-gradient is 14 µs; significantly faster than the transition lifetime of 160 µs.
The same period with the maximum field gradient applied has a decay time of 98 µs. In the period
100-115 µs after the piinvert pulse, these decay rates slow to 131 µs and 150 µs for no field, and
maximum field respectively. The total number of shots per trace was 15000.
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Figure 7.8: Gain with and without electric field gradient applied. This plot shows the measured
transmission of a weak probe pulse along path a, occurring 5 µs after piinvert and detected using
heterodyne for two cases; where the field gradient during piinvert was on or not. Without the field-
gradient on, the gain along the interaction region in terms of intensity was 15.2 (or an inverted
optical-depth parameter αL of 2.72), and the feature width was 83 kHz (gaussian fwhm). With
the field-gradient on, the gain feature width is broadened to 163 kHz, and the amplification factor
reduced to 3.4 (αL = 1.22). The beat frequency between local oscillator and the centre of the gain
feature was 43.6 MHz, and the probe pulse fwhm was 2.3 MHz, and each trace is averaged over 50
shots.
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maximum photon width temporal modes
field-gradient delay time per shot
ON 22 µs 6.1 µs 3.6
OFF 3.1 µs 12 µs 0.26
Table 7.1: Temporal-modes available for photon pair generation per shot
an interaction length of 2.5 mm using the reported value of the Stark shift in Pr:YSO of
112 kHz/(V.cm−1), predominantly along the zˆ-axis, from reference [91].
To summarize the effect of the field gradient, consider as a figure-of-merit the number
of temporal-modes in a single shot in which ASE and RASE photon pairs can be expected.
This is determined as the detection time window divided by the length of a single temporal-
mode. Firstly, the delay time between the inversion and the rephasing pulses (the period
for detecting ASE) is chosen as the time when the emission is reduced by 20% from its
maximum value. This is a reasonable threshold to ensure the rephasing process is not
noisy.6 The temporal width of an ASE/RASE wave-packet (i.e. the width of a single
temporal-mode) is approximated as the inverse spectral-width of the gain feature. The
resulting number of temporal modes available per shot for generating photon pairs is 3.6
with the field-gradient applied, or 0.26 without (see table 7.1).
Although this figure-of-merit neglects the four-level echo coherence time (this will be
reported in §7.5), it is still apparent that utilizing the Stark-shift will significantly increase
the number of temporal modes per shot. In turn, this increases the number of modes in
which high-fidelity ASE and RASE photon pairs can be generated, improving the overall
efficiency of the process.
7.4 Background noise and frequency filtering
As shown in Section 5.6, a relatively small amount of incoherent noise (which has thermal
statistics - see Appendix D) can completely mask any non-classical correlation between
ASE and RASE photons. Also, the RASE signal itself will be reduced due to the low
efficiency of the rephasing process. Therefore maintaining a reasonable signal to noise
radio in the RASE mode will be a priority for achieving any measurable degree of quantum
correlation between the photon pairs.
The coherent FID noise following the rephasing pi-pulses is already reduced to a negli-
gible level by the counter-propagating beam geometry and the 10◦ angle between detector
and pi-pulse modes. And the bandpass interference-filters in front of each detector blocks
most of the emission to intermediate crystal-field levels - the ‘red’ emission.7
What remains as a potential noise source is spontaneous emission from either excited
6Recall that the ‘quietness’ of the RASE process relies on having most ions in the ground state when
the rephasing is happening.
7See figure F.3 for the measured emission spectra of Pr3+ : Y2SiO5, and figure 2.1 for the energy level
diagram.
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state (|4〉 or |5〉) to either ground state (|2〉 or |3〉).8 Three of these transitions are distin-
guishable from RASE in frequency and can be filtered out. Spontaneous emission noise at
the RASE frequency however poses a more fundamental problem, which will be discussed
in further detail in §7.9.1.
The best option for frequency filtering with the required MHz discrimination is to use
hole-burning properties of the sample itself, particularly for filtering weak fields which are
unlikely to cause hole-burning themselves. This spectral-tailoring is the purpose of beam
path e, and where this beam overlaps with the detector mode (path a-b) will form the
filter region. This is marked in figure 7.3(e).
The atomic population is initially transferred to the excited state |4〉, and the ions
which radiatively decay down to ground state |3〉 will be recorded as ASE. The quantum
efficiency of these direct transitions however is quite low, with branching ratios of ∼2%.
Thus, there will be many ions that end up in ground state |3〉 which decay via intermediate
crystal-field levels. Also, since the transition strengths are comparable, the ground state
|2〉 is similarly populated. Therefore, following the rephasing pi-pulses, all of the ions
which are excited from |2〉 → |4〉, and the ‘incoherent’ ions (which weren’t associated
with any ASE events) which are excited from |3〉 → |5〉, can potentially decay back to
any ground state and spontaneously radiate into the RASE detector mode. Also, there
may be ions which remain in the excited state |4〉 throughout the ASE-detecting period,
and aren’t efficiently transferred to the ground state by the pi-pulses. Again, these ions
spontaneously radiating constitutes another noise source.
Of all of these potential noise transition-pathways which can be resolved in frequency
from the RASE, the dominant component will be at the ASE frequency, since there is a
transmission window explicitly hole-burnt before every shot along the detector path for
the purposes of detecting ASE at DA. It was seen however, that scatter from the fields
at the pi-pulse frequencies was also sufficient to eventually (after a few minutes) hole-burn
through the sample.9
Figure 7.9(b) shows all the frequencies at which noise is expected, both in the ASE
and RASE temporal periods. The aim for the RASE filter region is to burn-back some
ion population which will absorb the three frequencies shown, namely ω35, ω24 and the
ASE frequency ω34. Since the experiment only utilizes one single frequency-subgroup of
ions,10 the other subgroups can be used to provide this absorption. Figure 7.9(a) shows
the frequencies that were applied to burnback population that would absorb emission to
ground state |3〉 in the experiment subgroup, and similarly (b) shows the subgroups that
were used to provide absorption of emission to ground state |2〉.
The required frequencies for the filter-burning process were generated using a double-
pass AOM configuration, driven sequentially by four fixed-frequency RF channels. This
8There is also spontaneous emission from excited states |4〉 and |5〉 to ground state |1〉, however these
transitions occur at the ∼5% level, while 95% of the population ends up in states |2〉 or |3〉.
9One downside of having a laser stabilized to <1 kHz linewidth.
10Recall that for any single applied optical frequency there will be 9 resonant frequency-subgroups. This
is because the transition is inhomogeneously broadened.
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Figure 7.9: Signal and noise emission frequencies for RASE experiment in Pr:YSO. The centre
figure represents the single subgroup of ions in which RASE is generated. The noise frequencies
are marked in orange, and the ASE/RASE signal frequencies are marked in red. Subfigures (a)
and (c) show the different subgroups of ions used for burning-back population to absorptively filter
out the spontaneous emission noise in the RASE mode.
beam was then passed through an EOM, which was driven by a signal sweeping in fre-
quency from 20 kHz to 200 kHz (at a rate of 1 kHz). This chirps the optical frequency
from its centre value through to ±200 kHz, and broadens the otherwise narrow absorption
features that are burnt back. While the four burn-back fields along path e were applied
iteratively, the field burning the transmission window for the RASE along path a-b re-
mained on to ensure that the RASE itself will not be absorbed (as depicted in figure
7.3(b)).
To quantify the absorption of this filter at the frequencies of interest, the transmission
of four probe pulses (each 1.7 MHz fwhm, and centred at ω25, ω24, ω35 and ω34) was
measured using heterodyne detection with and without the filter-burning field switched
on. The results are shown in figure 7.10. The most important features to note are that
the RASE transmission is unaffected when the filter-burnback is on, and that the ASE
frequency is sufficiently absorbed.
Although the absorption at the pi-pulse frequencies ω24 and ω35 doesn’t appear to be
very high in figure 7.10, this is because the probe pulses themselves are hole-burning.
During the actual experiment, the only light at this frequency in this spatial region is due
to scatter from path c-d. Thus some slight burning back at these frequencies should be
sufficient to maintain a strong absorption. Typically the attenuation averaged over the
160 kHz wide region centred at the ASE frequency was found to be 26 dB.
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Figure 7.10: Quantifying the transmission of the hole-burnt frequency filter. This figure shows
the amplitude spectrum of transmitted probe pulses with and without the filter-burning field along
path e switched on, averaged over 100 shots. The structure of the burnt-back absorption profiles
reflects the properties of the beam after transmission through the EOM; the light is mostly shifted
to the first order region, ±200 kHz from the centre frequency, with some light also shifted to the
second order. The key transmission features of the filter are that the RASE frequency is unaffected,
and that the ASE frequency is heavily absorbed (since there is a spectral hole burnt every shot in
this spatial mode). Typically there was 26 dB of absorption in the ASE frequency window.
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Figure 7.11: Summary of the sample absorption properties, showing the spatial distribution for
the two main spectral regions of interest; the ASE and RASE frequencies. In subfigure (b), the
regions of the sample coloured black represents absorption at the given frequency, while white
indications transparency. The interaction region is marked in orange.
In summary, frequency filtering for the detection of RASE was achieved by tailoring
the absorption spectrum of the sample in the region where beam path e intersects with the
detection modes of path a-b. Figure 7.11 depicts the spatially varying spectral properties
of the sample for the ASE and RASE frequencies; in the regions coloured black the sample
is opaque, and in the white regions the sample is transparent.
7.5 Echo efficiency and coherence time
This section describes measurements of the four-level echo rephasing efficiency, and the
coherence time. Similar measurements were made in the initial characterisation of the
4LE in the co-propagating geometry, described in Chapter 6. In the counter-propagating
geometry however, the rephasing efficiency is reduced due to difficulties in spatial mode
matching. A further difference in this geometry is that the region of the sample generating
the echo (2.4 mm long) has been much reduced compared to prior measurements which
used the entire 20 mm length. The cancellation of the residual magnetic-field (described
in §6.4) is re-calibrated accordingly, and this extends the coherence time.
To characterize the echo, an absorption feature was created in ground state |2〉. An
input pulse along path b at ω25 can then be rephased at ω34 and detected at DA. Fig-
ure 7.12 is a plot of the echo intensity as a function of the delay time, measured using
heterodyne detection.
As described in §6.4, the residual magnetic field at the sample was nulled by current-
carrying coils placed outside the cryostat. Although the echo amplitude decay is not
purely exponential, an approximate coherence time for the relevant time window for the
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Figure 7.12: Measured four-level echo amplitude, in the counter-propagating geometry, deter-
mined with heterodyne detection, as a function of delay time between pi-pulses and the echo.
Although the decay is not an exponential, the early stage can be approximated with an exponen-
tial fit from which a coherence time T2 of 83.8 µs is obtained. Each point represents the average
of ≈35 shots.
RASE experiment was obtained by fitting11 the decay in the initial 40 µs period after the
pi-pulse, giving the value of T2=84 µs.
The reason for this improvement from previous measurements (from figure 6.4, T2=34 µs)
is twofold. Firstly, only the initial decay region is being considered here, and the decay
rate is increasing at longer times. The average decay over the full 100 µs domain is 63 µs.
The second cause for an improved T2 is due to the smaller interaction region. The cancel-
lation of the residual magnetic field is achieved to a higher degree of accuracy across the
2.4 mm length, compared to the full 20 mm of the sample length used in chapter 6.
Heterodyne measurements of the echo were also used to confirm that the full width of
the gain feature was being rephased. In this case, the ensemble began in the excited state
|4〉. A weak input pulse at ω24 was used to generate some coherence to be rephased by the
pi-pulses. The spectral fwhm of the echo was found to be 164 kHz, matching the width of
the initial gain feature.
The counter-propagating geometry used here will be less efficient than the co-propagating
version due to imperfect overlap of the different beam paths. This efficiency was quantified
in two different settings; either starting from an absorption feature (population in state
|2〉) or a gain feature (population in state |4〉). In both cases, a weak (mean number of
photons ≈500) input pulse along path b at frequency ω24 was rephased as an echo in the
opposite direction. For these measurements the APD detectors were used. The signal
histograms are plotted in figure 7.13 for the case where there was an initial absorption
11The fit is of the form: echo amplitude = exp(−t/T2), where t is the time from input pulse to echo.
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feature. The transmitted input pulse when there was no absorption/gain feature was also
measured to give the magnitude of the input pulse.
Integration over the peaks in figure 7.13 gives the average detected count rates as
Input pulse magnitude = 53.9 photons/shot
Input pulse transmitted = 21.5 photons/shot
Echo = 1.41 photons/shot
The optical depth of the initial absorption feature was determined to be αL ≈ 0.92. In
the context of the RASE experiment where there is no input-pulse, the relevant efficiency
measurement here is the fraction of the photons that are actually absorbed by the ensemble
(a measure of the degree of ensemble excitation) compared to the number of photons in
the echo. For the above count rates, this is 4.3%. Scaling the counts according to the
different transmission efficiencies to the two detectors, and also extrapolating back to zero
delay time using the previously measured T2, gives an estimate of the echo efficiency as
25.9%±0.7%.
For the similar experiment with initial population in the excited state, the efficiency is
determined as the echo intensity relative to the number of photons that are stimulated by
the input pulse (this represents the degree of de-excitation of the ensemble). The exper-
iment was repeated for three different magnitudes of the gain. The efficiency (assuming
zero delay time, and correcting for transmission losses) was found to be 50.1%±0.3%,
50.3%±0.7% and 47.5%±1% for αL ≈ −0.62, -0.30 and -0.15 respectively. Somewhat
surprisingly, there is very little difference in efficiency across the range of gain settings
measured. However since the echo was only generated for a single delay time in each gain
regime, a variation in the lifetime (and therefore coherence time), cannot be ruled out.
In previous measurements characterizing the four-level echo with a co-linear geometry
the rephasing efficiency (of only the absorbed part of the input pulse) would be close to
100%. However a lower efficiency is to be expected in the counter-propagating geometry
given the difficulty in perfectly mode-matching all beams involved. Since the pi-pulse
beams were entirely free-space modes, it was not possible to directly quantify the mode
overlap. Also, the two sets of efficiency measurements, starting from either an absorbing
or amplifying medium, were performed on different days and thus beam overlaps could
have been quite different. The cause for the disparity in efficiencies can be attributed
therefore to either of two effects; differing propagation properties between the rephasing
process starting from a gain or absorption feature, or simply a difference in the quality of
beam mode-matching.
In summary, the measurements in this section confirm that the four-level echo can be
generated with counter-propagating pi-pulses, and starting from either an absorbing or an
amplifying medium. Echo efficiencies in the range of 25-50% were achieved.
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Figure 7.13: Measurement of echo efficiency, using single photon counting detection. The plot
shows the average counts recorded across 1000 shots in 0.5 µs time-bins by both APDs DA and DR
during a four-level echo sequence starting from an absorbing feature in ground state |2〉 of optical
depth 0.92.
7.6 RASE experiment results: count histogram
Having quantified the properties of the inversion feature, the filter transmission, and the
echo efficiency and coherence time, the data acquisition for the RASE experiment itself
was performed. In this section, we examine the histogram of counts averaged over the
entire data acquisition, and estimate the ASE/RASE signal and background noise levels
in each detection channel.
As shown schematically in figure 7.4, during the RASE experiment the APDs are gated
on for 20 µs following the inversion pi-pulse, and again following the rephasing pi-pulses
for 220 µs. The output of the APD detectors are time-stamped relative to a ‘start’ pulse
using an FPGA (see §F.4) with ∼20 ns resolution. A total of 105 shots were recorded over
approximately 5 hours.
Figure 7.14 shows the count rates measured in 1 µs time-bins The evidence that there
is indeed rephased spontaneous emission is in the blue trace of figure 7.14, where there is
a peak following the rephasing pulse which is comparable in width to the ASE emission
window.
To partially negate the ‘afterpulsing’ effect of the detectors, any counts that occur less
than 80 ns after another count are neglected in the data-processing. Afterpulsing occurs
when an electron is captured within impurities in the semiconductor during an avalanche,
and then is released after the detector dead-time and triggers another pulse. Silicon APDs
also have a tendency to emit light from the avalanche region as a photon is detected.
Since the experimental setup here involves a pair of APDs facing each other, the data
was processed to check for evidence of this. It was found that the probability of getting a
count at the same time in both detectors was at the level expected assuming the counts
were independent, and therefore this effect was not visible.
The background count level (due to detector dark counts and scattered light) was
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Figure 7.14: Histogram of photon counts in RASE experiment. The count histograms for the full
RASE sequence is compared to the count histogram without the second rephasing pi pulse applied,
such that the signal and noise levels can be determined. (a) Evidence of RASE is visible in the
DR signal (blue trace) in the 50-75 µs period. The width of the RASE signal matches the ASE
temporal region, and also this signal disappears if the second pi-pulse is omitted (green trace). Note
that the histograms from 50µs onwards have been scaled by a factor of 5, and the scale is shown on
the right hand y-axis. Both detectors were gated on during the ASE and RASE temporal periods,
however the DA histogram (red trace) is only plotted before the rephasing pi-pulses for clarity. (b)
Close up of the RASE temporal region, where the noise contributions of different spectral modes
are shaded.
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deemed negligible in contrast to the signal count rates. This was determined by recording
4×103 shots where all of the pi-pulses were switched off, while the feature preparation
remained unchanged. The average background count rate across the entire detection
period for detector DA was 2.0×10−4µs−1 and was 4.3×10−4µs−1 for DR. The detector
dark count rates of ∼ 10−4µs−1 accounts for a significant fraction of the background level.
The higher count rate in DR was attributed to laser leakage through the AOM and fibre
system of path b.
The quality of the filtering was determined by comparing the intensities measured
at the two detectors during the ASE temporal region.12 As measured using heterodyne
detection (see §7.4), there is 26 dB of absorption at the ASE frequency in the mode detected
byDR. However, the photon-counting measurements indicate an intensity difference of just
12 dB between the DA and DR counts (after accounting for the difference in transmission
efficiencies along paths a and b). This is thought to be due to leakage through the bandpass
filter of the red emission. Given the 3% branching ratio of the 3H4 → 1D2 transition,13
the counts detected in DR indicates an overall attenuation for these longer wavelengths of
27 dB.
With 27 dB of attenuation, the emission at longer wavelengths accounts for less than
0.2% of the ASE signal. Therefore the ratio of the signal (at ω34) to noise (all other
frequencies) of the ASE detection is largely determined by the oscillator strength of the
ASE transition. Thus the SNR is calculated as
√
0.55/0.45 = 1.1
Using this SNR, and the transmission efficiency of the ASE mode, the actual signal level
can be determined. The peak count rate occurs during the ASE period at approximately
0.06 µs−1. Using the 5.8% probability of emission from the sample being detected in
this mode, the approximate temporal width14 of the photon wave-packets of 6 µs, and
the SNR, then there is on average 3 indistinguishable ASE photons emitted in a single
temporal mode each shot.
There is a large level of background emission from the sample itself when the full pulse
sequence is applied. The signature of this emission, which is not associated with any ASE
or RASE, is seen at long times (> 80µs) in figure 7.14. Fitting this temporal period with
an exponential decay, and then extrapolating backwards (dashed blue trace), the signal
to noise ratio of the RASE signal is estimated as 0.9.
As discussed in §7.4, the background noise consists of a number of different emission
frequencies. To determine the frequency constitution of the noise, a series of shots was
recorded where all pulses were on except for the second pi-pulse at ω35. This histogram is
12To clarify, the “ASE temporal region” refers to the period before the rephasing pi-pulses (<45 µs in
figure 7.14). Similarly, the terminology “RASE temporal region” will be used to imply the region after
the rephasing pulses.
13The remaining 97% of emission is due to transitions to the ground state via intermediate crystal field
levels (see energy level diagram figure 2.1). The largest emission peak is at 612 nm, and there is emission
comparable to the 606 nm level out to 640 nm (see figure F.3 for a plot of the measured emission spectrum).
14The gain feature was measured as being 160 kHz (gaussian fwhm) in terms of field amplitude (see
fig.7.8), so this corresponds to a width of roughly ∆ν=110 kHz in intensity. The Fourier-transformation
of a gaussian (see for example [121]) gives a temporal fwhm ≈ 0.66/∆ν = 6 µs of the photons.
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the green trace in figure 7.14. In this case, having only done the inversion at ω14, and the
first pi-pulse at ω24, the only emission detected during the RASE temporal period will be
from level |4〉 to either of the ground states (which is attenuated by the sample-absorption
filter) and any red emission (which is attenuated by the bandpass interference filter). This
contribution to the noise, shaded red in figure 7.14(b), is in principle possible to filter out.
There is however a significant level of additional noise when the full rephasing pulse
sequence is applied (the region shaded green in 7.14(b)). This component of the emission
is problematic as this represents noise primarily at the RASE frequency itself, ω25.
This background emission at the RASE frequency is due to atomic population that indi-
rectly ended up in ground state |2〉, and once excited by the second pi-pulse, spontaneously
radiated into the RASE detection mode. In the current experimental configuration, this
represents an unavoidable noise floor. With the measured count rates, assuming all of the
emission at other frequencies is filtered out, a maximum signal to noise ratio of 2.8 may be
expected. Methods to reduce this noise, which is indistinguishable from the RASE signal,
will be discussed further in §7.9.1.
Finally, the rephasing efficiency can be estimated by comparing the ASE and RASE
signal levels at time-symmetric points before and after the rephasing pulses. This indicates
an echo efficiency of 10.2% at a point 8.9 µs from the focal point of the rephasing (which
is determined using the cross-correlation in §7.7.1), and extrapolating back to zero delay
time with the previously measured coherence time (see fig.7.12) the peak echo efficiency
is 16%. This is lower than found in previous measurements using an input pulse, where
the efficiency was in the range 25-50% (from §7.5). The reduced efficiency could be due
to sub-optimal mode-matching between the two rephasing pulses caused by drifts in beam
pointing during the 5 hour recording period. However it is also possible that there is a
fundamental difference between an echo of an input pulse and an echo of spontaneous
emission.
A summary of the important parameters determined from the histogram of counts
shown in figure 7.14 is as follows;
ASE photons emitted = 0.5 per µs per shot
ASE signal-to-noise = 1.1
RASE photons emitted = 0.04 per µs per shot
RASE signal-to-noise = 0.9
rephasing efficiency = 16%
RASE signal-to-noise, with perfect frequency filtering = 2.8
RASE signal-to-noise, without the hole-burnt filter = 0.3
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7.7 RASE experiment results: correlations between ASE
and RASE
As discussed in Appendix D, the second-order normalized correlation function, g(2), is a
useful way of quantifying correlations between two different modes. Evidence of a corre-
lation between ASE and RASE modes provides a stronger confirmation (compared to the
signature in the count histograms) that rephasing is actually happening. Also the correla-
tion properties can be used to give some insight into the statistical nature of the process,
including the affect of noise, losses, and mode-mismatch. Perhaps most importantly, the
g(2) function can distinguish between ‘classical’ and ‘quantum’ correlations.15
7.7.1 Cross-correlations
If the ASE is being rephased, then the value of the (normalized) second-order cross-
correlation function between the ASE and RASE modes, evaluated for points in time that
are equidistant from the midpoint of the two pi-pulses, will be greater than 1. If a slight
time lag between the modes is introduced, the correlation will reduce. For completely
independent signals, the cross-correlation is equal to 1. In this experiment, the width
of the correlation peak yields information about the bandwidth of the RASE, while the
magnitude indicates the degree of correlation.
The centre-point in time about which the rephasing occurs is labelled as t0 (shown
in figure 7.15). In evaluating the cross-correlation between the ASE and RASE modes, a
‘coincidence’ occurs when a photon in the ASE detector is recorded at time t before t0,
and then the RASE detector registers a photon at time t after t0 in the same shot.
The time t0, is not precisely known.
16 Therefore, there are two time parameters used
to initially examine the cross-correlation; the time t0, and the lag between ‘coincidences’
τ (defined in figure 7.15).
Figure 7.15: Definitions of the various times involved in determining the cross-correlation. The
important parameters are t0 (the time point about which cross-correlations are calculated) and τ
(the lag time).
15The term ‘non-classical’ (or ‘quantum’) correlation implies a degree of correlation that can not exist
according to a semiclassical model of the atom-field dynamics.
16This is due, for instance, to the delay between sending RF to the AOM, and the beam actually being
diffracted. This varies on a day to day basis depending on where the laser beam passes through the AOM,
and was not directly measured.
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The function g
(2)
a,r(τ) (where subscripts a, r denotes the correlation is between ASE and
RASE modes) was calculated for each value of t0 using equation E.7. A total time window
of duration T = 14 µs was chosen for the cross-correlation calculation, and the time lag
variation is −9µs ≤ τ ≤ 9µs. The resulting map of g(2)a,r(t0, τ) is shown in figure 7.16(a).
The vertical axis represents an effective shift of the time t0. A negative offset defines
a shift in the ASE time-window away from t0, and a positive offset indicates a shift in
the RASE window away from t0. As expected for a photon-echo process, the correlation
peak shifts in accordance with the offset. This is highlighted by the diagonal line along
offset=τ .
Figure 7.16(b) shows the measured g
(2)
a,r(τ) for zero offset, which is a slice from the
surface in (a) along the blue dashed line. A fit of the form given in equation D.17,
with the amplitude of the gaussian component also allowed to vary, gives a coherence time
tc = 4.4±0.8 µs, and a peak amplitude of 1.21±0.03. Also shown is the average correlation
between ASE and RASE modes across 10 adjacent shots (denominator of equation E.9).
The mean cross-shot correlation value is 1.004, meaning that there is very little classical
correlation from shot to shot. Thus each trial can be considered independent.
The expected peak value of g
(2)
a,r in relation to the number of ASE/RASE photons can
be determined using the model described in Chapter 4.
g(2)a,r =
〈NaNr〉
〈Na〉 〈Nr〉 = 1 +
TaTr 〈n〉 (〈n〉+ 1)
(Ta 〈n〉+ 〈ma〉)(Tr 〈n〉+ 〈mr〉) (7.2)
where subscripts a and r label ASE and RASE properties respectively. Na,r is the total
number of photons detected, Ta is the transmission and detection efficiency along the ASE
mode path, and similarly Tr is the net efficiency for the RASE mode, which includes the
rephasing efficiency. ma,r are the background noise counts, and 〈n〉 is the mean number
of ASE events emitted per shot.
As discussed in §7.6, the majority of the background noise is emission from the sample
itself. Since this noise will scale similarly to the signal with respect to the transmis-
sion/detection efficiencies, it makes sense to re-write the noise parameters in terms of
what gets emitted (〈M〉) rather than what gets detected (〈m〉), i.e. 〈ma,r〉 = Ta,r 〈Ma,r〉.
An additional experimental imperfection to consider is the mode-mismatch between
ASE and RASE spatial modes. For a coupling efficiency of ηc, the number of correlated
photon pairs generated reduces to ηc 〈n〉. Note that the remaining (1 − ηc) 〈n〉 counts
constitute an additional noise term. Incorporating these parameters the expression for
g
(2)
a,r becomes;
g(2)a,r = 1 +
ηc 〈n〉 (ηc 〈n〉+ 1)
[〈n〉+ 〈Ma〉] [〈n〉+ 〈Mr〉] (7.3)
Note that the transmission loss terms Ta,r have been cancelled out. The coupling efficiency
prior to running the experiment was measured as ηc = 50%±5%. The peak value of g(2)a,r
according to equation 7.3 is 1.31, calculated using the average excitations per shot per µs
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Figure 7.16: The correlation between ASE and RASE temporal modes. (a) g
(2)
a,r as a function
of lag time τ , and also a offset in either the ASE or RASE signal regions - effectively shifting the
focal point of the rephasing. The correlation peak is shifted by the same amount and in the same
direction as the offset as expected for an echo process, which is highlighted by the black dashed
line along τ=offset. (b) The plot of g
(2)
a,r(τ) along the blue dashed line marked in (a). The data
is fitted with a gaussian peak of amplitude 1.21 ± 0.03 and width tc = 4.4 ± 0.8 µs. The green
points represent the cross-correlation average across 10 adjacent shots, as described in §E.2. This
averages to 1.004, meaning that there is very little classical-correlation between shots.
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and the signal-to-noise ratios determined from the count histograms. This is higher than
the measured value of 1.21, suggesting that the coupling efficiency may have dropped over
the course of the measurement.
7.7.2 Auto-correlations
The second-order auto-correlation function is used to quantify the statistics of the individ-
ual ASE and RASE emission modes. For low gain, these fields are incoherent and therefore
should exhibit a peak in the autocorrelation function, or photon ‘bunching’ (see §D.3).
Figure 7.17 shows a plot of g(2) as a function of the lag time τ . As expected, the
cross-shot correlation average is very close to unity (1.00 ± 0.06 and 1.004 ± 0.009 for
RASE and ASE respectively, shown as green and black lines), and so the same-shot g(2)
functions are normalized to the overall mean count values as per equation E.7.
The auto-correlation value at τ = 0 is determined with just a single APD (using the
algorithm described in Appendix §E.1), however these points are anomalous. In the case of
the RASE mode, the value of g(2)(τ = 0) is much higher than would be expected from the
neighbouring points. This is attributed to ringing of the electrical pulse in the connection
between the APD and the FPGA board being used to timestamp the counts. This is
characterized and discussed in Appendix §F.4. It was found that each detection channel
had a higher than expected probability of registering a second count within the 200 ns
following an initial count (see figure F.4).
Detector afterpulsing also contributes to false correlations, however these events will
occur immediately after the detector dead-time has elapsed, and therefore should not be
evident after ∼40 ns. As mentioned in §7.6, any counts within 80 ns following a prior count
are ignored, to eliminate the effect of afterpulsing, and some of the ringing. However the
count rates in the RASE mode are so small, that the remaining spurious coincidences in
this τ = 0 time-bin is enough to significantly inflate the value of g(2)(τ = 0).
In the ASE mode, the auto-correlation value at τ = 0 is actually lower than the level
expected (blue points in figure 7.17). A similar ringing effect is occurring in this detection
channel, however the count rates in this mode are much larger than for the RASE, and the
majority of the detected counts correspond to real photon events. In this case, the post-
processing procedure of imposing a 80 ns effective deadtime also eliminates a large fraction
of real coincidence events, so g(2)(0) is reduced accordingly. Note that the difference in
count rates during the ASE and RASE periods is also reflected in the magnitude of the
error bars on the data points in figure E.1; the ASE uncertainty is much less than the
RASE because of the larger number of raw counts.
As with the cross-correlations, the data was fitted with a gaussian, however the τ = 0
point was omitted. The RASE peak magnitude according to the fit is 1.66 ± 0.09, and
the width represents a coherence time tc of 4.2 ± 0.5 µs. The ASE peak is slightly lower
at 1.46 ± 0.01, and has a coherence time of tc = 3.7 ± 0.1 µs. These auto-correlation
coherence times, and the previously measured cross-correlation coherence time of tc =
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Figure 7.17: Auto-correlation functions calculated for ASE and RASE modes, calculated using a
single detector per mode. The point at τ = 0 is artificially inflated for the RASE due to electrical
ringing in this detector channel, and is artifically reduced for the ASE due to the post-processing
method of ignoring any counts in the 80 ns following a prior count. The ASE count rates are
much higher than the RASE, and this post-processing procedure actually discounts many real
coincidence events. The gaussian fits to the data are calculated with the point at zero lag omitted.
Also shown (green and black) is the correlation between identical spatio-temporal modes of ASE
and RASE, but across neighbouring shots. For completely independent signals this cross-shot
correlation should be 1. The traces shown are averaged across 10 adjacent shots.
146 RASE experiment
4.4± 0.8 µs are all roughly equivalent within the uncertainty of the measurement.
The peak amplitude of the auto-correlation in the ideal case would yield 2, since the
ASE and RASE are incoherent fields. However the peak magnitude is reduced due to
background noise, losses, and mixing of multiple modes. This can be modelled similarly
to the cross-correlation using the theory developed in Chapter 4 with one modification: As
discussed in §D.3, the effect of combining multiple modes of thermal states has the effect
of reducing the bunching, shown by equation D.16. Since the auto-correlation depends
not only on the mean number of noise counts 〈M〉, but also on the variance of the noise
counts, then the effective number of noise modes, Nm, is included.
g
(2)
auto = 1 +
〈n〉2 + 〈M〉2Nm
[〈n〉+ 〈M〉]2 (7.4)
where 〈M〉 is again taken to indicate the mean number of noise counts emitted, which
experiences to the same transmission/detection efficiency as the signal. Using the mean
count numbers from §7.6 and solving for Nm gives 0.63 for the RASE and 1.2 for the ASE
modes. The reduced effective number of noise modes contributing to the RASE signal is
smaller than for the ASE is because of the frequency-filtering in the RASE spatial mode.
7.8 The classical-quantum boundary
Having shown a correlation between ASE and RASE, the task remains to determine if the
correlation can be explained classically, or if it requires a quantum-mechanical interpreta-
tion. There are a plethora of metrics for quantifying non-classical behaviour, two of which
were considered in Chapter 5. Considering the low count rates and the photon-counting
detection (as opposed to continuous-variable measurement via heterodyne) for the exper-
iment performed here, the ratio of second-order correlation functions R (introduced in
§5.1) is chosen as the most amenable metric. Explicitly,
R =
g
(2)
a,r√
g
(2)
a g
(2)
r
(5.2)
The Cauchy-Schwarz inequality requires that for a classical field model R ≤ 1. For the
values determined in the previous sections, we have measured R = 1.21/
√
(1.66× 1.46) =
0.77, which clearly lies in the classical realm of correlations. Thus the expected non-
classical correlations between ASE and RASE photons are being completely masked due
to the added noise.
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7.9 Modifications necessary to measure non-classical corre-
lations
To conservatively estimate the modifications of experimental parameters that would en-
able measurement of a non-classical correlation, the assumption is made that the auto-
correlation functions (g
(2)
a , g
(2)
r ) take their maximum values. This maximizes the denomi-
nator in equation 5.2, and then the required value of the cross-correlation g
(2)
a,r that would
definitively correspond to a non-classical correlation can be determined.
At zero time lag the ASE and RASE modes should exhibit thermal statistics given the
incoherent nature of the emission generation (see §D.3). Although the addition of noise
will reduce the bunching (as shown by equation 7.4), assuming that the auto-correlations
g
(2)
a = g
(2)
r = 2 provides us with a stringent requirement for irrefutably violating this
Cauchy-Schwarz type inequality for values of the cross-correlation:
g(2)a,r > 2
The obtained value of g
(2)
a,r = 1.21 for the experiment described here was well below
this mark. By applying the model developed in Chapter 5, the modification required to
measure a value of g
(2)
a,r > 2 can be estimated.
Figure 7.18 shows the peak value of g
(2)
a,r calculated (using equation 7.3) for three cases;
first where the both the signal and noise counts are reduced maintaining a fixed signal-to-
noise ratio, secondly where just the noise is reduced, and finally where only the signal is
reduced. This suggests that reducing the signal and noise counts both by a factor of 10
would enable a measurement of g
(2)
a,r > 2.
However, simply reducing the count rates to reach a regime where non-classical corre-
lations could be observed is not feasible in the current experiment setup. Specifically, the
data used to generate figures 7.14, 7.16 and 7.17 represents a total of 9× 104 shots, which
was acquired over approximately 5 hours. To reduce the counts by a factor of 10 and still
determine second-order correlations with a similar precision would require increasing the
acquisition time by a factor of
√
10 ≈ 3.16. To maintain consistent optical powers and
overlap of all five of the spatial modes for this duration is impractical.
A further problem becomes apparent at low count rates. A second data acquisition of
5× 104 shots with a reduced gain was performed, and it was found that the noise counts
were not reduced by the same ratio as the signal counts. In the analysis of the high-gain
data set, emission from the sample was the dominant noise source, and other noise sources
are negligible by comparison, however when the signal is reduced this assumption is no
longer valid. To be specific, the signal level was reduced by a factor of 5 for the low-gain
ASE relative to the high-gain data set. The background noise level during the RASE
period was reduced only by a factor of 2.5. Other than detector dark counts, one noise
source that is independent of the sample itself is laser light leakage through the fibre of
path b. This burns a spectral hole and is detected by the RASE detector.
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Figure 7.18: Expected trends for the cross-correlation between ASE and RASE modes as the
signal and noise counts are reduced calculated using equation 7.3. The green trace represents a
decrease of both signal and noise counts, keeping the ratio fixed, whereas the red and cyan traces
show a reduction of only the noise (in both ASE and RASE modes) or the signal respectively.
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Any reduction of the signal count rate must necessarily be accompanied by a reduction
in noise to get closer to the quantum-regime (as shown in figure 7.18). Therefore, to enable
a measurement of g
(2)
a,r > 2 in the current experimental setup, simply reducing the number
of ions initially inverted will not suffice. In conjunction with reducing the initial population
inversion, the modifications that could be made include:
 Frequency filtering of the ASE using another hole-burning filter. (This would require
an additional beam-path with frequency control.)
 Reduction of the time taken to prepare the ensemble and filter, which is currently
≈100ms. (This requires more laser power, or a more efficient pumping scheme.)
 Improved transmission efficiencies (for instance by anti-reflection coating the cryostat
windows and crystal faces) and rephasing efficiency (by improving mode-matching
of the two pi-pulse beams).
 Insertion of an additional mechanical shutter to achieve full extinction of the light
leakage along path b.
 Improved hole-burnt frequency-filter on the RASE (by increasing the optical-depth),
and improved extinction of the red emission using a better interference filter.
7.9.1 Cavity-enhanced RASE proposal
However, even with perfect experimental parameters (ideal transmission/rephasing effi-
ciencies and frequency filtering), there is a fundamental limit on the maximum signal-to-
noise ratio achievable. This is determined by the branching ratio of the excited to ground
state transitions. As discussed in §7.4, any ions which end up in the ground state |3〉
indirectly via intermediate crystal-field levels can contribute noise in the spatio-spectral-
temporal mode of the RASE. Evidence of this signal is seen in figure 7.14. Assuming ideal
frequency filtering of all other emission, in the current experiment setup this imposes a
maximum achievable value of g
(2)
a,r = 3.2. This would indeed indicate a non-classical cor-
relation, but is somewhat minor in comparison to the degree of non-classicality reported
in DLCZ type experiments. For instance in the work of Laurat et al, the maximum value
of the cross-correlation function was measured as 600± 100 [70].
The low quantum efficiency of these long lived transitions is a fundamental issue with
rare earth ion systems. The challenge is to somehow increase the desired collective emis-
sion (into a given spatial mode) relative to the spontaneous emission background. One
way to achieve this would be to modify the geometry of the ensemble. Rearranging the
same number of atoms over a larger spatial volume will reduce the solid angle over which
there is constructive interference (as described by the function Γ(φ) in §3.3). The signal
intensity remains constant but becomes more tightly focussed. Reducing the solid angle
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Figure 7.19: Placing the sample for generating RASE inside a Fabry-Perot cavity will improve
the ratio of incoherent to coherent population that ends up in ground state |3〉 by a factor of the
cavity finesse. A 100-fold reduction in the noise resulting from this incoherent population should
allow for a measurement of a significantly non-classical correlation.
for collection reduces the incoherent background emission, which is radiated in the dipole
mode.17
Another approach is to modify the transition branching ratio for a particular spatial
mode, by placing the Pr:YSO sample inside an optical cavity resonant with the 3H4 →1
D2 transition. For example, say that there are N ions in the sample that are initially
excited to give a gain G on the ASE mode. If a cavity of finesse f is placed around this
sample, as depicted in figure 7.19, then the same gain on the ASE can be achieved with
a reduced inverted population of N/f . The number of ‘incoherent’ ions that end up in
|3〉 without emitting an ASE photon is directly proportional to the inverted population,
and is unaffected by the presence of the cavity.18 Therefore the inclusion of a cavity will
preferentially enhance the direct transitions at 606 nm, and increase the ratio of coherent
to incoherent population that ends up in ground state |3〉. A cavity of finesse f = 100
should be ample.
7.10 Conclusion
In this chapter, we have experimentally verified that spontaneous emission from an en-
semble of atoms can be rephased. The experiment was performed with photon counting
detection. This poses significant experimental challenges as compared to heterodyne de-
tection due to a lack of spectral discrimination, but is suitable given the ultimate aim of
this protocol is to generate entangled photon pairs (and eventually heralded entanglement
between remote ensembles).
The major challenge in this experiment was to achieve a high enough signal to noise
ratio such that the RASE signal could be discerned. In the first case, this required off-
axis rephasing to reduce the FID noise. The four-level echo sequence with a counter-
17This can be seen in the equations describing radiation from extended ensembles developed in §4.3.5.
18The intermediate crystal-field levels are spectrally broad. This means that population inversion which
results in amplification on the kHz-wide transition at 606 nm gives negligible gain on the GHz-wide red
emission, and a relatively low cavity finesse of 100 should have no noticeable effect on spontaneous emission
in the at the longer wavelengths.
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propagating geometry was used to achieve this. This isolated the coherent FID noise,
which is approximately 5 orders of magnitude larger than the ASE level, from the detection
modes.
The majority of the remaining noise is attributed to spontaneous emission from the
sample, but at different frequencies to the RASE signal. To attenuate this emission in
the spatial mode of the RASE, further frequency filtering using hole-burning in the back
section of the sample itself was implemented. Overall signal-to-noise ratios of ∼1 were
achieved in both ASE and RASE modes.
A peak in the second-order cross-correlation between ASE and RASE modes confirms
the theoretical prediction that amplified spontaneous emission can indeed be rephased.
The measured degree of correlation however was not sufficient to confirm its non-classical
nature. The correlation is degraded due to the remaining background noise.
In principle it would be possible to improve the experiment parameters such that a
quantum correlation could be observed. However, there is a component of the noise that
is indistinguishable from the RASE signal, and this imposes a limit on the correlation that
would be possible to measure in this experimental setup of g
(2)
a,r < 3.2. This would suffice
to demonstrate the non-classical nature of the ASE and RASE photons. However, in light
of future plans to use this protocol as a means for generating remote entanglement, then
this limited degree of correlation severely restricts the scalability.
In summary, by using a four-level photon echo sequence in a counter-propagating
geometry, rephased amplified spontaneous emission has been demonstrated with photon-
counting detection methods. Although any quantum-entanglement between the photon
pairs could not be verified, through this initial demonstration an understanding of toler-
ance to experimental imperfections has been gained. It is proposed that performing the
RASE experiment in a cavity will negate the noise source which is problematic in the
current free-space arrangement.
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CHAPTER 8
Dynamic narrow-bandpass frequency filter
This chapter presents a demonstration of a narrow-band frequency filter, which can be
switched within µs from being transmissive to absorptive at some particular frequency val-
ues. This is achieved through Stark-shifting of spectral holes. This concept was proposed
by M. J. Sellars.
The demonstration described here was developed in the context of future RASE ex-
periments. However, this filtering method is a powerful and versatile technique that may
be applicable in other applications - most likely for other rare-earth ion based information
processing experiments. The methodology developed here represents the only means (to
the best of the author’s knowledge) to achieve narrow-band filtering (<MHz), with tens
of dB extinction, that can be switched within µs.
8.1 Filtering requirements for RASE
As shown in the previous chapter, spectral hole-burning is a useful technique for absorp-
tively filtering out unwanted optical frequencies separated by just a few MHz from the
signal. Creating spectral holes however is a slow process, performed by shuﬄing the pop-
ulation amongst the hyperfine ground states via optically pumping the ions into their
excited state, waiting for them to decay back to a ground state, and then repeating the
process many times until there is no population remaining in any resonant ground state.
Filling in these spectral holes is similarly a process of incoherent population transfer.
In protocols for generating entangled photon pairs, including RASE and DLCZ, the
two photons can potentially be generated in the same spatial mode, while being in different
spectral and temporal modes. In such geometries, it would be required to have a filter
that can rapidly change its spectral properties to transmit each photon in the pair, which
are temporally separated by tens of µs, while absorbing at all the noise frequencies.
The techniques for dynamic frequency filtering were developed in the context of the
proposed cavity-enhanced RASE experiment, introduced in §7.9. The sample used to
generate the RASE is placed inside a Fabry-Perot cavity, and the four-level echo rephasing
pi-pulses could be applied in one of two geometries. In the co-propagating geometry, the
rephasing pulses are input into the cavity mode itself (kRASE = kASE = kpi1 = kpi2), or
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Figure 8.1: A proposed application for the dynamic frequency filter. (a) Outline of a potential
configuration of a cavity-enhanced RASE experiment which would require a dynamic frequency
filter because the ASE and RASE signals are in the same spatial mode. The pi-pulses are shown
in a counter-propagating arrangement, however they could also be applied in the cavity mode in a
co-propagating geometry. A second sample of Pr:YSO would be used to provide the filtering, with
nearby electrodes required to switch the filter properties. (b) shows an outline of the temporal
pulse sequence, highlighting the regions where the ASE and RASE signals are emitted.
alternatively the rephasing pulses could counter-propagate (kpi1 = −kpi2 , and kRASE =
−kASE). Either way, the ASE and RASE photons will end up in the same spatial mode
as defined by the cavity. Figure 8.1(a) depicts a counter-propagating arrangement.
The filtering would be performed by a second sample outside the cavity, that is pro-
grammed to transmit at the ASE frequency during the period following the ensemble
inversion, then after the two rephasing pi-pulses of the four-level echo sequence, the filter
is switched to transmit only the RASE signal.
In a setup where the pi-pulses are applied in the same spatial mode as the signal fields
(co-propagating), The filtering requirements in the RASE temporal region are particularly
stringent since the signal is buried amongst the coherent FID emission which is just tens
of MHz away in frequency, and is many orders of magnitude larger in intensity than the
signal (see §6.6). This noise source can be avoided using the counter-propagating geometry,
where the coherent FID noise is in a different spatial mode to the signal, however this
requires a more complicated beam geometry, adding significant experimental overhead
and introducing mode-matching inefficiencies.
The purpose of the demonstration described in this chapter is to determine the feasi-
bility of performing dynamic frequency filtering which would be suitable for future cavity-
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enhanced RASE experiments, and to ascertain which mode of filtering, spectral or spatial,
is preferential for distinguishing the signal from the coherent FID noise.
8.2 Combining spectral hole-burning and Stark shifting
The absorption spectrum of the rare-earth ion ensemble can be rapidly changed using
the Stark effect. With an applied electric field, the resonant frequency of each ion in
the ensemble is shifted proportionally. Therefore by applying a spatially varying electric
field across the ensemble, the absorption spectra can be completely reconfigured. Then a
dynamic filter can be created by hole-burning spectral features with a particular electric
field applied, switching to a different electric field distribution, and hole-burning an alter-
nate spectral structure. After preparing the desired spectral properties in both electric
field configurations, then the resulting spectra can be rapidly switched between, simply
by switching the external electric field.
This concept combining hole-burning and the Stark effect can be applied to gener-
ate as many frequency-transmission windows as desired. Each can be as narrow as the
laser linewidth or as wide as the largest ground-state hyperfine splitting, and distributed
arbitrarily across the inhomogeneous linewidth of the optical transition. The available
attenuation is determined by the optical depth, the width and separation of the spectral
holes, and the magnitude and profile of the Stark shift across the length of the crystal. As
an example, in the work of Hedges et al. [56], the absorption edge of a created spectral
feature varied from 0.1 dB to 140 dB in tens of kHz. The potential applications of this
type of filter is limited, however, to situations where the field to be filtered is weak enough
not to hole-burn itself. This means that the number of photons must be much less than
the number of absorbing ions.
The demonstration of this dynamic filter involves hole-burning two spectral trenches,
each while a different electric field is applied. This concept is shown schematically in figure
8.2. The aim is to achieve a regime where there is full transmission at ω1 and a high level
of absorption at ω2 in one electric field configuration, then the field is switched and any
signal at ω1 is heavily attenuated while fields at ω2 are fully transmitted.
The next section will describe the experimental setup, and following this the Stark shift
of the sample and electrode arrangement is quantified. Then for a specific set of filter pa-
rameters, namely two 1 MHz wide transmission windows which are separated by 10.2 MHz,
the absorption is quantified at the two frequency values in each field configuration using
both heterodyne detection and single-photon counting.
8.3 Experimental realization of a dynamic filter
The sample used for this demonstration was 4× 4× 20 mm, 0.005% Pr3+ : Y2SiO5, where
the beam propagates along the 20 mm length. This sample is held in place with a Delrin
support as depicted in figure 8.3, and the electric field is applied using wire wrapped
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Figure 8.2: Diagram showing the key aspects of the dynamic filtering concept, where reconfiguring
the applied electric field switches between two different hole-burnt spectra.
around the sample at either end. One of these wires is grounded (electrode B), while the
other (electrode A) is switched up to a maximum of ±100 V.
This sample holder was designed such that there would be space for a second sample
(labelled as the RASE-experiment sample in figure 8.1) in series with this filter-sample in
the same cryostat.1 This alternate sample would be located approximately 2 cm from the
filter-sample, in addition to being shielded in a copper Faraday cage, such that switching
the voltage of electrode A (at the far end of the filter-sample) would have a negligible
Stark effect on the experiment-sample.
The electrode voltage was supplied by an arbitrary waveform generator, the output of
which is amplified in two stages by home-built amplifiers to a maximum of ±100 V, and
the maximum switching speed was approximately 3 µs. The electric field as a function
of distance along the axis of the sample was numerically modelled using finite-element
analysis software (COMSOL). The result is shown in figure 8.3(b). Note that there is
no specific requirements for the distribution of the electric field for this demonstration,
provided that enough of the ions experience a large enough shift to fill in the spectral holes
when the field is switched between the two values.
The different frequency fields that are required for hole-burning in this experiment
are all generated using a single double-pass AOM arrangement. A separate path with
two AOMs in series is used to generate the local-oscillator field for heterodyne detection.
The pulse sequence is shown in figure 8.4. Initially, a broadly sweeping optical field is
applied to remove any spectral structure from prior shots. This reset-beam scans over a
1While the sample holder used for this demonstration had provision for a second sample, it did not
include a Fabry-Perot cavity.
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Figure 8.3: Model of the crystal and electrode arrangement used to create a narrow-band dynamic
filter. The electrodes were actually coils of wire with a few turns. The sample dimensions are
4 × 4 × 20 mm. Graph (a) shows the voltage along the centre axis of the sample when electrode
B is grounded and electrode A is ±100 V. Graph (b) shows the component of the electric field
along the zˆ axis, Ez, for the same electrode voltages as in figure (a). Along the beam path, Ey
and Ex are zero due to the symmetry of the electrode arrangement. The parameters used for this
calculation were; dielectric constant of Delrin r = 3.7, for Pr:YSO r = 10, and a Stark shift of
110 kHz/(V.cm−1) [91].
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Figure 8.4: The optical field and electrode voltage schematic for preparing a dynamic two-
frequency bandpass filter. The reset-beam sweeps over a large section of the spectral profile to
erase any residual structure from the previous shot, then the holes at ω1 and ω2 are burned while
the electrode voltage switches between two values. The filter transmission properties are then read
out using temporally short probe pulses at both ω1 and ω2 while the electrode voltage is stepped
between ±100 V.
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90 MHz range approximately 40 times for a total duration of 30 ms, and both electrodes
are grounded during this period.
The filter-burning was performed by switching the voltage of electrode A between +100
V and -100 V every 2.7 ms. When the voltage is high, a field scanning across ω1±500 kHz
is applied, and when the voltage is switched low, then the beam frequency is scanned over
ω2 ± 500 kHz, and this process is repeated 100 times. To ensure no cross-talk between
hole-burning in different field configurations, the optical fields are off for 50 µs when the
electrode voltage is switched. The hole widths of 1 MHz represent a frequency window
through which the anticipated signal fields could propagate with negligible dispersion. The
frequency difference ω1−ω2 was chosen to be 10.2 MHz, which is the spacing between the
upper two hyperfine levels in the ground state of Pr (see figure 2.1). The entire preparation
sequence takes approximately 300 ms.
Following a delay of 10 ms, the filter properties at the two centre frequencies is deter-
mined. When using heterodyne detection, the transmission of gaussian probe pulses at ω1
and ω2, 900 kHz fwhm in amplitude, are measured for a range of electrode voltage values.
The results are confirmed using photon-counting detection.
8.4 Determining the Stark shift
The electric field properties were modelled using finite element analysis (in COMSOL),
and the resulting distribution across the length of the sample is shown in figure 8.3(b).
Traces are shown for both ±100 V applied to electrode A. To measure the Stark shift
obtained with this field profile, a narrow (70 kHz) absorption feature was created in the
middle of a large spectral hole (2 MHz).2 The electric field was then switched on and
the absorption profile read out using balanced heterodyne detection of a temporally short
probe pulse transmitted through the sample. The results are shown in figure 8.5 for 0 up
to 20 V applied to electrode A.
The absorption profile of the initial lorentzian feature which is Stark-shifted as a func-
tion of location along the zˆ-axis can be modelled first by determining the density of ions
as a function of the field strength Ez.
3 This is converted to a function of frequency using
the Stark-shift in Pr:YSO of 110 kHz/(V.cm), and accounting for the two sub-ensembles
of ions which will shift in opposite directions. Then the resulting histogram is convoluted
with the initial lorentzian feature profile. The model geometry shown in figure 8.3 predicts
an absorption profile which reproduces the main features of the measured profile as shown
in 8.5(b). Applying the model to predict the Stark-broadening when 100 V is applied to
a group of ions initially all absorbing at the same frequency shows that the population is
2The Stark shift could also have been measured using a narrow hole, however using a spectral feature
instead gives an immediate picture of how the ions are shifted in frequency, without too much thinking
required.
3Note that for a quadrupole electrode arrangement as used in ref.[56], Ez is a linear function of distance
along zˆ, and the density of ions as a function of Ez is correspondingly a top-hat distribution. The field
profile given by the coil-electrodes used here has a less uniform structure, as shown in figure 8.4 (b).
160 Dynamic narrow-bandpass frequency filter
distributed over a ±4.8 MHz region around the initial absorption feature.
This magnitude of Stark-shifting implies that in switching from -100 V to +100 V the
resonant frequencies of the ions will be spread from zero out to ∼10 MHz relative to their
starting value. In terms of the filter, where the aim is to fill in spectral holes, this shift
should suffice to re-populate the two 1 MHz wide trenches when the field is switched, and
thus provide a reasonable level of absorption.
8.5 Characterization using heterodyne
The important properties of the filter to be quantified are the transmission at the two
frequencies ω1 and ω2 at both electrode voltage values of ±100 V. The amplitude spectra
are shown in figure 8.6(b). The dashed trace shows the two probe pulses fully transmitted,
recorded with the laser frequency locked 50 GHz from the centre of the 3H4 → 1D2 line
(which has a linewidth of ≈ 5 GHz fwhm). The peak power of the probe pulses was on the
order of 100 nW. The green trace was recorded when the electrode voltage was +100 V,
and the laser frequency locked close to the centre of the absorption line, such that the
probe pulse at ω1 (beat frequency with local oscillator of 7.0 MHz) is mostly transmitted,
and the probe pulse at ω2 (beat frequency of 3.2 MHz) is heavily attenuated. The black
trace is the same probe pulses for an electrode voltage of -100 V, where the ω2 pulse is
transmitted and the pulse at ω1 is attenuated.
The level of absorption at both frequencies was also measured at intermediate voltage
values to follow the filter transition from one configuration to the other. This trend is
shown in figure 8.6(a). Each point represents the average attenuation in dB over a 150
kHz wide frequency window centred at ω1,2. At the +100 V electrode voltage configuration,
the pulse at ω1 is transmitted, with the absorption measured as -0.5 ± 1.7 dB relative
to the probe pulse transmission with the laser locked off the line. The pulse at ω2 is
attenuated by 71.2 ± 2.3 dB. Switching to -100V, the pulse at ω2 is mostly transmitted
(5.1 ± 1.8 dB absorption) whereas the pulse at ω1 is heavily attenuated (67.8 ± 2.2 dB
absorption). The difference between the maximum and minimum transmission at each
frequency is;
68.4± 2.8 dB at ω1
66.1± 2.9 dB at ω2
The 5.1 dB of absorption at ω2 when this pulse should be fully transmitted implies the
hole-burning was not sufficient, and should be improved by increasing the length of time
spent burning this spectral hole. The difficulty of hole-burning efficiently at this frequency
is potentially exacerbated by the fact that the maximum Stark shift when the voltage is
switched between ±100 V is roughly equal to the spacing between the two holes, meaning
that there are actually some ions that have resonant transitions in both the ω1 and ω2
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Figure 8.6: Characterization of the filter using heterodyne detection. (a) Attenuation as a
function of electrode voltage in a 150 kHz wide spectral region centred at frequencies ω1 and
ω2. Each point represents the average over 2000 shots, and the error bars are too small to be
clearly visible on this scale (maximum uncertainties are 0.7 dB and 0.5 dB for ω1 and ω2 traces
respectively). (b) The transmission of two probe pulses in the two fully-switched electric field
configurations. Also shown is the full transmission of the two probe pulses, obtained by locking
the laser 50 GHz from the centre frequency of the 3H4 → 1D2 transition.
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transmission windows. This is also supported by the fact that the absorption at ω1 dips
to 80 dB with the electrode voltage is just -60 V, and then reduces to 60 dB when the
voltage is -100 V (figure 8.6a), indicating that some of the spectral hole at ω1 is actually
Stark-shifted into the ω2 region when the voltage is fully switched. With sufficient hole-
burning it should be possible to remove this particular subset of ions by shelving them in
the remaining ground state |1〉.
8.6 Characterization using photon-counting
Since the purpose of this filter is to provide frequency discrimination, and this is only nec-
essary when the detection method contains no spectral information, the filter performance
was also characterized using APDs. In this case, to avoid saturating the detectors, only
the single frequency probe pulse which should be heavily attenuated, was input for the
±100 V electrode configurations. Also, the transmission was determined for a range of
input pulse powers to check the linearity of the attenuation.
The histogram of counts measured by the APDs is shown in figure 8.7, along with the
electrode voltage schematic. The input pulse power at ω2 is roughly half that at ω1, and
the attenuation was found to be equivalent (within the uncertainty margin) for the three
input pulse powers measured. The average attenuation at each frequency was measured
as;
63.4± 0.6 dB at ω1
58.0± 0.7 dB at ω2
This absorption is less than measured using heterodyne, because the transmission
measured using APDs is the average over the entire Fourier-width of the probe pulse.
The probe pulse fwhm is 900 kHz, however the transmission measured using heterodyne
detection was only across the centre 150 kHz region of the holes.
Although there was a mismatch in bandwidth between the heterodyne and photon-
counting measurements of the filtering extinction, the difference in absorption at each
frequency when the field is switched is surmised to be ∼ 60 dB.
8.7 Implications for future RASE experiments
The experiment described in this chapter was a simple demonstration of this dynamic-
filtering concept. In applying this technique to the RASE experiment, there are similarly
two transmission windows to switch between for the ASE and the RASE emission, however
there are multiple frequencies at which attenuation is required (see figure 7.9). This will
also be the case for DLCZ experiments.
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In applications with more complicated requirements than the simple two-frequency
demonstration described in this chapter, it would be advantages to more carefully engineer
the electric field distribution. If the absorption spectra of a Stark-shifted feature shows
some structure, as is the case here (see figure 8.5), then there is the risk that a partial
spectral hole will be shifted to a frequency where a high absorption is required. One
alternative would be to have a quadrupole electrode arrangement such that the electric
field component Ez varies linearly along the sample length. The opposite approach would
be to have a large constant Ez, to shift all resonant frequencies uniformly, translating a
spectral hole to a predetermined frequency region.
In either extreme of a linearly varying or a constant Ez, the larger the Stark-shift
the better. A large Stark-shift reduces the overlap between the ensembles of ions that
are resonant at both of the transmissive spectral regions. Increasing the field strength
however means that it becomes more difficult to shield the nearby experiment-sample
from any Stark effects, and may require the filter sample to be moved into a separate
cryostat.
The level of absorption measured in this experiment would be sufficient for any RASE
experiment where the four-level echo is performed in a counter-propagating geometry,
because in this arrangement the source of noise (spontaneous emission to other ground
states) is of similar order of magnitude as the signal itself. For example, the experiment
described in Chapter 7 included 26 dB of filtering on the RASE mode only, and at this
level of extinction this is no longer the predominant noise source.
As discussed in §8.1, this dynamic filter could also be used to block the FID emission
if a co-propagating geometry were used for generating RASE. This requires a much higher
absorption level compared to filtering of incoherent noise sources, since the intensity of
the coherent FID emission will be much larger than the spontaneous emission level. For
example the measurements made in Chapter 6 found the FID emission to be 6 orders of
magnitude larger than the ASE. In this case the current filter having 60 dB level of atten-
uation would only achieve a signal to noise of 1. In principle, with the average absorption
of 80 dB/cm in the 0.005% Pr:YSO, a higher level of filtering could be achieved by using
a different electric field distribution. However the difficulty in doing so (probably requir-
ing locating the filter sample in a separate cryostat) is likely to add more experimental
overhead than implementing a counter-propagating geometry for the echo sequence, and
spatially filtering the coherent FID emission from the ASE and RASE signals.
8.8 Conclusion
This chapter has presented a simple demonstration of a concept combining spectral hole-
burning and Stark-shift properties in an ensemble of praseodymium ions to create a dy-
namic, narrow-bandpass, rapid roll-off filter. This dynamic filter would be essential for a
RASE experiment where the correlated ASE and RASE photons are generated in the same
spatial mode. The level of filtering achieved here would be suitable for a cavity-enhanced
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RASE experiment with counter-propagating rephasing.
This demonstration involved spectral hole-burning of two transmission windows at ω1
and ω2 sequentially, with +100 V and -100 V applied to an electrode near the sample.
Switching the electric field distribution reconfigures the absorption spectra of the rare-
earth ion ensemble via the Stark shift. Each window was 1 MHz wide, and the separation
between the spectral holes was 10.2 MHz. The switching speed was within 3 µs, limited
only by the bandwidth of the voltage amplifier. The magnitude of the applied electric field
shifts the transition frequency of an individual ion somewhere between 0 and ±10 MHz.
The absorptive properties of this filter were quantified by using heterodyne detection
to measure the transmission of a probe pulse at both ω1 and ω2 for a range of electrode
voltages. The high level of attenuation was also confirmed using APDs, and was found to
be on the order of 60 dB. This filter will be useful for RASE- and DLCZ-type experiments
for improving the fidelity of generating entangled pairs of photons.
CHAPTER 9
Extending the coherence time of ground-state
transitions
This chapter presents a brief discussion of some methods that could be incorporated in
the RASE protocol to extend the storage time between the ASE and RASE photons.
This discussion is largely based on the experimental work reported in Paper I [1], which
has been included as Appendix A. While the paper focuses on the storage of an arbitrary
state, in this chapter we consider the implications for specific states relevant for the RASE
process.
9.1 Introduction
For interfacing atoms with light, it is necessary to use optical transitions in atomic systems.
However, to maximize longevity of a superposition state, transitions between metastable
states (with frequencies typically in the RF range) tend to provide longer storage times.
In this chapter we discuss some methods that can be used to extend the coherence
time of the metastable transitions, in the context of the RASE experiment. Extending the
intermediate storage time between the ASE and RASE photon events is advantageous for
the potential quantum repeater applications of this protocol.
This transfer between optical and RF transitions occurs naturally in the four-level echo
(4LE) sequence (see Chapter 6). The optical coherence is transferred to the ground states
by the first rephasing pi-pulse, and the second rephasing pi-pulse maps the coherence back
to an optical transition.
Once the collective atomic state in the RASE experiment has been transferred to the
hyperfine states, various methods can be applied to extend the storage time. The first
method considered here is the ‘critical point’ technique (introduced in §2.4.3). This is
a passive method of extending the ground state coherence time, T2. The second means
that will be discussed is an active technique referred to as ‘dynamic decoherence control’,
or DDC [126]. The purpose of DDC is to alter the dynamics of the system on a time
scale faster than decoherence occurs. This is implemented by applying many pi-pulses to
rephase the ensemble state many times within the T2 timescale. These two techniques can
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be applied simultaneously.
An experimental characterization of the performance of DDC for maintaining an arbi-
trary quantum state of a spin transition in Pr3+ : Y2SiO5 was reported in Paper I, [1]. The
experimental results will not be repeated here, and therefore the paper is included as Ap-
pendix A. The purpose of this chapter is to consider the applicability of these techniques
to the specific states of interest for RASE.
Initially in this chapter, a means of visualizing qubit operations will be discussed. Then
the critical point and DDC methods will be briefly revised, before discussing how these
methods could be applied in the RASE experiment.
9.2 Geometric picture of qubit operations and qubit errors
The echo sequence applied to rephase the ensemble state can be thought of as an operation
on the ensemble ‘qubit’. A convenient and intuitive means to visualize the effect of the
operations performed is to use the Bloch sphere picture.1 The entire operation process
can be visualized as the transformation of a unit Bloch sphere.
For an ideal quantum memory, this transformation is simply the identity, and the Bloch
sphere would remain a unit sphere. However the atoms will inevitably interact with their
environment, and therefore an arbitrary qubit state will evolve from being pure (Bloch
vector of length 1) to being mixed (Bloch vector < 1). A useful way to categorize the
‘errors’ that occur in quantum systems is described in reference [127] (and is also utilized
in Paper I). Errors are considered in three classes: unitary, incoherent, and decoherent.
A unitary process is where the Bloch sphere transformation differs from the desired one
by a unitary operation. Incoherent errors are a consequence of inhomogeneity in the
ensemble. For instance, the dephasing of a coherent state due to inhomogeneity in the
transition frequency is classed as an incoherent error. These errors are reversible by the
application of a locally unitary operation. This alters the dynamics of the system so as
to ‘refocus’ the ensemble state. For instance, the effect of inhomogeneous broadening is
reversed by applying a pi-pulse (a spin- or photon-echo sequence). Finally, decoherent
errors are a consequence of fluctuations in the local environment of the individual atoms
in the ensemble.
In the following sections we will review the Bloch sphere transformations that result
from a simple spin-echo sequence, or a DDC pulse sequence. Since these transformations
can be quite different, the metric used in Paper I to compare the performance of different
operations was the volume of the Bloch sphere transformation. The volume decays due to
decoherence, and any not-refocused incoherent errors.
1The Bloch sphere representation was discussed in §3.1. Also, see §8.3 of reference [20] for a discussion
of quantum operations.
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9.2.1 The spin echo
The effect of inhomogeneous broadening of a coherent superposition state can be reversed
by the application of a single pi-pulse to rephase the ensemble state; a spin-echo sequence.
This removes the largest source of incoherent errors, and the remaining decay is due to
decoherence. States that are in the X − Y plane of the Bloch sphere (i.e. 50:50 super-
position states) will exponentially decay with a time constant T2, while the population
relaxation occurs at a rate given by T1. The spin-echo sequence in terms of a Bloch sphere
transformation is shown in figure 9.1. It is assumed that T1  T2, which is usually the
case for spin transitions.
Figure 9.1: Simulated Bloch sphere transformation for a spin-echo sequence. The ensemble state
immediately following initialization is pure (unit sphere on the left). Applying a single pi-pulse
after a delay time τ , rephases the ensemble state after time 2τ (shown on the right). The states in
the X − Y plane decohere at a rate given by T2, while the states at the poles of the Bloch sphere
decay at a rate of T1. For this model, T2 = 0.9 s, T1 =∞ and 2τ = 0.6 s. The volume of the Bloch
sphere transformation is 0.26 of the unit sphere volume.
The ‘critical point’ technique involves applying a specific magnetic field to Zeeman-
shift the transition to a turning point. At this point the transition is insensitive to first
order to fluctuations in the magnetic field. This maximizes the coherence time T2.
This technique was originally reported in the work of Fraval et al. [89], and applied to
the −12 ↔ +32 ground-state hyperfine transition in Pr:YSO. The critical point magnetic
field is ≈ 780 G for this transition. The same transition was used for the experiments
described in Paper I, and the optimal coherence time was measured to be > 900 ms (see
figure 4 in Appendix A).
9.2.2 Dynamic decoherence control
The dominant cause of decoherence of the spin transitions in Pr:YSO is due to magnetic
interactions with nuclei in the host.2 The perturbations of the magnetic field at a Pr
site occur on a ∼10 ms time scale [86]. The concept of DDC is to repeatedly rephase
2This was discussed briefly in §2.4. For more detail see the thesis of Fraval [86].
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the coherence at a rate faster than the perturbations (and therefore decoherence) occurs.
Specifically for Pr:YSO this is enacted by applying rephasing pi-pulses less than 10 ms
apart.
In the work of Fraval et al., DDC was applied to the −12 ↔ +32 hyperfine transition
in Pr3+ : Y2SiO5 and a coherence time of 30 s was reported for a particular input state
[128]. For the majority of input states however the coherence was seen to decay rapidly.
The reason for this is that the RF pi-pulses are slightly inhomogeneous, such that applying
many pulses introduces compounding incoherent errors. The Bloch sphere transformation
for a DDC sequence is depicted in figure 9.2. This model was generated by assuming a
0.8% linear inhomogeneity in the rephasing pulse area across the ensemble.
Figure 9.2: Simulated Bloch sphere transformation for a DDC sequence. The pulse sequence is
the asymmetric Carr-Purcell sequence depicted in figure 3 of Paper I. This consists of a train of
pi-pulses, applied every τ = 4 ms. For this model, there is a total of 150 pulses applied, giving a
net delay time of 0.6 s (similar to figure 9.1). The inhomogeneity in the rephasing-pulse area for
this simulation is a linear distribution with a total variation of 0.8% across the ensemble, and the
resulting volume is 0.25 of the original.
Although 30 s is an impressive storage time for a quantum superposition state, the
process is limited for general quantum memory applications where the input state is not
necessarily known beforehand. The experimental results presented in Paper I were ob-
tained with reduced incoherent errors as compared to the earlier work of Fraval et al.
[128]. This was a result of three main modifications:
 Reduced inhomogeneity in the RF control field by using a thinner sample. Remaining
inhomogeneity was determined to be ∼2%.
 Reduced inhomogeneity in the RF transition frequency, firstly by using a sample
of lower dopant concentration, and secondly by Fourier filtering post-measurement.
The transition inhomogeneity was approximately 2.5 kHz, however the post-selected
150 Hz component was used to determine the transformation.
 Different rephasing pulses were trialled; specifically designed to be more effective
pi-pulses for an inhomogeneous control field.
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Despite these alterations, it was found that at the critical point field the volume of the
Bloch sphere transformation was always degraded by applying the DDC. Applying many
rephasing pulses reduces the decoherent errors, however the incoherent errors introduced
in doing so were found to reduce the overall fidelity.
9.3 Applicability to RASE storage
The states of interest for the RASE experiment, in the context of a discrete-variable
quantum repeater, are Dicke states near the poles of the Bloch sphere. That is, most of
the population is in one state, with only a few quanta occupying the second state.
The transformations depicted in figures 9.1 and 9.2 represent similar fidelity (using
the volume metric). As a quantum memory for an arbitrary state, these two processes
would be considered to perform equally well. However for the RASE experiment, where
the specific states to be maintained are near the poles of the Bloch sphere, the shape of
the transformations suggest that a simple spin-echo will perform better than DDC.
The compounding errors that are introduced by applying many rephasing pulses with
slight inhomogeneity causes mixing of the population between the two levels. In the RASE
experiment, when the Dicke state is transferred from the RF transition back to an optical
transition, it is imperative that the majority of the population is in the ground state, with
only a few quanta associated with the RASE in the excited state. The population mixing
caused by performing DDC therefore would add spontaneous-emission noise to the RASE
mode.
The issues with implementing DDC effectively are entirely technical in nature. How-
ever, the improvement required such that DDC could extend the memory time for RASE
would be challenging to achieve. Ideally the control field inhomogeneity should be reduced
linearly as the number of applied pulses is increased to ensure there is little mixing of the
population states. This would require reducing the level of inhomogeneity measured in
Paper I by 2 orders of magnitude. Furthermore, for the RASE experiment the entire inho-
mogeneous spectral width of the transition should be rephased. To ensure the rephasing
pulses are equally as ‘hard’ for the full 2.5 kHz width as for the 150 Hz width measured
in Paper I requires a factor of ∼300 increase in the RF power.
Thus, the optimal means of achieving long-term storage in the RASE experiment will
likely be to apply the critical point magnetic field, and perform a spin-echo sequence with
a minimal number of rephasing pulses. The pulse sequence that achieves this rephasing is
shown in figure 6.6. In Pr:YSO this would result in coherence times on the order of one
second. Longer coherence times still could be obtained using Eu ions, where the hyperfine
ground state transitions potentially have T2 in the ∼100 s range at a critical point field
on the order of 2 T [129].
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CHAPTER 10
Conclusion and outlook
The main result from this thesis is a confirmation, both experimental and theoretical, that
spontaneous emission can be rephased using photon-echo techniques. This was demon-
strated in a rare-earth ion doped crystal; Pr3+ : Y2SiO5.
The rephased amplified spontaneous emission (RASE) process was modelled in a fully
quantum mechanical framework. This model was simplified by assuming a low gain,
however it captures the essence of how and why RASE works in a regime of single-photon
detection.
The key features of the RASE protocol can be summarized as follows: Initially the
population of an ensemble of atoms is inverted. Following this, the spontaneous emission
events are recorded with a single photon counter (in the far field). The measurement
process collapses the atomic state into a particular form where the number of atoms in
the ground state is known exactly, but there is no information as to which atoms are in
the ground state, and therefore the atoms are entangled. This type of state is termed a
Dicke state, and can be thought of as a Fock state for atoms.
The Dicke state dephases due to inhomogeneity in the ensemble, but this inhomogene-
ity can be rephased by the application of a pi-pulse, as in a photon echo. The ensemble
rephases, and emits a precise number of photons in a well-defined direction. At face value,
this may seem somewhat counterintuitive; an initial spontaneous occurrence can be some-
how ‘reversed’ to generate the same precise number of emission events in a well-defined
spatial mode. However it was shown that in a fully quantum-mechanical model, the radia-
tive properties of Dicke ensemble states are almost identical (when measuring intensity) to
the emission from more familiar coherent atomic states (or Bloch states). This includes,
most importantly, the directional nature of the emission, which is simply a consequence
of constructive interference of the individual atomic states.
For the experimental demonstration of rephased amplified spontaneous emission (RASE),
a novel rephasing pulse sequence was used. This sequence involves two pi-pulses applied to
a four level atomic system (in a double-Λ configuration), and is termed the four-level echo
(4LE). The main motivation for using this rephasing sequence rather than a straightfor-
ward two-level echo, is so that the rephasing pi-pulses are applied at different frequencies
to the single-photon signal fields. As such, the coherent emission following the inevitably
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imprecise pi-pulses (the FID emission) is resolvable in frequency from the signal fields.
In addition, the phase matching condition can be satisfied in geometries other than co-
propagating, allowing for the FID to also be resolved spatially from the signal.
The experimental investigation of RASE was performed using this 4LE, with a counter-
propagating beam geometry. A correlation between the amplified spontaneous emission
(ASE) and RASE fields was confirmed. The magnitude of the measured correlation (g
(2)
a,r =
1.21±0.03) was not enough however to prove its non-classical nature. This was attributed
to an insufficient signal to noise ratio. A model was developed to quantify the detrimental
effects of background noise and losses on the measured correlation.
Using the counter-propagating 4LE isolated the signal from FID associated noise, and
the majority of the remaining background noise in the RASE experiment was spontaneous
emission from the sample itself. Most of this emission was at a different frequency to the
signal fields, however there was a component of the noise emission that was completely
indistinguishable from the signal.
The spectrally-resolvable background noise component was just ∼10 MHz from the
signal modes. This emission was partially filtered (with ∼26 dB absorption) using hole-
burning techniques in a different region of the same Pr3+ : Y2SiO5 sample being used
for RASE generation. Due to limited resources, this filtering was only applied to the
RASE mode, and not the counter-propagating ASE mode. Using spectral hole-burning
for frequency filtering is a versatile means of achieving impressive extinction levels.
The component of the noise that is indistinguishable from the RASE signal comes about
because of the low branching ratio of the optical transition used for the initial spontaneous
emission (the ASE); most of the population that ends up in the ground state (∼97%) is
via intermediate atomic levels rather than direct transitions. After implementing the
hole-burnt spectral filter, the signal-to-noise of the RASE detection mode was 0.9. The
indistinguishable noise component represents roughly one third of the total background
noise level detected.
Having identified and quantified the noise sources, suggestions for future experiments
were presented that would allow for measurement of a non-classical correlation. First
and foremost, the frequency filtering on both ASE and RASE detection modes should
be improved. Improved extinction of the background noise that is separated from the
signal by ∼nm can be achieved with better (higher transmission efficiency and sharper
roll-off) bandpass interference filters, which are commercially available.1 In addition, an
integral part of future RASE experiments will be increasing the level of absorption of the
holeburnt-filtering.
Modelling suggests that perfect frequency filtering of the signal fields will allow for a
non-classical correlation to be measured. Specifically, it is predicted that the best possible
correlation between ASE and RASE modes in the current setup would yield g
(2)
a,r = 3.2.
However, this is a relatively low ‘degree’ of correlation, which is fundamentally limited
1The filters used in the experiments described in this thesis provided 27 dB extinction, however ∼50 dB
should be easily attainable with different interference filters.
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due to the remaining component of noise that is indistinguishable from the signal.
To negate this noise source, the branching ratio of the transition used for the ASE gen-
eration should be increased. One means of achieving this would be to place the sample in a
cavity resonant with the ASE transition. The effective branching ratio in the cavity mode
would then increase in proportion to the cavity finesse. As such, the requirements for a
cavity to achieve a significant improvement in branching ratio are not unreasonable; con-
structing a Fabry-Perot cavity of finesse 100 for a cryogenic environment is experimentally
feasible.
In this proposed cavity-enhanced RASE experiment, the ASE and RASE photons will
be co-propagating after out-coupling from the cavity. The detection mode therefore re-
quires a dynamic frequency filter; initially being transmissive at the ASE frequency, and
absorptive at all relevant noise frequencies, then switching within µs to being transmis-
sive at the RASE frequency and absorptive elsewhere. In this thesis such a filter was
demonstrated. This uses hole-burning to create the transmissive spectral windows, and
Stark-shifting to rapidly alter the spectral profile. For the experimental demonstration,
the two transmission windows were 1 MHz wide, and separated by 10.2 MHz. In each of
these spectral regions, the absorption was switched from ∼0.5 dB to 60 dB in a few µs.
Although this dynamic narrow-band frequency filter was developed in the context of
the RASE experiment, it is a general technique that could be applied in other rare-earth
ion based experiments. The only limitation is that the intensity of the fields to be absorbed
must be low enough to ensure they don’t cause spectral hole-burning themselves.
The final aspect of the RASE protocol considered in this thesis was the storage time.
Long storage times are best achieved using the hyperfine ground state transitions in
Pr:YSO. One advantage of the four-level echo sequence is that this intermediate storage
on a ground state transition is an inherent part of the rephasing process.
By applying a specific magnetic field, ground-state coherence times on the order of a
second have been measured. Previous studies suggest that coherence times can be extended
beyond this by using so-called dynamic decoherence control (DDC). However, this applies
only for specific coherent states. In general, the application of many control pulses that
DDC requires introduces more errors than it removes. Moreover, the incoherent errors
introduced are particularly damaging to the specific states of interest for RASE.
To summarize, this thesis presents experimental evidence that spontaneous emission
from an ensemble of atoms can be rephased. The non-classical nature of the correlation
between the spontaneous emission and rephased fields has been demonstrated by Led-
ingham in the continuous variable regime [6]. The work presented here has focused on
achieving this non-classical correlation regime with single photon counting detection. In
this discrete-variable context, a theory was developed utilizing the Dicke state basis for
atomic ensembles. This yielded an intuitive description of RASE, connecting the gener-
ation of single photons (Fock states) with a method normally associated with coherent
states of the field (the photon echo).
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In general, rephased amplified spontaneous emission represents a promising and in-
teresting technique for generating entanglement between photons and collective-atomic
states.
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We experimentally demonstrate that decoherent errors for a qubit can be reduced using dynamic decoupling
control. The quantum system in our experiment is a praseodymium ground-state hyperfine transition in
Pr3+ :Y2SiO5. These experiments were undertaken using an ensemble, where care was taken to reduce inco-
herent errors resulting from inhomogeneity across the sample. The volume of the Bloch sphere after transfor-
mation by the applied pulse sequence was used as a measure of fidelity of the qubit. The strength of the
qubit-environment coupling can be tuned by the application of a magnetic field, allowing for regimes of
varying decoherence rates to be investigated. We show that the Bloch sphere volume, with the application of
dynamic decoupling pulse sequences, decays at a slower rate than observed under free evolution.
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I. INTRODUCTION
Decoherence of quantum systems is a fundamental ob-
struction in the development of robust quantum information
processing technologies. A variety of schemes have been de-
veloped, both active and passive, to suppress the loss of
quantum information. Active stabilization methods are gen-
erally based on quantum feedback and “error-correcting
codes” see, for example, 1, while passive approaches, or
“error-avoiding codes” 2 exploit the symmetry of the sys-
tem to allow for a subspace of states which will be hardly
corrupted, for example, in noiseless-subsystem coding 3.
Dynamic decoherence control DDC is an alternative
strategy, implemented by applying a time-varying open-loop
control which alters the dynamics of the system over time
scales faster than the system-environment coupling causes
decoherence, effectively “averaging out” the environmental
influence 4. In addition to reducing decoherence directly,
an added advantage is that DDC does not require any ancil-
lary measurement or memory resources, and thus can be in-
tegrated with other error-avoiding or error-correcting tech-
niques in a straightforward manner to achieve fault-tolerant
control.
The theoretical development of DDC is well advanced;
however, there are difficulties in applying DDC experimen-
tally. A major constraint on the experimental design is that
the control applied to the system must necessarily be faster
than the system-environment interaction time.
The nuclear quadrupole transition of praseodymium ions
in Pr3+ :Y2SiO5 was recently identified as a suitable quantum
system for DDC experiments by Fraval et al. 5. Rare-earth
ions exhibit long coherence times in optical as well as hy-
perfine transitions and, as a dopant in a crystalline host, high
optical depths can be obtained. Also, being in a solid state, it
circumvents all issues arising from the motion of atoms and
increases the available interaction time for measurement or
manipulation of the state of the ions.
Previous experiments in a Pr3+ :Y2SiO5 system have dem-
onstrated that decoherent errors could be suppressed to such
an extent that coherence times of 30 s were achieved for
particular initial states using DDC. However, for the majority
of initial states, the coherence was seen to decay rapidly, and
this was attributed to inhomogeneity in the ensemble 5. By
improving the homogeneity across the sample, we demon-
strate here that DDC offers improvement of fidelity for the
qubit as a whole over all input states.
While the experimental investigation of DDC is interest-
ing in its own right, the extended coherence time offered by
applying these techniques also adds to the functionality of
the rare-earth-doped crystal system for various quantum in-
formation processing applications. Experiments in rare-
earth-doped solid-state systems to date include stopped light
using electromagnetically induced transparency 6 and
quantum memory based on switching electric field gradients
7. There are also implementations of logic gates using the
dipole-dipole interaction between ions in the ensemble 8,9
and proposals for incorporating this type of rare-earth
memory into the Duan-Lukin-Cirac-Zoller scheme for a
quantum repeater 10. In general, this solid-state system
shows promise as a foundation for scalable quantum comput-
ing applications, and DDC offers the ability to extend the
lifetime of the coherent quantum states.
The process of DDC can be understood by considering
the total Hamiltonian describing the evolution of a spin sys-
tem S and its surrounding environment E 11,
H0 = HS  IE + IS  HE + HSE, 1
where I is the identity operator. The isolated dynamics of the
system and environment are described by HS and HE, respec-
tively. The last term accounts for system-environment cou-
pling and gives rise to the decoherence effects. It is the goal
of DDC to “switch off” this interaction. The theoretical con-
struction of DDC involves designing a classical time-
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dependant control, Hct, which acts on the system alone,
such that the effective Hamiltonian describing the total evo-
lution, Hef f, no longer contains coupling terms. That is,
H0 H0 + Hct  IE 2
such that, for an appropriate and possibly modified system
Hamiltonian H˜ S,
Hef f = H˜ S  IE + IS  HE. 3
Physically, the control Hamiltonian applied will not be per-
fect, particularly since the qubit in this experiment is actually
an ensemble of solitary nuclear-spin systems. As such, there
will be a variation in the control field seen by each individual
ion, in addition to other spatial irregularities. Given this in-
homogeneity, a useful way to categorize the myriad of errors
that occur in quantum systems is described in Ref. 12. Er-
rors are considered in three classes: unitary, incoherent, and
decoherent. Unitary errors are systematic, and the density
matrix describing the system differs from the desired one by
a unitary operation. Variation in the system’s Hamiltonian HS
and the control Hamiltonian Hc between different ions in the
ensemble causes incoherent errors. Incoherent errors for ex-
ample, inhomogeneous broadening are reversible by the ap-
plication of a locally unitary operation to alter the dynamics
in such a way that the density matrix is “refocused” to the
desired form. Finally, decoherent errors are a result of cou-
pling between an individual spin system and its time-varying
environment, which is represented in Eq. 1 through the HSE
term. The immediate experimental challenge is to reduce the
unitary and incoherent errors to an extent that the effect of
the DDC pulse sequences on the decoherent errors can be
discerned.
To understand how the incoherent and unitary errors af-
fect the system evolution in isolation from decoherent ef-
fects, modeling was performed based on the two-level atom
Bloch equations 13. In this model, unitary errors are a
trivial rotation, while the incoherent errors are affected by
integrating over a distribution of pulse areas inhomogeneity
in rf field and detunings Rabi-frequency inhomogeneity.
The decoherent error is represented as a phenomenological
decay constant rather than using a full quantum analysis;
however, this suffices for this demonstration of DDC; by
characterizing and accounting for the unitary and incoherent
errors, we can show that the remaining decoherence error in
the experiment is reduced by the application of DDC.
II. METHODS
The sample used is a 1-mm-thick 0.005% Pr3+ :Y2SiO5
crystal, cooled to 2 K. There are two inequivalent sites in the
Y2SiO5 lattice where the Pr3+ ions can substitute for Y, and
in this work we use site 1 ions, as labeled in Ref. 14. As is
the case for many of the rare-earth ions, the rate of relaxation
between the ground-state hyperfine levels is very slow, on
the order of days 15. Superposition states decay much
quicker, predominantly due to environmental interactions.
The host Y ions have thermally populated spin states, and
cross relaxation occurs between these ions via the dipole-
dipole interaction. This causes small but frequent c
10 ms fluctuations in the magnetic field at the Pr nuclei,
and thus forms a decoherent error source. However, the Y
ions in the immediate vicinity of the Pr sites are perturbed by
the presence of the large magnetic moment Pr magnetic mo-
ment is 10 kHz/G 16, compared to 100 Hz/G for Y 17
and no longer resonantly exchange spin with the bulk Y ions.
It is reasonable to expect that cross relation between these
ions is so slow as to be static on the ms time scale of our
experiments. This frozen core field varies from ion to ion and
thus is characterized as an incoherent error source.
An advantageous attribute of the Pr3+ :Y2SiO5 system is
that the sensitivity of the ions to environmental magnetic
fluctuations can be controlled by applying a static magnetic
field 18. To maximize the coherence time, the applied field
is chosen to Zeeman shift the transition frequency such that
it has no first-order sensitivity to magnetic field variations
 transition frequency /Bx ,By ,Bz=0. This extends the
lifetime of superposition states, the coherence time T2, sig-
nificantly. In a coordinate system where y is parallel with the
c2 axis, z is the direction of the predominate polarization of
the optical 3H4→ 1D2 transition, and x is perpendicular to
both Fig. 1; the critical-point magnetic field is BCP=−732,
−173, and 219 G for the mI=−
1
2 ↔+ 32 transition. This is ap-
plied using three pairs of superconducting magnets aligned
along the x, the y, and the z axes and, at the critical point, T2
of 900 ms can be achieved. Also, tuning the magnetic field
around the critical point offers a means to control the sensi-
tivity of the ions to the environmental perturbations deco-
herent errors, and thus we can study a range of dynamical
regimes with varying relative contributions of incoherent and
decoherent errors.
Another feature of this system is the high signal to noise
ratio of the ensemble spin measurements. Although the tran-
sition of interest is in the rf frequency range, the qubit ini-
tialization and the final-state detection are done optically us-
ing a Raman heterodyne technique 19. This is applicable in
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FIG. 1. Color online Experiment setup. The Pr3+ :Y2SiO5
sample is in a cryostat along with superconducting coils along x, y,
and z directions to provide the critical-point magnetic field, and rf
coils to apply the various pulse sequences. Raman heterodyne de-
tection is used to read out the state of the ensemble, where an
acousto-optic modulator is used to gate the light. The signal from
the photodiode is mixed with a local oscillator to extract the signal
at the transition frequency of 8.65 MHz.
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systems where the two hyperfine-split ground states have a
common excited state a  system. In our case, the transi-
tions to the excited state occur at optical frequencies. Driving
one optical transition, in conjunction with existing coherence
between the two ground states, will establish a coherent re-
lationship between all three levels and generate the second
optical field. The amplitude of the beat signal between the
two optical frequencies is directly proportional to the coher-
ence between the ground states.
The laser used was a Coherent 699 frequency stabilized
dye laser, modified to have a subkilohertz linewidth. The
wavelength was tuned to the 3H4→ 1D2 transition at 605.977
nm. The light incident on the sample had a 100 m spot
diameter, gated using a 100 MHz acousto-optic modulator,
and detected with a fast photodiode Fig. 1. By mixing this
signal with a local oscillator referenced to the rf driving field,
the Raman heterodyne signal was recovered. Quadrature de-
tection was facilitated by using two phase channels of the
local oscillator 90°0.5° apart.
The level of sensitivity offered by this optical detection
system allows for very dilute dopant concentrations to the
extent that the Pr-Pr interactions are negligible and each ion
can be considered as an isolated quantum system. At equiva-
lent separation, the interaction strength between two Pr ions
is 50 times larger than that of the Pr-Y interaction; however,
the Pr concentration of 0.005%, and hence a large average
separation distance, means that the Pr-Pr interaction in the
sample is effectively 400 times smaller than the Pr-Y in-
teraction.
The rf signal to drive the qubit transition see Fig. 2 was
generated by a synthesized function generator and split six
ways to provide the local oscillator signal and five phase
channels necessary to produce all the pulse sequences for
this experiment. Phase delays of 0°, 90°, 104°, 180°, and
313° accurate to 1% were achieved using different cable
lengths, and appropriate attenuation of each channel was ap-
plied to coarsely correct for different intensities. Transistor-
transistor logic TTL outputs of a direct digital synthesis
system were used to pulse the rf and switch between the
phase channels. This rf pulse sequence was amplified by a
200 W amplifier, with gain sufficiently reduced to ensure a
linear response, and applied to the sample using a six-turn
coil with a diameter of 8 mm. Scaling the length of the
pulses with a resolution of 10 ns gave fine-tuning control to
ensure consistency in the pulse area through the different
phase channels. The Rabi frequency was found to be 32 kHz
on average, with less than 1% variation between phase chan-
nels.
Prior to applying each pulse sequence, a combined optical
and rf repump scheme was used to prepare a pure-state en-
semble. While optically radiating the sample, rf frequencies
of 12.15, 15.35, 15.55, and 18.59 MHz were sequentially
pulsed with a duty cycle of 10% and the entire cycle was
repeated 200 times. These rf frequencies drive transitions
from five of the six hyperfine ground states, and in conjunc-
tion with the optical field driving transitions to the excited
state, after many cycles the ion is likely to relax to the un-
connected mI=−
1
2 state. The entire burn-back sequence du-
ration is 100 ms.
The pulse sequences used in the experiment are depicted
in Fig. 3. The simple two-pulse spin echo was measured as a
gauge of the free evolution of the system with incoherent
errors removed. This sequence consists of an initial 2 pulse
to place the sample into a superposition state; then after the
system has evolved freely for time , a  pulse is applied to
refocus the Bloch vector components and after further time 
an echo of the original coherence is obtained. The DDC
pulse sequences are analogous to the classical bang bang
control or Carr-Purcell CP sequences in NMR. This train of
0.17MHz
15.38MHz
mI=-3/2
mI=+5/2
mI=-5/2
3.20MHz
8.65MHz
3.50MHz
En
er
gy
mI=+1/2
mI=-1/2
mI=+3/2
FIG. 2. Color online Ground-state energy levels of
Pr3+ :Y2SiO5 at the critical-point field. Energy splittings are shown,
and the qubit transition is indicated by the arrow.
FIG. 3. Color online Pulse sequences used in the experiment.
The two-pulse spin echo rephases inhomogeneous errors, while the
Carr-Purcell sequences that aim to additionally reduce decoherence
by rephasing the ensemble faster than environmental perturbations
occur.
DEMONSTRATION OF THE REDUCTION OF DECOHERENT … PHYSICAL REVIEW A 80, 032308 2009
032308-3
 pulses is intended to rephase the coherence within the time
window of the environmental perturbations.
III. SYSTEM CHARACTERIZATION
The frequency of the mI=−
1
2 ↔+ 32 hyperfine transition
was found to be 8.6522 MHz, with an inhomogeneous line-
width of 2.5 kHz Fig. 4. This linewidth was significantly
narrower than the 4 kHz observed by Fravel et al. 5, attrib-
uted to use of a sample with a lower concentration of Pr ions,
which is expected to exhibit less strain induced broadening.
Second, the thickness of the sample in the direction of propa-
gation was reduced from 3 to 1 mm. This could also result in
a narrower line as a result of improved homogeneity in the
dc magnetic field across the sample. Additionally, the re-
corded echo was Fourier filtered postmeasurement to select a
subgroup of ions within the inhomogeneous line with a nar-
rower 150 Hz detuning from the central Larmor fre-
quency.
At the critical-point field, where decoherent errors are
minimized, the coherence time of the ensemble was found to
be 900 ms, determined using the two-pulse spin echo see
Fig. 4b. The duration of a pulse required to achieve a pulse
area of  was 15.6 s.
A significant incoherent error arises due to technical er-
rors in the experiment, such as inhomogeneity in the applied
rf. To characterize this, a spin nutation experiment was per-
formed, again using the two-pulse spin-echo sequence, with
an increasing duration of the initial pulse from 0 to 1.5 ms
or 100 and a constant relatively short delay time 10 ms or
1.1% of T2. The decay of the nutation is indicative of a
variation in the rf intensity across the sample and a corre-
sponding distribution of pulse areas seen by individual ions.
The nutation envelope was fitted assuming a quadratic varia-
tion in the rf intensity across the sample. It was found that
this variation was approximately 1% of the maximum rf in-
tensity see Fig. 5.
IV. RESULTS
A. On the critical point
A single process tomography measurement for a given
input state requires a minimum of nine measurements 20:
three initial states X= 12 0+ 1, Y =
1
2 0+ i1, and Z
= 1, measured along three orthogonal axes. For example,
measurement of the spin echo of a system initialized in state
X after a short delay time would return a normalized result
close to X= 1,0 ,0 along X ,Y ,Z. However, as the delay
time is extended, and the influence of unitary, incoherent,
and decoherent errors becomes apparent, there are nonzero
components of the echo along Y and Z as well as the dimin-
ishing X component. A 33 transformation matrix for a par-
ticular delay time is obtained from the measured vector
transformations X→X, Y →Y, and Z→Z. Assuming that
any arbitrary initial state A= x ,y ,z transforms according to
its components 21 as A= x ,y ,z, this transformation
can be visualized as a three-dimensional 3D Bloch sphere
image.
Figure 6 shows how the Bloch sphere is transformed with
increasing total length of the pulse sequence for three differ-
ent rephasing pulse scenarios. These transformations were
normalized to the map for the shortest delay time in order to
remove artifacts of systematic errors in the detection system.
The first pulse series column 1 of Fig. 6 is a spin-echo
sequence with increasing delay time. The evolution of the
Bloch sphere in this case is straightforward; the decay of the
coherent states is characterized by T2, and the population
states persist indefinitely since T1 is much larger than the
time scale of this experiment. Since the echo of the ensemble
spin is obtained due to the rephasing of incoherent errors,
then this series represents decay induced by decoherent er-
rors alone and serves as a standard for comparison to deter-
mine the effectiveness of the dynamic techniques.
The first DDC sequence, the Carr-Purcell sequence
CP/2, is simply a train of uniform phase  pulses separated
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FIG. 4. Color online a Oscilloscope screenshot of the Raman heterodyne signal. The signal from the photodetector is filtered to select
the component at 8.65 MHz. The different traces red and blue curves are the 90° separated phase detection channels. b Echo integral as
the total delay time is increased. Since the static incoherent errors are rephased by this pulse sequence, decay is due to decoherent errors. The
time constant characterizing the decay, T2=950 ms, is also marked.
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by cycling time  see Fig. 3. With an initial delay time of 2 ,
the sample coherence is rephased midway between each 
pulse, and is thus referred to as symmetric. An asymmetric
variation on this CP has an initial delay time equal to the
cycling time , such that the spin echo coincides with every
second  pulse. The cycling time was chosen as 4 ms, which
is within the 10 ms time scale of the host ion spin flips, and
therefore is in the regime of dynamic decoupling.
The symmetric sequence, seen in column 3 of Fig. 6,
preserves Bloch vectors along the Y axis axis of rotation
almost perfectly, while the fidelity of the X and the Z states is
limited by the effect of compounding errors in pulse area
over the course of the sequence. This is consistent with the
optical Bloch equation model see Fig. 7, which shows that
integrating over a range of pulse areas causes the decay of
the X and the Z Bloch vector components and also a slight
rotation about the Y axis. The results for the asymmetric
sequence column 2 demonstrate reduced rephasing of ini-
tial states along the Y axis and improved rephasing of the
X-axis states. This is also in agreement with the model Fig.
7.
As a qualitative comparison of the pulse sequences, we
use two measures of fidelity: the volume and the rotation of
the Bloch sphere transformation. Conventional figures of
merit used to describe the fidelity of quantum processes are
usually a combination of these; for instance, for the single-
qubit case the gate fidelity as described in Ref. 12 is
Gate Fidelity = 	 RidealRideal · Rmeasured
 , 4
where R is a Bloch vector and   denotes averaging over all
input states. Here, the dot product will scale the fidelity for a
rotation error, while the magnitude of Rmeasured will represent
the decay of the Bloch vector. In our case, the ideal transfor-
mation is simply the identity, and any measured rotation is
predominantly due to technical errors in the applied pulse
sequence 22. Therefore, determining the volume and the
rotation of the Bloch sphere transformation is an intuitive
way of monitoring the decay of the Bloch sphere, caused by
decoherent and incoherent error sources, separately from the
unitary error. Moreover, the volume fidelity reflects the equal
importance of conserving all components and will be re-
duced to zero if a single dimension is lost, which reflects the
ineffectiveness of such a system as a quantum memory. This
is notably dissimilar from using the average Bloch vector
length, which will be nonzero even in the case when only a
purely classical memory, a one-dimensional line across the
Bloch sphere, remains.
The 33 matrix M describing the Bloch sphere trans-
formation can be factorized as
M = U A VT, 5
where A is a diagonal matrix and U and V are rotation ma-
trices. When applied to the unit sphere, the effect of the
matrix M can be interpreted geometrically as a rotation by
VT, followed by a scaling of the axes by A, and a further
rotation U. The volume of the resulting ellipsoid is deter-
mined by taking the product along the diagonal of A. A
measure of the rotation is obtained using the matrix UVT,
which describes the total rotation with the scaling of the axes
removed. An arbitrary 3D rotation, such as that described by
UVT, can be written in terms of an axis of rotation and an
angle, and here we will use this angle as a measure of rota-
tion fidelity.
Figure 8 shows the volume and the rotation fidelity trends
for the various pulse sequences and clearly shows that the
symmetric and the asymmetric CP sequences are reducing
the fidelity. Applying the critical-point technique minimizes
decoherence to such an extent that the incoherence generated
by the application of many pulses becomes the dominant
source of error. Therefore, in this regime, the effectiveness of
the DDC at reducing the decoherent error is indeterminable.
To quantify the level of technical noise, the model was
fitted to the CP volume decay trend by integrating over a
150 Hz detuning range from the central Larmor frequency
and a 2% linear range of pulse areas. Although the nutation
decay only suggested a 1% variation in the rf amplitude, the
increased error seen here is attributed to stochastic errors
introduced by the rf amplifier, the output of which was ob-
served to fluctuate by 0.7% from pulse to pulse.
B. Away from the critical point
To reach a regime where the decoherence is visible in
addition to incoherence, we can simply tune the magnetic
field away from the critical point. In this way, the sensitivity
of the ions to the environmental quantum perturbations, or
equivalently the sensitivity to decoherent errors, is increased.
Conversely, the incoherent error remains unperturbed since
the main contributing factor to inhomogeneous broadening is
crystal strain 23, which is independent of the externally
applied magnetic field.
In the first instance, the Z component of the magnetic field
was reduced by 0.27% to 218 G. The coherence time is re-
duced to 38010 ms; however, other properties of the sys-
tem are practically unaffected; the frequency of the transition
0 0.5 1 1.5
−1
0
1
Initial pulse length (ms)
E
ch
o
m
ag
ni
tu
de
(a
rb
itr
ar
y
un
its
)
FIG. 5. Color online Spin-echo magnitude for nutation se-
quence; initial pulse of increasing duration x axis followed by a 
pulse applied after short delay time 10 ms and echo signal mea-
sured after further 10 ms wait. To see significant decay, the mea-
surement was broken into four sections. The damping is attributed
to inhomogeneity in the rf intensity. The envelope of the nutation
was fitted with the Fourier transform of a step function describing
the Rabi frequency of the ions in the sample as a quadratic function
of their position.
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is increased fractionally by 300 Hz to 8.6525 MHz. As seen
in Fig. 9 top row, the symmetric and the asymmetric CP
sequences still degrade the volume fidelity compared to the
simple two-pulse spin echo. However, the data show a larger
volume fidelity than the model for the DDC sequences pre-
dicts with T2=380 ms, suggesting that these sequences are
indeed reducing the decoherent errors, although introducing
incoherence.
Increasing the sensitivity to decoherent error further by
changing the Z magnetic field value to 217 G here, T2
=150 ms, it is seen that the CP sequences are consistently
maintaining a larger volume transformation than the two-
FIG. 6. Color online Bloch sphere transformations for three different pulse sequences on critical point T2=80010 ms. Fourier
filtering was used to select a detuning range of 150 Hz from the Rabi frequency. Column 1: two-pulse spin echo; four different delay times
moving down the column 50, 90, 170, and 330 ms. Column 2: CP, number of pulses in CP sequence equivalent to total delay time in first
column N=11,21,41,81. Column 3: CP/2.
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pulse spin echo. In this case, the incoherent processes no
longer dominate, and the ions are being successfully decou-
pled from environmental perturbations. The model, with T2
=15010 ms, predicts much faster volume decay for the
CP sequences, and a significantly better fit is obtained by
setting T2=250 ms. This suggests that we have effectively
extended the qubit lifetime by 70%.
The rotation fidelity is significantly worse in each CP sce-
nario compared to the single- pulse sequences; however,
this is to be expected since errors in pulse area will com-
pound when many pulses are being applied. The prevalent
incoherent error source here is the inhomogeneity and sto-
chastic fluctuations in the rf amplitude. In an attempt to re-
duce the sensitivity of the ions to variations in pulse area, a
composite pulse sequence was used in place of the simple 
pulse at zero phase. The so-called Broadband 1 BB1 se-
quence consists of 24
phase=104.5° − 2313.4° − 104.5° − 0°,
where the initial angle denotes the pulse area and the angle in
parentheses is the phase. This was designed to be broadband
with respect to the strength of the rf field and is nominally
equivalent to a 0° pulse. Results using the BB1 sequences
are also shown in Fig. 9. Using the BB1 pulse significantly
improves the rotation fidelity and also increases the volume
fidelity, and is thus reducing the effect of the inhomogeneity
in the rf. As expected, it was seen that the effect of the BB1
pulse is practically invariant when the area is changed as a
whole. However, slight errors in the relative phase and area
of the constituent pulses significantly reduce its effective-
ness; modeling suggests that a 1% error in both phase and
intensity of one of the phase channels is enough to change
BB1 from perfectly maintaining the Bloch sphere to a com-
plete volume decay at 300 ms. This hypersensitivity made
it experimentally difficult to consistently obtain precise BB1
pulses on a day to day basis.
V. DISCUSSION
Applying the critical-point technique, where T2
900 ms, the effectiveness of DDC is indeterminable since
the incoherent errors, induced by technical issues such as rf
inhomogeneity, completely dominates the decoherence ef-
fects. Although, operating in this regime allowed the inco-
herent errors to be characterized. The magnetic field was
then tracked away from the critical point to increase the de-
coherence, while the incoherence effects remain unaffected.
Altering the magnetic field and reducing T2 to 150 ms, the
DDC pulse sequences were seen to perform notably better,
i.e., maintain a larger volume of the Bloch sphere transfor-
mation, than the two-pulse spin echo which removes inco-
herent effects. Thus, it can be concluded that the effects of
decoherence are being counteracted to some extent by the
dynamic decoupling sequence.
Interestingly, the symmetric and the asymmetric se-
quences produce contrasting Bloch sphere transformations
geometrically, and for some applications choice of one over
the other might offer some advantages. However, according
to our fidelity definitions, the different symmetry pulse se-
quences are equivalent in their capacity as a quantum
memory. An additional point to note is that these alternative
shaped transformations are consistent with the model ac-
counting for incoherent properties, i.e., the shape is deter-
mined exclusively by the ensemble homogeneity.
Although we place emphasis on the volume parameter as
the key indication of fidelity, the rotation is also important in
that it reflects the technical issues in the experiment. By re-
ducing the technical noise sources that are inducing incoher-
ence, we expect to increase the range of decoherence levels
over which DDC can be explored. The most significant limi-
tation currently is inhomogeneity and fluctuations in the rf
field, which can be improved by optimizing the rf coil, using
a thinner sample, inserting closed-loop control on the ampli-
fier output, or designing an improved system for rf pulses
and phase delays which allow for more consistent and reli-
able composite pulse sequences.
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FIG. 8. Color online a Volume and b rotation trends for the
three pulse sequences two-pulse spin echo, CP, and CP/2 at the
critical point. In this regime, the DDC sequences are having a det-
rimental effect.
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The theoretical model predicts that, if the rf intensity
variations of 2% can be reduced by a factor of 3, DDC will
be effective at reducing the decoherence even at the critical-
point field. In addition to the current application of this solid-
state NMR system for investigation of DDC techniques and
verification of DDC theory, being able to further extend the
coherence time and the volume fidelity also adds to the ap-
peal of this system as a quantum memory.
VI. CONCLUSION
We have experimentally demonstrated dynamic decoher-
ence control as a means of reducing decoherent errors in a
quantum ensemble. The pulse sequences used for dynamic
decoupling were two forms of the Carr-Purcell pulse se-
quence, symmetric and asymmetric, and these were com-
pared to a two-pulse spin echo of equivalent total sequence
duration using the volume of the Bloch sphere transforma-
tion as a measure of fidelity. In the regime where the en-
semble coherence time was measured as 15010 ms, ap-
plying DDC effectively increases this to 25040 ms.
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APPENDIX B
Spontaneous emission from an ensemble of
two-level atoms
In this Appendix the solution is derived for spontaneous emission from an ensemble of
two-level atoms, following an approach similar to Weisskopf and Wigner,1 who solved the
theoretical problem of spontaneous emission for the first time in 1930 [131], applying the
quantum electrodynamic theory developed by Dirac. This solution is applied in Chapter 4
to determine the state of the atomic system after a single photon has been detected from
an ensemble of atoms initially in their excited state.
B.1 The problem
The system consists ofN two-level atoms, interacting with all modes of the electromagnetic
field, where it is assumed in quantizing the field that the system is enclosed in a box of
volume V . The Hamiltonian in the interaction picture, after applying the rotating-wave
approximation, is found in §4.2 to be;
V =
∑
j
∑
k
~gk
(
σˆ†j aˆke
ik.rjei∆jkt + σˆj aˆ
†
ke
−ik.rje−i∆jkt
)
(B.1)
Where j indexes the atom number, k the field mode, and the remaining parameters
are;
1The assumption that the approach presented here is consistent with the original work of Weisskopf
and Wigner is indirectly implied by following the texts [36], [130] and [107], since the author could not
read German well enough to verify directly.
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gk = coupling between a single atom and the k
th field mode
σˆ†j = raising operator for j
th atom
σˆj = lowering operator for j
th atom
aˆ†k = raising operator for k
th field mode
aˆk = lowering operator for k
th field mode
k = wavevector of the kth field mode
rj = position vector of the j
th atom
∆jk = ωj − νk , the detuning of the jth atom from the kth field mode
t = time
To determine the dynamics of the system described by this interaction Hamiltonian,
we will solve the Schro¨dinger equation for the probability amplitudes of an arbitrary state
vector. This is an extension of the approach presented in §6.3 of reference [36] for a single
atom. An arbitrary state of the atom-field system can be written;
|ψ(t)〉 = α(t) |eN , 0〉+
∑
j
∑
k
βkj(t) |gj , 1k〉+ . . . (4.9)
where |eN , 0〉 → All N atoms are in excited state |e〉 and there
are 0 photons
|gj , 1k〉 → The jth atom is in ground state |g〉, and there is
1 photon in mode k
In order to solve the Schro¨dinger equation, it is assumed that the time t is short com-
pared to the excited state lifetime. In this case only the first two terms in the equation 4.9
are retained, where there is either none, or one excitation of the field.
B.2 Schro¨dinger equation
Substitution of the state vector (equation 4.9) into the Schro¨dinger equation (equation
3.19), yields a set of coupled differential equations for the probability amplitudes α(t) and
βkj(t);
d
dt
α(t) = −i
∑
j
∑
k
gke
ik.rjei∆jktβkj(t) (B.2)
d
dt
βkj(t) = −ig∗ke−ik.rje−i∆jktα(t) (B.3)
To obtain an equation dependent on α(t) alone, equation B.3 is integrated, with the
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initial condition given by |ψ(0)〉 = |eN , 0〉;
βkj(t) = −ig∗ke−ik.rj
∫ t
0
α(τ)e−i∆jkτ dτ (B.4)
Then substitution for βkj(t) into equation B.2 gives the following integro-differential
equation for α(t);
d
dt
α(t) = −
∑
j
∑
k
|gk|2
∫ t
0
α(τ)ei∆jk(t−τ) dτ (B.5)
Provided the field-quantization volume V = L3 is large, then the field states are closely
spaced in frequency and the summation over k can be replaced by an integral.
∑
k
|gk|2 = V
(2pi)3
∫ 2pi
0
dφ
∫ pi
0
sin θ dθ
∫ ∞
0
k2|gk|2 dk (B.6)
In the spherical-coordinate frame, if the field wavevector k is along the zˆ-axis, and the
atomic dipole vector dˆ is along the yˆ-axis, then from equation 4.6;
gk =
√
νk
20~V
µ dˆ.ˆ =
√
νk
20~V
µ sin θ
Where θ is the angle between the xˆ-axis and the field polarization ˆ. Also substituting
k = νk/c into equation B.6 gives;
∑
k
|gk|2 = V
(2pi)3
µ2
2~0V
∫ 2pi
0
dφ
∫ pi
0
sin3 θ dθ
∫ ∞
0
ν3k
c3
dνk
=
µ2
6pi2~0c3
∫ ∞
0
ν3k dνk
Then equation B.5 becomes;
d
dt
α(t) = − µ
2
6pi2~0c3
∑
j
∫ ∞
0
ν3k dνk
∫ t
0
α(τ)ei∆jk(t−τ) dτ (B.7)
B.3 Solution for probability amplitudes α(t) and βkj(t)
Equation B.7 is a formidable equation which cannot be solved for the general case. However
an approximate solution can be obtained by making a simplifying assumption. Due to
the detunings ∆jk, The integral of the e
i∆jk(t−τ) term over frequencies νk will only be
appreciably different from zero when t ≈ τ , i.e. before the inhomogeneity in frequency
causes dephasing of the oscillations. Therefore, the next approximation to be made is
to let α(τ) = α(t), which can then be taken outside of the integral. Another way of
interpreting this approximation, is in saying that the system has no “memory” of earlier
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times. The integral over τ is then determined as;∫ t
0
ei∆jk(t−τ) dτ = piδ (∆jk) + iP
(
1
∆jk
)
Where δ is the Dirac delta function, and P denotes the ‘principle value’ integral [132].
This is a purely imaginary term, and physically indicates the dressing of the atomic states
by the continuum of vacuum modes. From here on it is assumed that the atomic energy
levels are re-defined to absorb this Stark-shift, and thus the iP
(
1
∆jk
)
term can be omitted.
Finally, equation B.7 becomes;
d
dt
α(t) = −α(t) µ
2
6pi2~0c3
∑
j
pi
∫ ∞
0
ν3k δ (ωj − νk) dνk
= −α(t) µ
2
6pi~0c3
∑
j
ω3j
= −γ α(t) where γ = µ
2
6pi~0c3
∑
j
ω3j (B.8)
This is easily solved to give;
α(t) = e−γt (B.9)
The solution for βkj(t) is obtained by substituting α(t) = e
−γt into equation B.4;
βkj(t) = −igke−ik.rj
∫ t
0
e−(γ+i∆jk)τ dτ
= gke
−ik.rj 1− e−(γ+i∆jk)t
iγ −∆jk (B.10)
We finally arrive at the full solution for the state at time t by combining equations 4.9,
B.9 and B.10;
|ψ(t)〉 = e−γt |eN , 0〉+
∑
j
∑
k
gke
−ik.rj 1− e−(γ+i∆jk)t
iγ −∆jk |gj , 1k〉 (B.11)
B.4 Properties of the decay rate γ
In a completely isolated system, quantum mechanics tells us that an eigenvalue takes an
exact value. In an atomic system, the presence of infinitely many field modes to which
the atom is coupled has the effect of causing decay of excited states, and as a result the
eigenvalue of the transition frequency has a finite width quantified by γ. The decay time
T1, introduced in Chapter 2 as a measured value for a given system, is simply the inverse
of γ. A long T1 can be obtained in situations where the atomic system is only weakly
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coupled to the modes of the electromagnetic field.
To understand the behaviour of the decay rate γ, we consider equation B.8 for a few
simple cases. Firstly, for a single atom,
∑
j
ω3j → ω3, and the value of γ reduces to;
γ =
ω3µ2
6pi~0c3
≡ Γ
2
(B.12)
where Γ is the Weisskopf-Wigner spontaneous emission rate. Note that Γ is also precisely
the rate of population decay that is obtained using Fermi’s Golden Rule, derived using
first-order perturbation theory, and therefore valid only for short times [130]. Fermi’s
Golden Rule is found from the Wiesskopf-Wigner solution by taking the small time limit
e−
Γ
2 t ≈ 1 + −Γ2 t. Noteworthy features of Γ are that it is dependent on the transition
frequency cubed, and the transition dipole moment squared.
As a second example, consider an ensemble of N atoms, with no inhomogeneity in the
atomic transition, then
∑
j
ω3j → Nω30 and the differential equation becomes;
α(t) = e−γt where γ = N
ω30µ
2
6pi~0c3
(B.13)
This is a very interesting result; the rate of decay from the excited state is N times
faster for an ensemble of N identical atoms as compared to a single atom. One way of
interpreting this is to incorporate the additional factor of N into the definition of the
coupling coefficient gk. Then this is simply saying that the coupling of N atoms to a mode
of the field is increased by a factor of N compared to the coupling of a single atom.
In considering the typical number of atoms involved in ensemble experiments, in excess
of 1010 for the experiments presented in this thesis, it would appear from equation B.13
that the dynamical behaviour of the ensemble will be significantly different to that of a
single atom. However this is not necessarily true, and the reason for this lies with the
assumption of the coupling coefficient gk being independent of any spatial properties of
the atomic ensemble. As an example, consider a cylindrical ensemble which is much longer
than it is wide. In this case the field modes which lie along the axis of the cylinder will
be enhanced by a factor close to N , whereas a field mode perpendicular to the ensemble
axis has only a small fraction of the atoms contributing in a comparable solid angle. This
enhanced coupling is closely linked to the optical depth along a given direction k.
The increased decay rate for an ensemble of atoms is one result of an effect referred to
as superradiance. In his seminal paper of 1954, Dicke considered the nature of the sponta-
neous emission from many atoms, and showed that not only is the transition broadened, as
we have shown here, but that the intensity of the emission has a component proportional
to N2 [110]. This may seem surprising; that the inherently incoherent process of spon-
taneous emission can somehow develop into coherent emission, however it is essentially
stimulated emission which is triggered by a spontaneous event, and if the gain is large
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then the build up of coherence makes perfect sense.2
For a more general discussion of superradiance, including not only the temporal prop-
erties, but the spatial distribution of radiated intensity, the influence of the ensemble
geometry, and the effect of inhomogeneous broadening, see Chapter 8 of Allen and Eber-
ley [94], and references [97], [133]. Some properties of superradiance in a rare-earth ion
system were reported in [134].
2With the addition of feedback, this is the operating principle of a laser.
APPENDIX C
Heterodyne phase measurement
This section describes the experimental methods and numerical algorithms used to deter-
mine the phase of heterodyne signals at various frequencies. These methods were applied
in characterizing the phase properties of the four-level echo sequence in Section 6.5.5.
In the experimental setup, the local oscillator and the signal beams travel along inde-
pendent paths with many optical components involved, before being superimposed on a
beam-splitter for the heterodyne detection. Mechanical vibrations throughout causes the
phase relationship between these two beams to vary randomly from shot to shot. Extract-
ing phase information from the heterodyne signal therefore involves first measuring the
phase of the interferometer (phase difference between local oscillator and signal beams) in
each shot.
An example scope screen-shot of a pulse sequence for phase-sensitive detection is shown
in figure C.1. The basic idea is to have optical pulses along the signal beam path which
can be used to determine the interferometer phase. These reference pulses are transmitted
through a spectral trench in the sample’s absorption profile, as distant in frequency as
possible from any absorbing ions so as to minimize dispersion.
The oscillators clocking the various RF sources used to drive the AOMs were synchro-
nized, meaning that the relative difference in optical frequencies between different beam
paths in the absence of noise was known precisely (see Appendix F for instrument specifi-
cations). The digital oscilliscope used to record the heterodyne signal however was unable
to be synchronized to the experiment RF sources. As a result, to accurately measure the
phase of a given signal, it is necessary to also measure the frequency difference between
the data-acquisition and the experiment oscillators. The optimal means for achieving this
is to have a reference pulse at the beginning of the time-frame and the same again at the
end of the frame.
The algorithm for determining the frequency offset between the acquisition and exper-
iment clocks begins by numerically heterodyning the signal at the expected beat frequency
of one set of the reference pulses, i.e. multiply the signal by eiωreft. Then the phase of
each of these reference pulses, φt1ref and φ
t2
ref for the first and second pulse respectively, is
determined using the ratio of real and imaginary components of the time-domain signal
centred on times t1 and t2 (fig. C.1). This phase measurement is made for all shots, and
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Figure C.1: An example recording of a single-shot of a four-level echo pulse sequence with co-propagating
beam geometry using the balanced heterodyne detector. The pulses for the 4LE are contained in the
domain labelled ‘experiment signals’, and before and after this region there are pairs of reference pulses.
Recall that the frequencies of the input, pi1, pi2 and echo signals are all different (see Chapter 6), and the
frequencies ωref1 and ωref2 are different again. Having reference pulses at both ends of the shot allows
for maximum sensitivity in measuring the frequency offset between the detection and experiment systems,
and two frequencies are required so as to precisely determine the time when the phase of all the different
frequencies (determined by the programming of the RF source) is equal.
the frequency offset is calculated using the average phase change;
∆ωref =
〈
φt1ref − φt2ref
〉
all shots
t2 − t1
The ratio of this frequency offset to the absolute frequency, ∆ωref/ωref gives the frac-
tional offset between the acquisition and experiment clocks, and can be used to determine
the offset for an arbitrary frequency pulse. Typically, ∆ωref/ωref was on the order of 10
−4,
or 1.2 kHz in a 10 MHz detected beat signal, and this would drift significantly over the
course of hours.
As mentioned above, mechanical vibration of optical components along the different
beam paths adds random Doppler-shifts to the light frequencies. In addition to the ran-
domized phase of the local oscillator relative to the signal beam between shots, which are
typically 200 ms apart, there is also a measurable phase gradient across the ∼ 100 µs
window of a single shot. This phase change, given by
(
φt1ref − φt2ref
) − 〈φt1ref − φt2ref〉all shots,
was found to be at worst ±2◦, and so was corrected for to first order by assuming a linear
variation in phase across each shot.
With all the above procedures, it would be possible to measure the phase of a signal
at frequency ωref, however to determine phase of different frequency signals, the phase
relationship between the different frequencies as generated by the RF source is required,
i.e. the point in time when the phase of all frequencies were equal. For this purpose, a
second frequency reference pulse is used, and the ‘phase-reset’ time is found as the time
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when the phases of these two frequency signals are equal.1
For the 4LE measurements described in §6.5.5, the heterodyne beat frequencies of the
reference pulses were 4.2 MHz and 19.0 MHz, spectrally positioned in the side of the
trenches for the input pulse and echo. In the time domain, the pulses were 5 µs fwhm in
length, and the separation (t2− t1) was 80 µs. The accuracy of phase measurements with
this configuration of reference pulses was typically 0.044 radians, or 2.5◦, at the echo beat
frequency of 18.6 MHz.
1If it were accurate enough, the oscilloscope trigger could be used to mark the phase-reset time, however
the trigger was seen to exhibit jitter of approximately 3ns, which is the order of 2pi phase for beat signal
in the 10MHz range.
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APPENDIX D
Photon Statistics
Examining statistics of a light field can yield invaluable information about the source of
radiation. Also, it is in the statistical analysis where the subtly differing predictions of
quantum and classical descriptions of the field can be tested.
In the initial section of this appendix, §D.1, the concept of correlation functions as a
means of describing the statistics of a fluctuating field is introduced. Following this, the
statistical properties for three different types of fields; coherent-, incoherent- and number-
states are considered in sections D.2, D.3 and D.4 respectively.
This appendix provides a theoretical background for Chapter 5, where the statistics
of the photon pairs generated in RASE are considered. Also, the analysis of experimental
results of Chapter 7 includes aspects of the theory presented in §D.3 on the dynamics of
photon bunching.
D.1 Correlation functions and coherence
As discussed in the pioneering work of Glauber, the physical process of detecting an
electromagnetic field usually relies on absorption of photons [114]. As such, the probability
for a detector absorbing a photon at position r and time t is related to |〈f | aˆ(r, t) |i〉|2,
where aˆ(r, t) is the field annihilation operator in the Heisenberg picture, and |i〉 and |f〉 are
the initial and final states of the field respectively. The total counting rate, or intensity,
that is recorded by the detector is related to the sum of transition probabilities over all
possible final states:
I(r, t) = I0
∑
f
〈i| aˆ†(r, t) |f〉 〈f | aˆ(r, t) |i〉 = I0 〈i| aˆ†(r, t)aˆ(r, t) |i〉 ≡ G(1)
where G(1) is defined as the first-order correlation function, aˆ†(r, t) is the field creation
operator, I0 is a constant relating photon number to intensity, and the closure relation∑
f |f〉 〈f | = 1 has been used.
The measurements made in the famous work of Hanbury-Brown and Twiss in measur-
ing the angular extent of the star Sirius involved coincidences of detection events between
two different space-time points (r1,t1) and (r2,t2) [135, 136]. The measurement made in
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this ‘intensity interferometer’ can be mathematically constructed similarly to above, where
this time the initial state is subject to two annihilation events at two different points in
space-time. The resulting coincidence detection is defined by the second-order correlation
function;
G(2) = I20 〈i| aˆ†(r2, t2)aˆ†(r1, t1)aˆ(r1, t1)aˆ(r2, t2) |i〉
Although the practicality of such a measurement is questionable, one could in theory
measure detection coincidences between an arbitrary number of space-time points. In
general, the nth order correlation function is;
G(n) ∝ 〈i| aˆ†(rn, tn) . . . aˆ†(r2, t2)aˆ†(r1, t1)× aˆ(r1, t1)aˆ(r2, t2) . . . aˆ(rn, tn) |i〉
This family of correlation functions defines a means of quantifying the properties of
fluctuating electromagnetic fields. As an example, the simplest manifestations of corre-
lations in optical fields are well-known interference effects. Spatial interference fringes
(as seen in Young’s double-slit experiment) or the temporal coherence of a laser beam
(parameterized by the ‘coherence time’) are connected to the properties of the first-order
correlation function G(1).1 This first-order correlation function however does not carry any
signature of field quantization; all possible behaviours of G(1) are explicable by modelling
the field as a wave.
In contrast, the second-order correlation function does behave differently depending on
the model of the field. For this reason, the second-order correlation function has become
an important tool in quantum-optics experiments. In normalized form, this function is
re-written as;
g(2) =
〈
aˆ†2aˆ
†
1aˆ1aˆ2
〉
〈
aˆ†1aˆ1
〉〈
aˆ†2aˆ2
〉 = 〈: nˆ1nˆ2 :〉〈nˆ1〉 〈nˆ2〉 (D.1)
This has been generalized to an ensemble-average, denoted by 〈〉. The subscripts 1
and 2 denote different space-time points. The number-operator nˆ is equal to aˆ†aˆ and the
:: indicates ‘normal-ordering’ of the operators, where creation operators appear to the left
of annihilation operators in the product.
The essential difference between quantum and classical theories is that in a quantum
model, two field operators do not, in general, commute with one another (hence the
need to specify normal-ordering of operators in equation D.1). To see this explicitly,
consider the second-order auto-correlation function for a given field, i.e. photon-detection
coincidences measured at the same point in space and time (for example measured by a
number-resolving detector);
1See Chapter 4 of Mandel and Wolf ([28]) for an introductory discussion of properties described by field
correlations.
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g(2)(0) =
〈
aˆ†aˆ†aˆaˆ
〉
〈aˆ†aˆ〉 〈aˆ†aˆ〉 =
〈
nˆ2
〉− 〈nˆ〉
〈nˆ〉2
=
〈nˆ〉2 + Var (n)− 〈nˆ〉
〈nˆ〉2 (D.2)
where the boson commutation relation [aˆ, aˆ†] = 1 has been used, and Var (n) =
〈
n2
〉−〈n〉2
is the variance of the photon-number distribution. Alternatively, for two independent fields
(subscripts x and y) with commuting operators, g(2) is;
g(2)xy (0) =
〈
aˆ†yaˆ†xaˆxaˆy
〉
〈
aˆ†yaˆy
〉〈
aˆ†xaˆx
〉 = 〈nˆxnˆy〉〈nˆx〉 〈nˆy〉 (D.3)
In a classical model, where all operators commute, then the auto-correlation function
of equation D.2 would be similar in form to equation D.3, i.e. g(2)(0) =
〈
nˆ2
〉
/〈nˆ〉2.
Therefore the second-order auto-correlation function can show different results depending
on the model used to describe the field. A field that has a measured value of g(2) that is
not possible assuming a classical field model is said to be ‘non-classical’ in nature.
In the following sections, the photon statistics obtained from different sources of radia-
tion are considered, along with the properties of the second-order auto-correlation function
g(2).
D.2 Coherent source
In a classical picture, light is considered as an electromagnetic wave, and the most stable
type is described by a wave with constant frequency (ω), phase (φ) and amplitude (E0),
written as a function of distance x and time t as:
E(x, t) = E0 sin (kx− ωt+ φ) (D.4)
The light emitted by an ideal single-mode laser is a good approximation of this field.
Classically we would expect such a field to have a perfectly constant intensity. However,
if the detection process is considered quantized (a semiclassical model), then there are
random fluctuations in the recorded intensity. For example in a photomultiplier tube, the
precise time at which the field liberates individual electrons via the photoelectric effect
will fluctuate randomly.
The state analogous to this perfectly stable wave in the fully quantum-mechanical
picture is referred to as a coherent state. In this model where the field is quantized,
fluctuations can be thought of as a result of the random arrival times of individual photons
at the detector. However the mean photon flux is constant.
The probability of detecting n photons in a state described with a mean photon number
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of 〈n〉 is given by;2
P(n) = 〈n〉
n e−〈n〉
n!
, n = 0, 1, 2, . . . (D.5)
The noise inherent to this probability distribution can be characterized by the variance;
Var (n) =
∞∑
n=0
(n− 〈n〉)2 P(n) = 〈n〉 (D.6)
In statistics this is known as a poissonian distribution.3 In quantum physics, these
states were first discovered by Schro¨dinger as the solutions of a quantum-oscillator having
minimum uncertainty product [137, 138]. Glauber formed a completely quantum-theoretic
definition of coherence, and coined the term ‘coherent state’ as being a state in which the
normalized correlation-function for all orders g(n) is unity [111, 114].
Mathematically, the coherent state |α〉 is expanded in terms of number states |n〉 as;
|α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉 (D.7)
This state is an eigenstate of the annihilation operator aˆ, since aˆ |α〉 = α |α〉, and the
mean photon number is 〈nˆ〉 = |α|2. In the limit of large mean photon-number, this state
approaches the classical field of equation D.4.
Since the statistics describing the most stable type of classical light that can be en-
visaged (a perfectly coherent beam of constant intensity) are described by a poissonian
distribution, then this sets a benchmark for the minimum possible noise classically achiev-
able.
The second order auto-correlation function for a coherent field is found by substitution
of Var (n) = 〈n〉 into equation D.2;
g(2) = 1 (D.8)
D.3 Incoherent source
The most familiar sources of light that surround us are typically incoherent; one wave-
packet of the field is unrelated in phase to any other. Examples include the radiation
emitted by a thermal body like a star, the humble incandescent bulb, or spontaneous
emission from an ensemble of atoms.
To determine the statistical properties of incoherent light, we model the field as a
superposition of many coherent states [111, 139]. The phase of each of these individual
coherent states is randomized. The density matrix of this state can be written as;
2For a general introduction, see [27, 121], and for a more detailed mathematical approach see [28].
3In general, Poissonian statistics applies to independent random processes which have a discrete set of
possible outcomes
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Figure D.1: The total amplitude of an incoherent state can be considered as a complex number
that undergoes a random walk. The graph on the left depicts three random walks in the complex
plane. Each path consists of ten steps (i.e. j = 10) of unit length and randomized phase. On the
right hand side, the final positions of 2000 random walks are shown. In the limit of a large number
of steps, this approaches a gaussian distribution.
ρ = |α1 + α2 + . . .+ αj〉 〈α1 + α2 + . . .+ αj | (D.9)
We can think of the amplitudes αn as being complex numbers with random phases.
The sum over all αn can then be interpreted as a random walk in the complex plane. An
example of such a random walk for j = 10 is shown in figure D.1, along with a plot of the
resultant location of this random walk if it is repeated many times. In the limit j → ∞,
the probability that the resultant of this sum is α approaches a gaussian distribution of
the form;
P(α) = 1
pi 〈n〉e
−|α|2/〈n〉 (D.10)
where 〈n〉 = ∑n |αn|2 is the mean number of quanta in the mode.
Using this probability distribution, the state ρ can be re-written as a statistical mixture
in the coherent state basis (referred to as the Glauber-Sudarshan P-representation [111,
140]);
ρ =
∫
P(α) |α〉 〈α| d2α = 1
pi 〈n〉
∫
e−|α|
2/〈n〉 |α〉 〈α|d2α (D.11)
where d2α is equal to d[real(α)]× d[imag(α)]. This is in turn converted into the number-
state basis using equation D.7;
ρ =
∑
m
〈n〉m
(1 + 〈n〉)1+m |m〉 〈m| (D.12)
Thus the probability distribution in the number-state basis for this incoherent field is;
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P(n) = 〈n〉
m
(1 + 〈n〉)1+m (D.13)
This is known in probability theory as the geometric distribution since P(n) is a de-
creasing function of n [121]. The variance of this distribution is;
Var (n) = 〈n〉2 + 〈n〉 (D.14)
In comparing the variance (equation D.14) with that of the coherent state (Eqn D.6), it
is obvious that this incoherent source is inherently more ‘noisy’. Such a state is referred to
as super-poissonian. Substitution of equation D.14 into equation D.2 gives the normalized
second-order auto-correlation function as;
g(2) = 2 (D.15)
Although we have considered a specific type of field, namely a mixture of many co-
herent fields with random phases, this geometric distribution actually describes a much
more general set of states. A general ‘incoherent’ state can be defined as being the most
disordered state possible, and is found by maximizing the entropy. The entropy of a state
defined by density matrix ρ is given by S = −Tr (ρ ln ρ). Solving for ρ subject to the
constraints Trρ = 1 and Tr
(
ρaˆ†aˆ
)
= 〈n〉 yields an equation for ρ identical to equation D.12
[139].
Given the plethora of physical systems in which incoherent emission can be generated,
it is not surprising that there are many labels for light exhibiting statistics described by
equation D.13. Perhaps the most popular derivation of incoherent field statistics is based
on a single-frequency mode of black-body radiation. This is referred to as thermal light.
Alternatively, emission from a collection of independent atoms is known as chaotic light.
Whatever the physical process generating the emission, the photon statistics are identically
described by the geometric distribution.
D.3.1 Photon-bunching
The value of g(2) = 2 for incoherent light may seem strange. This suggests that the in-
dividual photons are more likely to arrive in pairs than individually, an effect referred to
as photon bunching. This is somewhat counter-intuitive, since the sources of the emis-
sion (e.g. an ensemble of atoms, or an ensemble of laser fields as in equation D.9) are
completely independent. Indeed in the early days of quantum optics, the prediction of
super-poissonian statistics was a much contended issue (for discussion of this see [139]).
This effect can be understood physically by thinking in terms of field amplitude rather
than intensity (or number of photons). Recall that the net field amplitude, the complex
parameter α, randomly fluctuates depending on the phases of all the constituent fields.
If a photon is detected at some instant in time, then it is likely that α has momentarily
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fluctuated to some large value. This in turn implies the probability for detecting a second
photon will be larger than average at that instant, and for some time after the initial
photon detection.
D.3.2 Photon-bunching in multimode fields
The super-poissonian statistics described by equations D.14 applies to a single frequency
mode of the field. If this is expanded to include Nm modes, then the variance becomes
(see §13.3 of [28]);
Var (n) =
〈nˆ〉2
Nm
+ 〈nˆ〉 (D.16)
Such that if there are many modes of the field simultaneously detected, then the
statistics become Poissonian. Again this can be understood in terms of the complex
parameter α. Mixing of multiple modes is equivalent to taking the average over multiple
independent values of α. By increasing the number of modes, the fluctuations in any
individual mode will have decreased overall effect.
D.3.3 Dynamics of photon-bunching
For two photon-detection events of incoherent light that are separated in time by t, we
expect super-poissonian statistics for short t, however for long t the detection events
become statistically independent. This time dependence of the intensity correlations is
related to the temporal width of the individual photon wave-packets, and therefore the
nature of the source.
The transition from bunching at zero time-delay, where g(2) = 2, to a large time when
statistics should again reduce to being Poissonian with g(2)(t) = 1 is derived in §3.7 of [98].
For light with a gaussian spectral profile, for example emission from a Doppler-broadened
spectral line, the time dependence is;
g(2)(t) = 1 + exp
(−pit2
t2c
)
(D.17)
And for light with a Lorentizan spectral profile, for example emission from a homogeneously-
broadened spectral line, the second-order correlation function is;
g(2)(t) = 1 + exp
(−2|t|
tc
)
(D.18)
where the rate at which the statistics transition from being super-Poissonian to Poissonian
are parameterized by the coherence time tc. Figure D.2 shows g
(2) as a function of time t
for incoherent light with gaussian or lorentzian spectra, as well as coherent light.
Another point to consider is in the timing characteristics of the detection process
itself. The results presented above refer to excitations of the quantized electromagnetic
field, without considering the extents to which these properties can actually be measured.
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Figure D.2: The second-order correlation function, g(2), for incoherent fields shows photon bunch-
ing at time t = 0. However the statistics become poissonian when the time between photon
detection events is large, because the fields are independent.
If the detector integration-time is denoted as T , and the mean number of detected events
during this time is 〈m〉, then the variance is given by (see §3.9 of [98]);
Var (m) = 〈m〉+ 〈m〉2 t
2
c
2T 2
(
e−2T/tc − 1 + 2T
tc
)
(D.19)
This reduces to equation D.14 in the limit of ‘instantaneous’ detection where T  tc. For
T  tc, then Var (m) ≈ 〈m〉 + 〈m〉2 (tc/T ). In this limit any bunching effects will be
averaged out, and the statistics approach the Poissonian distribution.
D.4 Number state
A number, or Fock state, is a state of the field with a well-defined photon number. Such
a state is denoted as |n〉, and has a mean photon number of n. Since the photon number
is exactly known, the variance of this distribution is zero.
〈nˆ〉 = n (D.20)
Var (nˆ) = 0 (D.21)
Although Fock states are easy to comprehend, they represent more of a holy-grail than
a physical reality in quantum optics. As discussed in the introductory chapter (see §1.2),
there are a number of ways to experimentally generate approximate number-states.
From equations D.21 and D.2, the second-order correlation function is immediately
found to be;
g(2)(0) = 1− 1
n
(D.22)
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As discussed in §D.2, for a classical model of the field, the lower bound for g(2)(0) is
1, which is assuming Poissonian statistics. Thus a value of g(2)(0) < 1 represents a state
that is not possible in a classical picture, and is distinctly quantum-mechanical in nature.
Such a state is said to exhibit ‘sub-poissonian’ statistics.
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APPENDIX E
From detector clicks to correlation functions
This appendix describes the algorithms applied to calculate second-order correlation func-
tions g(2) given a recorded log of photon counts detected by the APD detectors. The initial
sections outline how g(2) auto- and cross-correlation functions for a single time difference
between two fields can be calculated with only one detector.
These methods are applied in Chapter 7 (specifically, in §7.7) to determine correlations
between ASE and RASE modes as well as the auto-correlation functions for each mode
individually.
E.1 Auto-correlations with a single detector
In the RASE-experiment setup described in Chapter 7 there is a single APD per field-mode.
Ordinarily, measuring the auto-correlations of the individual fields in similar experiments
(for example, DLCZ experiments [62]) is performed using a beam-splitter and two APDs
per mode arranged as depicted in figure E.1. However the correlation times expected in
this experiment (∼ µs) are much longer than the resolution time of the detection system
(20 ns). During post-processing the photon arrival times are sorted into time-bins on the
order of µs. In this arrangement, particularly with low count rates, a single APD can be
considered as a number-resolving detector through temporal-multiplexing.
In a given time-bin with average photon number n, the auto-correlation can be calcu-
lated by simulating the counts that would be detected by two APDs if this photon stream
was incident on a 50:50 beam-splitter as in figure E.1. The statistics of random partition-
ing of photons at a beam-splitter is given by the binomial distribution. With exactly n
photons incident on an ideal (lossless) 50:50 beam-splitter, the probability of having mT
photons transmitted is (see for example [121]);
P(mT |n) = n!
mT !(n−mT )!
1
2n
, mT = 0, 1, . . . , n (E.1)
In which case the number of photons reflected is mR = n−mT . The mean number of
photons at each output is related to the mean of the input distribution as;
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Figure E.1: Second-order auto-correlation functions are determined from the counts measured
using a single APD by simulating that this photon stream is incident on a 50:50 beam-splitter and
counted by two APDs at the output ports. With n photons incident, the probability of getting
mT photons transmitted and mR = n−mT reflected is given by the binomial distribution.
〈mT 〉 = 〈mR〉 = 〈n〉
2
(E.2)
Then the second order correlation can be calculated by summing over all possible
values of mT and mR weighted by the probability distribution both of the input field,
P0(n), and the beam-splitter partitioning.
g(2) =
〈mTmR〉
〈mT 〉 〈mR〉 (E.3)
=
4
〈n〉2
∞∑
n=2
P0(n)
n−1∑
mT=1
P(mT |n)mT (n−mT ) (E.4)
Here the limits on the summations are chosen as the first and last possible values that
give a non-zero result. For instance, if n = 1, then there can never be a ‘coincidence’
event since (mT ,mR)=(0,1) or (1,0) and in both cases 〈mTmR〉 = 0. Rewriting equation
E.4 explicitly in terms of experimental count values and expanding the summation terms
gives;
g(2) =
4Nshots
N2total
{
1
2
N2 +
3
2
N3 + 3N4 + 5N5 + . . .
}
(E.5)
where Nshots is the total number of trials in the experiment, and Ntotal is the sum of all
counts, such that 〈n〉 = Ntotal/Nshots. The number of instances when there was x counts
in one time-bin is denoted as Nx, and the probability distribution of n is determined from
these measurements as P0(x) = Nx/Nshots.
E.2 Cross-correlations
Calculating correlation functions between different field modes, separated in space or time
or both, is obtained simply from the direct multiplication of the measured counts as;
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g(2) =
〈nanb〉
〈na〉 〈nb〉 (E.6)
In general, it is useful to average not only across many experiment trials, but also
across the time domain within a single trial itself. In this case, the correlation function is
re-defined as;
g(2)(τ) =

∑tmax
t0
〈nA(t)nR(t+τ)〉
〈nA(t)〉〈nR(t+τ)〉 τ ≥ 0∑tmax
t0
〈nA(t−τ)nR(t)〉
〈nA(t−τ)〉〈nR(t)〉 τ < 0
(E.7)
where the subscripts A and R represent ASE and RASE modes respectively, and t is the
time relative to the rephasing pi-pulses. The parameter τ represents a shift or lag between
the two modes. The bounds on the sum are limited by the finite length of the signal
recorded in a single trial T , and the lag time τ as tmax ≤ T − |τ |. Note that the different
forms given in equation E.7 which depend on the sign of τ would be formally equivalent
if we had infinitely long signals. For clarity, throughout the remainder of this section the
functional forms will be written assuming positive τ .
The normalization of g(2) up to this point has been written assuming complete inde-
pendence between trails. In reality, there are slowly varying experimental factors, such
as fluctuating laser intensity, which can result in a higher degree of correlation between
neighbouring trials than for trials that are further separated. To partially account for
this, the correlation functions can be normalized to a cross-correlation between signals in
adjacent trials.
g(2)(τ) =
tmax∑
t0
〈
niA(t)n
i
R(t+ τ)
〉〈
niA(t)n
i+1
R (t+ τ)
〉 (E.8)
where i indexes the trial. Furthermore, to reduce the additional statistical noise that will
be introduced by normalizing this way, the denominator can be instead calculated as an
average correlation between a small number of neighbouring trials M [62].
g(2)(τ) =
tmax∑
t0
〈
niA(t)n
i
R(t+ τ)
〉
1
M
∑M
m=1
〈
niA(t)n
i+m
R (t+ τ)
〉 (E.9)
For the data presented in this thesis, M was typically on the order of 10. This equation
is also valid for finding auto-correlations as a function of lag time τ , except that for the
point τ = 0, the simulated beam-splitter measurement described by equation E.5 is used.
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APPENDIX F
Summary of laboratory equipment
This appendix summarizes the important aspects of the laboratory setup used for the
experiments described throughout this thesis.
F.1 Optics
Schematic
The layout of the optical components for the RASE experiment (described in Chapter 7)
is shown in figure F.1. The detection system is interchangeable between heterodyne or
single-photon-counting. In essence, there are 6 beam paths with independently controllable
frequency. Of these, 5 go to the Pr:YSO sample, and one is a local oscillator for the
heterodyne detection.
The acronyms used in figure F.1 have the following meanings;
BS 50:50 beam-splitter
PBS polarizing beam-splitter
HWP half waveplate
QWP quarter waveplate
Laser
The laser is a Coherent 699 ring dye laser, which has been modified to have a sub-kilohertz
linewidth [141].
Mechanical shutter
A shutter was necessary for ensuring the optical fibre connection into the APD is not
exposed to any bright (∼mW) laser beams during the experiment. If this was not the case,
then long-lived fluorescence was observed with the APD detectors, thought to originate
from the glue in the fibre connector.
214 Summary of laboratory equipment
In
te
n
s
ity
 s
ta
b
iliz
e
r
fre
q
u
e
n
c
y
 
s
ta
b
iliz
e
d
 la
s
e
r
P
B
S
f=
1
5
c
m
B
S
c
ry
o
s
ta
t
P
r:Y
S
O
f=
2
0
c
m
s
h
u
tte
r
o
p
tic
a
l fib
re
A
P
D
(R
A
S
E
)
o
p
tic
a
l fib
re
flip
 m
irro
r
A
P
D
(A
S
E
)
b
a
la
n
c
e
d
 
h
e
te
ro
d
y
n
e
 
d
e
te
c
tio
n
a
lte
rn
a
tiv
e
 d
e
te
c
tio
n
 
s
y
s
te
m
o
p
tic
a
l fib
re
f=
3
0
c
m
f=
1
5
c
m
f=
1
5
c
m
f=
1
5
c
m
f=
1
5
c
m
o
p
tic
a
l fib
re
P
B
S
f=
1
5
c
m
f=
1
5
c
m
P
B
S
lo
c
a
l o
s
c
illa
to
r fo
r 
h
e
te
ro
d
y
n
e
 d
e
te
c
tio
n
E
O
M
p
a
th
 1
p
a
th
 3
p
a
th
 4
p
a
th
 2
path 5
o
p
tic
a
l fib
re
F
ig
u
re
F
.1
:
S
ch
em
a
tic
of
o
p
tics
ex
p
erim
en
t
fo
r
co
u
n
ter-p
ro
p
a
g
a
tin
g
R
A
S
E
ex
p
erim
en
t
d
escrib
ed
in
C
h
ap
ter
7.
A
ll
oth
er
ex
p
erim
en
ts
d
escrib
ed
in
th
is
th
esis
w
ere
p
erfo
rm
ed
w
ith
su
b
sets
o
f
th
is
setu
p
.
§F.1 Optics 215
A UniBlitz shutter with 2 mm aperture was used for this purpose. This shutter is
mechanical, with a maximum frequency rating of 100 Hz (for continuous operation), and
a opening/closing speed of 300 µs.
Bandpass filters
Direct transitions from 3H4 → 1D2 in Pr3+, at a wavelength of 606 nm, occur with a
probability of only ∼3%. The majority of ions will relax to the ground state via interme-
diate crystal field levels. A measured spectra of 0.005% Pr3+ : Y2SiO5 is shown in figure
F.3. The sample was excited at 606 nm, while the laser was scanning over the edge of the
5 GHz wide inhomogeneous line (to minimize re-absorption of the emission at 606 nm)
and the emission was collected from a perpendicular direction to the pump beam through
a fibre to a CCD spectrometer.
The photon-counting detectors provide no frequency discrimination in this part of the
spectrum (see §F.3), therefore a filter is required to transmit light at 606 nm while atten-
uating from approximately 610 nm onwards. The filter used was a 10 nm bandpass filter
from Thorlabs; FB610-10. This filter consists of a thin film Fabry-Perot-like interferometer
(to achieve the narrow transmission window) and an additional blocking component (to
attenuate further away radiation). The transmission window can be shifted in frequency
by tilting the filter. Therefore for the experiments described in this thesis, the filter was
tilted to shift the long-wavelength edge of the transmission window to 606 nm, such that
this emission would be maximally transmitted, while the emission at longer wavelengths
would be heavily attenuated. Although the specified maximum transmission is ≈55%, the
measured value was closer to 60% at the angle optimized for 606 nm.
Acousto-optic modulators (AOMs)
AOMs were used in all experiments described in this thesis for modulating the intensity and
frequency of the optical beams. In most cases, the specific model used was the IntraAction
ATM-80A1. The Acousto-optic material in this AOM is Tellurium Dioxide. The center
frequency is 80 MHz, and depending on the experiment the AOMs were operated in the
60-90 MHz range. The peak diffraction efficiency is 85%. Typically, the delay between
switching on the RF and the optical beam being diffracted was ∼µs.
As shown in figure F.1, in some cases a double-pass AOM configuration was used. Such
an arrangement is used to minimize the relative difference in beam pointing that occurs
when the AOM is driven at different frequencies.
Electro-optic phase modulator (EOM)
In the experiment described in Chapter 7, an EOM was used to sweep the frequency of
the filter-burning field (path 5 in figure F.1).
This EOM was a Thorlabs model, operating at 400-600 nm. The driving RF for the
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EOM was sourced from a Stanford DS345 30MHz synthesized function generator, amplified
by a DC-5 MHz high voltage (±150 V) amplifier from Falco Systems.
F.2 Optical amplitude and frequency control
RF generators
There were various RF sources used in the experiments, each having different functionality.
The three sources most often used were;
 Home-made direct digital synthesis (DDS) systems, labelled as ‘J850’.
Each channel of the J850 source can output a single frequency tone, or can alter-
nate/sweep between two frequency tones. The sweeping functionality is particularly
useful for hole-burning and state preparation. The clock frequency is 300 MHz, gen-
erated from a 15 MHz external reference of < 0.01 ppm stability (A Stanford function
generator, model DS345). A maximum of 6 J850 channels were used simultaneously.
 Spincore RadioProcessor.
This has a single channel DDS output with 14-bit resolution. The clock frequency
is also 300 MHz. Up to 16 frequencies and phases can be programmed, as well as
a pulse sequence for switching the RF output on/off or switching between different
frequencies. The RF output can also be amplitude shaped. This RF source was
used to generate echo sequences, or probe-pulse sequences, usually with gaussian
shaped amplitude profiles. The internal clock was upgraded to an oven-controlled
crystal-oscillator stable to ±0.2 ppm.
 Tektronix arbitrary waveform generator (AWG).
This single-channel AWG has a clock frequency of 1 GHz, and a stability of ±1 ppm.
There are two output signals, with one being the inverse of the other. This AWG
was used similarly to the RadioProcessor for generating sequences of shaped pulses.
In order to combine and switch the signals from the various sources to the different
AOMs, a network of switches (Mini-Circuits high isolation TTL switch ZASWA-2-50DR+)
were used. The RF signal is passed through a low-pass filter (Mini-Circuits BLP 100 or
90 MHz) and amplified (Mini-Circuits 29.5 dBm ZHL-3A+ amplifier) before being sent to
the AOMs.
The central timing unit used to switch the RF sources, and to trigger the RadioPro-
cessor and/or AWG was a Spincore PulseBlaster DDS (usb). This has 10 TTL outputs,
and a 100 MHz clock frequency.
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F.3 Detection
Single-photon counting modules
All photon-counting measurements described in this thesis were performed with Perkin
Elmer Avalanche Photodiode (APD) detectors, model SPCM-AQR-14-FC. For this model
the manual specifies an afterpulsing probability of 0.5%. The individual specifications
for the two APDs labelled in this thesis as DA and DR (see for example Chapter 7) as
measured by Perkin Elmer are;
DA DR
connectorized photon detection efficiency (at 550 nm) 65.4 % 60.4 %
dark counts 54 Hz 83 Hz
dead time 49.9 ns 48.6 ns
According to the generalized efficiency Vs wavelength graph in the manual, the effi-
ciency at 606 nm should increase to ∼67%, however the fibre connector lens is optimized
for 550 nm, so the detection efficiency will be slightly reduced.
Other photo-detectors
Heterodyne detection involves spatially overlapping the signal field to be measured with
a bright ‘local-oscillator’ beam, and then the signal amplitude and phase is given by the
properties of the radio-frequency beat between the two light fields.
The local oscillator was combined with the signal beam using a 50:50 beam-splitter.
Then depending on the experimental arrangement, either a single output port of the beam-
splitter was incident on a photo-detector, or alternatively the two outputs were detected
and the photocurrents subtracted for so called balanced heterodyne detection, in which
classical noise on the local oscillator is subtracted out.
The two detectors and some of their specifications are listed below;
 For balanced heterodyne detection:
Thorlabs PDB120A balanced amplified photo-detector
320-1000 nm wavelength range
DC - 75 MHz bandwidth
Transimpedance gain 180 V/mA
Common mode rejection ratio > 35 dB
 For single-mode heterodyne detection:
New Focus low noise photo-receiver model 1801, AC-coupled
320-1000 nm wavelength range
25 kHz - 125 MHz bandwidth
Transimpedance gain 40 V/mA
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F.4 Data acquisition
Analog signal recording
When heterodyne detection is being used, the data to be recorded is an analog voltage
signal output from the photo-detectors. A digital USB oscilloscope was used for this
purpose. The cleverscope CS328A has the following specifications;
 100 MHz sampling rate
 2 × 14 bit analog inputs
 8 × digital inputs
 4 Mega samples of storage per channel
 realtime FFT provides spectral analysis of signal
Although the cleverscope is a very affordable unit, and is extremely useful as an oscil-
loscope and spectrum analyser, it is problematic to implement for continuously recording
data for lengthy acquisition periods. Firstly, there is no capability in the software to
automate acquisitions that require many cycles of filling the 8 Mega samples on-board
buffer. Also, the full 100 MHz sampling rate cannot be accessed for time-frames greater
than 50 µs. Most of the heterodyne data presented in this thesis was for a single-shot time
window of 100 µs, where the maximum sampling rate drops to 50 MHz.
To summarize, the cleverscope is a great oscilloscope and spectrum analyser, but is
not an ideal unit for data acquisition.
Digital signal recording
For experiments where single-photon-counting detection is being used, the data to be
recorded is the arrival time of the digital (TTL) output pulses from the APD detectors.
The data acquisition in this case was implemented using a Xylo-EM FPGA development
board, with open source firmware (verilog) and software (c/c++) written by Polyakov et
al. [142], and a GUI written in python.
The FPGA is configured to have one counter-reset (start) channel, and four time-
stamping (stop) channels. When a TTL pulse is input onto any of the four stop channels,
the time relative to the last start TTL is recorded, in increments of 20.8 ns (using the
48 MHz internal clock of the FPGA). This board provides an inexpensive, versatile, and
easy-to-implement data acquisition system for timestamping pulse arrival times from the
APD detectors.
In post-processing the large sets of data recorded for the RASE experiment described
in Chapter 7, it was seen that there was a higher probability than expected of recording
a count immediately following another count. These spurious counts occur on time scales
longer than can be attributed to detector afterpulsing, where a false count is registered
immediately after the detector deadtime. Instead these counts and are thought to be due
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to electrical ringing effects, probably due to the use of 2 m long BNC cables for connecting
the APD signal output to the FPGA stop-channel inputs.
To benchmark the performance of the timestamping detection system in an arrange-
ment similar to the experiment setup, a low level of multimode light (count rate of 100 Hz)
was incident on the APDs, and recorded by the FPGA via 2 m long cables terminated with
a 50 Ω connection to ground in parallel at each end. The resulting probability of detecting
a count within a certain delay of an initial count is shown in figure F.4. For detector
DA, there is a large probability of getting a count in the FPGA clock cycle immediately
following a prior count, which is within the detector deadtime and therefore cannot be an
afterpulse. Also for both detector channels, the probability remains higher than the level
expected for actual photon detection events for approximately 200 ns.
This high count probability lasting out to 200 ns is the reason for the artificially
high auto-correlations measured for the RASE experiment (see figure 7.17), since this
calculation is based on the number of 2-photon events occurring in the same detector in a
1 µs timebin. Before applying this detection/data-acquisition system for determining auto-
correlations, this problem of false counts on timescales longer than the detector deadtime
needs to be further investigated. A potential fix would be to use shorter cables to input
the TTLs from the detector into the FPGA, or have intermediate line-drivers.
F.5 Cryostat
The cryostat used for the majority of experiments presented in this thesis was a Janis bath
cryostat, and in most cases the sample was fully immersed in liquid helium. The helium
in the sample space is evaporatively cooled by pumping with a mechanical vacuum pump,
such that it becomes superfluid. The cryostat has a 6 litre capacity for liquid helium, and
7 litres for liquid nitrogen. Under typical operating conditions, the helium hold time of
the cryostat was approximately 30 hours.
Pressure fluctuations transferred onto the sample via the liquid helium cause instabil-
ity in measurements, particularly for coherent transient signals. Maximum stability was
achieved by closing the needle valve between the helium reservoir and the sample space
while sensitive measurements were being made. This included the many hours of data
recorded for the RASE experiment described in Chapter 7.
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Figure F.2: Transmission curve for thorlabs bandpass filter FB610-10, where at normal incidence
the transmission window is centred at 610 nm and has a fwhm of 10 nm. The red curve is the
same profile, but shifted to approximate the spectral transmission window when the filter is tilted
to optimize transmission at 606 nm, while providing good extinction at longer wavelengths.
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Figure F.3: Pr3+ : Y2SiO5 spectrum measured using a CCD spectrometer. The sample was
excited through the front window of the cryostat, with the laser scanning across a 6 GHz range
towards the edge of the 3H4 → 1D2 transition, and the spectrometer detecting emission through
the side window of the cryostat. The process was repeated with the laser locked, and therefore hole-
burning occurring such that there is no emission, and this background spectrum was subtracted
from the emission spectrum to give the above plot. The direct transition from 3H4 → 1D2 is
visible, and the majority of the emission occurs at wavelengths 612 nm and longer.
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Figure F.4: Probability as a function of delay of detecting a second count following an initial
count for each of the APDs for multimode incident light, recorded using the FPGA. The discrete
points in time represent each clock tick of the FPGA, ≈20 ns apart. There is a higher chance
of getting a count in the 200 ns period following an initial count (slightly more so in DR), and
there is a large spike in the time-bin immediately following a prior count for detector DA. This is
attributed to electronic noise. The green line shows the average probability level between 50 and
100 µs following a pulse, which is the same for both detectors.
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