Abstract: Photoacoustic tomography is a technique to reconstruct the image of light energy absorption distribution in tissues based on the detected photoacoustic signals. In recent years, this research field has been greatly developed, and its application range is wide, including anatomy, functionality, and molecular imaging. However, the conversion efficiency of photoacoustic effect from light to sound is quite low, which leads to the low signal-to-noise ratio of photoacoustic signal and the poor quality of reconstructed photoacoustic image. The traditional method to improve the signal-to-noise ratio of photoacoustic signals is data averaging method, but it seriously limits the imaging speed due to multiple acquisition. Without sacrificing signal fidelity and imaging speed, an empirical mode decomposition (EMD) combined with conditional mutual information de-noising algorithm for photoacoustic tomography is proposed in this paper. The simulation results and experimental results of photoacoustic signal de-noising achieve significant improvement of signal-to-noise ratio of photoacoustic signal and the enhancement of contrast of the reconstructed image. The simulation results and experimental results show that EMD combined with mutual information method improves at least 2 dB and 3 dB, respectively, more than traditional wavelet threshold method and band-pass filter. The improvement of contrast-to-noise ratio is more than 2 dB and 3 dB, respectively, more than traditional wavelet threshold method and band-pass filter.
Introduction
Photoacoustic (PA) imaging has been widely used in anatomical, functional and molecular imaging because it breaks the limitation of light diffusion in deep penetration [1] - [7] . At the larger end, PA imaging has been reported for whole-body animal imaging [8] , four dimensional (4D) epilepsy detection [9] , and real-time three dimensional (3D) visualization of human vasculature [10] , At the small scale, PA microscopy [11] , and mesoscopic imaging had been reported for micro-vasculature mapping, temperature measurement of a single cell [12] , skin layer visualization and skin cancer imaging [13] .
However, there is an open challenge that the conversion efficiency of photoacoustic effect from light to sound is quite low, which leads to the low signal-to-noise ratio (SNR) of PA signal and the poor quality of reconstructed photoacoustic image especially. Great effort has been made to reduce the noise in PA imaging. The most common method to improve the SNR of PA signal is data averaging, but it is time-consuming method due to multiple data acquisition. Low-pass or band-pass filter is also used to increase SNR of PA signal and remove the noise, which is useless when signal and noise share similar frequency spectrum. Besides, band-pass filter may seriously distort the original photoacoustic signal while reducing noise. Different wavelet de-noising methods have been studied in pervious literatures. These methods both have to choose the appropriate wavelet basis function and the number of wavelet decomposition level according to the frequency component and sampling frequency of the signals to achieve good noise reduction effect [14] - [17] , which can not achieve automatic signal noise reduction. [18] . Singular Value decomposition (SVD) was used to identify and remove laser-induced noise [19] , but it's only useful to reduce laser-induced noise. Basis pursuit deconvolution is proposed, which is used to improve model-based reconstructed images [20] . The improvement is not particularly obvious. There is also literature where empirical mode decomposition (EMD) is used to decompose the spectral contributions of different photo-absorbing molecules of interest in multispectral optoacoustic tomography [21] .
Improving the SNR of photoacoustic signal effectively is essential for improving the quality of photoacoustic image. Empirical mode decomposition (EMD) takes advantage of the time scale characteristics of data itself. It is quite suitable for non-stationary and non-linear physiological signals such as photoacoustic signals [22] . Therefore, EMD is widely used in many signal-processing fields [23] - [25] . In the case of noisy PA signal, EMD adaptively decomposes PA signal into a number of intrinsic mode function (IMF), and then select some IMF as the approximated noise signal. Therefore, an effective measurement is needed to select IMF. In literature [26] , mutual information is used for feature selection. Mutual information is the amount of information shared between two or more random variables. Our proposition is to use mutual information to choose appropriate IMFs.
In this paper, we firstly use EMD to decompose the PA signal into IMFs, and then use mutual information as the criterion to determine the IMFs that need to be de-noised. These IMFs are denoised by unbiased risk estimation minimization method. After de-noising, the clean photoacoustic signal is obtained and the final de-noised photoacoustic image is obtained. The simulation and experimental images verify that the performance of our noise reduction method is better than unbiased risk estimation wavelet threshold de-noising method and band-pass filter de-noising method.
Theory

Empirical Mode Decomposition
EMD is an adaptive signal decomposition method, which extracts the IMFs from the original signal by using the time scale characteristics of the signal itself, and finally obtains the spectrum with physical significance. At any point in time, data generally contain multiple fluctuation patterns. Given a signal, after EMD processing, several IMFs and residual signals will be obtained. IMF is required to satisfy two conditions. One is the number of extremes (maxima and minima) and zero crossings must either be equal or differ at most by one [27] . Another is the envelope of the local maximum (upper envelope) and the envelope of the local minimum (lower envelope) must be zero on average. It is used to characterize the frequency characteristics of data. The decomposition process of extracting IMF components is as follows [28] :
1) Determine all the maximum and minimum points in the original signal.
2) Cubic spline interpolation is used to fit the upper envelope and the lower envelope Respectively. 3) Calculating the local average of the upper and lower envelopes. 4) Subtracting the local average from the upper and lower envelopes, the low frequency components can be removed. Repeating steps (1)-(4) until the two conditions of IMF are finally satisfied. Once an IMF is generated, the residue of signal is treated as the original signal, and the repetition of step (1)- (4) generates a new IMF and the final residue. After such an iteration process, a finite number of IMFs and residuals whose final amplitude and frequency are approximately zero are obtained. Each IMF component reflects the characteristic scale of the signal and represents the intrinsic modal characteristics of the non-linear and non-stationary signal. The noise of the original signal is mainly contained in a limited number of IMFs, and these IMFs can be effectively selected by measuring indicators.
Mutual Information Theory
After EMD, the original signal is decomposed into a finite number of IMFs and residues. The next step is to select some IMFs as approximations of noise signals in the original signal. Mutual information is the amount of information shared between two or more random variables. The main goal of feature selection is to use as few variables to carry as much information as possible in order to remove irrelevant and redundant variables. In practice, the former IMFs are mainly highfrequency information and carry more noise. Therefore, it is proposed to calculate the mutual information between each of the first half of the IMF and the sum of the second half of the IMFs. The original signal is initially partitioned, and the initial partition index (I) is [nm/2], where nm is the total number of IMFs. The IMFs whose index is less than or equal to I are set as the initial high frequency group, and the remaining IMF was set as the initial low frequency group. When an IMF carries more unknown useful signals and less noise information, it is better to express original useful signals. According to this principle, by minimizing the mutual information between the selected IMF and the noisy PA signal, the selected mode has the most useful information. Mutual information based feature selection adds current variables to the set of variables that have been selected. We minimize the following:
where y is the noisy signal, x is the IMF to be selected, and x j is the set of IMFs that have been selected. MI represents the mutual information between them.
De-Noising Process
For the variable selection problem of IMFs, the target is to choose a set of IMFs to minimize formula (1) and to find a large number of noisy IMFs. Then do de-noising processing to this IMFs. Finally reconstruct the original useful signal. The flow is divided into four steps:
1) The original noisy signal is decomposed by EMD, and a limited number of IMFs and residues are obtained.
2) The obtained IMF is divided into high-frequency groups, which assume that the low-frequency combination contains a large number of useful signals and a large number of noise signals.
3) The final low-frequency group and high-frequency group are calculated by mutual information theory. 4) Stein's unbiased risk estimate (SURE) threshold de-noising process is applied to the high frequency group. Its form is as follows:
where λ is alternative threshold, a ∧ b denote min(a, b), d j,k is high-frequency group, N is the points of data, and Q is the number less than λ. After the final threshold is obtained by minimizing (1), we use the hard threshold process to do de-noising. The form of the hard threshold is as follows:
5) Accumulating the high frequency IMF group and the low frequency IMF group after noise reduction is to obtaining the final noise reduction signal.
Numerical Simulation
Simulation Setup and Metrics
Through the K-wave tool in MATLAB, the simulated photoacoustic signals can be generated and propagating in 2D [29] . The simulation settings are shown in Fig. 1 . A 40 mm square grid is created and 40 detectors with 700 μm spacing are used to detect photoacoustic signals. The received photoacoustic signals are normalized according to the global maximum amplitude of the received signals of the 40 detectors. In order to effectively evaluate the performance of different noise reduction methods, an effective scale disk absorber is used. Five different levels of noise (signal-to-noise ratio is −3 dB, −5 dB, −7 dB, −9 dB, −11 dB) are added to the original simulated clean photoacoustic signal. The signal-to-noise ratio of noise is calculated by the following formula:
where s(t) is the clean photoacoustic signal, n(t) is the added noise signal, max(s(t)) is the largest value of the clean signal, mean(n(t)) is the average amplitude of the noise signal. In this paper, the EMD and mutual information de-noising method, the traditional wavelet threshold de-noising method and band-pass filtering method are compared. For the selection of the basis function and decomposition layer of the wavelet threshold de-noising method, the commonly used wavelet basis function family (Harr wavelet family, Daubechies wavelet family, Symlet wavelet family) are selected to compare the de-noising effect. According to the SNR after de-noising, the Symlet 6 wavelet is selected for six-level decomposition [30] . For the threshold selection of wavelet threshold denoising, the most commonly used unbiased risk estimation threshold (rigrsure threshold) is used [31] . The low frequency cut-off frequency and high frequency cut-off frequency of band-pass filter are 3 MHZ and 7 MHZ respectively. The photoacoustic signal after noise reduction is obtained by the above three methods. In order to evaluate the effect of noise reduction under different methods, SNR and normalized cross correlation (NCC) of curve similarity parameters are selected as comparison parameters. Clean and useful signals can be regarded as a standard signal. The SNR of de-noised signals obtained from noisy noises is defined as the following:
NCC is used to evaluate the similarity between clean and useful signals and de-noised signals. It is defined as follows:
For reconstructed images, the relative contrast-to-noise ratio (CNR) can be used to measure [32] .
where s i and s o are the average brightness inside and outside the imaging target respectively, and σ o is the variance outside the imaging target.
Noise Reduction Simulation Results
When the typical noise level is −5 dB, the original clean signal and the noisy signal are shown in Fig. 2 .
We can see that the photoacoustic signal is basically submerged in the noise when the noise level is −5 dB. At this time, an effective noise reduction method is needed to extract useful photoacoustic signals. Three methods are used to de-noise the simulated noisy signal, and the de-noising results in Fig. 3 are obtained. Fig. 3 shows the de-noising results of three methods for noisy signals. Three methods are EMD combined with mutual information de-noising method, Unbiased risk estimation wavelet threshold de-noising method and Band-pass filter de-noising method. Observing the results of noise reduction, EMD combined with mutual information is better than the other two traditional methods. In Fig. 4 , the noise reduction effect of these three methods are quantitatively compared under different noise levels. EMD combined with mutual information method improves 5 dB and 7 dB respectively more than traditional wavelet threshold method and band-pass filter when the noisy level is −3 dB.
As expected, all methods improve SNR and NCC. At −5 dB noise level, EMD combined with mutual information method improves 4 dB and 6 dB respectively more than traditional wavelet threshold method and band-pass filter. Therefore, EMD combined with mutual information denoising method has enhanced de-noising performance for photoacoustic signals with high noise level. We also use a simulated blood vessel image to verify our method. Fig. 5 . shows the simulated image reconstruction results when the noisy level is −5 dB. We also use Table 1 to show the CNR of three de-noising methods. 
Experimental in Vivo Mice Ear Blood Vessel and Phantom Results
Experimental Setup
Here, we developed a photoacoustic microscopy (PAM) system ( Fig. 6(a) ) for two-dimensional imaging. The raster scan was achieved by the linear translational stage controlled by a personal computer (PC) to tune the position of the water tank in the x-y plane. The imaging area was about 20 mm × 20 mm, and scan step size was 0.4 mm. The function generator outputs pulse signals with 40 ns laser pulse width with 1 KHz repetition rate. The laser was weakly focused to be about 500 μm spot size by a condenser lens (100 mm focal length). The phantom consisted of three silicon tubes filled with ink with different inner diameter (1 mm, 2 mm and 3 mm), and the effective length was about 10 mm. The generated PA signals were received by an immersion focused ultrasound transducer (I10C8F20, Doppler Inc.) with 10 mm diameter and 10 MHz central frequency. The pulser-receiver (5072PR, Olympus) was used to amplify the PA signals with 45 dB gain. The signals in time-domain and frequency-domain imaging were acquired using an oscilloscope (DPO5204B, Tektronix Inc.) by averaging 256 times and transferred to PC.
To further validate our method in vivo PA imaging, a ten-weeks-old mouse has also been prepared. All procedures were approved by the Animal Care Committee of ShanghaiTech University School of Life Science and Technology. The mouse was anesthetized with 2% vaporized isofluorane through the experiments. One of the ears was selected to be served as the imaging objects. The imaging setup was shown in Fig. 6(b) . The laser spot was further focused to be about 200 μm and the scan step size is 100 μm. The pulse width was set to be 200 ns for time-domain imaging and the chip frequency was 1-3 MHz with duration of 100 μs for frequency-domain imaging. The imaging area was about 5 mm × 5 mm. The laser was moved point by point under the control of the linear translational stage. The generated PA signal was coupled to the ultrasound transducer by the medical ultrasonic coupling agent, plastic wrap, and water. Other system setting of in vivo imaging was the same as that of the silicon tube phantom experiment mentioned above.
Experimental result
The results of the three de-noising methods are shown in Figs. 7 and 8 .
The CNR of three de-noising methods also shows in Table II .
We can see that EMD combined mutual Information de-noising method has the highest CNR. Moreover, EMD combined mutual Information de-noising method realizes the automatic decomposition and noise reduction, which does not require the selection of parameters. 
Conclusion
In this paper, an EMD method combining mutual information de-noising method is proposed. This method is based on the hypothesis of high frequency IMFs group with a lot of noise and low frequency IMFs group with a lot of useful signals. High frequency IMFs group and low frequency IMFs group can be effectively obtained by mutual information. Then, only shrinkage threshold is applied to de-noise the high-frequency IMFs group. When choosing threshold, SURE threshold that is often used in discrete wavelet transform is adopted. SURE does not need to estimate the noise of the original noisy signal. When the original signal is unknown, it can estimate the real mean square error well. When validating the effectiveness of the method, the method is applied to reduce the noise of the simulated photoacoustic signal and in vivo mice ear blood vessel imaging. The proposed method is compared with other two conventional methods. The simulation results and experimental results show EMD combined with mutual information method improves at least 2 dB and 3 dB respectively more than traditional wavelet threshold method and band-pass filter. The improvement of CNR is more than 2 dB and 3 dB respectively more than traditional wavelet threshold method and band-pass filter The results show that this method can effectively eliminate the noise in the photoacoustic signal while retaining the useful signal characteristics. The image recovered by this method has higher SNR and contrast. With the further development of this algorithm, it can greatly improve the SNR and image quality of PA signals, thus providing potential development for low-cost real-time photoacoustic imaging systems.
