A Wasserstein barycenter is the centroid of a collection of discrete probability distributions that minimizes the average of the ℓ 2 -Wasserstein distance. This paper concerns with the computation of a Wasserstein barycenter under the case where the support points are not pre-specified, which is known to be a severe bottleneck in the D2-clustering due to the large-scale and nonconvexity. We develop a proximal alternating minimization (PAM) method for computing an approximate Wasserstein barycenter, and provide its global convergence analysis. This method can achieve a good accuracy at a reduced computational cost when the unknown support points of the barycenter have low cardinality. Numerical comparisons with the existing representative method on synthetic and real data show that our method can yield a little better objective values within much less computing time, and the computed approximate barycenter renders a better role in the D2-clustering.
Introduction
The discrete probability distribution is a well-adopted and succinct way to summarize a batch of data, which often serves as a descriptor for complex instances in machine learning such as images, sequences, and documents. In a host of research areas, including multimedia retrieval and document analysis, the celebrated bag of "words" data model is intrinsically a discrete distribution. The widely used normalized histogram is also a special case of discrete distributions with a fixed set of support points across the instances.
A well-accepted criterion for clustering discrete probability distributions is to minimize total within-cluster variation under the Wasserstein distance (also known as the Mallows distance [15] or the earth mover's distance [21] ), similarly as Lloyd's K-means for vectors under the Euclidean distance. This clustering problem was originally explored by Li and Wang [14] who coined the phrase D2-clustering. Motivations for using the Wasserstein distance in practice are strongly argued by researchers (see, e.g., [14, 7, 8, 17] ), and its theoretical significance is well supported in the optimal transport literature [26] . In the D2-clustering framework, the Wasserstein barycenter, which is the centroid for discrete probability distributions under the ℓ 2 -Wasserstein distance, is solved for the case of an unknown support with a pre-given cardinality. Now we are faced with a large-scale nonconvex optimization problem in which a coupled nonconvex objective function is minimized over a polyhedral constraint set. Although the D2-clustering holds much promise because of the advantages of the Wasserstein distance and its kinship with K-means, the high computational complexity of barycenter has limited its applications.
To scale up the computation of Wasserstein barycenter in the D2-clustering, a divideand-conquer approach has been proposed in [32] , but the method is ad-hoc and lack of convergence guarantee. When an alternating minimization strategy is used, the computation of Wasserstein barycenter is decomposed into a quadratic program with a closed form solution and a linear program (LP) with a super-linear time-complexity on the number of samples N . The latter brings a big challenge for the computation of a barycenter because the number of variables in the LP grows quickly with the cluster size, and the classical LP solvers such as the simplex method and the interior point method are not scalable. To overcome this challenge, Ye and Li [30] applied the classical alternating direction method of multipliers (ADMM) for solving this LP, and Wang and Banerjee [27] generalized the classical ADMM to the Bregman ADMM (B-ADMM) by replacing the quadratic distance with a general Bregman distance so as to exploit the structure of the LP. However, they did not provide the global convergence analysis for the outer alternating minimization method. Recently, Ye et al. [31] proposed a three-block B-ADMM for computing a Wasserstein barycenter directly. Although this method has demonstrated a computational efficiency for large-scale data, it is still unclear whether it is globally convergent or not. In fact, for convex programs, it has been shown in [6] that the direct extension of the classical ADMM to the three-block case can be divergent. Just recently, Yang et al. [29] propose a very efficient dual solver for the LP by adopting a symmetric Gauss-Seidel based ADMM, but they did not study the performance of an alternating minimization method with such a subroutine for computing barycenter.
The main contribution of this work is to develop a globally convergent and efficient PAM method for computing an approximate Wasserstein barycenter when the support points are not pre-specified. Since a PAM strategy is adopted, at each iteration there involves two strongly convex quadratic programs (QPs). One of them has a closed form solution, and the other has a polyhedral constraint set and may be good-conditioned by controlling the proximal parameter elaborately. Such strongly convex QPs have much better stability than those LPs appearing in [30, 27] , which means that their solutions are much easier to achieve. In Section 5.1, we propose a tailored semi-proximal ADMM for solving the strongly convex QP by exploiting the special structure of the feasible set. We notice that the B-ADMM in [27] also belongs to this line since at each iteration it decomposes the LP into two simple strongly convex Kullback-Leibler (KL) minimization to solve. However, compared with the B-ADMM, the semi-proximal ADMM not only has a global convergence [9] but also admits the well-established linear rate of convergence [12] and weighted iteration complexity [22] . Numerical comparisons with the three-block B-ADMM in [31] on synthetic data and several calsses of real data show that our PAM method yields a little better objective values within much less computing time, and the computed approximate barycenter renders a better role in the D2-clustering.
For a nonconvex and nonsmooth optimization problem, without additional conditions imposed on the problem, the convergence result of an alternating minimization method and more general block coordinate descent methods (see, e.g., [24, 25, 18, 13] ) is typically limited to the objective convergence (to a possibly non-minimal value) or the convergence of a certain subsequence of iterates to a critical point. Motivated by the recent excellent works [1, 2, 4] , we achieve the global convergence of our PAM method for computing a Wasserstein barycenter by using the Kurdyka-Lojasiewicz (KL) property of the extended objective function. It is worthwhile to point out that under the KL assumption Xu and Yin [28] also developed a globally convergent algorithm based on block coordinate update for a class of nonconvex and nonsmooth optimization problems.
The rest of this paper is organized as follows. Section 2 presents some notations and preliminary knowledge that will be used in this paper. In Section 3, we introduce the optimization model for computing a Wasserstein barycenter when its support points are unknown and propose a PAM method for solving it. Section 4 focuses on the convergence analysis of the PAM. In Section 5, we provide the implementation details of the PAM and compare its performance with that of the B-ADMM [31] on synthetic and real data.
Notations and preliminaries
Throughout this paper, R n denotes the n-dimensional Euclidean space, R n + is the nonnegative orthant cone in R n , R m×n represents the vector space consisting of all m×n real matrices, equipped with the trace inner product ·, · and its induced Frobenius norm · F , i.e., X, Y = tr(X T Y ) for X, Y ∈ R m×n , and R m×n + denotes the polyhedral cone consisting of all m × n nonnegative real matrices. For a vector x ∈ R n , x and x 1 denote the ℓ 2 -norm and ℓ 1 -norm of x, respectively. We use e to denote a column vector of all ones whose dimension is known from the context. For a given set S, δ S denotes the indicator function on S, i.e., δ S (u) = 0 if u ∈ S, and otherwise δ S (u) = +∞; when S is convex, N S (x) denotes the normal cone of S at x in the sense of convex analysis [19] .
In the rest of this section, the notation X to denote a finite dimensional vector space equipped with the inner product ·, · and its induced norm · . First, we recall from [20] the concept of limit subdifferential for an extended real-valued function.
Limiting subdifferential
Definition 2.1 Consider a function h : X → (−∞, +∞] and a point x with h(x) finite.
(i) A vector v is said to be a Fréchet subgradient of h at x, written by v ∈ ∂h(x), if
(ii) A vector v ∈ X is said to be a limiting subgradient of h at x, written by v ∈ ∂h(x), if there are sequences
Remark 2.1 (i) The sets ∂h(x) and ∂h(x) are respectively called the Fréchet subdifferential and the limiting subdifferential of h at x. Notice that ∂h(x) ⊆ ∂h(x) and they are always closed, and moreover, ∂h(x) is always convex. When h is convex, ∂h(x) = ∂h(x), which also coincides with the subdifferential of h at x in the sense of convex analysis [19] .
(ii) Let {(x k , ξ k )} be a sequence in the graph of the set-valued mapping ∂h : X ⇒ X, which converges to (x, ξ).
(iii) By [20, Theorem 10 .1], a necessary (but not sufficient) condition for x ∈ X to be a local minimizer of h is 0 ∈ ∂h(x) ⊆ ∂h(x). A point x * that satisfies 0 ∈ ∂h(x * ) is called a (limiting) critical point of h. The set of critical points of h is denoted by crit h.
For an optimization problem with a closed convex feasible set, it is common to consider its directional stationary point, which is defined as follows.
Definition 2.2 Let ψ : X → R be a directionally differentiable function, and S ⊆ X be a closed convex set. Consider a point x ∈ S. If for every x ∈ S, ψ ′ (x; x − x) ≥ 0, then x is called a directional stationary point of the minimization problem min x∈S ψ(x).
Lemma 2.1 Consider the minimization problem min x∈S ψ(x) where S ⊆ X is a closed convex set. Suppose that ψ is directionally differentiable and locally Lipschitz at x ∈ S. Then, x is a directional stationary point of this problem if and only if 0 ∈ ∂ψ( x)+ N S ( x). 
Notice that ∂ψ(x) is bounded since ψ is locally Lipschitz at x. From the last inequality and the compactness of ∂ψ(x), there exists v ∈ ∂ψ(x) such that v, x − x ≥ 0 for all x ∈ S, i.e., −v ∈ N S ( x). Thus, we have 0 ∈ ∂ψ( x) + N S ( x). Conversely, suppose that 0 ∈ ∂ψ( x)+ N S ( x). Then there exists ξ ∈ N S ( x) such that −ξ ∈ ∂ψ( x). Fix an arbitrary x ∈ S. Since ξ ∈ N S ( x), we have ξ, x − x ≤ 0. Together with [20, Exercise 8.4] ,
By the arbitrariness of x ∈ S, this shows that x is a directional stationary point. ✷ Remark 2.2 Lemma 2.1 implies that, when ψ is continuously differentiable, crit (ψ+δ S ) coincides with the set of directional stationary points for the problem min x∈S ψ(x). (ii) for all s ∈ (0, η), ϕ ′ (s) > 0;
Kurdyka-Lojasiewicz property
and a neighborhood U of x such that for all is a KL function, it suffices to check that h has the KL property at any critical point.
As discussed in [1, Section 4], many classes of functions are the KL function; for example, the semialgebraic function. A function h : R n → (−∞, +∞] is semialgebraic if its graph is a semialgebraic subset of R n+1 . Recall that a subset of R n is called semialgebraic if it can be written as a finite union of sets of the form
where f ij : R n → R and g ij : R n → R are polynomial functions for all 1 ≤ i ≤ p, 1 ≤ j ≤ q.
PAM method for computing Wasserstein barycenter
In this section we develop a PAM method for computing Wasserstein barycenter, which marks the main difference between D2-clustering and K-means. To this end, we first introduce the Wasserstein barycenter in discrete probability distribution clustering.
Wasserstein barycenter in discrete distribution clustering
Consider discrete probability distributions with finite supports specified by a set of support points and their associated probabilities (
. . , m are support vectors, and w = (w 1 , . . . , w m ) T is the probability vector, i.e., w ∈ ∆ :
. . , m ν be two given discrete probability distributions. The ℓ 2 -Wasserstein distance between the distributions P π and P ν , denoted by W (P π , P ν ), is the optimal value of the following linear programming problem
while an optimal solution {Z * ij } of the problem (1) is called the optimal matching weights between support points x π i and x ν j (or the optimal coupling for P π and P ν ). For a given set of discrete distributions P t , t = 1, 2, . . . , N and the number of clusters K, where
. . , n t , the goal of D2-clustering is to seek a set of centroid distributions Q * = {Q s, * , s = 1, 2, . . . , K} such that
where
Similarly as in Kmeans, D2-clustering also alternates the optimization of the centroids and the assignment of each instance to the nearest centroid, whose iteration steps are described as follows.
Algorithm 1 (D2-Clustering)
Initialize: Initialize the set of centroids {Q 1,0 , Q 2,0 , . . . , Q K,0 }.
end for
end for end For Return the index set {l 1,k , . . . , l N,k } and the set of centroids {Q 1,k , . . . , Q K,k }.
The major computation challenge in Algorithm 1 is to compute an optimal centroid distribution, called Wasserstein barycenter, for each cluster at each iteration. Different from K-means, the optimal centroid distribution in (4) does not have a closed form. In fact, it is intractable since as will be shown later, the problem (4) is actually a nonconvex program in which the number of decision variables m N t=1 n t quickly becomes very large even for a rather small number of distributions containing only 10 support points each.
PAM method for computing the centroid distribution
Suppose that we have a set of discrete probability distributions {P t : t = 1, 2, . . . , N },
. . , n t for t = 1, . . . , N and N is the sample size for computing a Wasserstein barycenter. The problem (4) is to find an optimal centroid Q * with respect to the support points and the associated probabilities among all discrete probability distributions Q = {(x 1 , w 1 ), . . . , (x m , w m )} such that
For each t ∈ {1, 2, . . . , N },
The optimization problem (5) actually takes the following form
The LP solvers developed in [27, 30, 29] are solving the problem (6) with a fixed x.
By using the indicator functions δ Σt and δ ∆ , the problem (6) can be written in the following compact form
The problem (6) or (7) has a nonconvex objective function although its feasible set is convex. Hence, generally one can only expect to obtain a desirable stationary point. The objective function of (7) has a desirable coupled structure, that is, when one of the decision variables x and Z is fixed, it becomes a solvable convex program. Motivated by this, we solve the problem (7) in an alternating way. The iterations are as follows. 
(S.2) Compute the unconstrained strongly convex quadratic program
, and go to (S.1).
Remark 3.1 (i) Algorithm 3.1 is well defined since each subproblem has a unique optimal solution. In particular, from the optimality condition of (9), it is easy to obtain
This shows that the main work of Algorithm 3.1 in each iterate is the solution of (8).
(ii) Since the gradient of the objective function in (7) is not globally Lipschitz continuous, we here introduce a proximal strategy instead of a majorization technique as in [28] for each block subproblem. The quadratic proximal term
ensures that a strongly convex QP instead of an LP subproblem is solved at each iteration. Since the former has much better stability than the latter, its solution is much easier.
(iii) If at the (k + 1)th iteration w k i = 0 for some i ∈ {1, . . . , m}, it necessarily holds that
From the nonnegativity of Z t,k+1 , it then follows that Z t,k+1 ij = 0 for each j = 1, . . . , n t and t = 1, 2, . . . , N . Together with formula (10), we have x i . means the ith row of the matrix Z t,ν , and consequently one may delete the decision variables Z i . ∈ R 1×n , w i ∈ R and x i ∈ R d of the problem (8).
For Algorithm 3.1, it is natural to introduce Nesterov's acceleration technique [16] , and then the iteration steps of the accelerated version are described as follows. (S.1) Compute the following strongly convex optimization problems
. Compute
Remark 3.2 In Algorithm 3.2, the extrapolation technique is only imposed on the xpart instead of all decision variables as in [28] , because preliminary tests indicate that the acceleration of the (Z, w)-part does not bring the notable improvement on Algorithm 3.1.
Convergence analysis of Algorithm 3.1
In this section, by following the analysis technique in [1] , we establish the global convergence of the sequence {(Z k , w k , x k )} k∈N generated by Algorithm 3.1 to a stationary point (Z * , w * , x * ) of the problem (6) or (7). For any
where, for each t ∈ {1, 2, . . . , N }, Γ t := (Z t , w) ∈ R m×nt × R m | Z t e − w = 0 . Clearly, the extended-valued objective function of the problem (6) or (7) takes the form of
The following lemma provides a characterization for the set of stationary points critΨ, which by Remark 2.2 is precisely the set of directional stationary points for (6).
Lemma 4.1 The point ( Z, w, x) ∈ critΨ if and only if the following conditions hold
where ∂ Z g(·, ·) and ∂ w g(·, ·) are the partial subdifferential of g w.r.t Z and w, and
Proof: By the definition of critΨ, ( Z, w, x) ∈ critΨ if and only if 0 ∈ ∂Ψ( Z, w, x). By using [20, Exercise 8.8 ] and the continuous differentiability of f , from (13) we have
which implies the first part of the conclusions. Notice that the problem (6) has a nonempty feasible set; for example, with w 0 = In what follows, we study the properties of the sequence {(Z k , w k , x k )} generated by Algorithm 3.1. First, we establish the sufficient decreasing of the sequence {(Z k , w k , x k )}. Lemma 4.2 Let {(Z k , w k , x k )} k∈N be the sequence generated by Algorithm 3.1. Then, (i) the sequence {Ψ(Z k , w k , x k )} k∈N is nonincreasing, and moreover, for each k ∈ N,
(ii)
(iii) The sequence {(Z k , w k )} k∈N is bounded. If, in addition, the following level set
is bounded, where f is defined by (12) , then the sequence {x k } is also bounded.
Proof: (i) By the definition of (Z k , w k ) and the feasibility of (Z k−1 , w k−1 ) to (8),
In addition, from the definition of x k , it immediately follows that
From the last two inequalities, we obtain the desired result.
(ii) From part (i) and the definition of the function Ψ, for each k ∈ N it holds that
This inequality particularly implies that for any
By taking the limit k ′ → ∞, the desired result follows from the last inequality.
(iii) From the iteration steps of Algorithm 3.1, we have {Z t,k } ⊆ Σ t for each t = 1, . . . , N and {w k } ⊆ ∆. This shows that {(Z k , w k )} k∈N is bounded. From part (i) it follows that
Remark 4.1 For the sequence generated by Algorithm 3.2, now we can not achieve the decreasing of the objective value sequence {Ψ(Z k , w k , x k )} k∈N . This hinders us to obtain its global convergence, and we will leave this for a future research topic.
For convenience, in the rest of this section, we write
The following lemma provides a subgradient lower bound for the iterate sequence. 
If the level set L f (Z 0 ,x 0 ) of f is bounded, then there exists a constant M > 0 such that with a = max 1≤t≤N max 1≤j≤nt a t j ,
Proof: By the optimality conditions of the problems (8) and (9), it is easy to obtain
where the function g is defined by (12) . Together with the expression of Ψ, we have
From the expression of A k Z and the relation u − v 2 ≤ 2 u 2 + 2 v 2 , it follows that
for each i = 1, . . . , m and j = 1, . . . , n t , it holds that
Substituting the inequality (20) into (19) yields that
Together with the expressions of A k w and A k x , the desired result follows. ✷ By Lemma 4.2 and 4.3, we are in a position to establish a weak convergence result, which states the distance of {U k } k∈N to the set of limit points approaches to 0 as k → ∞. Proposition 4.1 Let {U k } k∈N be the sequence generated by Algorithm 3.1, and denote by ω(U 0 ) the set of limit points of the sequence {U k } starting from U 0 . Suppose that the level set L f (Z 0 ,x 0 ) of f is bounded. Then, the following assertions hold.
(i) ∅ = ω(U 0 ) ⊂ critΨ, and consequently lim k→∞ dist(U k , ω(U 0 )) = 0.
(ii) The extended-valued cost function Ψ is finite and constant on ω(U 0 ).
Proof: (i) By Lemma 4.2(iii), the sequence {U k } k∈N is bounded, which implies that ω(U 0 ) = ∅. Let U * = (Z * , w * , x * ) be an arbitrary point from ω(U 0 ). Then there is a subsequence {(Z kq , w kq , x kq )} q∈N such that (Z kq , w kq , x kq ) → (Z * , w * , x * ) as q → ∞. By , w kq , x kq ) . By Remark 2.1, we only need to argue that lim q→∞ Ψ(Z kq , w kq , x kq ) = Ψ(Z * , w * , x * ). Since the function Ψ is lsc,
In addition, from the feasibility of (Z kq , w kq ) and (Z * , w * ) to the problem (8), we have
Taking the limit q → ∞ and using Lemma 4.2(ii) immediately yields that
where the first inequality is due to (15) , and the second one is using inequality (22) , the limits (Z kq , w kq , x kq ) → (Z * , w * , x * ) and (Z kq−1 , w kq−1 , x kq−1 ) → (Z * , w * , x * ), and the continuity of f . Along with (21), we obtain lim q→∞ Ψ(Z kq , w kq , x kq ) = Ψ(Z * , w * , x * ).
(ii) Let U * = (Z * , w * , x * ) be an arbitrary point from the set ω(U 0 ). There is a subsequence {(Z kq , w kq , x kq )} q∈N such that (Z kq , w kq , x kq ) → (Z * , w * , x * ) as q → ∞. From the proof of part (i), we have lim q→∞ Ψ(Z kq , w kq , x kq ) = Ψ(Z * , w * , x * ). On the other hand, by Lemma 4.2(i) and the nonnegativity of Ψ, the sequence {Ψ(Z k , w k , x k )} k∈N is convergent, and denote its limit by ̟ * . The two sides imply that Ψ(Z * , w * , x * ) = ̟ * . Hence, the cost function Ψ is finite and constant on ω(U 0 ). ✷ In order to strengthen the convergence result of Proposition 4.1, we need to take a closer look at the KL property of the extended valued objective function Ψ.
Lemma 4.4
The function Ψ is semialgebraic, and hence it satisfies the KL property with φ(s) = cs 1−θ for some c > 0 and θ ∈ [0, 1)∩ Q, where Q is the set of all rational numbers.
Proof: Recall that Ψ(Z, w, x) = f (Z, x) + g(Z, w) for any (Z, w, x) ∈ R m×n × R m × R md , where f and g are the functions defined by (12) . Since g is an indicator on a polyhedral set which is clearly semialgebraic, g is semialgebraic by [1, Section 4.3] . Notice that
which is a polynomial function. Hence, f is also semialgebraic. Since the sum of two semialgebraic functions is also semialgebraic, the function Ψ is semialgebraic. The second part of the conclusions follows from [3] . The proof is completed. Theorem 4.2 Let {U k } k∈N be the sequence generated by Algorithm 3.1. Suppose that the level set L f (Z 0 ,x 0 ) of f is bounded. Then, the following assertions hold.
(i) The sequence {U k } k∈N has a finite length, i.e.,
(ii) The sequence {U k } k∈N converges to a critical point U * = (Z * , w * , x * ) of Ψ.
Numerical experiments
We shall apply Algorithm 3.1 and its accelerated version (Algorithm 3.2) for computing a Wasserstein barycenter of discrete probability distributions with unknown sparse finite supports, and compare its performance with that of the three-block B-ADMM in [31] on synthetic data and real data from USPS 1 and MNIST 2 , and BBC News 3 . Table  1 summarizes the basic information on the datasets, where N is the data size, d is the dimension of the support vectors, and m is the number of support vectors in a barycenter. All numerical results are computed by a desktop computer running on 64-bit Windows Operating System with an Intel(R) Core(TM) i7-7700 CPU 3.6GHz and 16 GB RAM.
Implementation of the PAM method
As mentioned in Remark 3.1, the major computation work of Algorithm 3.1 and 3.2 at each iteration is solving a strongly convex quadratic program of the following form
. . , N . Define the linear mappings
After an elementary calculation, the dual of the problem (23) takes the following form
Due to the large scale, the state-of-art-software such as the interior point method is not applicable to (23). Here we shall develop a tailored semi-proximal ADMM (sPADMM), which is an extension of the classical ADMM designed by Glowinski and Marroco [10] and Gabay and Mercier [11] . For a given β > 0, the augmented Lagrangian function of (23) is given by
With the function L β , the iteration steps of the sPADMM are described as follows.
Algorithm 2 sPADMM for solving the subproblem (23)
Initialize: Choose β > 0 and τ ∈ (0,
2 ). For t = 1, . . . , N , let S t,k : R m×nt → R m×nt be a self-adjoint positive semidefinite linear map such that α k I + βA t + S t,k 0, where A t (X) := Xee T for X ∈ R m×nt . Choose an initial (w 0 , λ 0 ) ∈ R m × R mN . Set ν = 0.
Step 1. Compute the following optimization problems
Step 2. Update the Lagrange multiplier by the formula
Step 3. Set ν ← ν + 1, and then go to Step 1.
By the definition of the linear mapping A t : R m×nt → R m×nt , its spectral norm satisfies A t ≤ ee T ≤ n t . This means that σ t = α k + βn t satisfies the requirement. In the subsequent numerical experiments, we always choose such S t,k .
(ii) For the global convergence and the linear rate of convergence of Algorithm 2, the reader may refer to [9, 12] ; and for its ergodic iteration complexity, may refer to [22] .
(iii) By the definition of L β and the choice of S t,k in part (i), for each t = 1, . . . , N ,
By the definitions of Σ t and ∆, clearly, both Z ν+1 and w ν+1 have a closed form, which means that the computation work of Algorithm 2 at each iteration is tiny.
By the optimality conditions, the accuracy of an approximate optimal solution (Z, w, λ)
of (23) and (24) is measured via η = max{η P , η gap } with η P = max(η Z , η w , η Z,w ) where
In each iteration of Algorithm 3.1 or 3.2, we run Algorithm 2 until max(η P , 0.1η gap ) ≤ ǫ k , where ǫ k varies with the iterates of Algorithm 3.1 or 3.2. Specifically, we update ǫ k by
We terminate Algorithm 3.1 and 3.2 at (Z k+1 , w k+1 , x k+1 ) if η Z k+1 ,w k+1 ≤ 3×10 −5 and
where y k = x k for Algorithm 3.1 and y k = x k for Algorithm 3.2. By Lemma 4.1, the error on the left hand side of the last inequality actually measures the approximate accuracy of (Z k+1 , w k+1 , x k+1 ) as a stationary point of the problem (7).
For the parameter ρ k , since preliminary tests show that a varying ρ k does not improve the performance of Algorithm 3.1 and 3.2, we set ρ k ≡ 10 −5 . For the parameter α k in Algorithm 3.1 or 3.2, we update it by the following rule with α 0 = 100 and α = 10 −8
where y k = x k for Algorithm 3.1 and y k = x k for Algorithm 3.2. As shown in Figure 1 below (the time and objective value curves are plotted by using the data from Example 5.2), the varying α k can reduce the time much without worsening solution. 
Numerical comparisons with three-block B-ADMM
We shall compare the performance of the PAM method with that of the three-block B-ADMM in [31] for computing the barycenter of discrete distributions with unknown sparse finite supports. We first give a brief introduction to the three-block B-ADMM.
Remark 5.2 As discussed in [31] , the three subproblems (28a)-(28c) have a closed form solution, which means that the computation work of the B-ADMM at each iteration is tiny. Now it is unclear whether the three-block B-ADMM is convergent or not. As mentioned in the introduction, the direct extension of the classical ADMM to the three-block case can be divergent, not to mention the three-block B-ADMM for solving the nonconvex (27).
Numerical comparisons with 3-block B-ADMM
We test the performance of Algorithm 3.1 and 3.2 and 3-block B-ADMM for computing Wasserstein barycenter of discrete probability distributions from synthetic and real data in Table 1 . For Algorithm 3.1 and 3.2, we use the parameters and the stopping criterion described as in Subsection 5.1, and for 3-block B-ADMM we adopt its default setting. In the subsequent experiments, we report the computing time in seconds required by three methods and the objective value (objval) and the infeasibility measure (pinfeas) of the solution yielded by them. Notice that each iterate (Z k , w k , x k ) yielded by three methods satisfies the feasibility constraint (Z t ) T e − b t = 0, t = 1, 2, . . . , N . Hence, we use
to denote the infeasibility measure, where (Z f , w f , x f ) means the final iterate. In addition, for all test examples, we run the three methods from the same (Z 0 , w 0 , x 0 ).
First of all, we compare the performance of three algorithms on synthetic data.
Example 5.1 We generate a set of 10,000 discrete probability distributions in the same way as [31] does, in which the support vectors are generated by sampling from a multivariate normal distribution and adding a heavy-tailed noise from the student's t-distribution. In particular, the infeasibility of the former is about 10 −2 less than that of the latter.
Example 5.2
We generate a set of 2, 000 discrete probability distributions with sparse finite supports, obtained by clustering pixel colors of images as [14] doing. 
Example 5.3
We obtain a set of 510 discrete distributions from BBC News dataset. The average number of support points is around 25 and the dimension of every support is 400. The texts are treated as a bag of "words", where the support vector is the vocabulary of the whole document and the weight corresponds to the appearing frequency of words. Finally, we compare the performance of three algorithms on two large-scale real data.
Example 5. 4 We obtain a set of 1,100 discrete distributions from USPS Handwritten Digits and the average number of support points is around 90, and a set of 1,010 discrete distributions from MNIST Handwritten Digits and the average number of support points is around 160. The digit images are treated as normalized histograms over the pixel locations covered by the digits, where the support vector is the 2D coordinate of a pixel and the weight corresponds to pixel intensity. Table 3 reports the numerical results of the three methods for the two real data from Example 5.4. We see that 3-block B-ADMM not only requires about twice computing time of Algorithm 3.1 and 3.2, but also its infeasibility is at least 10 times higher than that of the latter. For MNIST Handwritten, the objective value yielded by 3-block B-ADMM is a litter lower than those yielded by Algorithm 3.1 and 3.2, which is reasonable since the infeasibility of the former is much higher than that of the latter. From the above numerical comparisons, we conclude that Algorithm 3.1 and 3.2 are noticeably superior to 3-block B-ADMM in terms of the computing time and the infeasibility measure. For those large-scale problems, say Example 5.4, the former reduces about a half of the time for the latter. Moreover, the former yields comparable even a little better objective values. In addition, unlike in the convex setting [23] , the accelerated technique has no remarkable improvement on the computing time of Algorithm 3.1.
Conclusions
We have developed a globally convergent PAM method for computing an approximate Wasserstein barycenter with unknown supports by designing a tailored semi-proximal ADMM for solving the strongly convex QP subproblems. Numerical comparisons with 3-block B-ADMM on synthetic and several classes of real data show that the proposed PAM method has a significant advantage in reducing the computing time for those largescale problems. In our future research work, we will focus on the application of the PAM method in the D2-clustering for large-scale image and document data.
