Abstract-In this paper, we present a toolbox for structured model reduction developed for MATLAB. In addition to structured model reduction methods using balanced realizations of the subsystems, we introduce a numerical algorithm for structured model reduction using a subgradient optimization algorithm. We briefly present the syntax for the toolbox and its features. Finally, we demonstrate the applicability of various model reduction methods in the toolbox on a structured massspring mechanical system.
I. INTRODUCTION
Recent developments in control engineering and communication networks have enabled us to construct large-scale engineering or physical systems, such as smart grids and intelligent transportation systems, that are intertwined with our daily life. These systems are, most often, composed of several smaller units that are interconnected to each other through their dynamics, controllers, or performance criteria. The interconnection patterns are, typically, governed by the physical characteristics of the system and the geographical distribution of its subsystems. Since, most often, these systems are scattered across vast areas, the interconnection pattern is structured and carries valuable insights about the weaknesses and the strengths of the system. Because of the large scale of these systems, it is desirable to develop model (order) reduction methods that can reduce the order of the system while preserving the original interconnection between the subsystems (to not sacrifice the mentioned insights).
Model reduction has been extensively studied in the past [1] - [3] , however, most of these methods do not preserve the interconnection structure between the subsystems. Therefore, several studies have specifically focused on structured model reduction. An early study in [4] proposes a heuristic method for frequency-weighted model reduction. Note that the frequency-weighted model reduction can be seen as a structured model reduction for serial interconnection patterns. The idea was later generalized to feedback interconnection patterns in [5] . These ideas were generalized to structured model reduction with arbitrary static networks in [6] , [7] and with dynamic networks in [8] . Generalized structured Gramians were introduced using linear matrix inequalities and used for structured model reduction in [9] , [10] . When using generalized structured Gramians, bounds on the reduction error were provided [8] , [10] , however, the existence of generalized structured Gramians cannot be guaranteed unless in special cases [11] In this paper, we present a structured model reduction toolbox for MATLAB. To describe the toolbox properly, we first survey various structured model reduction algorithms in the literature. We start with model reduction methods using the balanced realizations. For extracting the balanced realizations of the subsystems, we use the structured Gramians. The structured Gramians are calculated heuristically by extracting the block-diagonal entries of regular controllability and observability Gramians. We later use the generalized structured Gramians to construct the balanced realizations. The generalized structured Gramians are extracted using linear matrix inequalities. Bounds on the reduction error for balanced truncation using generalized structured Gramians are presented. Considering that these methods do not provide (sub)optimal reduced systems, we present a numerical method using subgradient optimization algorithm. The numerical algorithm builds upon H ∞ synthesis results in [12] . After presenting the methods, we present a brief description of the toolbox and its syntax. We also demonstrate the applicability of the included structured model reduction methods on a structured mechanical system. The rest of the paper is organized as follows. In Section II, we present a mathematical framework for presenting interconnected systems and formulate the structured model reduction problem. In Section III, we survey the model reduction methods using the balanced realizations of the subsystems. Model reduction using the subgradient optimization algorithm is presented in Section IV. Finally, we present the numerical example in Section V and conclude the paper in Section VI.
A. Notation
Let N and R denote the sets of natural and real numbers. Furthermore, define q = {1, . . . , q} for any q ∈ N. Let the Hardy space H ∞ be the space of complex Lebesgue measurable functions that are analytic and bounded in the right half plane {s ∈ C | Re(s) > 0}. For all G(s) ∈ H ∞ , we define the H ∞ -norm as G(s) ∞ = sup ω∈R σ max (G(jω)), where σ max (·) denotes the largest singular value of a complex matrix. Moreover, let RH ∞ be the set of proper rational functions with real coefficients in H ∞ . For a rational transfer function G(s), deg(G(s)) denotes its McMillan degree. Finally, the set of symmetric positive semidefinite matrices in R n×n is denoted by S n + .
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Interconnected Systems
Here, we present a framework for representing interconnected systems. We follow the convention in [8] to represent interconnected systems as the feedback form in Fig. 1 . Let G(s) contain the transfer functions of q ∈ N subsystems as its block-diagonal entries
where
pi×mi for m i , p i ∈ N is the transfer function of subsystem i ∈ q . For each i ∈ q , we assume
, and D i ∈ R pi×mi for some n i ∈ N. Clearly, we have
The augmented input and output vector of subsystems are, respectively, u(t) ∈ R m and y(t) ∈ R p . Moreover, let w(t) ∈ R m and z(t) ∈ R p be the external inputs and outputs. The network is modelled using N ∈ R (p +p)×(m +m) as
Note that the assumption that the network is static is without loss of generality as one can always absorb the network dynamics into the subsystems or introduce additional subsystems. The transfer function matrix of the complete interconnected system is given by the lower linear fractional transformation
We make the following assumption throughout the paper.
In general, model reduction problems are traditionally defined for stable systems due to various reasons. Firstly, the controllability and observability Gramians, that are typically used for balanced realization methods, are not well-defined for unstable systems. Secondly, and more importantly, model reduction of the anti-stable part of the systems (i.e., the part of the system that contains only the unstable poles) is not meaningful as the outputs of two antistable systems that do not have the same transfer function drift arbitrarily apart even when excited with the same input. Therefore, we do not address structured model reduction for unstable closed-loop systems.
y(t) Fig. 1 . The interconnected systems. The subsystem transfer functions to be reduced (G i (s)) n i=1 are stored in the block-diagonal transfer function G(s). The network structure is captured by the matrix N .
B. Model Reduction Problem
To extract the reduced system, we propose solving the optimization problem
where r i ≤ n i is the order of the reduced subsystem i ∈ q . Note that this optimization problem is, generally, nonconvex [13] . Therefore, several heuristic methods have been proposed to find "good" solutions. In the next section, we review some of these methods. Subsequently, we propose a numerical algorithm using a subgradient optimization algorithm to find a locally optimal solution. These methods are all implemented in the toolbox.
III. STRUCTURED BALANCED TRUNCATION AND SINGULAR PERTURBATION First, we define the structured Gramians and the generalized structured Gramians. Then, we introduce the balanced truncation and singular perturbation using these Gramians.
A. Structured Gramians
In this subsection, we make the following assumption. ASSUMPTION 2: The state-space representation of the closed-loop system (A, B, C) is minimal.
Let the regular controllability Gramian P ∈ R n×n and the regular observability Gramian Q ∈ R n×n of the overall system F(N, G(s)) be calculated as the unique positive definite solutions of the Lyapunov equations
We can use these regular Gramians to balance the overall system and reduce its dimension [3] , however, doing so, we will lose the inherent structure of the system. Therefore, we need to define structured Gramians. Considering the order of the subsystems, we may decompose the regular Gramians as
where P ij , Q ij ∈ R ni×nj for all i, j ∈ q . The matrices P = diag(P 11 , . . . , P) and Q = diag(Q 11 , . . . , Q) are, respectively, the structured controllability and observability Gramians for the interconnected system.
B. Generalized Structured Gramians
The generalized structured Gramians (introduced originally in [14] for uncertain model reduction) can be extracted from semi-definite programming problems
+ , ∀i ∈ q , Unfortunately, the generalized structured Gramians may not exist in general unless focusing on specific categories of systems, e.g., the subsystems are strictly positive real [11] .
C. Balanced Realization
Now, for each i ∈ q , we may find a transformation T i so that
+ , where P ii and Q ii are the block-diagonal entries of either the structured Gramians or the generalized structured Gramians. We assume that the transformation T i is chosen to guarantee that the diagonal entries of Σ i appear in a descending order. This is without loss of generality as we can always switch the order of the columns in the transformation T i to achieve such a property. The structured Hankel singular values for subsystem i ∈ q can be computed as
. Now, we may find the corresponding state-space representation for this transformation as
In what follows, we use this balanced realization to extract the reduced subsystems.
D. Balanced Truncation
We may decompose the model matrices of the balanced subsystem i ∈ q as
with r i ∈ N so that r i ≤ n i . Following this, we can easily calculate the truncated subsystem i ∈ q aŝ
A nice property of the balanced truncation is that the reduced system and the original system behave similarly for high frequencies, that is, F(N,Ĝ(∞)) = F(N, G(∞)) [15] .
If we use the structured Gramians in Subsection III-A, we cannot guarantee a good performance or even informative upper bounds on the reduction error (see Theorem 2 in [8] ). However, upon using the generalized structured Gramians in Subsection III-B, we get the following intuitive bounds on the quality of the reduced model.
, wherê G i (s), i ∈ q , is the truncated subsystem extracted from the balanced realization using the generalized structured Gramians. Then,
This bound provides us with a simple procedure for finding an appropriate order for the reduced subsystem. First, we rank the Hankel singular values of each subsystem {σ i,j } ni j=1
in a descending order. Then, we may select the order of the reduced system by selecting the index after which there is a significant drop in the value of the singular values.
E. Singular Perturbation
Using the singular perturbation, the reduced subsystem i ∈ q is given bŷ
A nice property of the singular perturbation is that the reduced system and the original system behave closely for low frequencies, that is, F(N,Ĝ(0)) = F(N, G(0)) [15] .
Note that since, in an interconnected system, the other subsystems act as a low-pass filter for any given subsystem if the subsystems are all strictly proper (i.e., they have no direct term), matching the behavior of a subsystem at low frequencies might result in a better closed-loop performance (as the high frequencies are filtered out anyhow and, hence, match each other perfectly). Therefore, using singular perturbation in structured model reduction is, heuristically, better justified.
IV. STRUCTURED MODEL REDUCTION USING SUBGRADIENT OPTIMIZATION
Model reduction using structured Gramians is a heuristic and, although very useful, it can fail occasionally. The standard balanced truncation algorithm (without the structure) has no H ∞ optimality property either. Moreover, model reduction methods using generalized structured Gramians can give solutions that are potentially far from the optimal solution. In addition, there is also no guarantee that, in general, the generalized structured Gramians even exist. Hence, in this section, we use a subgradient optimization algorithm to improve the quality of the heuristic solutions.
To do this, we use the methodology introduced in [12] to compute (sub)optimal H ∞ control laws using a subgradient optimization algorithm.
We can rewrite the error transfer function F(N, G(s)) − F(N,Ĝ(s)) as a feedback interconnection, where all the decision variables (Â,B,Ĉ,D) , i.e., the model matrices of the reduced subsystems, are in the feedback gain. This is portrayed in Fig. 2 . Here, r = r 1 + · · · + r q denotes the total order of the reduced subsystems. By definition (of the presented feedback interconnection), we have F(N, G(s)) − F(N,Ĝ(s)) = F(P (s), Φ). Now, following the results of [12] , we can easily construct the subdifferentials ∂ Φ F(P (s), Φ) ∞ . To keep the matricesÂ,B,Ĉ, andD block-diagonal (so as to preserve the subsystems and their interconnection structure), we should use the projected subgradients
Here, X • Y denotes the Hadamard product, also known as the element-wise product, of matrices X and Y with appropriate dimensions. Now, we can propose a numerical algorithm to construct a locally optimal reduced system by moving in the opposite direction of this projected subgradients. Such a numerical algorithm is discussed in length in Section VI.F in [12] .
V. NUMERICAL EXAMPLE
Let two elastic masses be interconnected by a linear spring with constant k = 10 as in Fig. 4 . The first mass model, G 1 (s), takes the forces u 1,1 (t) and u 1,2 (t) as inputs and provides its positions as an output y 1 (t). Similarly, the second mass model, G 2 (s), takes the force u 2 (t) as an input and provides its positions as an output y 2 (t). These models are of high degree as they are discretized partial differential equations of elastic bodies, i.e., deg(G 1 (s)) = 8 and deg(G 2 (s)) = 10. The Bode magnitude plots of these systems 1 are shown in Fig. 5 . The models are interconnected with a linear spring, and the mapping of interest (the transfer function from the external input to the external output) could be how the force w(t) = u 1,1 (t) maps to the two positions z(t) = y 1 (t) y 2 (t) . The network is, hence, modeled as , are marked with '×'. For instance, these structured singular values show that the order of the second subsystem can be reduced to 6 without sacrificing the performance (i.e., preserving a similar input-output behavior). Table I shows the model reduction error F(N, G(s)) − F(N,Ĝ(s)) ∞ for various selections of r 1 and r 2 , i.e., the order of the reduced subsystems, when using the balanced truncation with structured Gramians. We can evidently see that reducing the order of the second subsystem to 6 does
Structured ModeL reductIon (SiMpLIfy) Toolbox
SiMpLIfy is a MATLAB toolbox for structured model reduction of interconnected systems. The user guide and the m-files for this toolbox can be found in http://simplifytoolbox.tumblr.com/. There are also several demos, including the numerical example in this paper, attached to the toolbox files. In what follows, we briefly introduce the syntax for using this toolbox in the context of the mass-spring mechanical example utilized in this paper. The first step is to construct an interconnected system as an instance of a 'SystemNetwork' class defined in the toolbox as In this example, 'iedges', 'einedges', 'eoutedges', and 'eedges' list, repsectively, the edges between interal outputs and internal inputs, the edges between external inputs and internal inputs, the edges between internal ouputs and external outputs, and the edges between external inputs and external outputs. See Fig. 3 for a visualization of these edges. Moreover, 'G1' and 'G2' are the transfer functions of the first and the second subsystems. Now, we may use the following command to visualize the Hankel singular values and to compare them with regular Hankel singular values
>> compareHankels(systemNetwork)
To reduce the order of the subsystems, we can use balanced reduction with structured Gramians as >> red=balancedNetworkReduction(systemNetwork, [6 3 
])
We may also use the following command to extract the reduced subsystems using singular perturbation red = balancedNetworkReduction(systemNetwork, [6 3] ,'ReductionMethod','perturbation') This command construct subsystems of orders 6 and 3, repsectively. After the reduction, the subsystems can be extracted using the commands >> red.extractSubsystem(1) >> red.extractSubsystem (2) Finally, we can improve the quality of the reduced models by using the subgradient optimization algorithm as
>> optred=improveNetworkReduction(systemNetwork,red)
This command supplies the preliminary reduced model 'red', extracted from the balanced truncation, as an intial point to the numerical algorithm. We invite the interested readers to check the user guide developed for the toolbox to learn about all the other implemented algorithms. We have also included 'testMechSystem.m' in the toolbox for creating this mechanical system and reducing it. Fig. 3 . The network structure for the mechanical system. The nodes G1 and G2 denote the subsystems. The internal inputs (the inputs of each subsystem) are numbered sequentially in red color. The internal outputs (the outputs of each subsystem) are numbered sequentially in cyan color. The external inputs (the inputs of the overall interconnected system) are numbered sequentially in blue color. Finally, the external outputs (the outputs of the overall interconnected system) are numbered sequentially in green color. The solid curves portray the edges between internal inputs, internal outputs, external inputs, and external outputs. The weights on the edges are displayed only if they are not equal to identity. Notice that if more than one edge is going to an input, implicitly, we mean that these edges are summed together before being fed to that input. not introduce much error, which certifies our intuition from the structured Hankel singular values. Because the structured Gramians give heuristic reduction methods, we cannot expect a stable interconnected system with the reduced subsystems. This is evident from the last column of Table I .
To improve the quality of the reduced models, we can use the model reduction methods using subgradient optimization algorithm. We initialize this numerical algorithms with the reduced model from the balanced truncation with structured Gramians. Table II shows the reduction error F(N, G(s))− F(N,Ĝ(s)) ∞ for various selections of r 1 and r 2 in this case. We can easily see that the results of this algorithm are much better than the ones extracted from the balanced truncation with structured Gramians. The reduction error is also portrayed in Fig. 7 for various orders. If we were to recover the global optimum (with the optimization algorithm), the reduction error would have been a decreasing function of the order. However, although the error is mostly decreasing with increasing the orders, this not true for all cases, which is because the proposed algorithm at best recovers a local optimum.
VI. CONCLUSIONS
We presented a toolbox for structured model reduction in MATLAB. It contains model reduction algorithms based on balanced truncation and singular perturbation. To construct the balanced realization of the subsystems, we use structured Gramians and generalized structured Gramians. The latter resulted in bounds on the reduction error. We also proposed a model reduction algorithm using a subgradient optimization algorithm. The algorithms were compared on a structured mechanical system. Future research can focus on extending the modules in the toolbox to admit uncertain models and/or parameter-dependent ones.
