Support Vector Machines (SVMs) have successfully shown efficiencies in many areas such as text categorization. Although recommendation systems share many similarities with text categorization, the performance of SVMs in recommendation systems is not acceptable due to the sparsity of the user-item matrix. In this paper, we propose a heuristic method to improve the predictive accuracy of SVMs by repeatedly correcting the missing values in the user-item matrix. The performance comparison to other algorithms has been conducted. The experimental studies show that the accurate rates of our heuristic method are the highest.
INTRODUCTION
Rapid advances of the Internet and the World Wide Web have greatly facilitated the growth of online applications, such as distance learning, digital library, news on demand, e-commerce, etc. As the availability of these applications continues to increase, users face the tremendous work of retrieving interesting information that matches their preferences. Consequently, users are spending more and more time to search their desired targets and the searching has also drastically increased the consumption of system resources. According to workload analysis of HPLabs Media server [7] , where 79% of video files belong to a long video group (longer than 30 minutes), 77%-79% of media sessions last less than 10 minute long. This implies that many users are not interested in watching the selected videos completely. They may spend a lot of time to search interesting videos. The demand for efficient and effective tools to help users find their desired targets is required.
Recommender systems provide automated methods for users to search for interesting items with respect to users' preferences. The underlying techniques used in current recommender systems can be classified into collaborative filtering (CF) and content-based filtering (CBF). CF algorithms exploit similarities among users or items based on users' feedbacks. CBF systems, on the other hand, recommend items of interest to the active user by exploiting content information of the items already rated. Typically, a profile is formed for a user individually by analyzing information regarding the content of items, such as desired actors/actresses, title, and description, etc. Additional items can be inferred from this profile. In general, the content is difficult to analyze, thus CF algorithms are more successful in a broad range of areas, including recommending movies [20] , news [3] and research papers [11] .
According to [5] , CF algorithms can be categorized into memorybased and model-based algorithms. Memory-based [15] CF algorithms find neighbors for a new user (active user) and use neighbors' preferences to predict the unknown preferences of the active user. In contrast, model-based [5] CF algorithms first develop a model based on the historical data and then use the model to predict new preferences for users.
Current CF recommender algorithms suffer from a fundamental problem, called sparsity problem. Since the set of all possible available items in a system is very large, most users may have rated very few items, and, hence, it is difficult to find the active user's neighborhood with high similarity. As a result the accuracy of the recommendations may be poor.
A lot of researches have been launched to improve the quality of recommendation systems. Machine learning is a standard paradigm of predicting ratings and preferences for users' interests by casting the prediction problem as a classification problem. Compared to other machine learning methods, support vector machines (SVMs) can be analyzed theoretically using concepts from computational learning theory, and at the same time they have been successfully applied to many applications, such as text classification [8] , image classification [19] , and face recognition [14] . Some characteristics of recommender systems are shared by text categorization. For example, a text document is represented by a vector of word occurrences in the document, and, similarly, a user (corresponding to a document) can be represented by a vector using the user's ratings as its elements. The success of SVMs in Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. text categorization naturally leads to its possible extension to recommender systems. However, the standard SVM classifier is not very successful [22] when it is applied in recommender systems due to the sparsity problem. A simple solution to the sparsity problem is default voting [5] which inserts default rating values for unrated items to increase the density of the user-item matrix. Normally, default voting uses neutral or negative preference value for those unrated items. This method, however, can mislead the classifiers in most cases.
In this paper, we address the sparsity problem by repeatedly estimating the missing ratings for the items which users have not rated. We first initialize these missing values with default values to provide enough training examples for learning machines, and, then, build classifiers based on these training examples. After the classifiers are obtained, those missing values are re-estimated. This procedure is repeated until the termination criterion is met. Our heuristic method is based on the smoothing SVM (SSVM) method [9] . We compare our heuristic method with item-based [22] and user-based [5] CF algorithms. The experimental studies show that our solution outperforms these algorithms.
The rest of the paper is organized as follows. Section 2 discusses user and item based algorithms. In Section 3, we describe some existing linear SVM classifiers. Our heuristic method is presented in Section 4. Experimental studies are presented in Section 5. Section 6 states the conclusion of the paper.
BASIC COLLABORATIVE FILTERING METHODS
Consider a recommendation system consisting of M users There is a particular user u a , called active user. The task of collaborative filtering is to predict the preference of the active user based on the opinions of a set of similar users. Each user u j has given opinions on a set of items j I and its opinion on item n is given as numeric rating jn x .
Note that j I can be empty. To predict the preference of the active user, we need to estimate its rating on item a n I ∉ . Let A be a user-item matrix, where the value of i-th row and j-th column is x ij . That is, 
Note that some elements in A are missing because the users have not rated the corresponding items. The predication task can now be treated as filling in those missing values [4] .
Memory-Based Collaborative Filtering
In memory-based collaborative filtering, this estimation depends on the active user's mean rate a x and ratings of its similar users (we also refer to them as u a 's neighbors). Based on the set of ratings by u j , we can define its mean rating as
Usually a closer neighbor u j to u a, should contribute a larger weight to the estimation. The weight can be measured by the similarity between two users. A widespread measure is the Pearson correlation coefficient which was first introduced in [15] . The weight that u j contributes to u a is defined as Once we have determined these weights, u a 's rating on item n, denoted by an p , can be predicted by
After the prediction on each item a n I ∉ , the system can recommend to the active user a list of items which are not in a I and have top ratings.
Model-Based Collaborative Filtering
Since memory-based algorithms seriously suffer from the sparsity problem, model-based approaches have been studied to overcome this problem by learning a model for predicting ratings of unobserved items. These approaches include item-based [16] , clustering [20] , and classification [2] , etc.
The item-based method assumes that users like to purchase items similar to those items they have selected in the history. To measure the similarity between two items, it first searches a set of users who have rated both of the two items, and, then, compute the similarity with some techniques. Let U in ={users who have rated both item i and n}.
The similarity of item i and item n is computed by
where u x is the average of the u-th user's ratings, that is
After the similarity computation, we can predict the preference of u a on item n. It is given as follows:
where S is the set of items similar to item n.
LINEAR SVM CLASSIFIERS
In this paper, we recast collaborative filtering as a classification problem. Based on its numeric rating, an item or a user can be classified into a corresponding class. There are two ways to cast the problem [1] . One way is to treat every item as a separate classification problem. Given an item n, one can build a classifier to predict which class the active user belongs to. Every user u j is represented as a vector in the feature space by using u j 's ratings on items other than n. A more common way to cast the classification problem is to treat every user as a separate problem [4] . One can build a classifier for the active user u a by using items as training instances. To be specific, training instance n is represented as a feature vector n x in which elements are ratings provided by other users. Without loss of generality, we consider the first user u 1 as the active user and u 1 has rated the first l items, that is, 1 {1,..., } I l = . Then, the feature vector of item ,1 , n n l ≤ ≤ is 2 3 ( , ,..., ) T n n n Mn x x x x = and its class label y n is rating 1n
x . We need to predict labels for all other feature vectors , 1 n x l n N + ≤ ≤ . For simplicity, we classify all items into two classes, for example, like and dislike. The class labels are denoted by +1 and -1, respectively. For multi-class problems, we can use the on-against-rest scheme.
A general notion of the above classification problem can be described as follows [6] [13] . Given a set of training data . P x y The goal is to estimate a function
such that it will correctly classify unseen data ( , ).
x y Errors in prediction will be penalized according to a loss function, i.e.
( ) ( , ( ))
0 otherwise
Hence, the best prediction function is the one minimizing the expected error ( ) ( , ( )) ( , ) R f c y f x dP x y = ∫ . However, distribution ( , ) P x y is unknown. In this case, empirical error is defined (based on the observations): where R is the radius of the smallest ball enclosing the data [13] . Thus, a large margin ρ results in a tight upper bound for R(f).
SVMs determine the hyperplane by maximizing the margin. One can solve the following optimization problem max 
Problem (6) is a quadratic programming, thus one can use a standard Lagrange multiplier technique to solve it [6] . However, the non-smoothness of cost function (1) makes the optimization problem more difficult.
To overcome this problem some smoothing methods can be used. In [22] , Zhang replaced the cost function (1) 
Another smoothing method, called Smoothing SVM (SSVM), is introduced in [9] . With this method, one can extend problem (7) to (N+1) dimensional space. In other words, ( , ) w b is treated as a variable in 1 N R + . Then, the standard format of a SVM problem can be converted into an equivalent unconstrained optimization problem as follows:
where 0 v > is a constant, γ denotes a column vector of ones, and
∈ is a matrix of feature vectors.
By introducing a smoothing functions
ln (1 ), 0 
A HEURISTIC METHOD
Due to the sparsity problem, most elements of feature vectors are empty. Learning machines will not do well based on these incomplete training instances. A straightforward method is to fill those empty elements in the user-item matrix with some default values, e.g., zeros or average ratings of the users. However, this method may mislead the learning machine because a user has not rated an item, it can be either the case that the user is not interested in it, or the case that the user is interested in it, but has not purchased the item yet. Furthermore, training a good learning machine needs a large number of training examples. In practice, only a few labeled data are available.
In this section, we present a SSVM-based heuristic (SSVMBH) method to overcome these problems by iteratively estimating missing elements in the user-item matrix A. For each element 
EXPERIMENTAL STUDIES
Our goal is to evaluate the performance of the above heuristic method in CF systems. The experimental studies include two parts. We first compare the performances of the SSVM and MLLS, and, then, compare our heuristic method with the userbased and item-based method.
Data Set
To compare the two SVM algorithms, we use five datasets obtained from the UCI repository: WPBC, Ionosphere, Cleveland Heart, Pima Indians, and BUPA Liver. For the second part of experimental studies, we use a dataset from MovieLens [12] . In this database, there are about 43000 users who have given ratings on 3500 different movies. Before the training process, some data, e.g., some users who just rated on very few movies and some movies which were rated by very few users, have to be cleaned out. The remaining data were randomly divided into training set and test set according to 80/20 ratio. We follow the experimental procedures introduced in [16] [22] . Two training set dataset A and dataset B were created.
Results
We use the average accurate rate to evaluate the predictive accuracy. Each data set is run 10 times with different random choices for the training data and test data. Mean values are computed over 10 experiments. All accurate rates of the two algorithms are shown in Table 1 . As we can see, the accurate rates of the SSVM are usually higher than those of the MLLS except the dataset WPBC (24 months). We note that it takes the SSVM a little longer training time than the MLLS. The reason is that the complexity of the SSVM is higher than that of the MLLS. It uses Newton method and Armijo linear search to solve problem (9) . It is well known that Newton method is quadratic. Also, we find that parameter v is critical to the accurate rates. According to our experimental studies, we fix it as 0.001 v = . In recommendation systems, the time of training a classifier is not critical because this process can be done off-line. Hence, we select the SSVM as the classifier of our heuristic method.
In the second part of our experimental studies, we will show the efficiency of the SSVMBH method by comparing it with the userbased, item-based, and SSVM algorithms aforementioned (all missing values are initialized with zeros). We still use the average accurate rate as a metric to evaluate the performance of algorithms. ε is selected as 0.005 in the entire experiment. Since we only consider binary classification problem in this paper, the accurate rates achieved by SSVMBH cannot be directly compared with the user-based and item-based algorithms. We re-assigned label +1 to the data with rating 4 or 5, and label 0 to the data with rating 1,2, or 3.
The results achieved by four algorithms for two datasets are given in Table 2 . As we can see, the accurate rates of the SVM methods are higher than the user-based and item-based approaches. The SSVMBH method outperforms all other approaches. The accurate rates of the SSVMBH method have been increased by about 3% compared with the SSVM method. Note that since we transformed all ratings from five ratings to 0 or 1, the accurate rates of the user-based and item-based are reasonable worse than the results reported in [16] . 
CONCLUSIONS
Using machine learning algorithms for recommendations is an interesting topic in collaborative filtering system. In this paper, we have proposed a SVM-based heuristic method to overcome the problem caused by the sparsity of user-item matrix. The feature vectors based on a sparse user-item matrix can mislead a learning machine and cause a bad result. In our heuristic method, we repeatedly estimated the missing values in the user-item matrix according to the results obtained from the previous iteration. We compared the SVMBH method with standard SSVM, user-based, and item-based algorithms. The performance data has shown that the accurate rates of the SVMBH method are higher than those of other algorithms.
