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Abstract
In [5], Kigami showed that a transient random walk on a deterministic infinite tree T induces its trace
process on the Martin boundary of T . In this paper, we will deal with trace processes on Martin boundaries
of random trees instead of deterministic ones, and prove short time log-asymptotic of heat kernel estimates
and estimates of mean displacements.
1 Introduction
Consider an infinite tree T and a transient random walk {Zn}n≥0 on T . The transient random walk
on T finally hits its Martin boundary, which is the collection of “infinities”. It is well-known that under
suitable assumptions, the transient random walk on T induces a Hunt process (equivalently a Dirichlet form)
on its Martin boundary M in the following way: let (E ,F) be the Dirichlet form associated with {Zn}n≥0 and
HARMT be its first hitting distribution (called the harmonic measure) to M started from a certain point in T .
By the theory of Martin boundaries, we have the map H which transforms functions on M into functions on
T in such a way that for a given function f on M , Hf is harmonic on T and has the boundary value f on M .
Then the induced form (EM ,FM ) on the Martin boundary M is given by
FM := {f ∈ L
2(M,HARMT ) : Hf ∈ F},
EM (f, g) := E(Hf,Hg) for f, g ∈ FM .
Since Hf solves the Dirichlet problem at “infinity”, (EM ,FM ) can be regarded as the trace of (E ,F) on M . In
[5], Kigami constructed a Hunt process {Xt}t>0 on M associated with (EM ,FM ) and obtained estimates of its
heat kernels pt(·, ·) for a deterministic tree. In particular, detailed two sided heat kernel estimates are obtained
when HARMT has the volume doubling property with respect to the intrinsic metric D on M , which will be
defined in Definition 2.14. We refer to [2] for the history and related topics.
We now give a classical example to which the above construction of jump processes is analogous. Consider
the reflected Brownian motion on the unit disc D := {(x, y) ∈ R2 ; x2 + y2 < 1}. Note that the corresponding
Dirichlet form (E,F ) is given by
E(u, v) :=
∫
D
(
∂u
∂x
∂v
∂x
+
∂u
∂y
∂v
∂y
)
dxdy,
F :=
{
u ∈ L2(D) ;
∂u
∂x
,
∂u
∂y
∈ L2(D)
}
.
Let H be an operator of taking the Poisson integral of a given function ϕ : ∂D→ R, which is defined as follows:
Hϕ(reiθ) :=
∫ 2pi
0
1− r2
1− 2r cos(θ − θ′) + r2
ϕ(θ′)dν(θ′),
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where ν is the normalized uniform measure on ∂D. Note that the probability measure ν coincides with the
hitting distribution on ∂D of the Brownian motion starting at 0 due to its rotation invariance. Now we define
a quadratic form (E∂D, F∂D) by
E∂D(ϕ, ψ) := E(Hϕ,Hψ),
F∂D := {ϕ ∈ L
2(∂D, ν) ; Hϕ ∈ F}.
It is well-known that (E∂D, F∂D) yields a regular Dirichlet form on L
2(∂D, ν), and it corresponds to the trace
process of the reflecting Brownian motion on ∂D. We remark that E∂D has the following explicit expression
known as the Douglas integral:
E∂D(ϕ, ψ) =
pi
4
∫ 2pi
0
∫ 2pi
0
(ϕ(θ) − ϕ(θ′))(ψ(θ) − ψ(θ′))
sin2( θ−θ
′
2 )
dν(θ)dν(θ′).
In the context of potential theory on Euclidean domains, the general analogue of the Douglas integral was
obtained in [4], where the kernel 1/ sin2( θ−θ
′
2 ) of E∂D is replaced by the Naim kernel which was introduced in
[13]. Later, in the setting of the Martin boundary of reversible Markov chains on discrete graphs, Silverstein
([15]) studied a similar problem. See the references introduced above for details.
In this paper, we will consider random trees instead of deterministic ones, and we are going to study properties
of processes on the Martin boundary induced by transient random walks on random trees. In particular, we
are interested in random trees generated by branching processes. In [5], it is assumed to analyze properties of
processes on the boundary that the harmonic measure satisfies the volume doubling property with respect to
the intrinsic metric D. But for random trees, the volume doubling property of the harmonic measure does not
hold in general. We overcome this difficulty by utilizing the ergodic theory on the space of trees developed in
[10] and [11].
We now explain the framework more precisely. Consider a Galton-Watson branching process with offspring
distribution {pk}k≥0. Starting from a single individual called the root, which is denoted by o, this process yields
a random tree T , which is called a Galton-Watson tree with offspring distribution {pk}k≥0. In this paper, we
assume that p0 = 0 and T is supercritical (namely m :=
∑
k≥0 kpk > 1) to guarantee that T is almost surely
infinite. Under the above assumptions, the Galton-Watson tree T can be regarded as the T-valued random
variable, where T := {T ; T is an infinite rooted tree}, and we will denote the distribution of T by PGW. The
structure of T and its electric network has been studied extensively for many years: see [9] for references and
details. Given a rooted tree T , we consider a λ-biased random walk on T under the probability measure PTλ .
Precisely speaking, for λ > 0, we define a Markov chain {Zλn}n≥0 on the vertices of T such that if u 6= o, u has
k children u1, ..., uk and the parent pi(u), then
PTλ (Z
λ
n+1 = pi(u) | Z
λ
n = u) =
λ
λ+ k
,
PTλ (Z
λ
n+1 = ui | Z
λ
n = u) =
1
λ+ k
, for 1 ≤ i ≤ k,
and if u = o, the random walk moves to its children equally likely. It is proved in [7] that {Zλn}n≥0 on the
supercritical Galton-Watson tree T is transient for almost every T , if and only if 0 < λ < m. Thus for 0 < λ < m,
we have the harmonic measure HARMλT , the induced Dirichlet form (E
λ,Fλ) PGW-a.s. Moreover, we get the
heat kernels pλt (·, ·) and the Hunt process {X
λ
t } on the boundary of T PGW-almost surely, which are associated
with (Eλ,Fλ). In [10] and [11], Lyons, Pemantle and Peres showed that for 0 < λ < m, βλ := dimHARM
λ
T is
a deterministic constant for almost every T , see Theorem 3.1.
We now state the results on short time log-asymptotic of heat kernel estimates and estimates of mean
displacements. Note that d(·, ·) is the natural metric on M defined in Definition 2.9 and that we will prove in
Corollary 3.7 that βλ − logλ > 0 for 0 < λ < m.
Theorem 1.1. For 0 < λ < m, the following results hold PGW-a.s.
lim
t→0
log pλt (ω, η)
log t
= 1, for any ω, η ∈M with ω 6= η, (1.1)
− lim
t→0
log pλt (ω, ω)
log t
=
βλ
βλ − logλ
, HARMλT a.e.-ω. (1.2)
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Theorem 1.2. For 0 < λ < m and γ > 0, the following holds PGW-a.s.
lim
t→0
logEλω[d(ω,X
λ
t )
γ ]
log t
=
(
γ
βλ − logλ
)
∧ 1, HARMλT a.e.-ω,
where Eλω denotes the (quenched) expectation with respect to the probability distribution of {X
λ
t } starting at ω.
Since the volume doubling property of the harmonic measure, which is assumed to analyze the heat kernels in
[5], holds only when p1 = 0 and sup{n : pn > 0} <∞, the heat kernel estimates proved in [5] cannot be applied
for this problem in general. The proofs of Theorem 1.1 and Theorem 1.2 both utilize the explicit expression
(2.3) for the heat kernels obtained in [5] which involves the harmonic measure and the effective resistance.
Therefore, we will obtain an estimate of the effective resistance for a Galton-Watson tree (Proposition 3.5) by
using the ergodic theory on the space of trees, and apply it for the expression of the heat kernels together with
an estimate of the harmonic measure of a Galton-Watson tree (Theorem 3.1) obtained in [10], [11]. In order to
prove Theorem 1.2, we will establish an analogous result on mean displacement with respect to D (Proposition
4.2), and use a comparison between two metrics d and D.
Note that Theorem 1.1 and Theorem 1.2 imply that the spectral dimension (resp. the walk dimension) is
2βλ/(βλ− log λ) (resp. (βλ− logλ)∨ 1). We remark here that long time asymptotics of heat kernels p
λ
t (·, ·) are
trivial because of compactness of the boundary.
This paper is organized as follows. In Section 2, we will introduce notation and results in [5]. In Section
3, we will introduce notation and results on Galton-Watson trees studied in [10], [11] and [6], and prove the
asymptotic of the effective resistance along infinite rays, which will be important for the proof of the main
results. We then prove the lower bound for the dimension of the harmonic measures, which is of independent
interest. In Section 4, we will give the proofs of our main results.
Acknowledgments. The author would like to thank Professor Takashi Kumagai for detailed discussions
and careful readings of earlier versions of this paper, Professor Ryoki Fukushima for the literature information
about the random walks in random environment. Special thanks go to Shen Lin for informing the author that
his results in [6] can simplify the argument in Section 3 of the first version of this paper. This research is
partially supported by JSPS KAKENHI 16J02351.
2 Preliminaries and Kigami’s results
In this section, we will introduce some notation and the results studied in [5].
2.1 Weighted graphs and associated random walks
Definition 2.1. (1) A pair (V,C) is called a weighted graph (an electric network) if V is a countable set and
C : V ×V → [0,∞) satisfies C(x, y) = C(y, x) for any x, y ∈ V and C(x, x) = 0 for any x ∈ V. In what follows,
we always assume that C(x) :=
∑
y∈V C(x, y) > 0 for any x ∈ V . The points of V are called the vertices of the
graph (V,C). Two vertices x, y ∈ V are said to be adjacent if and only if C(x, y) > 0.
(2) A weighted graph (V,C) is called connected if and only if for any x, y ∈ V, there exists a sequence of vertices
of V x = x0, x1, x2, · · ·, xn = y such that xk and xk+1 are adjacent for 0 ≤ k ≤ n− 1.
(3) A weighted graph (V,C) is called locally finite if and only if #{y ∈ V : y is adjacent to x} < +∞ for all
x ∈ V .
In this paper, we always assume that the weighted graph (V,C) is connected and locally finite. A weighted
graph defines a reversible Markov chain on V in the following way.
Definition 2.2. Define p(x, y) := C(x,y)C(x) . For n ≥ 0, we define p
(n)(x, y) for x, y ∈ V inductively by p(0)(x, y) :=
1x(y) and
p(n+1)(x, y) :=
∑
z∈V
p(n)(x, z)p(z, y).
Define G(x, y) :=
∑∞
n=0 p
(n)(x, y) ∈ [0,∞]. G(x, y) is called the Green function of (V,C). A weighted graph
(V,C) is said to be transient if and only if G(x, y) < +∞ for any x, y ∈ V.
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Let ({Zn}n≥0, {Px}x∈V ) be the random walk on V associated with (V,C), that is Px(Zn = y) = p
(n)(x, y).
Definition 2.3. (1) Define l(V ) to be the set of all R-valued functions on V . The Laplacian ∆ : l(V )→ l(V )
associated with (V,C) is defined by
∆u(x) :=
∑
y∈V
p(x, y)(u(y)− u(x)),
for any u ∈ l(V ). A function u ∈ l(V ) is said to be harmonic on V with respect to (V,C) if and only if
∆u(x) = 0 for any x ∈ V. Define
H(V,C) := {u ∈ l(V ) : u is harmonic on V },
H∞(V,C) := {u ∈ H(V,C) : u is bounded}.
(2) Define F := {u ∈ l(V ) :
∑
x,y∈V C(x, y)(u(x) − u(y))
2 < +∞}. For any u, v ∈ F , define
E(u, v) :=
1
2
∑
x,y∈V
C(x, y)(u(x) − u(y))(v(x) − v(y)).
The bilinear form (E ,F) is called the resistance form associated to (V,C).
In the rest of the section, we introduce the notion and fundamental results of Martin boundaries of transient
weighted graphs. See [16, Chapter 7] for references and details.
Definition 2.4. Assume (V,C) is transient. The Martin kernel of (V,C) is Kz(x, y) := G(x, y)/G(z, y) for
x, y, z ∈ V.
Proposition 2.5. [16, Theorem 9.18.] Assume (V,C) is transient. Then there exists a unique minimal com-
pactification V˜ of V (up to homeomorphism) such that Kz extends to a continuous function from V × V˜ to R.
V˜ is independent of the choice of z. V˜ is called the Martin compactification of V. Moreover, there exists a
V˜ \V -valued random variable Z∞ such that Px(limn→∞ Zn = Z∞) = 1 for any x ∈ V .
Definition 2.6. Assume (V,C) is transient. Define M(V,C) := V˜ \V , which is called the Martin boundary of
(V,C). Define a probability measure HARMV,x on M(V,C) by HARMV,x(B) := Px(Z∞ ∈ B) for any Borel
set B ⊆ M(V,C). The probability measure HARMV,x on the Martin boundary M(V,C) is called the harmonic
measure of (Zn)n≥0 starting from x. The harmonic measure actually depends on the weight C, but we will
denote it by HARMV,x for simplicity of notation when the choice of the weight is clear form the context.
The following theorem gives the representation of harmonic functions on (V,C).
Theorem 2.7. [16, Theorem 9.37.] Assume that (V,C) is transient.
(1) Kz(·, y) ∈ H(V,C) for any z ∈ V and any y ∈ V˜ .
(2) If g ∈ H∞(V,C), then there exists f ∈ L∞(M(V,C),HARMV,z) such that
g(x) =
∫
M(V,C)
Kz(x, y)f(y)dHARMV,z(y).
Note that the function f does not depend on the choice of z since by connectedness of (V,C), the harmonic
measures HARMV,x and HARMV,z are mutually absolutely continuous for x, z ∈ V , and
Kz(x, ·) =
dHARMV,x
dHARMV,z
(·).
2.2 Transient trees and their Martin boundaries
We now consider transient trees and their Martin boundaries.
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Definition 2.8. A weighted graph (T,C) is called a tree if and only if it is connected and does not have cycles.
If (T,C) is a tree, then for all x, y ∈ T, there exists a unique path between x and y with the minimal number of
edges, which is independent of the weight C. We will denote by xy the shortest path between x and y.
(T,C) is said to be rooted when it has a fixed reference point, which will be denoted by o. In the rest of this
paper, we always assume that (T,C) is a rooted tree.
Definition 2.9. (1) An infinite path (x0, x1, · · ·) ∈ T
N is said to be an infinite ray from x ∈ T if and only if
x0 = x and (x0, x1, · · ·, xn) is the shortest path between from x and xn for all n ≥ 1.
(2) For x ∈ T, define the height of x, h(x) by the length of the shortest path between o and x. Define Tk :=
{x ∈ T ; h(x) = k} for k ∈ N.
(3) For x ∈ T, Define N(x) := {y ∈ T : y is adjacent to x}. For x 6= o, the parent of x, which will be denoted
by pi(x), is the unique element of N(x) which satisfies h(pi(x)) = h(x)− 1. We set S(x) := N(x)\{pi(x)}.
(4) Define Σ := Σ(T,C) to be the collection of infinite rays from o and Tˆ := T ∪Σ(T,C).
(5) For x, y ∈ T , define N(x, y) ∈ N by
N(x, y) :=
h(x) + h(y)− |x, y|
2
,
where |x, y| denotes the length of the shortest path between x and y. We can extend N(·, ·) to Tˆ × Tˆ in the
following manner: For ω = (ω0, ω1, · · ·) ∈ Σ, define [ω]n := ωn for n ≥ 0. For ω, η ∈ Σ, we define
N(ω, η) := lim
n→∞
h([ω]n) + h([η]n)− |[ω]n, [η]n|
2
.
It is easy to see that the limit exists. For x ∈ T and ω ∈ Σ, we can define N(x, ω) similarly. Notice that for
ω, η ∈ Σ, N(ω, η) can be expressed as follows:
N(ω, η) = max{n ≥ 0 : [ω]n = [η]n}.
We now define [ω, η] := [ω]N(ω,η) = [η]N(ω,η) for ω, η ∈ Σ.
(6) For z, w ∈ Tˆ , let d(z, w) := e−N(z,w) with the convention e−∞ = 0. Then d(·, ·) defines an ultrametric on
Tˆ . Define Bd(ω, r) := {η ∈ Σ : d(ω, η) < r}.
The following theorem due to [3] is a fundamental result on the Martin boundary of a tree.
Theorem 2.10. [16, Theorem 9.22.] Assume (T,C) is transient. Then the Martin compactification T of T is
always homeomorphic to (Tˆ , d).
By the above theorem, we will identify the Martin boundary M(T,C) with Σ, then (Σ, d) is compact. In
the rest of this article, we will always assume the following condition.
Assumption 2.11. (T (x), C|T (x)) is transient for any x ∈ T where T (x) = {y ∈ T : x ∈ oy} and C|T (x) is the
restriction of C to T (x).
2.3 The jump process on the boundary of a deterministic tree
In what follows, we will write K(·, ·) = Ko(·, ·) and HARMT = HARMT,o when (T,C) is a rooted tree.
Definition 2.12. Define a linear map H : L1(Σ,HARMT )→ l(T ) by
Hf(x) :=
∫
Σ
K(x, y)f(y)dHARMT (y)
for any x ∈ T and f ∈ L1(Σ,HARMT ). Moreover, define FΣ := {f ∈ L
1(Σ,HARMT ) : Hf ∈ F} and
EΣ(f, g) := E(Hf,Hg) for any f, g ∈ FΣ.
In [5], Kigami studies various properties of the quadratic form (EΣ,FΣ). In particular, the following result
is established.
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Theorem 2.13. [5, Theorem 5.6.] (EΣ,FΣ) is a regular Dirichlet form on L
2(Σ,HARMT ).
By the above theorem, there exists a stochastic process on Σ which corresponds to (EΣ,FΣ). Before explain-
ing the results on the properties of this process studied in [5], we introduce the intrinsic metric on the boundary
Σ, and conditions which tell us when the harmonic measure satisfies the volume doubling property with respect
to the metric.
Definition 2.14. Define D(x) = HARMT (Σ(x))R(x) for x ∈ T , where Σ(x) = {ω ∈ Σ : [ω]n = x for some n ≥
0} and R(x) is the effective resistance from x to Σ(x) in T (x). Note that Assumption 2.11 guarantees that
R(x) < +∞ and D(x) < +∞ for any x ∈ T . For ω 6= η ∈ Σ, define D(ω, η) = D([ω, η]) and D(ω, ω) = 0 for
any ω ∈ Σ.
Proposition 2.15. [5, Proposition 6.4.]
(1) For any ω ∈ Σ, {D([ω]n)}n≥0 is a strictly decreasing sequence. In particular, D(·, ·) is an ultrametric on
Σ. i.e, for any ω, τ, η ∈ Σ,
max{D(ω, η), D(η, τ)} ≥ D(ω, τ).
(2) Define BD(ω, r) = {η ∈ Σ : D(ω, η) < r} for any ω ∈ Σ and r > 0. Then BD(ω, r) = Σ([ω]n) if and only if
D([ω]n) < r ≤ D([ω]n−1).
The next result tells us when the harmonic measure HARMT satisfies the volume doubling property with
respect to D (i.e, there exists a constant c > 0 such that HARMT (BD(ω, 2r)) ≤ cHARMT (BD(ω, r)) for any
r > 0, and ω ∈ Σ), which is a critical assumption for the heat kernel estimates in [5].
Theorem 2.16. [5, Theorem 6.5, Proposition 6.6.]
• The harmonic measure HARMT has the volume doubling property with respect to D if and only if the
following conditions (EL) and (D) hold.
(EL) : There exists c1 ∈ (0, 1) such that c1 ≤ HARMT (Σ(x))/HARMT (Σ(pi(x))) for any x ∈ T \{o}.
(D) : There exist m ≥ 1 and θ ∈ (0, 1) such that D([ω]n+m) ≤ θD([ω]n) for any n ≥ 0 and ω ∈ Σ.
• The condition (EL) implies that supx∈T #S(x) <∞.
Notice that the condition (EL) fails if there exists x0 ∈ T \ {o} such that #S(x0) = 1. Thus, HARMT does
not satisfy the volume doubling property with respect to D when either #S(x0) = 1 for some x0 ∈ T \ {o} or
supx∈T #S(x) =∞.
Remark 2.17. For x ∈ T \ {o}, we have
Σ(x) = {ω ∈ Σ ; N(x, ω) ≥ h(x)} = {ω ∈ Σ ; d(x, ω) ≤ e−h(x)}, (2.1)
and
Σ(pi(x)) = {ω ∈ Σ ; d(x, ω) ≤ e · e−h(x)}. (2.2)
Assume that we have the volume doubling property of HARMT with respect to d, namely, there exists a constant
C > 1 such that for any ω ∈ Σ and any 0 < r < diam(Σ, d), we have
HARMT (Bd(ω, r)) ≤ CHARMT (Bd(ω, 2r)).
Then by (2.1) and (2.2), for any x ∈ T \ {o} we have
1
C
≤
HARMT (Σ(x))
HARMT (Σ(pi(x)))
,
which imply the condition (EL) in Theorem 2.16 since 1/C ∈ (0, 1). Thus, HARMT does not satisfy the volume
doubling property with respect to d when either #S(x0) = 1 for some x0 ∈ T \ {o} or supx∈T #S(x) =∞.
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In [5, Section 7], Kigami gives the following expression of the heat kernel associated with the regular Dirichlet
form (EΣ,FΣ) by using an eigenfunction expansion.
pt(ω, η) =
∑
n≥0
exp (−t/D ([ω]n−1))− exp(−t/D([ω]n))
HARMT (Σ([ω]n))
1Σ([ω]n)(η)
=


1 +
∑∞
n=0
(
1
HARMT (Σ([ω]n+1))
−
1
HARMT (Σ([ω]n))
)
exp(−t/D([ω]n)) if ω = η∑N(ω,η)
n=0
1
HARMT (Σ([ω]n))
(exp(−t/D([ω]n−1))− exp(−t/D([ω]n)) if ω 6= η,
(2.3)
with the convention 1/D([ω]−1) = 0. If we allow∞ as a value, pt(ω, η) is well-defined on (0,∞)×Σ
2. Note that
we have pt(ω, η) = pt(η, ω) and pt(ω, ω) ≥ pt(ω, η) for any ω, η ∈ Σ from the above expression. In fact, the heat
kernel pt(ω, η) which is given above is shown to be the transition density of the Hunt process associated with
the regular Dirichlet form (EΣ,FΣ) under suitable assumptions.
Theorem 2.18. [5, Proposition 7.2,Theorem 7.3.] Assume that limn→∞D([ω]n) = 0 for any ω ∈ Σ. Then,∫
Σ
pt(ω, η)dHARMT (η) = 1, and
∫
Σ
pt(ω, ξ)ps(ξ, η)dHARMT (ξ) = pt+s(ω, η),
for any ω, η ∈ Σ with ω 6= η and any t, s > 0. Moreover, there exists a Hunt process ({Xt}t>0, {Pω}ω∈Σ) on Σ
whose transition density is pt(ω, η) i.e.
Eω(u(Xt)) =
∫
Σ
pt(ω, η)u(η)dHARMT (η), (2.4)
for any ω ∈ Σ and any Borel measurable function u : Σ→ R, where Eω(·) is the expectation with respect to Pω.
Remark 2.19. Since it is shown in [5, Theorem 2.7] that D(x) = G(x, o)/C(o), the assumption in the above
theorem is equivalent to the symmetrized Green function vanishing at infinity.
By the above theorem, if limn→∞D([ω]n) = 0 for any ω ∈ Σ, then ptu(ω) = Ttu(ω) for HARMT -a.e.
ω ∈ Σ, where {Tt}t>0 is the strongly continuous semigroup on L
2(Σ,HARMT ) associated with the Dirichlet
form (EΣ,FΣ) on L
2(Σ,HARMT ).
We will introduce the heat kernel estimates given in [5, Proposition 7.5]. First, the following estimate is
shown without any further assumptions.
Proposition 2.20. [5, Proposition 7.5.]
(1) For any ω ∈ Σ, and any t > 0,
pt(ω, ω) ≥
1
e
·
1
HARMT (BD(ω, t))
.
(2) If 0 < t ≤ D(ω, η), then
pt(ω, η) ≤
t
D(ω, η)HARMT (Σ([ω, η]))
.
In [5, Theorem 7.6.], the following two-sided estimates of pt(ω, η) and the estimates of mean displacement
are proved under the assumption of the volume doubling property of HARMT . Note that under the volume
doubling property of HARMT , we have limn→∞D([ω]n) = 0 for any ω ∈ Σ by the condition (D) in Theorem
2.16. In the following, if f and g are two functions defined on a set U , f ≍ g means there exists C > 0 such
that C−1f(x) ≤ g(x) ≤ Cf(x) for all x ∈ U .
Theorem 2.21. [5, Theorem 7.6, Corollary 7.9.] Suppose HARMT has the volume doubling property with
respect to D. Then, the following results hold.
(1) The heat kernel pt(ω, η) is continuous on (0,∞)× Σ
2. Define
qt(ω, η) =


t
D(ω, η)HARMT (Σ([ω, η]))
if 0 < t ≤ D(ω, η),
1
HARMT (BD(ω, t))
if t > D(ω, η).
(2.5)
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Then,
pt(ω, η) ≍ qt(ω, η) on (0,∞)× Σ
2.
(2) For any ω ∈ Σ and any t ∈ (0, 1],
Eω[D(ω,Xt)
γ ] ≍


t if γ > 1,
t(| log t|+ 1) if γ = 1,
tγ if 0 < γ < 1.
3 Electric networks on Galton-Watson trees
3.1 The asymptotics of the effective resistance along infinite rays
In the previous section, we have presented results on the construction and properties of jump processes on
the boundaries of deterministic trees studied in [5]. In this section, we will consider random trees instead of
deterministic trees, in particular Galton-Watson trees. First we will introduce the preliminary results of electric
networks and corresponding random walks on Galton Watson trees which will be important for our study.
Let T be a rooted Galton-Watson tree with offspring distribution {pk}k≥0. Note that
{ξn}n≥0 = {#{v ∈ T : h(v) = n}}n≥0
is a Galton-Watson process with offspring distribution {pk}k≥0. Throughout this paper, we will assume the
following condition on {pk}k≥0. {
p0 = 0, p1 6= 1,
1 < m <∞, where m :=
∑∞
k=0 kpk.
(3.1)
Recall that under the above assumptions, T can be regarded as a T-valued random variable, where T :=
{T ; T is an infinite rooted tree}, and we will denote its distribution by PGW. Moreover, T (v) is an infinite
tree for all v ∈ T with PGW-probability 1, so the extinction event has PGW-probability 0.
For an infinite tree T and λ > 0, we consider the λ-biased random walk {Zλn}n≥0 on T under the probability
measure PTλ . Let the initial state Z0 to be o unless otherwise stated. This is equivalent to considering the
weighted graph (T,Cλ(T )), where the conductance of an edge connecting vertices at level n and n+ 1 is λ−n.
For 0 < λ < m, it is proved in [7] that the λ-biased random walk on the Galton-Watson tree T is transient with
PGW-probability 1. Thus for 0 < λ < m, we have the harmonic measure of {Z
λ
n}n≥0, which is a probability
measure on Σ. In what follows, when the λ-biased random walk on an infinite rooted tree T is transient,
we will denote the harmonic measure of the random walk staring from a vertex x by HARMλT,x. Again, we
set HARMλT = HARM
λ
T,o. Note that by the condition (EL) in Theorem 2.16, HARM
λ
T does not have the
volume doubling property with respect to the intrinsic metric D with PGW-probability 1 when either p1 > 0 or
sup{n : pn > 0} = +∞. Moreover, by Remark 2.17, a similar claim holds for the metric d. Since the purpose
of the paper is to obtain estimates of the heat kernels without the volume doubling property of the harmonic
measure, estimates of the harmonic measure and the effective resistance will be important. The following
estimates of the harmonic measure shown in [10, Theorem 1.1] [11, Theorem 5.1] play an important role in what
follows.
Theorem 3.1. For 0 < λ < m, the following results hold.
(1) There exists a deterministic constant 0 < βλ < logm such that βλ = dimHARM
λ
T PGW-a.s.
(2) Define
Σ1 := {ω ∈ Σ : − lim
n→∞
logHARMλT (Bd(ω, e
−n))
n
= − lim
n→∞
logHARMλT (Σ([ω]n))
n
= βλ},
then HARMλT (Σ1) = 1 PGW-a.s.
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Next, we will investigate the behavior of the effective resistance. Before giving the statement, we need some
preparations. In [10, 11], Markov chains on “the space of trees” are studied and, in particular, Markov chains
associated with harmonic flows are utilized to study the behavior of harmonic measures of λ-biased random
walks on Galton-Watson trees.
Definition 3.2. (1) For a tree T ∈ T and v ∈ T , define Rλ(T, v) = Rλ(v) as the effective resistance of
(T (v), Cλ|T (v)) from the vertex v to infinity. Define the effective conductance EC
λ(T (v)) by ECλ(T (v)) :=
(Rλ(v))−1.
(2) For a tree T ∈ T, a nonnegative function θ on T is called a flow on T if for all x ∈ T , θ(x) =
∑
y:pi(y)=x θ(y).
Note that flows on T are in one-to-one correspondence with positive finite Borel measures µ on Σ(T ) by θ(x) =
µ(Σ(x)).
(3) Define F:={θ; θ is a flow on T for some T ∈ T}. A Borel map Θ : T→ F is called a flow rule if for any T ∈ T,
Θ(T ) is a flow on T , and for any x ∈ T with |x| = 1 and Θ(T )(x) > 0, we have Θ(T )(y)/Θ(T )(x) = Θ(T (x))(y)
for y ∈ T (x).
For a given flow rule Θ, we can associate a Markov chain on T in the following way: for a flow rule Θ,
define transition probabilities pΘ by pΘ(T, T (x)) := Θ(T )(x) for T ∈ T and x ∈ T with |x| = 1. A path of this
Markov chain on T is naturally identified with an element of Tray := {(T, ω); T ∈ T, ω ∈ Σ(T )}. Define the
shift operator S on Tray by
S
(
(T, ω)
)
:= (T ([ω]1), τ(ω)), (3.2)
where τ is the shift operator on Σ. A measure µ on T is called Θ-stationary if for any Borel subset A ⊆ T,
µ(A) =
∫ ∑
T ′∈A
pΘ(T, T
′)dµ(T ′) =
∫ ∑
|x|=1,T (x)∈A
Θ(T )(x)dµ(T ).
When the λ-biased random walk on T ∈ T is transient, its path converges almost surely to a random element
of Σ, and its distribution is HARMλT . Define HARM
λ : T → F by HARMλ(T )(x) := HARMλT (Σ(x)) for x ∈ T
with |x| = 1. It is obvious that this defines a flow rule. In the rest of this section, we will use the following
results obtained by [6] and [14] independently, which give the explicit expression of the HARMλ-stationary
probability measure.
Definition 3.3. For a tree T ∈ T rooted at o, define T˜ as the tree obtained by drawing an extra edge between o
and an extra adjacent vertex o˜, which is the root of T˜ . Let
αλ(T ) := P T˜λ (Z
λ
n 6= o˜ for all n ≥ 1 | Z
λ
0 = o).
be the probability that the λ-biased random walk on T˜ starting at o never visits o˜.
Proposition 3.4. For 0 < λ < m, define θλ : T→ R and hλ ∈ R≥0 by
θλ(T ) :=
∫
αλ(T ′)ECλ(T )
λ− 1 + αλ(T ′) + ECλ(T )
dPGW(T
′),
hλ :=
∫
T
θλ(T )dPGW(T ).
Then, the measure dµλHARM(T ) := (h
λ)−1 ·θλ(T )dPGW(T ) is the unique HARM
λ-stationary probability measure
which is mutually absolutely continuous with respect to PGW. Moreover, the HARM
λ-Markov chain with initial
distribution µλHARM is ergodic.
Proof. The explicit formula for µλHARM is given in [6, Lemma 5] and [14, Theorem 4.1]. The ergodicity of the
HARMλ-Markov chain is proved in [10, 11]. ✷
The following result will be important for the proof of our main result.
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Proposition 3.5. Under the assumption (3.1), for 0 < λ < m, the following holds PGW-a.s.
lim
n→∞
1
n
logRλ([ω]n) = logλ, HARM
λ
T -a.e. ω. (3.3)
In other words, if define
Σ2 := {ω ∈ Σ; lim
n→∞
1
n
logRλ([ω]n) = logλ},
then HARMλT (Σ2) = 1 PGW-a.s.
Before giving the proof of Proposition 3.5, we prove the following moment estimates of the effective resistance,
which are of independent interest.
Lemma 3.6. (1) For 0 < λ < 1, Rλ(o) ≤ 11−λ . In particular, for x ∈ Tk we have R
λ(x) ≤ λk · 11−λ PGW-a.s.
(2) For λ = 1, there exists a constant b > 0 such that PGW(R
1(o) > n) ≤ e−bn for any n ∈ N.
(3) For 1 < λ < m, if p1 > 0, there exists a constant c > 0 such that PGW(R
λ(o) > n) ≤ cnlog p1/ log λ for any
n ∈ N. If p1 = 0, for any α > 0 there exists a constant cα > 0 such that PGW(R
λ(o) > n) ≤ cαn
−α for any
n ∈ N.
(4) For 0 < λ < m, if
∑
k≥1 k
αpk <∞ for α ≥ 1, we have EGW[(R
λ(o))−α] <∞.
Proof. The first claim immediately follows from Rayleigh’s monotonicity principle. We will prove the rest.
Remark that the following argument heavily relies on that in [12, Section 4]. First, we assume p1 > 0. For
T ∈ T, it is easy to show that
αλ(T ) =
∑
v∈S(o) α
λ(T (v))
λ+
∑
v∈S(o) α
λ(T (v))
=
1
1 + λRλ(o)
. (3.4)
Define
Fλ(s) := PGW(α
λ(T ) ≤ s) = PGW
(
Rλ(o) ≥
1− s
sλ
)
,
and denote the k-th fold convolution of Fλ by F
∗k
λ . Then by combining the branching property of Galton-Watson
trees and (3.4), we obtain
Fλ(s) =


∑
l plF
∗l
λ (
sλ
1−s ) if s ∈ (0, 1),
0 if s ≤ 0,
1 if s ≥ 1.
By this expression, we get
PGW(R
λ(o) ≥ n) = Fλ
(
1
1 + λn
)
=
∑
l
plF
∗l
λ
(
1
n
)
≤
∑
l
plFλ
(
1
n
)l
=
∑
l
plPGW
(
Rλ(o) ≥
n− 1
λ
)l
.
So if we define G(x) :=
∑
l plx
l, we have
PGW(R
λ(o) ≥ n) ≤ G
(
PGW
(
Rλ(o) ≥
n− 1
λ
))
≤ G ◦G
(
PGW
(
Rλ(o) ≥
n− λ− 1
λ2
))
≤ ....
Since Rλ(o) < ∞ a.s. for 0 < λ < m, we have PGW(R
λ(o) ≥ N) < 1/2 for N large enough. Hence we obtain
that PGW(R
λ(o) ≥ n) ≤ G(l)(1/2) for l ∈ N satisfying
n−
∑l−1
j=0 λ
j
λl
> N.
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Note that by [1, Chapter 1, Section 11], there exists a positive function Q(s) on [0, 1] such that
lim
n→∞
p−n1 G
(n)(s) = Q(s) for any s ∈ [0, 1].
This implies that when λ = 1 there exists a constant b > 0 such that
PGW(R
1(o) > n) ≤ e−bn,
and when 1 < λ < m there exists a constant c > 0 such that
PGW(R
λ(o) > n) ≤ cnlog p1/ log λ.
These estimates imply the second claim, and the third claim in the case of p1 > 0.
When 1 < λ < m and p1 = 0, for ε > 0 we define another offspring distribution {q
ε
k}k≥0 by q
ε
0 := 0, q
ε
1 := ε,
qεL := pL − ε and q
ε
n := pn for n > L, where L := inf{k : pk > 0}. If we take ε > 0 sufficiently small such
that ε < pL and λ <
∑
k≥1 kq
ε
k, it is easy to see that we can define the Galton-Watson tree with offspring
distribution {qεk}≥0 on the probability space (T,PGW) in such a way that R
λ(o) is stochastically dominated by
the effective resistance of λ-biased random walk on the Galton-Watson tree with offspring distribution {qεk}≥0.
Hence, we get the third claim. The fourth claim is immediate from the equality
1
Rλ(o)
=
∑
v∈S(o)
1
1 +Rλ(v)
≤ #S(o),
which follows from the parallel and serial laws of basic electric network theory. ✷
Proof of Proposition 3.5. We shall verify below that the function fλ : Tray → R defined by
fλ((T, ω)) := log
Rλ([ω]1)
Rλ(o)
,
is integrable with respect to µλHARM × HARM
λ
T . Then Proposition 3.4 and Birkhoff’s ergodic theorem imply
that for µλHARM ×HARM
λ
T -almost every (T, ω),
lim
n→∞
1
n
logRλ([ω]n) = lim
n→∞
1
n
n∑
k=0
Skfλ(T, ω) =
∫
Tray
log
Rλ([ξ]1)
Rλ(o)
dµλHARM ×HARM
λ
T (T, ξ),
where S is the shift operator on Tray defined in (3.2). By stationarity of µ
λ
HARM, we get∫
Tray
log
Rλ([ξ]1)
Rλ(o)
dµλHARM ×HARM
λ
T (T, ξ) = logλ,
which yields the claim of Proposition 3.5, since PGW ≪ µ
λ
HARM by Proposition 3.4. The integrability of f
λ with
respect to µλHARM ×HARM
λ
T can be proved as follows: since∫
Tray
∣∣∣∣log Rλ([ξ]1)Rλ(o)
∣∣∣∣ dµλHARM ×HARMλT (T, ξ) ≤
∫
Tray
( ∣∣logRλ([ξ]1)∣∣+ ∣∣logRλ(o)∣∣ )dµλHARM ×HARMλT (T, ξ),
≤ | logλ|+ 2
∫
Tray
∣∣logRλ(o)∣∣ dµλHARM ×HARMλT (T, ξ),
it suffices to prove the integrability of logRλ(o) with respect to µλHARM because the random variable logR
λ(o)
does not depend on ξ. It is shown in the proof of [6, Lemma 5] that 0 < θλ(x) < 1 for any x > 0, hence we only
need to prove logRλ(o) ∈ L1(T,PGW). Since
PGW(| logR
λ(o)| ≥ n) = PGW(R
λ(o) ≥ en) + PGW(R
λ(o) ≤ e−n),
we get the desired result by Lemma 3.6. ✷
As a corollary of Proposition 3.5, we obtain the following lower bound of βλ.
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Corollary 3.7. For 0 < λ < m, we have βλ > 0 ∨ logλ.
Proof. It is proved in [10, 11] that for 0 < λ < m,
βλ =
∫
Tray
log
1
HARMλT ([ξ]1)
dµλHARM ×HARM
λ
T (T, ξ).
By using [5, Theorem 3.8.], we have for 0 < λ < m,
βλ − logλ =
∫
Tray
log
(
1 +Rλ([ξ]1)
Rλ(o)
·
Rλ(o)
Rλ([ξ]1)
)
dµλHARM ×HARM
λ
T (T, ξ) > 0,
and we get the conclusion. ✷
Remark 3.8. • In [6, Section 5], a better lower bound of βλ is obtained.
• Corollary 3.7 and the fact that βλ < logm imply that limλրm βλ = logm, where logm is the Hausdorff
dimension of the boundary (Σ, d) PGW-a.s. This is a part of the results stated in [6, Theorem 1].
4 Proof of the main theorems
In this section, we construct jump processes on the boundaries of Galton-Watson trees and give the proof of
the short time log-asymptotic of the heat kernels and the estimates of mean displacements. For 0 < λ < m, let
Dλ be the intrinsic metric of (T , Cλ) on Σ, (EλΣ,F
λ
Σ) be the Dirichlet form on L
2(Σ,HARMλT ) which corresponds
to the λ-biased random walk on T and pλt (ω, η) be the heat kernel associated with the Dirichlet form (E
λ
Σ,F
λ
Σ).
Define Σ∗ := Σ1 ∩ Σ2. Note that HARM
λ
T (Σ∗) = 1 PGW-a.s.
Theorem 4.1. For 0 < λ < m, the following results hold PGW-a.s.∫
Σ
pλt (ω, τ)dHARM
λ
T (τ) = 1, and
∫
Σ
pλt (ω, ξ)p
λ
s (ξ, η)dHARM
λ
T (ξ) = p
λ
t+s(ω, η),
for any ω, η ∈ Σ∗ with ω 6= η and any t, s > 0. Moreover, there exists a Hunt process ({X
λ
t }t>0, {P
λ
ω }ω∈Σ) on
Σ∗ whose transition density is p
λ
t (ω, η) PGW-a.s.
Proof. By Theorem 3.1, Proposition 3.5 and Corollary 3.7, for 0 < λ < m, we have limn→∞D
λ([ω]n) = 0 for
ω ∈ Σ∗ PGW-a.s. By using (2.3), a routine calculation yields the first statement. In order to prove the second
statement, it suffices to show that for 0 < λ < m, pλt (C(Σ∗)) ⊆ C(Σ∗), and ‖p
λ
t u − u‖∞ → 0 as t → 0 for any
u ∈ C(Σ∗) PGW-a.s., where C(Σ∗) is the collection of continuous functions on Σ∗. It can be proved by a similar
argument to that in [5, Theorem 7.3, Lemma 7.4]. ✷
We now prove Theorem 1.1. In the rest of this paper, we write Xλt , E
λ
ω, D
λ, HARMλT , R
λ(v) and pλt as
Xt, Eω, D, HARM, R(v) and pt respectively.
Proof of Theorem 1.1. We first prove (1.1). By Proposition 2.20, for ω, η ∈ Σ with ω 6= η, and 0 < t ≤ D(ω, η)
we have
pt(ω, η) ≤
t
D(ω, η)HARM(Σ([ω, η]))
.
Recalling the convention 1/D([ω]−1) = 0, by (2.3) and the first claim of Proposition 2.15, we have
pt(ω, η) =
N(ω,η)∑
n=0
1
HARMT (Σ([ω]n))
(exp(−t/D([ω]n−1))− exp(−t/D([ω]n))
≥
1
HARMT (Σ([ω]0))
(exp(−t/D([ω]−1))− exp(−t/D([ω]0)) = 1− exp(−t/D([ω]0).
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Therefore, for any ω, η ∈ Σ with ω 6= η, we get
lim
t→0
log pt(ω, η)
log t
= 1.
We next prove (1.2). It is sufficient to prove the claim for any ω ∈ Σ∗. We will write Dn = D([ω]n),
Rn = R([ω]n) and Hn = HARM(Σ([ω]n)). Let l = l(ω, t) be the unique integer which satisfies Dl < t ≤ Dl−1.
Then we have limt→+0 l(ω, t) = ∞ for all ω ∈ Σ∗. Note that by Proposition 2.20, we have the following lower
bound.
pt(ω, ω) ≥
1
e
·
1
HARM(BD(ω, t))
=
1
e
·
1
Hl
.
So we will prove the upper bound. Recall that by (2.3), we have
pt(ω, ω) = 1 +
∞∑
n=0
(
1
Hn+1
−
1
Hn
)
exp(−t/Dn). (4.1)
We get
1 +
l−1∑
n=0
(
1
Hn+1
−
1
Hn
)
exp(−t/Dn) ≤ 1 +
l−1∑
n=0
(
1
Hn+1
−
1
Hn
)
=
1
Hl
=
1
HARM(Σ([ω]l))
=
1
HARM(Bd(ω, e−l))
. (4.2)
On the other hand, we have
∞∑
n=l
(
1
Hn+1
−
1
Hn
)
exp(−t/Dn) ≤
∞∑
n=l
1
Hn+1
exp(−t/Dn) ≤
1
Hl
∞∑
n=l
Hl
Hn+1
exp
(
−
Dl
Dn
)
. (4.3)
By Theorem 3.1, we have the following control of the volume. For all ε > 0, there exists a random integer
L = L(ω, ε) such that for all n ≥ L,
exp{−(βλ + ε)n} ≤ Hn ≤ exp{−(βλ − ε)n}.
For t > 0 sufficiently small, we have l ≥ L, and
∞∑
n=l
Hl
Hn+1
exp
(
−
Dl
Dn
)
≤ C
∞∑
n=l
exp{(βλ + ε)(n− l) + 2εl} · exp
[
−C′
Rl
Rn
exp{(βλ − ε)(n− l)− 2εl}
]
≤ C exp(2εl)
∞∑
k=0
exp{(βλ + ε)k} exp
[
−
C′
exp(2εl)
Rl
Rl+k
exp{(βλ − ε)k}
]
,
where C and C′ are constants which do not depend on t. By Proposition 3.5, for all ε > 0, there exists
K = K(ω, ε) such that for all n ≥ K,
exp{(logλ− ε)n} ≤ Rn ≤ exp{(logλ+ ε)n}.
Hence, for 0 < λ < m, ε > 0, l ≥ N ∨K and t > 0 sufficiently small,
∞∑
n=l
Hl
Hn+1
exp
(
−
Dl
Dn
)
≤ C exp(2εl)
∞∑
k=0
exp{(βλ + ε)k} · exp
[
−
C′
exp(2εl)
exp{(logλ− ε)l}
exp{(logλ+ ε)(l + k)}
exp{(βλ − ε)k}
]
≤ C exp(2εl)
∞∑
k=0
exp{(βλ + ε)k} exp
[
−
C′
exp(4εl)
exp{(βλ − logλ− 2ε)k}
]
≤ C exp(2εl)
∞∑
k=0
αQk exp
{
−
C′
exp(4εl)
αk
}
,
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where α = exp(βλ − logλ− ε) > 1 and Q :=
βλ+ε
βλ−log λ−ε
+ 1. If we define f(x) = xQ+1 exp(−γx) for γ > 0, one
can easily check that f(x) ≤ f(Q+1γ ) =
(Q+1)Q+1 exp{−(Q+1)}
γQ+1 . Thus,
∞∑
n=l
Hl
Hn+1
exp
(
−
Dl
Dn
)
≤ C exp(2εl)
∞∑
k=0
α−kC′ exp{4(Q+ 1)εl} ≤ C′′ exp{(4Q+ 6)εl}. (4.4)
By combining (4.1), (4.2), (4.3) and (4.4), we obtain
log
1
Hl
− 1 ≤ log pt(ω, ω) ≤ log
1
Hl
+ log
(
1 + C′′ exp{(4Q+ 6)εl}
)
. (4.5)
By Theorem 3.1, this implies
lim
t→0
log pt(ω, ω)
l(ω, t)
= βλ, for all ω ∈ Σ∗, PGW-a.s.
So the proof will be finished if we prove the following.
lim
t→0
−
l(ω, t)
log t
=
1
βλ − logλ
, for all ω ∈ Σ∗, PGW-a.s. (4.6)
We now prove (4.6). By the definition of l(ω, t), Theorem 3.1 and Proposition 3.5, for all ε > 0 and ω ∈ Σ∗, we
have the following inequality for t > 0 sufficiently small PGW-a.s.
exp{−(βλ + ε)l} exp{(logλ− ε)l} ≤ HlRl = Dl < t ≤ Dl−1 = Hl−1Rl−1
≤ exp{−(βλ − ε)l} exp{(logλ+ ε)l}. (4.7)
So, we have
− (βλ − logλ+ 2ε)l < log t ≤ −(βλ − logλ− 2ε)l,
and (4.6) is proved. ✷
In order to prove Theorem 1.2, we first show the following proposition corresponding to Theorem 2.21.
Proposition 4.2. For 0 < λ < m, the following holds PGW-a.s.
lim
t→0
logEω [D(ω,Xt)
γ ]
log t
= γ ∧ 1, HARMλT a.e.-ω.
Proof. Analogously to Theorem 1.1, it is sufficient to prove the claim for any ω ∈ Σ∗.
Lower bound. In order to establish the lower bound, we have to obtain the upper bound of Eω[D(ω,Xt)
γ ].
Define
I0 := {η ∈ Σ : D(ω, η) ≤ t}, In := {η ∈ Σ : 2
n−1t < D(ω, η) ≤ 2nt},
for n ≥ 1. From the expression of the heat kernel (2.3), it follows that pt(ω, ω) ≥ pt(ω, η) for all ω, η ∈ Σ. So by
using the on-diagonal upper bound of the heat kernel (4.5), for t > 0 sufficiently small, we have the following
for all ω ∈ Σ∗.∫
I0
pt(ω, η)D(ω, η)
γdHARM(η) ≤ pt(ω, ω) · t
γ ·HARM(I0) ≤ t
γ(1 + C exp((4Q+ 6)εl)).
Note that by Proposition 2.20, we have the off-diagonal upper bound for the heat kernel;
pt(ω, η) ≤
t
D(ω, η)HARM (BD(ω,D(ω, η)))
.
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Thus for n ≥ 1, ∫
In
pt(ω, η)D(ω, η)
γdHARM(η) ≤ t
∫
In
D(ω, η)γ−1
HARM(BD(ω,D(ω, η)))
dHARM(η)
≤ t(2nt)γ−1
(
HARM(BD(ω, 2
nt))
HARM(BD(ω, 2n−1t))
− 1
)
.
By the proof of Theorem 1.1, there exists t0 = t0(ω, ε) > 0 such that t
κλ+ε ≤ HARM(BD(ω, t)) ≤ t
κλ−ε for all
0 < t ≤ t0 and for all ω ∈ Σ∗, where κλ =
βλ
βλ−log λ
. So we have,
HARM(BD(ω, 2t))
HARM(BD(ω, t))
≤
(2t)κλ−ε
tκλ+ε
≤ Ct−2ε, for all 0 < t ≤ t0, and for all ω ∈ Σ∗,
where C is a constant which does not depend on t. Define M := max{n : 2nt ≤ t0} and I :=
⋃
n≥M+1 In. Then
we have the following results for ε > 0 and t > 0 sufficiently small.
M∑
n=1
∫
In
pt(ω, η)D(ω, η)
γdHARM(η) ≤ t
M∑
n=1
(2nt)γ−1{C(2nt)−2ε − 1} ≤


Ctγ−2ε 0 < γ < 1
Ct1−2ε γ = 1
Ct γ > 1,
(4.8)
and ∫
I
pt(ω, η)D(ω, η)
γdHARM(η) ≤ t
∫
I
D(ω, η)γ−1
HARM(BD(ω,D(ω, η)))
dHARM(η)
≤ tR(o)γ−1 ·
HARM(I)
HARM(BD(ω, t0))
≤ tR(o)γ−1 ·
1−HARM(BD(ω,
t0
2 ))
HARM(BD(ω, t0))
. (4.9)
Since
Eω [D(ω,Xt)
γ ] =
M∑
n=0
∫
In
pt(ω, η)D(ω, η)
γdHARM(η) +
∫
I
pt(ω, η)D(ω, η)
γdHARM(η),
by combining (4.8) and (4.9), we obtain
lim inf
t→0
logEω [D(ω,Xt)
γ ]
log t
≥ γ ∧ 1, for all ω ∈ Σ∗.
Upper bound. In order to establish the upper bound, we have to obtain a lower bound of Eω[D(ω,Xt)
γ ].
First, we will prove the following.
lim sup
t→0
logEω [D(ω,Xt)
γ ]
log t
≤ 1, for all ω ∈ Σ∗. (4.10)
Define Fω,η(t) := pt(ω, η) for ω, η ∈ Σ. Then by (2.3), we have
F ′ω,η(t) =
N(ω,η)∑
n=0
(
D([ω]n)
)−1
exp(−t/D([ω]n))−
(
D([ω]n−1)
)−1
exp(−t/D([ω]n−1))
HARM(Σ([ω]n))
, (4.11)
with the convention (D([ω]−1))
−1 = 0. By (4.11), we have
Fω,η(t)− F
′
ω,η(t)t =
N(ω,η)∑
n=0
(1 + t/D([ω]n−1)) exp(−t/D([ω]n−1))− (1 + t/D([ω]n)) exp(−t/D([ω]n))
HARM(Σ([ω]n))
.
It is easy to show that g(x) := (1 + x) exp(−x) is decreasing for x > 0. Since
t/D([ω]n−1) < t/D([ω]n),
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we get
g(t/D([ω]n−1))− g(t/D([ω]n))
= (1 + t/D([ω]n−1)) exp(−t/D([ω]n−1))− (1 + t/D([ω]n)) exp(−t/D([ω]n)) ≥ 0.
This implies Fω,η(t) ≥ F
′
ω,η(t)t for t > 0. Note that f(ρ) = ρe
−ρt is increasing for 0 ≤ ρ ≤ t−1. Thus for
0 < t < D(ω, η) and 0 ≤ n ≤ N(ω, η), we have(
D([ω]n)
)−1
exp(−t/D([ω]n))−
(
D([ω]n−1)
)−1
exp(−t/D([ω]n−1)) ≥ 0.
Therefore, for 0 < t < D(ω, η) we get
F ′ω,η(t) ≥
D(o) exp(−t/D(o))
HARM(Σ)
≥ D(o) exp(−D˜/D(o)),
where D˜ := diam(Σ, D). Hence, we have
pt(ω, η) ≥ D(o) exp(−D˜/D(o))t for 0 < t < D(ω, η).
This estimate implies that for any ε > 0 and 0 < t < ε, we have
Eω[D(ω,Xt)
γ ] ≥
∫
{η:D(ω,η)>ε}
pt(ω, η)D(ω, η)
γdHARM(η)
≥ D(o) exp(−D˜/D(o))t · εγ ·HARM(Σ \BD(ω, ε)).
This implies (4.10). Now, the proof will be finished once we prove the following.
lim sup
t→0
logEω[D(ω,Xt)
γ ]
log t
≤ γ for all ω ∈ Σ∗. (4.12)
In order to prove (4.12), we first show the following near diagonal lower bound for the heat kernel. For ε > 0
sufficiently small and for all ω ∈ Σ∗, there exist C1 = C1(ω, ε) > 0, t1 = t1(ω, ε) ∈ (0, t0), δ
′ = δ′(ω, ε) > 0
δ′′ = δ′′(ω, ε) > 0 with δ′′ > δ′ and δ′, δ′′ → 0 as ε→ 0 such that
pt(ω, η) ≥
C1
tκλ−ε
, for all 0 < t ≤ t1 and all η ∈ BD(ω, t
1+δ′) \BD(ω, t
1+δ′′). (4.13)
Recall that κλ =
βλ
βλ−log λ
. For ω, η ∈ Σ, and N(ω, η) in Definition 2.9, we have
pt(ω, η) =
N(ω,η)∑
n=0
exp(−t/D([ω]n−1))− exp(−t/D([ω]n)
HARM(Σ([ω]n))
= pt(ω, ω)−
∞∑
n=N(ω,η)+1
exp(−t/D([ω]n−1))− exp(−t/D([ω]n)
HARM(Σ([ω]n))
≥
C
HARM(BD(ω, t))
−
∞∑
n=N(ω,η)+1
exp(−t/D([ω]n−1))
HARM(Σ([ω]n))
.
If N = N(ω, η) ≥ L(ω, ε) ∨K(ω, ε), where L(ω, ε) and K(ω, ε) are given in the proof of Theorem 1.1, then
∞∑
n=N+1
exp(−t/D([ω]n−1))
HARM(Σ([ω]n))
≤ C
∞∑
n=N+1
exp{(βλ + ε)} exp[−C
′t · exp{−(logλ+ ε)n} · exp{(βλ − ε)n}]
≤ C
∞∑
n=N+1
exp{(βλ + ε)n} exp[−C
′t exp{(βλ − logλ− 2ε)n}] = C
∞∑
n=N+1
αδn exp(−C′tαn)
≤ C
∫ ∞
αN
xP exp(−C′tx)dx,
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where α = exp(βλ − logλ− 2ε), δ =
βλ+ε
βλ−log λ−2ε
and P := [δ] + 1. It is easy to check that
∫
xP exp(−C′tx)dx = exp(−C′tx)
P∑
i=0
(−1)P−i
P !
i!(−C′t)P−i+1
xi.
Therefore, we have
∞∑
n=N+1
exp(−t/D([ω]n−1))
HARM(Σ([ω]n))
≤ C′′t−P−1 exp(−C′tαN )
P∑
i=0
|tαN |i.
When t1+θ ≤ D(ω, η) ≤ t1+θ
′
for 0 < θ′ < θ, for N = N(ω, η) ≥ L(ω, ε) ∨ K(ω, ε), we have t−θ
′
≤ αN t ≤
t−
1+θ
∆ +1, where ∆ = βλ−log λ+2εβλ−log λ−2ε . Hence, when t
1+θ ≤ D(ω, η) ≤ t1+θ
′
for 0 < θ′ < θ, and t > 0 sufficiently
small,
∞∑
n=N+1
exp(−t/D([ω]n−1))
HARM(Σ([ω]n))
≤ C′′ exp(−C′t−θ
′
)t−P−1
P∑
i=0
(t−
1+θ
∆ +1)i ≤ C′′ exp(−C′t−θ
′
)t−
P (1+θ)
∆ −1.
Since xk exp(−C′x) ≤ k
k exp(−k)
(C′)k
for any x > 0 and k ∈ N, we have completed the proof of (4.13). Next, define
B := {η ∈ Σ : t1+d ≤ D(ω, η) ≤ t1+d
′
}, where δ′′ > d > d′ > δ′ > 0. Then according to (4.13), we have
Eω [D(ω,Xt)
γ ] ≥
∫
B
pt(ω, η)D(ω, η)
γdHARM(η) ≥
1
tκλ−ε
· t(1+d)γ ·HARM(B)
≥ tγ−κλ+γd+ε{(t1+d
′
)κλ+ε − (t1+d)κλ−ε}.
By taking ε, d and d′ sufficiently small such that dκλ − dε > d
′κλ + d
′ε+ 2ε, we get the desired result. ✷
As a corollary of Proposition 4.2, we can easily show Theorem 1.2.
Proof of Theorem 1.2 For ω ∈ Σ∗, η ∈ Σ, d(ω, η) = exp(−N(ω, η)), and for N(ω, η) ≥ L(ω, ε)∨K(ω, ε), by
(4.7) in the proof of Theorem 1.1, we have
exp{−(βλ − logλ+ 2ε)N(ω, η)} ≤ D(ω, η) = DN ≤ exp{−(βλ − logλ− 2ε)N(ω, η)}.
Hence for d(ω, η) ≤ exp{−L(ω, η) ∨K(ω, η)}, we have
d(ω, η)βλ−log λ+2ε ≤ D(ω, η) ≤ d(ω, η)βλ−log λ−2ε. (4.14)
This implies that there exists C2 = C2(ω, ε) > 0 such that
C−12 D(ω, η)
1
βλ−log λ−2ε ≤ d(ω, η) ≤ C2D(ω, η)
1
βλ−log λ+2ε .
This estimate and Proposition 4.2 yield the claim. ✷
References
[1] Athreya, K.B., Ney, P.: Branching Processes, Springer, Heidelberg, (1972).
[2] Baxter, M.: Markov processes on the boundary of the binary tree, in Lecture Notes in Math, vol. 1526,
Springer-Verlag, 1992, 210-244.
[3] Cartier, C.: Fonctions harmoniques sur un arbre, in Symp. Math., vol. 9, Academic Press, (1972), 203-270.
[4] Doob, J.L.: Boundary properties for functions with finite Dirichlet integrals, Ann. Inst. Fourier (Grenoble),
12 (1962), 573-621.
17
[5] Kigami, J.: Dirichlet forms and associated heat kernels on the Cantor set induced by random walks on
trees, Adv. in Math. 225, (2010), 2674-2730.
[6] Lin, S.: Harmonic measure for biased random walk in a supercritical Galton-Watson tree, arXiv:1707.01811,
to appear in Bernoulli Journal.
[7] Lyons, R.: Random walks and percolation on trees, Ann. Prob. 20, (1990), 931-958.
[8] Lyons, R.: Equivalence of boundary measures on covering trees of finite graphs, Ergodic Theory Dynamical
Systems, 14, (1994), 575-597.
[9] Lyons, R., Peres, Y.: Probability on Trees and Networks, Cambridge Series in Statistical and Probabilistic
Mathematics, 42. Cambridge University Press, New York, (2016).
[10] Lyons, R., Pemantle, R., Peres, Y.: Ergodic theory on Galton-Watson trees: speed of random walk and
dimension of harmonic measure, Ergodic Theory Dynamical Systems, 15, (1995), 593-619.
[11] Lyons, R. Pemantle, R., Peres, Y.: Biased random walks on Galton-Watson trees, Probab. Theory Relat.
Fields, 106, (1996), 249-264.
[12] Lyons, R. Pemantle, R., Peres, Y.: Unsolved problems concerning random walks on trees, Classical and
modern branching processes (Minneapolis, MN, 1994), 223-237, IMA Vol. Math. Appl., 84, Springer, New
York, 1997.
[13] Na¨ım, L.: Sur le role de la frontiere de R. S. Martin dans la theorie du potential, Annales Inst. Fourier. 7
(1957), 183-281.
[14] Rousselin, P.: Invariant Measures, Hausdorff Dimension and Dimension Drop of some Harmonic Measures
on Galton-Watson Trees, Electron. J. Probab. 23 (2018), Paper No. 46, 31 pp.
[15] Silverstein, M.L. Classification of stable symmetric Markov chains, Indiana J. Math. 24 (1974), 29–77.
[16] Woess, W.: Denumerable Markov Chains, European Math. Soc., (2009)
18
