Abstract-In this paper, we will introduce a new Coevolutionary Genetic Algorithm with schema extraction by machine learning techniques. Our CGA consists of two GA populations: the first GA (H-GA) searches for the solutions in the given problems and the second GA (P-GA) searches for effective schemata of the H-GA. We aim to improve the search ability of our CGA by extracting more efficiently useful schemata from the H-GA population, and then incorporating those extracted schemata in natural manner into the P-GA. Several computational simulations on multidimensional knapsack problems confirm us the effectiveness of the proposed method.
Introduction
In this paper, we will introduce a new Coevolutionary Genetic Algorithm with schema extraction by machine learning techniques. Basic idea in this Coevolutionary Genetic Algorithm is to explore the effective genetic information in the population, i.e., schemata, and t o exploit the genetic information in order to guide the population to better solutions [1] [2] . Our Coevolutionary Genetic Algorithm consists of two GA populations which separately evolve and affect with each other; the first GA, called "H-GA" (Host GA), searches for the solutions in the given problem environment, and the second GA, called "P-GA" (Parasite GA), searches for the effective genetic information suitable for the H-GA, namely, good schemata. Thus, each individual in the P-GA consists of alleles in the H-GA and "don't care symbols" representing a schema in the H-GA. In order to realize the interaction between these two GA populations, we introduce two kinds of genetic operators, what we call, "superposition operator" and "transcription operator". In this p p e r , we aim to improve the sea,rch ability of our Coevolutiona,ry Genetic Algorithm by extra.cting more efficiently useful schemata. from the H-GA popula,-tions. We will adopt a Mach~he Learning technique as a. method t,o extract, useful schemata. from H-GA. The training dat,a for the machine learning a,re of a. large amount of genetic informa.tion a.i:d their fitness values which have been sea,rched by the H-GA. In other words, we apply an inductive leiirning method for the past data. which the H-GA has been sea.rching, by regarding the individuals with highly enough fitness values as "positive instances" and the individuals with low enough fitness values a,s "negative instances". Then, we can derive a set of ruies which chara.cterizcs (tliscrimina,tes) the positive instances a,nd nega.tive insta,nces. By focusing the rules whose consequent part is "positive class", their antecedent parts mea,n the pa.irs of a.n allele a.nd its value which a.re important for characterizing the positive instances (individuals with highly enough fitness). Therefore, we ca.n regadd those pairs a,s pa,rts of useful schemata. That is, we rega,rd those a.ntecedent parts in the rules derived by machine lea,rning as useful schema.ta,, a.nd try to propagate those schemata. informa.tion in the P-GA.
In general, the P-GA searches for the useful schemata in the H-GA. Here, the useful schemata in the H-GA may be defined as follows: (1) undiscovered useful schemata in the H-GA, or (2) useful schema.ta, i.e., those with high average fitness values and ca.n be regarded a.s a, part of building blocks. Our proposed method explicitly extracts the latter schemata, in the above and make positive efforts to utilize those schemata through the genetic operations in P-GA.
P-GA
Figure 1: Process of Coevolutiona,ry Genetic Algorithm Related works are as follows: Schema-oriented search methods in evolutionary computation has been adopted in several problem solving methods such as Stochastic Schemata Exploiter [3] and Cultural Algorithms [4] . In the Stochastic Schemata Expoliter, schemata among the population is ranked. Then, highly ranked schemata are used for the next population by sampling individuals which belongs those schemata. In the Cultural Algorithm, usual GA model is associated with the beliefs space which is similar to the schema space and is used to promote directed cvolution of individuals in the GA model. Our method is similar to Cultural Algorithm in the sense that both methods use additional mechanisms to promote the evolution of usual GA. The specificity of our approach is to use inductive learning method at every fixed interval instead of belief maintenace, and to use the mechanism of co-evolution.
Coevolutionary Genetic Algorithm

Framework
Our Coevolutionary Genetic Algorithm consist of two GA populations; the H-GA (Host GA), searches for the solutions in the given problem environment, and the P-GA (Parasite GA), searches for the effective genetic information involved in the H-GA, namely, good schemata. Thus, each individual in P-GA consists of alleles in H-GA and "don't care symbols" representing a schema in the H-GA. These two GA populations separately evolve in each genetic space at different abstraction levels and affect with each other by two genetic operators: "superposition" and L1transcription''. As depicted in Figure 1 , these two genetic operators play the role t o communicate (propagate) the genetic information between H-GA and P-GA. These operators a,re deslcribed in the following subsect ions.
Superposition Operator
The individuals of the P-GA called P-indiv.'s represent t,he schemata in the H-GA. Namely, each P-Indiv. consists of the alleles used in the H-GA and don't care symbols which represent a schema in the H-GA. The superposition operator copies the genetic information of a P-Indiv., except for the don't care symbols, onto one of H-Indiv.'s in order to calculate the fitness of the P-Indiv. Thus, the evolutionary process of this layered population can be regarded as co-evolution of individual at different levels of abstraction.
Fitness Evaluation of P-GA
In general, the fitness value of a schema is calculated as the average fitness value of the id1 individuals belonging to the schema. It is difficult, however, to calculate the fitness values of all individuals when the order of schema is small. Hence, the average value of schema is set to the average value of "sampled" individuals belonging to thc schema. Furthermore, if the schema information discovered by P-GA is already discovered by H-GA, the H-GA will receive no effective information from this "discovery" by P-GA. Hence, we let P-GA to search for L'undiscovered" useful schemata in H-GA, and the fitness evaluation of a P-Indiv. is given as follows: First, the fitness value E j of a P-indiv., say, j is calculated in the follow- the fitness value of P-indiv. j , the effect of each of the superposition operations is evaluated the contribution of the superposition operation to each H-indiv. defined as follows:
Thick lines in Figure 2 denote the difference between the fitness values of the original H-indiv.'s and those of the superposed H-indiv.'s, that is, "positive contribution" of this superposition operation. If the difference is negative, then the contribution of this operation is regard to be 0.
Transcription Operator
The transcription operator serves as means for transmitting the effective genetic information searched by the P-GA to the H-GA. This operator propagates the genetic information in the P-GA to H-Indiv.'s by probabilistically replacing the original H-Indiv. ik with superposed H-Indiv. &. The probability of applying the transcription operation is given as where finaZ and f m i n denote the maximum and the minimum fitness values in the H-GA, respectively, and hence
Pparasite is set to be constant such that 0 < Pparasite < 1.
Schema Extraction by Machine Learning Techniques for Coevolutionary GA
In this paper, we propose to utilize a Machine Learning technique as a method to extract the useful schemata from the H-GA and to propagate those useful schemata in the P-GA, in order to improve the search ability of our Coevolutionary Genetic Algorithm. The central idea of this approach is to extract the useful schemata which characterize the high fitness individuals in the past populations which have been searched by the H-CA. In other words, machine learning can discover the useful schemata by regarding the past GA populations as the training data. Then, we aim t o guide the direction of the evolution by adding the bias t o the GA search through introducing the machine learning techniques for Coevolutionary Genetic Algorithm. We can apply the inductive learning methods for the data which the H-GA has been searching, by regarding the individuals with highly enough fitness as "positive instances" and the individuals with low enough fitness as "negative instances". Then, we can derive a set of rules which can characterizes (discriminates) the positive instances and negative instances. By focusing the rules whose consequent part is "positive class", their antecedent parts mean the pairs of an allele and its value which are important for characterizing the positive instances (individuals with highly enough fitness)", Therefore, we can regard those pairs as candidates of useful schemata. That is, we regard those antecedent parts in the rules derived by machine learning as useful schemata, and try to propagate those schemata information in the Among the various inductive learning methods, we can utilize the learning methods which can learn a set of if-then rules. Several algorithms to learn a set of rules have been proposed so far in the area of machine learning, such as CN2 [5] , RIPPER [6] . In this paper, we adopt C4.5 [7] which is a widely-used method for learning decision trees and classification rules. Now, we concretely explain how t o apply C4.5, one of the widely-used machine learning techniques, into Coevolutionary GA. The training data consists of the genotype of H-Indiv.'~ which have been evaluated in GA P-GA. We use the commands "~4 . 5 " and "c4.5rules" involved in the C4.5 programs to generate classification rules which indicate how genetic information, i.e., schema information, are used for characterizing the positive instances. Here, the command "c4.5" is a program for generating decision trees based on the information entropy, on the other hand, the generated decision tree are translated into a set of classification rules by using the comma.nd LLc4.5rules". Classification rules acquired in the above manner are described in Figure 4 . In this figure, "Rule 49" means 49th acquired rule by C4.5. And following three equations denote that "if the allele of the 3rd locus is equal to '1' and the one of the 6th locus is '1' and the one of 8th locus is 'l'," and subsequent line explain that "then such pattern characterizes positive class". The acquired rules which explain the positive class, e.g., first and second rules in the figure, are incorporated in natural manner as the P-indiv. which is the same as schema information in the H-GA. For instance, the first rule in the figure is rewritten as the genetic information of P-indiv as follows. * * 1 * *o * 8*
Experiments and Results
Experiments
In this paper, we apply the proposed method to multidimensional knapsaek problems, which are regarded as a class of the combinatorial optimization problems. In general, multidimensional knapsack problems are formalized as follows, Here, c J , at3, b, are positive values and x3 is a binary value which takes 0 or 1. In order to apply GAS to the above multidimensional knapsack problems, we adopt the following fitness function in the similar way used in Coldberg et. al. [8] :
where, 0 denotes the objective value of the given problem, i.e., the same as the equation (I), Cpenalty is a predefined coefficient for the penalty term, and e3 indicates the quantity of constraint violation in each constraint inequality in equation (2).
In this paper, we use the problems in OR-Library [9] and the problems generated randomly as the problem instances of the multidimensional knapsack problems. Randomly Generated Multidimensional Knapsack problems (RGMK) are generated as follows: RGMK is generated as the same way carried out by Sakawa el al. [lo] .
In the equation (1) and (2), the coefficients c J , a , are randomly defined in the interval [0, 999] In all the experimentations whose results are shown in the next subsection, we compare three kinds of evolutionary computations: Steady-State GA (SSGA) [Ill, conventional Coevolutionary GA (CGA), and the proposed method, i.e., Coevolutionary GA with schema. extraction by C4.5 (CGA+C4.5). GA parameters of them are set t o be as follows: the population size, the mutation probability, and the crossover probability of SSGA are set to be 100, 0.05, and 1.0, respectively. CGA and CGA+C4.5 have the same configuration except for using the schema extraction mechanism by C4.5 in CGA+C4.5. The H-GA in CGA and CGA+C4.5 is the same as the SSGA. The population size, the mutation probability, and the crossover probability of the P-GA are set t o be 10, 0.1, and 1.0, respectively. The roulette wheel selection mechanism is adopted as the selection manner of the P-GA. Moreover, as the parameter with respect to an additional mechanism proposed in this paper, the proportions of positive instances p p and negative instances p , are set to be 10 and 30, respectively. The total number of classes n, and the interval of calling C4.5 are set to be 3 and 1500. 
Results
First of all, we compare the proposed method with conventional CGA and SSGA on the RGMK problems and multidimensional Knapsack problems in the OR-Library as depicted in Figure 5 and Figure 6 , respectively. In Figure 5 , x axis indicates the number of variables, on the other hand, x axis in Figure 6 denotes the type of problem since mknapl.txt in the OR-Library has seven problems. In these figures, y axes of upper and lower graphs denote the success ratio that means how many optimal solutions GAS can be found, and the error of objective value against the optimal solutions with logarithm scale. In these experiments, the optimal solutions of RGMK are searched by Ip-solve [12] in advance, and the optimal values of the problems in mknapl.txt in the OR-Library are already known. These experiments are carried out until the number of fitness evaluations is equal to ten million (RGMK) or three million (mknapl.txt). In RGMK, 10 problem instances are generated for each variable size, 10 experiments are carried out for each problem instance, that is, the average values over 100 experiments are plotted in Figure 5 No. Fitness Evals Figure 7 : The temporal aspects of the error against optimal solution with logarithm scale depicted these figures, the proposed method outperforms conventional CGA and SSGA in the case of RGMK but significant differences cannot be found in mknapl.txt. In Figure 7 , the temporal aspects of search process of the proposed method, CGA, and SSGA in the case of RGMK with 70 variables and 10 constraint inequalities are delineated. In the graph in the figure, x and y axes indicate the number of fitness evaluations and error against optimal value as well as the previous graphs'. It seems that SSGA falls into premature convergence in the figure.
Next, in order to investigate the sensitivity of parameters introduced for the proposed method, we examine various values of the parameters, namely, interval for using C4.5 I , the total number of classes nc, and the proportion of positive and negative class p,, p , as delineated in Table l , 2, and 3. In all the tables, RGMK with 10 constraint inequalities and 70 variables are examined, and the data written in bold font indicate that such parameter outperform conventional CGA against the same problem. Moreover, the underlined data denote the best performance against all parameters in the table. When the interval parameter I is more than 1000, the proposed method exhibit good performance stably. As shown in Table 3 , best performance is observed, provided p , = 30. The proportion parameter of positive class p , is not affected so much.
Discussions
In the previous subsection, we examined two kinds of multidimensional knapsack problems: Randomly Generated Multidimensional Knapsack problems (RGMK) and mknapl.txt from the OR-Library. In the RGMK, the proposed method worked quite well, but significant Figure '7 , the proposed method allows the CGA to avoid the premature convergence. The proposed method vigorously tries to discover useful partial solutions, maybe building blocks, by using C4.5. The discovered schema, information is incorporated into the P-GA, and is recombined by the genetic operation of P-GA. Again, effective schema information searched by the P-GA is propagated onto the H-GA popuhtion. Such cyclic processes may prevent; the hitch-hiking effects because partial information is effectively evaluated.
Besides, va,rious parameters :introduced in the proposed method are examined. Experimental results tell us that the proposed method performs well, provided parameter set ( I , nc, p,, p,) = (1500, 3, 10, 30) which are mainly used in this paper. If the interval panmeter i is set to be less value, sufficient instances of positive class and negative classes cannot be collected. However, if I is set to be larger value, enormous training set is generated, that is, it is difficult to finish C4.5 phase for reasonable computational time, because the tra,nslation process from decision tree into ;I. set of rules may be a bottleneck in such cases.
Conclusion
In the framework of Coevolutionary Genetic Algorithms, we indicated that Machine Learning techniques can find effective schemata from the H-G.A population by utiliz- ing training data which consists of a. hrge a,mount of genetic information searched in H-GA and their fitness value. The extracted schema information is incorpora,ted in natural manner int,o the P-GA population as schemata. in the H-GA. In order t o confirm the effectiveness of the proposed method, we applied the proposed met,hod to multidimensional knapsa,ck problems, one of combinatorial optimization problems. We could only show the preliminary results in this pa,per, but those results imply t,ha.t Machine Learning techniques ca.11 improve the performance of Coevolutiona.ry Genetic Algorithms.
Although we examined only for multidimensional knapsack problems in this paper, the primal idea behind the proposed method, i.e., extraction and utilization of schema, information in the H-GA, can be widely adopted to various kinds of problems such a,s function optirnimtion problems, combinatoria.1 problems a.nd so on.
This work is the first attempt for making use of Machine Leasning or Data, Mining techniques into our Coevolutionary Genetic Algorithm. The future works are following: (1) using other Ma.chine Learning techniques such as CN2 [5] , (2) introducing Data, Mining algorithm such as Apriori [13] into CGA owing to be able to rega.rd discovered associate rules as schema,ta, (3) applying the proposed method to other kinds of combina.toria1 problems such a.s Constraint Satisfaction Problems (CSPs), (4) developing a new evolutionary computation by incorporating Machine Learning techniques or Data R4ining techniques into standard GAS instead of CGA.
