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ABSTRACT

STABILIZATION AND CONTROL OF A QUAD-ROTOR
MICRO-UAV USING VISION SENSORS

Spencer G Fowers
Department of Electrical and Computer Engineering
Master of Science

Quad-rotor micro-UAVs have become an important tool in the field of indoor
UAV research. Indoor flight poses problems not experienced in outdoor applications.
The ability to be location- and movement-aware is paramount because of the close
proximity of obstacles (walls, doorways, desks). The Helio-copter, an indoor quadrotor platform that utilizes a compact FPGA board called Helios has been developed
in the Robotic Vision Lab at Brigham Young University. Helios allows researchers to
perform on-board vision processing and feature tracking without the aid of a ground
station or wireless transmission. Using this on-board feature tracking system a drift
stabilization control system has been developed that allows indoor flight of the Heliocopter without tethers. The Helio-copter uses an IMU to maintain level attitude
while processing camera images on the FPGA. The FPGA then computes translation,
scale, and rotation deviations from camera image feedback. An on-board system has
been developed to control yaw, altitude and drift based solely on the vision sensors.
Preliminary testing shows the Helio-copter capable of maintaining level, stable flight

within a 6 foot by 6 foot area for over 40 seconds without human intervention using
basic PID loop structures with minor tuning. The integration of the vision system
into the control structures is explained.
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Chapter 1
Introduction
1.1

Current Solutions for Micro-UAVs
Unmanned Aerial Vehicles, or UAVs are becoming widely used, valuable tools

in today’s society. These vehicles provide an added measure of safety, security, and
convenience when applied to numerous situations that previously required a full-sized
aircraft with pilot.
The most prevalent of the UAVs in operation today (Predator, Yamaha RMAX,
Fire Scout, Global Hawk) are at best semi-autonomous. Most of the UAVs in nonresearch roles today are tele-operated[1]. That is, they require a user at a ground
station to control the craft. This form of tele-operation still requires the operator’s
full faculties to keep the craft under control. For this reason there is a push for modern UAVs to become more autonomous than the tele-operated models. Many UAVs
now have on-board control systems that reduce the amount of control required from
the ground-station operator. A typical example of ground-station UAV control of a
modern UAV would include observation of UAV state and transmission of high-level
UAV objectives (identify target, record surveillance video, go to GPS way point, return to base, etc.) This reduced control has allowed fixed-wing UAVs to become more
autonomous and made ground-station requirements less stringent. These innovations
have helped free the ground-station operator from the task of low-level control, allowing for multi-agent operations to be executed by one person. This type of control is a
well developed area of fixed-wing UAV research. However, research into autonomous,
on-board low-level control of a rotor-based UAV (also known as hovering UAVs, or
hUAVs) is a relatively new direction.

1

1.2

Helicopters
Although a fixed-wing platform is inherently stable as opposed to a rotor-based

platform, hovering allows the vehicle to remain in place when needed, fly closer to
objects of concern, and maneuver in ways that a fixed-wing UAV cannot. Fixed-wing
aircraft require takeoff/landing strips in order to develop enough speed to get into
the air. While some micro-UAVs are small enough to be thrown, this still requires
enough room in front of the launcher for the aircraft to gain enough speed to build
lift. Providing enough space for the aircraft to taxi down and land is inconvenient
and even impossible in some urban or densely wooded areas. If a landing strip is
not used, some UAVs are gathered by catching with a net, potentially damaging the
UAV.
Along with takeoff and landing space, fixed wing aircraft are restricted to constant forward movement. They cannot back up, make sharp turns, or stop and maintain a specific position. Because of this limitation, surveillance operations require the
aircraft to circle, fly over a target a number of times, or make time-consuming course
corrections if a target needs to be re-observed. Because of this need for large space
in which to turn or make complex flight maneuvers, fixed-wing UAVs also cannot
observe objects at close proximity. Fixed wing UAVs typically resort to maintaining
a high altitude orbit over the object of interest, requiring a gimbaled camera to keep
the object in view and take distant images. Although this works well for observing
a wide area, it is difficult to obtain detailed images of an object of interest without
a heavy, high resolution camera and lens. An hUAV platform provides the ability to
move very close to an object, take detailed photos, hover in place, make tight turns,
and move in any direction. Close inspection of hazardous materials or situations,
surveillance indoors or outdoors, stationary monitoring of an object or scene, and
stationary videography are just a few applications where a hUAV could be used and
a fixed wing UAV could not. Hovering unmanned vehicles have been proposed for
uses in crop dusting, remote sensing [2], cinematography, aerial mapping [3], tracking
[4], inspection, law enforcement, surveillance [5], and search and rescue to name a
few. HUAVs do not need a runway or landing area, and the micro versions such as
2

the quad-rotor are small enough to be carried by a single person and fly through a
narrow opening such as a doorway.
1.2.1

Full-size Helicopter UAVs
The first helicopter UAVs were full-sized or close to full-sized helicopters

(FireScout). Full-sized helicopter UAVs have the advantage of a large payload capacity. Powerful gas turbines and large rotor spans allow helicopters to lift heavy
weights and easily carry enough computing power to fly autonomously. A full-sized
helicopter UAV could also transport people without requiring a pilot, allowing those
on-board to perform other important tasks such as surveillance, military patrol, provide first aid to injured people that the helicopter has picked up, or observe the
functioning of the autonomous system.
However, full-sized helicopters face a few major challenges in the UAV department. First, they are large. One benefit of hUAVs is being able to get up close to
an object. It is hard for a full-sized helicopter to get extremely close to anything. A
major area of concern with UAVs is weight. The unmanned nature of UAVs require
a controller to be close by, and this usually means transporting the UAV close to the
area of interest and then launching and controlling it on-site. It is not very easy to
transport a full-sized helicopter (or fixed wing UAV) to an area of interest. Large
UAVs require more payload for fuel and more advanced location systems so it can
travel large distances without getting off-course. Also, full-sized helicopters are very
expensive. It is difficult to justify putting a $1 million plus aircraft purposefully into
harms way simply because no one is flying it. If a full-sized helicopter or airplane gets
destroyed or damaged, repair or replacement costs can be so great that the program
becomes prohibitive to upkeep.
1.2.2

Small-size Helicopter UAVs
As a cost and space saving alternative to full-sized hUAVs, Yamaha, Canadair

(Sentinel/Guardian) and others have built smaller hUAVs. These are typically gaspowered and can carry a significant payload but at 1/4 or less the size of a human3

piloted helicopter. These hUAVs can perform much the same tasks as full-sized
hUAVs with “large enough” payload capacities and only slightly shorter flight times.
They can be retrofitted with a number of sensors for any application and perform
multiple unique tasks at the same time. While the price is a major discount compared
to a full-sized helicopter, after a few losses the cost still becomes a problem. Also,
these are still gas-powered and still quite large in size, so just like full-sized helicopters,
they cannot be flown indoors.
1.2.3

Micro-size Helicopter UAVs
For certain applications, full-sized and small-sized helicopters have their lim-

itations which have led many researchers into the area of micro-UAVs. Micro-UAVs
have a wingspan of less than a meter and weigh less than 10 pounds. Micro-UAVS
often use electric motors instead of combustion engines due to size and weight constraints. The use of electric propulsion systems allows micro-UAVs to fly indoors,
recharge batteries, and provide quieter operation than a combustion engine. With a
very small frame and low-cost electric propulsion, micro-UAVs are very inexpensive
compared to their larger counterparts. At the same time, however, the electric motors
(and the size of the craft) tend to severely reduce the payload capacity. This reduced
payload capacity makes it difficult to do on-board processing. As technology advances, sensors sizes and weights are reduced. Inertial measurement units (or IMUs)
are now available that weigh less than 20g and provide full attitude estimation. As
sensor units decrease in size and weight, the task capabilities of micro-UAVs increase.
1.3

Quad-rotor Motivation
Quad-rotors have become an exciting new area of unmanned aerial vehicle

research in the last six years. A number of RC toy developers have designed quad-rotor
platforms for recreational use[6],[7]. One of the driving forces behind the development
of RC quad-rotors is the control-system simplicity compared to a typical helicopter.
The availability of platforms has helped spur research using these quad-rotors.
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The quad-rotor platform is a relatively new interest in the area of control. A
quad-rotor is an under-actuated system. The quad-rotor has six degrees of freedom,
yaw ψ, pitch φ, roll θ, x (movement in the direction of the front of the craft), y
(movement toward the left side of the craft), and z (altitude). These six degrees must
be controlled using only four actuators. This allows for simpler control routines (the
same commands need to be sent in the same magnitude to all actuators) but provides
an interesting area of study into how to decouple control to allow for stable flight
and control of all six degrees of freedom. Quad-rotor platforms provide an interesting
design perspective also. With little historical use to direct future applications, quadrotor design is a sparsely explored area. The symmetry of the design allows for
a centralization of control systems and payload. The four rotors of a quad-rotor
provide a larger amount of thrust than a typical helicopter which allows for larger
payloads and computing platforms–especially important in UAV applications. Quadrotor rotor assemblies can also be easily covered with a protective shroud providing
more safety from the high-speed rotors than a standard helicopter with exposed rotor
blades.
1.4

Quad-rotor Platforms and Challenges
Various researchers have used the quad-rotor platform for studies in control.

The quad-rotor is an under-actuated system and therefore requires outside observerstyle sensors (GPS, camera, ultrasound, etc.) for full attitude and position control.
This type of under-actuated control has spawned a lot of research in innovative control
methods. Sliding mode control, basic PID, and LQ control are just a few of the control
methods that have been applied to the quad-rotor platform [8], [9], [10], [11], [12],
[13], [14], [15].
Researchers have begun studying quad-rotors for multi-agent cooperative missions, super-small hUAVs, dynamics and stability, and assisted manual control for
tele-operation[16],[17],[12],[18]. The sensor systems on quad-rotor hUAVs typically
include an inertial measurement unit either commercially purchased or built by the
research team for attitude estimation. Along with this sensor suite some other sensor
5

must be used to obtain position information. Special rooms with calibrated cameras to observe the quad-rotor have been used to satify this need, as have electromagnetic positioning sensors, infrared, ultrasonic sensors, small GPS units, and onboard cameras[19],[15],[20],[21],[11],[14],[22].
Considering the aforementioned research efforts as somewhat pioneers in the
field of micro-UAV quad-rotors, there is a large area of common ground amongst them.
First, due to the lack of payload capacity most of the computation-intensive work is
done on a ground station, not on the UAV[23], [12], [24], [25]. If processing is done on
the UAV, it is very simple processing that can be done using light-weight, low-power
embedded systems available today such as the Gumstix or PC-104 platforms [16].
While vision lends itself to be a good fit to the problem of indoor pose estimation, the
lack of processing power and payload make this solution unusable for most researchers.
To avoid this some researchers use alternative sensors (GPS, ultrasonic, infrared) for
position estimation. All current vision-based control research requires off-loading the
image information to a powerful ground station computer and transmitting correction
values back to the quad-rotor. The only current hUAVs that perform vision processing
on-board without the help of a ground station use gas-powered, large or small sized
hUAVs, but a completely self-contained processing system for a micro-UAV has not
been developed.
1.5

Drift
The forward motion of a fixed-wing aircraft and the flow of air over and un-

der the wings create stability such that small turbulences do not cause any long
term deviations from the flight path. Rotor-based platforms in contrast, are inherently unstable. Keeping a helicopter (or quad-rotor) stable in a hovering state
requires constant minute corrections to throttle, pitch, roll, and yaw. Turbulences
that would not bother a fixed wing UAV can send a helicopter into a settling with
power state[26].Hovering a helicopter has been compared to balancing yourself while
standing on a large beach ball.

6

In addition, traditional helicopter designs result in very complex control systems. Adjustments to one degree of freedom result in changes in another. For instance, pitching the helicopter forward causes forward motion but also causes a drop
in lift, requiring adjustment to the throttle or pitch of the rotors.
A major problem in stabilizing a quad-rotor UAV is translational drift. While
a three-axis inertial measurement unit (IMU) can stabilize the craft so that it stays
level while in flight, outside forces may exert a horizontal velocity upon the aircraft
causing it to translate without changing pitch, roll, or yaw. Horizontal velocity is
not detected by the IMU, and so the craft may be perfectly level and still manage to
coast across the room and crash into a wall.
The Kestrel Auto Pilot IMU used in this project to control attitude was designed with fixed-wing UAVs in mind [27], [28]. The accelerometers on the KAP are
simple MEMS which report the amount of specifit force detected along three major
axes. In a fixed-wing airplane setting this works very well. The dynamics of the
quad-rotor however cause this reading to be very inaccurate. Desired movement in a
quad-rotor happens by tilting the quad-rotor to create a thrust vector in the desired
direction. This thrust vector however causes an increased or decreased value to be
registered in the accelerometers because of the change in direction of the detected
specific force. The current control scheme of the KAP is to integrate rate gyros to
obtain an absolute pitch, roll, and yaw, and then correct these integrated values with
feedback from the accelerometers. The accelerometers are noisy and in this setup
give occasional incorrect values, which causes a change in the KAP’s definition of
the z axis in the aircraft frame of reference as the quad-rotor attempts to maintain
level flight. Although this noise does not pose a problem in a fixed-wing application,
it causes more drift and instability and is uncorrectable using the IMU alone in an
hUAV setting.
In order to stabilize translational drift, vision sensors are needed to perform onboard vision calculations without the aid of a powerful ground station. Bin Ramli and
colleagues in the Aeronautical Engineering Group of the Department of Mechanical
Engineering of the National University of Singapore developed a similar quad-rotor
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and attempted to solve the translation problem but stated in the conclusion of their
paper that, “The current system also utilizes a ground based station that does the
calculations for the UAV as well as control the flight systems of the UAV directly.
A better and more robust solution would be to have all the flight computers onboard the platform itself. However, this is again constrained by the inherent payload
capability of the UAV itself.”[29]
In addition, the altitude sensors on the IMU are relatively ineffective indoors.
Air conditioning systems inside most buildings regulate temperature and pressure
which makes the readings from the barometric sensors invalid. Also, the magnetometer is noisy at best. A very good yaw reading (much less correction) is difficult to
obtain from the IMU.
1.6

Outline
This thesis will focus on the control aspect of the Helio-copter project, a quad-

rotor platform developed in the Robotic Vision Lab at Brigham Young University
for research in on-board vision and control applications. Chapter 2 will provide
background on UAVs and more specifically, control-based research for rotor-based
UAVs. Background research shows a large interest in quad-rotor systems and UAV
applciations, but also highlights an obvious need for an on-board vision solution
capable of performing all required processing without a ground station.
This research began with a Draganflyer commercial quad-rotor. It was quickly
determined however that the Draganflyer platform would not meet the required specifications, and a custom quad-rotor would need to be constructed. Chapter 3 outlines
the research conducted during the development of this custom physical platform. Section 3.1 will discuss the shortcomings of the Draganflyer platform and the motivation
for a custom platform. The high altitude of Utah required special consideration to be
taken when choosing motors, blades, and platform components. Section 3.2 will discuss the methods used to select components to achieve the desired specifications. In
order to achieve on-board vision processing, a low-power, light-weight FPGA platform
was used. This platform, the IMU, and the other hardware and software components
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used to achieve autonomous flight will be outlined in section 3.3. The original image
sensors available for the FPGA board were found to be unacceptable in this application, and a new daughterboard needed to be designed to allow interfacing with higher
quality cameras. This section will also detail the development of the new image sensor
board and I/O interface board. Testing a quad-rotor can be a dangerous task. The
testing environment developed to enhance the safety of the project will be presented
in section 3.4.
Following discussion of the platform, a brief overview of the vision-sensor system will be given along with motivations for the methods used in chapter 4. The
research and development of the control system used to correct attitude and position
will be presented in chapter 5. Section 5.1 will explain the outputs of all sensors on
the IMU. Section 5.2 will discuss a detrimental attribute of the IMU and the extended
Kalman filter used to correct it. The PID system developed for motor control using
the provided inputs will be discussed in section 5.4. The integration of the visionsensor system into the Helio-copter platform, motivation behind and development of
the Kalman Filters used in the vision system, and the artificial neural network used
to pre-fiter the vision sensor measurements will be presented in section 5.5.
Chapter 6 will then present the results to date of the Helio-copter platform including flight times, modification to original algorithms, and revised results. Chapter
7 presents conclusions obtained from the research and future work.
1.7

Goals
The initial goal of the Helio-copter project was to stabilize the quad-rotor

for flight. Control of pitch, roll, yaw, and altitude were necessary before any highlevel autonomous control could be developed. A quad-rotor with attitude control
could be given higher level commands by a user (increase altitude, maintain altitude,
move left, move right, trim pitch, trim roll, etc.) Much of existing research put
into quad-rotor control has never matured past simulation. The very small subset of
this existing research which has gone all the way to physical platforms and testing
is also mostly limited to tethered approaches. Degrees of freedom are limited to a
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reduced number of axes to display “working control”. Although these approaches
are important and necessary to true control development, they do not accomplish
the true goal of unassisted, autonomous flight. There is a certain aspect of control
development that requires physical testing in the real world with influences that are
not modeled in simulation. A tethered real-world approach modifies the dynamics
of the quad-rotor by limiting covariances, adding friction, and slowing down required
response times. For these reasons the initial goal of this research was to develop a
stable, hovering platform without tethers.
The next goal was to hover within a limited area for at least 30 seconds without
human intervention. A paramount requirement for a quad-rotor is to be able to fly
indoors in a constrained area to avoid endangering people inside the building. This
requirement is also a base for target tracking. If the quad-rotor were to lose a target
it was tracking, or while it is waiting for a user to select a target, it must be able to
maintain position fairly well while waiting for a new command or target.
The final goal of this thesis was to obtain basic target tracking by shifting the
basis of position stabilization to a small target placed on the floor. This target could
then easily be placed on a moving target to implement target tracking.
1.8

Contributions
The Helio-copter is equipped with a Helios FPGA system developed at BYU

[30]. The Helios FPGA can be paired with an I/O daughterboard to interface with
different sensors. The existing I/O daughterboard, the Ground Based Vehicle or
GBV board allowed Helios to interface with a Micron MT9V111 image sensor. This
sensor was found to be ineffective in the Heliocopter implementation, and a new
image sensor was required. To interface with the new image sensor a new daughter
board was developed as part of this research. This new daughter board was called
the Autonomous Vehicle Toolkit, or AVT and allowed the attachment of two Micron
MT9V022 global shutter CMOS cameras.
To accomplish the aforementioned goals the author helped design the physical
Helio-copter platform including the rotor testing method, rapid-prototyping of the
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frame, landing gear and the battery platform. He also helped design and build the
power plane distribution system and improve the wiring structure. An overview of this
platform and its development will be given in chapter 3. This thesis will explain the
communication system developed by the author to orchestrate cooperation between
the different computing platforms on the Helio-copter. This included augmenting the
existing packet communication structure to allow for data logging and drift correction.
The existing IMU control structure on the autopilot IMU was developed for
fixed-wing applications. The IMU software was designed for controlling small-angle
servos on a fixed-wing aircraft and had to be modified to control four pulse-widthmodulated brushless motors. The code on the autopilot was modified as part of this
research in order to develop a working quad-rotor control structure. Modification of
the control code included modifying servo routines, converting gyro angles into PWM
values, adding throttle ceilings and floors to avoid over-saturating the motors, and
including safety measures to stop the rotors in case of emergency. The PID structures
also had to be rewritten to accomodate an entirely unique control model that included
translation, altitude, and yaw (obtained from image sensor measurements). Saturation blocks were also added to the existing PID structures in the IMU. This included
re-writing the integrator area of the PID controller to accommodate for translational
PID controls which are not needed in a fixed-wing UAV platform.
The author of this thesis also was a main contributor in implementing the vision processing hardware and software libraries onto the FPGA. He developed the drift
packet structure to be sent to the IMU and helped implement the feature tracking,
template matching, and color segmentation sections of the vision processing library.
He also spearheaded the development of the code to combine all of these operations.
In order to transmit vision sensor measurement packets and have them properly received by the autopilot, a modified version of the communication code on the
KAP for talking to Virtual Cockpit was added to Helios.
In order to validate drift measurements coming from the vision sensor, an
artificial neural network wad developed by the author. The implementation and
testing of this neural network led to the redevelopment of the PID integrator term on
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the IMU. To further filter the vision sensors and stabilize the quad-rotor, a Kalman
filter was written and used with the image sensor readings, and an extended Kalman
filter was developed for accelerometer measurement correction.
The Helio-copter project after initial testing shows a lot of promise. With
basic PID tuning of the drift and attitude gains the Helio-copter maintained level,
unassisted flight for 43.8 seconds.
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Chapter 2
Background
2.1

Control-based Research
The MAGICC lab at Brigham Young University developed an inertial mea-

surement unit and UAV autopilot software that was used on the Helio-copter. This
autopilot (now called the Kestrel Auto Pilot, or KAP and commercially available
from Procerus Technologies) was designed and built at Brigham Young University.
MAGICC lab staff have successfully flown many fixed wing UAVs using this autopilot.
The control loops for the UAVs were application-dependent PID structures (longitudinal motion, lateral motion) whose control outputs could affect any of the available
actuators (ailerons, rudder, airspeed). The autopilot sensors were augmented with an
Extended Kalman Filter (EKF) to estimate roll, pitch, and yaw measurements from
rate gyros via integration [28]. Euler angles and equations were used but have been
updated in recent revisions of the autopilot software to allow a switch from Euler
angle-based control to quaternion-based control.
2.2
2.2.1

Control-based Quad-rotor Research
Simulation Only
The X-4 platform was a research-based quad-rotor platform developed at the

Australian National University. The X-4 was developed to provide a rugged research
platform that would be more durable than the RC toy quad-rotors on the market.
The frame took a unique approach in that the motors were inverted so the rotor was
placed below the motor, rather than above where it is typically located. It used an
on-board embedded inertial measurement unit (IMU) and bluetooth communications
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to a human controller[12], [24]. The main focus was on assisted manual control so an
untrained user could fly a quad-rotor with ease so the goal was never autonomous flight
or on-board control. Three research organizations combined to develop a dynamic
model for stabilizing the X-4 flyer. The researchers developed a back-stepping control
that separated the airframe dynamics from the motor dynamics and then bounded the
interaction error. They did not mention any results from implementing this control
on the actual quad-rotor, however[31].
Researchers at Lakehead University in Ontario Canada showed via simulation
that augmenting a PD controller with quaternion-based feedback (a P D2 feedback
structure) would guarantee exponential stability whereas a normal PD feedback structure would guarantee only asymptotic stability[8].
Zemalache et al. developed an interesting quad-rotor platform frame design
in [9]. Their research focused on the control of the under-actuated system. They
used a back-stepping controller because of the fact that the translational motion is
typically controlled through change in the attitude angles. Their conceptual platform
decouples translation from attitude by using two “engines of direction” or turning
two of the four rotors so as to provide translation without tilting the quad-rotor[32].
The concept appears feasible and simulation results show good performance, but
actual application of the methods or construction of the physical quad-rotor are not
mentioned. Results were calculated in simulation only.
Voos[13] developed a state-dependent Riccati equation (SDRE) controller for
a quad-rotor platform. His quad-rotor used an IMU and Kalman filtered the sensor
data to measure angular rates. It also contained a GPS for positional information.
The SDRE controller assumed a very fast inner loop of attitude measurement and
correction that was wrapped with a slower outer loop that estimated velocity information. The paper showed that the velocity state variables are obtained from
GPS. The Ricatti equations required an intense set of matrix computations including
pseudo-inverse. However, Voos used a pre-developed real-time method of evaluating
the SDRE that could be implemented on a micro controller. He also found that the
outer loop using SDRE could be controlled with only a proportional controller. Sim14

ulation results looked very promising, but he had not put the system onto the real
quad-rotor platform. Although the application appeared to be very interesting and
feasible, no benefits over a basic PID controller were identified.
2.2.2

Real-world Implementations
Castillo, Dzul and Lozano believe they achieved the first autonomous flight

with a small quad-rotor platform[19]. They used the DraganFlyer RC platform and
attached a ground station-based Polhemus sensor. The Polhemus sensor uses electromagnetic measurements from a sensor attached to the quad-rotor and read from
antennas placed around the room. This sensor obtained location and attitude information and sent this information to a Pentium-III computer which performed the
control. The craft was able to maintain a hover at 30cm above the ground and follow
a predefined path. Although the platform was able to hover and fly without human
aid, not all processing was performed on-board, restricting its use to the length of the
cable of the Polhemus sensor which did the data collection on the off-board P-III.
The STARMAC project at Stanford University focused on multi-agent control
using quad-rotors. Starmac I was a DraganFlyer IV from RC Toys. This platform
yielded 1kg of thrust and could maintain hover for up to 10 minutes at full throttle.
It used a 3-axis gyro for attitude, sonar for altitude and a GPS receiver for position information. Stanford researchers then developed the Starmac II based on the
X-4 flyer platform to obtain 4kg of thrust and a much longer flight time. Starmac
II continued to use GPS units for location information outdoors and sonar for altitude. If flying indoors an overhead web cam was used for positioning. Collaboration
between quad-rotors and ground-station control was initially done with bluetooth,
but later switched to WiFi[16]. Attitude control was achieved using integral LQR
techniques. Position control was achieved using integral LQR techniques again with
information from GPS sensors or an overhead web cam. It was mentioned that stable
altitude control was unachievable with LQR because of the down wash effect of the
four rotors. To overcome this an ultrasonic sensor was used with outlier rejection,
Kalman filtering, and an integral sliding mode control and model-based reinforcement
15

learning[15]. The initial goal was to maintain hover for 2 minutes within a 3m circle
(the large area due to the inaccuracies of GPS) and this result was obtained with
the STARMAC system. The Starmac quad-rotors have been shown to be very stable
and well-controlled. Flight is limited however, to out-door environments or special
in-door rooms with external cameras and processing systems. No on-board processing
of vision sensor information is performed for controlling the quad-rotor.
Dunfield et al. developed a neural-network based controller for a quad-rotor.
Reasoning behind the research was that the mathematical model was not fully developed and hence a model-based control system was considered problematic. Training
data for the control system was obtained by transmitting gyro data from the actual
quad-rotor to a ground station running Matlab. The neural network was trained
off-line on this ground station computer and then implemented in an on-board microcontroller. The neural-network controller was able to control roll, pitch, and yaw
axes, and as stated in [33], “with the addition of height control, the helicopter would
be able to hover. If a navigation and a behaviour capability were then added, the
helicopter would become a fully autonomous hoverable robot.” The only sensor inputs used were from accelerometers and rate gyros. They faced problems with gyro
integration drift. They were able to fly the helicopter and stabilize attitude, but did
not obtain hover because of the inability to control altitude and drift.
2.3

Vision-augmented Quad-rotor Research
A major limiter to control of a quad-rotor is positional information. Research

has directed emphasis into vision-based control to allow for indoor flight where GPS
positioning is choppy at best.
2.3.1

Simulation
Researchers at Clemson University used a DraganFlyer X-Pro quad-rotor as

a model and developed a system that would correctively tilt and roll a two degreeof-freedom (DOF) camera to compensate for the angle of the quad-rotor while it
was correcting. They showed good results from simulation but did not mention if
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the project was ever attempted on the real quad-rotor[22]. In another paper they
discussed using output feedback control to handle the issue of the quad-rotor being
an under-actuated system[20]. In this research the controller used only feedback from
position and attitude measurements. Their simulation results showed that a camerabased unit or GPS-based unit could use the proposed system and obtain semi-global
uniformly ultimate bounded (SGUUB) tracking, but performance on an actual quadrotor was not attempted.
Erginger and Altug modeled a PD controller for a quad-rotor in [11]. Their
system used PD controllers for yaw, pitch, and roll and simulated video feedback
to obtain x, y and z coordinates. The research was done using a dynamic quadrotor model in MATLAB and simulating landing on a colored target. Simulation
showed that a PD controller performed very well and stable control was obtained. No
application on a physical quad-rotor was performed.
2.3.2

Real-world Implementations
Earl and D’Andrea developed a Kalman-filter based approach for control of

a quad-rotor. Their research emphasis was on multi-agent control for uses such as
vehicle-based antenna arrays. Their quad-rotor used rate gyros to measure angular
velocity for attitude control. Position and altitude control was obtained via an offboard vision system that observed the quad-rotor as it flew in the room. They used
a unique approach in which they actually predicted ahead the vision measurement
(which has a time delay) by using optimal estimates of the attitude of the quadrotor[21]. The Kalman filter is used to combine the high frequency updates from the
gyros (300Hz) and the low frequency updates from the sensors (10Hz). The off-board
vision system used however restricts the quad-rotor to the single room where vision
sensors and computing systems are located.
In an early vision-based flight control application, Oertel at the German Aerospace
Center developed a vision-based sensing system for hover stabilization of a full-sized
helicopter, the ATTHeS[34]. This is the only research project known to the author
which has implemented full vision control on-board the craft. There were obviously
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no payload restrictions that reduced the computing power available for vision processing on the full-scale helicopter. The vision system was a custom system built of
multiple 100MHz PowerPC processors, a correlator subsystem, and dedicated video
buses.
The Hummingbird helicopter platform implemented vision in order to identify
objects whose GPS position was unknown. Although a carrier-phase differential GPS
(CDGPS) system was used as the only sensor for control of the helicopter, a vision
sensor was necessary for non-GPS-locatable objects. The vision system for this research consisted of two downward-pointing color cameras. Due to weight constraints
however, vision-processing is done on an off-board ground station computer. The
vision system ground station performs stereo triangulation of a red and blue dot, and
this information is sent to the on-board flight computer which is wrapped around the
inner control loop for stabilization [4].
The Avatar, an unmanned, gas-powered small helicopter, used vision to locate
a landing pad. The control system for the Avatar used a hierarchical behavior-based
architecture. Quick-response functions were set in low-level behaviors while less timecritical responses were based in higher level behaviors. The lowest-level behaviors
were those holding the aircraft in hover. Lateral velocity behaviors were stacked
above pitch and roll control, and overall navigation control was stacked on top of
lateral velocity and altitude control. The low-level roll, pitch, heading, altitude and
lateral control behaviors were implemented with proportional controllers. The entire
landing algorithm required a PD controller setup for flight toward the helipad, a PI
controller for hovering during descent, and a PI controller for the sonar subsystem
that was used once altitude was low enough (<3m) that the measurements became
accurate[35].
Researchers at the Autonomous Systems Lab at the Swiss Federal Institute
of Technology in Lausanne, Switzerland developed OS4 quad-rotor. The quad-rotor
research focused on autonomous flight using vision. The OS4 used inertial measurement units and a PID control structure for stabilization. It used ultrasonic sensors for
altitude and vision to control drift. Vision information was transmitted to a ground
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station for processing and commands were transmitted back to the OS4[14]. In later
research an integral back-stepping control was added for better altitude control and
cascaded into the PID control system. The OS4 also had four ultrasonic sensors for
collision detection and obstacle avoidance. Real-world testing was performed and
results showed good performance with obstacle avoidance. The authors claim that
the OS4 was the first semi-autonomous quad-rotor capable of collision avoidance
maneuvers[36][37].
Ettinger et al. [38] have conducted research in vision-guided flight stability
and autonomy based on horizon detection in a video image. The vision-based system
computed the horizon line in the image and used that for measurement of angular
orientation. They used the assumption that the horizon was a straight line reducing
the search to a 2-D line-parameter space. The next assumption made was that the
horizon separated the image into two very distinct-appearing regions. There was also
the obvious assumption that the horizon appeared in the image; however, they developed a robust scheme for avoiding failure even when the horizon was not present
by keeping a time history of the horizon location. The horizon location was Kalman
filtered and the outputs sent to a PD feedback control loop updated at 30 Hz. The
vision sensor was placed on the micro air vehicle (MAV) along with a transmitter. Vision data was transmitted to the ground station where it was processed and resulting
effort commands transmitted back to the MAV.
The WITAS UAV at Linkoping University in Sweden was a modified Yamaha
RMAX helicopter. The helicopter was a gas-powered small-scale helicopter commercially available in Japan as a radio-controlled crop pesticide sprayer. The helicopter
was 2 meters x 1 meter with a payload of 30kg. Nordberg et al. added a PC104 computing board and additional sensors to the WITAS with the intention of performing
computer vision-based stabilization. They noted in the paper that the 30kg payload
still created a limitation on the processing power available, reducing it to lower than
that available in standard PC platforms of available in 2002. Because of this lack of
processing power (the PC104 board used on the platform was a Pentium P5, 266MHz)
much research was invested in optimizing and modifying the vision algorithms used
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to be able to run at sufficient frame rates for control [39]. One assumption made was
to assume a planar ground surface, resulting in an affine homography approximation
of the image data, offering a closed form solution and reducing computation load.
The UAV swarm project at MIT focused on multi-agent cooperation of quadrotor UAVs. Flight time of the UAV quad-rotors was around 12 minutes so research
into automatic-refueling (much more possible with a hovering UAV compared to a
fixed-wing) has been pursued. Coordination and control for the UAVs is done by
manual control or using MIT’s 3D imaging system which consists of imaging sensors
positioned around a special room that observe the quad-rotors in flight and transmit position information to ground-based computers which process necessry control
commands that are then transmitted back to the quad-rotor itself[40].
At the time of writing there is currently no other research into on-board vision
processing on micro-UAVs known to the author.
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Chapter 3
Platform Development
3.1

Initial Work
This project began with the commercially available DraganFlyer quad-rotor

platform[6]. The DraganFlyer platform consists of a plastic frame, radio control
circuitry, the “brain” of the quad-rotor (gyros and thermopiles) and brushed motors
with plastic rotors as can be seen in Figure 3.1.
The DraganFlyer makes flying a quad-rotor possible by using inertial measurements to simplify the control and slow down the required response time from a
human operator. With a small vehicle and a low altitude the response time would
otherwise be very short. The DraganFlyer uses thermopiles to detect the horizon line
and calculates deviations detected by its on-board gyroscopes in order to stabilize
the craft. When the thermopile system is working properly, the DraganFlyer will
hover automatically and the operator only needs to be concerned about altitude and
desired motion. This system works well in outdoor environments where there is a
clear temperature distinction between the ground and the sky. However, in doors

Figure 3.1: The DraganFlyer, from www.rctoys.com
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and in urban environments when buildings obstruct the horizon the thermal sensing
technology ceases to work. Flight in these cases is extremely difficult because all effort
of the operator must be focused on keeping the craft hovering and stable in the air.
The DraganFlyer in its commercial package has no interface into the control
system other than via an RC signal provided by the controller. To overcome this
problem a member of the DraganFly corporation was contacted and with his help
and a few modifications to the DraganFlyer it was possible to establish a serial link
to the control system on the DraganFlyer. This serial link allowed the insertion of
the Helios FPGA board in the loop to read out the RC command, add on levelflight corrections, and transmit this new command over a serial connection to the
DraganFlyer “brain”.
Initial designs for the quad-rotor to be used in the Robot Vision lab included
retro-fitting the DraganFlyer with a custom level-sensor consisting of a small magnetometer and an electrolytic level-sensor. An analog converter took readings from the
sensor to determine the deviation from level and send the appropriate throttle corrections to the DraganFlyer’s control circuitry by emulating the RF control signals
sent from the hand held controller over a physical serial line. This custom board,
called the Semi-Autonomous Indoor Leveler (SAIL) contained a magnetometer and
an electrolytic bubble sensor to take the place of the thermopile readings (the DraganFlyer comes with the ability to disable the thermopiles for indoor flight). This
small SAIL board fed the level-sensor readings to the on-board Helios FPGA processor where software tasks running under an RTOS (µC OS) parsed the data and used
it for feedback in a simple PID control structure (see Figure 3.2). Initial testing of
the SAIL board found that it was able to maintain level flight of the DraganFlyer
while tethered.
The DraganFlyer in its basic commercial package comes with brushed electric
motors. These motors are very inefficient compared to the brushless variety, dissipating more energy as heat than thrust. At the high altitudes of the BYU campus
the maximum flight time of the DraganFlyer was very limited. The low-viscosity air
required almost the maximum power output from the motors to simply lift the Dra22

Figure 3.2: Semi-autonomous intelligent leveling board (SAIL)

ganFlyer off the ground. This caused the motors to heat up to the point that they
would cut out after only a few minutes of flight. The blades used by the DraganFlyer
were made of soft plastic which did not retair a rigit shape when in flight causing the
loss of more thrust off the edges of the blades, further reducing an already limited
payload capacity. All of these factors combined yielded an unacceptably short flight
time, payload capacity, and dangerous instability. Even with the addition of the
SAIL board, most of the stabilization was still coming from the DraganFlyer “brain”
circuitry (gyros), making it impossible to remove the cumbersome RC components of
the DraganFlyer.
Although the SAIL board provided sufficient control for level flight indoors
when coupled with the RC circuitry and “brain” of the DraganFlyer, without the
DraganFlyer “brain” the SAIL sensor readings would not be sufficient to control a
quad-rotor. A quad-rotor has six degrees of freedom, and the SAIL board provided
readings for only two degrees (roll and pitch). The SAIL board included a small
magnetometer for a third degree of control but this device was unusable because
readings were garbled by the electromagnetic force given off by the level-sensor. The
goal of this research was to perform stabilization and tracking on a quad-rotor, not
develop a low-level sensor unit.
These findings prompted the abandonment of the DraganFlyer and SAIL board
and development of a custom quad-rotor platform called the Helio-copter.
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3.2

Mechanical Platform
Initial goals for the quad-rotor required extended payload capacity (able to

carry additional sensors on top of the equipment needed for flight, motors, frame, and
batteries), at least 30 minutes of flight time, more durable blades (the DraganFlyer
blades were very brittle and could not withstand a crash), cooler-running motors
(even at high altitude), and a stable, lightweight frame that would not diminish the
payload capacity.
To increase lift an initial direction was to look into ducted fans. A rotor
spinning in open air loses much of its thrust off the ends of the blades, making it
inefficient. Also, non-ducted rotor blades cannot rotate as fast because the blade tips
reach the speed of sound faster than the center of the blade. When ducted properly,
a rotor can produce more thrust than its non-ducted counterpart at low speeds. The
researchers attempted to find a set of ducted fans that would provide enough thrust
to keep a quad rotor in the air with a large payload. The benefits of ducted fans have
a limited operation range however. If the rotors turn too slow they cannot produce
enough lift because of the added weight of the ducts. Once past this threshold the duct
increases the amount of lift produced. Another benefit of the duct is the wing-shape
adds additional lift as the duct moves through the air, but at a very high velocity the
duct no longer helps and simply contributes weight to the rotors[41]. The quad-rotor
could not take advantage of the lift provided by the duct shape however because
during hover the duct itself would not be moving, and would simply add weight. The
quad-rotor dynamics require counter-rotating blades to couteract the yaw produced
by rotor rotation and counter-rotating ducts are not readily available. The decision
was made to use a regular non-ducted rotor system powered by brushless motors.
Future research may attempt to implement a rudimentary ducting system mainly for
the purposes of protecting the rotors and reducing thrust loss off the edge of the
blades.
Through a number of hobby-shop contacts, four different brushless motor models and counter-rotating rotors in four sizes were obtained. Figures 3.3(a), 3.3(b),
3.3(c), and 3.3(d) figures show the four main selection criteria for motors and blades.
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A motor/blade combination was required to produce at least 20 oz of thrust to allow the quad-rotor to lift the payload specification of 2.5lbs not including batteries,
platform, and sensor equipment. To extend flight time the lowest power consumption
possible while maintaining thrust capabilities was required. Current draw needed to
be reduced as much as possible to allow use of lower current-rated, lighter batteries.
Operating temperature of the motors was also taken into consideration of the cutout
issues experienced with the brushed motors on the DraganFlyer. The x-axis shows
the different blade lengths tested, and the different rows along the z-axis represent
the four different motors. Castle Creations 15-amp speed controllers were used for
testing. After initial flights the 15-amp Castle Creations ESCs got hot enough to
melt the protective plastic around the circuitry, so they were replaced with 20-amp
versions which run much cooler. As can be seen in the figures, the AXIS 2212/26
motors with the 10x4.5 blades (highlighted in orange) provided the required lift while
running cooler, consuming less power, and at a lower current rating than the other
motors tested. This is due to superior materials for cooling, lighter alloys in the can
design, and other improvements to the motor itself.
To reduce the weight of the platform while maintaining strength, carbon fiber
rods were used for motor supports. The rods used had to be twice as large in diameter
as the rods used on the DraganFlyer. The brushless motors required a three wire (and
higher gauge) pulse-width modulated input from the ESCs instead of the 2-wire,
voltage-regulated input of a brushed motor.
Brushless motors run at a much higher RPM without overheating compared
to brushed models. This allowed the brushless motors to be attached direct-drive
style to the rotor, instead of being geared up like the brushed motors. This reduced
the weight due to gears and also reduced noise.
The carbon fiber rods were attached in the center with a small, custom-milled
acrylic block. This block was kept as small as possible to reduce weight. Later
in the design process a circular frame made of rapid-prototyped ABS plastic was
developed which provided a way to attach the Helios board, camera, autopilot, and
other electronic devices and battery packs without dramatically increasing the weight.
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(a) Current

(b) Power

(c) Temperature

(d) Thrust

Figure 3.3: Comparisons for different motor/blade combinations. The motor/blade
combination used in the Helio-copter is shown in orange
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It was designed to keep the batteries below the motors, thus making sure the center of
gravity would follow the model of a pendulum (being below the moment of thrust) and
be inherently stable. The platform currently weighs approximately 21.4oz without
batteries. This is slightly heavier than the amount of thrust provided by only one
motor, allowing the quad-rotor to lift more than 2lbs beyond its own weight.
By building a custom quad-rotor platform the radio-control system was bypassed entirely, opting instead for a wireless serial link over which simple commands
from a terminal or control program could be transmitted until the craft was entirely
autonomous.
Mechanical specifications for the Helio-copter are listed in Table 3.1. The final
product can be see in Figure 3.4.

Table 3.1: Physical capacities of main Helio-copter components

Item
Thrust
Blade Speed
Weight
Est. Flight Time

3.3
3.3.1

Capacity
19.5 oz/motor
up to 660 RPM
2.5 lbs
20 Minutes

Computing Platform
Hardware
The Helio-copter is stabilized using the Kestrel Autopilot developed in the

MAGICC lab at BYU [42]. The Kestrel is 2 x 1.37” x .47” and weighs 16.7 grams. It
includes 3-axis rate gyros and accelerometers plus 3 temperature sensors for measurement calibration, and barometric sensors for altitude and velocity measurements[42].
During normal operation it consumes .77W of power. It has four serial ports for
communication with other systems and connections for four pulse-width-modulated
servo connections[27].
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Figure 3.4: The BYU Robotic Vision Lab Helio-copter quad-rotor vision platform

In order to perform on-board image processing with the Helio-copter, the
Helios[30] board was used (shown in Figure 3.5). The Helios board is 2.5 x 3.5”, weighs
97.1 grams and in typical configurations consumes 1 - 3 watts of power, making it
ideal for various embedded-system applications. Helios comes equipped with SDRAM,
SRAM, USB connectivity and the ability to add an additional I/O daughter board.
It uses a Virtex-4 FX60 FPGA for vision processing and other hardware algorithms.
There is easily enough space on the Virtex4-FX60 to segment eight colors from an
image, track more than 120 distinct features (with template-matching), convert the
color image into gray scale, and perform other vision processing at a sustained 3060 frames per second while still having room for a VHDL USB interface, routing
interconnect, a floating-point unit, and a number of UARTs.
The initial hardware to connect vision sensors to the Helios FPGA consisted
of a Ground-Based Vehicle daughter board which contained I/O headers for sensors,
servos, and communication, a 27MHz oscillator chip to drive a camera, and headers for
up to two Micron MT9V111 CMOS cameras. These cameras performed very well for
slow movement image scenes. The MT9V111, as well as almost all other small formfactor CMOS image sensors at the time was a rolling shutter image sensor. Each
frame is captured by charging up and capturing the information from the CMOS
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Figure 3.5: Helios is a low-power, light-weight portable computing platform with a
Xilinx Virtex-4 FPGA, USB 2.0, SRAM, and various other components

cells one cell or row at a time, rather than capturing the entire sensor at once. This
greatly reduces the amount of storage area and buffering needed inside the sensor,
but it introduces what is known as frame shear.
Consider a scene where the camera is panning quickly (Figure 3.6(a)). Vertical
lines in a scene moving horizontally at any speed faster than the time it takes for
the camera to expose the entire bank of image sensors will appear slanted (Figure
3.6(b)) in the output of the MT9V111 because of the rolling shutter of the sensor.
This type of performance would be unacceptable in a UAV application where vision
is being used to detect movement through feature tracking. To solve this problem
a new camera sensor with a global shutter—the Micron MT9V022—needed to be
integrated with Helios. The MT9V111 camera sensors were shipped as system-onchip devices. Demosaicing of the actual CMOS sensor cells was done on the chip,
providing a software-configurable interface to the chip allowing the user to specify
color mode (RGB, YUV, gray scale), exposure settings, and white balance. Although
the MT9V022 provided similar control for exposure, gain, and white balance, the
output of the sensor was Bayer RGB and required demosaicing into a usable form[43].
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(a) Still image (frame shear)

(b) Moving image (frame shear)

Figure 3.6: Frame shear poses a difficult problem with any vision-based system

AVT
For this project the Autonomous Vehicle Toolkit daughter board was developed. The AVT board contains a Xilinx Spartan-III FPGA for low-level image processing and crystal oscillators and connections for two Micron MT9V022 GlobalSNAP CMOS image sensors. The Bayer RGB formatted data from the sensors is demosaiced by the Spartan-III and color balanced into a typical RGB-565 data stream
(5 bits of red values, 6 bits of green, 5 bits of blue, 2 bytes total) which is fed to Virtex4 FPGA on Helios for processing. The AVT board also has a video digital-to-analog
converter to allow wireless transmission of the video stream to a TV or computer
with frame grabber for observation. It also includes general purpose I/O ports which
allow serial communication with the KAP and a wireless transceiver connection to
communicate with a ground station for high-level mission task decisions.
The initial design schematic for the AVT was based off of the existing Ground
Based Vehicle (GBV) daughter board. This provided the required dimensions and
header connections to properly interface with the Helios FPGA board. The MT9V022
cameras output 10-bits per pixel at up to 26.6666MHz depending on the clock signal
provided. Helios is a multi-use platform and code had already been developed to use
the MT9V111 cameras on the GBV. In order to facilitate backwards compatibility,
it was determined that the AVT would output pixel data in the same format as the
GBV, allowing easy conversion from one daughter board to the other.
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As stated previously, the MT9V111 cameras output a variety of formats such
as RGB565, YUV 4:2:2, and gray scale. The MT9V022 cameras output only Bayer
RGB values. This required an additional pre-processing step to make the data from
the MT9V022 look similar (on Helios’ side) to that of the MT9V111. A Xilinx
Spartan-III FPGA was added to the AVT for this purpose. Two camera headers
were added to the AVT to allow for stereoscopic mode, or simply two distinct image
streams. The MT9V022 had the ability to operate in master or slave mode and output
interlaced data across a single data path to provide stereoscopic data. To allow for
more research-based in-depth modifications of the methods for obtaining stereoscopic
information, the two camera headers were separated on the AVT, allowing both image
sensors to operate in master mode and feed data simultaneously to the AVT. This
allowed the user to control which sensor’s data to use in single-camera operation, or
interleave data in two-camera operation.
The I/O width from Helios to the AVT is too small to allow both cameras to
feed 10-bit wide parallel image data to Helios at the same time. Although LVDS data
options are available for the MT9V022, the interface with Helios was intended to duplicate the interface that the MT9V111 used to allow backwards compatibility. Data
paths for wireless transmission, analog video transmission, and general-purpose I/O
including wheel encoders and pulse-width modulators for electronic servo controllers
use up a large number of the available I/O pins, leaving only enough data width for
an 8-bit camera data path. Due to this limitation, and the desire to not use space
on the FPGA on Helios for basic image pre-processing the AVT was designed so that
both camera headers on the daughter board fed directly into the on-board Spartan-III
FPGA. The camera control register serial interface signals were also routed through
the Spartan. With this setup, camera selection could be made over the same configuration interface used to set camera registers. This allows the user to forward
Helios-based camera configuration parameters to the cameras themselves, or write a
higher-level interface that Helios can use to communicate with the Spartan, allowing the Spartan to execute the required lower-level camera setting changes. Figure
3.7 shows the current AVT setup. In this setup, the camera standby mode line was
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re-routed to control a camera select flag inside the Spartan. The software on Helios
sent camera register commands which were forwarded by the Spartan to the currently
selected camera. In this configuration, the software of Helios selected camera 0, configured the camera, switched to camera 1, configured that camera, and then could
switch from one camera to the other. This provided a frame interleaving functionality.
Both cameras ran at 60 color frames per second, allowing the user to obtain 30 frames
per second data rates from both cameras by grabbing a frame from each camera in
sequence. An optional setup is shown in Figure 3.8 where the Spartan would be configured to perform all camera configuration and low-level control and Helios would
use the camera serial communication signals to specify a high-level camera mode on
the Spartan.
Although the clock chip oscillator for the cameras is physically located on the
AVT, the signal was first forwarded to Helios. This was done to allow for cameraclock-rate specific hardware to be developed on Helios (such as the digital-to-analog
converter FPGA core). In the current setup the clock rate was simply re-forwarded
back to the cameras from Helios without any processing.
A future development of the Helio-copter will be to have a video feed of the
image sensor transmitted wirelessly to a laptop for observation and high-level mission
tasks. The goal is to feed video from a forward-facing camera to a user on a laptop,
allowing the user to select an object in the video window and have the Helio-copter
track that object (using template matching or color segmentation). This will require
use of the on-board ADV7171 NTSC digital to analog NTSC converter before the
stream can be transmitted using a wireless transmitter such as the Black Widow
video transmitter[44].
Initial design of the AVT called for a four-layer printed circuit board. Routing
for the entire board was completed with four layers, using the top and bottom layers
for signal routing and the two inner layers for ground (analog and digital) and the
various power domains required for the components on the AVT. Although routing
was completed, it was decided to increase the number of board layers to 6 allowing much wider traces for higher-speed data paths and more tolerance room during
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Figure 3.7: The current AVT camera scheme forwards all serial data to the camera
selected by the camera select line, which was created from the camera standby line

milling. The board was then outsourced for manufacturing. The first revision was
electrically tested and found to be working, and to date there have not been any
mandatory changes to the board needed to achieve functionality. The board can be
seen in Figure 3.9(a).
To reduce cost the board was populated in house. Xilinx Spartan-III FPGAs
were provided as samples by the manufacturer. These chips were hand soldered along
with all other components on the AVT board, including the 120 pin Helios interface
header, DAC for analog video transmission, and camera headers.
The MT9V022 image sensor was provided by Micron as a sample order also.
Five units were sampled out to the University. For these sensors an image sensor board
also had to be developed. The schematic for the sensor board called for an optional
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Figure 3.8: In this potential setup scheme, Helios sends high-level commands over the
camera serial interface to the AVT. The AVT handles all communication and configuration of the cameras and forwards data to Helios

(a) The Autonomous Vehicle Toolkit features an (b) The Micron MT9V022 image sensor can produce
FPGA, camera headers, I/O headers, a wireless Bayer RGB images at 640x480 resolution at up to
transceiver and an NTSC DAC
60 frames per second

Figure 3.9: The AVT daughter board mounts directly on Helios as an I/O and general
purpose daughter board. The MT9V022 is a global shutter image sensor interface board
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address switch, the BGA sensor itself, various power and ground copper pours and
I/O filtering resistors. These boards were much smaller, and due to the size and the
difficulty of assembling a board with a BGA part, the assembly of these boards was
outsourced. The image sensors are covered with a standard lens cover recommended
by Micron which allows any 12.5mm diameter lens to be used. Currently there are
MT9V022 camera boards with 2.1mm, 4, 8, and 16mm lenses (see Figure 3.9(b)).
Once the boards were assembled, the pre-processing VHDL was written. Initial testing included piping the Bayer RGB data directly from the camera through
the Spartan to the Helios board. Using the Helios GUI developed in the Robotic
Vision Lab, Bayer RGB images such as that seen in Figure 3.10(a) were obtained.
Next, an existing library of simple demosaicing algorithms and color balancing was
implemented on the Spartan. Color balancing was turned off and once initial color
images were obtained (Figure 3.10(b)) basic color balancing was performed to obtain
results like those seen in Figure 3.10(c).
An issue arose where the camera sensors would come out of reset before the
logic on the Spartan was ready to handle the data, causing a byte-swapping of the
image data received resulting in an invalid image (Figure 3.10(d)). This problem was
solved by designing a state machine to handle start up and resetting of the Spartan
VHDL and the image sensors at the appropriate time. The state machine and data
flow for the Spartan is illustrated in Figures 3.11 and 3.12. The dataflow of the
Spartan checked for a camera switch request only while not currently processing a
frame to avoid mixing data from both cameras in one frame. Once frame selection was
made, data, pixel clock, and line valid were sent through a synchronization hardware
block which buffered three rows of data from the image sensor. This data was then
sent to a color correction step where it was demosaiced and color balanced. The
resulting output (RGB 10:10:10 format) was fed to a rounding core which rounded
the outputs down to the standard RGB 5:6:5 format which was serialized into two
1-byte transmissions to Helios. The state machine used a counter triggered on the
rising edge of the frame valid signal coming from the image sensor. When a frame
valid signal was received, the state machine went into a counter state where it waited a
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(a) Bayer RGB image taken with the Micron MT9V022 using the AVT

(b) AVT pre-processed image

(c) AVT pre-processed, color-balanced (d) AVT pre-processed byte-swap image
image

Figure 3.10: Images taken with the AVT during various stages of development

pre-set number of clock cycles (the same number that pre-processing required) before
asserting the frame valid signal for Helios. This delayed the frame valid signal so
that it was re-synchronized with the pixel clock, line valid, and pixel data signals
upon entering Helios. This state machine was later augmented to be able to switch
between one image sensor and the other, allowing a pseudo-interleaving of frames, the
ability to change cameras being switchable in software on Helios with one function
call. These tested and validated bitstreams were then programmed into the PROM
on the AVT which allows the Spartan to be automatically loaded with the proper
pre-processing hardware upon power up.
Using the Helios FPGA, the on-board vision system had higher image quality
than a typical vision-based UAV as it removed transmission issues such as noise and
time delays, processed images in real-time, and allowed the vehicle to be free of a
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Figure 3.11: The AVT requires a state machine to properly re-synchronize the frame
valid signal after pre-processing steps

wireless tether, increasing its range of operation. These advantages of an on board
vision system allowed autonomous algorithms for drift control, target tracking, etc.
to be implemented directly on the UAV itself. Figure 3.13 compares the required
control loop of a typical UAV compared to that of the Helicopter for an example
application of target tracking.
This system allowed vision processing to be performed on-board the Heliocopter without requiring ground station processing. Table 3.2 shows the distribution
and usage of FPGA resources. One-third or fewer slices of either FPGA were used
in the current configuration, making the Helio-copter an excellent platform for future
research expansion.
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Figure 3.12: The AVT hardware allows for on-the-fly camera switching between the
two available cameras
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Figure 3.13: The control loop of the Helio-copter compared to a typical UAV control
loop

3.3.2

Software
The Helio-copter contains two separate software processor units on-board: a

PowerPC inside the Virtex-4 in Helios and a Rabbit 3400 CPU on the KAP. A very
large amount of control software has been developed for the Kestrel Autopilot. This
code (referred to as KAP software) was developed by the MAGICC lab and they
provided the source code for this research. The KAP software code was designed for
a fixed wing UAV, however, so a number of modifications had to be made to the code.
This will be discussed in a later chapter.
In a typical UAV configuration the KAP is outfitted with a wireless transceiver
and communicates directly with ground station software on a workstation, PDA, or
laptop. The ground station software designed to communicate with the KAP is called
Virtual Cockpit (Figure 3.14). It is a Visual C++ application that provides the ability
to monitor and change PID values, GPS coordinates and mission-related information,
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Table 3.2: FPGA resource usage

Helios Virtex FX60
AVT Spartan
Used Capacity %
Used Capacity
%
Slice Flip Flops
16,784
50,560
33% 1,463
7,168
20%
4 input LUTs
19,236
50,560
38% 979
7,168
13%
15,818
25,280
62% 1,028
3,584
28%
Slices
Bonded IOBs
200
352
56%
37
97
38%
129
232
55%
3
16
18%
RAMB16 / BRAM
DSP48s
39
128
30%
0
0
N/A

view debug variables and change software parameters dynamically, log data, and view
video if an optional camera is connected. The objective of the Helio-copter was to
develop an entirely autonomous unit, so a lot of the vision processing, GPS, mission
command, and ground-based control algorithms available in Virtual Cockpit were not
used in this project. The Virtual Cockpit software did prove invaluable, however, for
basic testing and for variable logging for debug purposes.
The PowerPC on Helios can run at up to 300MHz. The KAP was interfaced
to Helios and the wireless transceiver attached to Helios instead directly to the KAP.
This allowed communication to and from the quad-rotor to be done entirely with
only one transmitter. This required building into Helios a wireless communication
program that could interpret packets sent from Virtual Cockpit to the KAP. The
existing communication framework from the autopilot was modified and implemented
on Helios. With this software Helios can intercept important packets (such as those
relaying attitude information) for its own use and transmit its own packets to the
Virtual Cockpit or the autopilot. This system was used to aid in removing invalid
drift measurements, and sending drift correction packets to the autopilot and could
be used for logging (using a flash card on Helios), sending Helios data to a Virtual
Cockpit ground station, or sending high-level flight commands from a Helios-based
mission system to the autopilot. The system interconnection is diagrammed in Figure
3.15.
The PowerPC is also responsible for scheduling and processing image data.
The PowerPC receives the interrupt from the camera hardware when a frame is fully
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Figure 3.14: Virtual Cockpit ground station software for communicating with the
Kestrel autopilot

captured and handles the forwarding of data and the starting of the vision processing algorithms (Harris feature detection, color segmentation, correlation, template
matching).
For this research project, code was also developed on the PowerPC to run a
Kalman filter on the tracked object coordinates, compute the output of an artificial
neural network to validate detected drift, and perform outlier rejection. All of these
algorithms were able to run on Helios while maintaining a frame rate of 30 frames
per second.
A Visual C++ GUI for communication with the Helios board was developed
in the Robotic Vision Lab and used in this research. The Helios GUI provided a
USB 2.0 link to Helios with the ability to view and modify algorithm- and debugvariables at run-time, capture video, still images, and transmit text. This tool proved
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Figure 3.15: Data flow and communication of the entire platform

invaluable for its speed in creating logs and for verification of proper vision algorithm
functionality.
In order to obtain level, drift-free flight with the ability to conduct target
tracking, the sensor information from the IMU and the image sensors needed to
be incorporated together and properly interpreted to allow the IMU to correct for
errors and capably control the craft. Helios forwards yaw, altitude, and translation
measurements via a packet structure and serial connection to KAP. The KAP then
stores these values and they are used to compute error for PID structures. The KAP
IMU sensors feed into the PID structure that controls attitude and the KAP computes
PID structures as fast as possible and sends corrective commands to motors. These
PID loops are wrapped, or layered, so that higher level control can be added with
simple changes to desired PID inputs and all control will remain stable. The division
of code based on compiled executable size is given in Table 3.3.
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Table 3.3: Helio-copter software details and locations

Location
KAP

Helios

3.4

Function
Size (KB)
PID Control Structures
Communications Framework
Sensor Interfaces
127.74
Image Processing
Artificial Neural Net
General I/O and Libraries
Kalman Filter
65.5

Capacity (KB)

256
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Testing Environment
Investigation into protective coverings for the rotors is still actively underway.

Initial attempts to use carbon fiber rings around each blade added undesirable vibration and dynamics to the quad-rotor, and were abandoned. In order to provide
a safe testing environment, a testing rig was created (Figure 3.16). This rig isolated
movement of the quad-rotor to one or two degrees of freedom. In this rig it was
then possible to tune PID gains and log data for off-line analysis of Helio-copter
performance.
Inside the rig and outside of the rig it was necessary during development to
be able to log important state information at a high rate of speed. The Helios GUI
provided a USB 2.0 High-Speed connection over which videos could be recorded, still

Figure 3.16: Helio-copter test rig, the setup shown is for testing altitude gains
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images captured, and log files written. A log packet was introduced into the KAPHelios-VC setup and the appropriate code was developed to parse floats, ints, and
unsigned ints from the unsigned byte packet structure and write them to a log file.
This tool proved invaluable in tracking down hardware bugs, communication issues,
and improper algorithm implementations.
The information obtained from the log files was displayed in MATLAB. Log
data was parsed and overlaid on graphs to easily allow visualization of mean filtering
and outlier rejection. The Kalman filter for the image sensors was initially written in
MATLAB which allowed the inputs and outputs of the Kalman filter on Helios to be
logged, and then run the same inputs into the MATLAB KF and compare outputs.
This provided a much easier test bench for off-line optimizations of code and easy
visualization of performance.
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Chapter 4
The Vision System - Stabilization
4.1

Vision Sensor Motivation
While it is fairly straightforward to control the attitude of the quad-rotor,

once the platform is level and maintaining altitude and yaw (using whatever means
contrived by the researchers) it begins to demonstrate another problem: lack of position awareness. Although the IMU can measure attitude error and correct for it, the
quad-rotor can translate horizontally without the IMU measuring any error at all.
Also present is the issue mentioned previously with IMU accelerometers. Any
translation creates an additional specific force which rotates the axes of the vehicle
frame causing more instability. Some measure of the true z axis in the quad-rotor
vehicle frame needs to be implemented to correct for this problem.
Other researchers using quad-rotor platforms “solve” these problems a number
of ways: The first solution that many use is to simply tether the quad-rotor. Although
this removes translation it also changes the dynamics of the craft, making control
tuning inaccurate once the craft is removed from its tethers. It is also very difficult
to create a tethering system that allows the manipulation of the other four degrees of
freedom while constraining drift. Even if these disadvantages are ignored there is of
course the problem that the movement of the quad-rotor is severely constrained by
the tether, making it of no practical use.
The next solution is to move the entire research out-of-doors and implement
a GPS tracking system. Commercial GPS systems typically have an accuracy of 12 meters, with subscription services increasing the accuracy to decimeters but this
requires such a large antenna that its use on a micro UAV is no longer possible.
Although meter or decimeter accuracy would be satisfactory for a car, it would not
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allow the quad-rotor to perform close observations without endangering the target or
quad-rotor. This also removes the ability to fly the inside, where GPS is ineffective.
A third solution is an off-board, vision-based approach. Cameras can be set
up in the room where testing is done and the quad-rotor marked so that each motor
can be easily differentiated in the video. These cameras can then observe position
and attitude changes and send the corrections to the quad-rotor. While this is a good
idea, and the launching point for the research outlined in this thesis, it poses some
obvious drawbacks: The room the quad-rotor flies in must have a set of cameras that
can all see the quad-rotor, and there must be an uninterrupted communications link
to the quad-rotor in order to send the correction commands. This option still requires
a ground-station computer to do vision processing, introducing noise and delays that
could be critical to quad-rotor stabilization[45].
If the craft is to be truly autonomous and not limited to a pre-developed testing
room with specialized equipment and outside observation, tethering, or outdoors-only
flight, the quad-rotor needs to have on-board vision and the capability to deduce at
least translation errors itself and correct for them.
An image processing VHDL suite developed in the Robotic Vision Lab was
implemented on the Helio-copter. This image processing suite takes as input the RGB
565 color image data pixel by pixel as it is output from the camera. The image data
is then fed to a number of processing elements. In the Helio-copter application, two
color-segmentation processing elements, a streak finding element, a connected component element, a Harris feature detection element and a template-matching processing
element were implemented in hardware. The PowerPC software managed the interrupts and status signals provided by these components and correlated data movement
between the necessary components and main memory. The data flow of this system
is shown in Figure 4.1.
4.2

Vision System Sensor Outputs
The image processing system stores its information in a frame table entry. This

large, general purpose data structure contains the actual image data of the type of
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Figure 4.1: Data flow of the vision system on the Helios FPGA

frame marked to be saved (a combination of one or more of the RGB frame, gray scale
frame, feature frame, or color segmented frames) and the tracking information such
as tracked corner lists and segmented color blob locations. As mentioned previously
the initial goal of the research focused entirely on stabilization of the quad-rotor using
vision sensor feedback. Initially a feature scene was placed on the floor to assured that
the corners tracked were separated by a specific distance to reduce the number of false
matches (see [46]). The Harris feature detection algorithm was then used to detect
corners in the feature scene. These features were tracked using a priority system based
on a minimum-distance requirement and prioritized by strength. The 120 features
in the image with the largest Harris strength were located in the next frame using
basic template matching. These correlated features were then used to compute a
homography relating the two frames. To reduce computational complexity an affineonly transformation was assumed[39]. The resultant homography was then used to
obtain translation, rotation, and scaling of the image. These rotation, translation,
47

and scaling values were then packed into a drift correction packet and transmitted to
the Kestrel Autopilot.
In the second iteration of the research, a target with two distinct colored dots
was used instead of a feature scene. This target was a sheet of paper that was initially
attached to the floor, but could easily be attached to a moving target for basic target
tracking. The image was color segmented for cyan and red and the segmented blobs
for each color combined by the imaging software into connected components. The
center of mass of the largest connected component was computed, and the center
of mass of both dots was then used compute a centroid between the two dots. The
distance of this centroid from the center of the image was then tracked from frame
to frame to obtain absolute translation. The change in position of the centroid was
tracked from frame to frame to also obtain a translational velocity. The distance
between the two dots was measured to obtain altitude and the rotation of the dots
was used to obtain yaw. This process is explained in [46]. The autopilot was then
given this information and used it to correct for position and rotation changes.
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Chapter 5
The Control System - Stabilization
Basic control of a quad-rotor platform is straightforward. Note the quad-rotor
model in Figure 5.1. altitude is controlled by increasing or decreasing throttle to all
four motors. Pitch is controlled by increasing throttle on m1 and decreasing throttle
on m2 or vice-versa. Roll is controlled the same way, using m3 and m4 . Yaw is
controlled by increasing throttle on both m2 and m1 while decreasing throttle on
m3 and m4 or vice versa, depending upon the desired direction of rotation. These
four degrees of freedom are measured using an inertial measurement unit that can
measure pitch, roll, altitude, and yaw. Most IMUs available today use barometers
for altitude measurement but indoor flight cannot take advantage of this sensor due
to air regulation systems inside modern buildings. Numerous current quad-rotor
research endeavors use off-board vision or ultrasonic sensors to develop secondary
sensor readings for altitude.
For a more in-depth introduction or review of quad-rotor dynamics the reader
is referred [19],[24],[13],[16],[22], or [14].

Figure 5.1: Quad-rotor dynamics
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With the IMU giving attitude information and camera sensors sending drift
measurements in four directions, it was then possible to set up a control system to
use this feedback to keep the Helio-copter stable.
5.1

Output of the Kestrel Autopilot
The information from the Kestrel Auto Pilot (KAP) used for this application

originated from the rate gyros. The KAP computes pitch, roll, and yaw angles by
integrating rate gyros over time. These integrated estimates are then corrected using
information read from the accelerometers. Although the accelerometers do not work
properly in all aspects of the the quad-rotor application, the values keep the quadrotor stable enough to maintain hover. While this hover is suitable for tethered flight,
as the definition of the vehicle frame is modified by the noise from the accelerometers
the quad-rotor will pitch and roll in small amounts, causing it to “bobble”. With
all other corrective measures turned off and the quad-rotor held in place by a cord
attached at the apex, it is easy to see these small fluctuations caused by noise from
the accelerometers. Work was done to reduce this noise by adding a median filter to
the accelerometer readings.
To further smooth the data read in from rate gyros and acceleromters, the
pitch and roll values were averaged over 10 readings. This reduced the affect of
outliers and removed some of the error caused by the accelerometers. These averaged
values for pitch and roll, along with pitch rate and roll rate were fed into the PID
structures on the KAP for level stabilization of the quad-rotor.
5.2

Autopilot Kalman Filtering
In order to remove the noise caused by the inaccurate accelerometers, an ex-

tended Kalman filter (EKF) was implemented on Helios to filter the rate gyro data
before being used by the autopilot. In this application a forward-feed EKF was implemented. The rate gyros and accelerometers were used to predict the location of a
point in the image during the prediction phase of the Kalman filter, and the predic-
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tion was updated with the actual location from the camera information. This reduces
calculations and only requires coordinates of one or two target points from the image.
Flow of the extended Kalman filter is as follows. Due to the higher-frequency
of the gyro and accelerometer measurements compared to the frequency of image
sensor measurements, the prediction phase is called more often. The attitude angles,
gyro rates, and accelerometer values are received by Helios at a rate of approximately
50Hz, while the camera returns data at a rate of 30Hz. A typical Kalman predict
function follows the form
x̂t|t−1 = F x̂t−1 + But−1

(5.1)

Pk|k−1 = F P F T + Q,

(5.2)

and

where x̂ is the system state vector, F is the state transition model, B is the controlinput model, ut is the control vector, P is the error covariance matrix, and Q is the
process noise covariance matrix. In this application of the EKF,
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ψ

(5.3)

where px, py, and pz are the pixel locations of the center of the target.
In the case of non-linear systems where the state transition model cannot be
represented by a matrix, Equations 5.1 and 5.2 become
x̂t|t−1 = f (x̂t−1 , ut , wt )
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(5.4)

and
Pk|k−1 = F P F T + Q,

(5.5)

where f (x̂t−1 , ut , wt ) is a differentiable function relating x̂t to x̂t+1 .
For the quad-rotor, the gyro and accelerometer sensors are used in the prediction state, not the update state, so the EKF model is used. To simplify equations
further, the fact that each sensor measurement is uncorrelated is exploited to affect
a change in variables such that
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(5.6)

given
f (pxt|t−1 ) =

pxt−1

+ δt ∗ px
˙ t−1 ,

f (pyt|t−1 ) =

pyt−1

+ δt ∗ py
˙ t−1 ,

f (pzt|t−1 ) =

pzt−1

+ δt ∗ pz
˙ t−1 ,

f (px
˙ t|t−1 ) = pxdott−1 + δt ∗ θ ∗ az,

(5.7)

f (py
˙ t|t−1 ) = pydott−1 + δt ∗ −φ ∗ az,
f (pz
˙ t|t−1 ) = pzdott−1 + δt ∗ g + az,
phit−1

+ δt ∗ p,

f (φt|t−1 )

=

f (θt|t−1 )

= thetat−1 + δt ∗ q

and
f (ψt|t−1 ) = psit−1 + δt ∗ r ,
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(5.8)

where az is the reading from the z-axis accelerometer, g is a constant for gravity, and
p, q, and r are the measured velocities from the rate gyros for pitch, roll, and yaw,
respectively.
When a camera sensor measurement is received, the EKF then proceeds to
perform an update step, following the update equation model for a typical EKF,
ỹt = zt − h(x̂t|t−1 , vt ),

(5.9)

St = HP H T + R,

(5.10)

K = P H T S −1 ,

(5.11)

x̂t = x̂t|t−1 + K ỹt

(5.12)

and
P = (I − KH)P.

(5.13)

To simplify computation, this step is broken into four parts, one for each vision
sensor measurement obtained: x position, y position, yaw, and altitude.
Altitude correction is performed by setting
H = [0, 0, −1, 0, 0, 0, 0, 0, 0] .

(5.14)

This produces a scalar output for HP H T which reduces the matrix inversion of Equation 5.11 to a simple floating-point divide such that
K=

PH
.
s
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(5.15)

The state vector x̂ is then updated as
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f (pxt−1 ) + K1 ∗ alt + predict(px|x̂)
f (pyt−1 ) + K2 ∗ alt + predict(px|x̂)
f (pzt−1 ) + K3 ∗ alt + predict(px|x̂)
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f (py
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f (pz
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+ K9 ∗ alt + predict(px|x̂)
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(5.16)

where alt is the raw altitude measurement from the camera.
Similarly, x and y are updated by setting












H=











(predict(px|δx̂px ) − predict(px|x̂))/δ
(predict(px|δx̂py ) − predict(px|x̂))/δ
(predict(px|δx̂pz ) − predict(px|x̂))/δ
0
0
0
(predict(px|δx̂φ ) − predict(px|x̂))/δ
(predict(px|δx̂θ ) − predict(px|x̂))/δ
0
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T























(5.17)

for x and
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(predict(py|δx̂px ) − predict(px|x̂))/δ
(predict(py|δx̂py ) − predict(px|x̂))/δ
(predict(py|δx̂pz ) − predict(px|x̂))/δ
0
0
0
(predict(py|δx̂φ − predict(px|x̂))/δ
(predict(py|δx̂θ − predict(px|x̂))/δ
0
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(5.18)

for y, where


x̂0



 ...


δx̂i =  x̂i + δ


 ...

x̂n







 , δ ≈ 0.01,





(5.19)

and predict(i|x̂) is a function that predicts the change in location of the target in
pixels based on small angle approximations of the state of the quad-rotor provided
by x̂.
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The Kalman gain is computed the same as in Equation 5.15 and x̂ is then
updated for x and y using
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f (pxt−1 ) + K1 ∗ camerax − predict(px|x̂)





f (pyt−1 ) + K2 ∗ camerax − predict(px|x̂) 


f (pzt−1 ) + K3 ∗ camerax − predict(px|x̂) 


f (px
˙ t−1 ) + K4 ∗ camerax − predict(px|x̂) 


f (py
˙ t−1 ) + K5 ∗ camerax − predict(px|x̂)  (5.20)


f (pz
˙ t−1 ) + K6 ∗ camerax − predict(px|x̂) 


f (φt−1 ) + K7 ∗ camerax − predict(px|x̂) 


f (θt−1 ) + K8 ∗ camerax − predict(px|x̂) 

f (ψt−1 ) + K9 ∗ camerax − predict(px|x̂)

for x and a similar equation for y, where camerax is the vision-sensor measurement
for the target’s x location in pixels. A similar process is followed for obtaining yaw.
5.3

Simulation Results of the EKF
The EKF as explained above was implemented in Matlab using mex functions.

Code for the EKF was written entirely in C and compiled to a mex function in order
to test the exact code being implemented on the physical platform. Figure 5.2 shows
a plot of simulation performance. Each variable in the state vector is shown on a
plot with raw measurement data, desired value, and EKF predicted value. The EKF
tracks the measured value very well and the quad-rotor in simulation was not only
able to not only hover in place, but track a moving target.
5.4

PID Structures
Much research has gone into control methods for quad-rotors. As mentioned

in a previous section, [14] found that PID control structures worked better than LQ
control methods because of the motor dynamics of the quad-rotor platform. Alhough
various methods have been proposed, PID structures were the only methods the
author could find that had actually been implemented on a physical quad-rotor and
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Figure 5.2: Simulation results of the Extended Kalman Filter implemented using mex functions in Matlab shows the EKF to
perform very well. Target tracking was achieved using this method and the code is easily portable to the Helio-copter. Red is the
desired value of each state variable, green is the measured value, and blue is the EKF output predicted value.

not purely in simulation. The corrections to the quad-rotor would require only small
angle calculations and the quad-rotor would never reach an angle at which the Euler
calculations would approach singularity, so a quaternion controller was not found
to be necessary. The KAP software code already contained a PID structure and
basic algorithm and the PID control system appeared to be suitable. The ease of
tuning the gains also helped motivate the selection of a PID control structure for
the Helio-copter. Alhough [8] uses quaternion control to obtain exponential stability,
they find that PID control will still result in asymptotic stability. It was determined
that this would be sufficient and allow faster tuning, modifications, and augmentation
of vision sensor information. Therefore, the KAP code was modified to control the
Helio-copter using PID structures. The PID structures contained values for error,
Kp, Kd, Ki, and effort. The PID structures followed Equations 5.21, 5.23, and 5.22
for effort calculation.

effort d = Kd ∗

δerror s
, δerror s = (error st − error st−1 ),
δt

(5.21)

effort i = Ki ∗ δt ∗ error s + effort it−1

(5.22)

effort p = Kp ∗ error s ,

(5.23)

and

where







4 
error s = 







error x





error y 


error z 
,

error θ 


error φ 

error ψ

(5.24)

error {x,y} = desired {x,y} − measured {x,y} ,

(5.25)

error {ψ,z} = desired {ψ,z} − (measured {ψ,z} + trim {ψ,z}

(5.26)
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and
error {ψ,z} = saturate(effort {x,y} ) − (measured {θ,φ} + trim {θ,φ} .

(5.27)

Initial PID structure for the quad-rotor was to compute PID corrections for
pitch and roll, convert the effort into a PWM value, and sum the value into the
overall throttle command for each motor. For example, a positive effort from the
roll PID would be multiplied by the angle-to-PWM scalar and then added to m2 and
subtracted from m4 . The same process would be applied to pitch, with the values
being added to m1 and subtracted from m3 .
In order to allow the Helio-copter to always be able to level itself, a sliding
throttle window system was implemented. Desired throttle (before altitude control
from vision was added into the loop) could be set using Virtual Cockpit. This throttle
value was then saturated into a middle range of the possible throttle values for the
Helio-copter. This saturation measure assured that the throttle value for all four
motors allowed the potential to increase or decrease each of the motors enough for
a large correction. For instance, consider the situation where the Helio-copter is
carrying a large payload requiring a large throttle amount to maintain hover. If
the throttle value requested correlated to the maximum output of the KAP PWMs,
without this correction it would be impossible to speed up any of the motors to correct
for any attitude deviation. In the system implemented on the Helio-copter however,
the maximum throttle value would be saturated to a value low enough to still allow
a corrective increase or decrease in throttle on any motor.
The PID summing solution worked well until drift corrections needed to be
added. Initially the drift correction PID efforts were converted and then also summed
into the overall throttle. This did not provide the desired performance, however,
because corrective drift measures were then detected as errors by the attitude sensors
and zeroed out in the next iteration by the effort of the pitch and roll PID controllers.
To improve performance the PID loops were wrapped. The drift correction PID efforts
were fed into the attitude PID controllers as the desired angle, and the output of the
attitude PID controllers were then summed to create a throttle vector for each motor
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as seen in Equations 5.28-5.31. Figure 5.3 shows the PID structure currently being
used on the Helio-copter.

throttle m1 = effort θ,x + effort z + effort ψ ,

(5.28)

throttle m2 = −effort φ,y + effort z − effort ψ ,

(5.29)

throttle m3 = −effort θ,x + effort z + effort ψ

(5.30)

throttle m4 = effort φ,y + effort z − effort ψ .

(5.31)

and

5.4.1

Saturation
Because a change in pitch or roll drastically affected the stability of the quad-

rotor, there was a limited amount of corrective pitch or roll that could be given to the
motors before making the quad-rotor crash. At first it the gains were reduced, but
this increased the rise time of the corrective measure, causing the quad-rotor to take
too long to correct for a detected pitch or roll error. This problem became even more
evident as efforts began to stabilize translational drift. Any tilt of the quad-rotor in
the air would cause translational acceleration. A reduced rise-time on the PID loops
was essential so that drift could be corrected as quickly as possible in order to not
lose the features or colored points being tracked. Rise time is reduce by increasing
gain strength for the controller, but in the existing PID implementation this created
instability.
To allow larger gain values without overcorrection and loss of control, saturation blocks were added to the effort outputs of the PID controllers before the values
were converted to PWM values (shown in Figure 5.3). These saturation blocks were
given independent upper and lower limits which were attached to globally accessible
floating-point numbers. These values were also transmitted over the wireless communication to the Virtual Cockpit where they could be modified at runtime. The PID
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Figure 5.3: PID control structure used on the Helio-copter

gains could then be increased and the saturation values lowered to allow a faster response without instability. It was found that these saturation values had to be tuned
each time the center of mass changed at all on the quad-rotor (a flaw in a blade, or
the shifting of new batteries in the platform). Slight weight changes required the trim
values for pitch and roll to be adjusted away from zero. The saturation blocks, if centered around zero would then allow more movement in one direction than the other.
For this reason upper and lower saturation limits were set as independent variables
that could be tuned, corresponding to the trim required for level hover, by the user.
This allowed a dramatic increase of gain, giving a very fast rise time without causing
instability or oscillation.
5.4.2

Tuning the Gains
A testing rig was designed to assist in tuning the gains of the quad-rotor PID

controllers (Figure 3.16). This rig allowed the isolation of motion to one or two axes in
order to tune gains to stabilize one or two degrees of freedom without being concerned
about the others. While this system was a great first step, the gains obtained in the
rig did not correlate to the correct PID gains for regular flight. Alhough the rig was
designed to be as low-friction as possible, the weight of the rod holding the quadrotor, friction in the bearings and along the slider bars still dampened the system. It
was found to be easier to tune pitch and roll attitude gains by suspending one axis of
the quad-rotor on the tips of one’s fingers and then letting it rock back and forth, or
by suspending the quad-rotor by its apex and allowing motion in both pitch and roll
axes. This provided the ability to perturb the system with a small push and watch
the corrective behavior outside the rig.
Figure 5.4 shows the performance of the PID loop structures. The quad-rotor
was held at a pivot point and the motors turned on to a speed just below hover. The
quad-rotor was then tilted to a large roll angle (approximately 35 degrees), released,
and allowed to settle. The roll angles were logged using the Helios USB GUI which
received roll angle updates at a rate of 45Hz and wrote these to disk. The x axis
shows the sample number and the y axis shows the roll angle measured in radians.
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Figure 5.4: Quad-rotor response to an impulse. This test was performed outside the test rig

With no control loops enabled, the quad-rotor required more than 68 samples or 1.5
seconds to settle back to a level hover (shown in the upper graph of Figure 5.4). The
main reason why the quad-rotor settled at all is due to the fact that it was tethered
for this experiment, and the friction of the tether added a small amount of dampening
to the system. The lower graph shows the performance once the loops were enabled.
The same experiment was performed again with loops enabled and the quad-rotor
was able to correct for an approximate 30deg rol error in 20 samples, or .44 seconds.
This performance could be improved even more with finer tuning of the gains, but
a response time of under 1/2 second was sufficient for this research. The addition
of the saturation blocks as mentioned previously also allowed the proportional gain
to be increased without developing an unstable system, thus shortening the response
time further. A slightly over-damped response was more desirable than a slightly
under-damped response in this application. Any oscillation (including a corrective
oscillation in the opposite direction as the impulse input) would cause the camera
to rotate, giving another invalid drift measurement. In a typical application setting
the quad-rotor would not be required to correct for large impulses, only small ones.
These small impulses are more smoothly corrected with an over-damped response,
causing less movement of the image sensor. Steady state error was not found to be a
problem and therefore an integral term was not required.
5.4.3

Debugging
The Virtual Cockpit platform was used for KAP debugging, and the Helios

I/O (HIO) GUI for Helios and entire-system debugging. The Virtual Cockpit software
developed by the MAGICC lab at BYU and then by Procerus is a Visual C++ .NET
application that can communicate over a serial (wired or wireless) connection to the
Kestrel Autopilot. This application is typically used to coordinate flight of a UAV,
compute visual information, and send commands to the aircraft. In the situation of
the Helio-copter, because Helios was doing all of the vision processing and the KAP
was computing its own low-level commands, the Virtual Cockpit application was
only used for feedback and debugging. It provided an easy interface to modify PID
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gains while in flight, allowing quick convergence to suitable gain values. The Virtual
Cockpit interface also had the ability to request global variables from the autopilot.
Software variables on the KAP could be set and monitored using Virtual Cockpit.
This proved to be an invaluable tool in tracing communication problems, algorithm
bugs, tuning gains, and setting proper threshold values and saturation levels.
5.5

Implementing Vision Sensor Readings
The vision system sent drift-correction packets to the KAP at a rate of approx-

imately 30Hz. These packets contained translation values in x and y pixels-per-frame,
scale change in pixels-per-frame, and rotation angles in radians-per-frame. The communications code on the KAP used for communication with Virtual Cockpit was
modified and added to Helios. Helios received all transmissions from Virtual Cockpit
and using the same code as on the Autopilot, parsed the packet until it obtained
the destination address. If the destination address was that of the autopilot, the
packet was forwarded on, and vice versa with communication from the KAP to the
Virtual Cockpit. This method allowed the addition of a new drift-correction packet
with the destination address of the KAP. The KAP then received the packet as if it
were transmitted from a Virtual Cockpit station and parsed the value like any other
packet. A function on the KAP then took the values from the drift packet and stored
them in global variables to be used during the next PID effort calculation.
The x, y, and z pixel-per-frame values were entered into a queue. The queue
system kept record of the past n values reported from the sensors and when computing the value to report in an error or gain calculation, the queue returned the
averaged value. This helped to reduce the effect of outliers stemming from invalid
measurements (improperly correlated features, incorrectly computed homographies,
loss of a colored dot, etc.). The yaw value was integrated over time to give an absolute
angle change when tracking features and used directly when tracking the colored dot
target.
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5.5.1

Drift Sensor Pitfalls
Even with the queue-averaging system on the KAP for reducing the effect

of outliers, a number of erroneous readings were still sent to the autopilot as drift
corrections. The main cause of erroneous drift readings was the drift corrections
themselves.
The quad-rotor has six degrees of freedom, but with only four actuators, it is
impossible to manipulate two of the degrees of freedom without affecting one or two
of the other degrees. Consider the example of horizontal translation in the direction
of motor m1 : As the quad-rotor translates horizontally, the downward-facing camera detects a movement in the opposite direction of the movement of the quad-rotor
(towards m3 ). This movement is detected by the algorithm as drift and the corresponding correction packet is sent to the autopilot. The autopilot has full control over
the four motors on the quad-rotor. In order to stop the correct for the translation
error, throttle is increased on m1 and reduced on m3 . By increasing the throttle of
m1 and decreasing the throttle of m3 a roll is generated. With only four actuators
there is no way to correct translational error without causing attitude error.
To simplify vision algorithm computations for feature tracking the image is
assumed to be planar, and only an affine transformation (no warping of the image
or changing of the imaging angle, only translation, scaling, and rotation) required to
relate one frame to the previous frame. This works well until the quad-rotor tilts in
order to correct for a detected translation. As the quad-rotor tilts it modifies the
imaging angle. Because of the affine assumption this modification to a projective
transformation is interpreted as a very large increase in the amount of translation in
the same direction as previously detected (m3 in the previous example). If unchecked
this would cause a larger drift correction command to be sent, causing a larger tilt,
eventually flipping the quad-rotor and causing a crash.
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5.5.2

Artificial Neural Network
In an attempt to correct for the tilt-drift problem, an artificial neural network

was developed that could be trained off-line and run in real time on the FPGA to
determine if homography calculations from the vision drift sensor were valid or invalid.
Using an unsupervised approach and/or attempting to train the neural network
on-line while the Helio-copter is in use would have proved difficult and dangerous due
to the unstable nature of helicopters and quad-rotors. For this reason it was decided
to log pitch, pitch rate, roll, roll rate, and the detected translation values and then
train the neural network off-line. The attitudes and speeds of the Helio-copter which
cause erroneous translation values are easily noticed while the quad-rotor is in flight,
so a method to capture these same attitudes and velocities without the risk of flying
the Helio-copter needed to be developed. The axis-isolating rig (shown in Figure 3.16)
was an indispensable tool for obtaining drift logs as explained below.
Logging Setup
The Helio-copter was attached to the rig at its center and allowed to translate
horizontally at a 45 degree angle between its x and y axes. This orientation allowed
one translation to cause drift in both the x and y directions. The pitch and roll of
the Helio-copter were held constant at zero degrees and the Helio-copter was pushed
back and forth in the rig at different velocities while recording the aforementioned
values to disk on a laptop connected via the USB 2.0 port on Helios. This same setup
was repeated three times while varying the pitch and roll angle of the Helio-copter
very slightly (between 0 and 2 degrees in either direction) to simulate the bouncing
motion of the Helio-copter when maintaining level flight. These logs were then labeled
as examples of instances where the detected translation should be assumed valid.
Next the slider bars on the rig were held fast at the midpoint of the rig and a
new log was started. With the sliders held fast the Helio-copter was tilted at various
rates to angles as much as 25 degrees pitch and roll. The Helio-copter has a tendency
to pitch and roll small amounts very quickly when the control loops are not well tuned,
so this motion was also emulated to help avoid detecting invalid drift while the Helio67

copter is stabilizing itself. The Helio-copter was then removed and the rig rotated
so that changes in altitude could also be logged. With the Helio-copter back in the
rig and the sliders arranged perpendicular to the ground, the Helio-copter was lifted
up and lowered down at differing velocities while recording the same values. These
values were also labeled as invalid drift measurements. Finally the Helio-copter was
removed from the rig and tethered to the ceiling at the apex of its circular frame
which allowed it to yaw freely without changing its pitch, roll, or altitude. Another
log was recorded and these values were also classified as invalid drift measurements.
The first round of data logging provided 3,126 data points with which to train
the neural network: 2685 valid instances and 441 invalid instances. The number of
valid instances was larger than the number of invalid instances because motion which
causes invalid drift (pitching and rolling) at higher speeds also causes the camera to
lose features. If the camera does not find enough features in a scene, it reports no
drift, at which point drift validation is not necessary.
Once all logs were labeled they were converted into the attribute-relation file
format (ARFF) standard and the label for each log was attached to each input in
the file as either a 1 for valid drift or a 0 for invalid drift. These inputs were then
concatenated into one ARFF and formatted for reading by a machine learning suite.
5.5.3

Training

KaBAj Learning Suite
The KaBAj machine learning suite was used to build and train the neural
network. The KaBAj system (shown in Figure 5.5) allowed the specification of learning rates, number of hidden nodes, epochs, and data splitting methods providing
quick convergence on the best parameter selection for the given problem. The KaBAj
system can run decision tree, naive Bayes, genetic algorithms and artificial neural
network learning algorithms. It trains its artificial neural network using a typical
backpropagation algorithm. The ARFF files set up the neural network with seven
inputs (pitch, pitch rate, roll, roll rate, x, and y plus a constant ’1’ input) and two outputs (valid and invalid). The outputs were normalized and run through the sigmoid
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Figure 5.5: The KaBAj machine learning suite

function
1
1 + e(−1∗M (i,j))

,

(5.32)

which gave a confidence value that the input was valid or invalid. The equation
argmax (normSigmoid (x)), x ∈ {ovalid , oinvalid },

(5.33)

where argmax (normSigmoid (x )) returns the element of x that returned the largest
value from normSigmoid (x ). This argument was used to determine if a drift packet
should be sent.
5.5.4

Parameter Tuning
The neural net was trained using a hold-out set method with 80% of the data

being used for training and 20% held out as a test set. Performance improvement
was considered to be any increase in accuracy over both the training set and the test
set.
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Learning began with the default settings of 2 hidden nodes, learning rate
(η) = 0.01 and run-life of 1,000 epochs. First the number of epochs the algorithm
ran were varied.

(a) Finding best number of epochs

(b) Finding the best number of hidden
nodes

(c) Finding the best learning rate (η)

As can be seen in Figure 5.6(a), the best accuracy on both training and test
sets was found after running at least 5,000 epochs but the performance increase was
minor for values larger than 5,000. Next, the number of hidden nodes in the neural
network was varied with epochs set to 5,000. Results of this testing can be seen in
Figure 5.6(b).
Six hidden nodes were chosen as the number to be used for the remainder of
the training. η was then varied as seen in Figure 5.6(c) and found to provide best
performance at η = 0.25.
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5.5.5

Implementation

Code Design
The KaBAj source code was then modified so that it would print out the
input-to-hidden node matrix and the hidden-to-output node matrix. Once the ideal
values of η, hidden nodes, and epochs were settled on, these matrices were copied in
order to implement them in code on the FPGA.
The neural net was implemented on the PowerPC on Helios. This processor
allowed the writing of the neural network code in C99 standard C code. This required
some modifications to take the KaBAj matrices and put them onto the FPGA. First,
the matrix library used in KaBAj is a C++ library that is larger and more robust,
but too big to fit on the FPGA. There is already a matrix library for the FPGA but
the matrices and equations would first need to be converted from KaBAj’s matrix
library format to the FPGA’s C99 matrix library format.
5.5.6

Input Vector Construction
Pitch, pitch rate, roll, and roll rate values were requested from the autopilot

and the packet contents read by Helios before forwarding the packet on to the ground
station. These values were thus captured very quickly on Helios.
The attitude values taken from the packet transmissions were then stored in
global variables. The MT9V022 image sensor interface fires an interrupt upon frame
completion. A function was added at the end of the interrupt routine that took the
translation calculations plus the most recent attitude values stored in global memory
and built the required input vector. This input vector was then run through the neural
net calculations. The output of this function was used to set a boolean determining
if the drift was to be considered valid or invalid.
5.6

Testing
In order to test out the accuracy of the method without endangering the

researchers, code was initially added so that the isValid() function simply turned
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on a green LED if the drift was valid, and a red LED if the drift was invalid. The
Helio-copter was then attached to the testing rig and the results were found to be
very good. When translating, the LED stayed green for a majority of the time, and
changed to red whenever any pitch or roll was added.
Next the motors were turned on and the Helio-copter allowed to level itself.
The LEDs were again monitored and a problem was noticed. The pitch and roll angles
the Helio-copter maintained while in the rig without thrust were not the exact angles
the Helio-copter maintained when leveling itself. Although this did not invalidate the
collected data (the data collected was still considered valid or invalid as labeled), the
neural network had been trained to the angle at which the data was collected. At a
self-maintained level the neural network assumed all drift was invalid.
This problem was overcome by leaving the motors and leveling system active
and re-collecting drift logs in the manner mentioned above. After combining both
sets of logs the network was retrained with the same parameters. The ANN trained
on this new data set of more than 6,000 instances was able to obtain an accuracy of
more than 95%. Testing inside and outside of the rig with and without the leveling
system active showed the green LED turning on during actual drift and the red LED
turning on when the quad-rotor tilted or stayed motionless.
5.7

Target Kalman Filtering
Although the homography calculations from feature tracking worked very well,

the color segmentation-based target tracking introduced some glitching into the platform. Almost immediately upon implementing the color segmentation, it was observed that if one dot was lost the calculations for altitude and yaw became invalid
and the quad-rotor became unstable. This was due to the fact that scale and rotation
required both dots to be identified for proper computation. With a 4mm lens this
made the testing area very small and the effect of drifting away from the testing area
very dangerous. The lens was changed to a 2.1mm wide angle lens (distortion was
corrected using a poly-fit equation, see [46]). Using this lens, however, still provided
a relatively small testing area. In order to add safety, enlarge the testing range, and
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provide stable performance even upon loss of one of the dots, a modified Extended
Kalman Filter was developed. Development began with a basic Kalman filter approach with a 2-element state space vector: the x and y position of a point. Due to
independence of variables in the state space, it was decided to run two independent
Kalman filters on the two colored dots instead of running one Kalman filter on both
dots. This reduced the state space vectors to two elements, simplifying the Kalman
filter equations and reducing computation time. Position, rather than velocity, was
used as the sensor input into the Kalman filter. This reduced the measurement update calculations because the H and F matrix were then identity. The Kalman filter
variables were then defined as


x̂red = 

yred = 

F = 

and


H=

xred
yred
xred
yred
1 0
0 1

1 0
0 1


,

(5.34)


,

(5.35)




(5.36)


,

(5.37)

where x̂ is the state space vector, y is the measurement vector, F is the state space
transition model, and H is the matrix relating a measurement vector y to a state
space vector x̂ in the form y = H x̂.
The Kalman-filtered x̂ values for four consecutive frames were stored and the
difference between the fourth frame and the current frame was computed and recorded
as a velocity for each dot using
velocityred = x̂redt − x̂redt−4
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(5.38)

and
velocitycyan = x̂cyant − x̂cyant−4 .

(5.39)

During the Kalman prediction phase this velocity was used to compute the
predicted new position. In this way the implementation differed from the traditional
and extended Kalman filters. Due to the fact that sensor measurements were position
and not velocity, F = I. However, instead of using the typical Kalman predict
equation
x̂t+1 = F x̂t ,

(5.40)

x̂t+1 was computed using the recorded velocity calculations from the previous iteration
(Equation 5.41). This allowed better prediction of where the point would be located
without a measurement update by basing its new location on its previous location
plus its velocity calculated from Kalman-filtered position readings, rather than noisy
velocity measurements as follows:

x̂t+1 = xt + velocityt .

(5.41)

This helped to smooth predictions and predicted the position of a dot when
it left the image but did not take into account the relationship between the two dots
when making a prediction. If one dot was lost out of the image its position would be
estimated based on its last known velocity, which could separate the dots from each
other if the target changed direction. To help with this problem the Kalman filter
was again modified. In this version a flag was passed into the Kalman prediction
phase which notified the filter if the red or cyan dot had been found in the image. If
one of the dots was missing, but the other was present, the prediction state used the
velocity of the visible dot to predict the new position of the occluded dot:
x̂redt+1 = x̂t + velocityred ,

(5.42)

x̂redt+1 = x̂t + velocitycyan .

(5.43)

or
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This kept the dots from separating and causing an incorrect altitude or yaw calculation.
The filter was designed in Matlab and the logging system used to record dot
measurements, x̂ values, and calculated velocities. It was then possible to compare
and debug the algorithm in Matlab by running the filter, plotting the output, and
comparing plotted points with the logged points from the C code implementation on
the Helio-copter. Figure 5.6 shows the performance of the Kalman filter on the Heliocopter. The quad-rotor was flown in a circle, keeping both dots in the image. The
circle was then expanded so that one of the dots was not visible in the image. The red
triangles in the image indicate sensor measurements reporting the location of the dot.
When the dot was no longer found in the image its location was reported as being 0
in either the x or y axis, or both. The green plus shows the location that the Kalman
filter predicted for the dot. As can be seen the filter did an excellent job of predicting
the location of a dot if it was occluded. The Kalman filter also correctly predicted
changes in direction of the occluded dot that it inferred from velocity changes of the
visible dot. If both dots were lost, the system simply continued to predict position as
a product of previous position and last known velocity, keeping both dots at the same
distance from each other and preserving the altitude and translational measurements
until a dot could be found. This implementation reduced noise and safely enlarged
the flight testing area.
Alhough the Kalman filter resolved the issue of losing a dot, large outliers were
still being reported to the control system. These large outliers caused erratic behavior
in the motors and instability during hover. An outlier rejection method called SORT
was developed on Helios [46] that helped remove these outliers.
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Figure 5.6: Kalman filter performance in the case where a dot is lost from the image.
The position of the occluded dot is calculated using its previous position and the velocity
of the visible dot, preserving the distance relationship between the two dots
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Chapter 6
Results
To demonstrate the capability of the Helio-copter control system to obtain
fully autonomous flight, two implementations of the visual stabilization system were
demonstrated. First, results of the stabilization method using homography-calculated
values from a feature scene are presented. Results show that the homography calculations provide enough information from the vision sensors to contain the quad-rotor
within a 6 foot by 6 foot area. Second, results from the visual stabilization sytem
using color-segmentation-calculated values for target tracking are presented.
6.1

System Results
All testing of the Helio-copter was performed in-doors in the Robotic Vi-

sion Lab at Brigham Young University. Data logs were obtained by connected the
Helio-copter to a laptop computer via the USB port on Helios. The wireless Zigbee
connection was using during testing to modify software variables and adjust throttle
to the motors until altitude control was activated. Initial tests were performed inside
the testing rig (Figure 3.16) and then while the quad-rotor was tethered to the ceiling. Once initial safety measures were added to the software, the Helio-copter was
tested in-hand outside the rig. Finally, the Helio-copter was untethered and flown
inside the lab. During actual flights, the wireless connection was maintained with
the quad-rotor at all times to serve as an emergency stop and monitor battery levels.
The Helio-copter was flown in an open area and results were videotaped for later
observation.
Using a feature scene to calculate a homography and using the feature tracking
information as input to the drift correction system displayed very good results through
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empirical testing. Yaw control was found to be extremely stable and maintain the
quad-rotor at the same heading for an entire flight. With the quad-rotor tethered
to the ceiling to remove the altitude component (which had not yet been developed
when the yaw was tested) it was possible to rotate the quad-rotor more than 30
degrees away from its desired heading and observe the correction return it to within
a few degrees of its original heading. Altitude PD gain values were obtained in the
rig and quickly tuned for proper operation outside of the rig. The Helio-copter was
then tested for altitude and found to be able to maintain a constant desired altitude
for an entire flight.
Translational drift proved more difficult. Through in-rig testing it was discovered that the translational correction system would require an integrator-only style
control loop. Proportional gains on the translation controller caused oscillations even
at very low gain values. The typical reaction of a proportional gain is to immediately
push back in the opposite direction of the error and it was difficult to find a value
that would provide enough correction but not over correct. Also, a quick correction
caused the camera to rotate, causing more drift to be registered by the vision system
and causing instability. Using an integrator-only control was much better suited to
the purpose because it slowly increased correction, removing a large amount of invalid drift from camera tilt. However, the PID structures in the autopilot were not
designed to handle an integrator-only approach and without changing the structure
good translational correction was unobtainable. Nevertheless, with a solid altitude
hold, yaw hold, and trimming the gyros on the autopilot to maintain level flight and
reduce drift the Helio-copter maintained hover without tethers or human contact for
43.8 seconds. Figure 6.1 shows the Heliocopter maintaining hover. During this fight
the Helio-copter entirely controlled pitch, roll, yaw, x, y, and z. For full video see
http://www.ece.byu.edu/roboticvision/.
6.2

The System Revisited - Tracking
The next step after using a feature scene was to move to target tracking using

colored dots. This required a change in the control loop. Using a feature scene
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Figure 6.1: Flight tests show the Helio-copter maintaining steady yaw, altitude and
drift over a feature scene

the computed homography returned relative translations in pixels per frame. With
two unique dots in the image to segment, an absolute position error (pixels from
center) was returned instead. Initially the control loops were modified to accept this
information instead of rate information. However, positional sensor data removed
the option to employ an integrator-only control structure for translational correction.
With position information as the sensor input, the integrator did not begin to wind
down until the Helio-copter had over-corrected past the center point, causing the
sensor readings to change sign. This made it impossible to keep the quad-rotor
hovering in one position because it could never correct back to the original position,
only past it. While implementing a full PID controller would have provided the ability
to correct to the original position, as before mentioned, any proportional gain caused
instability due to the rotation of the camera. In order to get the correct reaction
from the integrative controller a velocity sensor reading was needed, so the distance
of the dots from the center of the image was tracked over four successive frames and
differenced to give a rate (again, in pixels per frame) using the equations
drift x = error xt − error xt−4
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and
drift y = error yt − error yt−4 .
6.3

Results Revisited
These values gave the desired response in the translational drift control loop.

Using this method it was possible to increase the gain (and lower the saturation block
to avoid large tilt angles) and observe the quad-rotor correct itself for translation,
winding the integrator down as it approached center in order to stop movement
directly over the dots. Inside the rig the quad-rotor was able to maintain position over
the two dots within 12 inches even after being forced away from center. With this
approach and the accompanying improvements to the control loops it is believed that
the performance outside the rig will be better than that recorded using the feature
scene. Initial untethered testing shows this assumption to be valid.
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Chapter 7
Conclusion
A quad-rotor has been developed in the Robotic Vision Lab at Brigham Young
University. Using PID control structures the quad-rotor has been stabilized in two of
its six degrees of freedom using a commercially available inertial measurement unit.
An on-board FPGA system has been developed to obtain and process image information to stabilize the other four degrees of freedom required for stable, controllable
flight. This vision system has been coupled with the IMU system through a communication scheme that allows sensor data to be exchanged between embedded systems.
The vision sensor information and IMU information has been filtered and improved
through an artificial neural network, outlier rejection, and Kalman filtering. These
filtered sensor measurements have been tested and produced proper correction to
all six degrees of freedom which allowed tether-free flight of the quad-rotor without
human intervention.
7.1

Future Work
Untethered testing of the quad-rotor using colored-dot tracking is still under-

way. Future work includes testing the target tracking ability with a moving target.
Plans have also been made to incorporate the analog video wireless transmitter and
build a user-interface to allow for target selection from video feedback based on template matching or color segmentation. A selection of basic flight routines is also being
developed to allow one-button (or one function-call) routines for landing, take-off,
and small movements (altitude change, left, right, forward, and back) for humanassisted control until autonomous control is developed. The frame is also planned to
be retrofitted with a grounding strip to avoid static discharge into the exposed FPGA
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circuit boards. Safety is one of the foremost concerns and new motor mounts will be
developed to allow the attachment of carbon fiber spars around each rotor to use as
a protective barrier.
The Extended Kalman Filter described in Section 5.2 is being implemented on
the Helio-copter. This nine-state filter will remove the error caused by the accelerometer updates to the rate gyros and allow the quad-rotor to maintain a more stable
hover.
7.2

Contributions
The Helio-copter is equipped with a Helios FPGA system developed at BYU

[30]. For this research project a daughter board called the Autonomous Vehicle
Toolkit, or AVT was developed to allow attachment of two Micron MT9V022 global
shutter CMOS cameras. To maintain attitude awareness the Helio-copter also contains a Kestrel IMU from Procerus Technologies which provides roll, pitch, roll rate,
and pitch rate information, along with control of the motors.
The following lists the contributions of the author in the development of this
project. Some items listed were co-developed or co-integrated with the gracious help
of other researchers in the lab and should not be considered a sole effort.
• Designed platform
• Designed and built AVT daughter board
• Designed and built MT9V022 interface board
• Developed testing method for motors and blades
• Designed roll cage
• Designed landing gear
• Designed battery platform
• Designed and built power plane and improved wiring structure
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• Created KAP-¿Helios communications link (VHDL UART and software communication protocols)
• Created packet structure for transmitting drift corrections
• Develop IMU control routines for manipulating motors (turning angles into
PWM values, etc..)
• Developed PID structures for attitude control
• Expanded PID structures to include translation, altitude, and yaw
• Expanded all PID structures to contain saturation blocks
• Implemented VHDL platform for segmentation and feature tracking
• Implemented Helios GUI platform for easier testing
• Configured color correction to cameras to help with segmentation
• Wrote code to get red-dot centroids using provided segmentation core (implemented segmentation/streak finder core(s))
• Wrote packet-snooping code to get access on Helios to KAP pitch, pitch rate,
roll, roll rate variables
• Developed ANN to correct for correction-induced drift measurements
• Tested ANN and found problem with existing integrator
• Wrote new integrator for KAP control loops
• Tested the integrator and found decent starting gains
• Wrote Extended Kalman filter for attitude (accelerometer correction) in C
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