Suppose we know that an object is in a sorted table and we want to determine the index of that object.
Lemma 1. The expected error for a binary search that goes the wrong direction with probability ǫ on a size n table is upper-bounded by ǫ * n.
Proof. Let a(n) be the expected error for the binary search method on a table with size n. At each iteration, the binary search method goes the wrong direction with probability ǫ.
Consider the first iteration, where the binary search method decides whether to set n 2 as the new upperbound or the new lower-bound. With probability 1 − ǫ the decision is correct. In this case, the expected error reduce to a( n 2 ). On the other hand, with probability ǫ, the binary search method makes the wrong decision. In the case, the expected error is at most n 2 + a( n 2 ). Therefore, the upperbound of the expected error, a(n), is equal to (1 − ǫ) * a(
, and so forth. Therefore,
Lemma 2. The expected error for a binary search that goes the wrong direction with probability ǫ on a size n table on average is
Proof. Let b(n) be the average expected error for the binary search method on a table with size n. Let a(n) be the upper-bound of the expected error for the binary search method on a table with size n. From proposition 1, a(n) = ǫ * n. At each iteration, the binary search method goes the wrong direction with probability ǫ.
Consider the first iteration, where the binary search method decides whether to set n 2 as the new upperbound or the new lower-bound. With probability 1 − ǫ the decision is correct. In this case, the expected error reduce to e( n On the other hand, with probability ǫ, the binary search method makes the wrong decision. In the case, the expected error guarantees n 4 error. Additionally, the later binary search would produce an error of a( n 2 ). That is, in this case, the expected error is n 4 + a( n 2 ) = n 4 + ǫ * n 2 . Therefore, the expected error, b(n), is equal to ǫ * (
= ǫn( .
