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Abstract
Certain almost periodic forced perturbed systems with piecewise argument are considered in this paper.
By using the contraction mapping principle and some new analysis technique, some sufficient conditions
are obtained for the existence and uniqueness of almost periodic solution of these systems. Furthermore,
we study the harmonic and subharmonic solutions of these systems. The obtained results generalize the
previous known results such as [A.M. Fink, Almost Periodic Differential Equation, Lecture Notes in Math.,
vol. 377, Springer-Verlag, Berlin, 1974; C.Y. He, Almost Periodic Differential Equations, Higher Education
Press, Beijing, 1992 (in Chinese); Z.S. Lin, The existence of almost periodic solution of linear system,
Acta Math. Sinica 22 (5) (1979) 515–528 (in Chinese); C.Y. He, Existence of almost periodic solutions
of perturbation systems, Ann. Differential Equations 9 (2) (1992) 173–181; Y.H. Xia, M. Lin, J. Cao, The
existence of almost periodic solutions of certain perturbation system, J. Math. Anal. Appl. 310 (1) (2005)
81–96]. Finally, a tangible example and its numeric simulations show the feasibility of our results, the
comparison between non-perturbed system and perturbed system, the relation between systems with and
without piecewise argument.
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The existence of almost periodic solution of ordinary differential equations has been discussed
extensively in theory and in practice (for example, see [1–5,7–9,12–27] and the references cited
therein), but there are few papers considering the forced perturbed equations. In 1974, Fink [6]
investigated the perturbed system
dx
dt
= A(t)x + εg(t, x, ε), (1.1)
some sufficient conditions were obtained for the existence and uniqueness of almost periodic
solution of system (1.1). Then Lin [9] and He [10] obtained some sufficient conditions for the
existence of almost periodic solution for the following system, respectively:
dx
dt
= A(t)x + f (t)+ εg(t, x, ε). (1.2)
Recently, by using the roughness theory of exponential dichotomy, Xia et al. [11] have stud-
ied some more complicated almost periodic systems. However, all of them concerned the forced
perturbed systems without piecewise argument. Since the differential equations with piecewise
constant argument describe hybrid dynamical systems (a combination of continuous and dis-
crete), the differential equations with piecewise constant argument are much richer than the
ordinary ones without piecewise argument. Moreover, it is well known that differential equa-
tions with piecewise constant argument are more difficult to study than the ordinary ones without
piecewise argument.
There have been many papers (for example see [1–5,8,12,13] and the references cited therein)
concerning the stability, the existence of (almost) periodic solutions and oscillation of these equa-
tions. Up to now, there are few papers concerning the existence of almost periodic solution for
the forced perturbed equations with piecewise constant argument. Motivated by the above works,
we prove the existence and uniqueness of almost periodic solution for a class of forced perturbed
equations with piecewise constant argument. When these perturbed systems reduce to systems
without piecewise argument, our results generalize the previous known results in [6,7,9–11].
♣ We denote by | · | the Euclidean norm and by [·] the greatest-integer function. We consider
the inhomogeneous differential equations with piecewise constant argument of the form
y′(t) = A(t)y(t)+B(t)y([t])+ f (t)+ εg(t, y(t), y([t]), ε), t ∈ R, (1.3)
and the nonlinear differential equations with piecewise constant argument
y′(t) = f˜ (t, y(t), y([t]))+ εg(t, y(t), y([t]), ε), t ∈ R, (1.4)
where A,B :R → Rq×q , f :R → Rq , f˜ , g :R ×Rq ×Rq → Rq are continuous.
By using the exponential dichotomies and contraction mapping principle, some sufficient
conditions are obtained for the existence and uniqueness of almost periodic solution of above
systems. Furthermore, we study the harmonic and subharmonic solutions of these systems. We
remark that it is much difficult to investigate system (1.4) and the method used in the proof is
very interesting.
The rest of this paper is organized as follows. In the next section, some definitions and lemmas
are introduced, which will be used to prove our main results. Sections 3 and 4 are devoted to prove
our main results for systems (1.3) and (1.4), respectively. We end this paper with an example and
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perturbed system and perturbed system, the relation between systems with and without piecewise
argument.
2. Preliminary
In this section, we shall introduce some definitions and lemmas.
Definition 2.1. A function y :R → Rq is said to be a solution of (1.3) (or (1.4)), if the following
are satisfied:
(i) y is continuous on R;
(ii) the derivative y′ of y exists on R except possibly at the point t = n, n ∈ Z =
{. . . ,−1,0,1, . . .} where one-sided derivative exists;
(iii) y satisfies (1.3) (or (1.4)) in the interval (n,n+ 1), n ∈ Z.
Consider the following system
x′(t) = A(t)x(t)+B(t)x([t])+ f (t). (2.1)
Let X(t) be the fundamental matrix solution of
x˙(t) = A(t)x(t), t ∈ R, (2.2)
such that X(0) = I , I is the identity matrix.
Obviously, if y(t) is a solution of (2.1) then {y(n)}n∈Z satisfies the inhomogeneous difference
equation
y(n+ 1) = C(n)y(n)+ h(n), n ∈ Z, (2.3)
where
C(n) = X(n+ 1)
[
X−1(n)+
n+1∫
n
X−1(u)B(u)du
]
,
h(n) = X(n+ 1)
n+1∫
n
X−1(u)f (u)du.
If y(t) is a solution of (2.1), then {y(n)}n∈Z satisfies the nonlinear difference equation
y(n+ 1) = C(n)y(n)+ p(n,y(n), y(n+ 1)), n ∈ Z,
where
p
(
n,y(n), y(n+ 1))= X(n+ 1) n+1∫
n
X−1(u)g
(
u,y(u), y(n)
)
du.
We assume that for each n ∈ Z, C(n) is an invertible q × q matrix. We say that the linear differ-
ence equation
y(n+ 1) = C(n)y(n) (2.4)
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(P 2 = P) such that∣∣Y(n)PY−1(m)∣∣Ke−α(n−m), nm,∣∣Y(n)(I − P)Y−1(m)∣∣Ke−α(m−n), m n, (2.5)
where Y(n) is the fundamental matrix solution of (2.4) such that Y(0) = I .
Definition 2.2. [4] We say the linear difference equation with piecewise constant argument
y′(t) = A(t)y(t)+B(t)y([t]) (2.6)
has an exponential dichotomy if the difference equation (2.4) has an exponential dichotomy.
Definition 2.3. [6,7] A function f :R → Rq is called an almost periodic function if the ε-
translation set of f
E(f, ε) = {τ ∈ R ∣∣ ∣∣f (t + τ)− f (t)∣∣< ε for all t ∈ R}
is a relatively dense set in R for all ε > 0. τ is called the ε-period for f .
Definition 2.4. [6,7] A function g :R×R×Rq ×Rq → Rq is called an almost periodic function
for t uniformly on R ×Rq ×Rq , if for any compact subset W ⊂ Rq ×Rq , the ε-translation set
of g
E(g, ε,W) = {τ ∈ R ∣∣ ∣∣g(t + τ, x, y)− g(t, x, y)∣∣< ε for all (t, x, y) ∈ R ×W} (2.7)
is a relatively dense set in R. τ is called the ε-period for g.
Now we introduce some previously known results (see [4,8,12]).
Lemma 2.1. Suppose that A(t), B(t), f (t) are almost periodic and (2.6) admits an exponential
dichotomy. Then (2.1) has a unique almost periodic solution y(t).
Lemma 2.2. Suppose that A(t), B(t), f (t) are ω-periodic and (2.6) admits an exponential di-
chotomy. Then the following results hold:
(i) if ω = n0 ∈ Z+, then (2.1) has a unique ω-periodic solution (called harmonic solution);
(ii) if ω = n0/m0, n0,m0 ∈ Z+, n0 and m0 are prime, then (2.1) has a unique m0ω-periodic
solution (called subharmonic solution).
Lemma 2.3. [8] Suppose that the linear difference equation (2.4) has an exponential dichotomy
on Z with constants K and α. Let {h(n)}n∈Z be a bounded sequence. Then the inhomogeneous
difference equation (2.3) has a unique solution y(n) bounded on Z. Moreover, for all n∣∣y(n)∣∣K(1 + e−α)(1 − e−α)−1 sup
n∈Z
∣∣h(n)∣∣. (2.8)
Lemma 2.4. [4] Consider Eq. (2.6), where A(t), B(t) are continuous and bounded matrices for
t ∈ R satisfying∣∣A(t)∣∣M, ∣∣B(t)∣∣ δ,
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exist constants K  1, α > 0 such that∣∣X(t)PX−1(s)∣∣Ke−α(t−s), t  s,∣∣X(t)(I − P)X−1(s)∣∣Ke−α(s−t), s  t.
Then if δ < λ0Me−M , where
λ0 = 1
2K
min
{
eα − 1
eα + 1 ,
eε − 1
eα(1 + e−ε)
}
, 0 < ε < α,
(2.6) has an exponential dichotomy.
Lemma 2.5. [12]
(i) There exists K0 > 0 such that∣∣X(t)X−1(s)∣∣K0, 0 < t − s  1.
(ii) If τ ∈ E(A,ε), then∣∣X(t + τ)X−1(s + τ)−X(t)X−1(s)∣∣K0εeM, 0 < t − s  1.
3. Main result 1 and its proof
In this section, we consider the following differential equations with piecewise constant argu-
ment of the form
y′(t) = A(t)y(t)+B(t)y([t]), t ∈ R, (3.1)
y′(t) = A(t)y(t)+B(t)y([t])+ f (t), t ∈ R, (3.2)
y′(t) = A(t)y(t)+B(t)y([t])+ f (t)+ εg(t, y(t), y([t]), ε), (3.3)
where A,B :R → Rq×q , f :R → Rq , g :R ×Rq ×Rq × [0, ε0] → Rq are continuous.
• In the following, we always assume that max{|A(t)|, |B(t)|, |f (t)|}M .
Theorem 3.1. Let r0 = supt∈R |ϕ0(t)|, where ϕ0(t) is a unique almost periodic solution of the
non-homogeneous linear differential equation with piecewise constant argument (3.2). Suppose
that the following conditions hold:
(H1) Let g(t, y(t), y([t]), ε) be almost periodic in t uniformly for y on R × S × S × [0, ε0] and
for each fixed small real parameter ε, uniformly bounded and satisfies a Lipschitz condition
of the form∣∣g(t, x1, y1, ε)− g(t, x2, y2, ε)∣∣M0(ε0)[|x1 − x2| + |y1 − y2|],
where (t, x1, y1, ε) and (t, x2, y2, ε) are in sets of the form R × S × S × [0, ε0], S is a
compact subset of Rq .
(H2) Assume that A(t),B(t) are almost periodic and (3.1) admits an exponential dichotomy.
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system (3.3) has a unique almost periodic solution y(t, ε) in the (r − r0)-neighborhood of ϕ0(t)
for every fixed ε ∈ [0, ε0], with |y(t, ε) − ϕ0(t)|  r − r0. Moreover, if g(t, y(t), y([t]), ε) is
uniformly continuous in (t, y(t), y([t]), ε) ∈ R×S ×S ×[0, ε0(r)], then y(t, ε) is continuous in
ε with limε→0 y(t, ε) = ϕ0(t).
Proof. Let x(t) = y(t)− ϕ0(t); we have
dx(t)
dt
= dy(t)
dt
− dϕ0(t)
dt
= A(t)x(t)+B(t)x([t])+ εg(t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]), ε). (3.4)
Denote:
B = B(r, ε) = {ϕ(t, ε) ∣∣ ϕ(t, ε) ∈ C(R × [0, ε0],Rq), almost periodic
in t for any fixed ε ∈ [0, ε0],
∣∣ϕ(t, ε)∣∣ r}.
For every fixed ε ∈ [0, ε0], let B = B(r, ε) be complete matrix space, in Rq , with norm | · | =
supt∈R | · |. For any ϕ(t, ε) ∈ B , by using Lemma 2.1, the following equation
x˙(t) = A(t)x(t)+B(t)x([t])+ εg(t, ϕ(t, ε)+ ϕ0(t), ϕ([t], ε)+ ϕ0(t), ε) (3.5)
has a unique almost periodic solution T ϕ(t, ε).
By using the variation of constants formula, we know that the solution T ϕ(t, ε) can be repre-
sented as follows:
T ϕ(t, ε) = X(t)
[
X−1(n)+
t∫
n
X−1(u)B(u)du
]
T ϕ(n, ε)
+ εX(t)
t∫
n
X−1(u)g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
du,
t ∈ R, n = [t], n < t  n+ 1. (3.6)
Obviously, sequence {ϕ(n, ε)} satisfies the inhomogeneous difference equation
y(n+ 1) = C(n)y(n)+ εh(n, ε) (3.7)
where
C(n) = X(n+ 1)
[
X−1(n)+
n+1∫
n
X−1(u)B(u)du
]
,
εh(n, ε) = εX(n+ 1)
n+1∫
n
X−1(u)g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
du.
From Lemma 2.3, we know that the inhomogeneous difference equation (3.7) has a unique
almost periodic solution {y0(n, ε)} with |y0(n, ε)|  β , ∀n ∈ Z. Now we devote to show that
T ϕ(t, ε) ∈ B . In order to prove this, we first prove that |T ϕ(t, ε)| < r . In fact, since the Lipschitz
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small such that
2K0
[
K0(M + 1)K
(
1 + e−α)(1 + eα)−1 + 1]εM0(ε) < 1 for ε ∈ [0, ε1]. (3.8)
Let S = {x, |x| < r} is fixed, and |g(t, x1, x2, ε)|M1 for (t, x1, x2, ε) ∈ R × S × S × [0, ε1];
we select ε0(r) sufficiently small so that ε0(r) ε1 and
K0
[
K0(1 +M)K
(
1 + e−α)(1 − e−α)−1 + 1]εM1  r, for ε ∈ [0, ε0(r)]. (3.9)
By Lemma 2.3 again,∣∣T ϕ(n, ε)∣∣K(1 + e−α)(1 − e−α)−1 sup
n∈Z
∣∣εh(n, ε)∣∣ (3.10)
where
∣∣εh(n, ε)∣∣= ∣∣∣∣∣εX(n+ 1)
n+1∫
n
X−1(u)g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
du
∣∣∣∣∣
 εK0M1.
Then for any ϕ(t, ε) ∈ B , ε ∈ [0, ε0(r)], it follows from (3.6), (3.9) and (3.10) that∣∣T ϕ(t, ε)∣∣K0(1 +M)∣∣T ϕ(n, ε)∣∣+K0εM1
K0
[
K0(1 +M)K
(
1 + e−α)(1 − e−α)−1 + 1]εM1  r, ε ∈ [0, ε0]. (3.11)
Secondly, we shall show that the solution T ϕ(t, ε) with T ϕ(n, ε) = y0(n, ε), n ∈ Z, is an almost
periodic solution of (3.5). In fact, setting τ ∈ E(y0, 
)∩E(A, 
)∩E(B, 
)∩E(g, ε, S×S), then
by Lemma 2.5, one has∣∣T ϕ(t + τ, ε)− T ϕ(t, ε)∣∣
=
∣∣∣∣∣X(t + τ)
[
X−1(n+ τ)+
t+τ∫
n+τ
X−1(u)B(u)du
]
T ϕ(n+ τ, ε)
−X(t)
[
X−1(n)+
t∫
n
X−1(u)B(u)du
]
T ϕ(n, ε)
+ εX(t + τ)
t+τ∫
n+τ
X−1(u)g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
du
− εX(t)
t∫
n
X−1(u)g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
du
∣∣∣∣∣

∣∣[X(t + τ)X−1(n+ τ)−X(t)X−1(n)]T ϕ(n+ τ, ε)∣∣
+ ∣∣X(t)X−1(n)[T ϕ(n+ τ, ε)− T ϕ(n, ε)]∣∣
+
∣∣∣∣∣
t∫ [
X(t + τ)X−1(u+ τ)B(u+ τ)−X(t)X−1(u)B(u)]duT ϕ(n+ τ, ε)∣∣∣∣∣n
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∣∣∣∣∣
t∫
n
X(t)X−1(u)B(u)du
[
T ϕ(n+ τ, ε)− T ϕ(n, ε)]∣∣∣∣∣
+
∣∣∣∣∣ε
t∫
n
[
X(t + τ)X−1(u+ τ)g(u,ϕ(u+ τ, ε)+ ϕ0(u+ τ),ϕ(n+ τ, ε)
+ ϕ0(n+ τ, ε)
)−X(t)X−1(u)g(u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n, ε), ε)]du
∣∣∣∣∣
 βK0
eM +K0
 + β
(
K0M
e
M +K0

)+K0M
 +K0εM
eM +K0

:= Δ
, (3.12)
which implies T ϕ(t, ε) is an almost periodic function. It follows from (3.11) and (3.12) that
T ϕ(t, ε) ∈ B .
Moreover, we claim that T is a oneself contraction mapping. In fact, for any ϕ(t, ε) ∈ B ,
ψ(t,ϕ) ∈ B , ε ∈ [0, ε0(r)], we have
T ϕ(t, ε)− T ψ(t, ε)
= X(t)
[
X−1(n)+
t∫
n
X−1(u)B(u)du
][
T ϕ(n, ε)− T ψ(n, ε)]
+ εX(t)
t∫
n
X−1(u)
[
g
(
u,ϕ(u, ε)+ ϕ0(u),ϕ(n, ε)+ ϕ0(n), ε
)
− g(u,ψ(u, ε)+ ϕ0(u),ψ(n, ε)+ ϕ0(n), ε)]du, n < t  n+ 1.
It follows that∣∣T ϕ(t, ε)− T ψ(t, ε)∣∣ 2K0[K0(M + 1)K(1 + e−α)(1 − e−α)−1 + 1]
× εM0(ε)
∣∣ϕ(t, ε)−ψ(t, ε)∣∣, ∀t ∈ R.
So, it follows from (3.8) that T :B → B is a contraction mapping. This implies that there exists
exactly one x(t, ε) ∈ B such that T x(t, ε) = x(t, ε). Since x(t, ε) = y(t, ε) − ϕ0(t), y(t, ε) is a
unique almost periodic of (3.3) and satisfies∣∣y(t, ε)− ϕ0(t)∣∣= ∣∣x(t, ε)∣∣< r.
Therefore, we have
lim
ε→0y(t, ε) = ϕ0(t).
The proof of Theorem 3.1 is complete. 
Remark 1. When considering system (1.3) without piecewise constant argument, system (1.3)
reduces to system (1.2) and Theorem 3.1 reduces to Theorem 1 in [10]. Moreover, if f (t) ≡ 0 and
without piecewise constant argument, i.e., system (1.3) reduces to system (1.1), then ϕ0(t) ≡ 0,
r0 = 0, then Theorem 3.1 becomes Theorem 8.4 in [6]. Therefore, Theorem 3.1 can be seen as a
generalization of [6,10].
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g(t, x, y, ε) are all ω-periodic in t . Then we have
Theorem 3.2. Let r0 = supt∈R |ϕ0(t)|, where is a unique ω-periodic (m0ω-periodic) solution
of the non-homogeneous linear periodic differential equation with piecewise constant argu-
ment (3.2). Suppose that the following conditions hold:
(H˜1) Let g(t, y(t), y([t]), ε) be ω-periodic in t uniformly for y on R × S × S × [0, ε0] and for
each fixed small real parameter ε, uniformly bounded and satisfies a Lipschitz condition of
the form∣∣g(t, x1, y1, ε)− g(t, x2, y2, ε)∣∣M0(ε0)[|x1 − x2| + |y1 − y2|],
where (t, x1, y1, ε) and (t, x2, y2, ε) are in sets of the form R × S × S × [0, ε0], S is a
compact subset of Rq .
(H˜2) Assume that A(t),B(t) are ω-periodic and (3.1) admits an exponential dichotomy.
Then the following results hold:
(i) If ω = n0 ∈ Z+, then for any constant r > r0 > 0, there exists a sufficiently small ε0 =
ε0(r) > 0 such that system (3.3) has a unique ω-periodic solution y(t, ε) in the (r − r0)-
neighborhood of ϕ0(t) for every fixed ε ∈ [0, ε0], with |y(t, ε) − ϕ0(t)|  r . Moreover, if
g(t, y(t), y([t]), ε) is uniformly continuous in (t, y(t), y([t]), ε) ∈ R × S × S × [0, ε0(r)],
then y(t, ε) is continuous in ε with limε→0 y(t, ε) = ϕ0(t).
(ii) If ω = n0
m0
(n0,m0 ∈ Z+), then for any constant r > r0 > 0, there exists a sufficiently small
ε0 = ε0(r) > 0 such that system (3.3) has a unique m0ω-periodic solution y(t, ε) in the
(r − r0)-neighborhood of ϕ0(t) for every fixed ε ∈ [0, ε0], with |y(t, ε) − ϕ0(t)| r . More-
over, if g(t, y(t), y([t]), ε) is uniformly continuous in (t, y(t), y([t]), ε) ∈ R × S × S ×
[0, ε0(r)], then y(t, ε) is continuous in ε with limε→0 y(t, ε) = ϕ0(t).
Proof. We define a Banach space Cω as follows:
Cω = Cω(r, ε) =
{
ϕ(t, ε)
∣∣ ϕ(t, ε) ∈ C(R × [0, ε0],Rq), ω-periodic
in t for any fixed ε ∈ [0, ε0],
∣∣ϕ(t, ε)∣∣ r}.
Case (i). If ω = n0 ∈ Z+, then [t + ω] = [t] + ω. Since g is ω-periodic in t , g(t, ϕ(t, ε) +
ϕ0(t), ϕ([t], ε) + ϕ0([t]), ε) is also ω-periodic, for any ϕ ∈ Cω, where ϕ0(t) is a unique
ω-periodic solution of the periodic system (3.2). From Lemma 2.2, it follows that for any
ϕ(t, ε) ∈ Cω, system (3.5) has a unique ω-periodic solution T ϕ(t, ε). Using the same argument
as in the proof of Theorem 3.1, we know that T :Cω → Cω is a contracting mapping. This im-
plies that (3.3) has a unique ω-periodic solution y(t, ε) with |y(t, ε) − ϕ0(t)| r . Moreover, if
g(t, y(t), y([t]), ε) is uniformly continuous in (t, y(t), y([t]), ε) ∈ R × S × S × [0, ε0(r)], then
y(t, ε) is continuous in ε with limε→0 y(t, ε) = ϕ0(t).
Case (ii). If ω = n0
m0
(n0,m0 ∈ Z+), then [t + m0ω] = [t] + m0ω. Since g is ω-periodic
in t , g(t, ϕ(t, ε) + ϕ0(t), ϕ([t], ε) + ϕ0([t]), ε) is also m0ω-periodic, for any ϕ ∈ Cm0ω, where
ϕ0(t) is a unique m0ω-periodic solution of the periodic system (3.2). From Lemma 2.2, it fol-
lows that for any ϕ(t, ε) ∈ Cm0ω, system (3.5) has a unique m0ω-periodic solution T ϕ(t, ε).
Using the same argument as in the proof of Theorem 3.1, we know that T :Cm0ω → Cm0ω is
Y. Xia et al. / J. Math. Anal. Appl. 333 (2007) 798–816 807a contracting mapping. This implies that (3.3) has a unique m0ω-periodic solution y(t, ε) with
|y(t, ε)− ϕ0(t)| r . 
4. Main result 2 and its proof
In this section, we consider the differential system with piecewise argument
y˙(t) = f (t, y(t), y([t])) (4.1)
and the perturbation system
y˙(t) = f (t, y(t), y([t]))+ εg(t, y(t), y([t]), ε) (4.2)
where f (t, x, y) is almost periodic in t uniformly for x in any compact subset of Rq × Rq ,
g(t, x, y, ε) is almost periodic in t uniformly for x in any compact subset of Rq ×Rq × [0, ε0],
ε ∈ [0, ε0] is a small real parameter.
Theorem 4.1. In addition to condition (H1) in Theorem 3.1, further assume that
(H3) f (t, x, y) ∈ C(2) in x and y, and satisfies the Lipschitz condition in x and y.
(H4) System (4.1) has a unique almost periodic solution ϕ0(t).
(H5) The variational equation with piecewise argument
dz
dt
= ∂f
∂x
(
t, ϕ0(t), ϕ0
([t]))z(t)+ ∂f
∂y
(
t, ϕ0(t), ϕ0
([t]))z([t]) (4.3)
has an exponential dichotomy.
Then for any sufficiently small constant η > 0, there exists ε0 = ε0(η) > 0 such that system (4.2)
has a unique almost periodic solution y(t, ε) in the η-neighborhood of ϕ0(t) with |y(t, ε) −
ϕ0(t)| < η, for every fixed ε ∈ [0, ε0(η)]. Moreover, if g(t, x, y, ε) is uniformly continuous in
(t, x, y, ε) ∈ R × S × S × [0, ε0], then y(t, ε) is continuous in ε and limε→0 y(t, ε) = ϕ0(t).
Proof. Denote
B∗ = {h(t, ε) ∣∣ h(t, ε) ∈ C(R × [0, ε0],Rn), almost periodic
in t for any fixed ε ∈ [0, ε0(η)], ∣∣h(t, ε)∣∣ η}.
It is easy to know that B∗ is a Banach space, with norm | · | = supt∈R | · |.
Let x(t) = y(t)− ϕ0(t), then (4.2) becomes
dx(t)
dt
= f (t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]))− f (t, ϕ0(t), ϕ0([t]))
+ εg(t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]), ε)
= ∂f
∂x
(
t, ϕ0(t), ϕ0
([t]))x(t)+ ∂f
∂y
(
t, ϕ0(t), ϕ0
([t]))x([t])
+ 1
2
(
x(t) · x + x
([t]) · y)2f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
+ εg(t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]), ε) (4.4)
where 0 θ  1, “·” denotes the scalar product and “” is the Hamiltonian operator.
808 Y. Xia et al. / J. Math. Anal. Appl. 333 (2007) 798–816Denote A˜(t) = ∂f
∂x
(t, ϕ0(t), ϕ0([t])), B˜(t) = ∂f∂y (t, ϕ0(t), ϕ0([t])) and
G
(
t, x(t), x
([t]), ε)= 1
2
(
x(t) · x + x
([t]) · y)2f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
+ εg(t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]), ε).
Without losing of generality, we assume that max{|A˜(t)|, |B˜(t)|}  M . By hypothesis of
f (t, x, y) and g(t, x, y, ε), we have that for any η > 0, there exist ε0 = ε0(η), Ni(η), i = 1,2,
and M0(ε0) such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣∣∣ ∂2f∂xi∂xj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣N1(η),∣∣∣∣ ∂2f∂yi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣N1(η),∣∣∣∣ ∂2f∂xi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣N1(η),
(4.5)
for i, j = 1,2, . . . , q , t ∈ R and |x| η, and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣∣∣ ∂2f∂xi∂xj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
− ∂
2f
∂xi∂xj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))∣∣∣∣ 2θN2(η)|x − x|,∣∣∣∣ ∂2f∂yi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
− ∂
2f
∂yi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))∣∣∣∣ 2θN2(η)|x − x|,∣∣∣∣ ∂2f∂xi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
− ∂
2f
∂xi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))∣∣∣∣ 2θN2(η)|x − x|,
(4.6)
∣∣g(t, x(t)+ ϕ0(t), x([t])+ ϕ0([t]), ε)− g(t, x + ϕ0(t), x([t])+ ϕ0([t]))∣∣
 2M0
(
ε0
)|x − x|, (4.7)
for i, j = 1,2, . . . , q , t ∈ R, |x| η, |x| η, ε ∈ [0, ε0(η)], where N2(η) is bounded and N1(η),
M0(ε) may be chosen to be the non-decreasing functions of η or ε, respectively. Hence, it follows
from (4.5)–(4.7) that∣∣(x(t) · x + x([t]) · y)2f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))∣∣
=
∣∣∣∣∣
(
q∑
i=1
xi(t)
∂
∂xi
+
q∑
i=1
xi
([t]) ∂
∂yi
)2
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣
=
∣∣∣∣∣
(
q∑
xi(t)xj (t)
∂2
∂xi∂xj
+
q∑
xi
([t])xj ([t]) ∂2
∂yiyj
i,j=1 i,j=1
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q∑
i,j=1
xi(t)xj
([t]) ∂2
∂xi∂yj
)
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣

[
q∑
i,j=1
∣∣xi(t)xj (t)∣∣
]∣∣∣∣ ∂2∂xi∂xj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣
+
[
q∑
i,j=1
∣∣xi([t])xj ([t])∣∣
]∣∣∣∣ ∂2∂yi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣
+
[
q∑
i,j=1
∣∣xi(t)xj ([t])∣∣
]∣∣∣∣ ∂2∂xi∂yj f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
∣∣∣∣

q∑
i,j=1
1
2
[∣∣xi(t)∣∣2 + ∣∣xj (t)∣∣2]N1(η)+ q∑
i,j=1
1
2
[∣∣xi([t])∣∣2 + ∣∣xj ([t])∣∣2]N1(η)
+
q∑
i,j=1
1
2
[∣∣xi(t)∣∣2 + ∣∣xj ([t])∣∣2]N1(η) 3η2N1(η), for |x| η, (4.8)
and ∣∣(x(t)x + x([t])y)2f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))
− (x(t) · x + x([t]) · y)2f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))∣∣
=
∣∣∣∣∣
(
q∑
i,j=1
xi(t)xj (t)
∂2
∂xi∂xj
+
q∑
i,j=1
xi
([t])xj ([t]) ∂2
∂yi∂yj
+
q∑
i,j=1
xi(t)xj
([t]) ∂2
∂xi∂yj
)
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
−
(
q∑
i,j=1
xi(t)xj (t)
∂2
∂xi∂xj
+
q∑
i,j=1
xi
([t])xj ([t]) ∂2
∂yi∂yj
+
q∑
i,j=1
xi(t)xj
([t]) ∂2
∂xi∂yj
)
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣

∣∣∣∣∣
q∑
i,j=1
(
xi(t)− xi(t)
)
xj (t)
∂2
∂xi∂xj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
+
q∑
i,j=1
xi(t)xj (t)
∂2
∂xi∂xj
[
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
− f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))]
+
q∑
xi(t)
(
xj (t)− xj (t)
) ∂2
∂xi∂xj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣i,j=1
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∣∣∣∣∣
q∑
i,j=1
(
xi
([t])− xi([t]))xj ([t]) ∂2
∂yi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
+
q∑
i,j=1
xi
([t])xj ([t]) ∂2
∂yi∂yj
[
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
− f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))]
+
q∑
i,j=1
xi
([t])(xj ([t])− xj ([t])) ∂2
∂yi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣
+
∣∣∣∣∣
q∑
i,j=1
(
xi(t)− xi(t)
)
xj
([t]) ∂2
∂xi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
+
q∑
i,j=1
xi(t)xj
([t]) ∂2
∂xi∂yj
[
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
− f (t, θx(t)+ ϕ0(t), θx([t])+ ϕ0([t]))]
+
q∑
i,j=1
xi(t)
(
xj
([t])− xj ([t])) ∂2
∂xi∂yj
f
(
t, θx(t)+ ϕ0(t), θx
([t])+ ϕ0([t]))
∣∣∣∣∣
 3
(
2nηN1(η)+ 2θη2N2(η)
)|x − x| 6(nηN1(η)+ η2N2(η))|x − x|, (4.9)
for |x|, |x| η, ε ∈ [0, ε0(η)] and t ∈ R.
Hence we can choose both η and ε0(η) to be sufficiently small that
2K0
[
K0(M + 1)K
(
1 + e−α)(1 − e−α)−1 + 1][6(nηN1(η)+ η2N2(η))+ ε0M0(ε0)]< 1
(4.10)
and
K0
[
K0(M + 1)K
(
1 + e−α)(1 − e−α)−1 + 1](3
2
η2N1(η)+ ε0(η)|g|
)
 η, (4.11)
where |g| = supt∈R, |x|η |g(t, x(t) + ϕ0(t), x([t]) + ϕ0([t]), ε| is bounded for |x|  η, ε ∈
[0, ε0(η)].
For any ϕ(t, ε) ∈ B∗, |ϕ(t, ε)| η, it follows from (4.5) that∣∣G(t, ϕ(t, ε), ϕ([t], ε), ε)∣∣ (3
2
η2N1(η)+ ε0(η)|g|
)
, ε ∈ [0, ε0(η)]. (4.12)
For ϕ(t, ε) ∈ B∗, we define
T ϕ(t, ε) = X˜(t)
[
X˜−1(u)+
t∫
n
X˜−1(u)B˜(u)du
]
T ϕ(n, ε)
+ X˜(t)
t∫
X˜−1(u)G
(
u,ϕ(u, ε),ϕ
([u], ε), ε)du, (4.13)
n
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t∈R
∣∣H(n, ε)∣∣, (4.14)
where
∣∣H(n, ε)∣∣= ∣∣∣∣∣X˜(n+ 1)
n+1∫
n
X˜−1(u)G
(
u,ϕ(u, ε),ϕ
([u], ε), ε)du∣∣∣∣∣

(
3
2
η2N1(η)+ ε0(η)|g|
)
K0.
Then for any ϕ(t, ε) ∈ B∗, ε ∈ [0, ε0(η)], it follows from (4.11), (4.13) and (4.14) that∣∣T ϕ(t, ε)∣∣K0(1 +M)∣∣T ϕ(n, ε)∣∣+K0(32η2N1(η)+ ε0(η)|g|
)
K0
[
K0(1 +M)K
(
1 + e−α)(1 − e−α)−1 + 1](3
2
η2N1(η)+ ε0(η)|g|
)
 η, ε ∈ [0, ε0]. (4.15)
Similar to the computation of (3.12), we easily show ϕ(t, ε) is almost periodic. This implies
T ϕ(t, ε) ∈ B∗.
For any ϕ(t, ε) ∈ B∗, ψ(t, ε) ∈ B∗, ε ∈ [0, ε0(η)], by similar computation to (3.9), it follows
from (4.13) that∣∣T ϕ(t, ε)− T ψ(t, ε)∣∣ 2K0[K0(M + 1)K(1 + e−α)(1 − e−α)−1 + 1]
× [6(nηN1(η)+ η2N1(η))+ ε0M0(ε0)]∣∣ϕ(t, ε)−ψ(t, ε)∣∣
(4.16)
which, combined with (4.10) implies that T :B∗ → B∗ is a contraction mapping. Therefore,
there exists exactly one x(t, ε) ∈ B∗ such that T x(t, ε) = x(t, ε). Since x(t, ε) = y(t, ε)−ϕ0(t),
which is a unique almost periodic solution of (4.4) and satisfies |y(t, ε)− ϕ0(t)| = |x(t, ε)| η.
So we have limε→0 y(t, ε) = ϕ0(t). This completes the proof of Theorem 4.1. 
Now we consider the periodic systems with piecewise argument, i.e, f (t, x, y), g(t, x, y, ε)
are all ω-periodic in t . Similar to the proof of Theorem 3.2, one has
Theorem 4.2. In addition to condition (H1) in Theorem 3.1, further assume that
(H˜3) f (t, x, y) ∈ C(2) in x and y, and satisfies the Lipschitz condition in x and y.
(H˜4) Case (i). If ω = n0 ∈ Z+, system (4.1) has a unique ω-periodic solution ϕ0(t).
Case (ii). If ω = n0
m0
(n0,m0 ∈ Z+), system (4.1) has a unique m0ω-periodic solution ϕ0(t).
(H˜5) The variational equation with piecewise argument
dz
dt
= ∂f
∂x
(
t, ϕ0(t), ϕ0
([t]))z(t)+ ∂f
∂y
(
t, ϕ0(t), ϕ0
([t]))z([t]) (4.17)
has an exponential dichotomy.
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(i) If ω = n0 ∈ Z+, then for any sufficiently small constant η > 0, there exists ε0 = ε0(η) > 0
such that system (4.2) has a unique ω-periodic solution y(t, ε) in the η-neighborhood
of ϕ0(t) with |y(t, ε)− ϕ0(t)| < η, for every fixed ε ∈ [0, ε0(η)]. Moreover, if g(t, x, y, ε) is
uniformly continuous in (t, x, y, ε) ∈ R×S ×S ×[0, ε0], then y(t, ε) is continuous in ε and
limε→0 y(t, ε) = ϕ0(t).
(ii) If ω = n0
m0
(n0,m0 ∈ Z+), then for any sufficiently small constant η > 0, there exists
ε0 = ε0(η) > 0 such that system (4.2) has a unique m0ω-periodic solution y(t, ε) in the
η-neighborhood of ϕ0(t) with |y(t, ε)− ϕ0(t)| < η, for every fixed ε ∈ [0, ε0(η)]. Moreover,
if g(t, x, y, ε) is uniformly continuous in (t, x, y, ε) ∈ R × S × S × [0, ε0], then y(t, ε) is
continuous in ε and limε→0 y(t, ε) = ϕ0(t).
Remark 2. When considering system (1.4) without piecewise constant argument, system (1.4)
reduces to system x˙ = f (t, x) + εg(t, x, ε). In this case, Theorem 4.1 reduces to Theorem 3
in [10]. Lin [9] also considered system x˙ = f (t, x) + εg(t, x, ε), but under the assumption
“f (t, x) ∈ C2 in x; g(t, x, ε) ∈ C2 in x¨.” We just require that f (t, x) ∈ C2 in x and ∂2f
∂xi∂xj
(i, j = 1, . . . , n) satisfy the Lipschitz condition in x; g(t, x, ε) is uniformly bounded and satis-
fies the Lipschitz condition in x¨. Moreover, when considering system (1.4) without piecewise
constant argument, take f (t, x, ε) = A(t)x + f˜ (t, x), then system (1.4) reduces to the system
studied in Xia et al. [11]. Theorem 4.1 can be reduced to Theorem 3.1 in [11]. Therefore, Theo-
rem 3.1 can be seen as a generalization of [9–11].
Remark 3. Our results show the relations between the perturbed systems and the non-perturbed
systems. That is, under some assumption, the perturbed systems almost preserve the properties
of the non-perturbed ones.
5. Examples and simulations
A tangible example and its numeric simulations are presented in this section. This example
shows the relations between the perturbed systems and the non-perturbed systems. Moreover, it
shows the relations between the perturbed systems with piecewise argument and the perturbed
systems without piecewise argument. Consider the following system⎧⎪⎨⎪⎩
x˙ = y(t)+ 1
144
x
([t])+ sin√2t + ε(x2(t)+ y2([t])+ cos t + sin√2t),
y˙ = −x(t)− y(t)+ 1
144
y
([t])+ cos t + ε(x2(t)+ y2([t])). (5.1)
When ε = 0, (5.1) becomes⎧⎪⎨⎪⎩
x˙ = y(t)+ 1
144
x
([t])+ sin√2t,
y˙ = −x(t)− y(t)+ 1 y([t])+ cos t. (5.2)
144
Y. Xia et al. / J. Math. Anal. Appl. 333 (2007) 798–816 813Fig. 1. Dynamics of non-perturbed system (5.1) and perturbed system (5.2) with initial values (x(0), y(0)) = (0,0) and
ε = 0.05, t ∈ [0,20]. As you will see, the figure of perturbed system (5.1) is almost the same as that of the non-perturbed
system (5.2).
Its homogenous linear system is⎧⎪⎨⎪⎩
x˙ = y(t)+ 1
144
x
([t]),
y˙ = −x(t)− y(t)+ 1
144
y
([t]). (5.3)
The homogenous linear system without piecewise argument{
x˙ = y(t),
y˙ = −x(t)− y(t), (5.4)
has the eigenvalues λ1,2 = − 12 ±
√
3
2 i. Clearly, Reλ1,2 = 12 = 0. Therefore, (5.4) has an ex-
ponential dichotomy with the fundamental matrix X(t) = eAt . Take |A| = maxij {|aij |}, where
A = (aij )2×2. Obviously, in this case, |A| 1, |B| 1144 . Since λ1,2 = − 12 ±
√
3
2 i, we can take
K = 1, α = 12 . Let M = 1, δ = 1144 , it is easy to verify that δ < λ0Me−M . By Lemma 2.4, then
system (5.3) has an exponential dichotomy. From Lemma 2.1, system (5.2) has a unique bounded
solution, which is almost periodic denoted by (x0(t), y0(t))T . Let r0 = supt∈R |(x0(t), y0(t))T |,
and apply Theorem 3.1 to system (5.1), then for any constant r > r0 > 0, there exists a suf-
ficiently small ε0 = ε0(r) > 0 such that system (5.1) has a unique almost periodic solution
(x(t, ε), y(t, ε))T in the (r − r0)-neighborhood of (x0(t), y0(t))T for every fixed ε ∈ [0, ε0],
with |(x(t, ε) − x0(t), y(t, ε) − y0(t)| r − r0. Moreover, (x(t, ε), y(t, ε))T is continuous in ε
with limε→0(x(t, ε), y(t, ε))T = (x0(t), y0(t))T .
814 Y. Xia et al. / J. Math. Anal. Appl. 333 (2007) 798–816Fig. 2. Dynamics of systems (5.1) and (5.5) with initial values (x(0), y(0)) = (0,0), respectively and ε = 0.05, t ∈ [0,20].
The curve ‘−−∗−−’ denotes dynamics of non-perturbed system (5.2) and the curve ‘−◦−’ denotes dynamics of per-
turbed system (5.1). As you will see, the figure of perturbed system (5.1) is asymptotic to the non-perturbed system (5.2).
Figures 1–3 show the relations between the dynamic behaviors of the perturbed system (5.1)
and that of non-perturbed system (5.2) with ε = 0.05.
In order to show the relations between the perturbed systems with piecewise argument and
the perturbed systems without piecewise argument, we consider system (5.1) without piecewise
constant argument of the form{
x˙ = y(t)+ sin√2t + ε(x2(t)+ cos t + sin√2t),
y˙ = −x(t)− y(t)+ cos t + εx2(t).
(5.5)
From Theorem 1 in [10], we know that then for any constant r˜ > r˜0 > 0, there exists a suf-
ficiently small ε0 = ε0(r) > 0 such that system (5.5) has a unique almost periodic solution
(x˜(t, ε), y˜(t, ε))T in the (r˜ − r˜0)-neighborhood of (x0(t), y0(t))T , where (x0(t), y0(t))T is the
unique almost periodic solution of system (5.5) with ε = 0.
Figure 4 shows the comparison between the dynamic behaviors of the perturbed system (5.1)
with piecewise constant argument and the perturbed system (5.5) without piecewise constant
argument (ε = 0.05). As you will see, the figure of system (5.1) is much similar to that of sys-
tem (5.5). The difference is that the figure of system (5.5) has the discontinuous point represented
as ‘∗.’
Y. Xia et al. / J. Math. Anal. Appl. 333 (2007) 798–816 815Fig. 3. Dynamics of non-perturbed system (5.1) and perturbed system (5.2) with initial values (x(0), y(0)) = (0,0) and
ε = 0.05, t ∈ [0,20]. The curve ‘− − ∗ − −’ denotes dynamics of non-perturbed system (5.2) and the curve ‘− ◦ −’
denotes dynamics of perturbed system (5.1). To see clearly, this figure just gives the dynamics of componentwise x(t).
We see that x(t, ε) → x(t), if take ε sufficiently small.
Fig. 4. Dynamics of systems (5.1) and (5.5) with initial values (x(0), y(0)) = (0,0), respectively and ε = 0.05, t ∈ [0,20].
As you will see, the figure of system (5.1) is much similar to that of system (5.5). The difference is that the figure of
system (5.1) has the discontinuous point represented as ‘∗’.
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