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Abstract
A first-principles description of the electronic structure of systems, ranging from
individual atoms and small molecules to infinite periodic solids, firmly based in
theoretical physics, provides substantial insight into physical and chemical pro-
cesses on the nanoscale. Over the past decades, density functional theory (DFT)
has become the prevalent theoretical approach to study physical properties of
molecules and solids as it shows an excellent balance between computational
demand and accuracy. However, a description of quasiparticles, which form the
fundamental charge carriers in materials, responsible for their electrical and op-
tical properties, cannot be accurately inferred from DFT due to a fundamental
limitation of the theory. The only exception is the lowest energy of a quasi-
hole, corresponding to the ionization potential of the system, which is provided
exactly, in principle. However, practical approximate forms of DFT often fail
to describe even this quantity correctly. Many-body perturbation theory, on
the other hand, provides a route to such properties, but implementations pose
significant computational demands. As a consequence, they can only be applied
to small finite systems or periodic solids characterized by unit cells with a small
number of electrons.
In this thesis we develop theories, computational tools and present new ap-
plications that allow us to study various aspects of quasiparticles in large finite
systems, eﬀectively bridging some of the gaps separating the finite and the infin-
ite domains. The main aspect of the work is the theoretical description of charge
removal and addition energies, which correspond to the energies of quasi-holes
and quasi-electrons. Well-documented errors associated with the description of
the ionization potentials within the Kohn-Sham approach to DFT include the
incorrect behavior of the total energies with respect to the number of particles
and related missing discontinuous behavior of the eﬀective potential, issues that
have been addressed for finite systems. In the first part of the thesis, these
approaches are reviewed from the perspective of application to extended and
infinite systems. First, we apply a new exchange energy functional (AK13),
which corrects some of the deficiencies in isolated systems, and this improved
description also translates to enhanced fundamental band gaps and dielectric
constants for periodic infinite crystals. Second, we show the nature of the error
associated with charge removal and addition energies in 1-D molecular chains
and nanocrystals and develop its analytical form to describe and interpret this
behavior. This finding explains why and how some of the correction schemes
for charge removal in DFT deteriorate as the system size increases. In addition,
by examining total energies for fractionally charged systems we establish a cri-
terion for a behavior that DFT should satisfy when the system size increases to
infinity.
The electronic structure of systems based on molecular chains with increas-
ing size is further explored using DFT functionals which include non-local ex-
change interaction and which enforce exact behavior for the total energies of
systems when fractional charge is removed (optimally tuned range-separated
hybrid functionals). These studies on chains of transpolyacetlyene and poly-
thiophene reveal a novel phenomenon in which the quasi-hole spontaneously
localizes on length scales of several nanometers. Upon further increase in chain
length, the hole size and energy become independent of system size. Simil-
arly, optical absorption peaks and excitonic binding energies cease to depend
on length. We find this localization phenomenon to be driven by the presence
of non-local exchange. Furthermore, the spontaneous localization of quasi-holes
explains the formation of polarons without need for self trapping mechanism,
contrary to the traditional view. Computations with many-body perturbation
theory in the GW approximation further support the notion of spontaneous
charge localization. For the GW computations we employ a recently developed
stochastic formulation. We review the theory in detail, and reformulate and im-
plement some adjustments to it. The favorable scaling of this approach allows
us to perform calculations on extremely large systems (containing up to 1446
valence electrons), the largest system for which GW computations have been
reported to date.
Zusammenfassung
Eine Beschreibung der Elektronenstruktur von physikalischen Systemen auf der
Basis der theoretischen Physik erlaubt tiefe Einblicke in physikalische und che-
mische Prozesse auf der Nano-Skala, von einzelne Atome über Moleküle bis zu
periodischen Festkörpern. In diesem Feld hat sich im Lauf der letzten Jahr-
zehnte die Dichtefunktionaltheorie (DFT) zur führenden Methode in der Be-
rechnung von physikalischen Eigenschaften sowohl von Molekülen als auch von
Festkörpern entwickelt, da DFT einen hervorragenden Kompromiss zwischen
Anforderungen an Computer-Ressourcen und Genauigkeit zeigt. Quasiteilchen,
die typischerweise als Ladungsträger in Materialien für elektrische und optische
Eigenschaften verantwortlich sind, können infolge theoretischer Beschränkungen
mit Hilfe der DFT prinzipiell nicht bestimmt werden. Die Elektronenfehlstelle
(Ladungsloch) mit der niedrigsten Anregungsenergie stellt eine Ausnahme dar;
dieses Ionisationspotential entspricht dem des gebundenen Elektrons, das ener-
getisch am höchsten gelegen ist (HOMO Niveau). Praktische Näherungen der
DFT beschreiben diesen Elektronenzustand jedoch oft unzureichend. Im Ge-
gensatz zur DFT kann man mit Vielteilchen-Störungstheorie die Ladungsträger
berechnen, ihre praktische Durchführung erfordert jedoch erhebliche Computer-
Ressourcen. Als Folge daraus können solche Methoden nur für kleine Moleküle
oder Nanokristalle sowie Festkörper genutzt werde, die wenige Elektronen in der
Einheitszelle haben.
In der vorliegenden Doktorarbeit entwickeln wir neue theoretische Ansätze
und Werkzeuge, die es uns erlauben, verschiedene Aspekte von Quasiteilchen in
großen endlichen Systemen zu untersuchen. Die Anwendung dieser Methoden
erlaubt es uns, einige Fragen zu beantworten, die bisher an der Schnittstelle
zwischen endlichen (Moleküle oder Nano-Kristalle) und unendlichen (periodi-
sche Festkörper) Systemen bestanden. Der Schwerpunkt der Arbeit liegt darin,
die Energien von Ladungsaddition (Aﬃnität) und Ladungssubtraktion (Ionisa-
tion) zu beschreiben, die den Anregungen von Elektronen und Defektelektronen
(Löchern) entsprechen. Typische Näherungen innerhalb des Kohn-Sham (KS)
Formalismus der DFT führen zu einem gut dokumentierten Fehler bei der Be-
rechnung der Ionisationsenergie. Der Fehler lässt sich unter anderem zurückfüh-
ren auf ein falsches Verhalten der Gesamtenergie in Bezug auf die Teilchenzahl
und dem Fehlen eines nicht stetigen Sprungs im eﬀektiven Potential in der direk-
ten Umgebung von ganzen Teilchenzahlen (derivative discontinuity). Im ersten
Teil dieser Dissertation untersuchen wir dieses Verhalten für große endliche Sy-
steme sowie Festkörper. Wir wenden ein neuentwickeltes Austausch-Funktional
(AK13) für die Berechnung der Elektronenstruktur von Festkörpern an. Dieses
Funktional korrigiert einige der Schwächen in der Beschreibung der Elektro-
nenstruktur endlicher Systeme in typischen Näherungen in der KS-DFT, und
diese Korrektur spiegelt sich in einer verbesserten Beschreibung der Bandlücken
sowie der Dielektrizitätskonstanten der kristallinen Festkörper wider. Des Wei-
teren analysieren wir den Fehler, der bei der Berechnung der Energie bei La-
dungsaddition und Ladungssubtraktion in eindimensionalen Molekülen sowie
Nano-Kristallen auftritt. Wir zeigen mit Hilfe von analytischen Ergebnissen,
dass dieses Verhalten von elektrostatischen Eﬀekten dominiert wird. Die Ergeb-
nisse können erklären, warum und wie bestimmte Näherungen in der Dichtefunk-
tionaltheorie das Verhalten des Systems schlechter beschreiben, wenn Molekü-
le oder Nano-Kristalle vergrößert werden. Ergebnisse für die Energieänderung
beim Laden mit einem Bruchteil eines Elektrons in solchen Systemen erlaubt
es uns, eine Bedingung aufzustellen, die eine korrekte Formulierung der DFT
erfüllen muss.
Im zweiten Teil der Dissertation untersuchen wir die Elektronenstruktur von
quasi-eindimensionalen Molekülen, indem wir DFT-Funktionale anwenden, die
nicht-lokale Austausch-Wechselwirkungen beinhalten und die das theoretisch
beschriebene genaue Verhalten der Energie beim Entfernen eines Bruchteils von
elektronischer Ladung erfüllen (piecewise linearity condition), die optimal abge-
stimmte Hybrid-Funktionale mit getrenntem Aufteilungsbereich (optimally tu-
ned range-separated hybrid functionals). Diese Untersuchungen an Ketten von
trans-Polyethin und poly-Thiophen zeigen ein neues Phänomen, bei dem sich
Ladungslöcher spontan auf wenige Nanometer lokalisieren. Bei einer weiteren
Verlängerung der Molekülketten ändern sich die Größe und Energie von Defekt-
elektronen nicht weiter. In ähnlicher Weise hängen optische Absorptionsspitzen
und die Bindungsenergie von Exzitonen nicht länger von der Kettenlänge ab.
Diese Eingrenzung von Ladung wird von nicht-lokalem Austausch bestimmt. Im
Gegensatz zum klassischen Erklärungsansatz kann diese spontane Lokalisierung
von Defektelektronen die Bildung von Polaronen ohne self-trapping Mechanis-
mus erklären. Ergebnisse aus Berechnungen mit Vielteilchen Methoden in der
GW-Näherung unterstützen die Interpretation der spontanen Ladungseingren-
zung. Für die GW-Rechnungen nutzen wir eine kürzlich entwickelte stochasti-
sche Formulierung. In der vorliegenden Arbeit präsentieren wir die Theorie im
Detail und formulieren und implementieren einige Änderungen an der Methode.
Die vorteilhafte lineare Skalierung der stochastischen GW-Näherung mit der
Anzahl der Elektronen im System erlaubt es uns, Rechnungen für sehr große
Systeme durchzuführen (bis zu 1466 Valenzelektronen), die größte Anzahl von
Elektronen für die GW-Berechnungen bisher durchgeführt wurden.
תקציר 
תיאוריה המבוססת על עקרונות-יסוד פיזיקליים של המבנה האלקטרוני של חומרים מאפשרת 
הבנה מעמקיה של התהליכים הפיסיקליים והכימיים במערכות כימיות החל מאטומים בודדים 
עבור במולקולות קטנות ועד מוצקים אינסופיים. במהלך העשורים האחרונים, תורת 
פונקציונל הצפיפות )TFD( הפכה גישה תיאורטית מקובלת לתיאור תכונות פיסיקליות של 
מולקולות ומוצקים, תוך שהיא מציגה איזון מצוין בין נגישות חישובית ודיוק שימושי. עם 
זאת, תיאור של קוואזי-חלקיקים במערכות כאלה, המהווים את נושאי המטען הבסיסיים ולכן 
קובעים את התכונות החשמליות והאופטיות שלהן, אינם מתוארים היטב על-ידי TFD בשל 
מגבלה מהותית של התיאוריה. אנרגית היסוד של קוואזי-חור, אנרגיה השווה לפוטנציאל 
היינון של המערכת כן נגישה על-ידי TFD אבל הקירובים הכרוכים ביישום התיאוריה 
מונעים תיאור מדוייק גם של גודל זה. מצד שני, תורת ההפרעות הרב-גופית מספקת אמנם 
נתיב מתאים לתיאור קוואזי-חלקיקים אבל מימושה דורש משאבי חישוב גבוהים ועד כה לא 
היתה ישימה למערכות גדולות: שיטות אלה ניתנות ליישום רק במערכות סופיות קטנות או 
במוצקים אינסופיים בעלי תאי יחידה עם מספר קטן של אלקטרונים. בעבודה זו אדווח על 
התקדמות בתיאור התיאורטי של אנרגיות קוואזי חלקיקים באופן שניתו ליישום במערכות 
גדולות, ובכך לאפשר גישור בין מערכות סופיות ואינסופיות. ההיבט העיקרי של העבודה הוא 
התיאור התיאורטי של אנרגיות הגריעה או ההוספה של אלקטרונים, הן האנרגיות הקוואזי 
חורים ואלקטרונים. פוטנציאלי היינון המבוססות על קירובים לתיאוריית קוהן-שאם של 
TFD סוטים ביחס לניסוי כתוצאה מהתנהגות איכותית שגוייה של האנרגיה הכוללת ביחס 
למספר החלקיקים, ומהעדר תכונת ה"אי-רציפות של הנגזרת" הנדרשת של פונקציונל 
השיחלוף-קורלציה )ytiunitnocsid evitavired(. בעיות אלה נפתרו במערכות סופיות אבל 
לא במערכות מאד גדולות או אינסופיות. בחלקה הראשון של התיזה פיתחנו גישות הנבחנות 
מנקודת מבט של יישום למערכות מורחבות ואינסופיות. ראשית, פיתחנו פונקציונל שיחלוף 
חדש )31KA(  אשר מתקן חלק מהליקויים של  TFD במערכות מבודדות. תיאור כזה גם 
משפר את ההתאמה של הפער האלקטרוני היסודי )pag ygrene latnemadnuf( וגם את 
הקבוע הדיאלקטרי של גבישים אינסופיים. שנית, אנו חוקרים את מהות השגיאה הקשורה 
בתיאור של TFD של אנרגיות היינון והאפיניות בשרשרות מולקולריות חד-מימדיות 
ובננוגבישים ומפרשים את ההתנהגות שנצפית. ממצא זה מסביר מדוע וכיצד קורה שחלק 
מהשיטות לתיקון אנרגיית היינון מפסיקות להיות אפקטיביות ככל שגודל המערכת עולה. 
בנוסף, בבחינת האנרגיות של מערכות טעונות בשיעור זעום )degrahc yllanoitcarf 
smetsys ( אנו קובעים קריטריון כיצד קירובי  ה-TFD  צריכים להתנהג כאשר המערכות 
גודלות. 
מצאנו כי שימוש באינטראקציית שיחלוף )egnahcxe( לא-מקומית חשובה לתיאור נכון של 
אנרגיות הקוואזי חלקיקים בשרשרות מולקולריות. אנו מדגימים זאת על שרשרות של 
eneyltecaylopsnart ו enehpoihtylop וגילינו  תופעת לוקליזציה ספונטנית של קוואזי 
חלקיקים בסקאלת אורך של מספר ננומטרים. אנו מראים שגודל החור והאנרגיה של הקוואזי 
חלקיקים הופכים בלתי תלויים בגודל המערכת החל מגודל מסויים והלאה. באופן דומה, גם 
אנרגיות הבליעה ואנרגית הקשר של אקסיטונים הופכים בלתי תלויים בגודל המערכת. אנו 
מוצאים שתופעת הלוקליזציה הזו מונעת מנוכחות של אינטראקציית שיחלוף לא מקומית. יתר 
על כן, הלוקליזציה הספונטנית של קוואזי חורים מסבירה את ההיווצרות המהירה של 
פולארונים ללא צורך במעברים לא אדיאבטים בניגוד לתפיסה המסורתית. השתמשנו 
בחישובי תורת הפרעות רב-גופית תחת קירוב WG ומצאנו שאלה תומכים ברעיון של 
לוקליזציה ספונטנית. בנוסף פיתחנו שיטות סטוכסטיות המאפשרות יישום של שיטות הפרעה 
רב גופית לחישובי אנרגיות קוואזי חלקיקים במערכות גדולות מאוד, עד כדי 6441 אלקטרוני 
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Chapter 1
Introduction
Modern society has an ever growing need for technological development, which
is inherently intertwined with the optimization of functionality of known ma-
terials, their design or the discovery of novel compounds altogether1. Aside
from perfecting manufacturing processes, the design and production of high-
tech purpose-tailored materials requires a detailed understanding of their sta-
bility, structure, and more importantly physical processes that determine their
applicability and govern their behavior. Over the last decades significant pro-
gress has been made using ab initio calculations which address the physics of
materials on the nanoscale and complement experiments. Provided that the
theoretical description is entirely from the first-principles, the calculations have
immense predictive power which is used to design compounds in silico but also
to yield insight into physical properties at conditions which are not accessible
experimentally.
The computational approach seeks to describe the electronic structure of
matter, which governs its properties. Since the beginning of quantum theory it
was clear that calculations for realistic systems represent a serious challenge and
are ultimately intractable. The most accurate theoretical approaches are used
to describe only small molecules (or even atoms), since their computational cost
for larger systems is prohibitive. First-principles investigation is however needed
for the description of molecules and compounds of appreciable sizes in which
new phenomena may arise, and the ultimate goal is to describe the nanoscale
systems, for which experiments can be performed.
The practical workhorse of ab initio calculations thus became density func-
tional theory (DFT – [1–6]) which maps exactly the many-body system into a
non-interacting single particle problem. Although DFT has to use approxim-
ations in practice, it yields excellent agreement for predictions of equations of
state of solids, liquids or individual molecules, their stabilities and vibrational
characteristics [7–12]. Furthermore, owing to advances in computer architecture
and numerical algorithms DFT has been successfully applied even to problems
dealing with very large systems containing ⇠100,000 electrons [13–17].
Besides the behavior related to the total energies of particular systems,
which are mentioned in the preceding paragraph, the microscopic description
of the optical and electrical properties requires knowledge of the fundamental
1This has been recently strongly supported by a joint project of “Material Genome Initi-
ative” - https://www.mgi.gov/
1
charge carriers: quasielectrons and quasiholes [18, 19]. Aside from the funda-
mental interest in understanding the spectral and exictonic properties of matter
[20–26] the ability to predict them is crucial for further development of new
(opto)electronic devices [27–31], sensors and data storage materials [32–35] or
(nano)materials used, e.g. in chemical catalysis [36]. Despite being commonly
used to qualitatively infer the nature of excitations [37], DFT by design does not
provide access to quasiparticle states. The only exception is the lowest energy
to remove an electron, corresponding to the ionization potential of the system,
which should be provided exactly. Practical implementations however often fail
to describe even this quantity correctly [38, 39].
Some improvement in prediction of the quasiparticle energies associated with
charge removal and addition can be obtained indirectly by considering systems
with N ± 1 and N particles, where N is the number of electrons in the neutral
system. While simple, in principle, the procedure is cumbersome, especially for
extended systems and it is not straightforward to apply it to infinite systems.
Furthermore as the system grows in size, the performance of such method de-
teriorates [40]. The most important caviot is the fact that this approach leads
only to the estimate of a single excitation energy and thus cannot be used to
characterize the complete electronic structure. Recent theoretical developments
in the description of finite systems aim to obtain improvement by finding new
approximations that more closely reproduce the exact behavior for charge ad-
diton or removal [41], or through first-principles adjustment for each system
independently such that this exact behavior is enforced [42, 43]. However, the
path to demonstrating and exploring this exact behavior for infinite systems is
unknown, and in the case of the first-principles adjustment method the current
results indicate that the correction will ultimately fail even for su ciently large
finite systems [43, 44] and schemes beyond DFT need to be sought.
Such a route is provided through many-body perturbation theory [18, 19, 45],
which (unlike DFT) aims at describing quasiparticles. Here, DFT results are
considered as the zeroth order quasiparticle energies and states, and the method
seeks correction to them. In practice, one needs to resort to approximations
that were found to yield a substantial improvement over the (approximate)
DFT predictions [46–48]. The downside of such calculations is their cost; com-
mon implementations show scaling with number of particles as N4 or even N5
(Refs. [49, 50]). Even with currently available computational resources, this
unfavorable scaling limits the applicability to small molecular systems or unit
cells of periodic solids having a limited number of electrons.
The goal of the present work is to discover and explore new theories and com-
putational procedures that will lead to reliable predictions of quasiparticle ener-
gies in large nanoscale systems, providing a connection between finite and infin-
ite systems and correspondingly unifying these two domains of active research,
which have been advanced (to some extent) independently. Novel methods will
ultimately enable scientist to understand, control and design the electrical and
optical properties of materials. Furthermore, they will allow to quantitatively
address the mechanisms of interplay between charge carriers in actual materials:
the most prominent examples of practical relevance are quantum confinement,
localization, charging, screening, excitonic e↵ects or correlation. Such theories
potentially have significant impact on nanotechnology. In order to make quant-
itative predictions for large systems, it is required that the methods must rely
on first principles approaches and be of low algorithmic complexity not much
2
greater than that of DFT.
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In this chapter, we review in a condesed form the theoretical concepts of density
functional theory, its approximations, and many-body perturbation theory. We
will, however, omit detailed derivations of the individual results, and rather
focus on the most important relations that are applied in the following chapters.
Section 2.1 provides an overview of density functional theory and the conditions
that are further used to characterize the behavior and possible failure of its
implementations. This is followed by two sections in which we provide the
two main practical approaches to the theory and illustrate their bottlenecks
and shortcomings. Finally, in Section 2.4 the quasiparticle equations used in
many-body perturbation theory are briefly reviewed with focus on the GW
approximation.
For clarity, we use atomic units throughout the chapter and we consider only
non-relativistic cases.
2.1 General Overview of the Density Functional
Theory
The solution of the full many-body problem is provided by the Schro¨dinger
equation
Hˆ = E , (2.1)
where E is the energy of the system of electrons,  the many body wave function
and the Hamiltonian
Hˆ = Tˆ + Vˆe e + Vˆext. (2.2)
The individual terms in the Hamiltonian are the kinetic energy, electron-electron
interaction potential and the external potential operator. In atomic units the













|ri   rj| , (2.4)
7
2.1. GENERAL OVERVIEW OF THE DENSITY FUNCTIONAL THEORY




Vext (ri) , (2.5)
where Vext (ri) is the potential at point ri. The external potential contains
the contributions from the (Coulombic) potential of atomic nuclei and other
external fields.
While the Schro¨dinger equation represents an exact expression for the inter-
acting electrons and nuclei, it is intractable. Density functional theory (DFT)
provides a rigorous and exact route to solving the many-body problem by map-
ping the physical system of N interacting particles onto a tractable system
consisting of N fermionic particles. The mapping ensures that both systems
have the same single particle ground-state density. The most developed and
used approach is Kohn-Sham (KS) DFT (discussed in Section 2.2) in which the
system is composed of non-interacting Fermions. Other approaches include the
so-called “Generalized Kohn-Sham” (GKS) DFTs are discussed in Section 2.3.
As explained below, DFT shows that all observables can be considered func-
tionals of the one electron density. Hence the approach allows solution of the
many-body problem solely in terms of the electronic density




| (r1, r2, r3...rN)|2 dr2dr3...drN. (2.6)
instead of the full N -particle wave function  (r1, r2, r3...rN).
The Schro¨dinger equation provides a map between the external potential
and the many body wave function M : Vext (r) !  and through Eq. (2.6)
we obtain the density n (r) from the wave function  . This, however, does not
guarantee that the many-body problem can be solved by means of the density
alone. In their seminal paper [1], Hohenberg and Kohn proved two fundamental
theorems of DFT to address this issue:
1. For any system of particles in an external potential Vext (r), this potential
is uniquely determined (up to a constant term) by the ground state density
n (r). In other words, for such densities there is a map M0 : n (r) !
Vext (r), and hence we can also map the density to the ground state wave
function, n (r)!  . We denote such wave function as  [n].
2. For any external potential Vext (r), a universal energy functional EHK [n]




   Tˆ + Vˆe e    [n]E+ ˆ Vext (r)n (r) dr. (2.7)
The ground state density then yields the global minimum of the functional
EHK .
Though the theorems of Hohenberg and Kohn represent a rigorous founda-
tion for density functional theory, we are left with the so-called v-representable
problem: The search for the minimum of the total energy (and thus for the
ground state density) is strictly valid only for densities that correspond to some
Vext (r). For a practical implementation of DFT, however, it is desirable to seek
the minimum of the total energy by employing the variational principle, which
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requires that the energy functional is di↵erentiable with respect to any density






   Tˆ + Vˆe e + Vˆext    E , (2.8)
where the search is performed through all the states  that yield the dens-
ity n (r). Using the definitions in Eqs. (2.3), (2.4) and (2.5), we can rewrite
Eq. (2.8):
ELL[n] = FLL [n] +
ˆ
Vext (r)n (r) dr, (2.9)
where FLL is a universal functional of density defined as




   Tˆ + Vˆe e    E . (2.10)
For any given external potential Vext, the Levy-Lieb functional ELL has its
minimum for the ground state density of N electrons and provides the ground
state energy of the system
EGS (N ;Vext) = inf
n!N
ELL [n] . (2.11)
This corresponds to the minimum of the EHK functional for given Vext. This
is an important restatement of the second theorem of Hohenberg and Kohn,
since the domain of search is extended to all N -representable densities. We
can now denote the density that minimizes ELL for the given external potential

















Analogously, if the constraintN in Eq. (2.12) changes by an infinitesimal amount
N ! N +  N , the corresponding minimum of ELL changes by the Lagrange






To take the derivative of the ground state energy of N particles with respect
to N , however, we need to extend our domain of definition such that N is a
real number: For a system in equilibrium with a bath of electrons (with which
particles can be exchanged), the particle number can be considered to be a time
averaged quantity N = M + !, where M is an integer and 0  ! < 1. It has
to be noted that in this case the state of the system is non-pure, i.e. it is a
mixture of  M and  M+1 for M and M + 1 particles, respectively. Following
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where nˆ is the number operator and Pˆ is the ensemble density matrix given as
Pˆ = ↵M
   M↵⌦ M   +↵M+1   M+1↵⌦ M+1   . (2.16)
The projectors on the M and M + 1 particle states are multiplied by positive
weights ↵M and ↵M+1, with the condition that ↵M + ↵M+1 = 1. For the total
number of particles we thus obtain
N =M + ! = ↵M
⌦
 M
  nˆ   M↵+↵M+1⌦ M+1  nˆ   M+1↵ , (2.17)
and ↵M+1 = ! and ↵M = (1  !).
In order to find the total energy we first replace the Levy-Lieb functional by
its ensemble analogue:






Tˆ + Vˆee + Vˆext
⌘i
. (2.18)
The ground state energy of the ensemble is then given by Eq. (2.11):
EGS (M + !) = !EGS (M + 1) + (1  !)EGS (M) . (2.19)
While this equation represent a seemingly trivial relation for the total energies,
its consequences are far-reaching.
First, this finding has a significant bearing on the estimates of the charge
removal and addition energies and related quantities, which are of immense im-
portance for the description of the electronic structure of the system. One of the
most prominent examples is the fundamental band gap of a system, Eg, which
characterizes the properties of materials such as the ability to conduct electrons
and also (indirectly) determines its optical properties. Similarly, the charge
removal and addition energies are crucial for the description of the transfer of
charge carriers (electrons and holes), which is widely applied in (opto)electronic
devices [6–10].
The fundamental band gap of a system is defined as
Eg = I  A, (2.20)
where the ionization potential I
I = EGS (M   1)  EGS (M) (2.21)
is the lowest energy needed to remove an electron and the electron a nity A
A = EGS (M)  EGS (M + 1) (2.22)
denotes the highest energy gained by inserting an electron into the system. It
should be noted that it is commonly assumed that for a series of integer values
forM , the total energies are convex, i.e. the energy for any intermediate number
of electronsM lies below the tie-line of energies withM+1 andM 1 electrons.
This assumption is known as the ionization conjecture and is seemingly valid,
although it has not been proven to date [11, 12].
The piecewise linearity condition for the energy (Eq. 2.19) implies that if we






= EGS (M)  EGS (M   1) (2.23)
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= EGS (M + 1)  EGS (M) , (2.24)
where the subscripts M  and M+ denote that the derivatives are evaluated
from the electron deficient and the excess electron side of integer point M ,
respectively. By comparing this with Eq. (2.14) we find that
EGS (M)  EGS (M   1) = µM  (2.25)
and
EGS (M + 1)  EGS (M) = µM+ , (2.26)
where µM  and µM+ denote the chemical potential for a system with excess
positive and negative charge, respectively. The fundamental band gap can thus
be written as
Eg = µM+   µM  . (2.27)
The discontinuous change in the chemical potential is thus exactly the fun-
damental band gap of a system. We shall see in the next section, that such
behavior has nontrivial consequences for the potentials when dealing with non
(or partially) interacting particles.
A simple demonstration of the significance of the fact that the chemical
potential changes discontinuously can be illustrated by the following example
[4, 5]:
We consider two systems with integer number of particles, which have dis-
tinct chemical potentials and are well separated; for instance two neutral atoms
A and B in an otherwise empty universe. Their separation is such that they




, where MA and MB denote the number of electrons for neutral
atoms A and B, respectively. Since the atoms do not interact with each other,
the total energy is EGS = EAGS+E
B




GS are the total energies
of atoms A and B, respectively.





, it follows from Eqs. (2.21)-(2.26) that the ionization
potential IA and electron a nity AA would be equal (and the same would hold
for atom B). In such case, EGS would be lowered by amount of !
 
IB   IA 
when a fractional number of an electron ! is transferred from atom B to A and,
ultimately, the minimum of the total energy would thus be achieved when there
is a net negative and positive charge on atoms A and B, respectively.





and hence IA 6= AA. Upon transferring fractional charge ! from atom B
ta A, the change in total energy is !
 
IB  AA . Provided that the ionization
conjecture holds, which seems reasonable since even the the smallest known
ionization potential in nature (for Cs atom) is greater than the largest electron
a nity (for Cl atom) [5], we find that in this example the total energy EGS will
be minimal if both atoms remain neutral, as can be expected.
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2.2 Kohn-Sham approach to DFT
Here we will describe one of the most commonly used theoretical approaches
applied in electronic structure calculation, Kohn-Sham theory [13]. After defin-
ing the theoretical concepts behind it, we will demonstrate its practical imple-
mentations with special focus on their limitations. Furthermore, the energies
of individual charge carriers, especially the ionization potentials and electron
a nities are discussed in detail.
2.2.1 Overview of the Kohn-Sham theory
While in DFT the full many-body problem is reduced to finding the ground
state charge density of the system, the interactions are embodied in an intract-
able electron-electron interaction term Vˆe e in Eq. (2.2). Kohn and Sham [13]
provided a route that allowed DFT to become the practical workhorse for ab-
inito computations: The problem of the interacting many particle system is
mapped onto a system of non-interacting particles subject to a common local
potential, termed the Kohn-Sham potential V KS (r), and with the charge density
identical to the fully interacting many-body problem system.
For the non-interacting electrons the Levy-Lieb energy functional (Eq. 2.8)
becomes




   Tˆ + Vˆ KS    E , (2.28)
where the search of the infimum is limited to the ground states of non-interacting
electrons, namely wave functions   expressed through a Slater determinant
composed of single particle states { }
  (r1, r2, r3, . . . rN) =
         
 1 (r1)  2 (r1) · · ·  N (r1)





 1 (rN)  2 (rN) · · ·  N (rN)
          . (2.29)
Conveniently, we rewrite Eq. (2.28) as
EKSLL [n] = TS [n] +
ˆ
V KS (r)n (r) dr, (2.30)
where the first term represents the density functional of the kinetic energy of
non-interacting particles




   Tˆ     E . (2.31)
It follows that the Euler equation (Eq. 2.13) yields
 TS
 n (r)
= µKS   V KS, (2.32)
where µKS is the chemical potential of the non-interacting electrons.
The kinetic energy of the non-interacting electrons, together with the clas-






|r0   r| drdr
0, (2.33)
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and the exchange and correlation density functional EXC [n] which embodies
all the many-body interactions, constitute the Levy-Lieb functional:
FLL [n] = TS [n] + EH [n] + EXC [n] . (2.34)
For a given density, we can (formally) define the XC term as
EXC [n] = (T [n]  TS [n]) + (Ve e [n]  EH [n]) , (2.35)
which is composed of two contributions (bracketed): (i) The di↵erence between
the kinetic energy of interacting and non-interacting particles. (ii) The di↵erence
between the energy of the electron-electron interaction energy Ve e [n] and the
Hartree energy functional. It should be noted that while the KS approach may
merely appear as a transformation of the original problem of accounting for
the many-body interactions, its strength lies in the fact that the XC energy is
usually only a small contribution to the total energy and that it can be suitably
approximated as we will see in Section 2.2.2.
Since the density of the non-interacting electrons in the Kohn-Sham system
is identical to the physical system, we can combine the Euler equation (Eq. 2.13)




= µKS   V KS (r) + VH (r) + VXC (r) + Vext (r) . (2.36)














From Eq. (2.36) we can determine the Kohn-Sham potential (up to a constant)
as
V KS (r) = VH (r) + Vext (r) + VXC (r) . (2.39)




r2 + V KS (r)
 
 n (r) = "
KS
n  n (r) , (2.40)




| i (r)|2 . (2.41)
The sum is taken over all occupied KS eigenstates  , i.e. the states with energy
"KSi lower or equal to the chemical potential µ in Eq. (2.36).
Although the structure of Eq. (2.40) strongly resembles the Schro¨dinger
equation, the eigenvalues "KSi cannot be interpreted as energies of the quasi-
particles (holes or electrons) in the original (fully interacting) system. The
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only exception is the eigenvalue of the highest occupied eigenstate "KSH which is
(in principle) associated with the lowest energy needed to remove charge from
the system, i.e. the lowest energy to create a hole. This is a consequence of
the asymptotic behavior of the charge density. Katriel and Davidson [14] and
Almbladh and von Barth [15] demonstrated that the asymptotic form of the
bound wave function decays exponentially and leads to the charge density
lim





where I is the ionization potential (or equivalently the chemical potential µ ,
described in the previous section). At the same time, it is straightforward to
show that the wavefunction of a state i (cf. Eq. (2.40)) decays asymptotically
in an exponential way as







and at large distances r from the system the dominant contribution stems from
the highest occupied eigenstate  H . Since the density of the non-interacting
system is identical to the real system, Eq. (2.43) implies that "KSH equals the
ionization potential in Eq. (2.42) and we can write the so-called ionization po-
tential theorem:
EGS (M)  EGS (M   1) = "KSH . (2.44)
This finding has a very important consequence for practical calculations and
their possible interpretation. While the ionization potential is predicted exactly
in principle and is given directly by the negative of the KS eigenvalue "KSH , the
energy of the first unoccupied eigenstate of the KS Hamiltonian "KSH+1 is not
guaranteed to have any physical meaning, i.e. it cannot serve as estimate of the
electron a nity. Indeed we will see below that further consideration is required
in order to calculate A. This leads to a well known band gap problem of DFT:
The energy di↵erence between the energies of the first unoccupied state and




H+1   "KSH , (2.45)
which is however distinct from the fundamental band gap Eg (Eq. 2.20).
In a less stringent interpretation, the KS eigenvalues can be taken at least
as an approximation to the quasiparticle energies [16]: With commonly used
approximations to Vxc, Eq. (2.45) yields qualitatively correct descriptions in
the vast majority of cases, i.e.  T > 0 for most insulators and semiconduct-
ors, though values are consistently smaller than the corresponding Eg (taken
from experiments or higher order calculations) [17, 18]. Moreover, many-body
perturbation theory employs the KS eigenvalues and eigenstates, assuming that
they are approximations to the corresponding quasiparticle couterparts (see
Section 2.4).
In order to gain additional insight into this issue, we investigate in more
detail the piecewise linearity condition given by Eq. (2.19) and the related ex-
pression for the fundamental band gap (Eq. 2.27). From Eq. (2.36) it follows
that by evaluating the derivative of the total energy ( ELL/ n (r)) at the integer
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point of electronsM from the sides of excess and deficient electronic charge, de-
noted M+ and M  respectively, we obtain✓
 TS
 n (r)




Moreover from the previous discussion (Eq. (2.43) and Refs. [14, 15]) we know
that µ  = "KSH .
Following Eq. (2.27) we now require that the chemical potential changes
discontinuously when an infinitesimal amount of charge is added to the system,
i.e. the M+ side of the derivative. Such a discontinuity is trivially found in the
kinetic energy term (Eq. 2.31) which explicitly contains sum over all occupied
states (Eq. 2.3): By considering a system with M+ particles a new eigenstate
( H+1) needs to be occupied and hence it contributes to the total energy. If
we now assume that the KS potential V KS does not change when the particle
number crosses the integer point M (i.e. we are neglecting the interactions of


















=  T . (2.48)
The fundamental gap of non-interacting particles, which are considered in the
KS approach, then naturally coincides with the eigenvalue gap  T .
Due to the Hohenberg-Kohn theorems, the exact map between the ground
state density and potential is guaranteed; the potential, however, is determined
only up to a constant. In other words, an infinitesimal change in the charge
density can be related to an infinitesimal change in the e↵ective potential plus
a constant term  L [20–22]. Following Eq. (2.27), the fundamental band gap










=  T + L, (2.49)
where the subscript on  L denotes the fact that it is provided by a jump in the
local KS potential, i.e. the assumption made in Eq. (2.47) is generally not valid.
By investigating the behavior of the potential terms appearing in Eq. (2.39) we
see that both VH and Vext vary smoothly with n (r) and thus cannot contribute
to  L. The jump  L, usually termed the derivative discontinuity, should thus











From this consideration it is clear that for systems where  L is small, Eg
can be e↵ectively approximated by Eq. (2.45). However, the size of the deriv-
ative discontinuity for a given system is unknown a priori. It should be noted
that even insulators for which  T = 0 exist: Highly correlated systems (Mott-
Hubbard insulators), systems with local magnetic order (Mott-Heisenberg in-
sulators) and charge transfer insulators are typical examples [23–25]. In these
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cases the finite fundamental band gap arises from the electron-electron interac-
tions and is given by  L. The theoretical description of the electronic states in
insulators remains one of the most challenging questions in electronic structure
theory.
2.2.2 Application of the Kohn-Sham approach
In Eq. (2.30), the energy contribution stemming from the many body inter-
action are described by an XC energy functional. Moreover, we require that
the associated XC potential (Eq. 2.38) exhibits discontinuous jumps when the
particle number crosses an integer. Such a functional is not known, however,
and has to be approximated in practice. The construction of XC function-
als is constrained by a number of conditions that the functional has to satisfy
(e.g. Refs. [26, 27]) and is an area of ongoing research which now predominantly
focuses on the improvement of the description of the eigenstate energies "KS,
such that they approximate the quasiparticle energies well (as it was indicated
earlier, e.g. Refs. [16, 28–30]). Here we will only consider the ionization poten-
tials and a nities, since looking at these two quantities is at the center of the
thesis research presented in Chapters 4 - 7.
The conceptually simplest approximation is based on the exact behavior of
the homogeneous electron gas (HEG), termed the local density approximation
(LDA) which was introduced together with the foundations of DFT [1, 13] and
turned out to be a very successful XC functional given its simplicity. Important
steps in constructing LDA, provided by Dirac [31] and Slater [32], included a
simplified version of the Hartree-Fock equations in which an averaged exchange
energy per particle in HEG with density n was evaluated:











The remaining contribution, i.e. the correlation energy, is given by parametriz-
ations [33, 34] based on accurate Quantum Monte Carlo calculations for HEG
[35]. The crucial idea was to consider the XC energy to depend only on the
local charge density at point r, i.e. to approximate it at each point by HEG
with n! n (r). The resulting expression can be written in a short form as
ELDAXC =
ˆ
✏LDAXC (n (r))n (r) dr, (2.52)
where ✏LDAXC (n (r)) is the XC energy per particle for a homogeneous gas of density
n. Additional improvement is found through the class of semi-local functionals
in which the XC energy also depends on the local gradient of the density, for
example in the generalized gradient approximation [36] (GGA - for instance
Refs. [37–39]), but even higher order derivatives can be included [40–45].
Though the approximations involved in constructing (semi)local function-
als (SLF) are crude, SLF were found to be extremely successful in predicting
properties depending on the total energies of the system (relative stability, com-
pressibility, vibrational frequencies, etc.) [46]. This can be understood as a con-
sequence of the fact that they fulfil some of the fundamental sum rules [36, 47].




are more sensitive to
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the precise form of the XC functional, since the sum rules are based on integ-
ration over the whole system and all (occupied) states, which may lead to error
cancellation.
If we look at an eigenstate  i (where i  H), which is occupied by a single
electron and construct a charge density corresponding to this state ni (r) =
| i (r)|2, the following should hold [48, 49]:
EH [ni] + EXC [ni] = 0. (2.53)
This is a simple consequence of the fact that the XC part should exactly cancel
the interaction of the electron with itself (self-interaction), incorporated nat-
urally in the Hartree functional EH . However, the approximate forms of the
SLF fail to fulfil this condition and Eq. (2.53) is grossly disobeyed [29] which




and ultimately lead to inaccurate predictions of
the ionization potential that should be given by  ✏KSH .
In order to investigate the influence of approximate SLF on the prediction
of ✏KSH , we first consider the change of energy upon variation in the number of
particles. It was shown by Janak [50] that for EGS (N) the ground state energy






holds, irrespective of the functional used. This is a simple consequence of the
fact that infinitesimal charge removed from the system is taken from the highest
occupied eigenstate. Due to the ionization potential theorem (Eq. 2.44) and
Eq. (2.25), it follows that the derivative dEGS (N) /dN is constant and the
energy "KSH is independent of the occupation of the state  H . In actual calcula-
tions using a SLF, the ionization potential theorem is grossly disobeyed and a
pronounced negative deviation from the piecewise linearity behavior of EGS is
observed (Figure 2.1) [28, 30, 51, 52].












where the minus sign in the subscript indicates that it is the energy curvature re-
lated to charge removal. It is worth noting that higher order terms (i.e. higher
order derivatives of the total energy) can also be evaluated, but energies ob-
tained with SLF follow a convex curve with the deviation strongly dominated
by C [53]. The second equality in Eq. (2.55) holds due to the Janak’s theorem
(Eq. 2.54) and nonzero curvature indicates that the energy of the highest occu-
pied eigenstate changes with the number of particles (cf. Figure 2.1). Such a
behavior is clearly spurious: As mentioned in Section 2.1, the fractional number
of electrons arises as a time average when the system is allowed to exchange
particles with a bath of electrons. Although the occupation of the highest occu-
pied eigenstate is fractional in the time-average, the corresponding eigenvalue
"KSH cannot depend on the occupation number itself. This is violated for C  6= 0.
The nonzero curvature can be interpreted as one of the consequences of the
self-interaction error (cf. Chapter 5). In addition to poor predictions of the
ionization potentials, it also overstabilizes fractional occupation (with respect
17
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Figure 2.1: Schematic illustration of the total energy curve calculated with a
(semi)local density functional of XC (SLF - full black line). The exact behavior
dictated by the piecewise linearity condition given by Eq. (2.19) is shown by
the dashed gray line. The dotted line represents the derivative of the total
energy from the electron deficient side evaluated at M point, which coincides
with Eq. (2.54).
to the exact behavior). As a result of this, the excess charge tends to delocalize
over the whole system [51] and SLF yield incorrect description of charge transfer
[51, 54, 55] or even the prediction of fractional charge loss in finite systems [56].
The unsatisfactory behavior of SLF functionals is amplified when electron
a nities and KS band gaps are investigated. Upon addition of charge, we require
that the XC functional provides a derivative discontinuity  L (Eq. 2.50). To
date the only energy functional with such a property is that of Armiento and
Ku¨mmel [57] for exchange interaction (discussed further in Chapter 4), which
is GGA in nature and yields a discontinuous jump in the XC potential for finite
systems when charge is added to a new eigenstate. By contrast, the commonly
used XC functionals [34, 39] are smoothly varying with density n (r) and thus
cannot provide  L when the particle number crosses an integer point. Instead,
we observe a convex energy curve with curvature C+ when adding charge to a
system.
Finally, the presence of curvature in SLF was directly linked to the missing
derivative discontinuity [53], i.e. the lack of  L is compensated by the presence
of curvature. Assuming that the total energy as a function of particle number
deviates from the exact behavior by the quadratic term at most, we can write
Eq. (2.19) for charge removal as
EGS (M   !) = EGS (M) + !"KSH +
1
2
C !2, 0  !  1. (2.56)
Similarly, we can write for C+:






2, 0 < !  1. (2.57)
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It follows that the fundamental band gap can be approximated as [53]
Eg ⇡  T + 1
2
(C  + C+) . (2.58)
With increasing system size, however, both C  and C+ of SLFs approach zero
and do not provide any correction to the eigenvalue gap for extended finite and
infinite systems. The origin and behavior of energy curvature is discussed in
detail in Chapter 5.
A significant improvement was recently found through ensemble DFT [58]:
This approach considers Slater determinants of M and M ± 1 particle sys-
tems simultaneously and the total energy of a system with fractional number of
particles is described as an ensemble average, following the fundamental consid-
erations leading to Eq. (2.19). For finite systems, it was found that even if simple
LDA is used in ensemble DFT, the approach yields derivative discontinuity and
improves the predictions of I, A and Eg. Yet again, with increasing system size
the results for the eigenvalues approach the “standard” KS results and provide
no improvement for infinite systems. This can be viewed as a consequence of
vanishing curvature for very large systems: For C ! 0 the ground state en-
ergy in Eq. (2.56) naturally follows a straight line, though with an incorrect
slope dictated by "KSH , which is a poor estimate of I (a similar argument applies
to "KSH+1 and A). This suggests that for extended and infinite systems, the im-
provement should be sought in an improved descriptions of the electron-electron
interactions, e.g. by employing the generalized Kohn-Sham approach.
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2.3 Generalized Kohn-Sham approach to DFT
2.3.1 Overview of the Generalized Kohn-Sham approach
The Kohn-Sham approach is based on mapping the many-body problem onto a
system of non-interacting particles. Along a similar line we can now consider a
generalized Kohn-Sham theory (GKS) formalized by Seidl and co-workers [59]
in which the particle-particle interaction can be partially included. As a first
step, we formally rewrite the Levy-Lieb functional (Eq. 2.9) as
ELL[n] = inf
 !n
S [ ] +R [n] +
ˆ
Vext (r)n (r) dr. (2.59)
In addition to the last term which represents the contribution from the external
potential, two quantities are introduced. The first term, S, represents all the
energy contributions that explicitly depend on the many-body state  . The
second term R is the “remainder”, which includes all other terms necessary
for the LL functional to yield the exact ground state energy and density upon
minimization of ELL [n] with respect to all densities n that integrate to N (n!
N). It has to be noted that we will again consider a single Slater determinant
  constructed from states { i} and the search in Eq. (2.59) is performed over
all determinants that yield density n (r). The term R in Eq. (2.59) represents
all contributions that are functionals of the charge density n (r) =
P
i | i (r)|2,
where the summation goes over all occupied states.




   Tˆ     E , (2.60)
and we obtain TS in Eq. (2.31) as
TS [n] = inf
 !n
SKS [ ] . (2.61)
It follows that
RKS [n] = EH [n] + EXC [n] , (2.62)
where the Hartree and exchange-correlation potentials are both functionals of





   Tˆ + Vˆe e    E , (2.63)
where the electron-electron interaction potential Vˆe e describes the e↵ects em-
bodied in the single Slater determinant  . In this case, our reference system
includes part of the particle-particle interaction and di↵ers from the KS picture.
We can now define the functional S such that it explicitly contains the
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and





 ⇤i (r0) j (r0) ⇤j (r) i (r)
|r  r0| drdr
0. (2.66)
In both Eqs. (2.65) and (2.66), the summation goes over all occupied states with
subscripts i and j. Such a definition of the S functional is strongly reminiscent of
the Hartree-Fock approach [60, 61] and contains non-local exchange interaction.
In addition, the total energy contains contribution from R, which represents
electron correlation. We shall see later that the non-locality of the exchange
functional plays a significant role in the description of the individual states  i
and their energies "i. The main reason is that the exchange interaction exactly
cancels the one electron self-interaction [29] and Eq. (2.53) is thus fulfilled.
Moreover, the explicit dependence on the occupied states { i} yields the
discontinuous energy behavior discussed in the preceding section (c.f. Eq. 2.27
and related discussion), in a similar fashion as we found for the KS kinetic term
TKS in Eq. (2.48). It is important to note here that such discontinuous behavior
is already incorporated into the eigenvalues themselves, bringing them closer to
the quasiparticle energies [52]. On the other hand, it will be shown in the
next section that simple incorporation of the Hartree-Fock like exchange energy
functional does not guarantee that the piecewise linearity condition (Eq. 2.19)
is satisfied.
It should also be noted that there are approaches which employ { i} but
remain well within the KS formalism. This represents a conceptually interesting
class of functionals which in general yield eigenvalues "i in better agreement with
experiments and higher level calculations for quasiparticles [29, 52]. We are not
going to pursue this route further here, but for completeness we mention the fact
that such approaches directly employ densities ni of individual eigenstates (e.g.,
Ref. [49]) or explicitly use the states  i (extensively reviewed in Ref. [29]). For
the latter case, one can find an optimized e↵ective potentials (OEP) approach
[62–64] in which a local potential is sought that yields the minimum of the total
energy of the Slater determinant  , constructed from { i}. This can serve as a
starting point for further approximations: Becke and Johnson [65] have found
a simple semi-local exchange potential functional that closely reproduces the
OEP result. Such a potential functional provides the basis for the derivation
of the exchange energy functional by Armiento and Ku¨mmel [57] mentioned in
the previous section and further discussed in Chapter 4.
However, here we will focus on employing the GKS formalism presented in
Eq. (2.59) which includes an exchange energy functional (Eq. 2.66). We shall
see that this flavor of DFT provides an important step towards improving the
description of the eigenstate energies, more importantly the energy of the highest
occupied eigenstate "H (cf. Eq. (2.43) and related discussion).
An important route in constructing an exchange energy functional is the
adiabatic connection theorem (ACT). To arrive at the ACT we consider the
following Levy-Lieb functional FLL given by Eq. (2.10):




   Tˆ +  Vˆe e    E , (2.67)
where the parameter   2 [0, 1] yields a continuous parametrization of the
electron-electron interaction strength and  is a many-body wave function that
yields given density n. In the following we denote the many-body wave function
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which provides the total energy minimum as   . For   = 0 the functional FLL
reduces to the non-interacting case; for   = 1 we solve the fully interacting
system. For a system with given charge density n we can now construct the
exchange-correlation energy functional:
EXC [n] = FLL [n, 1]  FLL [n, 0]  EH [n] . (2.68)




F ( ) d , (2.69)




   Vˆe e     E  EH [n] . (2.70)
The adiabatic connection theorem presented in Eq. (2.69) provides a general
definition of the XC energy functional as a path integral of F ( ) which has to be
evaluated for all interaction strengths  . Yet again, this result is a restatement
of the original many-body problem and itself does not reduce its complexity (in
general all many body states    need to be found).
2.3.2 Application of the Generalized Kohn-Sham approach
In order to employ the ACT (Eq. 2.69) for the practical construction of exchange-
correlation functionals and to avoid calculations of F for all   parameters along
the path integral, we have to resort to approximations. The limiting cases can
be inferred from Eq. (2.67): For   = 0 we obtain the Slater determinant com-
posed of the Kohn-Sham orbitals of the ground state   and for   = 1 we obtain
the fully correlated case, which can be in turn approximated by a suitable SLF.
A natural approach is thus to suitably mix the non-local (Hartree-Fock like)
part of the exchange energy functional with SLF expressions resulting in a class
of hybrid exchange-correlation functionals.
This approach has been pioneered by Becke [66] who approximated the integ-
rand by linear interpolation, where LDA (Eq. 2.52) was considered to represent
the   = 1 end point. The resulting functional is simply termed half-half hybrid







EX [ ] , (2.71)
where the last term represents the Hartree-Fock like exchange functional ap-
plied on the determinant   which yields the density n. Another choice, denoted
as PBE0 [39], suggested to use fraction of 0.25 of the Hartree-Fock like ex-
change and 0.75 of the GGA functional, based on assumed quartic polynomial
dependence of the integrand.
As an example of widely popular, though semi-empirical, approaches we can
further mention the B3LYP functional (employed in Chapter 6) developed by
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where we used a simplified notation for clarity and EX is the Hartree-Fock like
exchange term (Eq. 2.66). All the remaining terms are functionals of n. The
functional takes into account two distinct types of SLF: namely LDA [34] and
GGA [38]. The parameters a0, ax and ac were obtained to reproduce the exper-
imental atomization energies. It should be noted that other parametrizations of
the hybrid functionals can be devised with adjustable fractions of SLF.
We will now look in more detail at a class of range-separated exchange-
correlation hybrid functionals [67], and in particular at their derivation based on
ACT provided by Baer and Neuhauser [68]. The FLL functional which appears
in Eq. (2.67) is modified:




   Tˆ + Vˆ  e e    E , (2.73)
where the second term corresponds to a potential explicitly dependent on the







|ri   rj| . (2.74)
We see that Eq. (2.74) represents an electron-electron potential which is non-
divergent for r ! 0. The many-body wave function that yields density n and
provides the minimum of FRSLL is denoted as   . Yet again, for   = 0 the
functional FLL in Eq. (2.73) reduces to the non-interacting case, and for   !
1 Eq. (2.74) yields the bare Coulomb interaction vˆ = 12
P
i,j |ri   rj| 1.
We will see in the next section, focused on many-body perturbation the-
ory, that the presence of some form of screening is of crucial importance for
the description of the quasiparticle energies and the fact that some form of
screened interaction is included already at the DFT level spurs hopes that such
a treatment will yield eigenvalues {"i} that approximate the quasiparticle en-
ergies well. We can symbollically rewrite Eq. (2.74) as V  e e = ✏ 1  v, where ✏ 1 
can be interpreted as the inverse of a/some microscopic frequency-independent
dielectric function and v is the bare Coulomb potential.





F ( ) d , (2.75)
where F ( ) = @FRSLL [n,  ] /@  which is merely a modification of the original
Eq. (2.69) such that the integration range goes from 0 to 1. The integrand is
readily obtained from Eq. (2.73) as










  EH [n] . (2.76)
Furthermore, we assume that the    can be approximated by the the two lim-
iting cases for   = 0 and   = 1, i.e. for the Hartree-Fock and Kohn-Sham




F0 ( ) d  +
ˆ 1
 ⇤
F1 ( ) d . (2.77)
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Figure 2.2: Fraction of a semi-local functional for the exchange and correlation
energy (SLF), taken as the enumerator of the first term in Eq. (2.78), is shown
as a function of distance  r, where   is the range separation parameter and r is
the distance (gray). The complementary part of the functional is given by EX
(Eq. 2.66) applied to a Slater determinant   that yields density n (white). A
functional which combines a fixed ( r-independent) fraction (25%) of EX with
SLF is illustrated by a hatched area
Here the superscript in the integrand F denotes whether  0 or  1 was used
in Eq. (2.76) and the parameter  ⇤ indicates the interaction strength at which
the two reference points interchange. It is worth noting that for a given system
a parameter  ⇤ can be found such that the resulting XC energy obtained with
Eq. (2.77) is exact [68].
Given the structure of the screened potential (Eq. 2.74), i.e. the fact that
the parameter   modifies the strength of Ve e for a given length r, we see
that the approximation in Eq. (2.77) leads to e↵ective range separation of the
electron-electron interaction. The short range (SR) part of the XC functional is
approximated by the KS system, characterized by  , and is treated by a SLF.
The long range part (LR), on the other hand, is treated with Hartree-Fock like
exchange constructed from the single particle eigenstates { i}. The parameter
 ⇤ provides the characteristic inverse length at which the transition between SR
and LR occurs.















This separation is illustrated in Figure 2.2 in which the countour of the filled gray
area shows the fraction of SLF at each distance point  r (and the complementary
part supplied by the Hartree-Fock like exchange). For comparison, the behavior
of a hybrid functional with constant (distance independent) fraction of EX is
also shown (if SLF is GGA, this particular example would correspond to the
PBE0 functional mentioned above).
The Hartree-Fock like exchange potential has the correct 1/r asymptotic
behavior by construction [27, 29] and the same holds for the range separated
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Figure 2.3: Deviation of the total energy from the piecewise linear behavior
shown as a function of fractional charge removed from a single thiophene mo-
lecule (shown in the right panel of the figure; sulphur, carbon and hydrogen
atoms are shown by yellow, black and white spheres). Results for BNL func-
tional with di↵erent values of   (in a 10 units) are shown by colored lines,
where   = 0.00 corresponds to the LDA result. For the optimally tuned BNL
(  = 0.31 a 10 ) the energy follows a straight line between the two endpoints,
given by the total energies of neutral and positively charged thiophene molecule.
hybrid functionals which employ EX in its LR part. This can be expected to sig-
nificantly improve the description of charge transfer and removal in comparison
to KS DFT approaches. The approximate XC treatment employed in the KS
approach leads to potentials which can be expressed as a functional of charge
density n, and since the density decays exponentially (Eq. 2.41) the resulting
asymptotic behavior of SLF is faster than 1/r for r !1.
In this context it has to be mentioned that despite of the correct asymptotic
potential, the Hatree-Fock method does not correct for the major deficiencies
related to charge removal, namely the energy curvature (C) discussed in the
context of KS DFT (Eq. 2.55). Nevertheless, while the approximate XC semi-
local density functionals su↵er form C > 0 (Figure 2.1), i.e. spurious negative
energy devitation from the piecewise linearity for systems with fractional num-
ber of electrons, the Hartree-Fock method shows positive curvature. In other
words, the systems with fractional charge shows concave energy curve and suf-
fers from over-localization of the charge [51]. The mixing of both approaches,
based on approximations to the integrand (Eq. 2.70), thus naturally arises as a
way to mitigate this spurious behavior and can be interpreted as a reason for
the general success of the hybrid functionals [28, 30].
A very successful approach for finite systems, which we will pursue further
in Chapter 6, is provided by optimal tuning of the BNL range separated hy-
brid functional [68, 70–73]. In this method, the range separation parameter  ⇤
(Eq. 2.77) is chosen such that the piecewise linearity for the total energy is re-
stored (Figure 2.3). This range separated functional employs a combination of
the LDA functional for exchange and correlation with EX . Four points should
be noted here:
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1. The optimal tuning approach has a solid theoretical basis.
2. The optimal tuning process is fully ab-initio. It relies only on the first
principles calculations of the total energies and no prior knowledge or
experimental data are required.
3. The range separation parameter  ⇤ is system dependent and can vary
significantly with composition, geometry and size.
4. Total energies of neutral and charged systems change with the value of
the range separation parameter. For the optimally tuned functional, the
di↵erence between the energy of the cation and neutral system is exactly
equal to the highest occupied eigenvalue. This leads to a tremendous
improvement in the prediction of charge removal energies [70–73]. Similar
tuning procedure can be applied to negatively charged system to obtain
electron a nity.
The determination of  ⇤ is a non-trivial task. For finite systems, we can
avoid the calculation of the full set of energy curves by estimating the deviation
from the the ionization potential theorem (Eq. 2.44). For infinite systems, how-
ever, the charged calculations are not easily performed as discussed in detail in
Chapter 5. Moreover, given that C ! 0 in calculations employing SLF for an
infinite system, it appears that the tuning will ultimately collapse to the SLF
solution. A similar conclusion can be conjectured based on the fact that with
increasing system size the value of  ⇤ has been shown to progressively decrease
[71].
In Chapter 6 we describe a new phenomenon which shows that for su ciently
large systems, the quasiparticles (holes in M  1 particle systems) become inde-
pendent of the system size, due to many-body interaction that are captured by
non-local exchange. This has significant bearing on the applicability of optimal
tuning, but also for the fundamental understanding of electronic structure of
extended systems.
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2.4 Beyond the Density Functional Theory
2.4.1 Quasiparticle Equation
We can now address the behavior of the quasiparticles directly from the many-
body perspective. We write the many body Hamiltonian in Eq. (2.2) in the
second quantization form as [60, 74]
Hˆ =
ˆ




 ˆ (r)†  ˆ (r0)† v (r, r0)  ˆ (r0)  ˆ (r) drdr0, (2.79)
where  ˆ (r) and  ˆ (r)† are field annihilation and creation operators respectively,
v (r, r0) is the Coulomb interaction
v (r, r0) =
1
|r  r0| , (2.80)
and h is the one particle term
h =  1
2
r2 + Vext (r) . (2.81)
We will now focus on finding the energy of a quasiparticle, i.e. a quasihole
or quasielectron in case we remove or add en electron to the many body system.
First, we note that the single quasiparticle equation can be obtained through




 ˆ (r, t) =
h
 ˆ (r, t) , Hˆ
i
= h ˆ (r) +
ˆ
 ˆ (r0)† v (r, r0)  ˆ (r0)  ˆ (r) dr0. (2.82)









    ˆ† (r)    N0 E , (2.84)
where  Ni eigenstate of the many-body Hamiltonian for N electrons and the
superscripts N ⌥ 1 are used to distinguish whether the orbital is for a quasihole
or quasielectron. The subscript indicates the ith eigenstate of the many-body
system, from/to which the electron has been removed/added. Finally, we can
write the equation for the quasiparticle [76–79]:













This expression is strongly reminiscent of the Schro¨dinger equation with the
single particle terms h (Eq. 2.81) on the left. We can recognize that (sim-
ilar to the approaches introduced in the preceding sections) the crucial part of
Eq. (2.85) is the factorization of the intractable electron-electron interaction in
two main contributions:
(i) The Hartree potential, in which the ground-state density of the N electron








    ˆ† (r)    N 1i ED N 1i     ˆ (r)    N0 E , (2.86)
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where the sum goes over all eigenstates of the many body system with N   1
particles.
(ii) The non-local energy-dependent self-energy term ⌃ (r, r0,!) which describes
the many-body exchange and correlation e↵ects.
Formally, this separation is done using expressions for the time propagation
of the particles (which will be introduced later in this section) and factorization
of the two-particle propagators, which (for simplicity) we will completely avoid
here. This approach was pioneered by Dyson [80] and Schwinger [76] in the
context of quantum field theory, and later it was applied to the electron gas
by Hedin [79], who derived a full set of equations which in principle provide a
route to obtain the self-energy exactly and which we will outline in the next
subsections.
2.4.2 Green’s Function and Quasiparticle Energies
In order to investigate further the expression for the self-energy introduced
(heuristically) in Eq. (2.85) we will consider the dynamics of the quasiparticles.
We first define the quasiparticle propagators, i.e. Green’s functions as the prob-
ability amplitude to propagate from point r0 at t to point r0 at time t0, where
t > t0 for quasielectrons and t < t0 for quasiholes [60, 74]:
G (r, t, r0, t0) =  i
D
 N0
   T  ˆ† (r0, t0)  ˆ (r, t)    N0 E , (2.87)
where T is the time-ordering operator and the field operator now explicitly
include the time coordinate. As indicated earlier (Eq. 2.82), we consider the
field operators to follow the Heisenberg picture and we can thus write
 ˆ (r, t) = eiHˆt ˆ (r) e iHˆt. (2.88)
By inserting the complete set of  N±1i states between the two field operators
we finally obtain:













where we used the definition of the Dyson orbitals in Eqs. (2.83) and (2.84) and
the presence of Heaviside functions ✓ is a result of the time ordering.
Using the definition of a propagator, we can now deduce the following ex-







r2   Vext (r)  VH (r)
◆
G (r, t, r0, t0) =   (r, r0)
+
ˆ
⌃ (r, r00, t)G (r00, t0, r0, t) dr00. (2.90)
As an auxiliary quantity, we also define a propagator Gf for a particle which is







r2   Vext (r)  VH (r)
◆
Gf (r, t, r
0, t0) =   (r, r0) . (2.91)
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By combining Eqs. (2.90) and (2.91) we obtain the celebrated form of the
Dyson equation describing the propagator of the fully interacting many-body
system in terms of the propagator Gf and the self-energy:
G (r, t, r0, t0) = Gf (r, t, r0, t0) +
¨
Gf (r, t, r
00, t00)⌃ (r, t, r0, t0)G (r, t, r0, t0) .
(2.92)
One conceptually accessible way of interpreting the Dyson equation is to con-
sider the self-energy as an “event” that modifies the Gf propagator, in a way
similar to the propagators considered in scattering theory. If the self-energy is
small in some sense we may recast the Dyson equation to a geometric series
of Gf + Gf⌃Gf + Gf⌃Gf⌃Gf + . . . which can summed over (the arguments
have been dropped for simplicity), though the number of successive events goes
to infinity, in principle. This is the basis for the development of many-body
perturbation theory. The full propagator is then (formally) written as:
G (r, t, r0, t0) =
1
G 1f (r, t, r0, t0)  ⌃ (r, t, r0, t0)
. (2.93)
In the following we will consider the results of the (generalized) Kohn-Sham
approach as a suitable starting point in which the many-body interactions are
approximated by the exchange-correlation potential, VXC (r). In this case we
employ the eigenstates  i and eigenvalues "i of the Kohn-Sham system obtained
through Eq. (2.40) and we consider the XC potential to be a zeroth order approx-
imation to the self-energy. Using  i and "i we construct the Green’s function







r2   Vext (r)  VH (r)  VXC (r)
◆
G0 (r, t, r
0, t0) =   (r, r0) . (2.94)
To proceed further, we switch from time representation of the Green’s func-
tion to expression in frequency domain. In order to perform a Fourier transform
of G0 and G we employ the identity
ie i"
N±1








where ⌧ = t  t0 and the frequency ! is continuous on the whole complex plane.










!   "i   i⌘ +
1  fi
!   "i + i⌘
 
., (2.96)
where fi is the occupation of the KS state, i.e. fi = 1 for "i  µ, and fi = 0
otherwise. We note that the Green’s function of a system of non-interacting
particles has poles at frequencies corresponding to the energies of the Kohn-
Sham system ! = "i which are infinitesimally shifted by ±⌘ along the imaginary
axis. In the same vein, the Green’s function of the fully interacting many-body
system is given as:






!   "N±1i ± i⌘
, (2.97)
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where "N±1i are the quasiparticle energies that obey Eq. (2.85).
Our goal is to find the quasiparticle energies and we seek them as the poles
of the Green’s function G (Eq. 2.97), which can be constructed from G0 employ-
ing the Dyson equation (Eq. 2.92). For this we also require knowledge of the
self-energy, which will be discussed in the next subsection and in more detail in
Chapter 7. Due to the formal similarity of the quasiparticle equation (Eq. 2.81)
to the Kohn-Sham equation (Eq. 2.40), we interpret the exchange-correlation
potential VXC (r) as a local mean-field approximation to the self-energy ⌃. Fi-
nally, the expansion in the perturbation series is justified as we expect the
di↵erence between the self-energy and the exchange-correlation potential to be
small such that  i ⇡  N±1i and "i ⇡ "N±1i . By means of perturbation theory
we thus seek the quasiparticle energy through calculation of an energy shift
of the KS eigenvalue, termed quasiparticle correction. In the next section we
will clarify that the self-energy ⌃ is in-principle found through a self-consistent
procedure, the KS result is thus considered a zeroth step of this cycle.
2.4.3 Self-energy within the GW approximation
A very instructive approach to evaluating the self-energy is to use the diagram-
matic technique, largely developed by Feynman [60, 74, 81]. For simplicity,
details of this method are not introduced here, and we merely provide its fla-
vor: The self-energy is approximated by an infinite sum over selected types of
interactions, which are considered to be crucial for description of the physical
system of interest. Each such type of interactions is associated with a type of
Feynmann diagram and the summation is performed over them.
We now follow the elementary aspects of the many-body perturbation the-
ory which are based on the the famous work of Hedin [79], who showed that
the self-energy can be obtained successively through a set of five equations,
which are (in principle) solved iteratively. In the language of many-body the-
ory, such an approach is usually termed self-consistent renormalization as the
set of bare interactions are due to self-consistency renormalized to represent the
fully interacting case.
In the following we simplify the notation and represent a space-time point by
numbers: (r1, t1, r2, t2)! (1, 2). The self-energy related to the Green’s function
G in Eq. (2.90) is given as






  (3, 4, 2) d3d4, (2.98)
where the time associated with space-time point 1+ is infinitesimally later then
the time associated with 1. The need for an iterative treatment is already
obvious at this stage: ⌃ is expressed by means of the full propagator G, which
itself requires the knowledge of the self-energy, the screened Coulomb interaction
W and the vertex function  .
The vertex function is a quantity that is di cult to track and contains all
the terms in which multiple quasiparticles interact with each other and can be
expressed through:





G (4, 6)G (7, 5) (6, 7, 3) d4 d5 d6 d7. (2.99)
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This term is derived from the two-particle propagator needed to describe the
two-particle interactions, represented by the second term of the many-body
Hamiltonian in Eq. (2.79). The two-particle Green’s function is expressed
through two quasiparticle propagators independent of each other and the re-
maining interactions are embodied in the vertex function   (after some algebra
[17, 75, 79, 82]). This is a crucial point for the description of electron-hole
interactions in Section 2.4.5.
The screened Coulomb potential is of key importance for us in the later
discussion and is defined as
W (r, r0, t) =
ˆ
✏ 1 (r, r00, t) v (r00, r0, t) dr00, (2.100)
where ✏ 1 is the inverse dielectric function. W thus describes the Coulombic
interaction in the presence of other particles of the system. It is straightforward
that if the dielectric function is a constant of unity, W e↵ectively reduces to the
bare Hartree potential VH which is equivalent to the particle-particle interaction
potential in vacuum (cf. discussion in Chapter 7).
In order to obtain a practical expression for screening, we first consider a
charged point particle and its corresponding potential  Vext; presence of such
potential leads to a change in the electronic density of the system and creates
an induced charge density  n. Finally, the combined potential of the charged
point particle and induced density is the change in the total potential  Vtot,





and within linear response theory we define the irreducible polarizability P :




The term irreducible polarizability is related to the diagrammatic approach,
namely to the topology of the diagrams related to P . For further application
it can be simply understood as resulting from the change of the total potential.
From the perspective of the self-consistent renormalization it is important that
P can be expressed as:
P (1, 2) =  i
¨
G (1, 3)  (3, 4, 2)G (4, 1) d3d4. (2.103)
In other words, the irreducible polarizability is represented by two Green’s func-
tions (corresponding to a particle-hole pair) and their mutual interaction is given
via the vertex function. This expression will be of crucial importance when de-
scribing neutral exctations. The dielectric function can now be written in terms
of P :
✏ (r, r0,!) = 1  v (r, r0)P (r, r0,!) . (2.104)
Though the equations given above can be combined to a self-consistent loop,
it is clear that their evaluation is highly non-trivial. In order to simplify the
problem, we will choose to set the vertex function to
 GW (1, 2, 3) =   (1, 2)   (1, 3) , (2.105)
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which e↵ectively removes all the mutual quasiparticle-quasiparticle interactions.
The self-energy given in Eq. (2.98) reduces to





and this expression is usually termed the GW approximation. The related
vertex function and self-energy are labeled accordingly in their superscript.
Two things need to be mentioned here:
1. The vertex function (Eq. 2.99) is usually approximated by  GW (Eq. 2.105),
also in the calculation of the dielectric function (Eq. 2.103). The resulting
✏ is consequently obtained in the random phase approximation (RPA). In
RPA the induced density  n is assumed to be represented by change in
the density of non-interacting particles due to a variation of the potential.
Similar to the GW approximation introduced earlier, RPA corresponds to
neglect of the mutual quasiparticle interactions and will be discussed in
the next section in relation to neutral excitations.
2. At each frequency the dielectric function obtained by Eq. (2.104) yields a
matrix with elements labelled by the two spatial coordinates r and r0 . In
order to evaluated W (Eq. 2.100) we need ✏ 1, and we have to invert ✏ at
each !.
The latter point is a significant bottleneck of this approach and e↵ectively limits
the size of systems that can be calculated; this is further discussed in Chapter
7 where the evaluation of ✏ is avoided.
The set of Hedin equations can now be combined to an iterative cycle, re-
peated to self-consistency:
1. We use a starting point for the construction of theG0 propagator (Eq. 2.96).
2. The propagators are used to calculate the irreducible polarizability P by
aplying  GW to Eq. (2.103).
3. We calculate the dielectric function ✏ by Eq. (2.104) and invert it to obtain
✏ 1.
4. Using ✏ 1 we now calculate W through Eq. (2.100).
5. By combining G0 in the first cycle (or the G obtained in the previous
iteration) with the screened potential W we calculate the self-energy in
the GW approximation (Eq. 2.106).
6. Using the self-energy we can now solve the quasiparticle equation (Eq. 2.85).
The resulting Dyson orbitals and quasiparticle energies are used to form
a new propagator Gj , where j is the iteration number, and we continue
with step 2. The whole cycle is repeated until self-consistency in the qua-
siparticle energies (and Dyson orbitals) is reached.
The fully self-consistent GW calculations are computationally very demand-
ing [83–86] and the usual approach is to use only a “single shot” algorithm in
which steps 1-5 described above are used once and self-consistency is not sought
[87]. In this case the quasiparticle equation (Eq. 2.85) is usually not solved and
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only a first-order correction to the Kohn-Sham result is considered instead: We
take the self-energy operator ⌃ˆ (!) in the frequency domain as




and approximate the quasiparticle energies as
"N 1i ⇡ "i +
D
 i
   ⌃ˆ  "N 1i    VˆXC    iE , i  µ, (2.108)
and
"N+1i ⇡ "i +
D
 i
   ⌃ˆ  "N+1i    VˆXC    iE , i > µ, (2.109)
where µ is the chemical potential and the first/second equation thus describes
the energies of the quasiholes/quasielectrons. It has to be noted that the self-
energy is evaluated at the frequency corresponding to the quasiparticle energy,
i.e. we obtain a fixed point equation. This non-self-consistent approach is usually
termed G0W approximation.
It stands to reason that if the G0W method is applied, the question of a
starting point for G0 emerges. Hedin’s original work [79] used G0 constructed
from the solution of the Hartree-Fock equations, which do not include any type
of correlation and self-consistency is required. It was argued, however, that
since DFT already contains all many-body e↵ects (on some approximate level),
it represents an improved starting point and as such the single perturbative
correction may be su cient [87]. The particular flavor of DFT (e.g. the choice
of the EXC) which should be used is a vividly discussed research topic [88–93].
2.4.4 Screened Potential calculated with Time-Dependent
DFT
In Chapters 6 and 7, we employ the “single shot” GW approach in which we
avoid computationally demanding points 2, 3 and 4 of the algorithm above.
Instead, we evaluate the expectation value of the self-energy directly, by consid-
ering the linear response of the system to weak external perturbation using real
time propagation. In order to do so, we employ time-dependent DFT (TD DFT)
calculations. Such treatment requires extending the validity of the Hohenberg-
Kohn theorems to time-dependent densities.
The initial point of such a consideration is the time-dependent Schro¨dinger




 (t) = Hˆ (t) (t) , (2.110)
where the Hamiltonian is time-dependent and is given as
Hˆ (t) = Tˆ + Vˆe e + Vˆext (t) . (2.111)
The kinetic energy operator and the electron-electron interaction term remain
the same as in the time-independent case (Eqs. 2.3 and 2.4), but the external




Vext (ri, t) . (2.112)
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We assume that the initial condition for Eq. (2.110) is that  (t = 0) is the
ground state of the time-independent Hamiltonian (Eq. 2.2) and the time-
dependent density n (r, t) is obtained from the wave function  in the same
way as in the time-independent case (Eq. 2.6). Analogously to the Hohenberg-
Kohn theorem, Runge and Gross [94] showed that the map  ! n (r, t) is
invertible (up to a time-dependent function) and provides a rigorous foundation
for TD DFT.
This conceptual development allows us to write the time-dependent Kohn-








r2 + V KS (r, t)
 
 n (r, t) , (2.113)
where the time-dependent Kohn-Sham potential is decomposed:
V KS (r, t) = VH (r, t) + VXC (r, t) + Vext (r, t) . (2.114)
The Hartree potential term depends directly on the time-dependent density
n (r, t) at time t:




The expression for the time-dependent exchange-correlation potential VXC (r, t)
is however nontrivial and is given as a functional derivative of the exchange-
correlation action AXC [94–97],




where ⌧ is the so-called “pseudotime” that parametrizes the physical time t (⌧)
defined on a Keldysh contour [98]. Such treatment is necessary to fulfil simul-
taneous requirements on time-symmetry and causality [97]. In practical calcu-
lations, we will resort to the adiabatic approximation, in which VXC depends
only on the instantaneous density of the system; we thus employ the standard
XC functionals for the time-independent Kohn-Sham approach.
After this brief introduction to TD DFT we now describe the polarizability
in the time domain. We consider the response of the system to the change in
the external potential  Vext, and the corresponding reducible polarizability is
given as




where the space-time coordinates have been used.  Vext represent only part
of the change in the total potential used in definition of P in Eq. (2.102). In
this case however, the charge density fluctuation ( n) leads to change in the
Kohn-Sham potential, introduced in Eq. (2.30) and Eq. (2.117) becomes







where we employ the chain rule. Here, the Kohn-Sham potential is explicitly
time-dependent.
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We can now use the decomposition of V KS into individual terms introduced
in Eq. (2.114) and after some algebra we obtain a Dyson-like equation
  (1, 2) =  KS (1, 2) +
ˆ ˆ ˆ
 KS (1, 3) [v (3, 4) + fXC (3, 4)]  (4, 2) d3d4,
(2.119)
where we defined the Kohn-Sham polarizability




which corresponds to a response of non-interacting particles to a change in the
KS potential. In the brackets of the integrand, the first term represents the
Coulomb kernel
v (r1, t1, r2, t2, ) =
 VH (r1, t1)
 n (r2, t2)
=  (t1   t2) 1|r1   r2| , (2.121)
which is instantaneous in time (through the presence of the  -function on the
right side of the equation) and thus depends only on the spatial distance between
the space-time points. The second term is the time-dependent exchange-correlation
kernel




From this equation it is obvious that the extension to TD DFT has a tradeo↵
as the the XC kernel at time t has now to be a functional of the charge density
of all the times t0  t. We continue the discussionwith this formal expression
in the next equations, but in practical calculations we resort to the adiabatic
approximation in which fXC is time-independent.
It is now convenient to take the Fourier transform of Eq. (2.119) and drop the
shortened space-time notation. We obtain the reducible frequency-dependent
polarizability as [99]:






|r00   r000| + fXC (r
00, r000,!)
◆
  (r000, r0,!) dr00dr000.
(2.123)
In the frequency domain Adler and Wiser [100, 101] provided a practical ex-
pression for  KS given as




f (✏i) (1  f (✏j))
⇥
"
 ⇤i (r0) j (r0) ⇤j (r) i (r)
"KSi   "KSj   ! + i⌘
+
 ⇤j (r0) i (r0) ⇤i (r) j (r)
"KSi   "KSj + !   i⌘
#
, (2.124)
where f (✏i) is the occupation of the KS eigenstate with energy ✏i. In the above
equation, ⌘ is used only to guarantee the convergence of the Fourier transform.
Finally, we can now provide directly the expression for the inverse dielectric
function
✏ 1 (r, r0,!) = 1 + v (r, r0)  (r, r0,!) , (2.125)
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which is needed to evaluate the screened potential Eq. (2.100). The reducible
poarizability   is a causal quantity, in order to pair it with the propagator,
which is time ordered (Eq. 2.87), an appropriate transformation discussed in
Chapter 7 has to be applied.
As a last remark, we note that in practical calculations fXC in Eq. (2.123)
needs to be approximated and this is achieved in two ways:
1. As mentioned earlier, in practical calculations we only consider VXC in the
adiabatic approximation, fXC thus depends only on the density n (r, t) at
given time t, i.e. the standard time-independent XC kernel is used. In
addition, if adiabatic LDA is used, the kernel becomes local in space [102].
2. fXC is neglected completely which is equivalent to RPA introduced earlier
- this is the approach applied in Chapters 6 and 7.
2.4.5 Description of neutral excitations
Bound electron-hole pairs (termed excitons) are produced upon perturbation
of the system by an external field (e.g. laser pulse) which does not ionize the
system, but excites the system to a higher energy state.
We can describe the excited state of a system by considering propagation
of two quasiparticles simultaneously: quasielectron and quasihole. In the pre-
ceding section, we used the KS system of non-interacting particles as a starting
point and accounted for their many-body interactions through a perturbation
technique. In the same vein, we take two independent quasiparticles as a start-
ing point of considerations here and assume that the electron-hole interaction
is a small perturbation. We note that we seek a two-particle propagator, i.e.
a four-point function L (1, 2, 3, 4) where the numbers are used to denote space-
time points. For two non-interacting quasiparticles we can write
L0 (1, 2, 3, 4) =  iG (1, 3)G (4, 2) , (2.126)
where the second Green’s function on the right describes a quasihole, i.e. it
corresponds to propagation back in time following the definition of the quasi-
particle propagator in Eq. (2.87). If we now associate the time t1 = t2 = 0 and
t3 = t4 = t, it follows that












⇥ e i("N+1j  "N 1i )t, (2.127)
which can be conveniently rewritten in the frequency domain as













"N+1j   "N 1i   ! + i⌘
.
(2.128)
The first sum goes over all Dyson orbitals corresponding to the quasiholes  N 1i
and the second sum goes over all quasielectron Dyson orbitals  N+1j . It is
important to note that L0 in the form of Eq. (2.128) has poles at real frequencies
!0ex = "
N+1
j   "N 1i (2.129)
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which correspond to the energies of isolated (i.e. non-interacting) quasiparticles.
We can regard the independent-quasiparticle propagator L0 in Eq. (2.126) as
a generalization of the irreducible polarizability P given in Eq. (2.103) if  GW
(Eq. 2.105) is employed; a detailed discussion can be found e.g. in Ref. [99]. This
is consistent with our interpretation of   as a quantity which contains all the
quasiparticle-quasiparticle interactions (Eq. (2.99) and related discussion). In
this interpretation, the irreducible polarizability, which is a two-point function,
can be obtained from the two-particle propagator by contracting the space-time
points, i.e. setting 1 = 2 and 3 = 4.
In order to account for the excitonic e↵ects in the polarizability, we include
the vertex function in the form:
 0(1, 2, 3) =   (1, 2)   (1, 3) W (1, 2)
¨
G (1, 4)G (5, 2) (4, 5, 3) d4 d5,
(2.130)
where we apply the approximation [103, 104]
 ⌃ (1, 2)
 G (3, 4)
⇡  W (1, 2)   (1, 3)   (2, 4) . (2.131)
This implies that while  GW contracts all space-time points (1, 2, 3) into a single
point,  0 contains an additional interaction term. By generalizing the polariz-
ability P (Eq. 2.103) into a four-point function [99, 103] and including  0 from
Eq. (2.130), we arrive at the following Dyson-like expression for the irreducible
two-particle propagator L˜ [99]:
L˜ (1, 2, 3, 4) ⇡ L0 (1, 2, 3, 4) 
¨
L0 (1, 2, 5, 6)W (5, 6) L˜ (5, 6, 3, 4) d5 d6.
(2.132)
This is only an approximate expression since we employ Eq. (2.131). Neverthe-
less, inclusion of  0 even in the present form introduces excitonic interaction.
One of the space time points inW correspond to the propagation of a quasielec-
tron, the second one to a quasihole, and the mutual excitonic e↵ect is described
by the screened Coulomb interaction.
As mentioned above, Eq. (2.132) represents the irreducible propagator and
can be connected to the irreducible polarizability that goes beyond RPA. It is our
goal to describe the response of a many-body system to external perturbation
and we thus seek the reducible propagator L. The relation between those two
can be written symbolically as L = L˜+ L˜ 4vL, where 4v is the Coulomb kernel
defined in the context of four-point quantities as [99]:
4v (1, 2, 3, 4) = v (1, 3)   (1, 2)   (3, 4) , (2.133)
and v (1, 2) is the Coulomb kernel from Eq. (2.121). Finally we thus write the
Bethe-Salpeter equation (BSE - Ref. [105]):
L (1, 2, 3, 4) =L0 (1, 2, 3, 4)
 
˘
L0 (1, 2, 5, 6)K (5, 6, 7, 8)L (7, 8, 3, 4) d5 d6 d7 d8, (2.134)
where K is the Bethe-Salpeter kernel given as
K (1, 2, 3, 4) ⇡ v (1, 3)   (1, 2)   (3, 4) W (1, 2)   (1, 3)   (2, 4) (2.135)
37
2.4. BEYOND THE DENSITY FUNCTIONAL THEORY
in our approximation. We recognize that the two types of Colomb interactions
are di↵erent in strength since the excitonic term is screened as discussed above.
Moreover, the first term on the right hand side does not describe the mutual
interactions of the quasiparticles, but applies (instantaneously) on each particle
independently. It thus corresponds to the exchange interaction term given by
unscreened Coulomb interaction.
The four-point two-particle propagator given by BSE contains information
on the excitations in the system. At the level of L0 we saw that the excita-
tions are given directly by the di↵erence between two quasiparticle energies !0ex
(Eq. 2.129). If we consider a system of interacting quasiparticles, the excita-
tion energies are renormalized. Leaving out the details, which can be found in
Ref. [74], we now transform the problem into the frequency domain (as we did
for L0 in Eq. (2.128)) and represent the propagators by their matrix form
: L1,2,3,4 (!) = L1,2,3,40 (!) +
X
5,6,7,8
L1,2,5,60 (!)K5,6,7,8 (!)L7,8,3,4 (!) , (2.136)
where the upper indeces label the position coordinates (r1, r2, r3, r4)!(1,2,3,4).
The matrix of the full propagator L can be diagonalized and so can be its inverse
L 1 which directly provides access to the excitation energies. The solution is







X3,4 = 0, (2.137)
which yields the eigenvectors X and eigenvalues !ex corresponding to the ener-






which are now shifted from !0ex (poles of L0 given by Eq. (2.129)) by the electron-
hole interaction energy !intex .
If we contract the space-time points and transform the propagator L into
a two-point function (see Appendix of Ref. [99]), we obtain the reducible po-
larizability function   (r, r0,!) which we have introduced in Eq. (2.123). This
is an important step, since we can connect the (transformed) propagator to an
observable: we can now calculate the absorption spectra for the many-body sys-
tem considered, obtained as the imaginary art of  . Given the computational
complexity of BSE and its connection to  , an approximate solution to BSE
is often sought through applying TD DFT. In principle, the poles of the BSE
Hamiltonian should thus coincide with the position of absorption spectra, that
are obtained as the imaginary part of   [104, 106, 107]. In the following, we
discuss this analogy further.
First, we note that the independent two-particle propagator L0 (Eq. 2.126)
is reduced (upon contraction to the two-point function) to the form of  KS if
we assume that the (generalized) KS eigenstates are Dyson orbitals and the
(generalized) KS eigenvalues correspond to quasiparticle energies. In the pre-
vious sections we clarified that such association is not rigorous, but it is of-
ten made in practice. Moreover, using the generalized Kohn-Sham approach
with range-separated hybrid functionals is known to provide eigenvalues that
are comparable to those obtained with experiments or higher order methods.
The range-separation of the electron-electron interaction can also be viewed as
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a result of (some form of) screening, as suggested by Eq. (2.74) and related
discussion. In the following we thus assume that
2L0 (r, r0,!) ⇡  KS (r, r0,!) , (2.139)
where 2L0 (r, r0,!) is the contracted two-particle propagator.
Comparing Eq. (2.136) with Eq. (2.123) we see that the two equations yield
the same result if the (contracted) Bethe-Salpeter kernel 2K can be approxim-
ated as
2K (r, r0,!) ⇡ 1|r  r0| + fXC (r, r
0,!) (2.140)
Such an approximation will never strictly be valid, as the two quantities di↵er
in dimensionality [99, 103], as the contracted kernel contains all the information
of the four-point function. However, the formal similarity between the right
side of the above equation and Eq. (2.135) used in actual BSE calculations is
evident. Moreover, it was shown that TD DFT can capture the same e↵ects as
the approximate Bethe-Salpeter kernel in principle [104].
During the last decade, research in the area of TD DFT was thus strongly
motivated towards finding XC kernels that would provide a good approximation
to BSE. The key point was to realize that excitonic e↵ects are driven mostly
by the divergent long-wave length terms, i.e. |r  r0|!1 [108]. This suggests
that the non-locality of the XC kernel is of crucial importance and is missing
for (semi)local functionals in the Kohn-Sham DFT. This is also the reason why
for very large and infinite systems the excitonic e↵ects are not observed if TD
DFT is applied with standard LDA or GGA. A solution was found by including
long-range corrections for the fXC and new approaches, in which the kernel
is derived linear response obtained with (semi)local functional [103, 107, 109–
113]. Alternatively, non-local XC kernels based on hybrid functional are used
and allow for calculation of ground and excited state properties on the same
footing [112, 114, 115]. The latter approach was also employed for calculation
of excitonic e↵ects in Chapter 6.
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Chapter 3
Summary and Scope of the
Thesis
In the preceding chapter of the thesis, an overview of density functional the-
ory (DFT) and many-body perturbation theory has been provided and special
attention has been paid to describing the problems that arise when practical
calculations are made with the respective theories. More specifically, the the-
oretical description of the electron removal (and addition) energies are at the
center of interest. In Chapters 4-7 I present work that I performed in the course
of my Ph.D. research and that is aimed at addressing the questions introduced
in Chapter 2.
The goal of my research is to improve the description and understanding
of large (possibly infinite) systems, which exhibit a behavior at the boundary
between molecules or nanocrystals and solids and for which distinct computa-
tional approaches are often used.
In Section 3.1 I present computational results on the electronic structure
of solids using a newly developed exchange energy functional. This functional
had previously been shown to significantly improve the description of electronic
states in finite systems. In Section 3.2, I introduce work which analyzes in detail
an error of standard functionals in describing the charge removal (and addition)
energies and I show how it depends on the system size for 3D and 1D finite
systems. I then focus on the description of the electronic structure of large 1D
systems and describe a novel phenomenon (Section 3.3) in which the exchange
interactions lead to spontaneous localization of quasiparticles, and charge re-
moval (and possibly addition) energies become independent of the system length
for very large systems. I further explore the description of the quasiparticles
by many-body perturbation theory using the GW approximation. In this case,
I have employed a newly developed stochastic formulation of the GW method.
My work provides results of GW calculation for the largest polymers reported
to date (Section 3.4).
45
3.1. IMPROVED GROUND STATE ELECTRONIC STRUCTURE
3.1 Improved ground state electronic structure
and optical dielectric constants with a semi-
local exchange functional
A new generalized gradient approximation (GGA) functional (termed AK13)
for exchange is employed to test its performance on representative set of solids.
This GGA functional was constructed by Armiento and Ku¨mmel (for references
see Chapter 4) such that it provides a discontinuous jump in the corresponding
exchange potential when an electron is added to the system investigated. This
feature is consistent with the long sought derivative discontinuity (Section 2.2.1),
which should be present in the (generally unknown) exact exchange-correlation
functional.
In its original derivation of the AK13 functional, the discontinuous behavior
of the potential is obtained as a constant potential shift depending on the energy
of the highest occupied eigenstate and, while being fully within the Kohn-Sham
approach of DFT, the AK13 exchange energy density functional exhibits features
previously found only in orbital dependent functionals. For finite systems, its
use was demonstrated to lead to physically correct exchange potentials and to
yield eigenstate energies which approximate the quasiparticle energies well. For
infinite periodic solids the same approach cannot be applied in a straightforward
way due to the fact that the absolute energies of the eigenstates are not well
defined (for further discussion of the meaning of Kohn-Sham eigenvalues in
infinite periodic systems see Section 4.3). The work presented is mainly focused
on the question how the functional describes the Kohn-Sham eigenstates in
crystalline solids.
Three paradigm types of periodic solids which exhibit non-zero fundamental
gap are studied: semiconductors, Mott insulators, and ionic crystals. First,
the electronic band structure and band gaps are analyzed and compared with
other computational and experimental results available. Further, the optical
dielectric constants, which should be obtained exactly from DFT in principle,
are calculated on di↵erent levels of theory (Section 4.5.2) and compared to
experiment. Since the functional examined is of GGA type, it is compared
to standard semi-local functionals. For illustration, the band structure and
electronic density-of-states for ↵-Sn are shown in Figure 3.1.
For all systems investigated, the AK13 functional gives larger KS band gaps
than a standard GGA, and for some AK13 even remedies a qualitative failure
of standard semi-local functionals by opening the eigenvalue (Kohn-Sham) gap.
The improved description of the individual KS eigenstates translates to an excel-
lent agreement between the computed and experimental macroscopic dielectric
constants. This suggests that the AK13 exchange functional can be used as
an improved and inexpensive starting point for higher level DFT methods and
especially beyond-DFT (GW) calculations.
This work has been published as:
Vojteˇch Vlcˇek, Gerd Steinle-Neumann, Linn Leppert, Rickard Armiento,
Stephan Ku¨mmel, Improved Ground State Electronic Structure and Optical Dielec-
tric Constants With a Semi-Local Exchange Functional, Phys. Rev. B 91, 035107
(2015).
I have performed all the calculations presented in the paper, designed the
analysis of the results and performed it, and written the first draft of the paper.
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Figure 3.1: Bandstructure (left) and corresponding density-of-states (right) for
crystalline ↵-Sn as obtained by calculations with the commonly used PBE gen-
eralized gradient approximation for exchange and correlation in black and the
AK13 functional in the red dashed line. Band structures are shifted to have the
Fermi energy at zero. While the PBE functional fails to predict the system as a
small gap semiconductor (note the crossing of the Fermi level by a conduction
band close to L critical point), the AK13 functional rectifies this deficiency.
3.2 Deviations from piecewise linearity in the
solid-state limit with approximate density
functionals
The piecewise linearity condition for the total energies (Section 2.2.2) is ex-
amined for periodic systems in the limit of their infinite size. For finite systems,
the condition is defined unambiguously and can be calculated by adding or re-
moving a fractional amount of charge from or to the system. Deviation from
this condition indicates poor predictive capabilities for electronic structure, in
particular of ionization potentials and fundamental band gaps. Moreover, the
piecewise linearity of the total energies serves for a first-principles determina-
tion of the parameters of hybrid exchange-correlation functionals (introduced
in the context of the generalized Kohn-Sham approach in Section 2.3.2). The
significant deviation of standard (semi)local density functionals further leads to
delocalization errors (cf. Section 2.2.2) which are connected to an inappropriate
description of charge transfer. For infinite system, however, it is not straight-
forward to estimate this spurious behavior, as calculations with excess charge
should be performed on the entire (infinite) system. Since the enhancement in
the description of the electronic structure of finite systems translates to an im-
proved prediction for periodic solids, as shown in Chapter 4, it stands to reason
that deficiencies of the exchange-correlation functionals are present regardless
of the system size.
As pointed out in Section 2.2.2, the curvature approaches vanishing values
with increasing system. Such a behavior is observed even for functionals which
yield poor predictions of electronic structure, and therefore cannot be used as a
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diagnostic or constructive tool in solids. This indicates that the energy curvature
is not a good measure of functional performance.
In our work, we consider two distinct examples of finite systems, namely
nanocrystals and 1D molecular chains. In both cases, the systems studied are
constructed from periodically repeated motives, either based on a unit-cell of a
periodic crystal or the repeat unit in case of molecular chains. Within the sys-
tem itself, the external (ionic) potential thus preserves translational periodicity,
but the system considered is finite. We calculate the curvature upon charge
removal and addition and find that if the excess charge delocalizes over the
whole system, the energy curvature has distinctly di↵erent asymptotic behavior
for 3D (nanocrystals) and quasi-1D (molecular chains) systems. Performing a
detailed analysis of the expression for the curvature we connect it directly to
the self-interaction term of the highest occupied state and demonstrate that the
scaling behavior is consistent with electrostatic considerations. This behavior is
illustrated in Figure 3.2.
For computations on periodic systems using large reference cell, we find
that the energy curvature scales linearly with volume, i.e. with the number
of unit cells constituting the reference cell. The rate of change of the energy
curvature with volume of the reference cell is found to be a finite constant
value for the approximate functional studied and to depend on the material
itself. In addition, we demonstrate that if the excess charge associated with
the curvature of charge removal or addition tends to delocalize over the entire
system this rate of change of the curvature with system size should be zero
for the exact exchange-correlation functional (as the curvature should vanish
for any volume of the reference cell) and therefore may serve as a new useful
measure of functional error in periodic solids.
For practical use, we show that the rate of change of the energy curvature
can be obtained not only through computations with increasingly large periodic
cells but preferably – and more e ciently – by considering changes in the band
edge position with dense k-point sampling. Most importantly, we demonstrate
that the di↵erence between the scaling of the curvature in periodic and finite
systems stems from the treatment of a compensating background charge inher-
ently present in calculations with periodic boundary condition and that such
the treatment removes part of the self-interaction.
This work has been published as:
Vojteˇch Vlcˇek, Helen R. Eisenberg, Gerd Steinle-Neumann, Leeor Kronik,
Roi Baer, Deviations from piecewise linearity in the solid-state limit with ap-
proximate density functionals, J. Chem. Phys. 142, 034107 (2015).
I have performed the calculations presented in the paper, worked on the
theoretical developments shown and written the first draft of the paper jointly
with Dr. Helen R. Eisenberg.
3.3 Spontaneous charge carrier localization in
extended one-dimensional systems
In Section 3.2 (and in more detail in Chapter 5 we have shown that while the
deviation from piecewise linearity can serve as a tool for determining the free
parameters in the hybrid functionals, it will ultimately fail for very large and
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Figure 3.2: Deviation from piecewise linearity (i.e. energy curvature C) for
charge removal from alkane chains of di↵erent length L and diameter d (indic-
ated in the inset of the plot) is shown agains the inverse length of the molecule.
The calculations were performed with localized bases cc-PVDZ and STO-3G
shown by diamonds and triangles respectively. The black line represents an
analytical expression based on self-interaction of homogeneous electron gas in a
1D system which is described in detail in Chapter 5.
infinite systems, since the hybrid functionals will collapse to their (semi)local
form, which satisfies zero deviation. The solution proposed to this conundrum
discussed in detail in Chapter 5 is based on the assumption that in a very large or
infinite system, the excess charge (corresponding to quasiparticle, i.e. quasihole
or quasielectron) would obey the symmetry of the underlying ionic lattice. In
Chapter 6, however, we describe the possibility of a spontaneous charge carrier
localization that would lead to energy curvature which remains finite even in
the limit of infinite systems.
Here we exclude charge carrier localization in extended atomic systems due
to disorder, point defects or distortions of the ionic lattice, since it is our goal
to investigate the limiting behavior of an infinite periodic system. Hence we
study only perfectly ordered structures constructed in a similar fashion as in
Chapter 5: We consider 1D molecular chains of conjugated polymers (trans-
polyacetylene and polythiophene illustrated in Figure 3.3) which we construct
as completely planar and ideally periodic within the chain boundaries.
First we analyze the dependence of the ionization potentials estimated as the
negative of the highest occupied eigenstate energy  "H , which is (in principle)
exact in DFT (cf. Sections 2.2.1 and 2.2.2), and corresponds to the lowest energy
of formation of a hole in the system. It has to be noted here that for the
class of optimally tuned range-separated hybrid functionals, denoted as BNL*,
such equivalence is enforced by tuning for the zero energy curvature condition
(cf. Chapter 5). Our results clearly indicate that when the theory accounts for
the presence of non-local exchange (either by using the BNL* functional or the
Hartree-Fock method) the ionization potential converges to a constant value
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Figure 3.3: An example of a planar polythiophene molecule is shown with 4
repeat units (containing two thiophene rings each). Yellow, black and white
spheres represent sulphur, carbon and hydrogen atoms, respectively.
which becomes independent of system size. Similar behavior is observed for
other observables, namely optical absorption peaks and exciton binding energies
estimated from TD DFT calculations. This energy stabilization occurs on length
scales of several nanometers.
Further analysis of the DFT results reveal that the rapid stabilization of
the ionization potential and its independence on the system length is associated
with localization of the hole density. Based on the hole distribution along the
backbone of the polymer, we calculate the hole characteristic size (for definition
and procedure see Chapter 6), which shows two types of regimes illustrated in
Figure 3.4: (i) for small systems, the strong quantum confinement dominates
and the hole size increases linearly with system length; (ii) for large systems, the
hole localizes and its size is independent of polymer length. We also present the
connection between the hole localization and experimentally observed polaron
formation in conjugated polymers.
In order to confirm that our results are not an artifact of the DFT cal-
culations, i.e. that the phenomenon is observed even when the theoretical de-
scription does not rely on the mean field approximation, we perform additional
computations using many body perturbation theory in the G0W0 approxima-
tion introduced in Section 2.4.3. Since the systems of interest are of significant
size, we employ a stochastic GW approach recently developed by Neuhauser et
al. (see Chapter 6 for reference and Chapter 7 for a detailed description of the
method). This approach allows us to calculate the quasiparticle energies for all
chains considered, representing thus the largest ever accomplished G0W0 com-
putations for polymers, and confirm that the hole energies become independent
of the length of the polymer in close agreement with the results obtained with
BNL* functional.
This work has been accepted for publication:
Vojteˇch Vlcˇek, Helen R. Eisenberg, Gerd Steinle-Neumann, Daniel Neuhauser,
Eran Rabani, Roi Baer, Spontaneous charge carrier localization in extended one-
dimensional systems, Phys. Rev. Lett. (in press)
I have performed all the calculations presented in the manuscript, designed
the analysis procedure and performed it, made the implementations necessary
for the stochastic GW approach and written the first draft of the paper.
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Figure 3.4: Di↵erence in the densities of a neutral system and a cation of a trans-
polyacetylene chain with 50 repeat units. Density di↵erences are computed
by Hartree-Fock and DFT calculations on various levels: LDA, B3LYP, and
the optimally tuned range-separated hybrid functional BNL* (top panel). The
isosurface plots present both positive (yellow) and negative (aqua) values due
to the redistribution of the density upon ionization. While results obtained
with LDA and B3LYP functionals lead to complete delocalization of the hole
densities, BNL* and HF shown localization of the hole in the center of the
polymer chain. HF results, however, su↵er from spurious density fluctuations
along the whole backbone of the polymer (for details see Chapter 6). The lower
panel shows cumulative hole distribution ⇢ obtained by partial integration of
the hole density along the polymer axis z. The distributions curves obtained
for di↵erent methods are distinguished by colors in the graph. The narrow
change of the integral value for in BNL* and HF results indicate the presence
of a localized hole. For comparison a hole distribution obtained with BNL*
for a shorter chain with 40 repeat units is shown by the black dashed line and
indicates that the hole distribution no longer changes with increasing system
size.
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3.4 Stochastic GW calculations on large thio-
phene polymers
We investigate the phenomenon of spontaneous charge localization presented in
Section 3.3 in more detail. For this, we directly aim at describing the ionization
potentials, corresponding to the lowest quasihole energy, at the level of many-
body perturbation theory within the GW approximation. As in Chapter 6,
we rely on the use of the stochastic formulation of the GW approximation
(see Chapter 6 and 7 for references and details), which allows us to calculate
properties of systems with unprecedented sizes.
First, we present a more detailed derivation of the stochastic approach and
describe the key ingredients of the formulation that improve the scaling of the
algorithm with respect to system size. In this context, the algorithm described
in Chapter 7 represents a modification of the original work of Neuhauser et al. as
it provides quasiparticle correction (see Section 2.4.3 and Chapter 7) calculated
directly for a given Kohn-Sham eigenstate obtained from the underlying DFT
computations.
We then apply the stochastic GW approach to polythiophene polymer chains
of increasing sizes and analyze the individual contributions to the quasiparticle
shifts. We find that though we employ a “single shot” GW approach start-
ing from Kohn-Sham DFT ground state calculation with the LDA functional,
which does not exhibit localization of the quasihole (see Chapter 6), the pre-
dicted quasiparticle energies become independent of the length of the polymer
chain (localization). We further analyze the individual contributions to the self-
energy ⌃, and find that the major part of the quasiparticle shift is supplied by
the exchange part of ⌃. While the magnitude of the polarization contribution
remains almost constant, the exchange contribution decreases with increasing
length of the polymer. For long chains of polythiophene, the ionization poten-
tial becomes independent of the systems size and this e↵ect is driven by the
exchange part of the self-energy. Our finding further supports the claims made
in Section 3.3 and Chapter 6 and we moreover illustrate the strength of the GW
approach.
We also investigate the possible localization in systems with higher dimen-
sionality: We construct systems of three stacked planar polythiophene chains
(see Chapter 7 for illustration) with interplanar distance typical for the con-
densed polythiophene phase. It has to be noted that in such systems there is a
weak interaction among the individual chains which makes the system e↵ectively
two-dimensional. We again calculate the ionization potential for a set of stacked
polymers using the stochastic GW method and reach extremely large systems
containing up to 1446 valence electrons. By comparing the results for the single
polymer chain and the polymer stacks of di↵erent length, we find that the higher
dimensionality inhibits localization. By examining the individual contributions
to ⌃, we observe that while for the small systems, the behavior of the exchange
and polarization parts for the stacked polymers is similar to that of the isolated
chain, for large systems the exchange part of ⌃ for the stacks keeps decreasing
with system length. The results are shown in Figure 3.5. Based on this obser-
vation, we conjecture that either: (i) The localization phenomenon is limited to
1D systems. (ii) Alternatively, the length scale of localization is much smaller
in 1D systems and it increases with the dimensionality of the system.
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Figure 3.5: Ionization potentials I for polythiophene polymers of di↵erent sizes
(given in the number of repeat units M - for details see Chapter 6 and Chapter
7). The filled green circles represent DFT calculations with the local dens-
ity approximation, used as a starting point for “one-shot” GW computations
shown in filled black circles. The calculations for three polythiophene molecules
stacked on top of each other are shown in open green and black circles for LDA
and GW results, respectively. The calculations with optimally tuned range-
separated hybrid functional (BNL*) for an isolated polymer strand are shown
in red triangles and experimental results for isolated molecules are presented for
comparison. For single polymer chains, we observe that I becomes independent
of system size when M > 5.5, while localization is not observed for the stacked
system considered.
This work will be submitted for publication as:
Vojteˇch Vlcˇek, Eran Rabani, Daniel Neuhauser, Roi Baer, Stochastic GW
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4.1 Abstract
A recently published generalized gradient approximation functional within dens-
ity functional theory (DFT) has shown, in a few paradigm tests, an improved
KS orbital description over standard (semi-)local approximations. The char-
acteristic feature of this functional is an enhancement factor that diverges like
s ln(s) for large reduced density gradients s which leads to unusual properties.
We explore the improved orbital description of this functional more thoroughly
by computing the electronic band structure, band gaps, and the optical dielec-
tric constants in semiconductors, Mott insulators, and ionic crystals. Compared
to standard semi-local functionals, we observe improvement in both the band
gaps and the optical dielectric constants. In particular, the results are similar
to those obtained with orbital functionals or by perturbation theory methods
in that it opens band gaps in systems described as metallic by standard (semi-
)local density functionals, e.g., Ge, ↵-Sn, and CdO.
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The Kohn-Sham (KS) [1] approach to density functional theory (DFT) [2] has
become the standard tool for electronic structure computations in solid state
physics and materials science. It owes its success to the generally favorable com-
promise between accuracy and computational e ciency o↵ered by (semi-)local
approximations to the exchange-correlation (xc) functional. However, (semi-
)local approximations are far from flawless. In particular, for KS single particle
states that are supposed to be very localized, (semi-)local functionals frequently
give orbitals that are too delocalized and too high in energy. This shortcoming
is a widely recognized problem, which is often discussed as a consequence of
various aspects of the self-interaction error, arguably the major source of error
in DFT calculations (see, e.g., Ref. [3] for an expanded discussion).
There is a large library of methods that aim for an improved description
of localized states, and the development of new approaches is an active field of
research. Higher-order or beyond DFT methods, such as hybrid functionals [4]
(e.g., Ref. [5]), exact exchange with the optimized e↵ective potential (xOEP)
[6, 7] and the GW method [8] represent a viable solution, which however come
at vastly increased computational expense. While the quality of the orbital de-
scription in KS-DFT is an inherently di cult topic, as the KS states do not
directly represent electron quasiparticle states in the usual sense, a comparison
with the above mentioned higher-order methods shows that the (semi-)local
functionals tend to overdelocalize the KS orbitals in general. Other meth-
ods aiming at remedying this problem require non-fundamental species- and
environment-dependent parameters (DFT+U),[9] or abandon the variational
KS-DFT framework, e.g., model potentials such as the Becke-Johnson potential
[10] and its modifications, e.g., by Tran and Blaha (TB-mBJ) [11] or others.
[12] However, some of us recently developed a standard semi-local generalized
gradient approximation (GGA) functional that improves the KS orbital descrip-
tion, while it still remains fully within the KS-DFT framework, the Armiento-
Ku¨mmel functional (AK13) [13]. Unfortunately, this functional comes with its
own tradeo↵: a lower accuracy of the total energy, clearly demonstrated in the
supplementary material of Ref. [13] and further commented on by Ref. [14]. It
is nevertheless encouraging that it is at all possible for a semi-local functional to
make a significant qualitative improvement of the orbital description compared
to results of other (semi-)local functionals. The purpose of the present paper
is to more closely investigate the nature of this improvement in the context of
crystalline solids.
From both the pragmatic and the fundamental perspective it is highly de-
sirable to have xc functionals which qualitatively capture the important physics
of a system. As discussed above, one such aspect is the improved localization of
the KS orbitals seen with higher-order methods. Physical properties calculated
from properly localized KS orbitals often compare favorably with experimental
results (independently of how one justifies this practice, cf. Sections 4.3 and
4.8). In this work we study the Kohn-Sham band structure and optical dielec-
tric constants for a variety of solids, including Mott insulators, semiconductors
and insulators. Our focus is not to examine the accuracy with which the vari-
ous methods reproduce experimental results, but rather, the extent to which
the AK13 functional shares the qualitative overall improvement of higher-order
methods over standard (semi-)local functionals. As explained, such improve-
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ments can be expected to bring the results of properties derived from the KS
orbitals closer to the experimental values.
The rest of the paper is organized as follows: Section 4.3 gives a more in-
depth discussion of the interpretation of the KS orbitals and the KS band gap;
in Section 4.4 we summarize the essentials of the construction of the AK13
functional; Section 4.5 covers the computational details of our study; in Sections
4.6 and 4.7 we present and discuss the results for band gaps and optical dielectric
constants, respectively; Section 4.8 provides an outlook and a summary of the
results obtained here.
4.3 KS orbitals and the KS band gap: relation
to Physical Properties
A self-consistent KS calculation gives as its results a total ground state energy E
and a set of eigenvalues {"i}. The energy E is the central observable of ground-
state DFT, and there is no doubt about its physical meaning. Contrary to E, it
is not guaranteed that the {"i} have a well defined physical meaning; even for the
exact xc functional only the highest occupied one[15] can be interpreted as the
first ionization potential I. In early DFT the eigenvalues were thus denied any
meaning at all [16]. However, experience has shown that the KS band-structure,
i.e., the {"i} obtained in periodic-boundary condition calculations for crystals,
is extremely useful for practical purposes [17, 18], despite the absolute energy
of the eigenvalues and the KS potential already have an unknown absolute
energy o↵set relative to the vacuum level and we are thus restricted only to the
eigenvalue di↵erences (see also footnote 1). By now it has been firmly established
that relative energies of occupied KS eigenstates can accurately approximate
ionization potentials I [19], and, e.g., photoemission experiments have even
confirmed the physical interpretability of orbitals themselves [20–22].
The situation is very di↵erent for the unoccupied eigenvalues, which can-
not be associated with electron a nities A or inverse photoemission spectra
energies. This is even true for the exact xc functional, due to the derivative
discontinuity  xc [23]. Because of  xc, the relative energies between the oc-
cupied and unoccupied KS orbitals are incorrect. As a result of this the KS
gap, defined as the energy di↵erence between the lowest unoccupied ("L) and
highest occupied ("H) KS eigenvalue EKSg = "L   "H , is in general not equal to





Despite the fact that EKSg does not represent the fundamental gap Eg, KS
eigenvalues are a very important result of electronic structure calculations for
at least three reasons:
(i) Regardless of the fact that the EKSg from (semi-)local functionals typically
underestimates the experimental gap noticeably, experience for periodic systems
1In the context of periodic solids, it is only meaningful to look at the relative energies of
the KS orbitals as their absolute values cannot be related to the vacuum level. This should be
clear from the observation that the work function of a real solid depends on the surface, and
thus, the absolute levels are a↵ected by regions not included in the infinite periodic model.
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shows that the shape and general features of KS bands are often physically
meaningful and have pragmatically been used with great success [18, 28, 29].
(ii) For finite systems, EKSg represents the energy of an excitation which
can be described (approximately) as an electron and hole being close to each
other [30], and, as such, it cannot be interpreted as a good approximation for
Eg. A better interpretation of KS eigenvalue di↵erences is as a zero order
approximation of excitation energies [31, 32].
(iii) The KS band structure often serves as an input for calculating the quasi-
particle bandstructure in the GW approximation [8, 33, 34]. It has also been
argued that the xc potential can be interpreted as the best local approximation
to the self-energy in Dyson’s equation [35].
As outlined in the Introduction (Section 4.2), independent of the question of
interpretation of the eigenvalues, xOEP tends to improve the similarity of the
KS band structure with that from higher-order and quasiparticle theory.[34, 36–
39] Also, hybrid functionals which include (some) generalized KS exact exchange
improve band-structure prediction [40]. The magnitude of self-interaction errors
[41, 42] and the question of whether the KS or the generalized KS scheme is used
[43] are both important for the interpretability of eigenvalues. The considerable
improvement from full or partial exact exchange or self-interaction corrections,
however, comes at the high computational price of having to evaluate many
exchange- or Coulomb-integrals. The recently developed AK13 functional spurs
hopes that these deficiencies can be mitigated at the computational cost of a
standard (semi-)local functional.
4.4 Semi-local DFT with an improved orbital
description
The AK13 is an exchange-only density functional, which was inspired by the ex-
change potential derived by Becke and Johnson [10], vBJx (r). It can be expressed
in terms of the charge density n(r) and its KS potential for atoms approximates
that of xOEP. By requiring the exchange potential to have the same asymp-
totic properties as vBJx (r), one can derive [13] the following restriction on a





F (s)! cs ln(s) for s!1, (4.3)
where Ax =  (3/4)(3/⇡)1/3 in Hartree atomic units. F (s) is the enhancement





The AK13 functional implements this requirement and a few other restrictions
by the following expression for the enhancement factor
F (s) = 1 +B1s ln (1 + s) + (µGE  B1) s ln [1 + ln (1 + s)] , (4.5)
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where µGE = 10/81, and B1 = 3/5µGE + 8⇡/15 is a constant which determines
the strength of the discontinuity of the potential. All the constants in the
above expression were obtained from theoretical considerations for the exchange
potential outside of a finite system and semi-infinite surfaces, i.e., Eq. (4.5)
contains no empirical parameter.
The AK13 exchange functional is a KS-DFT functional of GGA form, i.e.,
it is semi-local in n(r), and thus allows computations at a cost similar to other
(semi-)local functionals. However, it was argued in Ref. [13] that any functional
whose KS potential takes a non-zero asymptote outside a finite system requires
some care in the definition of the zero of energy in the KS system. Specifically,
to interpret the potential and KS eigenvalues in the ways discussed in Section
4.3, they must first be shifted with precisely the constant value that aligns the
potential asymptote to zero, cshift. However, this shift can be disregarded for
infinite crystalline solids for two reasons:
(i) As discussed in the preceding section, there is no absolute zero of the
potential associated with the vacuum level in infinite periodic solids.
(ii) As the extent of the system is infinite, the exchange potential does not
asymptotically approach any constant value that could be associated with cshift.
One of the quantities considered in the present work is the fundamental
band gap. According to Eq. (4.1) this is the KS gap plus the contribution from
the derivative discontinuity  xc. Standard (semi-)local xc functionals have no
derivative discontinuity,  xc = 0, while one can show that the AK13 potential
for finite systems jumps discontinuously when the ensemble-averaged particle
number in DFT [23] is changed across an integer [13]. This feature is tradi-
tionally closely associated with the derivative discontinuity since the shift of the
potential should be equal to  xc. The shift of the AK13 potential comes entirely
from cshift, which changes discontinuously when a new orbital is occupied. This
property of AK13 suggests a strong advantage over other (semi-)local function-
















and the derivative discontinuity takes the form of
 xc = c
H+1
shift   cHshift, (4.7)
where the eigenvalues are counted in i, H is the index of the highest occupied
eigenvalue, and Qx = (
p
2/(3(3⇡2)1/3))B1. Unfortunately, this formula requires
knowledge of the correct absolute (unshifted) KS eigenvalues of the calculation.
As explained above, these are not available in a computation of a crystalline
solid.
Ongoing work is aimed at resolving the problem of calculating the poten-
tial shift for AK13 in periodic systems, and of realizing the AK13 idea of a
non-vanishing asymptotic constant in a di↵erent way. However, in this paper
we focus on the orbital improvement and band gap obtained for the AK13 KS
orbitals themselves. Hence, we follow a frequent practice used for band struc-
ture calculations using xOEP and hybrid functionals: we make no attempt to
further widen the gap with  xc, even though it is clear that this contribution
exists. One should also note that it has been suggested that in  xc the exchange
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and correlation parts may have a tendency to cancel in a way that makes this
contribution small for certain classes of systems [3, 37].
4.5 Computational Details
4.5.1 Electronic Structure Calculations
We perform band structure calculations for crystalline solids using KS-DFT in
the projector augmented wave (PAW) formalism [44] as implemented in the Vi-
enna Ab-initio Simulation Package (VASP) [45–48]. We have implemented the
AK13 functional in this code and compute the electronic structure both with
this functional and with the widely used generalized-gradient approximation by
Perdew, Burke and Ernzerhof (PBE) [49]. The cuto↵ energy for the plane wave
expansion and the k-point meshes are chosen to converge the total energy and
the eigenvalues of the occupied bands to 1 meV (obtained self-consistently for
both PBE and AK13). The experimental lattice constants and other compu-
tational parameters are given in the appendix (Table 4.3). Spin polarization is
only taken into account for NiO, where both PBE and AK13 predict antiferro-
magnetic order.
Where possible, we compare the KS band gap from our calculations to results
from xOEP and the TB-mBJ potential [11] from the literature. The latter is a
modification of vBJx (r) with the aim to better reproduce experimental gaps.
4.5.2 Optical Dielectric Constants
We also investigate how the AK13 functional a↵ects the optical dielectric con-
stant. We first evaluate the independent-particle polarizability  0, following the
approach by Baroni and Resta [50] and Gajdosˇ et al. [51].  0 can be written as
[52, 53]






f ("i,k+q)  f ("j,k)
"i,k+q   "j,k   ! + i⌘
⇥ h i,k+q| ei(G+q)·r | j,ki h j,k| e i(G0+q)·r0 | i,k+qi . (4.8)
 0G,G0 for given reciprocal lattice vectors G and G
0, depends on the wave-vector
q and the frequency !. For simplicity we drop the spin dependence of the KS
single particle eigenstates and eigenenergies,  j,k and "j,k. With the Fermi
occupation function f ("j,k) varying between 0 and 1, the spin degeneracy is
accounted for by the prefactor 2/⌦, where ⌦ denotes the unit-cell volume. A
small parameter ⌘ is present in order to shift the poles of the function in the
complex plane away from the real axis. In Eq. (4.8) the summation goes over
all single particle states i, j and over all k-points with weighting factor wk.
The dielectric matrix can be expressed in terms of the independent-particle
polarizability [50, 54] as
✏G,G0 (q,!) = 1 
⌫G,G0 (q) 0G,G0 (q,!)
1 PG00  0G,G00 (q,!) fxcG00,G0 , (4.9)
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and ⌫ is the Coulomb kernel:
⌫G,G0 (q) =
4⇡
|G+ q| · |G0+q| . (4.11)
The macroscopic dielectric matrix ✏mac (!) is calculated as the long wavelength









Here we consider three levels of approximation to ✏mac. On the most rigorous
level we combine Eqs. (4.9) and (4.12), denoted hereafter as ✏DFTmac . This constant
is exact in principle within KS-DFT, i.e., it depends only on the approximations
made in solving the KS equations.
If the influence of the xc kernel in Eq. (4.9) is neglected (by setting fxc = 0)
we obtain the dielectric constant in the random phase approximation (RPA)
[55, 56], ✏RPAmac . Furthermore, if we neglect the local field (NLF), corresponding
to the o↵-diagonal elements of ✏ 1G,G0 (q,!), we obtain a dielectric constant
✏NLFmac = lim!!0 ✏0,0 (!) . (4.13)
In practice, one can avoid the sum over unoccupied KS single particle states
on all three levels of theory (DFT, RPA and NLF). This is achieved by employing
density functional perturbation theory to evaluate the first order correction to
the wave function with respect to the wave vector q in Eq. (4.8). For more
details we refer to Refs. [50] and [51].
4.6 Band Structures and Gaps
4.6.1 Results
Table 4.1 shows the KS band gaps EKSg calculated with PBE and AK13 func-
tionals, and previously published values for the xOEP functional and the TB-
mBJ potential at experimental lattice constants (Table 4.3). We here regard
PBE as representative of all standard (semi-)local functionals, since the di↵er-
ences in orbital description on unrelaxed structures are usually small. For all
systems the AK13 functional gives a considerably larger EKSg than the PBE
functional, bringing it towards better agreement with xOEP, TB-mBJ, and the
experimental value.
Note that Ge, ↵-Sn and CdO are predicted as metallic by PBE, whereas
xOEP, TB-mBJ and AK13 all open band gaps. For these systems the band
structure and the electronic density of states are shown in Figure 4.1. For Ge,
the PBE functional predicts a vanishingly small gap, whereas AK13 opens a
significant band gap (0.6 eV). Similarly, PBE predicts ↵-Sn to be a metal, with
bands crossing at the zone center and close to the Brillouin zone boundary near
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PBE AK13 TB-mBJ xOEP Exp
C (diamond) 4.1 4.8 4.9 [11] 5.4 [37] 5.5 [57]
Si 0.6 1.6 1.0 [58] – 1.2 [11] 1.4 [59] 1.1 [60]
SiC 1.4 2.2 2.3 [11] 2.5 [37] 2.4 [61]
↵-Sn -0.1 0.0 0.1 [62]
Ge 0.0 0.6 0.7 [58] 1.0 [37] 0.7 [63]
GaAs 0.5 1.4 1.6 [64] 1.5 [59] 1.4 [65]
MgO 4.7 6.6 7.2 [11] – 8.3 [58] 7.8 [66] 7.8 [67]
NaCl 5.1 9.8 9.0 [68]
CaF2 7.3 9.8 11.8 [69]
ZnO 0.8 2.0 2.7 [70] – 3.4 [58] 3.4 [71]
CdO -0.4 0.7 1.8 [72] 2.3 [73]
NiO 0.7 1.4 4.2 [11] 4.1 [38] 4.0 [74] – 4.2 [75]
Table 4.1: KS band gaps from the current calculations (PBE and AK13) in
comparison to band gaps computed with the Tran-Blaha modified-Becke John-
son potential (TB-mBJ), exact KS exchange (xOEP), and experiments (Exp).
References are given in the brackets.
the high symmetry point L. The AK13 functional changes the dispersion of the
unoccupied bands significantly, including a shift of the valence pocket near L to
a conduction band, and describes the system as a semiconductor with zero band
gap. For CdO the AK13 functional opens an indirect gap L !  . Opening of
the gap can be seen in the density of states g (") as well (Figure 4.1).
To investigate the possible influence of a correlation functional we also calcu-
lated band gaps using the AK13 exchange functional and the correlation func-
tional of the local density approximation (LDA) for a few solids. The di↵erence
to band gaps using no correlation were minor, at the order of 0.1  0.2 eV and
similar relative shifts between the computations with and without LDA correl-
ation were observed for eigenvalues of occupied and unoccupied bands close to
the Fermi level.
4.6.2 Discussion
For the band gaps (Table 4.1), there is a qualitative di↵erence between xOEP,
TB-mBJ, and experimental values, on the one hand, and PBE, on the other
hand. This observation corroborates a picture of something missing from stand-
ard (semi-)local functionals. From the computed band gaps and the band struc-
ture in Figure 4.1 it should be clear that the AK13 functional gives a distinctly
di↵erent orbital description from PBE in the systems studied, with a band struc-
ture closer to what is provided by xOEP, for example. If the di↵erence stems
from the orbital description of PBE being inaccurate due to overdelocalization,
it appears that AK13 has, at least partly, addressed this deficiency. A natural
consequence of mitigating the overdelocalization is the contraction in the band-
width which can be seen in the band structures (Figure 4.1, Table 4.4) and is
even more pronounced in the density of states. The issue of describing localized
states in semi-local DFT was outlined in the introduction and discussed in more
detail in Ref. [13]. It is worth noting that band-width contraction was previ-
ously also noted in the KS band structures obtained with the TB-mBJ potential
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[58].
One may at this point ask if not the better agreement with experimental
results of the also arguably semi-local KS potential of TB-mBJ makes AK13
superfluous. With respect to this question we make four observations:
(i) One of the primary strengths of DFT is its rigorous theoretical framework
that underpins every calculation. The BJ model potential is a construct that
directly models the KS potential. It is an ingenious potential construction, but
as such, its corresponding energy functional is not merely unknown, it does not
exist [76, 77], and this deficiency cannot easily be corrected [78]. Since the
KS equations are derived from variational calculus of an energy equation that
involves the energy xc functional, the use of BJ-type potentials has a very weak
formal theoretical basis.
(ii) As mentioned above, the TB-mBJ exchange potential has been fitted
to experimental band gap values, whereas AK13 was constructed without any
empirical parameters.
(iii) There should be a positive contribution from  xc to the gap (Eq. 4.1),
therefore Kohn-Sham gaps that underestimate experimental gaps are consistent
with the general theoretical expectation.
(iv) As seen from our results for AK13 exchange with LDA correlation,
the correlation functional generally has a smaller impact on the band structure
than exchange, but it is not completely irrelevant. The fitting done in the
construction of TB-mBJ includes LDA correlation, whereas AK13 was developed
to only model exchange, and so far there is no correlation functional constructed
to match the features of AK13.
The more general question about the value of a KS functional that yields
qualitatively improved KS gaps will be taken up again in Section 4.8 – in light
of the fundamental di↵erence between Eg and EKSg .
4.7 Optical dielectric constants
4.7.1 Results
Our computed optical dielectric constants are shown in Table 4.2. For most of
the systems, there are significant but not overly clear di↵erences in the results. If
we neglect the results for Ge and NiO (discussed below), the average di↵erence
between PBE and experimental values is ca. +16% which is similar to what
has previously been reported for LDA [51]. For AK13 the average di↵erence
is instead negative and of significantly reduced magnitude, ca.  4%. In the
first-order approximation, one may consider the optical dielectric constant to
be inversely proportional to the KS band gap, this results for AK13 can thus
be regarded as a consequence of opening the EKSg . Nevertheless, as indicated in
Section 4.5.2, the density functional perturbation theory is used and the actual
result depends on the band structure of the system.
If we focus on the small band gap systems, the di↵erences are clearer. For
Ge, the PBE functional gives optical dielectric constants that are several orders
of magnitude higher than the experimental value (ca 103). For NiO the values
di↵er roughly by a factor of two. There are also less striking, but still major
di↵erences for ↵-Sn and CdO.
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Figure 4.1: Bandstructure (left) and the density of states (right) for Ge (top),
↵-Sn (middle) and CdO (bottom). PBE results are shown with a solid black
line, dashed red lines represent the AK13 results. The Fermi energy is chosen
as the zero of energy, and is also indicated by the horizontal gray dotted line
for the band structure.
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PBE AK13 PBE AK13 PBE AK13 Exp
C (diamond) 6.0 5.6 5.5 5.2 5.8 5.8 5.7 [57]
Si 13.5 9.8 12.1 8.7 12.9 10.1 11.9 [57]
SiC 7.2 6.2 6.6 5.6 7.0 6.4 6.5 [57]
↵-Sn 28.9 21.3 26.8 19.8 28.2 22.5 24 [79, 80]
Ge ⇠ 103 14.7 ⇠ 103 13.4 ⇠ 103 15.6 15.8 [81]
GaAs 14.4 9.7 13.1 8.7 13.9 10.2 10.9 [82]
MgO 3.2 2.6 3.0 2.4 3.2 2.8 3.0 [83]
NaCl 2.8 2.1 2.3 1.7 2.5 2.1 2.3 [84]
CaF2 2.4 2.0 2.3 1.9 2.3 2.1 2.0 [85]
ZnO 5.1 3.6 4.8 3.4 5.0 3.7 3.7 [86]
CdO 7.2 4.9 6.9 4.7 7.1 5.1 5.3 [87]
NiO 22.0 10.3 21.7 10.1 23.1 11.4 5.7 [88]
Table 4.2: The macroscopic dielectric constant computed for PBE and AK13
functionals at the three di↵erent levels of approximation discussed in Section
4.4.2. The di↵erent approximations are denoted by their respective abbrevi-
ations given in the superscripts: NLF (neglect of local fields), RPA (random
phase approximation) and DFT (calculated on the DFT level). References for
the experimental results are provided in the brackets.
gives a lower value of the optical dielectric constant than PBE. At the RPA
level, both functionals give the lowest values, and when accounting for the xc
kernel, i.e., at the DFT level, the dielectric constant increases. While a detailed
numerical comparison between the various methods and experiments is not the
focus of our work, we note that going from the RPA to DFT level (i.e., taking
into account the xc kernel) shifts the dielectric constant of PBE further away
from the experimental value, while the AK13 results are brought closer towards
the experimental data. The same behavior as seen here for PBE has been
reported previously for LDA [50].
To investigate the influence of correlation on the dielectric constants, we
performed calculations for a few solids using AK13 exchange and LDA correl-
ation. Correlation changes the values, but not to an extent important for the
conclusions of this work. In our tests, correlation has the strongest influence on
the dielectric constants of ↵-Sn, leading to a decrease in the value by 10% for
all levels of approximation.
4.7.2 Discussion
As explained in Sections 4.2 and 4.3, in systems where standard (semi-)local
functionals give an overdelocalized orbital description, we expect properly loc-
alized KS orbitals to give dielectric constants in better qualitative agreement
with experimental results due to their increased similarity to the true quasi-
particle electron states. Hence, our central argument is that the fact that AK13
functional moves the dielectric constant distinctly towards the experimental res-
ult compared to PBE is a clear indicator of an improved orbital description.
The di↵erences between PBE and AK13 in dielectric constants (Table 4.2)
for large gap systems are not major, so we focus in the following on the systems
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for which PBE predicts a metallic state or a very small band gap: Ge, ↵-Sn and
CdO.
The large value of the dielectric constant of Ge with PBE is directly related
to the zero or vanishingly small direct gap: In the limit of q ! 0 and ! !
0, the fraction in the sum in Eq. (4.8) can simply be viewed as a derivative
of the occupation function with respect to the KS eigenstate energy at given
wavevector k, @f ("i,k) /@"i,k. In the case of Ge (see Figure 4.1), the PBE
valence and conduction band are very close to each other at  , providing a
vanishing band gap, which gives a very large contribution to ✏mac. Opening
the gap by using the AK13 functional thus reduces the values of the optical
dielectric constants at all levels of theory and leads to results comparable to
experiments.
For the other two solids of interest, ↵-Sn and CdO, the values of ✏mac do not
indicate a similar behavior. In the case of CdO this can be explained by the
fact that the conduction band has its minimum at a k vector di↵erent from the
wave vector of the highest occupied KS eigenstate (Figure 4.1); there is thus no
zero or vanishingly small direct gap.
For ↵-Sn both the PBE and AK13 functional provide a vanishing direct gap
at  . The divergence in the derivative of the occupation function is balanced
by other terms in Eqs. (4.8) and (4.9), however. Applying the AK13 functional
reduces the value of ✏mac relative to the PBE results and brings its value closer
to the experimental data.
From Eq. (4.9) we see that the contribution of the xc functional both enters
via the KS orbital shapes used in Eq. (4.8), and more directly via the xc kernel
fxc. Nevertheless, the di↵erence between AK13 and PBE remains roughly equal
across all level of theory ✏NLFmac , ✏
RPA
mac , and ✏
DFT
mac . Since the xc kernel is only present
on the DFT level of theory, the primary di↵erence between PBE and AK13
dielectric constants cannot only come from this term; rather, the di↵erences
originate from qualitative di↵erences in the KS orbitals (cf. Figure 4.1 for ↵-
Sn).
4.8 Outlook and Summary
It is a worthwhile task to consider the results that we have obtained with the
AK13 functional here in the context of the derivation of the AK13 functional as
reviewed in Section 4.4, and the fundamental theorems of DFT that we reviewed
in Sections 7.2 and 4.3. While AK13 yields clear improvements, there are steps
in its derivation that are non-unique. Therefore, one could hope to further
improve the results by extending and modifying the AK13 approach. Three
lines of further development and possible modification appear naturally.
First, the AK13 functional is for exchange only. A compatible correlation
functional can change the gaps. While previous experience [37] and our results
using LDA correlation indicate that typical (semi-)local correlation functionals
change gaps by about 0.1 eV, i.e., quite moderately, correlation corrections
can be larger in general. Specifically, one would expect that they a↵ect so-
called strongly correlated systems such as NiO, where indeed the AK13 exchange
functional shows the largest deviation of all solids considered here.
Second, even without introducing correlation the AK13 functional itself
could be changed. The derivation of the AK13 approach [13] was guided by
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conditions inferred from the asymptotic behavior of the exchange potential of
finite systems. Instead, one could try to optimize the AK13 functional for solids,
e.g. by fitting to experimental band gaps in the spirit of the TB-mBJ potential.
Third, and in a somewhat similar vein, one could also try to obtain improved en-
ergetics together with physical eigenvalues by changing the enhancement factor
in Eq. (4.5), e.g., via changing B1.
In this work we deliberately pursue neither of these options. One of our
reasons is that using the parameters that are present in the AK13 approach
as fit parameters would lead away from the first principles character of the
AK13 concept. More important yet is another reason: Fitting the parameters
in AK13 such that its KS gaps match experimental band gaps would ignore that
the fundamental gap in KS DFT is built from the KS gap and  xc (Eq. 4.1).
Therefore, there is no fundamental reason to expect that such fitting would lead
to a functional with transferable accuracy for unoccupied eigenvalues and band
gaps. Indeed, it is a reoccurring experience that reliable eigenvalues and binding
energies are not easily obtained from one and the same functional [89–91].
While we therefore argue that trying to obtain quantitatively accurate pre-
dictions for experimental gaps from KS gaps is futile, we also argue that it
is nevertheless very important to have functionals that predict the electronic
density of states in a qualitatively correct way. A hallmark problem of standard
(semi-)local functionals is that they do not properly capture localization e↵ects.
As a consequence, the ordering of the KS orbitals can be wrong, leading to a
qualitatively wrong KS gap and other qualitative failures, e.g., grossly mislead-
ing predictions for charge transfer [92, 93]. On the other hand, when the Slater
determinant comprised of KS orbitals captures the physics of the true many-
body wavefunction in a qualitatively correct way, then reliable understanding
and insight can already be gained from the KS states. This has been demon-
strated impressively, e.g., by photoemission experiments [20–22]. We have shown
here that the AK13 functional can remedy some of the worst qualitative failures
of typical (semi-)local functionals. This is an important step forward for two
reasons. The first is a conceptual one and within DFT : The KS band gap is
an important contribution to the true gap, and even the exact  xc contribu-
tion will not yield correct results when added to a qualitatively wrong KS gap.
The second goes beyond DFT : Today, results from DFT methods are not only
valuable in and of themselves, but are also important as input to higher order
methods such as the GW approach. The accuracy of such methods, specifically
GW, for systems with a complex electronic structure can depend sensitively on
the DFT input [34, 94–96]. A functional such as AK13 that remedies the worst
failures already on the DFT level may serve as a better starting point than
standard (semi-)local functionals.
In summary, we have compared KS band gaps and optical dielectric con-
stants obtained with AK13 to results from established DFT approaches (PBE,
xOEP, TB-mBJ) and experiments. The AK13 functional gives larger KS band
gaps than a standard GGA and brings a qualitative improvement in computed
macroscopic dielectric constants for some systems. In particular, for Ge, CdO
and ↵-Sn the AK13 functional opens a band gap and thus remedies a qualitative
failure of the standard (semi-)local functionals. As such, the AK13 bandstruc-
ture may serve as an improved and inexpensive starting point for higher level
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4.10 Appendix
In Table 4.3 the computational parameters for the electronic structure calcula-
tions are summarized.
In Table 4.4 we present widths of the conduction and first valence band cal-
culated with the PBE and AK13 functionals, together with results from exper-
iments and computations using TB-mBJ [58], where available. This follows the
discussion in Ref. [58] where the localization of electronic bands (band disper-
sion) is considered. With the exception of Ge all the calculations show smaller
band widths than the experiments. PBE yields the largest band dispersion,
while the AK13 and TB-mBJ results have similar widths.
a0 k-points EC
C (diamond) 3.567 [98] 22⇥22⇥22 1800
Si 5.431 [99] 22⇥22⇥22 1200
SiC 4.358 [100] 22⇥22⇥22 1600
↵-Sn 6.490 [101] 22⇥22⇥22 1400
Ge 5.657 [98] 22⇥22⇥22 1400
GaAs 5.654 [98] 22⇥22⇥22 1000
MgO 4.213 [102] 22⇥22⇥22 1600
NaCl 5.653 [103] 24⇥24⇥24 1200
CaF2 5.463 [104] 24⇥24⇥24 1400
ZnO 3.234, 5.177 [105] 22⇥22⇥16 1100
CdO 4.696 [106] 24⇥24⇥24 1100
NiO 4.183 [107] 12⇥12⇥12 1200
Table 4.3: Computational parameters used in the current calculations. The
experimental lattice constants in A˚ (with the appropriate references given as
square brackets) are provided together with the k-point meshes and energy
cut-o↵ energies for the planewave expansion EC in eV used here. The lattice
constants are given for the conventional unit cells. Note that for ZnO the first
value represents the length of the a- and b-axes and the latter value is for the
c-axis. It is important to mention that the k-point mesh for NiO is given for the
supercell used to generate the antiferromagnetic order. For the calculation of
the dielectric constants for ZnO a smaller EC (1000 eV) and a coarser k-point
mesh (16⇥16⇥16) is used.
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PBE AK13 TB-mBJ Exp.
V C1 V C1 V C1 V
C (diamond) 21.5 6.1 21.6 6.4 23.0 [108]
Si 12.0 3.4 11.6 3.2 11.7 3.5 12.5 [109]
SiC 8.5 5.8 8.1 5.4
↵-Sn 10.7 3.2 10.4 3.5
Ge 12.8 3.9 12.5 3.9 12.3 4.1 12.6 [109]
GaAs 6.8 3.9 6.5 3.4
MgO 4.6 6.8 4.0 6.8 3.7 6.1 4.8 [110]
NaCl 1.9 3.9 1.2 2.5
CaF2 2.7 2.1 2.1 0.3
ZnO 6.2 7.0 5.9 6.8 5.4 6.6 9.0 [111]
CdO 4.3 7.0 3.8 6.8
NiO 7.6 1.2 7.0 0.6
Table 4.4: Valence band widths (V) and first conduction band width (C1) from
the current calculations using the PBE and AK13 functionals in eV. TB-mBJ
and experimental values are taken from the literature where available. Refer-
ences are provided in the brackets for each experimental value and the TB-mBJ
results are from Ref. [58].
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linearity in the solid-state
limit with approximate
density functionals
Vojteˇch Vlcˇek1,2,3, Helen R. Eisenberg2,3, Gerd Steinle-
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5.1 Abstract
In exact density functional theory (DFT) the total ground-state energy is a
series of linear segments between integer electron points, a condition known as
“piecewise linearity”. Deviation from this condition is indicative of poor pre-
dictive capabilities for electronic structure, in particular of ionization energies,
fundamental gaps, and charge transfer. In this article, we take a new look at
the deviation from linearity (i.e., curvature) in the solid-state limit by consid-
ering two di↵erent ways of approaching it: a large finite system of increasing
size and a crystal represented by an increasingly large reference cell with peri-
odic boundary conditions. We show that the curvature approaches vanishing
values in both limits, even for functionals which yield poor predictions of elec-
tronic structure, and therefore can not be used as a diagnostic or constructive
tool in solids. We find that the approach towards zero curvature is di↵erent
in each of the two limits, owing to the presence of a compensating background
charge in the periodic case. Based on these findings, we present a new criterion
for functional construction and evaluation, derived from the size-dependence of
the curvature, along with a practical method for evaluating this criterion. For
1Bayerisches Geoinstitut, Universita¨t Bayreuth, D-95440 Bayreuth, Germany
2Fritz Haber Center for Molecular Dynamics, Institute of Chemistry, The Hebrew Univer-
sity of Jerusalem, Jerusalem 91904, Israel
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large finite systems we further show that the curvature is dominated by the self-
interaction of the highest occupied eigenstate. These findings are illustrated by
computational studies of various solids, semiconductor nanocrystals, and long
alkane chains.
5.2 Introduction
Kohn-Sham (KS) density functional theory (DFT) [1, 2] is a widely used first-
principles approach to the many-electron problem. It is based on mapping the
system of N interacting electrons into a unique non-interacting system with the
same ground state electron density [3, 4]. In the non-interacting system the
density is determined by n (r) =
P
i fi | i (r)|2 where  i (r) (i = 1, 2, ...) are
normalized single particle eigenstates and fi are the corresponding occupation
numbers. The eigenstates are determined from the KS equations
Hˆ i = "i i, (5.1)
where "i are the (monotonically increasing) KS eigenvalues (see footnote 1) and
Hˆ =  1
2
r2 + vH (r) + vXC (r) + vext (r) (5.2)
is the KS Hamiltonian (atomic units are used throughout). In Eq. (5.2), vH (r)
is the Hartree potential, vXC (r) the exchange-correlation (XC) potential and
vext (r) is the external potential operating on the electrons in the interacting
system. While DFT in general, and the KS equation in particular, are exact in
principle, the XC potential functional is always approximated in practice and
thus defines the level of theory applied.
The exact XC energy functional, EXC [n], from which the XC potential is
derived via the relation vXC (r) =  EXC [n] / n (r), is known to satisfy a number
of constraints (e.g., Ref. [5]). One constraint, on which we focus here, is the
piecewise-linearity property [6]. Perdew et al. [6] have argued that the ensemble
ground-state energy E (N) as a function of electron number, N where N0  
1  N  N0, must be a series of linear segments between the integer electron
points N0. Within the KS formalism this requirement translates directly into a
condition on the XC energy functional, EXC [n].
An important manifestation of piecewise-linearity is the relation between
the highest occupied eigenvalue, "H , and the ionization potential, I(N0) ⌘
E (N0   1)   E (N0). These considerations have been originally developed for
finite systems; infinite systems are discussed in detail below. For the exact
functional, piecewise-linearity dictates that I =  dE/dN . In addition, Janak’s






where EKS is the KS estimate for the energy of the interacting system. For any
change in electron number N , the same change occurs in fH , the occupation
1For spin unpolarized (polarized) KS systems the value of the occupation number fi is
equal to 2 (1) if "i < "H , equal to 0 if "i > "H and 0  fi  2 (1) if "i = "H , where "H ,
the highest occupied eigenvalue, is determined such that
P
i fi is equal to the total number
of electrons N =
´
n (r) d3r. The lowest eigenvalue for which fi = 0 is referred to as "L.
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number of the highest occupied eigenstate of the non-interacting system. Thus
we find the result I =  "H for a KS theory which uses the exact XC functional
(i.e. for which EKS = E). This exact condition, known as the ionization
potential theorem, [6, 8–10] can be conveniently restated in terms of the energy
curvature, C, defined as the second derivative of the total energy functional











where Janak’s theorem has been used in the third equality. Fulfillment of
piecewise-linearity implies that C = 0, i.e. that the curvature is zero.
Despite the importance of piecewise-linearity, it has long been known that
standard application of commonly used functional classes, such as the local
density approximation (LDA), the generalized gradient approximation (GGA),
or conventional hybrid functionals with a fixed fraction of Fock exchange (e.g.
Ref. [11]), grossly disobeys this condition. In practice, a substantial, non-zero
curvature is observed. The EKS (fH) curve is typically strongly convex (see,
e.g. Refs. [12–21]) and, correspondingly,  "H can underestimate I by as much
as a factor of two [22, 23].
The lack of piecewise-linearity in approximate functionals further a↵ects the
prediction of the fundamental gap, Eg, defined as the di↵erence between the
minimum energy needed for electron removal and the maximum energy gained
by electron addition. Even with the exact functional, the KS eigenvalue gap,
"L   "H (where "L is the energy of the lowest unoccupied eigenstate), need not
equal Eg [24, 25]. Instead,
Eg = "L   "H + XC , (5.5)
where  XC is the derivative discontinuity [6, 21, 26–28] - a spatially-constant
“jump” in the XC potential as the integer number of particles is crossed. This
discontinuity is itself a consequence of piecewise linearity: The discontinuous
change of slope in the energy as a function of electron number must also be
reflected in the energy computed from the KS system. Some of it is contained
in the kinetic energy of the non-interacting electrons, but the rest must come
from a discontinuity in the XC potential [6]. Note that within the generalized
KS (GKS) scheme (see footnote 2) part of the discontinuity in the energy may
also arise from a non-multiplicative (e.g., Fock) operator [29–31]. Therefore
the derivative discontinuity in the XC potential may be mitigated and in some
cases even eliminated [31–34].
For any approximate (G)KS scheme, Eg can be expressed as [35]






where Chole and Celec are the curvatures associated with electron removal and
addition, respectively. The curvatures act as “doppelga¨nger” for the missing
derivative discontinuity. Whereas in the exact functional all curvatures are zero
and the di↵erence between Eg and the eigenvalue gap is given solely by XC , for
2where the interacting-electron system is mapped into a partially interacting electron gas
that is still represented by a single Slater determinant [29].
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standard approximate (semi-)local (LDA and GGA) or hybrid functionals, em-
ployed in the absence of ensemble corrections,  XC is zero and the addition of
the average curvature compensates quantitatively for the missing derivative dis-
continuity term [35]. In the most general case, both a remaining curvature and
a remaining derivative discontinuity will contribute to the di↵erence between
Eg and "L   "H .
For small finite systems, the criterion of piecewise linearity (i.e., zero cur-
vature) has been employed to markedly improve the connection between eigen-
values and ionization potentials or fundamental gaps, and often also additional
properties, in at least four distinct ways: (i) In the imposition of various cor-
rections on existing underlying exchange-correlation functionals [35–40]; (ii)
In first-principles ensemble generalization of existing functional forms [41, 42];
(iii) In the construction and evaluation of novel exchange-correlation functionals
[43, 44]; And (iv) in non-empirical tuning of parameters within hybrid function-
als [45, 46], especially range-separated ones [33, 34, 47, 48].
Unfortunately, this remarkable success of the piecewise-linearity criterion
does not easily transfer to large systems possessing delocalized orbitals. For ex-
ample, for a LDA treatment of hydrogen-passivated silicon nanocrystals (NCs),
the fundamental gap computed from total energy di↵erences approaches the KS
eigenvalue gap with increasing NC size [49, 50]. The same conclusion was drawn
from GGA studies of electron and hole addition to an increasingly large periodic
cell of ZnO [51]. As mentioned above, for LDA  XC = 0. Taken together with
Eq. (5.6), this implies that as system size grows the average curvature becomes
vanishingly small and piecewise linearity is approached [15]. Despite this, the
ionization potential obtained this way does not agree with experiment [52].
This limitation is intimately related to the vanishing ensemble correction to
the band gap of periodic solids [42] and even to the failure of time-dependent
DFT for extended systems [53, 54]. This is a disappointing state of a↵airs,
because the zero curvature condition that has been used so successfully for
small finite systems, both diagnostically and constructively, appears to be of
little value for extended systems, even though the problem it is supposed to
diagnose is still there.
In this article, we take a fresh look at this problem, by considering the evol-
ution of curvature with system size. We approach the bulk limit in two di↵erent
ways: (i) Calculations for an increasingly large but finite system (namely nano-
crystals and molecular chains). (ii) Calculations for a crystal represented by an
increasingly large reference cell with periodic boundary conditions. We show
that in both cases the curvature approaches zero. However, it doesn’t do so in
the same fashion, due to the presence of a compensating background charge in
the periodic system. Based on these findings, we present a new criterion for
functional construction and an assessment derived from the size-dependence of
the curvature, along with a practical method for evaluating this criterion. We
further show that the curvature for large finite systems is dominated by the self-
interaction of the highest occupied eigenstate. These findings are illustrated by
computational studies of semiconductor NCs and long alkane chains.
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5.3 Energy curvature in large finite systems
5.3.1 General considerations
We first examine finite systems, in which, as noted above, curvature e↵ects
have been already studied extensively. As a first step in our general theoretical
considerations, we express the curvature of a finite system as the rate of change
in the energy of the highest-occupied KS-eigenstate as an electronic charge q is











The first equality is a restatement of Eq. (5.4), combined with the fact that
the removed (added) charge is taken from (inserted into) the highest occupied
eigenstate  H , (see footnote 4) while the second is due to the Hellmann-Feynman
theorem [55, 56]. As the derivative in Eq. (5.7) is applied only to the terms of













where fXC (r, r0) =  2EXC [n]/ n(r) n(r0) is the exchange-correlation kernel
and ni (r) ⌘ | i (r)|2 is the density of the ith KS eigenstate. Using the fact that
the electron density is given by n (r) =
P
i fini (r), it follows that
dn (r)
dfH
= nH (r) + nrelax (r) , (5.9)
where the first term on the right hand side is the density of the highest occupied
KS eigenstate and the second term, nrelax (r) ⌘
P
i fi (dni (r) /dfH), describes
the eigenstate density relaxation upon charge removal/addition. The curvature










3r0d3r + CXC .
(5.10)
The first term in Eq. (5.10) is twice the electrostatic interaction energy of nH (r)
with itself; the second term is twice the electrostatic interaction energy between
nH (r) and the relaxation density, nrelax (r); the last term,
CXC =
¨
nH (r) [nH (r
0) + nrelax (r0)] fXC (r, r0) d3r0d3r, (5.11)
3In this paper all systems are treated strictly in the closed shell spin-unpolarized ensemble,
so any removal or addition of small amounts of electronic charge preserves the unpolarized
spin nature of the system.
4Obviously the lowest-unoccupied eigenstate becomes the highest-occupied one upon
charge addition.
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is the contribution of the exchange-correlation kernel to the curvature. As dis-
cussed in the introduction, for the exact exchange-correlation functional the
curvature is identically zero and therefore the two electrostatic (Hartree) terms
must be canceled out by the exchange-correlation kernel term.
In the LDA, the approximate exchange-correlation kernel is of the form: [58]
fLDAXC (r, r
0) =   (r  r0) f˜LDAXC (n (r)). The expression for the exchange-correlation
contribution to the curvature then simplifies to
CLDAXC =
ˆ
nH (r) [nH (r) + nrelax (r)] f˜
LDA
XC (n (r)) d
3r, (5.12)
which does not generally cancel the Hartree terms in Eq. (5.10). This is con-
sistent with the above-mentioned deviations from piecewise-linearity found in
LDA calculations of small molecules.
5.3.2 Energy curvature in large finite three-dimensional
systems
To gain insight into the behavior of curvature as a function of system size, we
first consider an electron gas consisting of Ne electrons distributed uniformly
in a finite volume ⌦ with periodic boundary conditions. For such a system,
ni (r) =
1
⌦ and there is no eigenstate relaxation i.e. nrelax(r) = 0. Therefore
the general curvature expression of Eq. (5.10) includes only the electrostatic



















where we have used the fact that for a given uniform density, n = Ne/⌦, the
LDA XC kernel is constant. Note that the bar over C and D is used to de-
note quantities relating to a uniform electron density. The first term in Eq.
(5.13) is twice the electrostatic self-interaction energy of a unit charge, which is







Analytical integration yields D¯ = 65 (
4⇡
3 )
1/3EHa0 ⇡52.5 eV a0 for a sphere, where
EH and a0 are the atomic Hartree and Bohr units for energy and length, respect-
ively. For a cube and a parallelepiped of the shape of a diamond primitive cell,
numerical integration yields D¯ ⇡51.2 eV a0 and 49.0 eV a0, respectively, with
the former value in agreement with electrostatic energy calculations reported in
Ref. [59].
Note that expressions containing powers of ⌦ and ⌦ 1/3, as in Eq. (5.13),
are often encountered also in the theory for computation of charged defects
within periodic unit cells [51, 60–63], and in both cases they are of electrostatic
origin. However, here we analyze the removal or addition of fractional charge
that is delocalized across a finite system, whereas the other analysis studied the
removal or addition of an integer charge that is localized on a defect within a
periodic system [51, 63].
Clearly, the curvature of this uniform-electron-gas based example decays
to zero as the system size increases. Specifically, in the limit of an infinitely
large uniform electron gas limit, where LDA is an exact result, the exact DFT
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condition of zero curvature is indeed obeyed. However, for a uniform electron
gas confined to a finite volume, LDA predicts non-zero curvature as it is not an
exact functional for these systems [64].
In Eq. (5.13), the curvature for large systems is dominated by the D¯⌦ 1/3
term, which arises from the electrostatic self-interaction of the highest occupied
eigenstate. It stands to reason that such a term, with a general prefactor D,
can be expected not just for this idealized system, but also for realistic large
but finite systems for which LDA is a reasonable approximation.
To test this hypothesis, we focused on the elemental group IV solids - dia-
mond, silicon, and germanium - for which LDA is well-proven to be a good
approximation for ground-state properties [65, 66] and for which the electronic
states are su ciently delocalized to compare to analytical arguments relying on
the uniform electron gas. For each solid, we constructed a set of increasingly
large nanocrystals in two stages. First, we replicated the primitive unit cell of
the bulk crystal an equal number of times in each of the lattice vector directions,
using the experimental lattice constant, thereby creating a finite but periodic
supercell. Second, we removed unbound atoms and passivated any remaining
dangling bonds with hydrogen atoms. In this way, hydrogen-passivated NCs
containing up to 325 Si, C, or Ge atoms, as well as a passivation layer con-
taining up to 300 H atoms, were formed. For each of the NCs constructed
this way, we calculated the LDA energy curvature for both charge removal and
charge addition. All calculations were performed using NWCHEM [67] with the
cc-PVDZ basis set for the smaller NCs and the STO-3G basis set for the lar-
ger NCs. The curvature was estimated by a finite di↵erence approximation to
Eq. (5.4), C =  "H/ fH , where we calculated "H for the neutral system and
for systems where an incremental small fractional charge was removed from, or
added to, the entire system.
The resulting curvature for each of the systems studied is shown in Figure 5.1,
as a function of ⌦ 
1
3 . Clearly, in the limit of large system volume, ⌦, all
three compounds exhibit the limiting form expected, i.e., a curvature given by
C = D⌦ 1/3, for both electron removal and addition. Furthermore, by fitting
our results for NCs with edges larger than 14 a0 to the expected dependence,
we obtained D ⇡ 43.5eVa0 for all three materials. This “universal value” is
reasonable in light of the fact that the highest occupied eigenstate for all three
materials has a similar spatial distribution, making the Hartree self-interaction
contribution similar. Moreover, it deviates from the ideal uniform-electron-gas
parallelepiped by only ⇠20%, a di↵erence that can be attributed to the non-
uniform structure of the highest occupied eigenstate obtained within LDA (Eq.
5.10). For smaller nanocrystals, the term scaling as ⌦ 1 is non-negligible and
therefore the curvature departs from the ideal ⌦ 1/3 behavior, as observed in
Figure 5.1. Therefore, we conclude that the curvature expression given by the
right-hand side of Eq. (5.13), derived for the uniform electron gas, is indeed
applicable also for realistic systems possessing delocalized electronic states and
that the self-repulsion term dominates the curvature as the system grows.
Interestingly, further support for the limiting D⌦ 1/3 dependence of the
curvature is obtained from the results of past LDA-based studies of the quantum
size e↵ect in spherical silicon [49] and germanium [68] nanocrystals. In these
studies, the fundamental gap, computed from total energy di↵erences of the
anionic, neutral, and cationic system, was compared to the KS eigenvalue gap.
The di↵erence was observed [49, 50, 68] to scale as ⇠ ⌦ 1/3. This observation
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Figure 5.1: Curvature, C, obtained within the local density approximation for
electron removal (solid symbols) or addition (hollow symbols) for diamond (blue
circles), silicon (black squares), and germanium (red triangles) nanocrystals, as a
function of ⌦ 
1
3 , where ⌦ is the nanocrystal volume. The dotted line represents
a least-squares fit to the asymptotic dependence. The solid line represents the
asymptotic dependence expected from Eq. (5.13) for a uniform electron gas of
the same size and shape as the nanocrystals.
is easily explained within our theory as a direct consequence of the non-zero
curvature [35]: Eq. (5.6) shows that for (semi-)local functionals (without an ex-
plicit derivative discontinuity), the di↵erence between the fundamental and the
KS eigenvalue gap is in fact equal to the average curvature for electron addition
and removal and must exhibit the same trends as a consequence. This conclu-
sion is further supported by the value of D = 39.5 eV a0 and D = 41.1 eV a0,
deduced for the spherical silicon and germanium NCs, respectively, from the
data of Ref. [49] and Ref. [68]. These values are indeed very close to the value
of D = 43.5 eV a0 which we obtained above from explicit curvature calculations
for the diamond-structured NCs. Note that the change in shape does not cause
a significant di↵erence in the value of D, consistent with our uniform electron
gas calculations.
5.3.3 Energy curvature in large finite one-dimensional sys-
tems
The above-demonstrated dominance of the electrostatic term in the size-depen-
dence of the curvature suggests that it must be strongly influenced by dimen-
sionality. To test this, we again consider twice the Hartree energy as given
in Eq. (5.10), evaluated for a unit-charge uniform electron gas, confined to a
cylinder of length L and radius d such that L   d, as an approximation for
the curvature of a long but finite one-dimensional system. This energy can be
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, L  d. (5.14)
This indicates that, as in the three-dimensional case, the curvature vanishes
as the system grows arbitrarily long - an observation also consistent with the
results of Mori-Sanchez et al. for hydrogen chains [15]. However, the curvature






. The relaxation and exchange-correlation terms are expected
to scale as L 1. However they do not significantly a↵ect the curvature when
L > 50a0, as for very large L the logarithmic term dominates the L 1 term.
To test whether this prediction carries over to realistic one-dimensional sys-
tems, we considered alkane chains of increasing length, L, whose width d is
fixed by definition (see inset of Figure 5.2). These alkane chains provide a
useful model of a quasi-one-dimensional system that is well-described by LDA
[70]. We investigated chains containing up to 240 C atoms and again used
NWCHEM [67] with the cc-PVDZ and the STO-3G basis sets. The computed
curvature for electron removal is shown in Figure 5.2, as a function of a0/L, and
compared with the prediction of Eq. (5.14). Clearly, for large L the curvature
is once again very well approximated by the electrostatic self-interaction of a
uniformly smeared unit charge.
5.4 Energy curvature in periodic systems
5.4.1 General Considerations
In solid-state physics, it is common practice to employ periodic boundary condi-
tions for the description of crystalline solids [71]. To understand the bulk limit
of curvature calculations in such a scenario, we consider a reference cell of total
volume ⌦RC , containing N repeating unit cells (with unit cell volume ⌦UC),
using Born - von Karman periodic boundary conditions [71]. In other words,
the reference cell is treated as a finite but topologically periodic system [42, 64].
In such a system, the infinite bulk limit is approached with increasing size of
the reference cell (see footnote 5).
To compute the curvature, we remove (or add) an electronic charge QRC
from (or to) the reference cell, denoted below by a “hole” (or “elec”) superscript
where appropriate. We focus mostly on electron removal for simplicity. Owing
to the periodic boundary conditions, electron removal from the reference cell
implies removal of the same charge from each of its periodic images. As there are
an infinite number of repeated reference cells, the removed electronic charge is
e↵ectively infinite, leading to divergences in the Coulomb potential. Therefore,
a uniform compensating negative charge, of density QRC/⌦RC , is introduced
to the reference cell. This keeps the infinite periodic crystal neutral and avoids
the divergent behavior [73, 74].
As before, the curvature CRC , defined with respect to the reference cell, is
computed as the rate of change of the highest occupied KS-eigenvalue with
5Alternatively, the bulk limit can be approached using the concept of k-point sampling of
the unit cell. [72] For now, we do not pursue this alternative, but we discuss it extensively
below
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Figure 5.2: Curvature, C, obtained within the local density approximation for
electron removal from alkane chains, as a function of a0/L, where L is the chain
length. The line represents the asymptotic dependence expected from Eq. (5.14)
for a unit-charge uniform electron gas of the same length as the chain and a
radius of d = 2a0. Triangles and diamonds represent data obtained using the
cc-PVDZ and STO-3G basis sets, respectively. Inset: the decane molecule as
an example of an alkane chain, with d and L shown explicitly.
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respect to removed charge, CRC = d"H/dQRC . By construction (and as-
suming no symmetry breaking), the hole formed by charge removal exhibits
a periodic structure commensurate with the repeating unit-cell and therefore
QRC = NQUC , where QUC is the charge removed from each of the N unit
cells that comprise the reference cell. In the limit of large N , "H is expected to












where CUC ⌘ d"H/dQUC is the “unit-cell curvature”, which in the limit of large
N is independent of the reference cell size (see footnote 6).
Clearly, the curvature CRC for the infinite crystal does depend on the ref-
erence cell size. As the reference cell grows (N ! 1, ⌦RC ! 1), we find
CRC ! 0 for any underlying functional. This result should be contrasted with
the exact DFT condition of piecewise linearity, where the curvature given by
Eq. (5.15) should be strictly zero for any reference cell size and not just in the
infinite cell limit. In other words, as for the NCs, in the infinite system limit
piecewise-linearity is obtained irrespective of the underlying XC functional and
therefore does not provide useful information for functional construction or eval-
uation. However, in the exact theory we also expect CUC = 0. Therefore, a
non-vanishing unit-cell curvature, CUC , represents a measure of the spurious
XC functional behavior even in periodic infinite solids and may prove useful in
future analysis.
5.4.2 LDA calculations of topologically periodic reference
cells
To examine the considerations and conclusions of the previous section, we per-
formed LDA calculations for increasingly large periodic reference cells of selec-
ted semiconductors and insulators, using the LDA-optimized lattice vectors of
a neutral unit cell (see footnote 7).
As mentioned above, the reference cell is considered to be finite but topo-
logically periodic. Therefore, all calculations are carried out using only the
single k-point (at  ). This makes curvature calculations straightforward both
conceptually and practically, as charge is removed from the highest occupied
KS eigenstate as in the finite-system calculations above. The energy derivatives
needed for the evaluation of the curvature (Eq. 5.15) were calculated using finite
di↵erences of the highest occupied energy eigenvalue, "H , for the neutral and
incrementally charged reference cell.
The results of such calculations for increasingly large reference cells of dia-
mond and silicon are summarized in Figure 5.3 (see footnote 8). As shown
in the top panel of Figure 5.3, the reference cell curvature indeed decreases
6The same dependence on N can be obtained by considering the curvature directly as the
second derivative of the energy, i.e., CRC = d2ERC/dQ2RC , because ERC and QRC are both
extensive quantities and therefore proportional to N .
7We performed non-spin-polarized calculations using norm-conserving pseudopotentials
within the Quantum-ESPRESSO [75] and ABINIT [76, 77] packages, which use a planewave
basis with periodic boundary conditions. All results were converged for plane-wave kinetic
energy cut-o↵.
8LDA erroneously predicts bulk germanium to be semi-metallic (see, e.g., Ref. [78]). There-
fore, germanium is omitted from Figure 5.3
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monotonically and vanishes in the large N limit, in agreement with the above
theoretical considerations. At the same time, the bottom panel of Figure 5.3
shows that the unit cell curvature is not zero and for large N approaches a

































Figure 5.3: Computed charge removal curvature for silicon (black squares) and
diamond (blue circles) crystals: (Top) Reference cell curvature, CholeRC , as a
function of N 1. (Bottom) unit cell curvature, CholeUC , as a function of N , the
number of primitive unit-cells in the reference cell. Solid lines are a guide for
the eye. Dotted lines represent the asymptotic dependence on N (Top), or the
converged values of CUC (Bottom), obtained through Brillouin-zone sampling
described in Section 5.4.4.
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5.4.3 Finite versus periodic cell: A seeming paradox and
its resolution
In the limit of an arbitrarily large system, one would expect surface e↵ects to be
negligible and so, naively, that the limiting behavior of large periodic and non-
periodic systems to be the same. However, we already showed both analytically
and numerically that in fact the limiting behavior is not the same. For the finite
system, the curvature asymptotically scales as ⌦ 1/3, where ⌦ is the volume
of the finite, non-periodic system, whereas for the topologically periodic system
the curvature asymptotically scales as ⌦ 1RC , where ⌦RC is the reference cell
volume.
This apparent paradox can be reconciled by recalling that in a periodic
system, electron addition/removal must be accompanied by the addition of a
compensating, uniformly distributed background charge of opposite sign, so as
to avoid divergence of the Coulomb potential and energy [73]. For a non-periodic
system, however, no compensating charge is necessary. This background charge
strongly a↵ects curvature considerations [74]. To understand why, consider that
if surface e↵ects are neglected then Eq. (5.10), developed above for non-periodic
systems, can be applied to the reference cell of a periodic system. However, while
nrelax integrates to zero in the reference cell, nH integrates to 1. Therefore, nH
must be replaced by a background-neutralized density, ⇢H (r) ⌘ nH (r)  1⌦RC ,
before it can be inserted in Eq. (5.10). Therefore, Eq. (5.10) yields the following












3r0d3r + CXC .
(5.16)








as the Fourier-component of nj (r) corresponding to the reciprocal unit-cell lat-
tice vector, G. For charge-neutral systems, the G = 0 component must be zero.
By noting that n˜H (G 6= 0) = ⇢˜H (G 6= 0), because the two densities di↵er only















The KS-eigenstate densities, nj (r), are normalized over the reference cell
and therefore nH (r) and nrelax (r), as well as their Fourier components, must
scale as ⌦ 1RC . Because G depends only on the unit cell and is independent of
⌦RC , Eq. (5.17) shows that Cperiodic scales as ⌦
 1
RC . Thus, we obtain a curvature
that scales with inverse system volume, consistent with Eq. (5.15) above. We
note that similar reasoning as to the e↵ect of the compensating charge has also
been used in the study of charged defects in periodic systems [51, 63].
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One can also compare the terms in Eq. (5.10) and Eq. (5.16), obtaining the













Dimensional analysis reveals that the above curvature di↵erence scales as ⌦ 1/3RC .
As discussed in Section 5.3, ⌦ 1/3 scaling was also obtained for the non-
periodic case from the self-interaction energy of the highest-occupied eigen-
state. Furthermore, because the background charge must systematically cancel
the divergence in the electronic electrostatic energy, the prefactor of the ⌦ 1/3RC
dependence in the above equation must be equal and opposite to that deduced
from Eq. (5.10). Therefore, overall the ⌦ 1/3RC scaling must vanish in C
periodic
and only the ⌦ 1RC scaling remains.
To summarize, the scaling behavior of a non-periodic and a periodic system
really is di↵erent, but this is not owing to topology per se, but rather stems
from the e↵ects of the uniform background charge, used in periodic calculations
only. Before concluding this issue, however, two more comments are in order.
First, for finite systems described with (semi-)local functionals, the scaling is
self-interaction dominated and therefore positive (see, e.g., Refs. [12, 16, 17, 35]).
Upon elimination of this e↵ect by the compensating background, curvature can
be either positive or negative (which we show below to be the case). This
is somewhat reminiscent of the behavior of the exact-exchange functional (see,
e.g., Ref. [12]), where self-interaction is eliminated and the curvature is typically
mildly negative. Second, for periodic systems we assumed throughout that the
removed/added charge is delocalized throughout the reference cell. If this is
not the case, e.g., if a molecule or a localized defect is computed within a large
supercell, scaling arguments no longer apply and the results will resemble those
of finite systems. This explains, among other things, why a Hubbard-like U
term for localized states in an otherwise periodic system is indeed useful, as
long as the correction is limited to the vicinity of the localized site (see, e.g.,
Refs. [36, 79]).
5.4.4 Brillouin zone sampling
In Section 5.4.2 we have considered the infinite solid limit by constructing in-
creasingly large topologically-periodic reference cells. While pedagogically use-
ful, this procedure is too cumbersome and computationally expensive to be used
for routine unit-cell curvature calculations. In practice, the infinite-solid limit
is much easier to reach by using k-point sampling of the Brillouin zone corres-
ponding to a single periodic unit cell [71]. One can then show that a single unit
cell with uniform sampling of N k-points is completely equivalent, mathemat-
ically and physically, to a reference cell comprised of N unit cells within the
single k-point (the   point) treatment [72]. The infinite solid limit thus simply
corresponds to an arbitrarily dense k-point sampling.
Obviously, practical calculations must involve a finite number of k-points.
This is of little consequence to ground-state calculations of semiconductors and
insulators, as results tend to converge quickly with the number of k-points [72].
However, it raises a serious issue for electron removal/addition calculations.
88

















































Figure 5.4: Charge removal in a unit cell of silicon, with 16 ⇥ 16 ⇥ 16 k-point
sampling. Panel a: change in Fermi level position,  "F , as a function of the
removed charge,  q. Solid line: change in "F expected from the uncharged
density of states curve given by Eq. (5.19). Panel b: Numerical derivative of the
results in panel a,  "F / q, as a function of  q. Panel c: change in position
of valence band maximum,  " , as a function of  q. Panel d: Numerical
derivative of the results in panel c,  " / q, as a function of  q.
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Naively, one would think that the above-discussed determination of curvature
from d"H/dq should be generalized to the case of k-point sampling by consid-
ering d"F /dq, where "F is the Fermi level. This is because for a ground-state,
zero-temperature solid, "F denotes the energy of the highest occupied state by
definition. However, in practice one always removes/adds a finite amount of
charge, q, rather than a truly infinitesimal charge. Therefore, charge is gener-
ally removed from all eigenstates with energy greater than "F , where the latter
is determined by the charge conservation condition
nN   q =
ˆ "F
 1
g (") d", (5.19)
with g (") the density of states (DOS). Once charge is removed not only from
the highest-energy state, but rather from many states, the piecewise linearity
condition no longer applies. Therefore the entire theoretical edifice on which all
previous considerations were based breaks down. This di culty persists even
if the second derivative of the total energy, rather than the first derivative of
the Fermi energy, is considered. One could, perhaps, hope that extrapolation of
d"F /dq to q ! 0, where charge really is removed only from the highest occupied
eigenstate, would still lead to the correct result. Unfortunately, this is not the
case, and in fact d"F /dq erroneously diverges for q ! 0 [80].
The above considerations are illustrated numerically in Figure 5.4, where
the dependence of "F on q (Figure 5.4a) and its derivative (Figure 5.4b) were
computed for a primitive unit cell of silicon with a 16⇥16⇥16 k-point sampling
scheme. Clearly, and as expected from Eq. (5.19), the Fermi energy follows
closely the integrated density of states of the uncharged system (shown as a
solid line), whose derivative diverges.
Fortunately, an equally simple, yet accurate, procedure is to consider instead
the valence band maximum (or the conduction band minimum for charge addi-
tion), which we denote here as " . For q ! 0 it too must tend to the correct
limit as charge is removed only from the highest occupied state. For finite q it
is, of course, incorrect, but as it does not incorporate DOS e↵ects its derivative
is not expected to diverge. This is illustrated numerically in Figure 5.4 as well,
for the same silicon example, where both the weaker dependence of "  on q
(note the energy scale in Figure 5.4c) and the convergence of its derivative for
small q (see Figure 5.4d) is apparent.
In the calculations of Figure 5.4, the removal of charge q from a unit cell,
sampled by N k-points, is in fact equivalent to the removal of the same charge
from a reference cell whose volume is N times larger. However, as the same
charge is removed from the unit-cell, irrespective of the number of k-points,
 " / q is directly comparable to the non-vanishing unit-cell curvature, CUC .
This is directly verified in Figure 5.5, which compares, for silicon, unit-cell
curvature values, CUC , obtained from increasingly large single k-point reference
cells (as in Figure 5.3) with those obtained from increasingly dense k-point
sampling of a unit cell. Clearly, the results are indeed equivalent.
The fact that it is d✏ /dq, rather than d✏F /dq, which predicts the correct
curvature, has profound consequences for the piecewise linearity criterion. As by
definition dE/dfH = ✏F , it is incorrect in the solid state to apply the expression
d2E/dN2 given in Eq. (5.4) for finite systems. d2E/dN2 is no longer equivalent
to a calculation based on the first derivative of ✏H , and use of the energy criterion
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would necessarily yield the undesired d✏F /dq, instead of the useful d✏ /dq and
therefore should be avoided. The only exception is when a single k-point is used,















Figure 5.5: Unit cell curvature, CUC , obtained from single k-point calculations
of a reference cell containing N unit cells (filled diamonds) and from N k-point
calculations of a single unit cell (hollow squares), as a function of N . Lines
joining the results of the N k-point calculations are a guide to the eye.
Finally, with the above scheme, we e ciently calculate unit-cell curvatures
for charge removal and addition in a variety of semiconductors and insulators,
obtained in the limit of su ciently dense k-point sampling of the primitive
unit-cell. The results are summarized in Table 5.1. Note that, just like the total
energy per unit cell, CUC will generally depend on the choice of unit cell (e.g.,
primitive vs. conventional).
From the results it is clear that for all systems considered the unit cell
curvature in LDA is a non zero, material-dependent property. Furthermore,
once convergence has been reached it is independent of the density of the k-point
sampling. This is to be contrasted with the reference cell curvature discussed
earlier, which was not only dependent on the reference cell size, but went to
zero in the infinite limit for all functionals. As noted in the preceding section,
CUC can have both positive and negative values (illustrated by the results in
Table 5.1), owing to the presence of the neutralizing background. Note that
Eq. (5.6) should not be used for periodic solids, since, as noted above, the ener-
gies of the ionized systems are generally incorrect for a periodic LDA calculation.
Consequently, CUC values do not directly correspond to LDA correction terms.
However, the deviation of CUC from zero is still a useful indicator on which to





Charge removal Charge addition
AlAs Zinc-blende 0.26 -0.65
AlN Zinc-blende 0.94 -0.92
AlP Zinc-blende 0.33 -0.66
AlSb Zinc-blende 0.16 -0.57
C Diamond 0.58 -0.62
GaP Zinc-blende 0.36 -0.65
MgO Rock-salt 1.6 -0.73
Si Diamond 0.17 -0.54
SiC Zinc-blende 0.59 -0.64
Table 5.1: Energy curvature for the unit cell, CUC , for charge removal and
addition, calculated for various solids.
5.5 Conclusions
In this article, we have examined the solid-state limit of energy curvature, i.e.,
of deviations from piecewise-linearity, focusing on (semi-)local functionals. We
considered two di↵erent limits: finite systems, with volume ⌦ ! 1, as well
as topologically periodic systems with a reference cell (to which the periodic
boundary conditions are applied) of volume ⌦RC ! 1. We found that in all
cases piecewise-linearity - albeit possibly with the wrong slope - is obtained in
the solid-state limit, even from functionals that grossly disobey it for a finite
system. However, using both analytical considerations and practical calculations
of representative systems, we found that the zero curvature limit is reached in
very di↵erent ways. Therefore, while using the demand of zero curvature for
functional construction and evaluation is not, as such, useful in the solid-state
limit, its size-dependence does contain useful information.
For large finite systems, we found that curvature scales as ⌦ 1/3 for three-




, where L is the
length and d is the width, for quasi-one-dimensional systems (e.g., molecular
chains). This scaling behavior was found to be dominated by electrostatics and
traced to the self-interaction term of the highest occupied state.
For large reference cell periodic systems, we found that the curvature CRC
scales as CRC = CUC⌦UC/⌦RC , where CUC and ⌦UC are the unit-cell curvature
and volume respectively. CUC (for an approximate functional) is a non-vanishing
material-dependent quantity that is independent of the reference cell, and there-
fore may serve as a new useful measure of functional error in periodic solids.
As mentioned in the Introduction (Section 5.2), for molecular systems devi-
ation from piecewise linearity has already been used extensively for functional
evaluation, tuning, and correction [35–48]. We hope that, with time, similar
approaches that use our new criterion could emerge for the solid state.
Furthermore, we have been able to calculate this curvature in two ways:
either directly from the definition by using increasingly large periodic reference
cells or, more usefully, by considering changes in the band edge position upon
charge removal/addition in unit cells with dense k-point sampling. Last but not
least, we rationalized the di↵erence between the periodic and non-periodic case
as resulting from the automatic elimination of the electrostatic self-interaction of
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the highest-occupied eigenstate via the addition of a compensating background
charge in periodic systems.
We believe that these results should prove useful for further development,
evaluation, and application of novel exchange-correlation functionals suitable
for the solid-state.
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6.1 Abstract
Charge carrier localization in extended atomic systems has been described pre-
viously as being driven by disorder, point defects or distortions of the ionic lat-
tice. Here we show for the first time by means of first-principles computations
that charge carriers can spontaneously localize due to a purely electronic ef-
fect in otherwise perfectly ordered structures. Optimally-tuned range-separated
density functional theory and many-body perturbation calculations within the
GW approximation reveal that in trans-polyacetylene and polythiophene the
hole density localizes on a length scale of several nanometers. This is due
to exchange-induced translational symmetry breaking of the charge density.
Ionization potentials, optical absorption peaks, excitonic binding energies and
the optimally-tuned range parameter itself all become independent of polymer
length as it exceeds the critical localization scale. Moreover, we find that lattice
disorder and the formation of a polaron result from the charge localization in
contrast to the traditional view that lattice distortions precede charge localiza-
1Fritz Haber Center for Molecular Dynamics, Institute of Chemistry, The Hebrew Univer-
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tion. Our results can explain experimental findings that polarons in conjugated
polymers form instantaneously after exposure to ultrafast light pulses.
6.2 Results, Discussion and Conclusions
Spatial localization in extended systems has been a central topic in physics,
since the pioneering work of Anderson [1] and Mott [2], and more recently in
the context of many-body localization [3]. It also forms an important theme
in the materials science of extended conjugated systems where the dynamics
of charges carrier are described in terms of localized polarons [4–10]. One way
to identify charge localization is through the dependence of its energy (e.g.,
ionization potential or electron a nity) on the system size L. In 1D systems,
if the charge remains delocalized, then according to a simple non-interacting
picture, its energy converges to the bulk limit as 1/L↵ with ↵ = 1 for a metal
or ↵ = 2 otherwise. However if charge localizes within a critical length scale lc,
the energy will become independent of L for L > lc.
Charge localization in conjugated systems can occur in several ways: Attach-
ment by point defects [9], lattice disorder e↵ects [5, 10], and formation of self-
bound charged polarons and neutral solitons by local distortion of the nuclear
lattice [11–14]. However, it still remains an open question whether localization
can occur in disorder-free transitionally invariant systems. This question has
received much attention recently in the context of many-body localization [15–
18].
In this letter we provide evidence from first-principles computations for a
new mechanism of localization in 1D conjugated systems, in which the electrons
form their own nucleation center without the need to introduce disorder into the
Hamiltonian. This challenges the widely accepted picture in which the electronic
eigenstates localize only after coupling with the lattice distortion [19]. To illus-
trate this mechanism, we study the electronic structure and the charge distribu-
tion in large one-dimensional systems with ideal geometries (ordered structures).
We focus on two representative conjugated polymers, trans-polyacetylene (tPA)
and polythiophene (PT), with increasing lengths L = M`1 up to M = 70 and
M = 20, respectively (`1 is the length of the repeat unit). Besides their prac-
tical significance [6], tPA and PT also exhibit interesting physical phenomena,
in which polarons, bipolarons and solitons a↵ect charge mobility and localiza-
tion [4, 12, 20–22].
In Figure 6.1 we plot the ionization potentials (IPs) for both tPA (panel a)
and PT (panel b) polymers taken as a negative of the highest occupied eigen-
state energy of the neutral system -"H as a function of the number of repeat
units, M . To illustrate the e↵ect of localization we focus on the ionization po-
tential, representing the energy of positive charge carrier (hole), rather than
on the electron a nity, representing the energy of the negative charge carrier
(electron), since we find the former to localize on shorter length scales (see
below). Several levels of theory are used: Hartree-Fock (HF) theory, density
functional theory (DFT) within the local density approximation (LDA) [31],
the optimally-tuned BNL* [32–34] range-separated hybrid functional [35], and
the B3LYP [36] approximation, and, finally, the G0W0 many-body perturbation
technique [37] within the stochastic formulation (sGW) [38]. The LDA and to
some extent the B3LYP approximation lack su cient exact exchange, while HF
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Figure 6.1: Ionization potentials (estimated using the highest occupied eigen-
energies "H) for (a) trans-polyacetylene and (b) polythiophene shown against
the inverse number of repeat units M in the respective polymer. The repeat
unit for each polymer is illustrated in the corresponding insets (C, H and S are
shown by black, white and yellow spheres, respectively). Results obtained from
di↵erent computational approaches are indicated by colors and labelled in the
figure. Experimental data for the ionization potentials (gray circles) were taken
from Refs. [23–25] and references therein. The dashed lines represent a numerical
fit to  "H (M) =  "H (1)+ "M for LDA and B3LYP ("H (1) and " are fitting
parameters) and to  "H (M) =  "H (1)+ " exp
⇣
 pM/M0⌘ for HF, BNL*,
and GW. The parameters of the fit are provided in the Supplementary material.
lacks correlations and screening e↵ects. BNL* provides a systematic description
of correlations and exact exchange through the process of optimal tuning [39].
G0W0 is based on many-body perturbation theory and includes exchange, cor-
relation and screening e↵ects and is widely acknowledged as a technique going
beyond the mean-field approaches [40].
Functional Polymer `c/nm  "H (1)/eV  1/nm
HF
tPA 4.9 6.12 0.8
PT 3.1 6.41 0.9
BNL*
tPA 7.9 5.87 2.3
PT 4.3 6.69 1.4
GW PT 4.2 6.4 -
Table 6.1: The critical length lc and the asymptotic values of the ionization
potential  "(1) and the second moment  1 of the hole density distribution as
predicted by HF, BNL* and GW for tPA and PT chains.
The LDA and B3LYP computations yield IPs that are considerably smaller
than the experimental values (Figure 6.1), consistent with previous computa-
tional studies on shorter polymer chains [41, 42] and with general theoretical
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Figure 6.2: (a) Calculated optical spectra for selected tPA polymers of various
lengths (numbers of repeat units M). All calculations were performed with the
cc-pvTZ basis set using TDDFT within the BNL* functional (solid black line
with red fill) and LDA functional (green filled curve). The fundamental band
gaps are shown by dashed vertical lines in corresponding colors. Red arrows
indicate experimental absorption peak positions (Refs. [26–29] and references
therein). (b) Position of the first maxima of the absorption Eopt and the fun-
damental band gap Eg obtained with BNL* and LDA functionals as function
of inverse number of repeat units. Results for the two longest polymers were
calculated using the 3-21G basis set, other results are obtained using cc-pvTZ.
The exciton binding energy is the di↵erence between Eg and the peak maximum
is illustrated by an arrow. The horizontal full line represents the experimental
energy of the maximum absorption for the infinite system (1.9 eV) [30].
arguments [43, 44]. These IP values approach their bulk limit asymptotically
linearly as M 1 (see Supplementary Material, Section 6.4, Table 6.4) for the
range of sizes studied and they do not fit the purely non-interacting asymptotic
dependence of M 2. By contrast, HF IPs are significantly closer to the experi-
mental values, deviating by less than 0.4 eV. The HF IPs also initially drop as
polymer size increases, but for a polymer of length exceeding a critical length lc
they quickly converge to an asymptotic value  "H(1), indicating localization
of the hole. This is documented in Table 6.1 and the related discussion in the
Supplementary material (cf. Figure 6.5), in which the derivative of  "H with
respect to the system size is analyzed. The computed IPs using BNL* and sGW
are in even better agreement with the available experimental data than those of
HF (Figure 6.1). They also show a localization transition for tPA chains longer
than 7.9 nm and PT polymers longer than 4.3 nm (details of this estimate are
provided in the Supplementary material). Using the results for polymers of
intermediate size (which do not exhibit localization yet) we can linearly extra-
polate to the limit M ! 1 and estimate the value of ionization potential if
no localization occurs; this yields IP values smaller by ⇡ 0.5 eV which can be
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viewed as the energy of spontaneous localization. While the asymptotic values
of the ionization potentials predicted by HF, BNL* and sGW are similar, the
BNL* and sGW critical length scales `c are larger than those predicted by HF.
This result is consistent with the tendency of HF to over-localize holes in finite
systems [45, 46].
To further strengthen the validity of the BNL* treatment (and indirectly
the G0W0 which agrees with the BNL*), in Figure 6.2 we compare its predicted
optical excitations Eopt and fundamental gaps Eg = "L   "H (where "L is
the energy of the lowest unoccupied eigenstate of the neutral system) in tPA
to experimental results, where available [26–29] (see Supplementary Material,
Table 6.6). The absorption spectra shown in the left panel of Figure 6.2 were
calculated using (adiabatic) time-dependent DFT [33, 47, 48]. It is seen that
the BNL* approach provides excellent agreement for optical gaps EBNL⇤opt in
comparison with experimental data. This is also illustrated in the right panel of
Figure 6.2, where the optical gaps Eopt are plotted as a function of 1/M and for
the largest system studied our results yield the value of the experimental optical
gap of the infinite system [30, 49]. In the right panel of Figure 6.2 we also plot
the fundamental gap EBNL⇤g . The values of EBNL⇤g for small systems are in
excellent agreement with previous G0W0 results [25]. Furthermore, EBNL⇤g
does not localize for the tPA lengths studied. Since, "BNL⇤H localizes within a
length scale of 7.9 nm the persistent change in EBNL⇤g for larger polymers must
result from a continued change in the eigenenergy "BNL⇤L . This suggests that
added negative charge does not yet localize for the tPA sizes studied and this
may explain why the finite size gaps are larger than the G0W0 gap of 2.1 eV for
L!1 [20, 50, 51]. Note, however, that the G0W0 gaps are rather sensitive to
the size of the unit cell and small changes of 0.005 nm in the position of the atoms
can lead to significant fluctuation of 2.0 to 4.2 eV in the gaps [52]. Since there
are no experimental measurements of the fundamental gap when L!1, it still
remains an open question as to the length scale at which electrons localize (as
opposed to hole localization, which already occurs at the system sizes studied).
To reach system sizes at which the electron localizes will probably require use
of stochastic approach for BNL* [53]. Finally, panel b of Figure 6.2 shows that
the exciton binding energy Eb = Eg Eopt is on the order of Eg/2 for the larger
systems, a value typical of other 1D conjugated systems [54], indicating that
neutral excitations are dominated by electron-hole interactions.
Up to now we have studied localization only from the point of view of energy
changes. It is instructive to also study localization in terms of the hole density,
which is the di↵erence  n (r) = nN (r)   nN 1 (r) between the ground state
density of the neutral (N) and the positively charged (N  1) systems. For non-
interacting electrons this quantity equals the density of the highest occupied
eigenstate, which is not localized. For interacting electrons, however,  n (r)
must be calculated as the di↵erence of densities obtained from two separate
self-consistent field DFT calculations and can thus exhibit a di↵erent behavior.
We have also ascertained that the same localization pattern emerges even when
an infinitesimal charge q ! 0 is removed, showing that localization of the hole
density occurs in the linear response regime.
Isosurface plots of the hole densities  n are given in the upper left and
middle panels of Figure 6.3 for the various methods (excluding sGW). In the
lower left and middle panels we show the cumulative hole densities ⇢ (z) =
102















































































































































































































































































































































































































































































































































































































































0 n (r0). In both types of representations it is evident
that LDA and B3LYP do not show localization of the hole density in any of the
systems studied and in ⇢ (z) they show linear monotonic increase. By contrast,
the HF and BNL* charge distributions localize as observed by change of ⇢ (z)
near the center of the chain. In PT this transition in ⇢ (z) occurs around one of
the S atoms closest to the center of the polymer, due to the lack of mirror plane
symmetry. For polymers with L > `c, the BNL* hole density hardly changes;
this is illustrated by the overlapping ⇢ (z) of polymers with two distinct length
that di↵er by 25% from each other (M=40 and M=50). This implies that the
size of the hole is no longer influenced by the polymer terminal points and is
thus independent of system size.
The extent of hole localization can be described by the second cumulant
  =
q´
 n (r0) (z0   z¯)2 dr0 (where z¯ = ´  n (r0) z0dr0). This is shown in the
right panel of Figure 6.3 for BNL*. For small sizes,   increases as L/
p
12,
consistent with a uniform hole density spread over the entire polymer. As L
increases beyond `c, BNL*   converge to an asymptotic value,  1 (Table 6.1),
while those of LDA continue to follow the linear L/
p
12 law (not shown).
It is important to note that the hole density  n (r) is dominated by the
minority-spin density changes: the orbitals having the same spin as the removed
electron redistribute such as to localize the hole density near the chain center.
On the other hand, the majority-spin orbitals remain nearly unperturbed and
thus do not contribute to  n (r). This fact reveals that localization is driven
by attractive non-local exchange interactions, existing solely between like-spin
electrons and the attractive interactions stabilizes the localized hole by ⇡ 0.5
eV. This notion is further supported by the fact that localization only appears
in methods that account for non-local exchange (HF, BNL*, and G0W0).
One of the interesting ramifications of the IP stabilization for polymer length
L > lc is the simultaneous stabilization of the BNL* range-separation parameter
 . This is because in the absence of hole localization the tuning criterion [39],
I + "H = 0 is expected to become automatically satisfied when (semi)local
functionals are used in the limit of infinite system size [45, 55–57] forcing  
(and with it the non-local exchange part of the functional) to drop eventually
to zero. It is only through localization that we are able to continue tuning, and
the range parameter attains finite asymptotic values of  tPA = 2.7 nm 1 and
 PT = 3.1 nm 1. The leveling of   with L was reported for PT [58], however,
it was not previously clear whether   would level-o↵ for tPA.
While HF supports partial localization (Figure 6.3), its hole density also
exhibits oscillations along the entire polymer length that do not diminish with
system size. These indicate a rigid shift of charge between neighboring atoms:
From double to single C-C bonds in tPA and from S to nearby C atoms for PT.
This is consistent with the tendency of HF to eliminate bond-length alternation
in the entire tPA polymer chain [59]. In order to examine this e↵ect we have
relaxed the structure of charged tPA with M=50 both for HF and BNL. The HF
results confirm the elimination of the bond length alternation and a contraction
of the central bond due to the charge extraction, as shown in the left panel
of Figure 6.4. BNL* on the other hand eliminates the bond-length alternation
only in the proximity of the localized hole density (right panel of Figure 6.4),
consistent with a localized polaron model.













































Figure 6.4: The C-C bond length in the charged M = 50 tPA polymer as
predicted by HF (left panel) and BNL* (right panel) obtained with the 3-21G
basis set. In BNL*, a polaron appears in the center of the polymer chain as
a reduction of the bond-length alternation, while in the region about 40 C-C
bonds away from the polaron, the alternation is increased to 0.007 nm, similar
to the experimental value of 0.008 nm for neutral chains [60].
perturbation theory, we have shown that positive charge carriers can localize
in 1D conjugated polymers due to a spontaneous, purely electronic symmetry
breaking transition. In this case, localization is driven by non-local exchange
interactions and thus cannot occur when (semi)local density functional approx-
imations are used. HF theory, which has non-local exchange, shows a local-
ization transition in a relatively small length-scale but predicts complete an-
nihilation of bond-length alternation upon ionization, irrespective of polymer
length. BNL*, which through tuning includes a balanced account of local and
non-local exchange e↵ects, provides an accurate description of the optical gap
in comparison to experiments and shows a localization transition with a length
scale (estimated from the leveling o↵ of the IPs) that agrees well with the sGW
approach. Moreover, BNL* predicts a localized disruption of the bond-length
alternation.
The localization phenomenon is driven by the same-spin attractive non-local
exchange interactions and therefore, cannot be explained in terms of classical
electrostatics. There is no reason to assume that the observed emergence of
the localization length `c in finite systems will not readily occur also in infinite
systems, where hole states near the top of the valence band are necessarily
infinitely degenerate.
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Calculations were performed using NWCHEM [61] with the cc-pVTZ and 3-21G
basis sets (the latter for the long systems). We model the polymers as planar
chains withM identical repeat units, of length `tPA1 =0.247 nm for a tPA repeat
unit which contains 2 carbon atoms and `PT1 = 0.782 nm for a thiophene repeat
unit which contains two thiophene rings (see insets in Figure 6.1). The identical
repeat units for each polymer were obtained as the central units of B3LYP/cc-
pVTZ optimized chains with 8 repeat units for tPA and 4 repeat units for PT.
Cartesian coordinates of of the repeat units in A˚, used to model tPA and PT,
are given in Tables 6.2 and 6.3. Note that in the case of PT we also model
polymers with odd numbers of thiophene rings. We intentionally performed
calculations without nuclear-geometry relaxations when adding repeat units in
order to observe purely the electronic localization independent of any lattice
distortion. We performed additional calculations with nuclear relaxation when
looking at bond length alternation (Figure 6.4).
atom type x [A˚] y [A˚] z [A˚]
C 5.65230 0.05154 5.00168
C 5.00000 1.23250 5.00000
H 6.73878 0.05646 5.00466
H 3.91366 1.23229 4.99703
Table 6.2: Position of atoms in the repeat unit of the tPA polymer.
atom type x [A˚] y [A˚] z [A˚]
C 9.78650 4.44954 8.36130
S 9.85070 1.25416 8.83650
C 9.76300 5.87687 8.36390
H 9.70500 3.85951 7.45640
H 9.66300 6.46822 7.46180
C 9.92300 3.90876 9.62660
C 10.00000 0.00000 10.00000
C 9.98130 2.50856 10.00200
C 9.88200 6.41670 9.63110
S 10.02300 5.16293 10.79570
C 10.14930 0.54054 11.26380
C 10.13860 1.96810 11.26490
H 10.24340 2.55868 12.16710
H 10.25727 -0.02888 12.11769




Since the system size of the polymers of interest is prohibitively large for com-
monly used many body perturbation techniques we employed a stochastic for-
mulation of G0W0 [38]. The key concept lies in the representing the complex
self energy in the statistical sense, i.e. by using a set of random states to charac-
terize the occupied subspace and to use random states to describe a propagator.
For details of formulation, see Ref. [38]. We here report results for the IPs of
thiophene polymers of large sizes, containing up to 962 valence electrons.
Our calculation used the Kohn-Sham potential and the charge density ob-
tained from a DFT calculation [62] with the LDA exchange correlation func-
tional [31] using Troullier-Martins norm conserving pseudopotentials [63]. The
cut-o↵ energy of 28 Eh and 0.5 a0 regular real space mesh were found su cient
to provide the total energies and eigenvalues converged to within 0.03 eV. The
number of real space points used in the calculation were converged with respect
to the total energy and the eigenvalue energies, and the mesh sampled regions
of at least 6 a0 from the position of the terminal H atoms. The LDA results
were then used to build the stochastic orbitals which are propagated in time to
obtain the screened Coulomb potential. In contrast to the original formulation,
we made direct use of the highest occupied orbital from the underlying DFT
calculation, i.e. this orbital was not described through a stochastic state. By
comparing results with di↵erent numbers of stochastic states we obtained res-
ults converged to better than 0.05 eV with 8 stochastic orbitals for the occupied
subspace and 100 stochastic orbitals used to couple the quasiparticle propagator
with the screened Coulomb potential (Eq. (9) in Ref. [38]). The stochastic eval-
uation of the self energy was obtained as a statistical average over more than
1500 iterations in each system studied.
6.4.2 Determination of `c, the critical length scale
Ionization potentials (IPs), expressed as the negative of the highest occupied
orbital energy -"H , obtained with the LDA functional drop asymptotically lin-
early with 1/M , where M is the number of repeat units , and can be fitted by
the form:
 "H (M) =  "H (1) +  "
M
, (6.1)
where  "H (1) is the IP for the infinite polymer and  " is a slope parameter.
Fit values for the calculated results are given in Table 6.4.
Due to size restrictions, we could not determine whether the B3LYP IPs
continue to drop, like those of LDA linearly with 1M or whether B3LYP local-
izes charge carriers (as e.g. BNL*) but on a considerably longer length scale.
Assuming the linear dependence in Eq. (6.1) holds also for B3LYP, .we have fit
our results for tPA and PT (Table 6.4).
The HF IPs converge quickly to the asymptotic value  "H (1), but clearly
in a nonlinear manner. We found that a good model for the energies is given
by the following equation (see the dashed lines in Figure 6.1):







The values of the model parameters,  "H (1),  ", M0 for which this model
best reproduces the calculated  "H (M) are given in Table 6.5. The critical
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Table 6.4: The ionization potentials model parameters (Eq. 6.1) for LDA and
B3LYP functionals.
Functional Polymer "H (1)/eV  "/eV M0 MC `c/nm  1/nm
HF
tPA -6.12 11.01 0.91 20 4.9 0.8
PT -6.41 11.99 0.18 4 3.1 0.9
BNL*
tPA -5.87 11.72 1.40 32 7.9 2.3
PT -6.69 14.57 0.22 5 4.3 1.4
Table 6.5: The IP model parameters (Eq. 6.2) and the resulting critical lengths
beyond which the IP changes by less than  "th = 0.1 eV. (Note: The critical
lengths are given in terms of the number MC of repeat units and in physical
length `c = `1MC where `1 is the length of a repeat unit). The estimated size
of the hole  1 in an infinite polymer is given as well (see Figure 6.3).
size MC is chosen according to the criterion that for all M > MC the deviation









This parameter is also shown in Table 6.5 and we foundM tPAC = 20 (`
tPA
c =
4.9 nm) for tPA and a much more localized hole MPTC = 4 (`
PT
c = 3.1 nm) for
PT. The fact that the IPs converge to their asymptotic values in HF and BNL*
calculations is illustrated also in Figure 6.5 where the derivative of  d"/d(M 1)
(obtained by finite di↵erences) is shown together with the analytical derivative
of our model (Eq. 6.2).
We applied the same polymer size-dependence analysis to IPs calculated us-
ing BNL* with local correlation (shown in Figure 6.5). Following Eqs. (6.2)
and (6.3) we find (see Table 6.5) a hole with M tPAC = 20 (`
tPA
c = 7.9 nm) for
tPAand considerably more localized MPTC = 5.5 (`
TP
c = 4.3 nm) for PT. Addi-
tionally, we also employed gradient corrected correlation functionals (PBEc [64]
and LYPc [65]) and found them to yield IP values lower by ⇠0.4 eV but their
dependence on M 1 has almost identical shape and the range separation para-
meters do not change significantly (< 0.2 nm 1) when LYP/PBE correlation is
used instead of LDA in the BNL* calculation.
6.4.3 Exciton Energy and Size
We calculated optical absorption spectra and fundamental gaps for selected tPA
polymers using adiabatic LDA, BNL* and TDHF approaches. The fundamental
(Eg) and optical gaps (Eopt) are reported in Table 6.6. We here provide a
more detailed discussion of the LDA and TDHF results as the BNL* results are
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Figure 6.5: The derivative of the ionization potential for (a) tPA and (b) PT
with respect to the inverse length of the polymer (given in the number of repeat
units M) is shown for results of LDA, BNL* and GW@LDA in green squares,
red triangles and black pentagons colors respectively. The analytical derivative
of the model fit given in Eq. (6.2) is shown by full line in respective colors.
The ALDA optical gaps EALDAopt are close to available experimental results
[26–29] but consistently lower by 0.2-0.3 eV. Furthermore, ELDAopt are larger
than the corresponding LDA fundamental gaps ELDAg , and hence E
LDA
b =
ELDAg  ELDAopt , the exciton binding energy, is predicted to be negative in LDA.
This corresponds to an unbound exciton (hole and electron do not attract and
stay close together). Even for the infinite polymer length the binding energy
does not become positive although ELDAb ! 0 in this limit (see the right panel
of Figure 6.2). The infinite length asymptotic limit of the LDA optical gap can
be obtained from fitting the results to the model of Eq. (6.2), leading to the
result ELDAopt (1) = 1.4 eV. This is 0.5 eV lower than the experimental estimate
of the infinite optical gap, Eexpopt (1) = 1.9 eV [30].
The TDHF results exhibit peaks shifting to lower energies with increasing
system size and in general very close to the experimental observations available
for small polymers. Since HF does not allow for binding an extra electron in the
system, i.e. the lowest unoccupied eigenvalue is larger than the vacuum level,
fundamental gaps of HF thus coincide with the ionization potentials and the
exciton is strongly bound. Extrapolating our results for long chains containing
up to 40 repeat units, the TDHF exciton binding energy in an infinite polymer
is significantly greater than 3 eV, with the maximum of the optical absorption
being at 2.7 eV, based on the model fit using Eq. (6.2). This is however sig-





BNL* LDA HF Exp.
Eopt Eg Eopt Eg Eopt Eg Eopt
1 7.74 11.02 7.81 5.59 7.49 10.12 7.65
2 5.95 9.48 5.60 3.85 5.98 8.68 5.92
3 4.92 8.41 4.52 2.99 5.11 7.95 4.95
5 3.82 6.65 3.37 2.16 4.55 7.48 4.02
8 3.03 5.38 2.51 1.63 4.16 7.18 -
10 2.72 4.87 2.17 1.44 3.51 6.69 -
16† 2.36 4.25 1.60 1.16 3.06 6.85 -
40† 1.97 3.77 1.03 0.92 2.77 5.99 -
Table 6.6: Fundamental (Eg) and optical gaps (Eopt) given in units of eV, for
various tPA polymers containing M repeat units. The two longest polymers
(M=16 and 40, indicated by a dagger) were calculated with the 3-21G basis set
while the rest of the results were computed with the cc-pvTZ basis set.
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7.1 Abstract
We review in detail the stochastic formulation of the GW approximation and
discuss the advantages of this formalism over common approaches. We employ
stochastic GW for calculations on large thiophene polymers in 1D (as isolated
chains) or 2D (as stacked polythiophene molecules), containing up to 1446 elec-
trons. We demonstrate the practical calculations of the self-energies and show
that with increasing system size the approach becomes e↵ectively less expensive.
leading to approximately linear scaling of the algorithm. For the 1D systems we
confirm the presence of a recently discovered spontaneous quasiparticle localiz-
ation, for the stacked polythiophene molecules the localization is not observed.
This suggests that the spontaneous quasiparticle localization is either limited
to 1D systems, or occurs on much larger lengthscales in higher dimensions.
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First principles calculations of electronic structure play central role in predicting
and understanding behavior of matter at the nanoscale, and their development
is one of the thriving fields in theoretical physics and chemistry. Highly accurate
methods can be applied only to small systems with few electrons. Density func-
tional theory (DFT) [1, 2] has proven to be a reliable tool for the prediction of
ground state properties, and with the currently available numerical implement-
ations and computational power, calculations for extremely large systems with
thousands of electrons [3–5] are possible. Nevertheless, DFT is limited to the
ground state and, in principle, cannot provide quasiparticle properties which are
often required. The only exception is the lowest energy needed to remove an
electron from the system (ionization potential) which it should predict exactly,
in principle [6, 7]. Nevertheless, DFT falls short in terms of accuracy and yields
ionization potential (IP) values with substantial deviation from experiment in
many cases [8–12].
Quasiparticle energies are crucial not only from a theoretical perspective,
but also for characterizing the possible excited states of systems under external
influence; most notably for the prediction and analysis of photoemission spectra
that directly characterize the electronic states within the system and ultimately
help to design new (opto)electronic devices [13–18]. Theories beyond DFT,
based on the many-body perturbation approach, are thus usually needed for
the description of quasiparticle states. An established technique is the GW
approximation [13, 19–23], which is the central point of this paper. Standard
implementations of GW pose significant computational demands [24, 25] and
are thus limited to relatively small systems with several tens of electrons. In
this paper, we review in detail a recently developed stochastic formulation of
GW [26] which overcomes many of the significant limitations and allows us to
calculate systems of unprecedented sizes, as it scales approximately linearly with
system size. We illustrate the technique on large thiophene polymers.
In a recent study [27] we have shown that in 1D strands of conjugated
polymers the ionization potentials become independent of the system length
and the associated quasiparticles (holes) spontaneously localize and break the
periodicity of the underlying ionic lattice. Our finding has a significant bear-
ing on the understanding of the formation of quasiparticles (QPs) in extended
1D systems and the theory of electronic structure in such systems: While the
individual ground state electronic eigenstates span the whole polymer and ul-
timately correspond to the Bloch states in an infinite system, the QP size is
finite and as such its properties depend solely on its immediate neighborhood.
Such spontaneous charge localization can be a precursor of other phenomena,
such as creation of self-trapped states [28–30], which subsequently lead to the
formation of polarons, bipolarons or solitons [31–35] that were observed to be
created by ionization on very short timescales [36]. Detailed understanding of
these processes is thus necessary for further wide technological application of
conjugated polymers in electronics [37–40].
In the present paper, we use the example of planar polythiophene (PT)
chains with ideal periodic geometry within the polymer chain and investigate
this phenomenon in 1D systems of increasing length. To determine whether
this behavior may be observed in systems with higher spatial dimensions, we
perform calculations on stacked PT molecules (containing up to 20 thiophene
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repeat unit
7.2 a0
Figure 7.1: Example of a system with three parallel stacked molecules of PT
with 3 repeat units in each layer (each containing 2 thiophene rings). Yellow
spheres denote S, black C and white spheres H positions. The distance between
two adjacent layers of PT is 7.2 a0.
rings in three layers - see Figure 7.1). The stochastic formulation of the GW
approximation [26] is used for systems which contain up to 1446 electrons. The
paper is organized as follows: In Section 7.3 we provide a detailed description of
the stochastic formulation of the GW approximation and emphasize its major
merits. Next we show its computational performance together with the actual
results for the PT polymers and a detailed discussion on the role of various
contributions to the QP energy (Section 7.4). Our findings are summarized
together with the implications for DFT in Section 7.5.
7.3 Stochastic formulation of the GW approxim-
ation
7.3.1 GW theory in the energy domain
From the perspective of many body theory, the dynamics of a quasiparticle
introduced in the ground state of the system at point r and time t = 0 is
described by a Green’s function G (r, r0, t), from which the probability amplitude
to propagate to point r0 within time t > 0 (for quasielectrons) and  t > 0 (for
quasiholes) is discerned. More accurately, the Green’s function is defined by
iG (r, r0, t) =
D
 N0
   T h ˆ (r0, t)  ˆ† (r)i    N0 E . (7.1)
The Fourier transform of the Green’s function to frequency domain can be
expressed in the Lehman representation as a sum of over poles (atomic units
are used throughout the paper) as:







h¯!   "N±1i ± i⌘
, (7.2)
where ! is the frequency and ⌘ is a small real number shifting the pole of G
along the imaginary frequency axis. The real poles of the function are the qua-




(the top/bottom sign corresponds
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to electrons/holes) where formally ENi is the i
th energy eigenvalue of the many-
body Hamiltonian for N electrons (ENi  ENi+1, i = 0, 1, 2...). The so-called









    ˆ† (r)    N0 E , (7.4)
where  Ni is the i
th eigenstate of the many-body Hamiltonian for Nelectrons
and  ˆ (r) / ˆ† (r) are the annihilation/creation operators of an electron at space
points r.












0) dr0 = "N±1i  
N±1
i (r) , (7.5)
which is similar to a Schro¨dinger equation, containing kinetic energy and po-
tential energy terms, but having mean electrostatic interaction term, given by
the Hartree potential energy
VH (r) =
ˆ
n (r0) v (|r  r0|) dr0, (7.6)
where n (r) =
P
i
   N 1i (r)  2 is the ground-state density of the N electron
system and v (|r  r0|) = e24⇡✏0|r r0| is the bare Coulomb potential energy, while
a non-local energy-dependent self-energy term ⌃ (r, r0,!) describes the many-
body exchange and correlation e↵ects. In actual applications, the self energy is
approximated using Hedin’s theory [19, 21–23]







G (r, r0,!   !0)WTO (r, r0,!0) e i!0⌧ .(7.7)
WTO (r, r0,!0) is the time-ordered screened potential energy of an electron at
r0 due to a unit charge placed at position r which can be obtained from the re-
tarded screened potential energy W (r, r0,!) by the following transform (omit-
ting r, r0for brevity) [41]:
WTO (!) = ReW (!) + sign (!) ImW (!) . (7.8)
When the quasiparticle is added to the system, it polarizes the electrons of the
system, creating a perturbation in electron density at point r00 of magnitude
nind (r| r00,!). The screened potential energy W (r, r0,!) at point r0 can then
be expressed in terms of two contributions: the bare Coulomb potential energy
v (|r  r0|) from to the quasiparticle itself, and the potential energy due to the
induced density perturbation nind (r| r00,!), resulting in
W (r, r0,!) = v (|r  r0|) +
ˆ
nind (r| r00,!) v (|r00   r0|) dr00. (7.9)
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Finally, the induced density can be calculated from linear response theory using
the reducible polarizability   (r, r0,!), i.e. the Fourier transform of the response
function:




which describes the density perturbation  nind (r0,!) at r0 induced by an ex-
ternal potential perturbation  vext (r). In our case  vext (r) is the Coulomb
potential of the added quasiparticle and thus equals to v (|r  r000|). This then
yields the final expression for W :
W (r, r0,!) =v (|r  r0|)+¨
v (|r  r000|)  (r000, r00,!) v (|r00   r0|) dr00dr000. (7.11)
It should be noted that the screened potential W , can be in principle obtained
from the Green’s function itself [13, 19, 21–23]. However, in our work we cir-
cumvent this as we will show below.
To summarize the above description, the GW approximation involves the
following algorithm applied until self consistency is achieved:
GW Algorithm
1. Set iteration number i = 0 and a starting approximate self energy ⌃0.
2. Solve the single particle equations (Eq. 7.5) with ⌃i as the self energy and
obtain the Dyson orbitals  N±1 and energies "N±1.
3. Using  N±1 and "N±1 within the Lehman representation of Eq. (7.2)
obtain the Green’s function for the ith iteration, Gi.
4. Combining Gi and the screened potential energy W of Eq. (7.11), use
Eq. (7.7) to obtain a new estimate for the self-energy ⌃i+1.
5. Increment i! i+ 1 and repeat steps 2-4 until convergence.
7.3.2 The G0W approach based on a Kohn-Sham reference
A numerical implementation of the full GW approach as described in the previ-
ous subsection is extremely demanding when large systems are treated. For this
reason we follow Ref. [20] and take the Kohn-Sham (KS) system as a reference
from which the starting self-energy ⌃0 (in the algorithm above) is taken and
then the QP energies are computed through a first order perturbation approach
avoiding the self-consistency cycle altogether. This method is commonly called
the G0W approximation.
In KS-DFT a system of non-interacting fermions trapped together in the
so-called KS potential well VKS (r) is found, such that its ground state density
is identical to that of the physical electronic system. Each of these fermions
must be in a distinct eigenstate  i (r) of the KS Hamiltonian,
hˆ i (r) = "i i (r) , (7.12)
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with hˆ =   h¯22mer2 + VKS (r). It is customary to order the KS eigenvalues of
hˆ such that "i < "i+1, i = 1, 2, .... The first N eigenvalues are considered “oc-
cupied” while all other eigenstates are “unoccupied”. Because the particles are
non-interacting the KS states  iN (r) are the quasihole Dyson orbitals of the
non-interacting system. Similarly,  i>N (r), are the corresponding quasielec-
tron Dyson orbitals. We will henceforth assume that the KS states are real.
The common KS potential VKS (r) is given in terms of the external (nuclear)
potential, the Hartree potential and a so-called exchange correlation potential
VXC (r), which is usually a local or semilocal functional of the density:
VKS (r) = Vext (r) + VH (r) + VXC (r) . (7.13)
By inserting this expression for VKS (r) into Eq. (7.12) we find, upon compar-
ison to Eq. (7.5), that the di↵erence between the quasiparticle equation of the
interacting particles and that of the non-interacting ones is the replacement of
VXC by ⌃.
If the di↵erence ⌃   VXC is small in some sense, we can use perturbation
theory to find a first order correction for the quasiparticle energy based on the
KS calculation and write
"N 1i   "N i ⇡
D
 N i
   ⌃ˆ1  h¯ 1"N 1i    VˆXC    N iE (7.14)
and
"N+1i   "KSN+1+i ⇡
D
 N+i+1
   ⌃ˆ1  h¯ 1"N+1i    VˆXC    N+i+1E , (7.15)












h¯!   "i   i⌘ +
1  fi
h¯!   "i + i⌘
 
.
Symbolically we therefore write: ⌃ˆ1 = G0W , hence the name G0W approx-
imation, which in essence is the first SCF iteration in the GW algorithm. In
Eq. (7.16) fi is the orbital occupation, equal to 1 for occupied KS states and 0 for
unoccupied states. One can also write fi as the zero temperature Fermi-Dirac
occupation fi = f (µ  "i) = lim !1 F  (µ  "i), where
F  (µ  ") = 1
1  e (" µ) (7.17)
is the Fermi-Dirac function and µ = "N+1+"N2 is the zero temperature limit of
the chemical potential. This choice of µ ensures that the number of occupied
KS eigenstates is equal to the number of electrons:
P
i fi = N , as appropriate
for non-interacting fermions.
The actual equation we solve for estimating for the lowest energy quasihole







h¯⌦ (") = "KSN +
D
 N
   ⌃ˆ  h¯ 1"   VˆXC    NE . (7.19)
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Summarizing, the G0W approach involves the following procedure: First, a
Kohn-Sham DFT calculation is performed on the system, determining the KS
eigenstates and eigenvalues from which G0 is defined. This is equivalent to steps
1-3 of the GW algorithm for the first iteration (i = 0). Next, the first cycle
approximation to ⌃1 is used in a perturbative way to estimate the correction to
the quasiparticle energy using Eqs (7.14) and (7.15).
7.3.3 GW in time domain
The G0W approximation of the previous subsection, while considerably sim-
plifying the full GW approach, is still a numerical challenge for systems of
appreciable size. The numerical e↵ort typically scales proportionally to N4 or
N5 [24, 25]. We will now focus on the stochastic GW formulation [26] (sGW )
which allows for a linear scaling G0W and can hence be applied to very large
electronic systems.
In order to develop a stochastic formulation of the G0W method, we move















h¯!   "i ⌥ i⌘
d!
2⇡
= ±ie i"it/h¯✓ (⌥t) , (7.21)
where ✓ (t) is the Heaviside function, we find:
iG0 (r, r





0) i (r) e i"it/h¯ [(1  fi) ✓ (t)  fi✓ ( t)] . (7.22)
Hence, the Green’s function can be expressed as a matrix element of the Green’s
operator G0 (r, r0, t) =
D
r0
   Gˆ0 (t)    rE, where
Gˆ0 (t) = Gˆ
>
0 (t) ✓ (t)  Gˆ<0 (t) ✓ ( t) (7.23)
is given in terms of the the greater/lesser evolution operators for the quasielec-
tron/quasihole, namely















We note that at time t = 0 the lesser Greens function gives the density matrix:⌦
r0
  iG<0 (0)   r↵ = hr0 |fµ| ri = n (r, r0) . (7.26)
In terms of the time domain Green’s function the G0W approximation for the
self energy is
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where the symbol t+ means that in cases where the ordering of times is import-
ant, the time in the expression for WTO should be assumed infinitesimally later
than t. WTO (r, r0, t) is the Fourier transform of WTO (r, r0,!) given in terms
of the retarded screened potential W (r, r0,!) (Eq. 7.8). The Fourier transform
of W (r, r0,!), can be written as:
W (r, r0, t) = v (|r  r0|)   (t) +WP (r, r0, t) . (7.28)
The meaning of W (r, r0, t) can be elucidated by considering the following
problem: Suppose we add an external charge n1 (r) to the system and remove
it an infinitesimally small time  ⌧ later, and then we monitor the change in
potential energy of a “test-charge density” n2 (r0) a time t later (t   0). This
energy is described by the screened potential energy as:
 E (t) =  ⌧
¨
n1 (r)W (r, r
0, t)n2 (r0) drdr0. (7.29)
Immediately following the addition of the charge, the system’s electrons have




0) v (|r0   r|) dr0. (7.30)
Hence, we may write
 E (t) =   (t)
ˆ
v1 (r)n2 (r) dr+  EP (t) , (7.31)
where the first term is the instantaneous bare interaction between the external
potential and the test charge distributions n2 (r). The second term,
 EP (t) =  ⌧
¨
n1 (r)WP (r, r
0, t)n2 (r0) drdr0, (7.32)
is a “polarization” energy, stemming from the interaction between the test
charge density and the induced density change  nind (r, t) in the system:
 EP (t) =
¨
 nind ⌧ (r, t) v (r, r
0)n2 (r0) drdr0. (7.33)
We note that  nind1 (r, t) can be described by the retarded reducible polarization
function:
 nind ⌧ (r, t) =  ⌧
ˆ
v1 (r
00)  (r00, r, t) dr00. (7.34)
The self-energy of Eq. (7.27) can be written as a sum of an exchange at time
(slightly less than) zero and a polarization self-energy ⌃P (r, r0, t):




+ ⌃P (r, r
0, t) . (7.35)
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For the exchange energy we have to use G (0 ) =  G<0 (0), which follows from
Eq. (7.23) and thus:
⌃X (r, r
0) =  n (r, r0) v (|r  r0|) . (7.36)
The polarization self-energy is:
⌃P (r, r





These exchange and polarization self energies are non-local operators. Applica-
tion of these operators to a wave function leads to high algorithmic complexity
which prevents the use of GW in large systems. As we now show, a stochastic
formulation of the GW theory allows for an e cient evaluation even for large
systems.
7.3.4 Stochastic representation of G0 in real time
Application of the KS and GW methods require a representation of the single
particle Hilbert space. We use a real space 3D Cartesian mesh of equally spaced
grid points rijk = (ixˆ+ jyˆ + kzˆ) d, where xˆ, yˆ, and zˆ are unit vectors in the
Cartesian x, y and z directions, i, j and k are integers and d is the grid spacing.
For economy of notation we usually drop the ijk subscript. A mesh for sys-
tems of current interest usually consists of 105   107 grid points. The Green’s
function Gˆ0 (t) thus becomes a huge matrix G0 (r, r0, t), so a more economic
representation is mandatory.
For this, we introduce a set of random states on the mesh:





where 0  # (r) < 2⇡ is a random phase variable at each grid point r. It is
possible to show that the expectation value (expressed by an over-bar) of the
projection |⇣ ih ⇣| is equal to the unit matrix,
|⇣ih⇣| = 1ˆ (r, r0) =  rr0 , (7.39)
giving a “stochastic resolution of identity” [42]. In practical calculations we es-
timate the expectation values using the average of a finite sample of N⇣ random
states. According to the central limit theorem this average will converge to the
expectation value as N⇣ !1 (for a discussion of convergence of the stochastic
estimates see Section 7.4.1).
The fact that |⇣ ih ⇣| is the unit operator means we can insert it into any

























   Gˆ<0 (t)    rE = ⇣< (r0, t) ⇣< (r), (7.41)
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where






⇣< (r0, t) = ✓ ( t) hr0| e ihˆt/h¯   ⇣<↵ . (7.43)
A similar representation can be obtained for the greater Green’s function:
ih¯G>0 (r, r
0, t) = ⇣> (r0, t) ⇣> (r), (7.44)
where
⇣> (r0, t) = ✓ (t) hr0| e ihˆt/h¯   ⇣   ⇣<↵ . (7.45)
Note that ⇣> at t = 0 is obtained from ⇣   ⇣<. The final form of the Green’s
function is
G0 (r
0, r, t) = ⇣> (r0, t) ⇣> (r)  ⇣< (r0, t) ⇣< (r). (7.46)
In practice, the stochastic wave function ⇣< in Eq. (7.42) can be represented as




where ⇣i are defined by the recursive iteration
⇣i+1 = 2hˆN⇣
i   ⇣i 1 (7.48)
and ⇣0 = ⇣, ⇣1 = hˆN⇣. hˆN is the shifted-scaled Hamiltonian hˆN =
hˆ E¯
 E , de-
signed such that its eigenvalues are in the interval [ 1, 1], where E¯ = Emax+Emin2
and  E = Emax Emin2 ; Emax and Emin are the maximum and minimum eigen-
values of hˆ. The series is truncated to include only a finite number of terms
NC , which is governed by the size of the gap [43].
The series in Eq. (7.47) and the iteration scheme of Eq. (7.48) result from




and allow a consid-
erable simplification of the computational problem by embedding it in a Krylov
subspace of much smaller size than the original Hilbert space.




Using Eq. (7.26) we can express the density matrix as an average over a product
of the occupied-projected stochastic states:
n (r, r0) = ⇣< (r) ⇣< (r0). (7.49)
It is important to note that we never form the matrix n (r, r0) and use the above
expression instead. This leads to a simplified calculation of the expectation value
of the exchange energy
D
 i
   ⌃ˆX     iE =  ˜  i (r0) i (r)n (r, r0) v (|r  r0|) drdr0
in Eq. (7.36), where the 6-dimensional integral is calculated as an average of
two 3 dimensional integrals, each of which scales linearly with system size.
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The detailed procedure involves an auxiliary stochastic density ni (r) =
 i (r) ⇣< (r) and its Hartree potential, calculated as
Vi (r) =  
ˆ
v (|r  r0|)ni (r0) dr0, (7.50)
with which the expectation value of the exchange energy is the average of the
integral of the potential with the auxiliary density:D
 i
   ⌃ˆX     iE = ˆ ni (r)Vi (r) dr. (7.51)




Similar to ⌃X , we will evaluate
D
 i
   ⌃ˆP (t)    iE directly from Eq. (7.46) which
for occupied KS states leads toD
 i
   ⌃ˆP (t)    iE =  ¨ dr⇣< (r) i (r)WTOP (r, r0, t) i (r0) ⇣< (r0, t) dr0. (7.52)
We have two quantities that depend on time t, and using a stochastic orbital
 (r) (exploiting the identity  (r00) (r0) =   (r00   r0)) we separate them to
form an average of a product of time-dependent functions:D
 i
   ⌃ˆP (t)    iE =   ETOP (t)
 ⌧
O (t), (7.53)
where the overlap and energy components are
O (t) =
ˆ
 (r) i (r) ⇣
< (r, t) dr (7.54)
and





0, t) (r0) dr0dr, (7.55)
respectively.  ⌧ is a small time interval (see below).
Referring to Eq. (7.32) we see that the second term is the screened potential
energy change when two stochastic charge distributions n1 (r) = ⇣< (r) i (r)
and n2 (r0) =  (r0) interact in the presence of the system.
While the evaluation of O (t) is straightforward, the calculation of  ETOP (t)




⇣< (r0) i (r0) v (|r0   r|) dr0. (7.56)




 nind ⌧ (r, t) v (|r  r0|) (r0) dr0dr. (7.57)
This requires knowledge of the induced density  nind ⌧ (r, t), defined in Eq. (7.34),
and is estimated using time dependent (TD) DFT [44, 45]. We expose the
system to an impulse potential v1 (r) for an infinitesimal duration  ⌧ . Then,
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 nind ⌧ (r, t) is expressed as the di↵erence between the time propagated density
and the ground-state density of the system:
 nind ⌧ (r, t) =
NX
n=1
| n (r, t)|2   n (r) , (7.58)
where  n (r, t) (n = 1, 2, . . . , N) are the time-dependent KS orbitals. The e↵ect
of the impulsive potential is achieved by perturbing each state  n (r, t) at time
t = 0:
 n (r, t = 0) = e
  ih¯ v1(r) ⌧ n (r) . (7.59)










0, t) v (|r  r0|) dr0
◆
  (r, t) . (7.60)




e↵ort. If we want to use the full set of occu-
pied KS orbitals, this will lead us right back to a high scaling algorithm which we
wanted to avoid. Therefore, in Eq. (7.60) we use the stochastic representation
of the time dependent density,
 n ⌧ (r, t) = |⇠< ⌧ (r, t)|2   |⇠< ⌧=0 (r, t)|2, (7.61)








|⇠< ⌧ (r0, t)|2   |⇠< ⌧ (r0, 0)|2
⌘
v (|r  r0|) dr0
◆
⇠< ⌧ (r, t) ,
(7.62)
starting from the perturbed ( ⌧ > 0) or unperturbed ( ⌧ = 0) occupied-
projected stochastic orbitals:
⇠< ⌧ (r, 0) = e
  ih¯ v1(r) ⌧ ⇠< (r) . (7.63)
Note that the even without a perturbation, namely when  ⌧ = 0, the stochastic
orbitals are not stationary since they do not start as the eigenstates of the KS
Hamiltonian hˆKS . The induced density is thus given as
 nind ⌧ (r, t) =  n ⌧>0 (r, t)   n ⌧=0 (r, t) . (7.64)
Using this equation we evaluate Eq. (7.57) and obtain  EP (t). Note that the
induced density in Eq. (7.64) and the resulting screened potential energy change
are retarded (causal) quantities, but the GW formalism requires use of time-
ordered ones. As mentioned earlier the di↵erence between the time-ordered
and retarded quantities is clearly observed in the frequency domain (Eq. 7.8).
The behavior of the time-ordered screened potential WTO in the complex fre-
quency plane is governed by  TO – in the same way as W is related to   in
Eq. (7.11) –, which has poles at the excitation energies of the system. While
the retarded function is holomorphic in either upper or lower half-plane, the
time ordered function exhibits poles for both positive and negative complex
frequencies. This can be viewed as a consequence of Eq. (7.21), in which the
imaginary parts of the denominator in the frequency domain change its sign for
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positive and negative times in the time domain. We can thus transform the
retarded potential into the time-ordered one by requesting these properties to
hold through Eq. (7.8). Since the properties of  EP (t) are governed by W , we
can employ the same type of transformation here. We first multiply  EP (t) by
a regularization function exp
   2t2/2  and perform the Fourier transform to
the frequency domain, obtaining  EP (!). Here we choose   such that the range
of the Fourier transfom is finite. We select the maximum time of propagation
⌧ , employed in the evaluation of  nind (Eq. 7.57), such that ⌧ = 3/ . The time
ordered screened potential energy is then obtained as
 ETOP (!) = Re EP (!) + sign (!) Im EP (!) , (7.65)
which is transformed back to time domain, yielding  ETOP (t). Finally we can
evaluate the expectation value of the polarization part of the self energy by
Eq. (7.53).
7.3.7 Algorithm for sGW
In the two preceding subsections, we have shown how the expectation values
of the exchange and polarization part of the self energy are obtained in prin-
ciple; here, the practical implementation will be summarized. The evaluation
of ⌃X is straightforward and is performed with several ⇣< (for actual numbers
see the section on convergence of the sGW algorithm). The polarization part
⌃P requires closer inspection. The crucial aspect of the evaluation of ⌃P is
the description of the induced density (Eq. 7.64) which requires substantially
more stochastic states to average over in comparison to the Green’s function
(Eq. 7.46).
Since the evaluation of the exchange and polarization part of the self energy
is independent of each other, we have the freedom to use the stochastic states
for di↵erent purposes in each computational step. In practice, the expectation
value of the self-energy – applied to the eigenstate  i of the KS Hamiltonian –
is obtained by performing the following steps:
1. We take N⇣ stochastic states ⇣ which are used to calculate the expectation
value of ⌃X (Eq. 7.51) via the auxiliary potential (Eq. 7.50).
2. We take again the same stochastic states ⇣ (sic!), which are now used to
describe the induced density (Eq. 7.64).
3. We take a single random state ⇠ to characterize the occupied/unoccupied
subspace ⇠</⇠> and propagate it as in Eq. (7.43) to yield the Green’s
function.
4. For each choice of ⇠, we pick a new set of N stochastic states  to describe
the resolution of identity (Eq. 7.53).
5. Using the KS state   and the random states  and ⇠ we calculate N 
overlaps O (t), defined in Eq. (7.54) as O (t) =
´
 (r0) i (r0) ⇠< (r0, t) dr0.
6. Using the KS state   and the random states  , ⇠ we calculate the N 
retarded potential energy  EP (t) defined in Eq. (7.57).
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7. We perform the time-ordering transformation given in Eq. (7.65) on each
of the N functions  EP (t).
8. We combine the results of steps 2-7 and obtain the expectation value of
⌃P via Eq. (7.53).
9. We combine ⌃X with the Fourier transform of ⌃P to the frequency domain
and calculate the quasiparticle shift via Eq. (7.19).
10. Steps 1-9 are repeated till the quasiparticle shift is converged.
Note that the whole algorithm is repeated many times. A single state ⇠ in each
iteration was found to be fully su cient as the convergence is driven by how
accurately  nind is obtained at each step. To clarify we illustrate the algorithm
in Figure 7.3.7.
Figure 7.2: A schematic representation of the evaluation of the self energy
components ⌃X and ⌃P through the stochastic GW formalism. The figure
depicts a single iteration and is repeated N times; the resulting self energy is
averaged over N iterations and the procedure is repeated till a desired accuracy
in ⌃ is reached. The random states generated at the beginning of each iteration
are shown in the top row. The auxiliary quantities which are derived in Section
7.3 are shown in gray rectangles in the middle and are combined to calculate
the individual contributions to the self energy shown in green circles.
7.3.8 Discussion of the computational aspects of stochastic
GW
The conventional methods construct G0 (r, r0, t) and W (r, r0, t) from the KS
eigenstates and the self energy is obtained as a 6-dimensional integral over space
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(i.e. all real-space points on the regular grid). This represents a computationally
demanding task and inhibits the use of such methods for large systems. In
the stochastic approach, we are able to decouple the integration to obtain 3-
dimensional integrals. This is shown in the preceding sections for both ⌃X
and ⌃P . Hence, the complexity of the calculation reduces significantly and
scales approximately linearly with system size, allowing us to treat systems of
unprecedented sizes.
Furthermore, note that the stochastic approach reduces the workload by
using the Chebyshev projection: The conventional approaches construct the
Green’s function, polarizability and the screened potential directly from the KS
eigenstates, yet again such computations are demanding as the eigenstates have
to be stored and form a bottleneck limiting the maximum size of the system
which can be treated with current computational resources. This has already
been mentioned in the preceding section when the evaluation of the induced
density was discussed. The Chebyshev expansion of the Fermi-Dirac occupa-
tion function (Eq. 7.47) allows us to obtain the occupied subspace from the
stochastic states. This represents a considerable simplification and translates
the problem to a Krylov subspace of much smaller size than the original Hil-
bert space. In practice, we employ the projection to obtain: (i) the auxiliary
potential (Eq. 7.50) used to calculate ⌃X ; (ii) the Green’s function for the po-
larization part of the self energy; and (iii) the induced density which is used to
calculate the polarization potential.
Finally, note that in the conventional GW approaches the polarization po-
tential is calculated via an explicit evaluation of the inverse dielectric function
✏ 1. While it can be obtained directly from the reducible polarizability as men-
tioned above (Eq. 7.11), it is more common to first evaluate the dielectric func-
tion ✏ (via the irreducible polarizability constructed from the Green’s function
[19, 21–23]) and then invert it to obtain ✏ 1. While this method is consistent
with the original formulation of Hedin’s equations and allows for their iterative
solution to self-consistency, it is actually applied even when a G0W approach
is used. Given that the dielectric function is evaluated for a large number of
frequencies, and for each given frequency it represents a matrix that depends on
two coordinates r and r0, inversion of ✏ represents another limiting factor that
e↵ectively determines the maximum size of the system that is computationally
accessible.
Aside from exceptions [46], the dielectric function usually employs the eval-
uation of the polarizability via the Adler-Wiser relation [47, 48] which requires
explicit sums over a large number of unoccupied states. This significantly in-
creases the size of the dielectric matrix at given frequency and – due to the
computationally demanding matrix inversion – makes such GW calculation ex-
pensive. As mentioned earlied, in our approach, the explicit evaluation of ✏ 1 is
avoided (though it is possible in principle), and we directly evaluate the screened
potential via TDH or TDDFT equations. The former approach has been ap-
plied here and is equivalent to the commonly used random phase approximation
(RPA). Note that in Eq. (7.60) we can readily go beyond the RPA approach,
i.e. we include not only the induced Hartree potential, but also the term describ-
ing change in the exchange and correlation potential. In such an approach, the
screened potential will also include the mutual quasiparticle interactions [13],
and this will be examined further in future studies.
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7.4 Results and Discussion
7.4.1 Convergence of the sGW calculations
In the following, we model the PT polymers as planar chains with M identical
repeat units which contain two thiophene rings (length `PT1 = 0.782 nm, cf. Ref.
[27]). Moreover, we construct 2D systems formed by stacking three individual
PT chains with a distance of 7.2 a0 as illustrated in Figure 7.1.
For our starting DFT calculations we use the Chebyshev filtering approach
[49] with an local density approximation (LDA) XC functional [50] using Troullier-
Martins norm-conserving pseudopotentials [51]. A cut-o↵ energy of 28 Eh and
a 0.5 a0 regular real space mesh are found su cient to converge the total ener-
gies and eigenvalues to within 1 mEh. The number of real-space points used in
the calculation is converged with respect to the total energy and the eigenvalue


























Figure 7.3: Convergence of the QP energy with respect to the number of iter-
ations N and number of stochastic orbtials N⇣ . Shown are results for PT with
8 thiophene rings (M = 4), containing Ne = 194 valence electrons. The QP
energy is the intersection of the grey line (frequency !) with "KS+⌃ (!) V KSxc
(given at the ordinate). The converged result is shown by the curve for N⇣ = 8
and N = 2940, and the QP energy does not change if N is further increased.
We note that for N⇣ = 8 and N = 1680 the resulting QP energy is converged
to better than 0.05 eV. The figure also shows that for N⇣ = 15 increasing N
reaches the same limit, but converges to the asymptotic value much faster.
We then use the KS results, namely the highest occupied eigenstate  H
and its energy "H for evaluating the expectation values of the GW self-energies
(Eqs. 7.14 and 7.15). Many parameters control the calculation and should be
su ciently converged towards their asymptotic value: the Chebyshev expansion
length NC , the strength of the perturbation  ⌧ , the temporal grid spacing  t,
the temporal damping factor  , the number of iterations N and the number
of random orbitals  and ⇣ in each iteration (N and N⇣). The actual values
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Figure 7.4: Results for PT with 16 thiophene rings (M=8), containing 386
valence electrons, obtained with N⇣ = 8 stochastic orbitals. The "KS +⌃ (!) 
V KSxc lines are obviously well behaved and converge over wide range of energies
when the number of iterations is N = 960. The QP energy is the intersection of
the gray line (frequency !) with "KS+⌃ (!) V KSxc (given at the ordinate). The
di↵erence between QP energy obtained for N = 960 and N = 1920 is < 0.01 eV.
selected for these parameters must be checked carefully in order to achieve
the desired accuracy and optimal performance. Some of the parameters have
small influence on the outcome of the calculation: the temporal grid spacing
 t = 0.05 a.u. (used in Eqs. (7.43), (7.45) and (7.60)) and the strength of
the perturbation  ⌧ = 0.001 a.u. used to calculate the reducible polarizability
(Eq. 7.59). We use N = 100 for the resolution of identity (step 3 of the
algorithm) and found that the final quasiparticle energy was rather insensitive
to the precise value of N . It is also worth noting that the value of N has
little influence on the overall computational cost. We use NC = 50, 000 for
the Chebyshev expansion (Eq. 7.47), corresponding to a value of the inverse
temperature   = 200 E 1h .
The accuracy and stability of the stochastic approach is mainly governed by
the states propagated in time to describe the induced density. A finite number of
stochastic orbitals can be propagated only for a limited time as the response to
an external impulse (Eq. 7.59) gets amplified with increasing time leading to an
instability [52]. As mentioned, the maximum time of propagation is governed
by the damping factor   used to perform the Fourier transform. In our case a
factor of   = 0.04 a.u. 1 was found optimal if the number stochastic states ⇣
used to describe the induced density  nind is N⇣ = 8. While the parameter  
can be further reduced when higher values of N⇣ are used, this is not deemed
necessary since we find that the estimated value of the quasiparticle energies is
su ciently converged (see Figure 7.4.1).
Finally, besides the above mentioned parameters, the whole sGW algorithm
outlined in Section 7.3 and illustrated in Figure 7.3.7 is evaluated inN iterations,
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i.e. the self energy ⌃ (r0, r,!) in Eq. (7.19) is averaged N times. The QP
energies are converged with respect to the number of stochastic orbitals (N⇣)
and iterations (N); converged results are obtained for N⇣ = 8 and N > 1800.
If a larger value of N⇣ is selected (e.g. N⇣ = 15) the number of iterations
needed for convergence is in fact lower. This is illustrated in Figure 7.4.1 for
PT with 8 thiopehene rings, where the fully converged result is shown by a
black line for N⇣ = 8 and N = 2940. For comparison, a result with N⇣ = 8 and
N = 1680 is shown, for which the QP energy deviates from the asymptotic value
by < 0.05 eV. For the same number of iterations (N = 1680), but higher number
of stochastic states (N⇣ = 15), we observe faster convergence of the QP energies
and the deviation is < 0.2 eV. Furthermore, with increasing system size, the
number of iterations N required to reach a given level of accuracy decreases.
This is illustrated in Figure 7.4.1, where results for PT with 16 thiopehene rings
are shown. Using N⇣ = 8, we find that the QP energies obtained with N = 960
are practically indistinguishable from the result for N = 1920, their di↵erence is
< 0.1 eV. The fact that the number of iterations decreases rapidly with system
size is one of the reasons for the overall linear scaling of the stochastic GW
approach as discussed previously [26].
7.4.2 Ionization potentials of the PT chains
In DFT, the ionization potential is taken as a negative of the highest occupied
eigenvalue  "H . However, calculations with (semi)local density functionals suf-
fer from delocalization error, which also leads to spreading of the hole density
over the whole system preventing localization [27]. As a consequence the LDA
results for "H not only severely underestimate the IPs of the polythiophene
chains with respect to experiments, but for large polymers the ionization po-
tential shows a dependence of 1/L. For comparison, we also show calculations
with optimally tuned range-separated hybrid functional (BNL*) [45, 56–58] in
which the delocalization error is minimized by enforcing the IP theorem [10, 59],
EN 1 EN = "H , where EN is the total energy of N -particle system. The ioniz-
ation potentials obtained with BNL* show a completely di↵erent behavior from
the LDA results, and for large systems the IPs become independent of system
size.
We emphasize that the localization of the hole inherently captures the re-
sponse of the system to the excess charge. The density of the hole in the system
is thus given as
 n (r) = nN (r)  nN 1 (r) , (7.66)
where the superscripts N and N 1 denote the density evaluated for the neutral
system and a cation.  n (r) thus does not correspond to the density of the
highest occuppied eigenstate | H |2 which is not necessarily localized [27]. We
use the LDA results in which  H spans the whole system and calculated the
quasiparticle correction from Eq. (7.19) for the highest occupied KS eigenstate
"H . The GW estimates of the IPs are shown in Figure 7.4.2. The QP energy is
shifted substantially towards better agreement with experimental data available
and becomes independent of the system size, consistent with the BNL* results.
Our results can be fitted by
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Figure 7.5: Results for PT containing between 1 and 20 thiophene rings (M=0.5
- 10). The full green circles represent the underlying LDA calculations for
single PT strands while open green circles show results for the stacked molecules
(illustrated in Figure 7.1). The quasiparticle energies calculated with the one-
shot stochastic GW method on top of the LDA starting point are shown by
full and open black circles for the single PT strands and three stacked layers of
PT, respectively. DFT results obtained with optimally-tuned range-separated
hybrid functional (BNL*) from Ref. [27] are shown for comparison in open red
triangles. Experimental data shown in gray circles were taken from Refs. [53–
55].
shown by dashed lines in Figure 7.4.2. The values of I1 = 6.4 eV,   = 10.1 eV,
M0 = 0.25 reproduce the calculated IPs best. The critical size MC is chosen









From the results we estimate that the hole energy becomes independent of the
polymer size for M > 5.5 repeat units, i.e. 11 thiophene rings. This corresponds
to a length of 4.2 nm, in close agreement with BNL*. This not only validates our
DFT results on spontaneous hole localization in the sytems considered, but also
strengthens the optimal tuning procedure employed with the BNL* functional.
Note that in LDA vXC (r) is local and cannot provide an eigenstate energy
independent of system size if  H is delocalized. Nevertheless, if LDA is used
as a starting point for (even single shot) GW , the QP corrections calculated
through Eq. (7.19) lead to qualitative change in the description of the charge
removal.
To investigate this further, we evaluated Eqs. (7.36) and (7.37) independ-
ently and the individual contributions to the QP shift are shown in Figure 7.4.2.
The polarization part of the self energy ⌃P is relatively small (⇠ 0.5 eV) and de-
creases slightly with system size. Our results for single polythiophene strands do
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Figure 7.6: Contributions to the quasiparticle corrections for PT containing
between 1 and 40 thiophene rings (M=0.5 - 20), with up to 962 valence electrons,
for the single PT chains and between 1 and 20 rings in each layer for the stacked
chains. The purple circles show the contribution stemming purely from the
exchange part of the self energy ⌃X given in Eq. (7.36). The contribution
solely from ⌃P (Eq. 7.37) is shown in black circles. The filled circles stand for
calculations with a single PT strand while open circles represent the results for
the stacked systems.
not indicate a significant change in the behavior of ⌃P for long polymer chains.
On the other hand, the magnitude of the ⌃X contribution to the QP correc-
tion dominates: For small systems it is large (-2.6 eV for the single thiophene
molecule) and it decreases significantly with polymer size. For large systems
however, it becomes constant with ⌃X ⇠  1.1 eV.
The results for the IP of the stacked PT molecules are also shown in Figure
7.4.2 where the length of the system is defined as the number of repeat units in a
single layer. The LDA results show energies that are lower than the estimates for
a single polymer strand and IP values further decrease with increasing length
of the system. The quasiparticle correction shifts the values towards higher
energies, similar to the single PT strands, but the magnitude of this correction
is smaller. The individual contributions to the quasiparticle corrections are
shown in Figure 7.4.2 such that they can be compared to the results for single
PT strands (like in Figure 7.4.2, the length is expressed by a number of repeat
units in a single layer). The major di↵erence between the single and mutiple
layer systems is in the behavior of the exchange part of the self energy, which
keeps decreasing as a function of M , even for large systems.
For small systems the general behavior of the ionization potential (aside
from the shift to lower energies) is almost identical for a single strand of PT
and stacked system. For systems containing more than 3 repeat units in each
layer (i.e. 6 PT rings), however, the behavior di↵ers and the rapid stabilization
of the ionization potential with increasing system size, associated with the local-
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ization of the quasihole in the chains, is not observed. We cannot infer whether
the quasiparticle will localize if the system size if further increased, or if the
localization phenomenon occurs at much larger lengthscales. It is also possible
that for the large stacked system, the starting point dependence becomes more
crucial. Clearly, further investigations are necessary.
7.5 Summary and Conclusions
In summary, we have reviewed the foundations of the GW approach and showed
that the quasiparticle dynamics can be e ciently described in the time do-
main by use of stochastic orbitals. This represents a major step towards ap-
plying many-body perturbation theory to extremely large systems, since the
current method overcomes many bottlenecks of the conventional formulation.
We demonstrate the major points of improvement over the common approaches,
outlook for future development and illustrate the performance of the stochastic
GW method with calculations on extremely large polythiophene (PT) polymer
chains.
In the present paper, we investigate PT polymers with ideal geometry in
order to further study spontaneous charge localization which was recently de-
scribed. The results confirm our previous finding that the energies of positive
quasiparticles (holes), which localize spontaneously in large 1D polymer chains,
stabilize for polymer length larger than 4.2 nm. However, this energy stabil-
ization was not observed in systems of higher dimensionality, namely for three
planar PT chains stacked in parallel with distance 7.2 a0.
From an analysis of the contributions to the quasiparticle energy we conclude
that the non-locality of the exchange part of the self-energy plays the critical
role, unlike the frequency dependence of ⌃P . This agrees with our previous
finding that the hole localization in PT is driven by non-local exchange and
cannot be explained in terms of classical electrostatics. For all systems studied
the ⌃X contribution to the quasiparticle energy significantly dominates and
for the 1D systems it reaches a constant of ⇠  1.1 eV. When increasing the
dimensionality of the system, i.e. for systems containing three stacked molecules,
the exchange part of the self energy keeps changing and further decreases in
magnitude, in agreement with the fact that the localization of the quasihole
energy is not observed even for the largest system with three stacked PT chains.
The fact that the (non-local) exchange contribution to the self energy re-
mains dominant even in large systems indicates the importance of inclusion of
non-local exchange in the DFT calculations. From the fact that the IP stabil-
ization is not observed in the stacked (2D) systems of the sizes considered here,
we conclude that either the localization phenomenon is limited to 1D, or the
size of the localized quasiparticle may be much smaller than in 1D and with
increasing dimensionality the localization occurs on much larger lengthscales.
Further investigations regarding this issue are ongoing.
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