In recent decades, large margin methods such as Support Vector Machines (SVMs) are supposed to be the state-of-the-art of supervised learning methods for classification of hyperspectral data. However, the results of these algorithms mainly depend on the quality and quantity of available training data. To tackle down the problems associated with the training data, the researcher put effort into extending the capability of large margin algorithms for unsupervised learning. One of the recent proposed algorithms is Maximum Margin Clustering (MMC). The MMC is an unsupervised SVMs algorithm that simultaneously estimates both the labels and the hyperplane parameters. Nevertheless, the optimization of the MMC algorithm is a non-convex problem. Most of the existing MMC methods rely on the reformulating and the relaxing of the non-convex optimization problem as semi-definite programs (SDP), which are computationally very expensive and only can handle small data sets. Moreover, most of these algorithms are two-class classification, which cannot be used for classification of remotely sensed data. In this paper, a new MMC algorithm is used that solve the original non-convex problem using Alternative Optimization method. This algorithm is also extended for multi-class classification and its performance is evaluated. The results of the proposed algorithm show that the algorithm has acceptable results for hyperspectral data clustering.
INTRODUCTION
Hyperspectral imagery consists of the acquisition of the radiance of earth objects in the portion of the electromagnetic spectrum spanning from the visible to the long wavelength infra-red region in numerous narrow and contiguous spectral bands (Goetz et al., 1985) . In comparison to multispectral data, hyperspectral data allow more accurate detection, classification, characterization and identification of land-cover classes (Camps-Valls et al., 2007) . However, numerous spectral bands lead to new challenges for supervised and unsupervised classification algorithms (Jia and Richards, 2007) . One of the most successful supervised classification algorithms that show very good performance for hyperspectral data are large margin algorithms such as Support Vector Machines (SVMs) and Support Vector Domain Description (SVDD) (Khazai et al.; Melgani and Bruzzone, 2004) . Nevertheless, the performances of these algorithms are highly affected by the quality and quantity of the training data. (Jia and Richards, 2007) . In real-world applications, collecting of enough high quality training samples is an expensive and time-consuming task (Mingmin and Bruzzone, 2005) . On the other hand, the unsupervised classification algorithms can solve the problem of training data. However, there are many more issues, such as used similarity measure, heavy computational cost and unknown number of classes that limit their application for remotely sensed data (Niazmardi et al., 2012) . In recent years, there has been a growing interest in extending the large margin methods for unsupervised learning. One of the algorithms that has gained more attention is Maximum Margin Clustering (MMC), proposed by Xu et al (Xu et al., 2004) . This algorithm performs clustering by simultaneously finding the separating hyperplane and labels. This algorithm and its variant have been very successful in many clustering problems (Zhang et al., 2009 ).
However, since the labels of pixels are unknown, the optimization is done over all possible class labels for each sample. This make the convex optimization problem of supervised large margin methods, a non-convex, hard, combinational problem and definitely more computationally expensive (Zhang et al., 2009) . Moreover, since this algorithm optimizes the SVM's cost function, therefore it is a two-class algorithm. Regarding the optimization problem of this algorithm, Many researchers have tried to solve that by reformulating and relaxing it as a solvable convex problem (Valizadegan and Jin, 2007) . Meanwhile, other researchers, have tried to extend the efficiency of this algorithm by proposing multi-class MMC algorithm (Zhao et al., 2008) . Most of proposed variants of MMC algorithms have very high computational complexity and are usually evaluated in small data set (less than 1000 samples). It is mainly due to use of numerical methods for relaxing and solving the obtained convex problem. This issue makes use of these methods impractical for remote sensing data. Zhang et al. tried to solve this issue by solving the original non-convex problem using the well-known alternative optimization method (Zhang et al., 2009 ). Although, their proposed method is a computationally affordable method, it is considered as a binary classification. The purpose of this paper is to extend the Zhang's algorithm to a multi-class clustering algorithm and evaluate its performance for clustering of hyperspectral data. The rest of this paper is outlined as follows. In the second section, the proposed algorithm is presented. In the third section, the implementation of them is presented. The results and the discussion are the subject of section four. Lastly, in the last section, we draw the conclusion and the subjects that should be studied further.
THE PROPOSED METHOD

Binary Maximum Margin Clustering
The binary MMC algorithm can be considered as unsupervised SVMs, which the class labels are missing for all samples and should be estimated. Thus, the purpose of MMC algorithm is to find the optimum large margin hyperplane from the set of all possible hyperplanes, separating the samples in two classes with every possible way. Since the class labels are unknown in here, the trivial solution can be obtained by assigning all samples to a single cluster. To prevent this trivial solution, another constrained should be added to constraint of SVMs algorithm, which is the class balance constraint. With this constraint, we put constraint on the minimum number of samples for each class. 
Which should be optimized under following constraints:
In these optimization problem a nonconvex one. As mentioned, different methods are proposed to solve this nonconvex problem, which most of them tries to convert the original nonconvex problem to a solvable convex problem. This procedure is usually done by some assumption and simplifications.
Alternative Optimization for MMC
Alternative Optimization (AO) is a well-known optimization algorithm that being used in many clustering algorithms, e.g. KMeans. In this optimization, one group of parameters is optimized by holding the other group(s) fixed, and vice versa. This iterative updating scheme is then repeated (De Oliveria and Pedeycz, 2007) . The original non-convex MMC cost function has two sets of parameters, the first set contains the hyperplane parameters and the second set contains the labels of samples. Therefore, by starting from an initial set of labels for each sample, one can estimate the hyperplane parameters (i.e. W, b) and estimate labels of samples using them. This procedure then iterates for a predefined number of iteration or until a termination criterion is met. As it is obvious, in this method the parameters of hyperplane can be estimated with a regular optimization method of SVM. Thus, the problem of non-convexity of the algorithm is solved. To estimate label of samples the following optimization should be solved. One of the biggest problems of using AO algorithm is its premature convergence and its high probability of getting stuck in poor local optimum (Zhang et al., 2009 
The bias value for which this objective function is minimized is the optimum bias value. The whole algorithm can be summarized as follows.
Step 1: initial labels by another clustering algorithm such as KMeans or fuzzy C-means.
Step 2: perform standard SVM training and compute W from Karush-Kuhn-Tucker (KKT).
Step 3: compute bias term ass described.
Step 4: Assign class labels as (
Step 5: Repeat 2-5 until convergence.
Multi-class MMC
Different methods are proposed to extend the binary MMC to multi-class MMC. In here, we used a one against one strategy. In this strategy, the clustering algorithm that is used for estimating the initial labels is set to more than two clusters. After this, the binary MMC is used to classify each possible pair of clusters and the final labels are obtained by majority voting.
IMPLEMENTATION
Dataset
Indian Pine data set is used to evaluate the performance of the proposed algorithm. In order to obtain a better accuracy assessment and less computational cost, in this study only the labeled samples are used. (Mojaradi et al., 2008) . Five classes from this dataset were selected for the evaluation of the performance of the proposed algorithm (Jia and Richards, 2007; Samadzadegan and Naeini, 2011 Soybean no till 968 Table 1 . Names and the number of pixels in each class
Parameter Setting
The MMC algorithm is a parametric algorithm; the open parameters of this algorithm include parameter of used kernel function, the trade off parameter for the SVM algorithm and the value of l for class balance constraint. In this study the Gaussian kernel is used as kernel function, which has one open parameters. The value of 1.5, 0.5, 300 are used for parameter of kernel, trade off parameter and the value of l respectively.
Evaluation criteria
In this study, the kappa coefficient of agreement is used as the validity index. Kappa is a supervised validity index that compares the results of classification algorithm to some known labelled samples or test data. However, since the clustering algorithms assign random numbers as clusters' labels, we need to assign each label to its corresponding class within the ground truth data. This can be done either by user or by using some mapping function. In this study, we use a mapping function between class numbers in ground truth and the classified map of the clustering algorithm. After this step, the kappa coefficient can be calculated.
RESULTS AND DISCUSSION
The proposed algorithm is performed with the mentioned parameters and its results are compared with FCM and KMeans clustering algorithms. The kappa coefficient of each algorithm is presented in table 2.
Algorithm
Kappa coefficient MMC 0.72 FCM 0.64 K-Means 0.65 Table 2 . Kappa coefficients of various algorithm
Based on these results, it is obvious that the proposed MMC algorithm have shown marginally better performance in comparison to the classic clustering approaches. There are different factors affecting the performance of the MMC algorithms. Two of the most important ones are the parameters and initial labels of the algorithm. Parameter selection for unsupervised algorithms has always been a challenging problem due to lack of labelled samples. In this paper, a try and error method was used for parameter selection. However, the grid search method, which is usually used for parameter selection of the SVM algorithm, can be used for parameter selection of the MMC algorithm as well. Nevertheless, this will cause to high computational cost of the algorithm. Moreover, using the initial labels for parameter selection does not make sense because of not correct labelling.
In this study, the FCM algorithm is used to assign the initial labels. However, any other clustering algorithm can be used instead of the FCM algorithm. It should be noted that, the random labels could not be used for initialization of this algorithm. Because, the proposed MMC algorithm actually correct the initial labels of samples and cannot discriminate between different classes in case of using random labels. The proposed MMC algorithm, despite its marginal improvement of the accuracy has many potential and its accuracy will be increased in case of addressing the mentioned issues. Moreover, this algorithm can be reformulated as a semisupervised algorithm with only small changes in its training phase. In this case, the results are less depending to the initial labelling, and consequently can lead to the higher accuracy. For a better comparison the ground truth of the dataset and the classed map of the algorithms are shown in fig.1 .
CONCLUSION
In this paper, a new multi-class maximum margin clustering algorithm has been developed and its performance has been evaluated for hyperspectral data clustering. The proposed MMC algorithm is an unsupervised SVM algorithm that simultaneously estimates the hyperplane parameters and the label of samples. The alternative optimization method is used to solve this non-convex optimization of the MMC algorithms, as well as, a one-against-one strategy for multi-class clustering.
The obtained results of this study lead us to the following conclusions:  The proposed algorithm shows better accuracy in comparison to other clustering algorithms. However, using better initial labels and adding a parameter selection step, will certainly leads to higher accuracies.  As mentioned, the performance of the MMC algorithm is affected by the used parameters. On the other hand, the usual parameter selection methods, such as grid search method, cause dramatic increase of computational cost of the algorithm. Therefore, a suitable unsupervised parameter selection method should be proposed and used for the MMC algorithm. 
The alternative optimization method used in proposed algorithm is highly sensitive to the local optimums. The meta-heuristic algorithms can address this problem more properly. Nevertheless, the high computational cost of these algorithms makes their application for real cases difficult. Based on these results and the subsequent discussion thereof, the proposed approach seems a promising clustering method that can outperform other algorithms. However, some issues such as parameter selection of this algorithm need more investigation. 
