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Tura´n problems for digraphs avoiding distinct walks of a
given length with the same endpoints
Zejun Huang,∗ Zhenhua Lyu,† Pu Qiao‡
Abstract
Let n ≥ 5 and k ≥ 4 be positive integers. We determine the maximum size of
digraphs of order n that avoid distinct walks of length k with the same endpoints. We
also characterize the extremal digraphs attaining this maximum number when k ≥ 5.
Key words: digraph, Tura´n problem, transitive tournament, walk
AMS subject classifications: 05C35, 05C20
1 Introduction
Tura´n problems concern the study of the maximum number, called Tura´n number, of edges
in graphs containing no given subgraphs and the extremal graphs realizing that maximum.
Mantel’s theorem determines the maximum number of edges of triangle-free simple graphs as
well as the unique graph attaining that maximum. Paul Tura´n [12, 13] generalized Mantel’s
theorem by determining the maximum number of edges of Kr-free graphs on n vertices
and the unique graph attaining that maximum, where Kr denotes the complete graph on
r vertices. Tura´n ’s theorem initiated the development of a major branch of graph theory,
known as extremal graph theory [1, 10]. Most of the previous results in extremal graph
theory concern undirected graphs and only a few extremal problems on digraphs have been
investigated; see [1, 3, 4, 5, 6, 9]. In this paper we study extremal problems on digraphs.
We consider strict digraphs, i.e., digraphs without loops and parallel arcs. For digraphs,
we abbreviate directed walks and directed cycles as walks and cycles, respectively. The
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number of vertices in a digraph is called its order and the number of arcs its size. We use
−→
K r and
−→
C r to denote the complete digraph and the directed cycle on r vertices.
One natural Tura´n problem on digraphs is determining the maximum size of a
−→
K r-free
strict digraph of a given order, which has been solved in [9].
Note that the k-cycle is a generalization of the triangle when we view a triangle as a 3-
cycle in undirected graphs. Another generalization of Mantel’s Theorem is the Tura´n problem
for k-cycle-free graphs. However, this problem is difficult even for C4-free graphs [7, 11]. An
alternative direction on this problem is considering the orientations of Ck-free graphs. For
example, C4 has the following orientations.
C
(1)
4 C
(2)
4 C
(3)
4 C
(4)
4
It is clear that a graph is C4-free if and only if any of its orientation contains no copy
of the above four digraphs. Hence the Tura´n number for C4-free graphs is equal to that
for {C2, C
(1)
4 , C
(2)
4 , C
(3)
4 , C
(4)
4 }-free digraphs. For t ∈ {1, 2, 3, 4}, the Tura´n problem for C
(t)
4 -
free digraphs has independent interests; see [5]. We will consider a generalization of the
Tura´n problem for C
(4)
4 -free digraphs.
Given a positive integer k, we denote by Fk the family of digraphs consisting of two
different walks of length k with the same initial vertex and the same terminal vertex, which
have the following diagram
  ...
  ...
1
1
2
2
k−1
k−1
u
u
u u
v 
www
where the vertices u, v, u1, u2, . . . , uk−1, w1, w2, . . . , wk−1 can be duplicate but
(u1, u2, . . . , uk−1) 6= (w1, w2, . . . , wk−1).
We say a digraph D is Fk-free if D contains no subgraph from Fk. For any digraph D
on the vertices 1, 2, . . . , n, D is Fk-free if and only if there is at most one walk of length
k from i to j for every pair of vertices i, j. Let ex(n,Fk) be the maximum size of Fk-free
2
strict digraphs of order n and Ex(n,Fk) be the set of Fk-free strict digraphs of order n with
size ex(n,Fk). We study the following problem on strict digraphs.
Problem 1. Given positive integers n and k, determine ex(n,Fk) and Ex(n,Fk).
When k = 1, it is clear that ex(n,F1) = n(n − 1) and the unique extremal digraph
attaining ex(n,F1) is the complete digraph of order n. When k = 2, F2 consists of a unique
digraph C
(4)
4 .
In this paper, we always assume the order n ≥ 5. We will determine ex(n,Fk) for k ≥ 4
and characterize Ex(n,Fk) for k ≥ 5. The paper is organized as follows. Section 2 presents
our main result Theorem 2, which determines ex(n,Fk) for n ≥ k+4 ≥ 8 and characterizes
Ex(n,Fk) for n ≥ k+5 ≥ 10; section 3 presents the characterization of Ex(n,Fk) for k ≥ 4
and n = k + 2, k + 3, k + 4; section 4 presents the proof of Theorem 2; section 5 gives a
discussion of the unsolved cases.
2 Main result
In order to present our main result, we need the follow notations and definitions. Let A be
an n×n matrix and α = {i1, i2, . . . , ik} ⊆ {1, 2, . . . , n}. We denote by A[α] or A[i1, i2, . . . , ik]
the principal submatrix of A lying on its i1-th, i2-th, . . ., ik-th rows and columns, and denote
by A(α) or A(i1, i2, . . . , ik) the principal submatrix of A obtained by deleting its i1-th, i2-th,
. . ., ik-th rows and columns.
Let D = (V,A) be a digraph with vertex set V = {v1, v2, . . . , vn} and arc set A. Its
adjacency matrix AD = (aij) is defined by
aij =
{
1, (vi, vj) ∈ A;
0, otherwise.
(2.1)
Conversely, given an n × n 0-1 matrix A = (aij), we can define its digraph D(A) = (V,A)
on vertices v1, v2, . . . , vn by (2.1), whose adjacency matrix is A.
Let A = (aij) and B = (bij) be matrices of order m and n, respectively. A⊗B = (aijB)
is the tensor product of A and B, whose order is mn. Denote by Jm,n and Jn the m× n and
n× n matrices with all entries equal to one,
Tn =


0 1 · · · 1
. . .
. . .
...
0 1
0


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the upper triangular tournament matrix of order n, and
Πm,n = Jm ⊗ Tn =


Tn · · · Tn
...
. . .
...
Tn · · · Tn

 .
Two matrices A and B are said to be permutation similar if there is a permutation matrix
P such that B = PAP T , where P T denotes the transpose of P . For two digraphs D1 and
D2, AD1 and AD2 are permutation similar if and only if D1 and D2 are isomorphic.
A digraph of order n is called a transitive tournament if its adjacency matrix is permu-
tation similar to Tn. Suppose m and t < n are nonnegative integers. We say a digraph
of order mn + t is an (m,n, t)-completely transitive tournament if its adjacency matrix is
permutation similar to Πm+1,n(α), where Πm+1,n(α) is an (mn+ t)× (mn+ t) principal sub-
matrix of Πm+1,n with α ⊆ {mn+ 1, mn+ 2, . . . , mn+ n} and |α| = n− t. When t = 0, we
see that a digraph of order mn is an (m,n, t)-completely transitive tournament if and only
if its adjacency matrix is permutation similar to Πm,n. Moreover, an (m,n, t)-completely
transitive tournament is a subgraph of the (m+ 1, n, 0)-completely transitive tournament.
Now we are ready to state our main result.
Theorem 2. Let n = sk + t with s, k, t being nonnegative integers such that t < k. If
n ≥ k + 4 ≥ 8, then
ex(n,Fk) =
(
n
2
)
−
(
s
2
)
k − st. (2.2)
Moreover, if n ≥ k + 5 ≥ 10, then a digraph D is in Ex(n,Fk) if and only if D is an
(s, k, t)-completely transitive tournament.
We will also determine Ex(n,Fk) for k ≥ 4 and n = k + 2, k + 3, k + 4, while ex(n,Fk)
for n ≤ k + 3 and Ex(n,Fk) for n ≤ k + 1 can be easily deduced from [8].
From now on we deal with digraphs with no parallel arcs but allowing loops, and we use
the same notations Fk, ex(n,Fk) and Ex(n,Fk) for digraphs allowing loops as for strict
digraphs. We will give solutions to Problem 1 for digraphs allowing loops. The same results
for strict digraphs follow straightforward, since there is no loop in these extremal digraphs
from Ex(n,Fk).
3 ex(n,Fk) and Ex(n,Fk) for n ≤ k + 4
For given integers n and k, denote by Mn{0, 1} the set of n × n 0-1 matrices, f(A) the
number of ones in a 0-1 matrix A,
Γ(n, k) =
{
A ∈Mn{0, 1} : A
k ∈Mn{0, 1}
}
,
4
θ(n, k) = max
A∈Γ(n,k)
f(A) and Θ(n, k) = {A ∈ Γ(n, k) : f(A) = θ(n, k)} .
Let A ∈ Mn{0, 1}, B an m ×m principal submatrix of A, then it is clear that A ∈ Γ(n, k)
implies B ∈ Γ(m, k). Moreover, given any n× n permutation matrix P , A ∈ Γ(n, k) if and
only if P TAP ∈ Γ(n, k).
To determine θ(n, k) and Θ(n, k) is an interesting problem posed by Zhan (see [15, page
234]), which has been partially solved by Wu [14], Huang and Zhan [8].
Given a digraph D, the (i, j)-entry of (AD)
k equals t if and only if there are exactly t
distinct directed walks of length k from vertex vi to vertex vj in D. Hence, a digraph D is
Fk-free if and only if its adjacency matrix AD is in Γ(n, k). Moreover,
θ(n, k) = ex(n,Fk). (3.1)
It should be noticed that (3.1) is not necessarily true for strict digraphs.
For digraphs allowing loops, Huang and Zhan determined ex(n,Fk) and Ex(n,Fk) for
k ≥ n− 1 ≥ 4 as follows.
Theorem 3 ([8]). Let n, k be given integers such that k ≥ n − 1 ≥ 4. Then ex(n,Fk) =
n(n − 1)/2 and a digraph D is in Ex(n,Fk) if and only if D is a transitive tournament of
order n.
They also determine ex(n,Fn−2) = n(n−1)/2−1 for n ≥ 6 and ex(n,Fn−3) = n(n−1)/2−2
for n ≥ 7. Hence, when k ≥ 4, ex(n,Fk) for 5 ≤ n ≤ k+3 and Ex(n,Fk) for 5 ≤ n ≤ k+1
have been determined.
In the following of this section, we will determine ex(k+4,Fk) and Ex(n,Fk) for k ≥ 4
and n = k + 2, k + 3, k + 4. We need the following lemmas.
Lemma 4. Let n ≥ 3, p and q be nonnegative integers such that (p, q) 6= (0, 0), and let
A ∈Mn{0, 1}. If
f(A(i)) ≤
(n− 1)(n− 2)
2
− p
n− 1
2
− q for all 1 ≤ i ≤ n,
then
f(A) ≤
n(n− 1)
2
− p
n + 1
2
− q − 1. (3.2)
Proof. Using the same idea as in the proof of [8, Corollary 10], we count the number of ones
in the principal submatrices A(1), . . . , A(n). Note that each diagonal entry of A appears n−1
times and each off-diagonal entry of A appears n − 2 times in these submatrices. Suppose
A has d nonzero diagonal entries. Then
(n− 1)d+ (n− 2)[f(A)− d] =
n∑
i=1
f(A(i)) ≤ n
[
(n− 1)(n− 2)
2
− p
n− 1
2
− q
]
.
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It follows that
f(A) ≤
n(n− 1)
2
− p
n + 1
2
− q −
p+ 2q
n− 2
−
d
n− 2
.
Since (p+ 2q)/(n− 2) > 0, d/(n− 2) ≥ 0 and f(A) is an integer, we get (3.2).
For the sake of convenience, we will always use {1, 2, . . . , n} to denote the vertex set of
a digraph D of order n and use the notation i→ j to denote the arc (i, j).
Lemma 5. Let m = k+ t+s+1 with s ≥ 1, k ≥ 1, t ≥ 3 being integers, and let x1, y1 ∈ R
k,
x2, y2 ∈ R
t, x3, y3 ∈ R
s. If
(aij) =


0 Jk,t Jk,s x1
0 Tt Jt,s x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 ∈ Γ(m, t+ 1)
and
3∑
i=1
[f(xi) + f(yi)] + α ≥ s+ k + 2,
then
α = 0, y1 = 0, x3 = 0, and aimamj = 0 for all j ≤ i+ 2, 1 ≤ i, j ≤ n.
Proof. Denote A = (aij). First we claim that x3 = 0 and y1 = 0. Otherwise suppose x3 6= 0
or y1 6= 0. Then aim = 1 for some i ∈ {k + t + 1, . . . , k + t + s} or amj = 1 for some
j ∈ {1, 2, . . . , k}. It follows that D(A) has two distinct walks of length t+ 1 from k to m or
from m to k + t+ 1: {
k → k + 1→ k + 3→ · · · → k + t→ i→ m,
k → k + 2→ k + 3→ · · · → k + t→ i→ m,
{
m→ j → k + 1→ k + 3→ k + 4→ · · · → k + t+ 1,
m→ j → k + 1→ k + 2→ k + 4→ · · · → k + t+ 1,
which contradicts A ∈ Γ(m, t+ 1). Hence, x3 and y1 are zero vectors.
Next we assert that α = 0. Otherwise, α = 1. Since
3∑
i=1
(f(xi) + f(yi)) ≥ s+ k + 1,
we have either
3∑
i=1
f(xi) ≥ k + 1 or
3∑
i=1
f(yi) ≥ s+ 1.
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If
3∑
i=1
f(xi) ≥ k+1, then the last column of A has at least two nonzero entries aim = ajm = 1
with 1 ≤ i < j ≤ k + t. Hence D(A) has the following two distinct walks of length t + 1
from i to m: {
i→ m→ m→ m→ · · · → m,
i→ j → m→ m→ · · · → m.
If
3∑
i=1
f(yi) ≥ s + 1, then the last row of A has at least two nonzero entries ami = amj = 1
with k + 1 ≤ i < j ≤ m and i ≤ k + t. It follows that D(A) has the following two distinct
walks of length t + 1 from m to j:{
m→ m→ · · · → m→ i→ j,
m→ m→ · · · → m→ m→ j.
In both cases we get contradictions. Therefore, α = 0.
Next we claim aimamj = 0 for j ≤ i + 2. Otherwise suppose aim = amj = 1 with
1 ≤ i, j ≤ m − 1 and j ≤ i + 2. Since x3 = y1 = 0, we have i ≤ k + t and j ≥ k + 1.
We distinguish the following cases to find two distinct walks of length t + 1 with the same
endpoints in D(A), which contradicts A ∈ Γ(m, t + 1). If i ≤ k, then j ≤ k + 2 and D(A)
has {
i→ k + 1→ k + 2→ · · · → k + t+ 1,
i→ m→ j → k + 3→ · · · → k + t + 1.
If k < i ≤ k + t− 2, then j ≤ k + t and D(A) has{
k → k + 1→ k + 2→ · · · → k + t→ k + t + 1,
k → k + 1→ · · · → i→ m→ j → i+ 3→ · · · → k + t+ 1.
If i = k + t− 1, then j ≤ k + t+ 1 and D(A) has

k → k + 1→ k + 2→ · · · → i→ k + t→ k + t+ 1,
k → k + 1→ k + 2→ · · · → i→ m→ k + t+ 1, if j = k + t+ 1,
k → k + 2→ · · · → i→ m→ j → · · · → k + t+ 1, if j ≤ k + t.
If i = k + t, then j ≤ k + t + 2 and D(A) has{
k → k + 2→ k + 3→ · · · → i→ m→ j,
k → k + 1→ k + 3→ · · · → i→ m→ j.
Therefore, aimamj = 0 for all j ≤ i+ 2.
Corollary 6. Let x, y ∈ Rn−1 with n ≥ 6. If[
Tn−1 x
yT β
]
∈ Γ(n, n− 2), (3.3)
and
f(x) + f(y) + β = n− 2,
then one of the following holds:
7
(1) x = (1, . . . , 1, 0)T , y = 0 and β = 0;
(2) y = (0, 1, . . . , 1)T , x = 0 and β = 0.
Proof. Denote the matrix in (3.3) by A = (aij). Applying Lemma 5 with k = s = 1, we have
β = an1 = an−1,n = 0, and ainanj = 0 for all j ≤ i+ 2. (3.4)
We assert f(x) = 0 or f(y) = 0. Otherwise, assume that ai0n is the last nonzero
component in x, and anj0 is the first nonzero component in y. Since f(x) + f(y) = n− 2 ≤
i0+n−1−(j0−1), we have j0−i0 ≤ 2, and ai0nanj0 = 0 follows from (3.4), which contradicts
the assumption that ai0nanj0 = 1. Therefore, x = 0 or y = 0. It follows that either (1) or (2)
holds.
Now we are ready to characterize Ex(k + 2,Fk) and Ex(k + 3,Fk) for k ≥ 4.
Theorem 7. Let n ≥ 6 be an integer. Then
ex(n,Fn−2) =
n(n− 1)
2
− 1. (3.5)
Moreover, a digraph D is in Ex(n,Fn−2) if and only if AD is permutation similar to
Kn ≡
[
Tn−2 Jn−2,2
0 0
]
or K ′n ≡
[
0 J2,n−2
0 Tn−2
]
.
Proof. By [8, Corollary 10] we get (3.5). SupposeD is a digraph in Ex(n,Fn−2) and A ≡ AD.
Applying Lemma 4, there exists some i ∈ {1, 2, . . . , n} such that f(A(i)) ≥ (n−1)(n−2)
2
.
Since A(i) ∈ Γ(n − 1, n − 2), applying Theorem 3 we get f(A(i)) = (n−1)(n−2)
2
and A(i)
is permutation similar to Tn−1. Using permutation similarity if necessary, without loss of
generality we assume i = n and
A =
[
Tn−1 x
yT α
]
with x, y ∈ Rn−1. It follows that
f(x) + f(y) + α = f(A)− f(A(n)) = ex(n,Fn−2)−
(n− 1)(n− 2)
2
= n− 2.
Applying Corollary 6, one of the following holds.
(1) x = (1, . . . , 1, 0)T , y = 0 and α = 0. Then A = Kn;
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(2) y = (0, 1, . . . , 1)T , x = 0 and α = 0. Then PAP T = K ′n, where
P =
[
0 1
In−1 0
]
.
Therefore, AD is permutation similar to Kn or K
′
n.
Conversely, if the adjacency matrix A of a digraph D is permutation similar to Kn or
K ′n, by direct computation we can verify f(A) = ex(n,Fn−2) and A
n−2 ∈ Mn{0, 1}. Hence
D ∈ Ex(n,Fn−2).
Theorem 8. Let n ≥ 7 be an integer. Then
ex(n,Fn−3) =
n(n− 1)
2
− 2. (3.6)
Moreover, a digraph D is in Ex(n,Fn−3) if and only if AD is permutation similar to
Fn ≡

0 J2,n−4 J2,20 Tn−4 Jn−4,2
0 0 0

 .
Proof. From [8, Corollary 11] we get (3.6). Suppose D ∈ Ex(n,Fn−3) and A ≡ AD. Apply-
ing 4 we see that A contains a submatrix A(i), say A(n), such that f(A(n)) ≥ (n−1)(n−2)
2
−1.
By Theorem 7, f(A(n)) = (n−1)(n−2)
2
− 1 and A(n) is permutation similar to Kn−1 or K
′
n−1.
First we consider the case that A(n) is permutation similar to Kn−1. Without loss of
generality we can assume A(n) = Kn−1 and
A =


0 J1,n−4 J1,2 x1
0 Tn−4 Jn−4,2 x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 ,
where x1, y1 ∈ R, x2, y2 ∈ R
n−4, and x3, y3 ∈ R
2.
Let x = (xT1 , x
T
2 , x
T
3 ) and y = (y
T
1 , y
T
2 , y
T
3 ). Then
α + f(x) + f(y) = f(A)− f(A(n)) = n− 2.
Applying Lemma 5, we get x3 = 0, i.e., an−2,n = an−1,n = 0.
Let i = n− 2 or n− 1. Then
f(A(i)) = f(A)− (n− 3)− ani =
(n− 1)(n− 2)
2
− ani. (3.7)
On the other hand, since A(i) ∈ Γ(n− 1, n− 3), by Theorem 7 we have
f(A(i)) ≤
(n− 1)(n− 2)
2
− 1. (3.8)
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Combining (3.7) and (3.8) we get ani = 1.
Now applying Corollary 6 to A(n− 1) we have y = (0, 1, . . . , 1), x = 0, α = 0, and
A =


0 J1,n−4 J1,2 0
0 Tn−4 Jn−4,2 0
0 0 0 0
0 J1,n−4 J1,2 0

 = P TFnP
where
P =
[
0 1
In−1 0
]
.
Next suppose A(n) is permutation similar to K ′n−1. Without loss of generality we can
assume A(n) = K ′n−1 and
A =


0 J2,n−4 J2,1 x1
0 Tn−4 Jn−4,1 x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 ,
where x1, y1 ∈ R
2, x2, y2 ∈ R
n−4, and x3, y3 ∈ R. Applying the same argument as above by
counting f(A(1)), f(A(2)) and applying Corollary 6 to A(1), we get A = Fn.
Conversely, if the adjacency matrix A of a digraph D is permutation similar to Fn,
by direct computation we can verify f(A) = ex(n,Fn−3) and A
n−3 ∈ Mn{0, 1}. Hence
D ∈ Ex(n,Fn−3).
Next we determine ex(k + 4,Fk) for k ≥ 4 and Ex(k + 4,Fk) for k ≥ 5.
Lemma 9. Let x, y ∈ Rn−1 with n ≥ 6, and
A =
[
Tn−1 x
yT α
]
.
(i) If f(x) + f(y) + α = n− 2, then A ∈ Γ(n, n− 1) if and only if
α = 0, x = (aT , 0)T , y = (0, bT )T , (3.9)
where a ∈ Rs, b ∈ Rn−s−1 with s ∈ {0, 1, . . . , n− 2}. Here s = 0 means x = 0.
(ii) If f(x) + f(y) + α = n− 1, then A ∈ Γ(n, n− 1) if and only if
α = 0, x = (J1,s, 0)
T , y = (0, J1,n−s−1)
T , (3.10)
where s ∈ {0, 1, . . . , n− 2}.
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Proof. (i) Suppose A ∈ Γ(n, n− 1). First we claim α = 0. Otherwise, since f(x) + f(y) =
n − 3 ≥ 3, we have either f(x) ≥ 2 or f(y) ≥ 2. If f(x) ≥ 2, say, ain = ajn = 1 with
1 ≤ i < j ≤ n−1, then D(A) has the following two distinct walks from i to n with the same
length n− 1: {
i→ n→ n→ n→ · · · → n,
i→ j → n→ n→ · · · → n.
If f(y) ≥ 2, say, ani = anj = 1 with 1 ≤ i < j ≤ n − 1, then D(A) has the following two
distinct walks from n to j with the same length n− 1:{
n→ n→ · · · → n→ i→ j,
n→ n→ · · · → n→ n→ j.
In both cases we get contradictions. Hence α = 0.
Next we claim
ainanj = 0 for all i ≥ j. (3.11)
If x = 0 or y = 0, the claim is clear. Suppose x, y are nonzero, and there exist i ≥ j such
that ainanj = 1. Then we have the following cases and in each of these cases D(A) has two
different walks of length n− 1 with the same endpoints, which contradicts A ∈ Γ(n, n− 1).
Case 1. i ≤ 2. D(A) has{
1→ i→ n→ j → i+ 2→ i+ 3→ · · · → n− 1,
1→ i→ n→ j → i+ 1→ i+ 3→ · · · → n− 1,
where the arc 1→ i does not appear if i = 1.
Case 2. i = 3. D(A) has{
1→ 3→ n→ j → i+ 1→ · · · → n− 1,
1→ 2→ 3→ n→ j → i+ 2→ · · · → n− 1.
Case 3. 4 ≤ i ≤ n− 1. D(A) has{
1→ 3→ 4→ · · · → i→ n→ j → i+ 1→ · · · → n− 1,
1→ 2→ 4→ · · · → i→ n→ j → i+ 1→ · · · → n− 1,
where the walk j → i+ 1→ · · · → n− 1 does not appear if i = n− 1.
Let asn be the last nonzero component in x and ant be the first nonzero component in y.
Since f(x) + f(y) = n− 2, by (3.11) we have t− s = 1 or 2. Hence (3.9) holds.
Conversely, suppose A satisfies (3.9). Let
B =

Ts Js,n−s−1 Js,10 Tn−s−1 0
0 J1,n−s−1 0


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with 0 ≤ s ≤ n − 1. To prove A ∈ Γ(n, n − 1), it suffices to verify B ∈ Γ(n, n − 1), since
B ≥ A, where the notation ≥ is to be understood entrywise.
If s = n− 1, then B = Tn ∈ Γ(n, n− 1). If s < n− 1, then
B =


Ts Js,1 Js,n−s−2 Js,1
0 0 J1,n−s−2 0
0 0 Tn−s−2 0
0 1 J1,n−s−2 0


is permutation similar to 

Ts Js,1 Js,1 Js,n−s−2
0 0 1 J1,n−s−2
0 0 0 J1,n−s−2
0 0 0 Tn−s−2

 = Tn.
Therefore, B ∈ Γ(n, n− 1). This completes the proof for (i).
(ii) For the sufficiency part, if (3.10) holds, then A = B ∈ Γ(n, n− 1). For the necessity
part, let asn be the last nonzero component in x and ant be the first nonzero component in
y. Since f(x) + f(y) = n − 1, applying the same arguments as above we get α = 0 and
t− s = 1. It follows that (3.10) holds.
Theorem 10. Let n ≥ 8 be an integer. Then
ex(n,Fn−4) =
n(n− 1)
2
− 4. (3.12)
Proof. Let A be the adjacency matrix of any Fn−4-free digraph D of order n. Then A ∈
Γ(n, n− 4) and A(i) ∈ Γ(n− 1, n− 4) for all 1 ≤ i ≤ n. Hence
f(A(i)) ≤ ex(n− 1,Fn−4) =
(n− 1)(n− 2)
2
− 2
for all 1 ≤ i ≤ n. By Lemma 4, we have
f(A) ≤
n(n− 1)
2
− 3. (3.13)
Suppose equality in (3.13) holds. Then by Lemma 4, A contains a submatrix A(i) with
(n−1)(n−2)
2
− 2 nonzero entries. Using permutation similarity if necessary, without loss of
generality we assume f(A(n)) = (n−1)(n−2)
2
− 2. Since A(n) ∈ Γ(n− 1, n− 4), by Theorem 8,
we may further assume
A = (aij) =


0 J2,n−5 J2,2 x1
0 Tn−5 Jn−5,2 x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 , (3.14)
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where x1, x3, y1, y3 ∈ R
2, x2, y2 ∈ R
n−5.
Let x = (xT1 , x
T
2 , x
T
3 ) and y = (y
T
1 , y
T
2 , y
T
3 ). Then
f(x) + f(y) + α = f(A)− f(A(n)) = n− 2.
Applying Lemma 5 to A we know y1 = x3 = 0 and α = 0.
Since an−1,n = an1 = 0 and A(1, n− 1) ∈ Γ(n− 2, n− 4), by (3.14) we have
f(A(1, n− 1)) = f(A)− 2(n− 5)− 3− a1n − an1 − an−1,n − an,n−1
=
(n− 2)(n− 3)
2
+ 1− a1n − an,n−1
≤
(n− 2)(n− 3)
2
− 1
where the inequality follows from Theorem 7. Hence,
a1n = an,n−1 = 1. (3.15)
On the other hand, applying Corollary 6 to A(1, n− 1) we have either x = 0 or y = 0, which
contradicts (3.15). Hence, (3.13) is a strict inequality and we have
ex(n,Fn−4) ≤
n(n− 1)
2
− 4. (3.16)
Now let D be the digraph with adjacency matrix
B =

0 J3,n−5 J3,20 Tn−5 Jn−5,2
0 0 0

 .
By direct computation, we have
Bn−4 =

0 0 J3,20 0 0
0 0 0

 ,
and hence D is Fn−4-free. Therefore,
ex(n,Fn−4) ≥ f(B) =
n(n− 1)
2
− 4. (3.17)
Combining (3.16) and (3.17) we get (3.12).
Lemma 11. Let k ≥ 5 and s be positive integers, let xi, yi ∈ R
k with components from {0, 1}
for i = 1, 2, . . . , s, and let
A = (aij) =


Tk x1 x2 x3 · · · xs
yT1 0 1 0 · · · 0
yT2 0 0 1
. . .
...
yT3 0 0 0
. . . 0
...
...
...
...
. . . 1
yTs 1 0 · · · · · · 0


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.(i) If there is some i ∈ {1, 2, . . . , s} such that f(xi) ≥ 3 or f(yi) ≥ 3, then A /∈ Γ(k+ s, p)
for any integer p ≥ 2.
(ii) If s = 2 and there is some i ∈ {1, 2} such that f(xi) = f(yi) = 2, then A /∈ Γ(k + s, p)
for any integer p ≥ 5.
Proof. (i) If there is some t such that f(xt) ≥ 3, then we have ai,k+t = aj,k+t = am,k+t = 1 for
1 ≤ i < j < m ≤ k. Without loss of generality we assume t = 1. For any p ∈ {2, 3, . . . , k},
we can find two distinct walks of length p between the same endpoints in the following walks
in D(A). {
i→ j → k + 1→ k + 2→ · · · → k + s→ k + 1→ k + 2→ · · ·
i→ m→ k + 1→ k + 2→ · · · → k + s→ k + 1→ k + 2→ · · ·
If there is some t, say t = 1, such that f(yt) ≥ 3, then we have ak+1,i = ak+1,j = ak+1,m = 1
for 1 ≤ i < j < m ≤ k. For any p ∈ {2, 3, . . . , k}, we can find two distinct walks of length p
between the same endpoints in the following walks in D(A){
· · · → k + s→ k + 1→ k + 2→ · · · → k + s→ k + 1→ i→ m,
· · · → k + s→ k + 1→ k + 2→ · · · → k + s→ k + 1→ j → m.
Therefore, A /∈ Γ(k + s, p) for any p ∈ {2, 3, . . . , k}.
(ii) Without loss of generality, we assume f(x1) = f(y1) = 2 and ap1,k+1 = ap2,k+1 =
ak+1,q1 = ak+1,q2 = 1 with 1 ≤ p1 < p2 ≤ k and 1 ≤ q1 < q2 ≤ k. If p ≥ 5 is odd, then D(A)
has the following two distinct walks of length p from p1 to q2:{
p1 → k + 1→ k + 2→ · · · → k + 1→ q1 → q2,
p1 → p2 → k + 1→ k + 2→ · · · → k + 1→ q2.
If p ≥ 5 is even, then D(A) has the following two distinct walks of length p from p1 to q2:{
p1 → p2 → k + 1→ k + 2→ · · · → k + 1→ q1 → q2,
p1 → k + 1→ k + 2→ k + 1→ · · · → k + 2→ k + 1→ q2.
Therefore, A 6∈ Γ(k + s, p) for any integer p ≥ 5.
Theorem 12. Let n ≥ 9 be an integer. Then a digraph D is in Ex(n,Fn−4) if and only if
AD is permutation similar to one of the following matrices
F1(n) ≡

0 J3,n−5 J3,20 Tn−5 Jn−5,2
0 0 0

 , F2(n) ≡

0 J2,n−5 J2,30 Tn−5 Jn−5,3
0 0 0

 ,
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F3(n) ≡


0 J2,n−5 J2,2 J2,1
0 Tn−5 Jn−5,2 Um
0 0 0 0
0 U ′m J1,2 0

 , F4(n) ≡


Tn−4 w1 w2 w3 w4
u1 0 1 1 1
u2 0 0 1 1
u3 0 0 0 1
u4 0 0 0 0

 ,
where
Um = (J1,m, 0)
T , U ′m = (0, J1,n−m−7) with 0 ≤ m ≤ n− 7
and
wj = (J1,kj , 0)
T , uj = (0, J1,n−kj−5) for i = 1, 2, 3, 4
with 0 ≤ k1 < k2 < k3 < k4 ≤ n− 5.
Proof. Suppose A ≡ AD is permutation similar to one of F1(n), F2(n), F3(n) and F4(n). It
is clear that f(A) = n(n−1)
2
− 4. To prove D ∈ Ex(n,Fn−4), it suffices to prove F
n−4
i (n) ∈
Mn{0, 1} for i = 1, 2, 3, 4.
By direct computation we know
F n−41 (n) =
[
0 J3,2
0 0
]
, F n−42 (n) =
[
0 J2,3
0 0
]
, F n−43 (n) =
[
0 J2,2 O2×1
0 0 0
]
are all 0-1 matrices, where O2×1 is the 2× 1 zero matrix.
For i = 4, let α = {1, 2, . . . , n− 4, n− 3 + k1, n− 3 + k2, n− 3 + k3, n− 3 + k4} and
A′ ≡ J2 ⊗ Tn−4 =
[
Tn−4 Tn−4
Tn−4 Tn−4
]
.
Then F4(n) = A
′[α] is a principal submatrix of A′. Moreover,
(A′)n−4 = (J2 ⊗ Tn−4)
n−4 = Jn−42 ⊗ T
n−4
n−4 = 0
implies F n−44 (n) = 0. Thus we get the sufficiency of Theorem 12.
Next we prove the necessity part of Theorem 12. Suppose D ∈ Ex(n,Fn−4). Denote
by A ≡ AD the adjacency matrix of D. Then f(A) = ex(n,Fn−4), A ∈ Γ(n, n − 4) and
A(i) ∈ Γ(n− 1, n− 4) for all 1 ≤ i ≤ n. By (3.6) we have
f(A(i)) ≤
(n− 1)(n− 2)
2
− 2 for all 1 ≤ i ≤ n.
We distinguish two cases.
Case 1. f(A(q)) = (n−1)(n−2)
2
− 2 for some q ∈ {1, 2, . . . , n}. By Theorem 8, without loss
of generality, we assume q = n and
A =


0 J2,n−5 J2,2 x1
0 Tn−5 Jn−5,2 x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 ,
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where x1, x3, y1, y3 ∈ R
2, x2, y2 ∈ R
n−5. Let x = (xT1 , x
T
2 , x
T
3 ) and y = (y
T
1 , y
T
2 , y
T
3 ). Since
f(x) + f(y) + α = f(A)− f(A(n)) = n− 3 ≥ 6, (3.18)
applying Lemma 5, we have
α = 0, y1 = x3 = 0, and ainanj = 0 for j ≤ i+ 2. (3.19)
If x = 0, then A is permutation similar to F1(n). If y = 0, then A = F2(n). If both x
and y are nonzero, let asn be the last nonzero component in x and ant be the first nonzero
component in y. By (3.18) and (3.19) we have
t− s = 3, x = (J1,s, 0) and y = (0, J1,n−s−3). (3.20)
By exchanging row 1 and row 2 of A, and exchanging column 1 and column 2 of A simul-
taneously, we obtain a new matrix A′ = (a′ij). Applying Lemma 5 to A
′ we have a′ina
′
nj = 0
for j ≤ i+ 2. Hence
a1nan4 = a
′
2na
′
n4 = 0.
Similarly, by interchanging the roles of the indices n− 1 and n− 2, we get
an−4,nan,n−1 = 0.
Therefore, in (3.20) we have s 6= 1 and t 6= n− 1. Hence A = F3(n) with m = s− 2.
Case 2. f(A(i)) ≤ (n−1)(n−2)
2
− 3 for all i. Denote by
δi =
n∑
j=1
aij +
∑
j 6=i
aji
the number of nonzero entries in the i-th row and the i-th column of A. Then
δi = f(A)− f(A(i)) ≥ n− 2 for all 1 ≤ i ≤ n. (3.21)
Applying Lemma 4 to A, there exists some i0 such that
f(A(i0)) =
(n− 1)(n− 2)
2
− 3.
Without loss of generality, we assume i0 = n. For any i ∈ {1, . . . , n − 1}, since A(i, n) ∈
Γ(n− 2, n− 4), by Theorem 7 we have
f(A(i, n)) ≤
(n− 2)(n− 3)
2
− 1. (3.22)
Next we prove the following claim.
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Claim 1. Let i ∈ {1, 2, . . . , n− 1}. Then
f(A(i, n)) ≤
(n− 2)(n− 3)
2
− 2. (3.23)
Moreover, there exists some i ∈ {1, 2, . . . , n− 1} such that equality holds in (3.23).
Suppose equality in (3.22) holds for some i1, say, i1 = n − 1. Then by Theorem 7,
A(n− 1, n) is permutation similar to Kn−2 or K
′
n−2. By (3.21) we have
δn−1 = f(A(n))− f(A(n− 1, n)) + an−1,n + an,n−1
= n− 4 + an−1,n + an,n−1
≥ n− 2.
It follows that an−1,n = an,n−1 = 1.
If A(n− 1, n) is permutation similar to K ′n−2, without loss of generality, we may assume
A =


0 J2,n−4 x1 x3
0 Tn−4 x2 x4
yT1 y
T
2 α 1
yT3 y
T
4 1 α
′

 ,
where x1, x3, y1, y3 ∈ R
2, x2, y2, x4, y4 ∈ R
n−4. By [8, Lemma 1], we have α = α′ = 0 and
ain + ani ≤ 1 for all 1 ≤ i ≤ n− 2.
Thus f(x3) + f(y3) ≤ 2 and
f(x3) + f(x4) + f(y3) + f(y4) = δn − 2 = n− 4 ≥ 5. (3.24)
If x4 has two nonzero entries, say, ai1,n = ai2,n = 1 with 3 ≤ i1, i2 ≤ n − 2, then D has
the following distinct walks of length n− 4 between the same endpoints{
2→ i1 → n→ n− 1→ n→ · · · → n(→ n− 1),
2→ i2 → n→ n− 1→ n→ · · · → n(→ n− 1).
Hence f(x4) ≤ 1 and
f(y4) = n− 4− f(x3)− f(y3)− f(x4) ≥ n− 7 ≥ 2. (3.25)
If y3 and y4 have three nonzero entries, say, an,j1 = an,j2 = an,j3 = 1 with j1 < j2 < j3 ≤
n− 2 and j2 ≥ 3, then D has the following distinct walks of length n− 4 between the same
endpoints {
(n− 1→)n→ n− 1→ n→ · · · → n→ n− 1→ n→ j3,
(n− 1→)n→ n− 1→ n→ · · · → n→ j1 → j2 → j3.
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Combining this with (3.24) and (3.25) , we have
f(y4) = 2, y3 = 0, f(x3) = 2 and f(x4) = 1.
Suppose the nonzero entries in y4 are an,j1 and an,j2 with 3 ≤ j1 < j2 ≤ n− 2. Then D has
two distinct walks of length n− 4 between the same endpoints in the following walks:

1→ 3→ 4→ · · · → n− 2,
1→ n→ n− 1→ n→ · · · → n→ j2 → n− 2,
1→ n→ n− 1→ n→ · · · → n→ j1 → j2 → n− 2,
where j2 → n − 2 does not appear when j2 = n − 2. This contradicts the condition that
A ∈ Γ(n, n− 4).
If A(n− 1, n) is permutation similar to Kn−2, then we may assume
A =


Tn−4 Jn−4,2 y2 y4
0 0 y1 y3
xT2 x
T
1 α 1
xT4 x
T
3 1 α
′

 ,
where x1, x3, y1, y3 ∈ R
2, x2, y2, x4, y4 ∈ R
n−4. Applying similar arguments as above we
can deduce A 6∈ Γ(n, n − 4), which contradicts D ∈ Ex(n,Fn−4). Hence (3.22) is a strict
inequality and we get (3.23).
On the other hand, applying Lemma 4 to A(n), there exists some i ∈ {1, 2, . . . , n − 1}
such that equality in (3.23) holds. Thus we get Claim 1.
Now without loss of generality we assume f(A(n− 1, n)) = (n−2)(n−3)
2
− 2. Then A(i, n−
1, n) ∈ Γ(n− 3, n− 4) and
f(A(i, n− 1, n)) ≤
(n− 3)(n− 4)
2
for all 1 ≤ i ≤ n− 2. (3.26)
Next we prove the following claim.
Claim 2. Let i ∈ {1, 2, . . . , n− 2}. Then
f(A(i, n− 1, n)) ≤
(n− 3)(n− 4)
2
− 1. (3.27)
Moreover, there exists some i ∈ {1, 2, . . . , n− 2} such that equality in (3.27) holds.
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Suppose equality in (3.26) holds for some i, say, i = n−2. By Theorem 3, A(n−2, n−1, n)
is permutation similar to Tn−3. Without loss of generality, we assume
A =


Tn−3 x1 x2 x3
yT1 an−2,n−2 an−2,n−1 an−2,n
yT2 an−1,n−2 an−1,n−1 an−1,n
yT3 an,n−2 an,n−1 an,n

 ,
where xi, yi ∈ R
n−3, for i = 1, 2, 3. Since δn−2 ≥ n− 2 and
f(x1) + f(y1) + an−2,n−2 = f(A(n− 1, n))− f(A(n− 2, n− 1, n)) = n− 5,
we have ∑
i=n−1,n
(an−2,i + ai,n−2) = δn−2 − [f(x1) + f(y1) + an−2,n−2] ≥ 3.
Then either an−2,n−1 + an−1,n−2 = 2 or an−2,n + an,n−2 = 2. Without loss of generality, we
assume an−1,n−2 = an−2,n−1 = 1. By Lemma 1 (ii) of [8], we obtain an−1,n−1 = an−2,n−2 = 0
and
f(x1) + f(y1) = n− 5 ≥ 4.
Then we have f(x1) ≥ 3 or f(y1) ≥ 3, or f(x1) = f(y1) = 2. Applying Lemma 11 to A(n),
we get D /∈ Ex(n,Fn−4), a contradiction.
Therefore, (3.26) is a strict inequality and we have (3.27). Moreover, applying Lemma 4
to A(n− 1, n) we get the second part of Claim 2.
Without loss of generality we assume
f(A(n− 2, n− 1, n)) =
(n− 3)(n− 4)
2
− 1.
For any i ∈ {1, 2, . . . , n− 3}, since A(i, n− 2, n− 1, n) ∈ Γ(n− 4, n− 4), by Theorem 3 we
have
f(A(i, n− 2, n− 1, n)) ≤
(n− 4)(n− 5)
2
. (3.28)
Applying Lemma 4 to A(n − 2, n− 1, n), there is some i, say, i = n − 3 such that equality
in (3.28) holds. It follows that A(n − 3, n − 2, n− 1, n) is permutation similar to Tn−4 and
we may assume
A = (aij) =


Tn−4 xn−3 xn−2 xn−1 xn
yTn−3 an−3,n−3 an−3,n−2 an−3,n−1 an−3,n
yTn−2 an−2,n−3 an−2,n−2 an−2,n−1 an−2,n
yTn−1 an−1,n−3 an−1,n−2 an−1,n−1 an−1,n
yTn an,n−3 an,n−2 an,n−1 an,n


where xi, yi ∈ R
n−4 for i = n, n− 1, n− 2, n− 3.
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Since
f(xn−3) + f(yn−3) + an−3,n−3 = f(A(n− 2, n− 1, n))− f(A(n− 3, n− 2, n− 1, n)) = n− 5,
applying Lemma 9 to A(n− 2, n− 1, n) we have an−3,n−3 = 0 and
f(xn−3) + f(yn−3) = n− 5 ≥ 4. (3.29)
We assert
an−3,n−2an−2,n−3 = 0. (3.30)
Otherwise an−3,n−2 = an−2,n−3 = 1. Applying Lemma 11 to A(n − 1, n) we can deduce
A 6∈ Γ(n, n− 4), a contradiction.
Similarly, we have
an−3,iai,n−3 = 0 for i = n− 1, n.
It follows that
n∑
i=n−2
(an−3,i + ai,n−3) ≤ 3.
On the other hand,
n∑
i=n−2
(an−3,i + ai,n−3) = δn−3 − f(xn−3)− f(yn−3) ≥ n− 2− (n− 5) = 3.
Hence, we have
n∑
i=n−2
(an−3,i + ai,n−3) = 3 and
an−3,i + ai,n−3 = 1 for i = n− 2, n− 1, n.
Applying Lemma 9 to A(n− 3, n− 1, n) we obtain an−2,n−2 = 0 and
f(xn−2) + f(yn−2)
= f(A(n− 1, n))− f(A(n− 2, n− 1, n))− an−2,n−2 − an−3,n−2 − an−2,n−3
= n− 5.
Repeating the above arguments, we get
an−2,i + ai,n−2 = 1 for i = n− 1, n
and
an−1,n−1 = ann = 0, an−1,n + an,n−1 = 1.
Moreover, we have
f(xn−i) + f(yn−i) = n− 5 for i = 0, 1, 2, 3. (3.31)
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Now we verify
Claim 3. B ≡ A[n− 3, n− 2, n− 1, n] is permutation similar to T4.
It is well known that the adjacency matrix of an acyclic digraph is permutation similar
to a strictly upper triangular matrix. Suppose Claim 3 does not hold. Then the digraph
D(B) has at least one cycle. Note that aii = 0 and aijaji = 0 for i, j = n− 3, . . . , n. D(B)
has no loop or 2-cycle. If D(B) has a 4-cycle, then B is permutation similar to
B′ =


0 1 b13 0
0 0 1 b24
b31 0 0 1
1 b42 0 0

 .
Now b24 = 1 implies D(B) has a cycle 1 → 2 → 4 → 1 of length 3; b42 = 1 implies
D(B) has a cycle 2 → 3 → 4 → 2 of length 3. Therefore, D always has a 3-cycle with
vertices from {n − 3, n − 2, n − 1, n}. Without loss of generality, we assume the 3-cycle is
n− 3→ n− 2→ n− 1→ n− 3.
Applying Lemma 11 to A(n), we get
f(xi) ≤ 2 and f(yi) ≤ 2 for i = n− 3, n− 2, n− 1.
By (3.31) we have n = 9 and
f(xi) = f(yi) = 2 for i = n− 3, n− 2, n− 1.
Suppose aj1,6 = aj2,6 = a8,j3 = a8,j4 = 1 with 1 ≤ j1 < j2 ≤ n− 4 = 5 and 1 ≤ j3 < j4 ≤ 5.
Then D has two distinct walks from j1 to j4 of length n− 4:{
j1 → 6→ 7→ 8→ j3 → j4,
j1 → j2 → 6→ 7→ 8→ j4,
a contradiction. Therefore, D(B) is acyclic and Claim 3 holds.
Without loss of generality, we assume
A =


Tn−4 xn−3 xn−2 xn−1 xn
yTn−3 0 1 1 1
yTn−2 0 0 1 1
yTn−1 0 0 0 1
yTn 0 0 0 0

 .
For i = n, n − 1, n − 2, n − 3, let asi,i be the last nonzero component in xi and ai,ti be
the first nonzero component in yi, where si ≡ 0 if xi = 0 and ti ≡ n− 3 if yi = 0. Applying
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Lemma 9 to A(n−2, n−1, n), A(n−3, n−1, n), A(n−3, n−2, n) and A(n−3, n−2, n−1),
we have
xi = (a
T
i , 0)
T , yi = (0, b
T
i )
T for i = n− 3, n− 2, n− 1, n, (3.32)
where ai ∈ R
si, bi ∈ R
n−si−4. Moreover, by (3.31) we have
si < ti ≤ si + 2 for i = n, n− 1, n− 2, n− 3. (3.33)
Next, we verify the following claim.
Claim 4. If n− 3 ≤ i < j ≤ n, then
tj > si + 1. (3.34)
We assert
aij = 0 for n− 5 ≤ i ≤ n− 4, n− 3 ≤ j ≤ i+ 3. (3.35)
Otherwise, D has the following two distinct walks of length n− 4 from 1 to j + 1 or j + 2:{
1→ 2→ 4→ · · · → i→ j → j + 1(→ j + 2),
1→ 3→ 4→ · · · → i→ j → j + 1(→ j + 2).
Similarly, we have ai1 = 0 for i = n−2, n−1, n. Otherwise, D has the following two distinct
walks of length n− 4 from i− 1 to n− 4:{
i− 1→ i→ 1→ 2→ 4→ · · · → n− 4,
i− 1→ i→ 1→ 3→ 4→ · · · → n− 4.
Given any n− 3 ≤ i < j ≤ n, we have
tj ≥ 2 for n− 2 ≤ j ≤ n
and
si ≤ n− 5 for n− 3 ≤ i ≤ n− 1.
If si = 0, then tj > si + 1 and (3.34) holds. For si ≥ 1, if (3.34) does not hold, we can
distinguish the following cases to find two distinct walks of length n − 4 between the same
endpoints to deduce contradictions.
Subcase 1. tj = si + 1. If si = 1, then tj = 2 and D has{
1→ i→ j → tj → 4→ 5→ · · · → n− 4,
1→ i→ j → tj → 3→ 5→ · · · → n− 4.
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If si = 2 and a1i = 0, then by (3.31) and (3.32), tj = 3, ti = si + 1 = 3 and D has{
1→ 2→ i→ j → tj → 5→ 6→ · · · → n− 4,
1→ 2→ i→ ti → 4→ 5→ · · · → n− 4.
If si = 2 and a1i = 1, then D has{
1→ 2→ i→ j → tj → 5→ 6→ · · · → n− 4,
1→ i→ j → tj → 4→ 5→ 6→ · · · → n− 4.
If si = 3 and a2i = 0, then ti = si + 1 = 4 and D has{
1→ 3→ i→ j → tj → 5→ 6→ · · · → n− 4,
1→ 2→ 3→ i→ ti → 5→ 6→ · · · → n− 4.
If si = 3 and a2i = 1, then D has{
1→ 3→ i→ j → tj → 5→ 6→ · · · → n− 4,
1→ 2→ i→ j → tj → 5→ 6→ · · · → n− 4.
If 4 ≤ si ≤ n− 5, then D has{
1→ 3→ 4→ · · · → si → i→ j → tj → tj + 1→ · · · → n− 4,
1→ 2→ 4→ · · · → si → i→ j → tj → tj + 1→ · · · → n− 4,
where the walk tj → tj + 1→ · · · → n− 4 does not appear when si = n− 5.
Subcase 2. tj < si + 1. Since tj ≥ 2 for j = n − 2, n− 1, n, we have si ≥ 2. If si = 2 or
3, D has the same walks as in the previous subcase. If 4 ≤ si ≤ n− 5, the walks{
1→ 3→ 4→ · · · → si → i→ j → tj → si + 1→ · · · → n− 4
1→ 2→ 4→ · · · → si → i→ j → tj → si + 1→ · · · → n− 4
contain two walks of length n− 4 with the same endpoints.
Thus we obtain Claim 4.
Now we show
Claim 5. si 6= sj for n− 3 ≤ i < j ≤ n.
Suppose sk = sl for some n− 3 ≤ k < l ≤ n. Then by the definition of si we have
ask+1,k = ask+1,l = 0. (3.36)
From (3.32) we have
ask+1,j + aj,sk+1 ≤ 1 for j = n− 3, n− 2, n− 1, n. (3.37)
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By (3.21),
δsk+1 = n− 5 +
n∑
j=n−3
(ask+1,j + aj,sk+1) ≥ n− 2.
Combining this with (3.36) and (3.37) we have
ak,sk+1 + al,sk+1 ≥ 1.
By (3.33) and (3.34), we have tl = sl + 2. Hence,
al,sk+1 = 0 and ak,sk+1 = 1.
It follows that
tk = sk + 1. (3.38)
If sk = 0, then D has two distinct walks of length n− 4 from k to n− 4:{
k → 1→ 2→ · · · → n− 4,
k → l → 2→ · · · → n− 4,
a contradiction. If 1 ≤ sk ≤ n− 6, then D has two distinct walks of length n− 4 from 1 to
n− 4: {
1→ 2→ · · · → sk → k → l → tl → tl + 1→ · · · → n− 4,
1→ 2→ · · · → sk → k → tk → tk + 1→ · · · → n− 4,
a contradiction. Hence we have sk ≥ n− 5.
On the other hand, by (3.35) we have
sn−3 ≤ n− 6, sn−2 ≤ n− 6 and sn−1 ≤ n− 5.
It follows that
sn−3 6= sn−2, k = n− 1, l = n and sk = n− 5.
Moreover, there exists sm ≥ 1 with m ∈ {n − 3, n − 2}. Now we can distinguish the
following cases to find distinct walks of length n−4 with the same endpoints in D to deduce
contradictions.
If tm = sm + 1, then by (3.38) D has{
1→ 2→ · · · → sm → m→ sm + 1→ · · · → n− 4,
1→ 2→ · · · → sk → k → n− 4.
If sm + 2 = tm ≤ n− 5, then D has{
1→ 2→ · · · → sm → m→ tm → · · · → sk → k → n− 4,
1→ 2→ · · · → sk → k → n− 4.
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If sm + 2 = tm = n− 4, then sm = n− 6 and D has{
1→ 2→ · · · → sm → m→ k → n− 4,
1→ 2→ · · · → sk → k → n− 4.
Hence we get Claim 5.
Combining Claim 4 and Claim 5 we obtain
sj > si for n− 3 ≤ i < j ≤ n.
Otherwise, sj < si leads to tj ≤ sj + 2 < si + 2, which contradicts Claim 4. Therefore, we
have
0 ≤ sn−3 < sn−2 < sn−1 < sn ≤ n− 4. (3.39)
Finally, we verify
Claim 6. ti = si + 2 for i ∈ {n− 3, n− 2, n− 1, n}.
Suppose tn = sn + 1. By (3.39) and (3.33) we have 1 ≤ sn−2 ≤ n− 6 and sn ≥ tn−2. We
can distinguish the following cases to find two distinct walks of length n− 4 from 1 to n− 4
or n in D, which contradicts D ∈ Ex(n,Fn−4). If tn−2 = sn−2 + 2, then D has{
1→ 2→ · · · → sn → n→ sn + 1→ sn + 2→ · · · → n− 4,
1→ 2→ · · · → sn−2 → n− 2→ sn−2 + 2→ · · · → sn → n→ sn + 1→ · · · → n− 4,
where the walk n→ sn+1→ · · · → n−4 does not appear when sn = n−4. If tn−2 = sn−2+1
and sn ≤ n− 5, then D has{
1→ 2→ · · · → sn → n→ sn + 1→ sn + 2→ · · · → n− 4,
1→ 2→ · · · → sn−2 → n− 2→ sn−2 + 1→ sn−2 + 2→ · · · → n− 4.
If tn−2 = sn−2 + 1 and sn = n− 4, then an−4,n = 1 and D has

1→ 2→ · · · → n− 5→ n− 4→ n,
1→ 2→ · · · → sn−2 → n− 2→ tn−2 → tn−2 + 2→ · · · → n− 4→ n, if sn−2 ≤ n− 7,
1→ 3→ · · · → sn−2 → n− 2→ tn−2 → tn−2 + 1→ · · · → n− 4→ n, if sn−2 = n− 6.
Hence, tn = sn + 2 and sn ≤ n− 5.
Next suppose ti = si+1 for i ∈ {n−2, n−1} and j ∈ {n−2, n−1}\{i}. Then si, sj > 0.
If tj = sj + 1, then D has the following two distinct walks of length n− 4 from 1 to n− 4:{
1→ 2→ · · · → si → i→ si + 1→ · · · → n− 4,
1→ 2→ · · · → sj → j → sj + 1→ · · · → n− 4,
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a contradiction. If tj = sj + 2, then D has the following two distinct walks of length n− 4
from 1 to n− 4:

1→ · · · → si → i→ si + 1→ · · · → n− 4,
1→ · · · → si → i→ si + 1→ · · · → sj → j → sj + 2→ · · · → n− 4, if i < j,
1→ · · · → sj → j → sj + 2→ · · · → si → i→ si + 1→ · · · → n− 4, if i > j and si ≥ sj + 2
1→ · · · → sj → j → i→ si + 1→ · · · → n− 4, if i > j and si = sj + 1,
a contradiction. Hence, we get
tn−2 = sn−2 + 2, tn−1 = sn−1 + 2.
Now we conclude tn−3 = sn−3 + 2. Otherwise D has the following two distinct walks of
length n− 4 from 1 or n− 3 to n− 4:{
1→ 2→ · · · → sn−3 → n− 3→ tn−3 → · · · → n− 4,
1→ 2→ · · · → sn−3 → n− 3→ tn−3 → · · · → sn−1 → n− 1→ sn−1 + 2→ · · · → n− 4,
where the walk 1→ 2→ · · · → sn−3 → n− 3 does not appear when sn−3 = 0. Thus we get
Claim 6.
Finally, combining (3.31) and Claim 6 we have A = F4(n). This completes the proof.
From the proof of Theorem 12, we have the following corollary.
Corollary 13. Let k ≥ 5 be an integer, n = k + 4 and
A = (aij) =
[
Tk B
C E
]
∈ Γ(n, k).
If
f(A) =
n(n− 1)
2
− 4, f(A(n)) =
(n− 1)(n− 2)
2
− 3,
f(A(n− 1, n)) =
(n− 2)(n− 3)
2
− 2, f(A(n− 2, n− 1, n)) =
(n− 3)(n− 4)
2
− 1,
then A is permutation similar to F4(n) by permuting its last 4 rows and columns.
4 Proof of Theorem 2
In this section we give the proof of Theorem 2. We will use induction on n. First we need
the following lemma to show that Theorem 2 holds for k = 5.
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Lemma 14. Let n ≥ 10 be an integer. Then
ex(n,Fn−5) =
n(n− 1)
2
− 5. (4.1)
Moreover, a digraph D is in Ex(n,Fn−5) if and only if D is a (1, n − 5, 5)-completely
transitive tournament.
Proof. Let D be any Fn−5-free digraph of order n. Denote by A ≡ AD. Given any i ∈
{1, 2, . . . , n}, since A(i) ∈ Γ(n− 1, n− 5), by Theorem 10 we have
f(A(i)) ≤
(n− 1)(n− 2)
2
− 4. (4.2)
Applying Lemma 4 to A, we have
f(A) ≤
n(n− 1)
2
− 5.
Hence,
ex(n,Fn−5) ≤
n(n− 1)
2
− 5.
Let D be any (1, n − 5, 5)-completely transitive tournament. Then AD is a principal
submatrix of A′ = J2 ⊗ Tn−5. Since A
′(α) ∈ Γ(n, n− 5), the digraph D(A′), and hence D is
Fn−5-free. It is clear that D has size
n(n−1)
2
− 5. Thus we get (4.1) and the sufficiency of the
second part.
Let D ∈ Ex(n,Fn−5) and A ≡ AD. Again, denote by δi the number of nonzero entries
lying in the i-th row and the i-th column of A. Then by (4.2),
δi = f(A)− f(A(i)) ≥ n− 2 for all 1 ≤ i ≤ n. (4.3)
Applying Lemma 4 we get
f(A(i0)) ≥
(n− 1)(n− 2)
2
− 4
for some i0 ∈ {1, 2, . . . , n}. Without loss of generality, we assume i0 = n. By Theorem 12,
A(n) is permutation similar to Ft(n− 1) with t ∈ {1, 2, 3, 4}. Now we distinguish four cases.
Case 1. A(n) is permutation similar to F1(n− 1). Without loss of generality, we assume
A =


0 J3,n−6 J3,2 x1
0 Tn−6 Jn−6,2 x2
0 0 0 x3
yT1 y
T
2 y
T
3 α

 ,
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where x1, y1 ∈ R
3, x2, y2 ∈ R
n−6, x3, y3 ∈ R
2.
Since
δn =
3∑
i=1
[f(xi) + f(yi)] + α = f(A)− f(A(n)) = n− 2,
applying Lemma 5 to A we have
y1 = 0 and x3 = 0.
Then δ1 ≤ n− 3, which contradicts (4.3).
Case 2. A(n) is permutation similar to F2(n − 1). Applying the same arguments as in
Case 1 we get δn−2 ≤ n− 3, a contradiction.
Case 3. A(n) is permutation similar to F3(n− 1). Without loss of generality, we assume
A =


0 J2,n−6 J2,2 J2,1 x1
0 Tn−6 Jn−6,2 Um x2
0 0 0 0 x3
0 U ′m J1,2 0 an−1,n
yT1 y
T
2 y
T
3 an,n−1 ann


where x1, x3, y1, y3 ∈ R
2, x2, y2 ∈ R
n−6, Um = (J1,m, 0)
T , U ′m = (0, J1,n−m−8), 0 ≤ m ≤ n− 8.
By (4.3),
δn−1 = n− 4 + an−1,n + an,n−1 ≥ n− 2
implies an−1,n = an,n−1 = 1. Applying Lemma 5 to A(n − 1) we get x3 = 0 and y1 = 0.
Hence, δ1 ≥ n − 2 and δ2 ≥ n − 2 force x1 = J2,1. Then D has the following two distinct
walks of length n− 5 from 1 to n− 1 or n:{
1→ 2→ n− 1→ n→ n− 1→ · · · → n− 1(→ n),
1→ n→ n− 1→ n→ n− 1→ · · · → n− 1(→ n),
a contradiction.
Case 4. A(n) is permutation similar to F4(n− 1). Without loss of generality we assume
A = (aij) =


Tn−5 w4 w3 w2 w1 x
u4 0 1 1 1 an−4,n
u3 0 0 1 1 an−3,n
u2 0 0 0 1 an−2,n
u1 0 0 0 0 an−1,n
yT an,n−4 an,n−3 an,n−2 an,n−1 an,n


≡
[
Tn−5 B
C E
]
,
where x, y ∈ Rn−5,
wi = (J1,qi, 0)
T , ui = (0, J1,n−qi−6) for i ∈ {1, 2, 3, 4}
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with 0 ≤ q4 < q3 < q2 < q1 ≤ n− 6.
We claim
an−i,nan,n−i = 0 for i = 1, 2, 3, 4. (4.4)
Otherwise suppose an−i,n = an,n−i = 1 for some i ∈ {1, 2, 3, 4}. Set
α = {1, 2, . . . , n− 5, n− i, n}.
Applying Lemma 11 to A[α] we get A 6∈ Γ(n, n− 5), a contradiction. Thus we obtain (4.4).
On the other hand, by (4.3) we have
an,n−i + an−i,n = δn−i − f(wi)− f(ui)− 3 ≥ 1 for i ∈ {1, 2, 3, 4}.
Hence, we have an,n−i + an−i,n = 1, and
f(A(n− i)) = f(A)− δn−i =
(n− 1)(n− 2)
2
− 4 for i = 1, 2, 3, 4.
Given i ∈ {1, 2, 3, 4, 5}, applying Corollary 13 to A(n− i) we know each 4 × 4 principal
submatrix of E is permutation similar to T4. Let w5 = x and u5 = y
T . By Lemma 9 of [8],
E is permutation similar to T5 and A is permutation similar to
H =


Tn−5 wσ1 wσ2 wσ3 wσ4 wσ5
uσ1 0 1 1 1 1
uσ2 0 0 1 1 1
uσ3 0 0 0 1 1
uσ4 0 0 0 0 1
uσ5 0 0 0 0 0


with σ a permutation of {1, 2, 3, 4, 5}. Applying Corollary 13 to each A(n− i) again we get
wσi = (J1,ki, 0)
T , uσi = (0, J1,n−ki−6) for i = 1, 2, 3, 4, 5
with 0 ≤ k1 < k2 < k3 < k4 < k5 ≤ n− 6.
Denote G = J2 ⊗ Tn−5 and
β = {n− 4, n− 5, . . . , 2(n− 5)} \ {n− 4 + k1, n− 4 + k2, n− 4 + k3, n− 4 + k4, n− 4 + k5}.
Then H = G(β) and D is a (1, n− 5, 5)-completely transitive tournament.
Now we are ready to present the proof of Theorem 2.
Proof of Theorem 2. We use induction on n. By Theorem 10 and Lemma 14 we know
the results hold for n = k+4 and n = k+5. Assume the results hold for n = k+5, . . . , sk+t,
where 0 ≤ t < k and s > 0 are integers.
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Now suppose n = sk + t+ 1. Let u, v be integers such that v < k and n = uk + v. Then
u = s, v = t + 1 when t < k − 1, and u = s+ 1, v = 0 when t = k − 1.
Given any Fk-free digraph D of order n, denote by A ≡ AD its adjacency matrix. For
any i ∈ {1, 2, . . . , n}, since the digraph of A(i) is an Fk-free digraph of order n− 1, by the
induction hypothesis we have
f(A(i)) ≤ ex(n− 1,Fk)
=
(
n− 1
2
)
−
(
s
2
)
k − st
=
(n− 1)(n− 2)
2
−
(s− 1)(n− 1)
2
−
(s+ 1)t
2
. (4.5)
Applying Lemma 4 we have
f(A) ≤
n(n− 1)
2
−
(s− 1)(n− 1)
2
−
(s+ 1)t
2
− s
=
n(n− 1)
2
−
(s− 1)n
2
−
(s+ 1)(t+ 1)
2
=
n(n− 1)
2
−
(u− 1)n
2
−
(u+ 1)v
2
.
Hence,
ex(n,Fk) ≤
n(n− 1)
2
−
(u− 1)n
2
−
(u+ 1)v
2
.
On the other hand, if D is a (u, k, v)-completely transitive tournament, then there exist
k − t numbers j1, j2, . . . , jk−t ∈ {uk + 1, uk + 2, . . . , (u+ 1)k} such that
PAP T = Πu+1,k(j1, j2, . . . , jk−v)
for some permutation matrix P . Since (Πu+1,k)
k = 0, we have (AD)
k = 0, and hence D is
Fk-free. Moreover, the size of D is
f(A) =
n(n− 1)
2
−
(u− 1)n
2
−
(u+ 1)v
2
.
Hence,
ex(n,Fk) =
n(n− 1)
2
−
(u− 1)n
2
−
(u+ 1)v
2
=
(
n
2
)
−
(
u
2
)
k − uv (4.6)
and any (u, k, v)-completely transitive tournament is in Ex(n,Fk).
Conversely, suppose D ∈ Ex(n,Fk) and A ≡ AD. Applying Lemma 4 to A, by (4.6)
we know there is some i0 ∈ {1, 2, . . . , n} such that equality in (4.5) holds. Without loss of
generality, we assume i0 = n. We distinguish two cases.
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Case 1. t = 0. Then u = s ≥ 2 and v = 1. By the induction hypothesis we may assume
A =


Tk Tk · · · Tk x1
Tk Tk · · · Tk x2
...
...
. . .
...
...
Tk Tk · · · Tk xs
yT1 y
T
2 . . . y
T
s an,n

 ∈Msk+1{0, 1}, (4.7)
where xi, yi ∈ R
k for i = 1, 2, · · · , s.
Let asi,n be the last nonzero component in xi, and an,ti be the first nonzero component
in yi for i = 1, . . . , s. Here we define si = (i− 1)k when xi = 0, and ti = ik+ 1 when yi = 0.
We claim
ti 6= si + 1 for 1 ≤ i ≤ s. (4.8)
Note that we can change the role of each (xi, yi) by permutation similarity. To prove (4.8)
it suffices to verify the case i = 1. Suppose t1 = s1 + 1. If s1 ≤ 2, then D has two distinct
walks of length k from 1 or n to k:{
1→ · · · → s1 → n→ s1 + 1→ s1 + 2→ s1 + 3→ · · · → k,
1→ · · · → s1 → n→ s1 + 1→ k + s1 + 2→ s1 + 3→ · · · → k,
where the walk 1 → · · · → s1 does not appear when s1 = 0. If 3 ≤ s1 ≤ k, then D has two
distinct walks of length k from 1 to n or k:{
1→ 2→ 3→ · · · → s1 → n→ s1 + 1→ s1 + 2→ · · · → k,
1→ k + 2→ 3→ · · · → s1 → n→ s1 + 1→ s1 + 2→ · · · → k,
where the walk n → s1 + 1 → s1 + 2 → · · · → k does not appear when s1 = k. This
contradicts D ∈ Ex(n,Fk) and (4.8) follows.
Denote by
Bi =
[
Tk xi
yTi ann
]
for 1 ≤ i ≤ s.
Given any i ∈ {1, 2, . . . , s}, since Bi is a principal submatrix of A, then Bi ∈ Γ(k+1, k). By
Theorem 3 we have f(Bi) ≤ k(k + 1)/2 and
f(xi) + f(yi) + ann = f(Bi)− f(Tk) ≤ k. (4.9)
If equality in (4.9) holds, then applying Lemma 9 to Bi we get ti = si+1, which contradicts
(4.8). Therefore, we have
f(xi) + f(yi) + ann ≤ k − 1 for 1 ≤ i ≤ s.
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Since
n− s− 1 = s(k − 1) ≥
s∑
i=1
[f(xi) + f(yi) + ann]
≥
s∑
i=1
[f(xi) + f(yi)] + ann
= f(A)− s2f(Tk) = n− s− 1
we get ann = 0 and
f(xi) + f(yi) = k − 1 for 1 ≤ i ≤ s.
By (4.8), applying Lemma 9 to each Bi again we have
ti = si + 2 and xi = (J1,qi, 0)
T , yi = (0, J1,k−qi−1)
T with qi ∈ {0, 1, . . . , k − 1}
for all 1 ≤ i ≤ s. Now we assert
q1 = q2 = · · · = qs = q for some q ∈ {0, 1, 2, . . . , k − 1}.
Otherwise, without loss of generality we assume q1 < q2. Then
s1 = q1, s2 = k + q2.
Denote by P the permutation matrix obtained by interchanging row q1+1 and row k+q1+1
of the n× n identity matrix. Let A′ = (a′ij) = PAP
T . Then A′ ∈ Ex(n,Fk) has the same
form (4.7) as A. Moreover, the last nonzero component in x1 is a
′
q1+1,n = ak+q1+1,n; the first
nonzero component in y1 is a
′
n,q1+2
= an,q1+2. If we define s
′
i and t
′
i for A
′ the same as si and
ti for A, then
s′1 = q1 + 1, and t
′
1 = q1 + 2.
On the other hand, using the same arguments as above we have t′1 = s
′
1+2, a contradiction.
Therefore, we have xi = (J1,q, 0)
T , yi = (0, J1,k−q−1)
T for i = 1, . . . , s, and A is permu-
tation similar to Πs+1,k(β) with β = {sk + 1, sk + 2, . . . , sk + k} \ {q + 1}. Hence, D is a
(u, k, v)-completely transitive tournament.
Case 2. t 6= 0. By the induction hypothesis we may assume
A =


Tk Tk · · · Tk w1 w2 · · · wt x1
Tk Tk · · · Tk w1 w2 · · · wt x2
...
...
...
...
...
...
...
Tk Tk · · · Tk w1 w2 · · · wt xs
u1 u1 · · · u1 0 1 · · · 1 ask+1,n
u2 u2 · · · u2 0 0
. . .
...
...
...
...
...
...
...
. . . 1 ask+t−1,n
ut ut · · · ut 0 0 · · · 0 ask+t,n
yT1 y
T
2 . . . y
T
s an,sk+1 an,sk+2 · · · an,sk+t ann


∈Msk+t+1{0, 1},
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where xi, yi ∈ R
k for i = 1, 2, . . . , s, wj = (J1,kj , 0)
T , uj = (0, J1,k−1−kj), and 0 ≤ k1 < k2 <
· · · < kt ≤ k − 1.
Let i ∈ {1, 2, . . . , t}. We claim
ask+i,n + an,sk+i = 1. (4.10)
Since A(sk + i) ∈ Γ(n− 1, k), we have
ask+i,n + an,sk+i = f(A)− f(A(sk + i))− s[f(wi) + f(ui)]− (t− 1)
≥ f(A)− ex(n− 1,Fk)− s(k − 1)− (t− 1) = 1. (4.11)
If ask+i,n = an,sk+i = 1, setting
α = {1, 2, . . . , k, sk + i, n}
and applying Lemma 11 to A[α] we get A[α] 6∈ Γ(k + 2, k), which contradicts A ∈ Γ(n, k).
Thus we get (4.10).
Combining (4.10) and (4.11) we get
f(A(sk + i)) = ex(n− 1,Fk).
By the induction hypothesis, A(sk + i) is permutation similar to a submatrix of Πs+1,k.
Therefore, ann = 0 and
s∑
i=1
[f(xi) + f(yi)] = f(A)− f(A(n))− ann −
t∑
i=1
(ask+i,n + an,sk+i) = s(k − 1).
Next we distinguish two subcases.
Subcase 1. s > 1. Let α = {sk + 1, sk + 2 . . . , sk + t}. We consider A(α). Then
f(A(α)) = f(A)− s
t∑
i=1
[f(wi) + f(ui)]− t(t− 1)/2−
t∑
i=1
(ask+i,n + an,sk+i)− ann
=
n(n− 1)
2
−
(s− 1)n
2
−
(s+ 1)(t+ 1)
2
− st(k − 1)− t(t− 1)/2− t
=
(n− t)(n− t− 1)
2
−
(s− 1)(n− t)
2
−
s+ 1
2
= ex(n− t,Fk).
Applying Case 1 to A(α), we have
xj = (J1,q, 0)
T and yTj = (0, J1,k−1−q)
T for all j ∈ {1, . . . , s}
with 0 ≤ q ≤ k − 1.
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We assert q 6∈ {k1, k2, . . . , kt}. Otherwise suppose q = ki for some i. Since
aq+1,n = an,q+1 = aq+1,sk+i = ask+i,q+1 = 0,
we have
δq+1 ≤ s(k − 1) + t− 1 = n− s− 2
and
f(A(q + 1)) = f(A)− δq+1 > ex(n− 1,Fk),
which contradicts A(q + 1) ∈ Γ(n− 1, k).
Next we show that
ask+i,n = 1 when q > ki for i = 1, . . . , t.
Otherwise suppose q > ki and ask+i,n = 0. Then by (4.10) we have ask+i,q+1 = an,sk+i = 1.
If q ≤ 2, then D has two distinct walks of length k from 1 to k:{
1→ · · · → q → n→ sk + i→ q + 1→ q + 2→ q + 3→ · · · → k − 1→ k,
1→ · · · → q → n→ sk + i→ q + 1→ k + q + 2→ q + 3→ · · · → k,
a contradiction. If q ≥ 3, then D has two distinct walks of length k from 1 to k:{
1→ 3→ · · · → q → n→ sk + i→ q + 1→ · · · → k − 1→ k,
1→ 2→ · · · → q − 1→ n→ sk + i→ q + 1→ · · · → k − 1→ k,
a contradiction.
Using similar arguments as above, we can deduce ask+i,n = 0 when q < ki. Let
β = {sk + 1, sk + 2, . . . , n} \ {sk + k1 + 1, sk + k2 + 1, . . . , sk + kt + 1, sk + q + 1}.
If q > kt, then A = Πs+1,k(β). Otherwise let
P =


[
0 1
It 0
]
, if q < k1,
Ij 0 00 0 1
0 It−j 0

 , if kj < q < kj + 1,
and Q = Isk⊕P . Then QAQ
T = Πs+1,k(β). Therefore, A is permutation similar to Πs+1,k(β)
and D is a (u, k, v)-completely transitive tournament.
Subcase 2. s = 1. Then t ≥ 5 and
A = (aij) =


Tk w1 w2 · · · wt x
u1 0 1 · · · 1 ak+1,n
u2 0 0
. . .
...
...
... 0 0
. . . 1
...
ut 0 0 0 0 ak+t,n
yT an,k+1 an,k+2 · · · an,k+t 0


∈Mn{0, 1},
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where x, y ∈ Rn−5, wi = (J1,ki, 0)
T , ui = (0, J1,k−1−ki), and 0 ≤ k1 < k2 < · · · < kt ≤ k − 1.
Choose any three distinct numbers p, q, r ∈ {1, 2, . . . , t}. Denote α = {1, 2, . . . , k, k +
p, k + q, k + r, n} and B = A[α]. Then
f(B) = f(Tk) + 3(k − 1) + 3 + f(x) + f(y) + 3 = (k + 4)(k + 3)/2− 4 = ex(k + 4,Fk).
Applying Corollary 13 to B, we have
x = (J1,h, 0)
T , y = (0, J1,k−h−l)
T ,
where 0 ≤ h ≤ k − 1. Moreover, we have h 6∈ {kp, kq, kr} and
ak+i,n =
{
1, if h > ki,
0, if h < ki,
(4.12)
for i = p, q, r.
Since p, q, r are arbitrarily chosen from {1, 2, . . . , t}, we have
h 6∈ {k1, k2, . . . , kt}
and (4.12) holds for i = 1, 2, . . . , t. Using the same arguments as in the previous subcase,
we can prove that D is a (u, k, v)-completely transitive tournament.
This completes the proof. ✷
5 Further discussion
In this section we discuss the unsolved cases for Problem 1. We focus our attention on strict
digraphs. The second part of Theorem 2 may not be true for n = k + 5 when k = 4. For
example, let D be the digraph with adjacency matrix
A =


0 0 1 1 1 1 1 1 1
0 0 1 1 1 1 1 1 1
0 0 0 1 1 1 1 0 1
0 0 0 0 1 1 1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 0 1
0 0 0 0 0 1 1 0 0


.
Then f(A) = 30 and A4 ∈ M9{0, 1}. But A is not permutation similar to any principal
submatrix of Π4,3, since A
4 6= 0. However, when k = 4 and n is sufficiently large, we
conjecture the second part of Theorem 2 is still true.
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When k = 3, Theorem 2 does not hold, which is shown by the following example. Let
T ′3 =

0 1 10 1 1
0 0 0


and
A =


T3 T
′
3 T3 · · · T3
T3 T3 T3 · · · T3
T3 T3 T3 · · · T3
...
...
...
. . .
...
T3 T3 T3 · · · T3

 ∈ M3t{0, 1}.
Denote (bij) = A
3. Then
bij =
{
1, if i = 3s+ 1, j = 3l for s ∈ {0, . . . , t− 1}, l ∈ {1, . . . , t};
0, otherwise.
Therefore, D(A) is an F3-free digraph and
ex(3t,F3) ≥ f(A) > f(Πt,3).
When k = 2, by [14, Theorem 2] we can deduce
ex(n,F2) =


n2+4n−5
4
, if n is odd,
n2+4n−8
4
, if n is even and n 6= 4,
7, if n = 4.
The set of extremal digraphs Ex(n,F2) is not known.
We leave the problems of determining ex(n,F3) and Ex(n,Fk) for k = 2, 3, 4 for future
work.
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