Abstract-In this paper, we formulate the problem of finding an optimal generation dispatch and transmission topology to meet a specific inflexible load as a mixed integer program. Our model is a mixed-integer linear program because it employs binary variables to represent the state of the equipment and linear relationships to describe the physical system. We find that on the standard 118-bus IEEE test case a savings of 25% in system dispatch cost can be achieved.
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I. INTRODUCTION
I N large electric networks, transmission is traditionally characterized as a static system. In regulated areas, the utility dispatches generators over this fixed system to minimize cost, and in restructured regions generators use this network as a means to compete with one another. However, it is acknowledged, both formally and informally, that system operators can, and do, change the topology of systems to improve voltage profiles or increase capacity of a flowgate. 1 In this paper we explore the implications of automating this practice, and meeting demand efficiently by optimizing the network through control of transmission line circuit breakers in addition to generator output. One reason this concept is particularly relevant now is the extreme difficulty in building transmission to meet growing demand; we propose one way to address this problem is to make more efficient use of the existing network.
Kirchhoff's laws allow the opening of lines to improve dispatch cost. Opening lines to improve dispatch is already being done to a small degree. Anecdotal evidence exists that some system operators switch lines in and out because of reactive power consumption or production of lines, or other reasons. 2 The Northeast Power Coordinating Council includes "switch out internal transmission lines" in the list of possible actions to avoid abnormal voltage conditions [1] , [2] . In addition, system operators have procedures in place to close lines quickly in case of emergency. In PJM, these Special Protection Schemes (SPSs) 1 Personal communication with A. Ott, Vice President, PJM. 2 Personal communication with S. Nauman, Vice President, Exelon.
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Electric transmission planning has long been an important field in power system engineering, and many planning techniques have been developed and studied [3] - [5] . By necessity, these techniques focus on long-term decisions about investments and uncertainty, not operational decisions based on short-term system conditions. In this paper, we examine the possibilities of improved system dispatch by altering existing networks, which is a different problem from planning new lines or designing new networks. We assume the load is known with greater certainty, and the decisions are to change temporary network structure. The goal is not meeting probabilistic long-term reliability criteria, like LOLP or LOLE, or forecasted load growth, but to make each realization of the transmission topology optimal and reliable given the actual-or short-term forecasted-network conditions.
Transmission switching has been explored in the literature as a control method for problems such as over-or under-voltage situations, line overloads [6] , loss and/or cost reduction [7] , improving system security [8] , or a combination of these [9] - [11] . Our investigation of optimal transmission switching (OTS) extends this literature by probing the degree to which transmission switching could increase economic efficiency of power system dispatch. No other recent paper has explored the ability of transmission line switching to reduce dispatch cost, and of papers that have optimized cost none have used a mixed-integer formulation or presented the degree of savings possible [7] .
The concept of OTS for economic benefit was investigated by O'Neill et al. in a market context [12] . Here, the authors examined the dynamic operation and compensation of transmission lines (as well as phase angle regulators, FACTS devices, and other transmission technologies) on a small example network. In the current paper we restrict our analysis to transmission lines, and in particular apply OTS to a well-known engineering test case to gain a better understanding of its potential impact in large and more realistic systems. The idea of market-based payments for transmissionisoutsidethescopeof thispaper.In fact,theconcepts presented here do not require the existence of a particular market design. All we assume is that the system operator or utility uses an optimal power flow technique to determine dispatch.
We formulate the problem as a mixed-integer linear program (MIP), based on the traditional dc optimal power flow (DCOPF) used to dispatch generators to meet load in an efficient manner. The integer variables are used to represent the state, closed or open, of each transmission line. Because of Kirchhoff's laws and power conservation, extending the DCOPF to include integer capability is not as straightforward as formulating a generator unit commitment problem. We then use this formulation to examine the potential for improving generation dispatches by optimizing transmission topology for a well known IEEE test system.
In proposing new operating techniques, it is important to keep in mind that the reliability of electricity networks is vital. Indeed, some may argue that optimizing transmission topology is unthinkable because of potential threats to reliability. In this paper we do not ignore the importance of reliability, nor are we suggesting switching transmission at the expense of reliable network operations. We are simply examining the potential for cost savings by streamlining and automating actions operators can currently take (such as SPSs) and improving network operation by making use of controllable components while maintaining system security. Lines that are open in the optimal dispatch of a network may be available to be switched back into the system as needed, as in PJM's SPSs. In cases where this may not be possible, OTS can be conducted in conjunction with contingency analysis in order to maintain reliability levels while taking advantage of improved topology. However reliability is maintained, OTS is not intrinsically incompatible with reliable operation of the grid.
The paper is organized as follows. Section II presents the MIP formulation for the OTS problem. Section III discusses results from using the new formulation on the well-known engineering test case. Section IV explores computational issues in solving this problem. Section VI contains a brief discussion of practical implications of this method, and Section VI concludes. The Appendix explores heuristic methods that may aid in solving large MIPs, a topic important for eventual practical implementation.
II. MIXED-INTEGER FORMULATION
As mentioned above, our formulation of the OTS problem is based on the standard DCOPF. We use dc approximations [4] so the underlying problem is linear, but there is no reason an ACOPF could not be used instead other than the usual problems with computation time, convergence and proof of optimality in the nonlinear setting (see [13] - [15, Sec. 15.6 
]).

A. Basic Optimal Power Flow
We start with a basic formulation of a DCOPF problem, as presented below. Generator costs (which are negative) are maximized, subject to physical constraints of the system and Kirchhoff's laws governing power flow. It is possible, and probably desirable from an implementation perspective, to include other costs in the objective function, such as generator start-up or cost associated with equipment switching or degradation. Making the objective function more robust would ensure all appropriate operating costs were being considered in the solution, as follows. The constraints represent physical operating limits of the network. Voltage angle limits are imposed by (1) . 3 Constraint (2) limits the output of generator at node to its physical capabilities, and (3) limit the power flow across line at node . 4 Power balance at each node is enforced by (4), and Kirchhoff's laws are incorporated in constraint (5) . represents the power flow from line to node , and therefore can be positive or negative depending on whether power is flowing into or out of the node. and represent the power injected by a generator or withdrawn by a load at node , respectively. is generally positive, whereas is typically negative. This formulation is very general, and could be expanded to include any other constraint or objective function that would represent the system more accurately.
B. Optimal Power Flow With Optimal Transmission Switching
Now we make changes to this basic formulation to allow for OTS. In this new formulation, each line is assigned a binary variable, , that represents whether the line is included in the system (the circuit breaker on that line is closed) or not (circuit breaker is open). Because of the peculiar characteristics of electricity, it is possible to improve the dispatch cost by removing a line from the network. Thus the optimization problem will either return the result that no lines are taken out with no change in the objective function value, or that one or more lines are opened with an improved objective function.
In the formation, the power flow of an open line must be constrained to zero; an open circuit or conductor can transmit no power. Because of the constraint representing Kirchhoff's laws, the formulation of the problem is more complicated than simply limiting the power flow to or times the binary variable. Whereas this formulation would allow no flow on an open line, it also limits power flow to zero on all lines that share terminal nodes with the open line, because the voltage angle difference is forced to zero. To account for this, the Kirchhoff's laws constraints (above, constraint 5) must be modified, as they are in the following (see constraints 5a and 5b):
for all and for all at nodes for all for all lines with endpoints and Note that is a large number greater than or equal to , in the constraints (5a) and (5b). In this formulation we also added a generalized upper bound constraint (GUB) (constraint (6) ) that can limit the number of open lines in the optimal network. This constraint is used to gain understanding about the effects of changing the network topology.
The following set notation will be used throughout the analysis section of the paper: The set of all lines is denoted as . The subset of lines that are open in an optimal solution is denoted as , where is the number of lines allowed to be open (i.e., constraint (6) in the above formulation would have ). Since any quantity of lines can be allowed to open up to the total number of lines, can range from one to the total number of lines (i.e., ).
III. TEST NETWORK RESULTS
To test the formulation presented above, we used the wellknown and widely-used IEEE 118-bus engineering test network. We modeled generator costs as linear, assumed resistance and shunt capacitance of lines were zero, ignored losses and reactive power, and did not perform any generator unit commitment, using instead the commitment profile of the test cases. 5 The traditional DCOPF and modified OTS DCOPF were tested on the case to assess potential benefits of OTS. Also, this method was run on the system with various load profiles to highlight the benefits of system flexibility, and a contingency analysis was performed to assess effects on reliability.
A. The 118-Bus Model
The IEEE 118-bus test case was used to test and analyze the OTS formulation. Data for the test system was downloaded from University of Washington Power System Test Case Archive, and transmission line characteristics and generator variable costs were taken from the network as reported in [16] . This test model is based on a portion of the AEP network from 1962.
The system consists of 118 buses, 186 transmission lines, 19 committed generators with a total capacity of 5859 MW, and 99 load buses with a total consumption of 4519 MW. In what will be called the "base case," in which no transmission lines are opened, the system cost of meeting this consumption is $2054/h. This cost results from the DCOPF model with generator cost information from [16] , where variable cost ranges from $0.19/MWh to $10/MWh. 6 Two lines out of the total of 186 are fully loaded, or congested.
First, we ran the MIP as presented above on the 118-bus model without constraint (6) . This allowed the status of each line to be determined by the optimization, and for an unconstrained number of lines to open. While we encountered some difficulties in getting this problem to solve completely and to optimality (discussed below in Section IV), the best found solution improved the system cost by 25%, or $511/h, over the base case. In this solution, 38 lines are opened. There is no general trend in physical characteristics of the optimally-open lines; 5 In our model, we assume the generation unit commitment problem has already been solved. It is possible that an improved solution will result from simultaneously performing generator unit commitment and optimal transmission switching. 6 These costs we used are on the order of 50 to 100 times smaller than typical generator costs. Realistic savings would be much higher than the $2000/h found here. These costs were used because they are consistent with others found in the literature, and our goal was to remain as faithful to previous models as possible. rather the decision to open a line or keep it closed depends on specific operating conditions, loads and generator costs.
To gain insight on how these lines are affecting system dispatch cost, we limit the number of open lines by including the GUB constraint. Allowing only one line to open results in , meaning line 153, connecting bus 89 to 91, opens. 7 Opening the line changes the power output of four generators. Generators at buses 25, 61, and 87 decrease output, and the generator at bus 111 increases output. As can be see in Table I , the increased generator is more expensive than two of the decreased generators, but the total cost savings, primarily driven by reducing output from the expensive generator at bus 87, is significant. Power flow on transmission lines also change. The magnitude of power flow changes on 168-or 90%-of lines, and the direction of power flow changes on four lines. The two lines that were constrained in the base case remain congested, but no additional lines become congested.
Repeating this analysis for , we identified the sequence of subsets, , and the objective function values for each of these topologies. For it is not necessarily true that , see in particular the change from to . In other words, these sequentially-found subsets are not necessarily subsets of one another. Also, for each additional open line, the system cost decreases, but at a decreasing rate (see Table II ).
This implies two things about this network: one is that a small number of lines have a large impact on dispatch cost, and a large number of lines have a small impact. The other is that improving system cost by opening lines is not a linear process; serially opening the next line that provides the most improvement will not necessarily produce the optimal network. Thus, to gain the majority of economic benefit from OTS a large number of lines need not be switched, necessarily; however, the number of lines to be opened would need to be defined a priori in the optimization model to achieve the most benefit. Running the full optimization problem and then choosing only some of the lines to open would not be the best way to optimally operate the network. One possibility would be to define, in the optimization problem, a subset of lines eligible for switching based on reliability studies.
These conclusions have only been shown in the 118-bus network thus far, and analysis of other networks is needed before determining if they are general findings. However, if these findings are found to be true in other networks they may be useful in making the practice of OTS feasible.
To ensure the large percent savings we saw was not due to the wide range of generator costs, we also ran the OTS model with the three most expensive generator costs halved. This sensitivity analysis resulted in a 16.2% savings with ten lines removed. While this savings is smaller than that achieved with the original generator costs taken directly from the standard network model, it is still substantial and suggests that the high generator costs do not dominate the savings.
B. Changing Load Profiles
If opening certain lines make the solution more efficient, does this mean they should be opened permanently? Does the existence of alternative transmission topologies with improved dispatch cost mean the system was not optimally planned, that the transmission engineers designed a suboptimal system? Not necessarily. There are two reasons why a given transmission system may appear suboptimal. One is that in order to have a reliable network some lines that decrease the economic optimality may be necessary. Another reason is that different patterns of loading may benefit from different topologies; the optimal network for one generator/load scenario may be different from the optimal network of another.
To simulate different loading scenarios, we created two additional cases, called Peak and Off Peak, in which each load in the case above is scaled either up or down by 10%, respectively. The load in the case presented above is referred to as the Shoulder case. Total load in the Peak case is 4971 MW, and in the Off Peak case is 4067 MW, compared to total load of 4519 MW in the Shoulder case.
For each of these two new cases, the MIP was performed with the GUB constraint, for and . Results for the Peak and Off-Peak cases are presented in Tables III and  IV, least one line. To analyze the Peak load case infeasibility, we increased transmission capacity and found a feasible solution with six overloaded lines, all of which have a capacity of 220 MW and are overloaded by 112 to 149%. In the (feasible) case, three of these lines are loaded to capacity, and the others are within 1%, 7% and 20% of being fully loaded.
To gauge how much improvement comes from determining transmission topology based on actual system conditions, the optimal transmission topology of the Shoulder case was applied to the Peak and Off Peak load scenarios. The resulting system cost was compared to the optimal system cost determined by running the MIP on the specific load scenarios. In both the Peak and Off Peak cases, the optimal open lines are different from those optimally open in the Shoulder case, and the transmission topology that is best for the Shoulder load case results in a higher system dispatch cost, by 2% to 11%, compared to the optimal transmission topology determined for the Peak or Off Peak scenarios. These results are shown below in Figs. 1 and 2 . In the Peak load case, opening the lines optimal to the Shoulder case results in a degradation of system cost from to and from to . This occurs because the set of open lines was optimized for a different load profile.
These results indicate that a transmission network optimized for one particular pattern of load on a network is not necessarily optimal for another. Thus, allowing decisions about network topology to be made based on real-time system conditions (or daily or weekly forecasts) can result in a lower-cost dispatch than using a static network optimized for a multi-period forecast. 
C. Contingency Analysis
Reliability of the system paramount, and must be ensured by system operators. In this section we explore how the modified transmission networks, found via OTS, perform under an n-1 contingency analysis, in which it is determined whether the system can withstand the loss of one component or contingency.
To conduct the contingency analysis, the 118-bus test case (with Shoulder loads) was imported into PowerWorld Simulator 12. PowerWorld, rather than the GAMS model discussed above, was used for this analysis because it includes a well-tested contingency analysis tool, and using this existing tool was adequate and more convenient than developing one in GAMS. The authors are developing an n-1 DCOPF with OTS to be used in future studies for more precise analysis of reliability issues, but for now, our goal was to ensure OTS was not antithetical to maintaining security.
The PowerWorld n-1 contingency analysis consists of removing each specified contingency in turn and running a power flow, keeping generators at their previous output levels. If any additional generation is needed it is made up at the slack bus. After recalculating the power flows, all violations of line capacity, bus voltages and islanded load are reported for that specific contingency. This is repeated for all identified contingencies. In our analysis we defined all transmission lines as contingencies, and a violation was considered any line flow above 110% of normal, a value that is conservative compared to acceptable post-contingency line flow limits. 8 First, an n-1 contingency analysis was performed for the base case transmission topology. Twenty nine line violations were found in the base case, with line overloads ranging from 110% to 237%. 9 Next, we opened line 153, the single line that improves the system dispatch cost the most, and conducted the n-1 contingency analysis. This resulted in 28 violations: 23 violations that occurred for the same contingency and on the same line as for the base case, and five violations not occurring in the base case. Six violations that occurred in the base case did not appear for the new topology. Of the 23 shared violations, 13 of the line overloads were ameliorated (although not removed), eight lines were loaded at a higher level, and two remained unchanged in magnitude.
We continued opening sets of lines, identified in Table II , and running the contingency analysis, up to . All of the modified topologies resulted in some violations in the n-1 contingency analysis, but this is not surprising because the base case itself had violations. All modified topologies shared at least 20 violations with the base case, and all improved some of these shared violations. All topologies resulted in new violations, but also relieved other violations that existed in the base case. These results are summarized in Table V , where the number of total violations is listed for each network configuration along with the breakdown of how many of these violations existed in the base case, how many did not, and how many base case violations did not exist under the optimal modified network topology.
Results from this contingency analysis indicate that operating a system with OTS can have a mixed effect on system reliability. Changes that improve economic operation make some improvements to system security, by alleviating or completely removing previously-existing violations, but also may weaken reliability in the absence of operational procedures to prevent it. Thus, OTS does not intrinsically cause reliability problems, and is worthy of further analysis.
An important part of system reliability, whether in a static network or a controllable one, is generation dispatch. System operators already have tools to ensure reliable operation of transmission systems, including generation dispatch. Security constrained optimal power flow (SCOPF) models are used to dispatch systems reliably, and there is no reason these would not be compatible with the OTS DCOPF presented here. In other words, changing the transmission network in a reliable way may be accomplished by repurposing the same tools used to ensure reliability of generator dispatch today. By combining existing tools for reliable dispatch of generation with OTS, it is likely possible operators could maintain a reliable system while reducing system cost. Preliminary results from the DC SCOPF with OTS being developed by the authors result in savings of 15.5% for the IEEE 118-bus network; additional work is needed to discuss these results in more detail.
IV. PRACTICAL SOLUTION DIFFICULTIES
Computational issues are central to the practicality of implementing OTS. The MIP must be able to solve on market or control area scale systems in the time frame required by the system operator. In this section we discuss our solution process and some problems we faced along with potential solutions. While other methods, such as Benders decomposition [5] , or heuristics, like genetic algorithms [6] , have been used by others in solving this problem, we focus on solving the MIP formulation directly since it has been identified as a promising direction for production-scale networks [17] - [19] .
Although the 118-bus network is small compared to realworld networks, it is very large in terms of potential solutions, and thus computationally difficult to solve. There are potential transmission network topologies, far too many for traditional enumeration techniques. The standard version of CPLEX 10.2 was unable to solve this problem to full optimality. Instead, we used a partitioning and parallel solution approach with a variety of non-default algorithmic options settings, described in the Appendix. CPLEX is a sophisticated implementation of a branch-and-cut/branch-and-bound hybrid method for solving MIPs, which is also described in the Appendix of this paper. Preliminary work with a newer version of CPLEX shows substantial improvement in solution time: the full problem was run with CPLEX 11 on a four processor Linux computer and solved within 9e-6 of the known upper bound in less than 36 min.
To gain insight into the problem, we used the GUB constraint, discussed above, to limit the number of lines to be taken out. Table VI shows the result of these exercises; all problems were solved to optimality. Larger values of were deemed impractical for this solution technique because the solution times appeared to be growing exponentially. 10 Using the solution for as a feasible starting point, various techniques (outlined in the Appendix) were used to create and solve subproblems in which certain binary variables were fixed to zero or one. These subproblems were solved either to optimality, at which point the solutions with suboptimal objective functions were discarded, or split into more subproblems in an attempt to find the optimal solution of the original problem. From this process, one outstanding subproblem was not solved to optimality before reaching a node limit. 11 The best found objective function value is 1542.8904, with a known upper bound of 1542.8900. This translates to an optimality gap of . It is possible that this is optimal, and that we have found the optimal solution and transmission network. The problem is proving optimality. It may be possible that further computation could lower the upper bound, however it may not. If this gap is caused by the small rounding errors introduced by cuts added to the constraint space by the solution technique we will never reach a zero gap. It has been observed that these cuts can be almost linearly dependent on one another, and hence can lead to numerical difficulties with rounding error. Regrettably, the addition of cuts to the model is imperative to reduce the number of nodes the branch and bound process explores.
Much of the computational difficulty comes from proving optimality of the solution. While finding the optimal solution and proving optimality is an intriguing theoretical and academic question, it appears that the majority of benefits from OTS can be found quickly, by switching a few lines. As a practical matter we may not need to prove optimality to enjoy substantial gains.
V. PRACTICAL IMPLICATIONS
Before implementing OTS, a variety of practical considerations would have to be satisfied.
First and foremost, maintaining reliability would remain the primary goal. Switching lines in and out must be done in a way that is compatible with system security. Current practice in many control areas indicates that this is not only possible but being done. Whatisproposedinthispaperisawaytoautomatedecisionsabout opening or closing lines in order to make more efficient and transparent decisions. The optimization formulation presented here would need to be modified to include constraints preventing insecure networks and dispatches, or be combined with security and transient analysis and ac power flow studies.
To implement OTS, communication and switching equipment must be installed and confirmed to be reliable, so lines can be opened and closed quickly and under full understanding of the system conditions. This switching technology exists, thus implementing OTS would be a matter of investing in available technologies and training operators and technicians, not developing new technologies. Limits on equipment, such as how often or how quickly lines can be switched in and out, can be easily added to the optimization formulation as constraints. Given the potentially large cost savings identified here this capital and personnel outlay for this "smart grid" technology may be justified.
Another consideration is solution time. The solution time to prove optimality for these problems can be long, but it takes a fraction of this time to arrive at a solution with most of the savings. While it may or may not be politically feasibility to operate a system in a way that provides large benefits but may not be proven optimal, great potential exists for improving solution techniques. Just as system operators use their specific knowledge of the network to make determinations about appropriate and desirable actions to take, particular knowledge of the specific system will aid in development of better solution heuristics. In addition, progress is being made on solution techniques [20] . The CPLEX solver for mixed integer programs has itself improved over the last ten to 15 years. A generator unit commitment problem run on the same computer using CPLEX 6.0 (from 1998) remained unsolved after 8000 seconds, while the most recent version of the software, CPLEX 11.0, solved to optimality in just over 100 s. Another generator unit commitment problem remained unsolved after over 1600 s using CPLEX 2.2 (available in 1993), while CPLEX 11.0 found the optimal solution in less than 2 s, on the same machine. 12 General improvements in computing power and techniques, such as grid computation, will also aid in solving large problems [21] .
The transmission system is typically funded by regulated rates, even in areas that have opened generation to competition. Thus switching lines in and out does not have the same financial implications as committing or de-committing generators owned by private companies, because transmission lines are not paid for hours operated or power transferred. The switching decisions, however, would need to be made by impartial organizations having no financial interest in the effects of changing the system topology. For instance, a vertically-integrated utility with control over switching lines may be able to modify the network to favor their own generators or discriminate against competitors. This would be a situation to guard against.
Also, financial transmission rights need to be considered in a non-static network. Revenue adequacy for transmission rights is not a new problem. Insufficiently funded transmission rights have been found to occur when transmission lines experience planned or forced outages, when new transmission lines are built, even when the model used to calculate the rights uses dc approximations [22] - [25] . The introduction of OTS may affect some aspects of this issue, but not the essence of the problem. Appropriate handling of FTRs, as well as other financial and market issues, need further study before OTS could be implemented.
Before implementation, it is also necessary to determine whether the benefits of implementing OTS would outweigh the costs. There are potentially many costs, including investing in or upgrading switching and communications equipment, developing computer software, and training personnel. While this study is not meant to be a formal cost/benefit analysis, we conclude that the potential benefits are promising enough to warrant further study of this OTS.
VI. CONCLUSION
This paper presents an optimization model for determining optimal transmission network topology and generation output to meet a static load. We found that large improvements in system dispatch cost can be achieved by optimizing the transmission network, switching lines in and out, based on system conditions. An improvement in system cost of 25% was achieved in the IEEE 118-bus test network. Most of the improvement in dispatch cost is realized by changing the status of a few lines and takes a short time to compute. Proving optimality can take a very long time, involve complex solution techniques, and can involve opening many lines.
Switching transmission lines to improve economic dispatch does not necessarily have a negative impact on reliability, according to the contingency analysis performed in this paper. It would be necessary to perform contingency analyses on any particular system using controllable networks, as they are performed on static networks, to ensure generation dispatch is secure and reliability is not negatively impacted.
Real-time (or close to real-time) control can result in more efficient transmission topologies than static ones, even if the static ones were originally designed to be optimal. The analysis presented here could also aid in finding better investment opportunities.
This paper is a first step in analyzing the potential benefits of OTS. More research, particularly in the areas of reliability and cost or surplus allocation, will provide more insight into the possibilities for controllable, more flexible networks to be part of the solution for meeting growing demand in a transmissionconstrained world.
APPENDIX
Large-scale implementation of MIPs depends on developing smart solution techniques. For a problem of any realistic size, brute-force, branch-and-bound methods are not practical. Thus, the practical implementation of OTS includes understanding computational solvers and developing heuristics that can improve solution time. This appendix briefly describes the techniques CPLEX uses to solve MIP problems, and then reports on the solution techniques and heuristics we employed to solve the OTS problem for the 118-bus test case.
A. CPLEX MIP Solution Technique
CPLEX is a sophisticated implementation of a branch-andcut/branch-and-bound hybrid method for solving MIPs. To commence a solution, CPLEX solves the linear programming relaxation of the MIP, where the binary variables are relaxed and allowed to take on any value in the interval [0, 1] . This subproblem forms the root of the branch-and-bound tree and can be solved by any linear programming algorithm. To speed up the solution of this initial problem, logical implications are used to "preprocess" the problem, a method that fixes variables at their optimal values and removes redundant constraints by analyzing the objective function and particular form of the constraints.
If this root relaxation results in all binary variables having binary values, the solution is optimal for the original problem and the process terminates. Otherwise, the value of the objective function of the relaxed problem becomes an upper bound on the optimal solution of the maximization MIP, and a cutting plane algorithm is used to find linear constraints that are satisfied by all feasible integer points, but violated by the current fractional solution. 13 If such an inequality is found, this "cut" is added to the linear program. Adding a cut always decreases the optimal value of a maximization linear program, the feasible region is always reduced, so the cut will either decrease or leave unchanged the value of the upper bound. Cuts are repeatedly added until an optimal integer solution is found, or until a limit is reached on the number of cuts that can be generated, or it becomes impossible or too (computationally) expensive to find another cutting plane.
An integer feasible point gives a lower bound on the optimal objective value. The optimality gap is the difference between the lower and upper bounds. The CPLEX solver will terminate if the optimality gap becomes suitably small. If not, a variety of heuristics are used to try to generate an integer feasible point. Sometimes good feasible solutions or even optimal solutions can be generated by such heuristics quickly; otherwise the branch and bound phase of the algorithm is started.
The branch and bound algorithm generates a binary search tree whose nodes correspond to linear programming subproblems. The tree is rooted at the relaxation subproblem augmented by the additional cuts. The branching process from a given node identifies a binary variable that has a fractional value in the corresponding subproblem solution and splits the node into two nodal subproblems: one of which has an additional restriction that the binary variable is zero, and the other has the restriction that it is one. The fractional variable for branching is chosen via a node selection rule and CPLEX encodes a variety of techniques to make this choice. Thus branching generates new nodes in the search tree.
At any given stage there are nodes in the tree that have been generated but not yet solved. A variable selection rule is used to determine which node to process next. The corresponding subproblem is solved, and one of three things can happen. First, the subproblem is infeasible, or its objective value is poorer than a known integer feasible point. In this case, the node is fathomed (i.e., it is discarded since it can only produce integer solutions where the objective value is worse than the known achievable lower bound). One possible result is that a feasible integer point is found from solving the subproblem that is better than the best known integer feasible point. In this case, the lower bound is updated (and the solution stored), and the node is again fathomed. The other possibility is that some binary variables have fractional values, and in this case the node is split using the branching rule outlined above. During the branch and bound process, more cutting planes can be generated and added to the subproblems.
B. Technique Used in This Paper
Although the problem examined in this paper is small compared to real-world networks, it is very large in terms of potential solutions, and the standard version of CPLEX 10.2 was unable to solve this problem. 14 Instead, to solve it, a partitioning and parallel solution approach was used. This means we separated the problem into a collection of subproblems, in which the domains of the discrete variables did not overlap, and solved each of the subproblems simultaneously. Each of the partitioned problems was solved using the CPLEX code, with a variety of non-default settings for its algorithmic options.
First, a four-threaded version of CPLEX was used to determine a good solution, with objective value 1542.8904. This solution provided a cutoff value of 1543: no solution below this value is of interest, thus any node in the branch and bound tree with a solution less than this is deleted.
Next, we fixed a subset of variables (based on examining solutions from the problem including the GUB constraint, as mentioned above in Section IV) to see if certain subsets have large impacts on the solution. We found that a subset of 19 of the lines seemed to generate subproblems that were relatively easy to fathom in the branch and bound process; in other words for many settings of these variables, the corresponding objective function values were quickly shown to be provably worse than the best known solution. We used this set of 19 variables, and fixed their values at all combinations of 0 or 1, thereby partitioning the solution space into subproblems. Although choosing the 19 variables was carried out in an ad-hoc manner, it may be useful to use domain-specific information to determine subsets of the fixed lines; we have begun to examine the benefits of this and preliminary results look promising. We attempted to solve each of these problems in parallel, but with a slight change to the default options of CPLEX. In particular, we ran CPLEX on default options for a short period ( 10 s) in order to get a reasonably good initial solution, and then interrupted the process to set an objective function minimum (a cutoff value) of 1543 and an upper bound on the number of nodes (using CPLEX function "nodelim") of 10 000. This nonstandard setting, which typically generates a fairly poor incumbent solution in the first period when the default CPLEX options are in effect, seems to substantially improve the overall performance of CPLEX (i.e., the existence of a solution when the cutoff is applied is extremely helpful to the solver). Running these subproblems, all but 141 resulted in a computational proof that the objective function was smaller than 1543 (our known cutoff value) in this subproblem and thus were eliminated from consideration. Note that only the 141 remaining subproblems encountered the node limit-all the other subproblems were fathomed before the number of nodes reached the limit.
For these remaining 141 subproblems, we attempted to solve the problems again using the above technique but with a time limit of 20 s in the first run, and a node limit of 100 000 in the second run. After this, a collection of 80 subproblems were left. These values were chosen somewhat arbitrarily, based on experience with other MIP problems and some trial and error.
For each of these 80 subproblems, a further partition was generated, namely taking another ten variables and fixing their values at zero and one. This resulted in 80 1024 subproblems to process: 81 920 MIP models to solve using CPLEX. The option settings were kept the same, except the first run had a time limit of 5 s, and the second run was allowed 100 000 nodes. Again, these values were chosen heuristically, and could all have been set to the same numbers as above.
Ninety-seven problems remained unfathomed in this collection after this set of CPEX runs. Many of the 81 920 subproblems were processed quickly, but the remaining subproblems all were unable to prove nonoptimalilty after exploring 100 000 nodes. These problems were each further partitioned into four subproblems. New options were used for CPLEX (cutsfactor 10, repeatpresolve 3, probe 3), resulting in a collection of 17 remaining subproblems. A further refinement into four subproblems for each of these 17 resulted in 14 outstanding subproblems. One more refinement into four subproblems left two outstanding subproblems. One of these was fathomed with two more refinements, and one subproblem remains. It is clear that the partitioning process quickly identifies the optimal value of a subset of the variables that contain good solutions, but even with these values set there remains a large numbers of choices to be made.
The outstanding problem is indexed as "359422.958" indicating that it was the 359 422nd subproblem of the original partition of 524 288 problems, and the 958th partition of this subproblem (out of 1024). The indices are used in a systematic manner to determine which variables get set to zero and which to one.
As mentioned above, the result of these computations is a best found value of 1542.8904, and an upper bound of 1542. 8900. It may not be possible to close the remaining optimality gap. The remaining problem (that is a partition of the original problem with a collection of the binary values fixed) contains a solution of value 1542.8909, which would mean that it is indeed suboptimal and the best found solution above is optimal. However, it is possible that rounding errors from the cutting plane procedure may prevent us from reliably fathoming this outstanding node.
