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Abstract
In this paper, by using the fixed point theory, under quite general conditions on the nonlinear term,
we obtain an existence result of bounded positive solutions of Schrödinger equations in two-dimensional
exterior domains.
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1. Introduction
In this paper, we consider the existence of bounded positive solutions of the semilinear
Schrödinger equation
u + f (x,u(x))= 0, x ∈ Uk, (1)
where k > 0, Uk = {x ∈ R2: |x| > k} and f is locally Hölder continuous in Uk × R.
In recent years, many authors investigated the existence of bounded positive solutions
of (1) and obtained many good results. (See [1–7].) But in these results, the conditions which
f (x,0)  0, k is large, where k is the radius of the boundary and for some c > 0 and some
 > 0 there exist some   δ > 0 and a dominating function h(|x|, u(x)) with h(|x|, u(x)) 
|f (x,u(x))| such that for any p(t) ∈ C([0,∞)) with |p(t) − c|  for t  0,
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t
∞∫
ξ
e2mh
(
em,p(m)
)
dmdξ  δ for t  0, (2)
were assumed.
When the nonlinearity f (x,u(x)) is radial, i.e., f (x,u(x)) = f (|x|, u(x)), a positive solution
of (1) comes right from the ODE
p′′(s) + e2sf (es,p(s))= 0, s  0. (3)
For the existence of bounded positive global solutions of (3), the reader is referred to the
papers [2–10]. But in these results, the condition which for some c > 0 and some  > 0 there
exists some   δ > 0 such that for any p(t) ∈ C([0,∞)) with |p(t) − c|  for t  0,∣∣∣∣∣
∞∫
t
∞∫
ξ
e2mf
(
em,p(m)
)
dmdξ
∣∣∣∣∣ δ for t  0 or
∞∫
t
∞∫
ξ
e2m
∣∣f (em,p(m))∣∣dmdξ  δ for t  0, (4)
were assumed.
For the comparison with previous works, we see the following two examples.
Example 1.1. Consider the following equation
u + u sin ln |x|
A|x|2(1 + ln |x|)α = 0, x ∈ R
2, |x| 1, (5)
where A is a constant with |A| 40 and α = 2.
Remark 1.2. In this example, if taking α > 2, by using the previous results, it is obvious that
for enough large |A|, (5) has a bounded positive solution. But the previous results cannot be
applied to the case: α = 2, although the condition: f (x,0)  0 is satisfied. In fact, if taking
p(t) = c + 2 sin t , then
∞∫
t
∞∫
ξ
e2mh
(
em,p(m)
)
dmdξ,
∞∫
t
∞∫
ξ
e2mf
(
em,p(m)
)
dmdξ and
∞∫
t
∞∫
ξ
e2m
∣∣f (em,p(m))∣∣dmdξ
do not exist.
Example 1.3. Consider the following equation
u + sin ln |x|
A|x|2(1 + u ln |x|)α +
ξ · x
A|x|2(1 + |ξ ||x|)(1 + ln |x|)3 = 0, x ∈ R
2, |x| 1, (6)
where α > 2, A is a constant with |A| > 40 and ξ = (ξ1, ξ2) ∈ R2 where ξ1 and ξ2 are constants
with ξ1 × ξ2 = 0.
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results cannot be applied to the case: f (x,0) is sign-changing.
Therefore, it is a significant work to investigated the existence of bounded positive so-
lutions of (1) under the condition which f (x,0) is sign-changing or the condition which∫∞
t
∫∞
ξ
e2mh(em,p(m))dmdξ exists is relaxed (or which ∫∞
t
∫∞
ξ
e2mf (em,p(m))dmdξ ex-
ists is relaxed). Hence, it is much more significant work to investigated the existence of
bounded positive solutions of (1) under the conditions which f (x,0) is sign-changing and∫∞
t
∫∞
ξ
e2mh(em,p(m))dmdξ and
∫∞
t
∫∞
ξ
e2mf (em,p(m))dmdξ exist are relaxed. The latter
is also our aim in this paper. (See Example 3.3.)
In Section 3, we shall prove that (5) and (6) have bounded positive solutions and give a new
example.
In Section 2, we consider the existence of bounded positive global solutions of the equation
u′′(t) + g(t, u(t))= 0, t  0, (7)
where g ∈ C([0,∞) × R,R).
For the existence of bounded positive global solutions of (7), the reader is referred to the
papers [2–10]. But in these results, the condition which for some c > 0 and some  > 0 there
exists some   δ > 0 such that for any u(t) ∈ C([0,∞)) with |u(t) − c|  for t  0,∣∣∣∣∣
∞∫
t
∞∫
ξ
g
(
m,u(m)
)
dmdξ
∣∣∣∣∣ δ for t  0 or
∞∫
t
∞∫
ξ
∣∣g(m,u(m))∣∣dmdξ  δ for t  0 (8)
or for some c > 0 and some  > 0 there exist some   δ > 0 and a dominating function h(t, u(t))
with h(t, u(t)) |g(t, u(t))| for t  0 such that for any u(t) ∈ C([0,∞)) with |u(t)− c|  for
t  0,
∞∫
t
∞∫
ξ
h
(
m,u(m)
)
dmdξ  δ for t  0 (9)
was assumed. This is why in the previous discussions of bounded positive solution of (1), the
conditions (2) and (4) are needed.
For the comparison with previous works, we see the following example.
Example 1.5. Consider the following equation
u′′ + sin t
A(1 + tu)α = 0, t  0, (10)
where A is a constant with |A| 40 and α = 2.
Remark 1.6. In this example, if taking α > 2, by using the previous results, it is obvious that for
enough large |A|, (8) has a bounded positive solution. But the previous results cannot be applied
to the case: α = 2. In fact, if taking p(t) = c +  sin t , then2
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t
∞∫
ξ
g
(
m,u(m)
)
dmdξ,
∞∫
t
∞∫
ξ
∣∣g(m,u(m))∣∣dmdξ and
∞∫
t
∞∫
ξ
h
(
m,u(m)
)
dmdξ
do not exist.
In this section, by using Schauder–Tikhonov fixed point theorem, we obtain a sufficient con-
dition for the existence of bounded positive global solutions of u′′(t) + g(t, u(t)) = 0 and its
corollary. In this section, by using this result, we prove that (10) has bounded positive global
solutions. It is obvious that this result improves the results in [2–10].
In the last section, we apply the results in the second section and the technique of super/sub-
solutions to the semilinear Schrödinger equation (1) in two-dimensional exterior domains and
prove that there exists a bounded positive solution to (1) under the conditions which f (x,0) may
be sign-changing and (3) and (4) are relaxed. This is our main result in this paper. The result
improves the results of [2–7]. (See Examples 1.1, 1.3 and 3.3.)
The study is motivated by the work of Z. Yin [7].
2. Lemmas
In this section, we consider the existence of bounded positive global solutions of (7).
Lemma 2.1. If there exist c > 0, τ(t) ∈ C([0,∞), (0,∞)) with limt→∞ τ(t) = 0 and c >
maxt0 τ(t) such that for each u(t) ∈ C([0,∞)) with |u(t) − c| τ(t) for t  0,∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h,u(h)
)
dhds
∣∣∣∣∣ τ(t) for t  0, (11)
and for any  > 0 and any κ > 0, there exists m  κ such that for each u(t) ∈ C([0,∞)) with
|u(t) − c| τ(t) for t  0,∣∣∣∣∣
∞∫
t
g
(
h,u(h)
)
dh
∣∣∣∣∣ t , t m, (12)
then Eq. (7) has a bounded global solution uc(t) with uc(t) > 0 for t  0 and
lim
t→∞uc(t) = c. (13)
Proof. Let X be the linear space of all continuous functions u ∈ C([0,∞)) such that
sup
t0
∣∣u(t)∣∣< +∞
with the norm
‖u‖ = sup
t0
∣∣u(t)∣∣.
It follows that X is Banach space.
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B = {u ∈ X: ∣∣u(t) − c∣∣ τ(t) for t  0}
and
T u(t) = c −
∞∫
t
∞∫
s
g
(
h,u(h)
)
dhds, t  0. (14)
Then,
T u(∞) = c.
Now, we divide the proof into several steps.
First, from (11), it is easy to see that
T :B → B. (15)
Next, for any  > 0, it is obvious that there exists t0  0 such that for any u(t), y(t) ∈ B ,∣∣∣∣∣
∞∫
t
∞∫
s
[
g
(
h,u(h)
)− g(h,y(h))]dhds
∣∣∣∣∣

∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h,u(h)
)
dhds
∣∣∣∣∣+
∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h,y(h)
)
dhds
∣∣∣∣∣ 2τ(t) , t  t0, (16)
i.e., for any u(t), y(t) ∈ B ,∣∣T u(t) − Ty(t)∣∣ , t  t0. (17)
On the other hand, from (12), it is obvious that for any  > 0, there exists t1  t0 + 1 such that
for each u(t) ∈ C([0,∞)) with |u(t) − c| τ(t) for t  0,∣∣∣∣∣
∞∫
t1
g
(
h,u(h)
)
dh
∣∣∣∣∣ t1 (18)
and from g ∈ C([0,∞) × R,R), it is easy to see that there exists δ > 0 such that for any
u(t), y(t) ∈ B with ‖u − y‖ δ,∣∣g(t, u(t))− g(t, y(t))∣∣ 
t21
, 0 t  t1,
which, together with (16) and (18), yields∣∣T u(t) − Ty(t)∣∣

∣∣∣∣∣
∞∫
t
∞∫
s
[
g
(
h,u(h)
)− g(h,y(h))]dhds
∣∣∣∣∣

∣∣∣∣∣
t1∫ ∞∫ [
g
(
h,u(h)
)− g(h,y(h))]dhds +
∞∫ ∞∫ [
g
(
h,u(h)
)− g(h,y(h))]dhds
∣∣∣∣∣t s t1 s
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∣∣∣∣∣
t1∫
t
t1∫
s
[
g
(
h,u(h)
)− g(h,y(h))]dhds +
t1∫
t
∞∫
t1
[
g
(
h,u(h)
)− g(h,y(h))]dhds
∣∣∣∣∣+ 

t1∫
t
t1∫
s
∣∣g(h,u(h))− g(h,y(h))∣∣dhds +
t1∫
t
∣∣∣∣∣
∞∫
t1
[
g
(
h,u(h)
)− g(h,y(h))]dh
∣∣∣∣∣ds + 
  +  +  = 3, t1 > t  0,
which, together with (17), yields that for any u(t), y(t) ∈ B with ‖u − y‖ δ,∣∣T u(t) − Ty(t)∣∣ 3, t  0,
i.e.,
T is continuous on B. (19)
Next, differentiating the two sides of (14) with respect to t , we have
(T u)′(t) =
∞∫
t
g
(
s, u(s)
)
ds, t  0. (20)
On the other hand, from (12), it is obvious that there exists t1  0 such that for each u(t) ∈ B ,
∣∣(T u)′(t)∣∣=
∣∣∣∣∣
∞∫
t
g
(
s, u(s)
)
ds
∣∣∣∣∣ 1, t  t1, (21)
and from g ∈ C([0,∞) × R,R), it is easy to see that there exists M1 > 0 such that for any
u(t) ∈ B ,∣∣g(t, u(t))∣∣M1, 0 t < t1,
which, together with (20) and (21), yields
∣∣(T u)′(t)∣∣=
∣∣∣∣∣
∞∫
t
g
(
s, u(s)
)
ds
∣∣∣∣∣=
∣∣∣∣∣
t1∫
t
g
(
s, u(s)
)
ds +
∞∫
t1
g
(
s, u(s)
)
ds
∣∣∣∣∣

t1∫
t
∣∣g(s, u(s))∣∣ds +
∣∣∣∣∣
∞∫
t1
g
(
s, u(s)
)
ds
∣∣∣∣∣M1
t1∫
t
ds + 1
 t1M1 + 1, 0 t < t1,
which, together with (21), yields that for any u(t) ∈ B ,∣∣(T u)′(t)∣∣M, t  0,
where M = t1M1 + 1.
Let {un}n1 ⊂ B . Then∣∣(T un)′(t)∣∣M, t  0, n 1,
which, together with the mean value theorem, yields
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i.e.,
{T un}n1 is equicontinuous in X. (22)
Next, by (14), we have
∣∣(T un)(t) − (T un)(∞)∣∣=
∣∣∣∣∣
∞∫
t
∞∫
s
g
(
h,un(h)
)
dhds
∣∣∣∣∣ τ(t), t  0, n 1,
which yields that for any  > 0, there exists t0() > 0 such that∣∣(T un)(t) − (T un)(∞)∣∣< , n 1, t  t0(),
i.e.,
{T un}n1 is equiconvergent in X
which, together with (22), the assumption that {un}n1 ∈ B and the Arzela–Ascoli theorem (see
[11]) yields that
{T un}n1 is relatively compact. (23)
Finally, from Schauder–Tikhonov fixed point theorem, (15), (19) and (23), it is easy to see
that T has a fixed point uc in B , i.e.,
uc(t) = c −
∞∫
t
∞∫
s
g
(
h,uc(h)
)
dhds, t  0.
Clearly, uc(t) for t  0 is a bounded positive solution of (7) which satisfies uc(t) > 0 for t  0
and (13). The proof is complete. 
Now we consider Example 1.5. Take
g
(
t, u(t)
)= sin t
A(1 + tu(t))2 , c = 1, and τ(s) =
1
4(1 + t)1/2 .
Then, for each p(s) ∈ C([0,∞)) with |u(t) − 1| τ(t) for t  0
u(t) = 1 + θ(t)
4(1 + t)1/2
where |θ(t)| 1 and∣∣∣∣∣
∞∫
t
∞∫
ξ
g
(
m,u(m)
)
dmdξ
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
t
∞∫
sinm
A(1 + mu(m))2 dmdξ
∣∣∣∣∣=
∣∣∣∣∣
∞∫
t
∞∫
sinm
A(1 + m + θ(m)m4(1+m)1/2 )2
dmdξ
∣∣∣∣∣
ξ ξ
482 J. Deng / J. Math. Anal. Appl. 332 (2007) 475–486=
∣∣∣∣∣
∞∫
t
∞∫
ξ
sinm
A(1 + m)2(1 + θ(m)m4(1+m)3/2 )2
dmdξ
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
t
∞∫
ξ
sinm
A(1 + m)2
(
1 +
∞∑
i=1
(−1)i(i + 1)
(
θ(m)m
4(1 + m)3/2
)i)
dmdξ
∣∣∣∣∣

∣∣∣∣∣ 1A
∞∫
t
∞∫
ξ
(
sinm
(1 + m)2 +
2 cosm
(1 + m)3 −
2 cosm
(1 + m)3
)
dmdξ
∣∣∣∣∣+
∞∫
t
∞∫
ξ
mdmdξ
A(1 + m)7/2

∞∫
t
∣∣∣∣ cos ξA(1 + ξ)2
∣∣∣∣dξ + 2A
∞∫
t
∞∫
ξ
dmdξ
(1 + m)3 +
1
A
∞∫
t
∞∫
ξ
dmdξ
(1 + m)5/2 dm τ(t), t  0.
Therefore, (11) holds. And it is obvious that (12) holds. Hence, from Lemma 2.1, it is easy to see
that (10) has a bounded positive solution u with u(t) > 0 for t  0.
Let us consider the following equations
u′′(t) + h(t, u(t))= 0, t  0, (24)
where h ∈ C([0,∞) × R,R) and
u′′(t) + h(t, u(t))− λ(t) = 0, t  0. (25)
For them, we have the following result.
Corollary 2.2. If there exist c > 0, λ(t), τ (t) ∈ C([0,∞), (0,∞)) with limt→∞ τ(t) = 0,∫∞
t
∫∞
s
λ(ξ) dξ ds  12τ(t) for t  0 and c 3 maxt0 τ(t) such that for each x(t) ∈ C([0,∞))
with |u(t) − c∗| τ(t) where t  0 and c∗ is a constant with c/2 c∗  c,∣∣∣∣∣
∞∫
t
∞∫
s
h
(
ξ,u(ξ)
)
dξ ds
∣∣∣∣∣ τ(t)2 for t  0, (26)
and for any  > 0 and any κ > 0, there exists m  κ such that for each u(t) ∈ C([0,∞)) with
|u(t) − c∗| τ(t) for t  0,∣∣∣∣∣
∞∫
t
h
(
ξ,u(ξ)
)
dξ
∣∣∣∣∣ t , t m, (27)
then Eqs. (24) and (25) have a bounded global solution uc1(t) and uc2(t) with uci(t) > 0
(i = 1,2) for t  0, respectively and satisfying
uc1(t) uc2(t). (28)
Proof. In Lemma 2.1, take g(t, u(t)) = h(t, u(t)) and g(t, u(t)) = h(t, u(t))−λ(t), respectively.
Then, from (26) and (27), it is easy to see that Eqs. (24) and (25) have a bounded global solution
uc1(t) and uc2(t) with uci(t) > 0 (i = 1,2) for t  0, respectively and satisfying
uc1(t) c − τ(t) (29)2
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uc2(t)
c
2
+ τ(t)
which, together with (29) and the assumption which c  3 maxt0 τ(t), yields that (28) holds.
The proof is complete. 
3. Main results and examples
In this section, we consider the existence of bounded positive solutions of the semilinear
Schrödinger equation (1).
A function u ∈ C2(UR) for some R  k is called a solution of (1) if it satisfies (1) for x ∈ UR ,
or a subsolution of (1) if it satisfies u + f (x,u(x))  0 for x ∈ UR , or a supersolution of (1)
if it satisfies u + f (x,u(x))  0 for x ∈ UR , or a radial solution of (1) if it depends only on
r = |x|.
In our discussion, the following lemma is needed because we will use the technique of
super/sub-solutions.
Lemma 3.1. (See [1].) Assume that f is locally Hölder continuous in Uk × R. If for some R 
k  0, there exists a positive subsolution ω(x) of (1) and a positive supersolution ν(x) of (1)
in UR such that ω(x)  ν(x) for x ∈ UR ∪ SR where SR = {x ∈ R2: |x| = R}, then (1) has a
solution u(x) in UR such that ω(x) u(x) ν(x) for x ∈ UR ∪ SR and u(x) = ν(x) for x ∈ SR .
Theorem 3.2. Assume that f is locally Hölder continuous in U1 × R and there exist
c > 0, τ(s), λ(s) ∈ C([0,∞), (0,∞)) with lims→∞ τ(s) = 0, c  3 maxs0 τ(s) and∫∞
s
∫∞
ξ
λ(m)dmdξ  12τ(s) for s  0 and h : [1,∞) × R → R is continuous such that
h
(|x|, u)− λ(ln |x|)|x|2  f (x,u) h
(|x|, u), x ∈ U1 ∪ S1, u 0, (30)
for each p(s) ∈ C([0,∞)) with |p(s) − c∗| τ(s) where s  0 and c∗ is a constant with c/2
c∗  c,∣∣∣∣∣
∞∫
s
∞∫
ξ
e2mh
(
em,p(m)
)
dmdξ
∣∣∣∣∣ τ(s)2 for s  0, (31)
and for any  > 0 and any κ > 0, there exists m1  κ such that for each p(s) ∈ C([0,∞)) with
|p(s) − c∗| τ(s) for s  0,∣∣∣∣∣
∞∫
s
e2mh
(
em,p(m)
)
dm
∣∣∣∣∣ s , s m1, (32)
then Eq. (1) has a bounded positive solution u with c + τ(s)2  u(x)  c2 − τ(s) for x ∈ U1,
c + τ(0)2  u(x) c − τ(0)2 for |x| = 1 and c lim sup|x|→∞ u(x) lim inf|x|→∞ u(x) c2 .
Proof. First, the Liouville transformation r = es , p(s) = y(es), transforms the equations
d
{
r
dy
}
+ rh(r, y(r))= 0 (33)dr dr
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d
dr
{
r
dy
dr
}
+ rh(r, y(r))− λ(ln r)
r
= 0 (34)
into
p′′(s) + e2sh(es,p(s))= 0 (35)
and
p′′(s) + e2sh(es,p(s))− λ(s) = 0. (36)
Next, from (31), (32) and Corollary 2.2, it is easy to see that (35) and (36) have the bounded
positive solutions p1(s) and p2(s) with p1(s) p2(s), respectively. Therefore, y(r) = p1(s) is
a positive solution of (33) and setting u1(x) = p1(s), we have
r
(
u1 + f (x,u1)
)= d
dr
{
r
dy
dr
}
+ rf (x, y) d
dr
{
r
dy
dr
}
+ rh(r, y)
= e−sp′′1(s) + esh
(
es,p1(s)
)= e−s[p′′1(s) + e2sh(es,p1(s))]= 0.
And y(r) = p2(s) is a positive solution of (34) and setting u2(x) = p2(s), we have
r
(
u2 + f (x,u2)
)= d
dr
{
r
dy
dr
}
+ rf (x, y) d
dr
{
r
dy
dr
}
+ rh(r, y) − λ(ln r)
r
= e−sp′′2(s) + esh
(
es,p2(s)
)− e−sλ(s)
= e−s[p′′2(s) + e2sh(es,p2(s))− λ(s)]= 0.
Hence, from (30), it is obvious that u1 is a supersolution of (1) and u2 is a subsolution of (1).
Finally, from Lemma 3.1, it is easy to see that (1) has a bounded positive solution u with
u1(x)  u(x)  u2(x) for x ∈ U1 ∪ S1 and u(x) = u1(x) for x ∈ S1. Therefore, from the proof
of Corollary 2.2, it is obvious that the solution u satisfies c + τ(s)2  u(x) c2 − τ(s) for x ∈ U1,
c + τ(0)2  u(x) c − τ(0)2 for |x| = 1 and c lim sup|x|→∞ u(x) lim inf|x|→∞ u(x) c2 . The
proof is complete. 
Example 3.3. Consider the following equation
u + sin ln |x|
40|x|2(1 + u ln |x|)2 +
ξ · x
40|x|2(1 + |ξ ||x|)(1 + ln |x|)3 = 0, x ∈ R
2, |x| 1,
(37)
where ξ = (ξ1, ξ2) ∈ R2 with ξ1, ξ2 = 0.
Take
h
(|x|, u)= sin ln |x|
40|x|2(1 + u ln |x|)2 +
1
40|x|2(1 + ln |x|)3 , c = 2,
λ(s) = 1
20(1 + s)3 and τ(s) =
1
4(1 + s)1/2
where |x| = r = es . Then, (30) holds and
∞∫
s
∞∫
λ(m)dmdξ  1
2
τ(s),ξ
J. Deng / J. Math. Anal. Appl. 332 (2007) 475–486 485for each p(s) ∈ C([0,∞)) with |p(s) − c∗|  τ(s) where s  0 and c∗ is a constant with 1 
c∗  2,
p(s) = c∗ + θ(s)
4(1 + s)1/2 (38)
where |θ(s)| 1 and∣∣∣∣∣
∞∫
s
∞∫
ξ
e2mh
(
em,p(m)
)
dmdξ
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
s
∞∫
ξ
(
e2m sinm
40e2m(1 + mp(m))2 +
e2m
40e2m(1 + m)3
)
dmdξ
∣∣∣∣∣
=
∣∣∣∣∣
∞∫
s
∞∫
ξ
sinm
40(1 + c∗m + θ(m)m4(1+m)1/2 )2
dmdξ
∣∣∣∣∣+ 180(1 + s)
=
∣∣∣∣∣
∞∫
s
∞∫
ξ
sinm
40(1 + c∗m)2(1 + θ(m)m4(1+c∗m)(1+m)1/2 )2
dmdξ
∣∣∣∣∣+ 180(1 + s)
=
∣∣∣∣∣
∞∫
s
∞∫
ξ
sinm
40(1 + c∗m)2
(
1 +
∞∑
i=1
(−1)i(i + 1)
(
θ(m)m
4(1 + c∗m)(1 + m)1/2
)i)
dmdξ
∣∣∣∣∣
+ 1
80(1 + s)

∣∣∣∣∣ 140
∞∫
s
∞∫
ξ
(
sinm
(1 + c∗m)2 +
2c∗ cosm
(1 + c∗m)3 −
2c∗ cosm
(1 + c∗m)3
)
dmdξ
∣∣∣∣∣+ 180(1 + s)
+
∞∫
s
∞∫
ξ
mdmdξ
40(1 + c∗m)3(1 + m)1/2

∞∫
s
∣∣∣∣ cos ξ40(1 + c∗ξ)2
∣∣∣∣dξ + 2c∗40
∞∫
s
∞∫
ξ
dmdξ
(1 + c∗m)3 +
1
40
∞∫
s
∞∫
ξ
dmdξ
(1 + c∗m)5/2 dm
+ 1
80(1 + s) 
τ(s)
2
.
Therefore, (31) holds. And it is obvious that (30) and (32) hold. Hence, from Theorem 3.2, it is
easy to see that (37) has a positive solution u with u(x) > 0 for x ∈ U1 ∩ S1.
Similarly, we may prove that (5) and (6) have positive solutions on U1 ∩ S1.
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