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4Abstract
This thesis explores the ability of data visualisation to enable knowl-
edge discovery in digital collections. Its emphasis lies on time-based 
visualisations, such as timelines. 
Although timelines are among the earliest examples of graphical 
renderings of data, they are often used merely as devices for linear 
storytelling and not as tools for visual analysis. Investigating this type 
of visualisation reveals the particular challenges of digital timelines 
for scholarly research. In addition, the intersection between the key 
issues of time-wise visualisation and digital collections acts as a focal 
point. Departing from authored temporal descriptions in collections 
data, the research examines how curatorial decisions influence collec-
tions data and how these decisions may be made manifest in timeline 
visualisations.
The thesis contributes a new understanding of the knowledge 
embedded in digital collections and provides practical and conceptual 
means for making this knowledge accessible and usable. 
The case is made that digital collections are not simply represen-
tations of physical archives. Digital collections record not only what 
is known about the content of an archive. Collections data contains 
traces of institutional decisions and curatorial biases, as well as data 
related to administrative procedures. Such ‘hidden data’ – information 
that has not been explicitly recorded, but is nevertheless present in 
the dataset – is crucial for drawing informed conclusions from dig-
itised cultural collections and can be exposed through appropriately 
designed visualisation tools.
The research takes a practice-led and collaborative approach, work-
ing closely with cultural institutions and their curators. Functional 
prototypes address issues of visualising large cultural datasets and the 
representation of uncertain and multiple temporal descriptions that 
are typically found in digital collections. 
The prototypes act as means towards an improved understanding 
of and a critical engagement with the time-wise visualisation of col-
lections data. Two example implementations put the design principles 
that have emerged into practice and demonstrate how such tools may 
assist in knowledge discovery in cultural collections.
5Calls for new visualisation tools that are suitable for the purposes 
of humanities research are widespread in the scholarly community. 
However, the present thesis shows that gaining new insights into 
digital collections does not only require technological advancement, 
but also an epistemological shift in working with digital collections. 
This shift is expressed in the kind of questions that curators have 
started seeking to answer through visualisation. Digitisation requires 
and affords new ways of interrogating collections that depart from 
putting the collected artefact and its creator at the centre of human-
istic enquiry. Instead, digital collections need to be seen as artefacts 
themselves. Recognising this leads curators to address self-reflective 
research questions that seek to study the history of an institution and 
the influence that individuals have had on the holdings of a collection; 
questions that so far escaped their areas of research.
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“There are circumstances where the  
best or only way to shed light on a 
proposition, a principle, a material,  
a process or a function is to attempt to 
construct something.” (Archer 1995, p.11)
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1 introduction
For the past three years I have been researching the use of interactive 
visualisations of cultural data, with a particular emphasis on mapping 
data against time. Visual timelines are among the earliest examples of 
graphical renderings of data, yet today they are often seen merely as a 
medium for linear storytelling rather than as tools for visual analysis – 
a purpose that is studied and advanced in the present thesis.
Digital catalogues of collections form the starting point of my 
research. Cataloguing an archive, library or collection is done for a 
variety of reasons. On the most pragmatic level, a catalogue helps to 
keep track of where items in a collection may be physically located. In 
addition, it can hold information of what is considered to be known 
about an item, such as its origin, its age, its value, its dimensions, etc. 
All these descriptions make up the metadata: the data about the ‘ac-
tual’ data in the form of an item in a collection or archive, or a book in 
a library.1
The increasing digitisation of collection catalogues has enabled 
them to contain far more (meta) data than their paper and card based 
equivalents.2 Digital catalogues have become digital collections in 
their own right and valuable resources for research, a development 
that cultural institutions are beginning to acknowledge.3
The present thesis is motivated by these developments and the in-
herent question of what kind of knowledge digital collections are able 
to contain and how new insights may be enabled by digital methods. 
It is based on two core propositions: the expectation that interactive 
data visualisations are able to serve as tools for knowledge discovery 
and the notion that the model of time provides a suitable frame of 
reference for sense-making regardless of the content and structure of 
the datasets that are to be studied.
My research has involved engaging with the topic of timeline visu-
alisations for digital collections on a practical, theoretical and social 
level: by writing code, designing functional prototypes and acquiring 
and refining the skills necessary for doing so; by immersing myself 
in the discourse around visualisation and the implications of digital 
tools on humanities scholarship; and by collaborating with curators 
and archivists from different institutions, negotiating the use of their 
1 i will refrain from draw-
ing a clear distinction 
between "data" and 
"metadata" in the con-
tinuation of this thesis 
as my research is, in a 
sense, only concerned 
with the latter.
2 The current sPECTRUm 
standard for collections 
management specifies 
more than 500 attributes 
to describe a single item 
in a museum collection 
(Dawson & Hillhouse 
2011).
3 “Collection metadata is 
both a key asset repre-
senting centuries of per-
son years of investment 
and a potential enabler 
for current operations 
and future develop-
ments. However, despite 
its strategic importance 
for numerous stakehold-
ers, the potential value 
[…] remains under ex-
ploited.”  
(The british library 2015)
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datasets and getting their insights and feedback on the way I visual-
ised their data.
The research contributes practical approaches as well as a concep-
tual understanding of how we can design and use digital visualisation 
tools in the shape of visual timelines to extract new knowledge from 
existing digital collections, and presents new findings on the nature of 
such knowledge that encompasses their content and histories.
I position my research within the framework of the Digital Hu-
manities, a relatively young area4 that seeks to pursue and understand 
research at the intersection of digital technology, design and humani-
ties. My research contributes to the ongoing challenge of developing 
and (re)defining digital methods for knowledge production in the 
humanities.
My methodology is grounded in a practice based approach of itera-
tive prototyping and critical reflection, where new knowledge emerg-
es through the process of making and collaborating: what Frayling 
(1993) describes as research through art and design. It is informed by 
the challenges I have identified in the process, as well as by studying 
the relevant literature, participating in workshops and conferences, 
and conversations and collaborations with expert users.
While initially I considered the potential beneficiaries of visuali-
sations of digital collections to be the general public, my focus soon 
shifted to people within the institutions owning the collections: their 
curators, archivists and researchers.
Despite the fact that they are experts in the subject matter, digiti-
sation exposes them to new challenges. Visualisation, it turned out, 
enables these users to gain new perspectives on their own digital col-
lections. In addition, their expertise allowed me to verify the efficacy 
of my visualisations – see if patterns that are visible in the visualisa-
tion align with their knowledge of the subject matter –, and find out 
what kind of discoveries they allow beyond what is already known 
by collaborating in the design process. These collaborations produced 
valuable insights in the research areas of the scholars and institutions 
I worked with, as well as on the potential of interdisciplinary research 
in the Digital Humanities.
My research contributes a thorough understanding of the kinds of 
knowledge that is embedded in digital collections with regards to the 
cultural artefacts they represent and, most importantly, in relation to 
the embedded histories and biases of collections data that will become 
evident through the course of my research. I offer novel approaches to 
the visualisation of temporal data and suggest new ways for timeline 
visualisations to be used to access and analyse collections data with 
regards to their identified potential as resources for knowledge within 
and beyond traditional humanities scholarship.
4 Digital Humanities has 
borne this name since 
2001 (Kirschenbaum 
2012).
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Definitions
A glossary is included on page 339 to offer explanations and working 
definitions of some of the technical terms that appear in this thesis. 
Here I offer a brief description of essential and recurring concepts.
Timeline
A timeline is, in this context, a specific kind of data visualisation 
which visually represents data organised by a model of time – be it 
by calendrical dates, sequence, cycles or any other temporal struc-
ture. Many types of datasets may be visualised on a timeline, such 
as categorical and numerical, or structured and unstructured data. A 
timeline is different from a time series, which plots a regular series of 
measurements over time. In contrast to other diagram formats such as 
bar charts or histograms, timelines do not need to summarise events 
– although they can – and often represent events graphically as indi-
vidual instances.5
Although the term ‘timeline’ may also be used to describe simple 
text-based lists of chronologically ordered events or the display of 
content on a social media website, I will refer to timelines mainly as 
time-centric visualisations and will sometimes use the term ‘chrono-
graphic’ to make the distinction between this and other concepts 
evident.
Digital Collection
I have worked with digital collections obtained from institutions I col-
laborated with, which are listed in appendix B on page 263. In addi-
tion, I obtained datasets from institutions that let the public download 
a copy of their collections data, such as the Museum of Modern Art 
and the Cooper Hewitt Design Museum. What constitutes a collection 
more broadly and a digital collection in particular will be discussed in 
more detail in chapter 2 (page 62).
Curator
I will use the term ‘curator’ to refer to a diverse group of experts with 
whom I collaborated. The title is not necessarily applicable to all of 
them, nor does it cover their area of work entirely. While some of the 
people do carry ‘curator’ in their professional roles and are responsible 
for putting together public exhibitions, others have different areas of 
responsibilities. The commonality of the people I collaborated with is 
that their profession involves accessing and curating cultural data-
sets; in the original Latin sense of the word ‘taking care of’.
5 what counts as an ‘in-
stance’ often depends 
on the dataset and the 
interpretation of the 
creator of a visualisation.
25Introduction	Definitions
Their comments and remarks, which I have transcribed from audio 
recordings of our meetings, are included in this thesis and distin-
guished as C1 to C12. For reasons of confidentiality and privacy, I have 
not included the complete transcripts of our conversations. Neverthe-
less, I have taken great care that the original context of the extracted 
quotes is retained.
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Research Questions
The central question I seek to answer through my research is: What 
kind of knowledge can we gain from visually analysing digital collec-
tions through timeline visualisations?
I aim to contribute to our understanding of how digital tools shape 
and enable humanities knowledge production, through their applica-
tion as well as during their development. What kind of knowledge is 
embedded in digital collections, which timeline visualisations could 
provide access to? What can we learn by examining collections data in 
visual timelines?
In order to address my main research question I need to answer a 
range of sub-questions:
What is collections data? How does it relate to collections?
What are the implications of digitisation in this context and in 
humanities research more broadly?
What are the particular challenges around time based visualisa-
tions of large cultural collections? How can we approach them?
What questions do those that use cultural collections want to ask? 
How do visualisations benefit them?
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Thesis Structure
The present chapter continues with a description of the methodology 
and framework of my PhD, followed by an introduction of the indi-
viduals involved.
The rest of the thesis is structured as follows:
Chapter 2: Foundations
I contextualise my research through a discussion of its field and the 
central concepts of my PhD. I offer a brief account of the history and 
promises of the Digital Humanities, as well as the criticism it faces.
A historic perspective on visualisation emphasises the important 
role that timelines have played early-on in the development of data 
visualisation formats, both for the purpose of communicating and 
analysing data. Time acts as a unified framework for structuring and 
making sense of data – an ideal model for historic research on cultural 
collections. Time however poses its own challenges specifically with 
regards to digitally stored date descriptions that form part of collec-
tions data. Collections and the consequences of their digitisation are 
discussed.
I present current views on the prevalent understanding of col-
lections, including my own findings on the representation of time 
and objects in collections data that I have gathered by collaborating 
with museum experts. These conversations illustrate how collections 
increasingly cease to be understood as neutral sources of evidence; 
curators begin to show awareness for the subjectivities in collection 
practices.
Embedded interpretations, I argue, must be considered as a funda-
mental aspect of digital collections in order for visualisation tools to 
not be misleading: a recurring critique of software for humanities re-
search, but also one that diverts the responsibility to the tool. What is 
also necessary is that humanities researchers become more informed 
concerning the kind of questions that digital tools can and cannot 
answer.
Chapter 3: Digital Timeline (Tools)
In this chapter I review existing projects and software tools that im-
plement timeline visualisations for analysing data. I employ a schema 
for classifying visualisation tools according to their supported level of 
interactivity.
To ensure a rigorous analysis of this broad class of visualisations, 
I draft a set of criteria according to which I examine the presented 
projects. The criteria act as a kind of checklist in order to prevent me 
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from taking familiar graphical representations for granted and instead 
question their underlying assumptions.
In my review I look closer at established concepts and identify 
potential shortcomings with regards to the time-wise visualisation of 
digital collections. Current timeline visualisations tend to focus on the 
representation of individual events or sequences, making them unable 
to visualise large cultural datasets in an insightful manner.
In addition, events are generally treated as occupying a singular 
and clearly defined point in time – an expectation which cultural data 
is unable to fulfil. Historic events often have a multiplicity of associ-
ated dates and these temporal descriptions are defined with varying 
degrees of certainty.
Lastly, the readability of a timeline visualisation depends to a great 
extent on the graphical layout – nevertheless digital timelines often 
employ pragmatic layout algorithms that tend to hide patterns that 
may be present in a dataset. These focus issues form the starting point 
of my practice-led explorations.
Chapter 4: Prototypes
The fourth chapter discusses the progression of my research through 
iterative prototyping and evaluation. I discuss eight prototypes (P1–P8) 
with a focus on the insights they produced in order to enable the read-
er to retrace the progression and refinement of the outlined issues.
Beginning with innovations in the time-wise representation of 
cultural data based on mathematical concepts and model implemen-
tations, my process soon takes a turn closer to experimenting with ex-
isting datasets; the messiness of real-world datasets and the intricacy 
of humanities research cannot be simplified, but need to be addressed 
in all their complexity.
The issues of timeline layouts and the representation of large data-
sets soon converge and I discover how both can be tackled by develop-
ing a timeline format that produces a representation of a complete 
dataset through an emergent behaviour operating on every individual 
record – which is different from existing approaches that either rep-
resent each event separately or summarise several events based on 
pre-defined thresholds. The issue of multiple and uncertain temporal 
descriptions in cultural data leads me to a conceptual shift in seeing 
them not as additional qualifiers, but as a defining property of cultural 
data which facilitates new perspectives and multiple viewpoints on 
an individual digital collection.
Based on the defined focus issues, I formulate principles for the de-
sign of timeline visualisations for cultural data; these relate to distant 
reading, embedded uncertainties and multiple temporalities.
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Chapter 5: Paradigmatic Prototypes
The proposed design principles derived from my prototype-led explo-
rations manifest in two example implementations. This chapter de-
scribes their architecture, discusses their conceptual background and 
relevant aspects of their design, and puts them in context by compar-
ing them with previous work in the field.
Timeline Tools is a reusable visualisation library that facilitates 
exploration and visual analysis of arbitrary cultural datasets. It is spe-
cifically aimed at large datasets and has successfully been tested with 
collections that contain several hundred thousand records.
Temporal Perspectives implements an algorithm that restructures 
cultural datasets according to multiple temporal dimensions and pro-
duces a timeline layout that enables researchers to study the temporal 
relationships within a cultural dataset. It is put into practice in a pro-
totype that extracts and visualises the relationships of authors whose 
writings were used in compositions by Benjamin Britten.
Chapter 6: Evaluation
Finally, I return to my main research question: What kind of knowl-
edge can we gain from visually analysing digital collections through 
timeline visualisations?
This is answered, in one part, through an account of the specific 
insights that surfaced through the application of the presented visu-
alisation tools. In addition to offering an impression of a collection’s 
content, collections data – visualised according to the developed prin-
ciples – reveals embedded characteristics of a collection: how its struc-
ture has developed, how embedded biases in cataloguing determine 
the shape of a collection and how the use and public understanding of 
a collection has changed over time.
The second part of the answer is given through the voices of collab-
orating curators. Visualisation tools, paired with an improved knowl-
edge of the implications of digital methods on their research practices 
enables them to ask new questions. These show a departure from 
‘traditional’ research interests that concern aspects of cultural arte-
facts and the biographies of their creators – questions which would 
not necessarily require digital means to be answered. Instead, curators 
became interested in ‘meta-questions’ that explore the history of their 
institution as represented by data and how they and their predeces-
sors shape and reshape the knowledge contained in collections.
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Chapter 7: Conclusion
The thesis concludes with a summary of my contributions to knowl-
edge and puts the findings in perspective by pointing out the limita-
tions of my research and follow-up questions. I reflect on the implica-
tions of an interdisciplinary research project for my PhD and Digital 
Humanities scholarship more broadly. Finally, I highlight some of 
the immediate outcomes that have so far resulted from the presented 
research.
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Methodology
I address my research questions through a combined methodology of 
theoretical and practical research, whereby my main focus lies on the 
practice-based elements: the knowledge that I have acquired through 
my research and which is made explicit in this thesis is derived from 
a method of enquiry that depends on the design of digital prototypes. 
The order in which the methods are presented below is not a chro-
nology of how the research was conducted; the different steps inter-
twine and informed each other, but are presented here, for clarity, as a 
sequential model.
Beginning with a literature review I embed my questions and 
subsequent findings in the ongoing discourse of the field. Through a 
thorough study of current and historic research, and a review of exist-
ing timeline visualisation projects I am able to identify gaps that my 
work should address which I formulate as ‘focus issues’ that will later 
be developed and explored.
By conducting interviews with curators, archivists and other rep-
resentatives of cultural institutions I gather insights on the nature of 
digital collections and their embedded assumptions, specifically with 
regards to time and temporal descriptions. My findings contribute to a 
better understanding of the significance of collections data and will be 
vital for my further practical enquiries. Conversations with curators 
and archivists continued throughout my research process. These pro-
duced valuable insights leading to a deeper understanding of the role 
of digital data and visualisations for cultural institutions in general, 
and most importantly served as evaluation method for my prototypes.
By making protoypes of timeline visualisations I am able to 
instantiate and test my ideas and hypotheses, and critically reflect 
on their implications. Making constitutes my main research method: 
the creation of an artefact, the interaction with it and its evaluation 
leads to discoveries, insights and new questions. Prototypes tackle 
one or several of the focus issues that I have identified and help to 
refine them through ongoing testing and evaluation. This practice-
based element is the main driving force of my research and I discuss 
its purpose below, along with my reasons for addressing my research 
questions through a design-led approach.
Evaluation of the prototypes occurs through several ways. First of 
all through critical reflection on the process of making as well as while 
interacting with the prototypes. In instances where I have published 
work in progress on my blog or through conferences, peer critique 
serves as an additional mode of evaluation. Finally, I evaluate and test 
the prototypes together with their future users. Over time, my interac-
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tion with curators and archivists developed from consultation on mat-
ters of data access and collection specifications towards collaboration 
on the design and development of visualisations. The resulting discus-
sions were critical for the evaluation of my prototypes.
Evaluating the prototypes leads to insights on several levels. On a 
local scale, I can identify the potential and drawbacks of individual 
prototypes. Furthermore, evaluating allows me to reflect on what kind 
of practical insights may be scalable and transferable. Most important-
ly, the evaluation process enables me to develop an understanding of 
the kind of knowledge that is contained in digital collections and how 
it appears in time-wise visualisations. The knowledge gained through 
evaluation is made explicit in writing and feeds into later iterations 
of prototypes. By refining and re-defining the goals and challenges, 
evaluation defines the approach and criteria for the next iteration of 
prototypes.
Research Through Design
My practical research method is based on iterative design of function-
al visualisation prototypes for digital cultural collections. Prototyping 
acts as a method to generate knowledge by making and reflecting on 
the creation process as well as through interaction with and evalua-
tion of a created prototype.
I work with publicly available datasets as well as data I have ob-
tained directly from the institutions I collaborated with. Because my 
prototypes are based on existing cultural datasets, they reflect and 
expose the challenges of time-wise visualisation in real-world applica-
tions.
A core element of my process is the constant evaluation of the cre-
ated artefacts in the form of critical reflection and ongoing dialogues 
with museum curators and archivists, who are both experts and the 
future users of my visualisation tools. This is a form of Critical Making 
(Ratto 2011) which emphasises iterative and collaborative methods 
and uses the working process itself as the locus of evaluation, rather 
than employing a separately designed user study.6
The starting point of every prototype iteration is a problem state-
ment. It defines the specific focus issue the prototype should address 
and the proposed solution that is implemented by the prototype. 
Through the course of the research these are refined and reformu-
lated. Design researchers have to regard the design brief as part of the 
problem, as was pointed out by Archer (1968). I present my point of 
departure – my own design brief as it were – and hypothesis at the be-
ginning of the discussion of each prototype iteration, and specify the 
datasets the visualisation is based on or has been tested with.7
6 i conducted one con-
trolled user study, but 
returned to this mode of 
reflective and ongoing 
evaluation as the results 
of the study did not cov-
er the full scope of my 
research questions. The 
study will be discussed 
later on (see page 156).
7 my goal is to arrive at 
approaches that general-
ise to a variety of cultural 
collections and datasets 
that i may not be able 
to anticipate. i therefore 
make sure my visualisa-
tions can – in principle 
and in practice – function 
with a variety of datasets.
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The creation of a prototype and the subsequent interaction with 
it constitute the research by uncovering new insights and questions 
that emerge during development and evaluation of the prototype, as 
well as by providing evidence-based support or disproof for a hypoth-
esis. Hereby, the practice-based elements are not disconnected from 
the theoretical foundations. Prototyping and making both inform and 
are informed by my theoretical enquiries. Making cannot be sepa-
rated from the other methods of a practice based research project as it 
necessarily causes one to reconsider and reformulate issues, questions 
and problems, which may only have been revealed by the design pro-
cess itself and newly discovered issues require a further engagement 
using all available methods.
why do I Conduct Research Through design?
Design based research methods lend themselves to address a particu-
lar type of problems: the kind that Rittel and Webber called “wicked 
problems”:
The problems that scientists and engineers have usually focused 
upon are mostly “tame” or “benign” ones. […] the mission is clear. 
It is clear, in turn, whether or not the problems have been solved. 
Wicked problems, in contrast, have neither of these clarifying traits 
[…] (1973, p.160)
Rittel and Webber refer to problems that can not be solved through 
analysis; the process of enumerating all possible solutions in order to 
pick the best one. Wicked problems exhibit incomplete and often un-
recognisable characteristics, making them nearly impossible to solve 
completely. Designers address such problems not by analysing – the 
scientific method – but by making.8
There are numerous factors that may determine what a visuali-
sation may reveal in cultural data, even without the additional and 
potentially arbitrary requirements mandated by a specific dataset and 
the individual expectations of a researcher. The problem at hand is a 
wicked problem, one where trying to make is more likely to lead to 
satisfactory results, or any results at all, than attempting to first com-
prehend the problem in its entirety. As Archer writes:
There are circumstances where the best or only way to shed light 
on a proposition, a principle, a material, a process or a function is to 
attempt to construct something (1995, p.11).
Attempting a solution in practice is, of course, no guarantee for suc-
cess. In fact, it may even reveal more and previously unidentified 
problems. In practice-based research however, this does not constitute 
8 “The scientific method 
is a pattern of prob-
lem-solving behaviour 
employed in finding out 
the nature of what ex-
ists, whereas the design 
method is a pattern of 
behaviour employed 
in inventing things of 
value which do not yet 
exist. science is analytic; 
design is constructive.” 
(Gregory 1966, p.6)
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a failure. We can use these instances where a system breaks due to the 
complexity of the problem as a way of getting insights. Attempting to 
create a solution rather than drafting a complete analysis enables one 
to problematise what may not initially be identified as a problem, thus 
creating knowledge and uncovering new opportunities for research.
Practice-based research is not without its drawbacks. By making 
and acting on the real world, a design researcher influences and is 
influenced by the problem at hand (Schön 1983; Dorst 2003); he can-
not simply position himself as a ‘neutral’ observer. Practice-based 
research is always to a certain degree subjective. It is therefore essen-
tial to compensate for a lack in objectivity by following a rigorous and 
transparent process and to strive to make the plans and decisions, as 
well as one’s beliefs, encounters and experiences that may have influ-
enced them, explicit in writing or using another appropriate method 
of documentation.
For the same reasons, practice-based research may not be com-
pletely reproducible. A person undertaking the same research, follow-
ing the same questions based on the same materials, may nevertheless 
produce different artefacts and arrive at different conclusions. Again a 
thorough documentation is therefore necessary in order for a research 
process to be – if not exactly reproducible – at least comprehensible. 
The research outcome will then nevertheless be deducible and can be 
subjected to review and peer critique.
when does design Constitute Research?
Design is the discipline which addresses problems through an act 
of making.9 The problems may be specific, such as the design of an 
exhibition in a particular space. They can be reproducible, such as the 
design for a mass-manufactured product. We speak of graphic or com-
munication design, when the design problem applies to the optimal 
arrangement of type, shapes and images in a two dimensional space, 
or of vehicle or transportation design when the problem has to do 
with people or goods overcoming distances.
Designing for these problems is informed by research, involves do-
ing research and results in new knowledge for the people participat-
ing in the design process. Can we therefore argue that doing design 
inherently results in doing research?
Design is interdependent on research, yet it is not equivalent. 
Where design seeks an acceptable solution for a particular problem 
within the given circumstances, research aims to arrive at communi-
cable and generalisable ‘truths’:
9 a more comprehen-
sive definition of design 
comes from Ha simon, 
who sees design as 
the act of “devis[ing] 
courses of action aimed 
at changing existing 
situations into preferred 
ones.” (1996, p.111). 
However, this could be 
understood as if “pre-
ferred” situations exist 
and can be universally 
agreed upon. instead, i 
argue, that a preferred 
situation can only be 
defined according to a 
specific set of criteria as 
well as subjective prefer-
ence. furthermore, what 
constitutes “preferred” 
may change during a 
design process; even the 
“existing” state could 
turn out to be the “pre-
ferred” state.
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Design is a way to ask questions. Design Research, when it occurs 
through the practice of design itself, is a way to ask larger questions 
beyond the limited scope of a particular design problem. (Zimmer-
man 2003, p.176)
In order to determine when design constitutes research, we have to 
answer:
[…] was the practitioner activity an enquiry whose goal was knowl-
edge? Was it systematically conducted? Were the data explicit? Was 
the record of the conduct of the activity ‘transparent’[…]? Were the 
data and the outcome validated in appropriate ways? (Archer 1995, 
p.10)
If, and only if, the intention of doing design is to arrive at communica-
ble knowledge and if the design process is undertaken transparently 
and rigorously,  can we speak of research through design.
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Framework
I undertake this research project in the framework of an industrial 
CASE studentship funded by the EPSRC in partnership with System 
Simulation, a central London software engineering company with 
decades of experience in database applications for the heritage sector. 
Their clients include a wide range of holders of cultural collections, 
such as the V&A, the British Museum and the Wellcome Trust. Part of 
the PhD included an industrial placement at their offices and supervi-
sion by Mike Stapleton. This provided me with access to their staff’s 
expertise and enabled me to collaborate with many of their clients. At 
the Royal College of Art I am enrolled in the Innovation Design Engi-
neering department and supervised by Professor Stephen Boyd Davis. 
This constellation creates a unique triad for an interdisciplinary PhD 
in the Digital Humanities; covering the areas of humanities, design 
and computing equally.
Technical Methods
To develop functional prototype visualisations I made use of standard 
web-development tools. Languages such as JavaScript, HTML and CSS 
were used for the public-facing interfaces, server-based languages 
such as PHP for communicating with APIs of online collections. Most 
visualisations are based on D3.js, a widely used JavaScript library 
geared towards web-based interactive data visualisations.
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Users, Experts, Collaborators
Hereby a brief introduction of the individuals involved in my research: 
first, there is the staff of System Simulation, a group of highly skilled 
software engineers. To them I turned to learn about the technical as-
pects of cultural datasets; the inner workings of the databases and the 
conceptual and computational strategies for dealing with the particu-
larities of collections data and processes. I developed many of my visu-
alisations inside their offices, which often made them some of the first 
to test and give feedback on prototype visualisations. Such informal 
tests on a small number of users are highly effective for identifying 
most of the common usability problems – researchers find that testing 
with more than four to five subjects does not lead to substantially bet-
ter insights (Virzi 1990; Nielsen & Landauer 1993; Nielsen 2000).
Then, there are the scholars and professionals working at muse-
ums, archives and other cultural organisations who I met over the 
course of my research. Seeking institutions willing to share their data-
sets for my visualisation projects, I was lucky to meet early on with 
Dr Lucy Walker, director of Learning at the Britten-Pears foundation. 
Having herself experimented with Microsoft Excel diagrams of the 
dataset she just finalised, she already had an idea of the potential of 
visualisations for cultural data and the possible questions they might 
be able to answer.
Once I had my own prototype visualisations to offer, I could better 
communicate the purpose and potential of my research to curators 
unfamiliar with the topic and it became easier to encourage other 
scholars and museum professionals to share their data and expertise. 
Individuals with whom I collaborated include scholars, curators and 
technical staff from (in alphabetical order) Britten-Pears foundation 
(Aldeburgh), Courtauld Institute of Art (London), Geffrye Museum 
(London), ICA Philadelphia, King’s College (London), National Archives 
(Kew), National Library of Wales (Aberystwyth), London Transport Mu-
seum, Museum of Domestic Design and Architecture (London), Oxford 
Beazley Archives, Science Museum (London) and Tate (London). In ad-
dition, participating in conferences, workshops and a summer school 
on the topic of digital museum collections and visualisation allowed 
me to meet and discuss with representatives of a range of other insti-
tutions and gather feedback on my prototypes on an informal basis.
Initially I approached institutions mainly seeking material to 
experiment with. Collections data and APIs were still few and far 
between when I began my research. Only recently have museums 
started to be more generous with their data.10 Meeting with curators in 
10 Thanks to pioneering ex-
amples such as Cooper-
Hewitt and the Rijksmu-
seum who successfully 
demonstrated the value 
of making collections 
data publicly available.
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person, however, also gave me the opportunity to learn more about the 
history of their institution and the nature of their collection.
Last but not least, I need to introduce the envisaged users of visu-
alisation tools for cultural collections. But who are they? Existing work 
in visualising museum collections largely explores their benefits for 
the general public. Hinrichs et al. (2008) discuss the use of interactive 
information visualisation within the museum exhibition environ-
ment and consequently by museum visitors: a “diverse audience […] 
ranged from toddlers to elderly people” (ibid., p.1185). Hinrichs is a 
co-author of continuing studies on visualisations of digital collections 
in museums (Rogers et al. 2014) and libraries (Thudt et al. 2012), which 
evaluate interfaces with actual library users or simulated groups of 
typical museum visitors. Whitelaw (2009) who continuously stud-
ies and works on visual interfaces for cultural collections since 2009, 
assumes that “a user who is unfamiliar with the collection’s scope, 
contents, or structure” (ibid.) would benefit most from visualisations 
of archival collections; the main target group are “visitors unfamiliar 
with a collection” (Whitelaw 2012).
Users as Experts
In my own research I look at the topic from the opposite direction: 
regarding informed users, who are interested in scholarly analysis as 
the primary beneficiaries of visualisation tools of cultural collections, 
while assuming that also casual users will be able to take advantage 
of them. While visualisations can enable even uninformed viewers to 
observe patterns and make discoveries that, without the aid of dia-
grams, would require a great amount of desk research and expertise, it 
does not follow that visualisations of cultural collections have nothing 
to offer to those who are already familiar with the datasets. Existing 
work appears to suggest that the common search interfaces are suffi-
cient for the normal tasks of expert users, while my interest is precise-
ly in finding out what alternative perspectives on cultural datasets in 
the shape of time-centred visualisation tools may be able to offer even 
for advanced users.
Focussing on scholarly use still constitutes a large target group. 
Museum visitors span a wide variety of individuals, but so do re-
searchers who might be looking into a specific archive for very differ-
ent reasons. Oxford’s Beazley Archive describes their main users as a 
“small, but loyal number of researchers” (C7) who turn to the collec-
tion as a substantial resource for studying ancient pottery. More and 
more scholars, however, are looking at this archive to learn more about 
the personal life of its founder Sir John Beazley and may arrive at the 
data with relatively little knowledge, or immediate interest, in classic 
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archeology. It therefore makes sense, as Whitelaw does, to not presup-
pose that users of an archive are necessarily knowledgeable about its 
field, scope and content. However, in my own experience, we should 
also not underestimate the potential of visualisation to offer new 
insights even to expert users; those who have in-depth knowledge of a 
collection and are very able to also use conventional interfaces effec-
tively.
Involving this type of user in my research allows me to identify 
the requirements and abilities of visual interfaces to reveal ‘genuine’ 
new knowledge: insights which an expert equipped with detailed 
understanding of an archive and its subject domain has not previously 
gained, discoveries that deepen existing knowledge, and new research 
questions which have been stimulated by using and examining a col-
lection through a visualisation tool. In addition, collaborating with 
experts allows me to verify the discoveries which I and my users have 
made; to see if what we may read from a diagram or from interacting 
with a visualisation is effectively telling of the dataset itself and not 
just an artefact that resulted from the visualisation process. Expert 
knowledge provides a baseline for evaluating the honesty and ‘truth-
fulness’ of a visualisation tool.
The type of users of my visualisation tools include therefore the 
very scholars, curators and archivists with whom I collaborate on the 
data-gathering, development and evaluation of the visualisation tools. 
This requires them to wear more than one hat; specialist and collabo-
rator, and test subject.
When meeting with these individuals, I steered our conversations 
so that the different roles – expert and test subject – of my counter-
part stay, as far as possible, separated. First, we would talk about their 
subject domain, exchange views on the nature of digital collections 
and the potential of visualisations – these conversations contributed 
insights that informed the requirements of my visualisation tools and 
my understanding of humanities research more broadly. Then, I would 
prompt them with my visualisation prototypes and gather feedback 
and questions, while we jointly explore the datasets – this phase al-
lowed me to collect evidence, to make and verify discoveries and to 
further evaluate my practical work. Both modes of conversation arrive 
at generalisable knowledge: questions and insights that are relevant 
within and outside the scope of a particular scholar or institution. The 
individuals with whom I collaborate are therefore not clients – I am 
not creating prototypes to meet their specific requirements – rather 
they are representative samples11 of the type of scholarly user my work 
seeks to address.
11 Representative in their 
role as interested schol-
ars and researchers, not 
in the statistical sense as 
a representative sample 
of all researchers.
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“20 years as a curator, I was always forced 
to be certain about things I wasn’t certain 
about.” (C3)
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Coming from a background in design and computer science, I initially 
saw my research at the intersection of these two disciplines: the field 
of human-computer interaction (HCI). HCI studies the relationship 
between digital technology and its users in order to make computer-
based systems more efficient, more ergonomic and more rewarding 
to use. Soon it became apparent, however, that my research questions 
require a deeper engagement with the subject matter of archives and 
collections, their digital instantiations and the epistemological role of 
digital tools and visualisation.
I found myself in the Digital Humanities, a field that describes the 
growing area of research in the humanities with and about digital 
technology, and builds on pioneering work that dates back to the 1940s 
(McCarty 1998). Digital Humanities is positioned at the intersection of 
humanities, computer science and – increasingly – design.
I begin this chapter with a brief history of Digital Humanities 
along with a review of the prevalent criticisms it faces and the chal-
lenges it creates, to which my research responds. I then continue with 
a discussion of the fundamental concepts of my thesis: digital collec-
tions, time and visualisations of data.
My review of collections consists of a look at their definitions 
according to the literature and the consequences and opportunities 
created at their coalescence with digital technology. Time is examined 
as an information-structuring model and we will see how represen-
tations of time have played an important role in the history of data 
visualisation. Next to a historic perspective, I will look at the specific 
claims of visualisation as tools for knowledge discovery.
Finally, I complement the literature review with original research 
on the manifestations of time in digital collections and a brief study 
on the understanding of digital collections among the collaborating 
curators. The chapter provides the foundation of my research, offering 
an overview of existing theory and an appraisal of the gaps in current 
knowledge and practices that my research aims to fill.
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Humanities scholarship has adopted computational methods from the 
quantitative sciences to follow new research questions within its own 
field, but has also realised that available digital tools do not necessarily 
do justice to the nature of humanistic enquiry. In fact it seems neces-
sary to consider the role of digital technology in humanistic knowl-
edge production as a whole, to reconsider established concepts of data, 
interface and visualisation in a humanities context and subsequently 
to build new tools and methods for digital research in the humanities.
The Digital Humanities looks at the wider implications of the com-
putational turn in humanities research. These include the introduc-
tion of computational methods to traditional humanities research, but 
also the contribution of humanities methods to computer science, the 
establishment of non-traditional forms of knowledge production and 
publishing as well as new synergies and collaborations between indi-
viduals and institutions. In this section I will outline the history and 
criticisms of Digital Humanities in order to provide the framework in 
which my research is positioned.
Digital Humanities has fundamentally changed the work of many 
humanities scholars. Albeit, not primarily through the introduction 
of digital technology per se – any avid researcher will be well versed 
in the use of computers – but through a shift in humanities research 
from writing to making. As Lunenfeld et al. state:
The advent of Digital Humanities implies a reinterpretation of the 
humanities as a generative enterprise: one in which students and 
faculty alike are making things […] (2012, p.10)
The things that are being made by digital humanists – whether those 
things are visuals, software, objects or platforms – not only consti-
tute their research output, but new modes of enquiry for the field of 
humanities.
Design contributes to the Digital Humanities in two ways: most 
visibly in the form of interaction design by creating visualisation 
tools, employing best-practices of interface design and developing 
ways to graphically represent humanities data. More importantly 
however on a more fundamental level, through the application of 
practice based research methods to address questions and challenges 
in Digital Humanities scholarship. Design, as the discipline of mak-
ing things, is able to contribute its knowledge and methods of practice 
based enquiries to the humanities, where digital methods have intro-
duced scholars to new modes of artefact-based knowledge production.
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Origins
Kirschenbaum (2012) identifies an event in 2001 as the birth date of the 
term ‘Digital Humanities’. Discussing the title of a reader which would 
be published three years later, John Unsworth suggested “A Compan-
ion to Digital Humanities” (Schreibman et al. 2004) as a reaction to the 
publisher’s proposition “Companion to Digitized Humanities” (Kir-
schenbaum 2012, p.3). In changing “digitized” to “digital” Unsworth 
wanted to shift the emphasis from mere digitisation of resources to-
wards a wider scope of the area. Digital Humanities aims to divert the 
attention from the field of computing to the field of humanities. While 
the humanities have seen a number of pioneering projects using early 
digital technology, these endeavours have largely been considered as 
humanities research adopting methods from the computer sciences, a 
convergence that goes by the name of ‘humanities computing’. 
figure 2.1 – Roberto busa 
(1913-2011), a pioneer of 
Humanities Computing, 
pictured in front of his 
index Thomisticus
image: wikimedia (CC0)
Roberto Busa (Figure 2.1) – an Italian Jesuit priest – is generally 
regarded as the father of humanities computing (McCarty 1998; Boon-
stra et al. 2004; Hockey 2004). As part of his doctoral research on the 
concept of ‘presence’ in the writings of Thomas Aquinas, Busa manu-
ally produced an index of 10,000 sentences by Aquinas containing the 
preposition ‘in’ (Busa 1980). He realised that his lexicographical en-
quiry could also serve as a basis for other scholars and started imagin-
ing an ‘Index Thomisticus’, which would contain a concordance of all 
the words of Thomas Aquinas. With the help of IBM and thirty years of 
work he completed an index containing 11 million lemmatised words, 
all stored on punchcards and ready for further computational analysis.
Busa laid the foundation for a humanities scholarship that not only 
uses digital methods to contribute new knowledge, but at the same 
time makes these methods available for others. In fact, the endeavours 
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in adopting computing technology in humanities research that fol-
lowed throughout the 1960s (Hockey 2004) were primarily concerned 
with building databases and converting text-based material into 
digital formats (Lunenfeld et al. 2012) in order to make these resources 
accessible and usable with digital research methods.
Around the same time, the term Quantitative History was popular-
ised to describe the growing adoption of statistical methods from the 
social sciences for research in history and, with them, the concepts of 
data and datasets :
Quantitative history […] required a new set of skills and techniques 
for historians. Most importantly, they had to incorporate the con-
cept of the data set and data matrix into their practice. (Anderson 
2007, p.246f)
While historians had incorporated quantitative evidence in their stud-
ies, the greater availability of computational processing in the form of 
mainframe computing1 offered new ways of looking at historical evi-
dence. By aggregating a large number of events and using statistical 
analysis historians were able to look at long-term patterns and devel-
opments in events which, on their own, would be insignificant.
Distant Reading
The study of large-scale patterns across humanistic sources comprises 
the practice of “distant reading”. Franco Moretti introduced this term 
in an article proposing new ways to study world literature (Moretti 
2000) – it has subsequently also been used to describe research practic-
es in the wider scope of the field of humanities and is a continuation 
of earlier endeavours in the area of Quantitative History.
Distant reading is the process of using computational methods to 
answer narrowly defined questions across a large body of works. In 
distant reading, Moretti writes,
distance […] is a condition of knowledge: it allows you to focus on 
units that are much smaller or much larger than the text: devices, 
themes, tropes—or genres and systems. (2000, p.57)
Digital technology enables the processing of much larger bodies of 
works through distant reading, in opposition to close reading; study-
ing a small sample of works or even a single work in detail. Close read-
ing expects a more thorough engagement with limited source mate-
rial – but focussing on a small number of works is not necessarily done 
by choice. Moretti’s argument builds around the dichotomy between 
claiming to be studying World literature, when in fact what is being 
studied is only ever a tiny sample of existing literature due to limits 
1 in the 1960s, mainframe 
computers – centralised 
systems that filled entire 
rooms – were the first 
digital data processing 
systems widely available 
for corporate use.
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in human interpretive capacities. Merely by selecting which works 
to study, a researcher inherently discards an enormous body of work 
without ever having looked at it.
In contrast, distant reading allows an individual researcher to con-
sider an archive in its entirety:
By confronting scale, “distant reading” […] – or, in our case, “dis-
tant listening” – reveals structures, patterns, and trends that are 
not discernable when the focus remains on just a handful of close 
readings of individual texts. […] Distant listening facilitates whole 
corpus analysis and, potentially, the democratization of knowledge. 
Instead of privileging “human listening” (in which we necessar-
ily have to limit ourselves to a tiny canon of works, probably a few 
hundred), distant listening is performed by a computer and can 
easily “listen to” thousands, if not millions, of works. (Presner 2015, 
p.23)
Digital technology enables distant reading but in some respects the 
digital also demands it. Human researchers can make an informed 
guess as to what will be studied and what not. The fundamental prin-
ciple of an algorithm by which a computer has to operate, is a set of 
step-by-step instructions that require each step to be executable inde-
pendent of the entire process; therefore an algorithm cannot consider 
a set of sources as a whole, but needs to examine each one individually 
and often exhaustively.2
Moretti did not expect his idea “to be particularly popular” (Moretti 
2000) and opposition soon followed (Trumpener 2009; Culler 2010; 
Marche 2012). Humanistic knowledge production should not be sys-
tematised, Trumpener argues:
We are, first and foremost, highly trained readers […] the unsystem-
atic nature of our discipline is actually its salvation. (2009, p.171)
Endeavours in systematising humanistic enquiry are however not a 
recent phenomenon – see Boyd Davis (2016a) for an account of eigh-
teenth century attitudes to mechanical knowledge production. The 
criticisms around close reading also echoed earlier concerns about the 
advent of Quantitative History. As Anderson writes
‘traditional’ historians expressed doubts about the new methods, 
challenging them as reductionist, brittle and not pertinent to the 
main goal of the historical narrative (Anderson 2007, p.257)
With the main modes of accessing collections turning digital and a 
growing use in born-digital collections – such as archives of Tweets – 
historians are increasingly forced to use distant reading:
2 modern optimised 
search algorithms do not 
need to make an exhaus-
tive search, which is im-
possible when the search 
space is very large. if the 
entire internet would 
be examined, a Google 
search would not return 
a result within seconds. 
Therefore the search 
space is indexed and 
search algorithms oper-
ate on a representation 
of a dataset.
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As historians, we will need to reorient our approach to studying the 
past so that it does not involve reading every one of those thirty-
one million lines of text. (Sternfeld 2014)
However, distant reading is only useful if it also reveals novel insights. 
Distant reading entails not only processing large amounts of data to 
ask humanities questions, but to do so in a useful manner:
The sheer size and scope of today’s digital sources demand a level 
of methodological rigor that we are not yet accustomed to applying. 
(Sternfeld 2014)
Google’s NGram Viewer,3 for example, is an interface for distant read-
ing that comes close to studying ‘all’ of World Literature in the way 
that Moretti envisaged. It is based on a corpus of literary sources 
printed between 1500 and 2008 and contains, for every year, an indexed 
count of n-grams.4 It enables users to trace – through graphical line 
plots over a horizontal dimension of time – the appearance of certain 
words and word combinations in the literature. However, the tool al-
lows few insights into the cause of an apparent change in the use of 
certain words. NGram Viewer is a tool for distant reading, but largely 
fails in enabling humanistic enquiry into the history of the sources it 
represents. Sternberg continues to argue that
big data visualizations […] wipe away any remnant of histori-
cal causality (2014)
a statement which certainly applies to Google NGram’s line charts 
whose basis remains largely inaccessible. However, I argue, the exist-
ence of simplistic examples of implementations does not rule out the 
usefulness of distant reading, especially when it is combined with and 
in support of traditional methods of close reading. As Gibbs writes:
Any robust digital research methodology must allow the scholar to 
move easily between distant and close reading, between the bird’s 
eye view and the ground level of the texts themselves. […] Histori-
cal trends – or anomalies – might be revealed by data, but they need 
to be investigated in detail in order to avoid conclusions that rest 
on superficial evidence. (2011, p.76)
Distant reading must not replace, but can accompany close reading 
and if implemented in the manner that Gibbs describes, it can en-
able novel insights into digital collections whose size and structure 
requires the consideration and development of methods for distant 
reading.
3 available at https://
books.google.com/
ngrams  
(accessed 12.01.2016)
4 an n-gram, in this con-
text, is a contiguous se-
quence of n words, which 
can also be a single word 
(1-gram).
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Criticism
Many historians are critical of the methods inherited from the quan-
titative sciences and fear a discrediting of traditional humanities 
research.
In the context of the Digital Humanities it is the, arguably blind 
(Swierenga 1974; J. Drucker 2011b), application of digital methods 
which is most susceptible to criticism. Historians especially faced 
the limitations of off-the shelf database software, which since their 
early days suffered from a range of challenges related to dates and the 
modelling of fuzzy data that immediately became apparent in histori-
cal research:
The most obvious limitation that historians encounter [...] is the 
date function, since most programs cannot interpret or query 
nineteenth-century or earlier dates and a nest of problems in date 
functionality accompany any attempt to use historical dating in 
these programs. (Thomas 2004, p.60).
Current software packages might have mostly done away with the 
problem of pre-twentieth century dates.5 Still, software is often seen 
as unfit for scholarly research (Borgman 2009). The problem of repre-
senting historic dates is not solved by simply extending the available 
timeframe. Dating historical events is a complex endeavour which 
may include conflicting evidence, missing data or varying degrees of 
certainty. Furthermore, the problem of digitally representing com-
plex, fuzzy and uncertain information applies to all kind of data in 
the humanities. In order for digital tools to be usable for humanistic 
research, they have to be able to computationally model such data and, 
in addition, offer bespoke interfaces to query datasets and answer the 
kind of questions humanities researchers want to ask. According to 
Borgman (2009) it is the responsibility of humanities scholars to lead 
the development of new tools in line with the challenges and require-
ments of humanistic enquiry.
With the advances in graphical user interfaces and improved 
usability, it has become even easier for humanists to adopt existing 
software originally designed for engineers, statisticians or business 
analysts for their own purposes. However, Drucker argues that these 
sophisticated interfaces tend to hide software’s underlying assump-
tions, which stem from outside the humanities discipline:
Such graphical tools are a kind of intellectual Trojan horse. (2011b, 
§1)
The limitations of available software tools for humanities research 
have been pointed out since the 1980s (Winchester 1980), but early ef-
5 The widely used pro-
gramming language 
Javascript still misinter-
prets 1st century dates; 
the Date() function 
automatically converts 
two-digit years to the 
twentieth century as vis-
ible in figure 2.2.
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forts in developing database tools specifically for humanities comput-
ing (Thaller 1987) found little adoption. Therefore, many of the avail-
able software tools and datasets still suffer from limitations related 
to fuzzy, uncertain or incomplete data and the handling of time and 
temporal information.
figure 2.2 – misinterpreta-
tion of two-digit dates 
in Javascript means that 
– according to this pro-
totype timeline – Jesus 
Christ and virgil appear 
as contemporaries of 
Hölderlin and Camus.
In addition to the challenges posed by software implementations, 
the Digital Humanities have inherited many of the criticisms already 
raised about Quantitative History with regards to the conceptual shift 
to a numeric, mechanistic knowledge production that is feared to re-
place traditional, interpretative humanistic scholarship.
Carl Bridenbaugh, then president of the American Historical As-
sociation warned historians against “worship[ing] at the shrine of 
that Bitch-goddess, QUANTIFICATION” (Bridenbaugh 1963). The worry, 
shared by many historians, was that quantitative methods “may de-
humanize history because of the emphasis on collectivities instead of 
individuals” (Swierenga 1974, p.1064). Few, on the other hand, were as 
dismissive to quantitative methods in history as Arthur Schlesinger, 
Jr., who announced that “almost all important questions are impor-
tant precisely because they are not susceptible to quantitative an-
swers” (Kousser 1980, p.434).
Bridenbaugh’s “Bitch-goddess” has become somewhat of a dictum 
to illustrate the aversion of historians and other humanists towards 
numerical methods (Bogue 1983; Thomas 2004; Anderson 2007), al-
though many historians were not completely opposed to these quan-
titative, and later digital, methods. Including Bridenbaugh himself, 
whose main concern was a disconnection of future historians from 
their craft and their subjects of study. His worry was not directed at 
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quantitive methods per se, but at the danger of them being seen as a 
replacement, rather than an addition to qualitative methods.
Similar concerns are still raised about the Digital Humanities and 
digital collections in particular. It is suspected that digital methods 
may be seen as a replacement, rather than an addition to traditional 
humanities scholarship. Schüler-Springorum observes a decline in stu-
dent’s readiness to engage deeply with an archive on location as more 
and more collections are being digitised and made available online: “a 
specific intellectual space will get lost by providing online access to 
historical documents” (2015).
Museums have indeed been concerned that they will make them-
selves and their physical presences obsolete by providing improved 
online access to their collections (Lejeune 2009). So far museums have 
seen their visitor numbers increasing after collections were made 
available online (Goldman & Wadman 2002; Thomas & Carey 2005; 
Thomas & Crossman 2006), but the studies allow for little insights 
about the change in numbers based on the purpose of the visits. It 
might well be that the numbers of casual visitors have gone up, while 
digital collections may have reduced the need for scholars to visit a 
collection in person. Oxford’s Beazley Archive, for example, experi-
enced fewer visits after the complete catalogue was put online (C7). 
The Museum of Domestic Design and Architecture (MoDA) at Mid-
dlesex University, in contrast, observed an increase in usage of col-
lection artefacts that previously saw little use, as a result of their 
collection being digitally accessible. A perceived competition between 
physical and digital collections stems from them being often seen as 
equivalent, rather than complementary. The digital is feared to replace 
the physical. To shed light on this apparent concurrence, I will take a 
closer look at how collections are generally perceived and defined in a 
later section.
In the case of existing digital collections, the growing calls for 
more sophisticated methods of modelling humanities data may have 
come too late; these datasets necessarily have been created with and 
suffer from the limitations of available software. The question is: is it 
possible – to some degree – to reverse-engineer the complexity of the 
‘original’ humanistic data, the “thick description” (Geertz 1973) that is 
likely to be only insufficiently represented in a collections dataset?
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Visualisation
Digital Humanities is a remarkably visual form of research. In contrast 
to traditional humanities research, visual materials act not merely as 
illustrative companions to written output, but visuals constitute the 
actual research output. Lunenfeld et. al see this development rooted in 
societal changes:
Digital Humanities necessarily partakes in and contributes to the 
“screen culture” of the 21st century [...]. What this means is that the 
visual becomes ever more fundamental to the Digital Humanities, 
in ways that complement, enhance, and sometimes are in tension 
with the textual. (2012, p.12)
However, the proliferation of screens is one that affects all aspects of 
academic, professional and social life. The visual enters the Digital 
Humanities, in my view, through the adoption of concepts of data and 
datasets and consequently the practice of data visualisation.
In this thesis I will focus on the method of analysing data through 
visualisation. Visualisation refers to the use of graphical elements to 
encode data: data visualisation. Essentially it describes a mapping6 
from the input space of data to a graphical output space: ordinal, 
quantitative or categorical data attributes control the shape, size, col-
our, area and other visual properties of graphical elements.7
figure 2.3 – a line chart 
by william Playfair (1786) 
plotting exports and 
imports between Eng-
land and Denmark and 
Norway.
image: wikimedia  
Commons
The development and study of visualisations that serve the purpos-
es of data analysis, knowledge discovery and communication generally 
falls in the field of Information Visualisation (Gershon & Eick 1997; 
Card et al. 1999; Bederson & Shneiderman 2003; Ware 2004; Kerren et 
al. 2008). Data Visualisation is often seen as an equivalent term (Card 
6 ‘mapping’ in the math-
ematical, not in the 
cartographic sense. see 
also the glossary entry on 
page 341.
7 bertin (1967/2010) offers 
a comprehensive, though 
somewhat idiosyncratic 
list of possible map-
pings.
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et al. 1999; Bederson & Shneiderman 2003; Kosara 2013; Bailey & Pregill 
2014) and sometimes treated as a sub-discipline of Information Visu-
alisation (Friendly 2009).8 Occasionally, Information Visualisation and 
Data visualisation are described as separate, but related fields (Ger-
shon & Eick 1997).9
When data visualisation is treated as a specialisation within infor-
mation visualisation, it is generally paired with scientific visualisation 
(Friendly 2009) – for example 3D visualisations of natural phenomena 
– and Infographics (Kosara 2010; Gelman & Unwin 2013) – explanatory 
visualisations accompanied by illustrations. Infographics are often 
contrasted with data visualisations and the benefits of each, as well as 
the value of differentiating at all, provide ample food for theorisation 
(Few 2011; Cairo 2012; Kosara 2013; Wickham 2013). For some (Gelman 
& Unwin 2013), all data visualisations that depart from traditional 
statistical charts count as infographics, along with their negative con-
notations.10 For others (Kosara 2010; Wickham 2013) – including my-
self – the difference between data visualisations and infographics lies 
not in their adherence to written or unwritten rules of information 
visualisations, but in their ability to generalise and – consequently – to 
be generated.
Visualization is (largely) automatic, infographics are hand-crafted. 
Neither are objective, and both require hand-tuning and under-
standing to get right. (Kosara 2010)
The automatic view on visualisation envisages digitally generated 
diagrams, which are also the focus of this thesis. However, the next 
section will introduce historic examples of hand-crafted visualisa-
tions, which have, to an extent, been produced mechanically, an aspect 
that also constitutes their main innovation.
8 friendly explains that 
“the term information 
visualization is gener-
ally applied to the visual 
representation of large-
scale collections of non-
numerical information” 
(2009) and that “we focus 
on the slightly narrower 
domain of data visualiza-
tion, the science of visual 
representation of ‘data’, 
defined as information 
which has been abstract-
ed in some schematic 
form” (ibid.).
9 Gershon and Eick distin-
guish scientific visualisa-
tion “which focuses on 
data” (1997) and infor-
mation visualisation that 
“focuses on information, 
which is often abstract” 
(ibid.).
10 infographics do not en-
joy the best reputation 
within the information 
visualisation community. 
Examples of infographics 
that are (arguably) badly 
designed, depart from 
best-practice approaches 
or misrepresent data are 
widespread, which leads 
many to draw one-sided 
conclusions about info-
graphics in general.
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History of (Time-wise) visualisation
Graphical representations of – what we now would call – data are 
scattered throughout history, too numerous to pay them the atten-
tion here they deserve.11 By the end of the 18th century, data visualisa-
tion – in the strict sense of generalisable and mechanically achiev-
able charts – became mainstream through the publishing of William 
Playfair’s (1759-1823) Commercial and Political Atlas in 1786 (Playfair 2005). 
Geographical atlases were already available at that time and had been 
since the 16th century, but Playfair’s book was not mapping land, it 
was mapping economic data. 
figure 2.4 – Exports and 
imports of scotland plot-
ted in one of the first 
known bar charts by  
william Playfair.
image: wikimedia  
Commons
To do so, Playfair invented the line chart (Figure 2.3) as well as the 
bar chart (Figure 2.4), although he credits a fellow Englishman for 
providing the inspiration for the latter (Wainer 2014). The bar chart 
actually originated from a compromise – Playfair lacked sufficient 
data to draw a continuous line (Wainer 2005). Line charts were also not 
completely novel; Christiaan Huygens’ (1629-1695) mortality chart is 
regarded as the earliest example (Wainer 2005). Huygens’ graph how-
ever depicts a mathematical function. Playfair’s graphs on the other 
hand are graphical mappings from empirical data and hence ‘true’ 
data visualisations.
His book did not initially find a publisher in England, so Playfair 
tried his luck in France. When he sent a copy to Louis XVI in 1781, the 
king had never seen such diagrams, yet Playfair notes
he at once understood the charts and was highly pleased. He said 
they spoke all languages and were very clear and easily understood. 
(Wainer 2014)
11 for a concise history of 
data visualisation see 
friendly (2006). 
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figure 2.5 – Priestley’s 
Chart of Biography (1764) 
maps the lives of 2,000 
individuals on an arith-
metic timeline.
image: stephen boyd Davis/
british library
Others soon shared the king’s insight. Playfair’s Atlas was published, 
became known and his charts continue to be widely adapted.
The Englishman who was Playfair’s inspiration for the bar chart 
is Joseph Priestley (1733-1804), remembered more for his discovery of 
oxygen than for his pioneering work on visualisations. Playfair was 
referring to Priestley’s Chart of Biography (1764, Figure 2.5), one of the 
first visual timelines published in 1764 and graphing the lives of about 
two thousand important individuals.12 Priestley drew lines of different 
lengths, representing the individual lifetimes of those he mapped, an 
innovation at that time (Boyd Davis 2011) which Playfair adopted by 
expressing quantities as lengths of bars.
The history of data visualisation is, to a great extent, also a history 
of time-wise visualisations. Playfair’s charts visualised economical 
data on a (horizontal) dimension of time and drawn diagrams that 
visualise the movement of celestial bodies through space and time 
were used as early as the 10th century (Friendly 2006). Rosenberg and 
Grafton (2010) offer a comprehensive and richly illustrated history of 
timeline visualisations; here I will only focus on some key examples 
to which I will return later on in this thesis.
I have already mentioned Priestley’s Chart of Biography as Playfair’s 
inspiration. At the same time, it is one of the first true arithmetic 
timelines that graphically maps data according to a linear time axis, 
which runs horizontally and is divided equally into centuries. The 
principle of using equal units of space to represent equal number of 
years was introduced only eleven years prior to Priestley’s chart.
12 see Rosenberg (2007) 
and boyd Davis (2011) for 
a more thorough discus-
sion of Priestley’s Chart.
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figure 2.6 – barbeau-
Dubourg’s 16.5m long 
Carte Chronographique 
mounted in a device 
that lets viewers scroll 
‘through time’ by turning 
the handles.
image: Princeton University 
library
Jacques Barbeau-Dubourg (1709-1779) produced a Carte Chron-
ographique (Figure 2.6) of the “main events of every century, since the 
Creation of the world up until the present”13 (Barbeau-Dubourg 1753), 
a timeframe that covered 16.5 metres of paper, each year a quarter of 
a centimetre wide.14 On it the names of notable individuals as well as 
summaries of important events are positioned horizontally according 
to their time and grouped vertically by their country of origin. A cat-
egory with unassignable or general events is positioned at the bottom 
of the chart and labelled “memorable events” (“événements mémora-
bles”) (Barbeau-Dubourg 1753).
Barbeau-Dubourg’s and Priestley’s visualisations represent a sig-
nificant step towards abstract visual representations of data. Earlier 
chronologies adhered to a text-based tabular layout while other exam-
ples of early timelines, such as the work of Girolamo Martignoni (died 
ca. 1743, see Boyd Davis 2016b), borrowed their visual language from 
geographic maps (Figure 2.9). A piece by Jean-Louis Barbeau de la Bru-
yère (1710-1781) appears like a cross-over between a tabular layout and 
a geographic map. Through his Mappe-Monde Historique (Barbeau de la 
Bruyère 1750a, Figure 2.7) he intended to offer a complete view of the 
history and geography of the known world.15 The Mappe-Monde borrows 
from a tabular layout, with geographical divisions marked at the head 
of the chart, forming a column for each country,16 with empires that 
extend across several columns set in colour.
The ability of Priestley and Barbeau-Dubourg to graphically map 
data according to a coordinate system required a conceptual shift in 
the understanding of space and data that was offered by Descartes 
(1596-1650) through his proposition that anything that can be ex-
pressed in number can be represented graphically (1641/1996). 
13 “des principaux événe-
mens de chaque siécle, 
depuis la Création du 
monde jusqu’à présent” 
[sic] (barbeau-Dubourg 
1753)
14 see furguson (1991) and 
schmidt-burkhardt (2011) 
for more information 
on barbeau-Dubourg’s 
Carte Chronographique.
15 see boyd Davis (2015a) 
for a more thorough 
discussion of this chart 
as well as de la bruyère’s 
own Explication (1750a).
16 “Ces Divisions forment 
ainsi pour chaque Pays 
une Colomne” (barbeau 
de la bruyère 1750a)
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figure 2.7 – De la bru-
yère’s Mappe-Monde 
Historique (1750a).
image: Koninklijke 
bibliotheek Nl
Another fundamental innovation for the development of arith-
metical timelines was the advancement of a numerical model of time 
famously promoted by Isaac Newton (1642 – 1726/7). Newton considered 
time to be an absolute, uniform frame of reference where events could 
be ‘located’ independent of other events or external perceivers. Time, 
according to Newton, is “absolute, true, and mathematical” (Newton, 
1687), a fundamental quantity like length or mass, which can be meas-
ured and expressed in a manner that may be universally agreed upon.
While Priestley was not the first to draft a true arithmetic timeline, 
he was original in graphically representing duration as a line:
THUS the abstract idea of TIME, though it be not the object of any 
of our senses, and no image can properly be made of it, yet because 
it has a relation to quantity, and we can say a greater or less space 
of time, it admits of a natural and easy representation in our minds 
by the idea of a measurable space, and particularly that of a LINE; 
which, like time, may be extended in length, without giving any 
idea of breadth or thickness. (Priestley 1764, p.6)
It is worth noting, however, that the understanding of time as a quan-
tity along with the affordance of quantities to be represented as space 
that Priestley describes, are a result of the conceptual shift in thinking 
advanced by Newton and Descartes; the “natural and easy” represen-
tation required a significant intellectual effort and decades of famil-
iarisation.
In the literature, arguments for the merits of particular graphical 
representation that rest on the assumption of one being more “natu-
ral” than the other are widespread; we will see more examples later on 
and the claimed ‘naturalness’ is rarely free of previously established 
and unconsciously acquired paradigms.
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figure 2.8 – Priestley’s 
notation of uncertainty in 
dates expressed as vari-
able numbers of dots.
image: stephen boyd Davis, 
taken at Chetham’s library 
manchester, 6 July 2009
Priestley’s decision to map duration to length is one such innova-
tion that stood the test of time; his graphic taxonomy is embedded 
in many modern visual timelines. While the effectiveness of the line 
was widely recognised, its problems that Priestley identified as well 
have found far less consideration later on. A line has a clear beginning 
and ending; historical dates however often do not. Having spotted the 
inconsistency, Priestley offered a solution (Figure 2.8):
In this case the compiler must content himself with placing his 
line as near as he can conjecture from history where his true place 
was, leaving marks to express the uncertainty there is attending 
it. The method I have used in this chart is to express certainty by 
a full line, and what is uncertain by dots or a broken line […] (1764, 
p.11)
Priestley, Barbeau-Dubourg and de la Bruyère each complemented 
their visualisations with detailed descriptions of the rationale for 
their design decisions, knowledge they acquired while making their 
charts as well as the insights they gained from inspecting them (Bar-
beau de la Bruyère 1750a; Barbeau-Dubourg 1753; Priestley 1764). One 
could see these pioneering works as a form of Critical Making (Ratto 
2011), as their makers not only had to design new graphical formats, 
they had to develop a new visual rhetoric and, most importantly, ex-
plain and reflect on their ideas, processes, and rationales.
Today, it is rare for designers to have to defend and justify their 
decisions in relation to visual representations of time, which is maybe 
why timelines are generally regarded as simple, even as “a bit of banal 
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tedium” (Behrendt 2011). This brief look at their history however dem-
onstrates that they can be, and have been, much more than that; effec-
tive tools for visual analysis, or in the words of Joseph Priestley:
What words would do but very imperfectly, and in a long time, 
this method effects in the compleatest [sic] manner possible, and 
almost at a single glance […] (1764, p.9)
figure 2.9 – a map of time 
by Girolamo andrea 
martignoni that borrows 
cartographic visual  
language.
image: David Rumsey  
Historical map Collection
visualisation for sense-making
Priestley’s quote that concludes the previous section leads me to ad-
dress the question of what purposes visualisation serves. In the book-
let that accompanies his chart, he dedicates his work “to the youth 
[...]; showing them what names will most frequently attract their 
attention, and how they stand related in point of time to one another” 
(Priestley 1764, p.5), underlining its educational qualities. Yet he also 
states that only through the use of visualisation, he was able to “see 
[...] the relation of these lives to one another in any period” (Priestley 
1764, p.10), suggesting that he drafted the visualisation in order to un-
derstand for himself. These observations relate to DeFanti et al. (1989) 
who describe visualisations as either “a tool for communication and 
teaching” or “a tool for discovery and understanding”. Similar discrim-
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inations appear throughout the visualisation literature. My emphasis 
is on the second category of analytical visualisation, although there is 
often a wide area of overlap.
figure 2.10 – Nigel 
Holmes’ diagrams of 
Us House and senate 
expenditures exhibits 
a large proportion of 
so-called chartjunk that 
is theorised to impede 
people’s ability to com-
prehend the diagram 
(Tufte 2001). Neverthe-
less, experimental evi-
dence found this chart 
to perform better than 
a version stripped off its 
“visual embellishment” 
(bateman et al. 2010).
image: Nigel Holmes
Few (2013) separates visualisations for the purpose of sense-making 
from visualisations for communication, while Kosara (2007) identifies 
“very technical, analysis-oriented work on the one, and artistic pieces 
on the other hand”. Tufte (2001) even coined the term “chartjunk” to 
describe elements of a visualisation which, according to him, may be 
justified as artistic additions, but are in his view purely decorative and 
unnecessary, even counterproductive for the readability of a visualisa-
tion (see Figure 2.10). Tufte’s radical dismissal of rhetorical elements 
in visualisations is debated however and experimental investigations 
found that so-called chartjunk may in fact be helpful for the reading 
of a visualisation (Craft & Cairns 2005; Inbar et al. 2007; Bateman et al. 
2010; Hullman et al. 2011; Moere et al. 2012; Borkin et al. 2013).
While there is largely an agreement that visualisations can enable 
understanding, how they might do so is still not fully understood. A 
reoccurring claim is that by visualising data, instead of for example 
displaying it in a table, one can take advantage of the human visual 
system’s abilities to recognise patterns immediately (McCormick et al. 
1987; Gershon & Eick 1997; Van Dam et al. 2000; Ware 2004). In situa-
tions where large amounts of measurements are visualised in scatter 
plots, this explanation sounds reasonable. But there is more to visuali-
sation than just seeing patterns. A different process is at play when, for 
example, two numbers are represented as lines of different lengths or 
quantities are encoded by colour ranges.
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We may take for granted that visuals can enable understanding 
– we say “I see” to mean “I understand” – and to suggest that visuali-
sation may be beneficial for our understanding of large datasets and 
complex issues is not a daring statement. During the first half of the 
twentieth century the credo was different. Arnheim, in his seminal 
work on visual thinking, quotes Karl Bühler’s (1879-1963) writing – 
“In principle, any subject can be thought and meant completely and 
distinctly without any help of imagery” (Arnheim 1969, p.100) – and 
the American psychologist Robert Woodworth (1869-1962), who goes as 
far as stating “the more effective the thinking process is at any mo-
ment, the more likely is imageless thought to be detected” (Arnheim 
1969, p.100). In this context, it is no surprise that Arnheim sees his own 
theory – to suggest that the process of thinking is very close to seeing – 
as “an obvious contradiction. How can there be intelligence in percep-
tion?” (1969, p.13).
Bertin argues in a functional way for the advantages of graph-
ics over other forms of representation (1967/2010). He contrasts the 
visual system in the form of graphics to the auditory. The auditory also 
includes written transcriptions of language, music or mathematic 
as they are, in his view, merely ways of capturing what is essentially 
auditory. Graphical notation uses the two dimensional spatial plane 
while auditory systems operate in one dimensional time. This argu-
ment has to be used cautiously however, as an increase in dimension-
ality does not necessarily make a visualisation more understandable. 
In fact the usefulness of visualisation in a lot of scientific contexts 
stems from reducing high dimensional datasets in two- or three-di-
mensional projections.
Bertin argues for the efficiency of visualisations:
If, in order to obtain a correct and complete answer to a given 
question, all other things being equal, one construction requires a 
shorter period of perception than another construction, we can say 
that it is more efficient for this question (1967/2010, p.9)
In his line of reason, a tabular representation, for example, would 
allow the same insights as a plot of the data, just with differences in 
speed. Is visualisation then a short-cut, but not a unique path to un-
derstanding? Larkin and Simon (1987) offer evidential support for this 
hypothesis. Farquhar and Farquhar on the other hand are convinced 
that some conclusions can only be drawn from a graphical representa-
tion:
The graphical method has considerable superiority for the exposi-
tion of statistical facts over the tabular. […] the popular mind is as 
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incapable of drawing any useful lessons from [the tabular method] 
as of extracting sunbeams from cucumbers (1891, p.55).
For Don Norman, “the power of the unaided mind is highly overrated” 
(1993). He introduces the concept of “cognitive artefacts” (Norman 
1991) that enhance human abilities: like a megaphone amplifies voice, 
pen and paper can ‘amplify’ thought. Visualisations, too, are a type of 
cognitive artefact.
Norman gives the example of a visual mapping of values to the 
sizes of graphical elements as a “superior form of representation” 
(1991) to arabic numerals. According to Norman, the superiority of 
the visualisation, in this case, stems from the ‘natural’ relationship 
between the “perceptual representation” (ibid.) of the visualisation to 
the numerical values:
The “naturalness” of a mapping is related to the directness of the 
mapping, where directness can be measured by the complexity of 
the relationship between representation and value (Norman 1991, 
p.28)
The problem with this line of reasoning is that it rests on the intui-
tion of what one perceives as ‘natural’, even though Norman tries to 
circumvent this issue by suggesting that one is able to objectively 
measure how closely related a value and its representation is. Even if 
we could, according to Scaife and Rogers
we cannot simply assume a privileged relationship between a 
graphical representation of a system […] and someone’s under-
standing or ability to reason about it. (1996, p.201)
Scaife and Rogers explored and tested how diagrams permit “com-
putational offloading” (1996, p.188); similar to Norman’s concept of 
cognitive artefacts, visualisations afford “external cognition” (Scaife 
& Rogers 1996) by relieving users from having to picture information 
mentally and instead allow them to focus on studying information by 
interacting with a visual artefact. While Scaife and Rogers, following 
a thorough review of existing literature, conclude that little is known 
still on why visualisations work, they do observe that interacting with 
a visualisation – be it through manipulating a digital representation or 
through pen and paper – benefits users’ understanding significantly.
The, admittedly, unspectacular conclusion is that despite the wide 
range of possible theories and speculations, we do not know for certain 
why and how visualisations benefit understanding. Largely, I argue, 
because we also know very little still about the process of understand-
ing itself.
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The functionalist view of the mind argues that cognition is inde-
pendent of the world and in principle realisable by a computer (Block 
1980; Fodor 1987; Putnam 1988). This was the dominant philosophy of 
mind throughout the 1980s, when digital data visualisation was on the 
rise and its ability to assist in understanding was first theorised (Card 
et al. 1999).
Functionalist explanations of how visualisations enable under-
standing focus on the idea of the mind as a “pattern-seeking machine” 
(Popova 2013) that operates on internal representations. Therefore, 
they have to argue for a qualitative difference in the internal process-
ing of visualisations as opposed to other representations of data, for 
example by “exploiting people’s natural strengths in rapid visual pat-
tern recognition” (Gershon & Eick 1997). As I have argued, claiming an 
advantage based on ‘natural’ human abilities can be problematic.
More recently, an ‘embodied’ theory of mind is emerging which ar-
gues that consciousness arises from interacting with the world (Varela 
et al. 1992; O’Regan & Noë 2001; Noë 2004). Understanding stems not 
from operating on internal representations, but from acting and inter-
acting with the world.17
Both the concepts of “external cognition” (Scaife & Rogers 1996) 
and “cognitive artefacts” (Norman 1991), and the improved under-
standing that arises from interacting with and manipulating a dia-
gram that Scaife and Rogers observed, gives support to the embodied 
theory of mind and provides an explanation of how visualisations 
might support sense-making: not by offering universal functional 
advantage over other forms of representations, but by serving as tools 
that can be manipulated, both manually as well as by observation, and 
aid and extend our inherent and acquired means for cognition.
17 This involves both 
manipulating the world 
as well as ‘passive’ ob-
servation. what leads to 
understanding is not only 
the ‘actual’ interaction, 
but the knowledge of 
how things in the world 
change when being 
acted on.
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Collections
When I refer to collections within this thesis, I envisage the holdings 
of museums, archives, libraries, galleries, universities and cultural 
institutions more broadly, as well as the specific collections of the 
institutions I worked with. To define a collection is however far from 
straightforward, even with this pragmatic concept, which leaves the 
definition of a collection to the institution that owns it; the internal 
criteria of what comprises an institution’s collection may vary consid-
erably over time:
This system […] [contains] everything that’s catalogued, but not 
necessarily in the main collection. So for example this [artefact] is 
not considered – at the moment – a part of the collection. (C10)
Archives and collections are diverse and dynamic – despite the com-
mon image of them being a static conservation of the past – and as a 
result there is not a unanimous definition of collections in the litera-
ture.
Lee (2005) studies the concept of library collections from the 
perspective of its users. Most of the findings translate to collections 
in general; given that libraries increasingly contain and catalogue a 
variety of items and media, it ceases to make sense to hold up a strict 
discrimination between libraries on one hand and collections and ar-
chives on the other. Digitisation further blurs the boundaries, as Curall 
et al. point out: “the digital world in some senses equates to a library in 
that items enjoy an independence that is analogous to a book” (2005).18
Lee finds that “as an entity, the library collection seemed to be ex-
tremely vague in the users’ minds” (Lee 2005, p.71). Some participants 
of the study equated it with certain physical items housed in a build-
ing (see Figure 2.11). Especially in the example of libraries and muse-
ums, the strong association between an institution’s collection and its 
physical building may strengthen this view – even though many mu-
seums and libraries store their collections in various off-site locations. 
And of course, the multiplicity of types of items in a collection – be 
they objects, files, references or concepts – may require various storage 
‘locations’: physical, virtual, juridical, etc.
Despite users’ apparent difficulty to formulate what a collection is, 
most of them could easily describe what they expect from it. Key fac-
tors include selectivity – the fact that a collection is curated – but also 
flexibility – that a collection can be shaped to one’s needs. Finally, a 
collection is required to be “readily available”:
18 lynch on the other hand 
argues that “digital 
collections and digital 
libraries aren’t the same 
thing” (2002), which il-
lustrates the complexity 
of the issue and the dis-
putes that surround it.
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if something were not readily available, it could not be considered 
part of the collection (Lee 2005, p.72)
Currall et al. (2005) assembled a comprehensive review of institutional 
definitions of collections. For example, the description by JISC IE that 
states “a collection is any discrete aggregation of one or more items 
of content, but will often take the form of a database of one kind or 
another”.19 Slightly more useful is the definition in the Canadian Rules 
for Archival Description, despite its restriction on one specific type of 
collected item:
An artificial accumulation of documents of any provenance 
brought together on the basis of some common characteristic, e.g. 
way of acquisition, subject, language, medium, type of document, 
name of collector, which may be treated for descriptive purposes as 
a unit under a common title.20
The view of the authors is that collections can not be unambiguously 
defined as they are always a product of the people that maintain, pro-
duce and govern them:
Our position is simply this: it is human beings, with their language 
and intentions, who determine the categories and, thus, the collec-
tions into which things are placed. (Currall et al. 2005, p.135)
Curall et al. criticise that the people responsible for the collections are 
often oblivious of this:
Although curators are aware that objects within their collection 
or collections have been selected for inclusion, it rarely occurs to 
them that the process of selection is both dynamic and construct-
ed.  (Currall et al. 2005, p.139)
My own research however could not fully confirm this observation. 
Many curators and archivists I talked to were conscious of the subjec-
tive role they and their institution are playing in shaping a collection. 
However, often it was suspicious patterns in my visualisations – vis-
ual evidence of the influence of individuals on the collection – that 
steered our conversation to address the subjective biases they and 
their institution impose on a collection. These findings will be dis-
cussed later on.
19 see http://www.ukoln.
ac.uk/distributed-sys-
tems/jisc-ie/arch/collec-
tion-description/  
(accessed 27.12.2015)
20 see https://www.collec-
tionscanada.gc.ca/ 
archivianet/ 
020123/0201230103_e.
html  
(accessed 11.12.2015)
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figure 2.11 – The smithsonian National museum of 
Natural History bird collection along with some of the 
human beings that determine the categorisation of 
each bird.
image: Chip Clark (CC bY-NC-sa 2.0)
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Considerations of a curator’s influence on collections have not 
found wide adoption in specialised scholarly literature, ignoring the 
power that individuals may have in shaping a collection’s preservation 
criteria. Hedstrom observes that
debates about appraisal occur along a continuum ranging from a 
Jenkinsonian [21] approach, which takes as its point of departure 
assumptions about the neutrality and impartiality of records and 
the objectivity of the archivist, to a more socio-technical approach. 
(2002, p.34)
Many classical views on collections define it with regards to “tangibil-
ity”, “ownership” and its “user community” (Lee 2000). We can safely 
discard “tangibility” from a definition of a collection that is compat-
ible with the digital age.22 “Ownership” does not hold up either, with 
institutions such as the MoMA “acquiring” the @-sign (Antonelli 
2015); a symbolic entity that is part of the public realm and hence can-
not be owned, but apparently nevertheless can be included in a muse-
um collection. A more common example is items that are on loan and 
often enter a digital cataloguing system along with an institution’s 
own items. It is not unusual that these records remain in the digital 
collection even after a physical artefact has been returned.
figure 2.12 – One of more 
than 230,000 user cu-
rated collections on the 
Rijksmuseum’s website, 
exploring the topic of 
bubbles and balloons.
image: screenshot of rijks-
museum.nl, collection by 
Yvonne Klop
What remains from these definitions is the “user community”. I 
argue that the user community includes both internal and external 
scholars, researchers and individuals and that they both exert power 
on what a collection is. Currently the main power still lies in the 
21 sir Hilary Jenkinson 
(1882-1961), Deputy 
Keeper of the Public 
Record Office, defended 
the view that archive 
records are “impartial” 
(Jenkinson 1922), a neu-
tral and objective repre-
sentation of the past.
22 “Tangibility”, in the 
definitions that use the 
term, is used in a strict 
sense and refers to sets 
of physical objects (lee 
2000).
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hands of the curators and the ones governing preservation criteria. 
With increased digital access to collections data however, the power 
structures are shifting. Since the 2013 redesign of the Rijksmuseum 
website, users can create their own collections from what is available 
in the digital catalogue (Figure 2.12). So far, more than 230,000 custom 
collections have been curated, according to taxonomies that often are 
far remote from scholarly art history: Bubbles, Breast Feeding, Pornog-
raphy, etc.23
In conclusion, a collection, it appears, is primarily defined through 
the people that use and maintain it. Recent definitions and discus-
sions display an increased awareness of the influence of individuals 
on the shape of archives and collections, and depart from supposedly 
objective and neutral standpoints.
Collections as Data
Libraries, archives and museums have been among the early adopters 
of digital technology for cataloguing the contents of their collections 
(Chenhall 1975). GRIPHOS (Heller 2013), one of the earliest digital cata-
loguing systems was released in 1967 and some museums use it even 
today (Williams 2010).
Catalogues were primarily drafted as a way of making inventory, a 
way of answering: what do we actually have? A non-trivial question, 
not only for holders of large collections such as the British Museum, 
whose catalogue currently contains more than two million items and 
is estimated to grow to more than six million by the time it will be 
completed.24
A catalogue functions like an index: an efficient way of searching 
for a specific item within a collection by imposing a certain structure. 
Digital catalogues have been adopted because they allow for search-
ing through an entire archive almost instantly and without practical 
limits in its size. Notably, also without limits in the size of the cata-
logue itself. While physical index cards can only hold a restricted set of 
data, such as, for example, the name of an object and its location in a 
storage, their digital counterparts can store nearly unlimited amounts 
of (meta) data: the date it was made or acquired, the name of its crea-
tor or inventor, its material or colour – in short – anything which the 
authors of a catalogue consider meaningful to record about anything 
which might be in a collection.
Thanks to this rich metadata, the digital catalogue becomes more 
than just a list of things, it becomes a resource in its own right. It 
turns into a digital collection, which is not a mere reproduction of the 
‘original’ analogue collection. Neither is it imperatively, by any stand-
ard, better or inferior to a physical archive, but a resource that can be 
used both in conjunction as well as independent from it.25
23 see all of them at https://
www.rijksmuseum.nl/
en/rijksstudio (accessed 
06.01.2016)
24 “New records and im-
ages are being added 
every week” (The british 
museum 2013) to the 
database of the british 
museum, which is de-
scribed as follows: “The 
database is an inventory 
of the museum’s collec-
tion and aims to record 
what is known about it.” 
(ibid.)
25 This distinction implies 
that a digital collection 
represents an archive 
consisting of physical 
items. most collections 
i worked with, in fact, 
do collect objects – or 
photographic represen-
tations thereof. a collec-
tion could also consist 
exclusively of digital 
items. it would not how-
ever change the present 
argument. Rhizome, for 
example, who keep a 
collection of digital  
artworks, still maintain 
a database catalogue, 
while the works are 
stored separately (often 
as virtual machines, when 
their code relies on dis-
continued hardware).
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The digital catalogue not only makes working with a collection 
more efficient; it enables completely new ways of interacting with 
an archive. I suggest to look at digital collections primarily as ‘data’; 
digitally stored information which can be accessed, shared, manipu-
lated, enriched, reinterpreted and – most importantly for my research 
– visualised.
I define digital collections as digital versions of indexing catalogues 
and finding aids26 and not as digital substitutes of physical collections. 
This is on one hand to avoid confusion about the terminology around 
digital collections and the process of digitising a collection. Digitising 
can mean making digital copies of cultural artefacts, through photo-
graphic reproduction or 3D scanning. Often it simply refers to convert-
ing index cards into a machine-readable format. Looking at digital col-
lections primarily as catalogues, that might or might not be enriched 
with digital reproductions, serves as a lowest common denominator 
to ensure that methods and findings can be applied to a wide range of 
digital collections.
Europeana (Figure 2.13), the European aggregator of digital collec-
tions, is more strict in its definition:
Europeana focuses on giving access to the digital version of physi-
cal objects held in institutions rather than just abstract digital 
information about these objects. Therefore such catalogue de-
scriptions are not considered as digital objects in their own right 
within the context of Europeana. This definition includes digitised 
catalogue cards as well, as they function as finding aids and not as 
objects. (Europeana 2014)
This, however, results in the platform itself exercising a bias on the 
represented cultural artefacts, excluding collections that do not com-
prise physical items or that do not lend themselves to digital repro-
duction. For example, many 20th century artefacts may not be photo-
graphically reproduced due to copyright restrictions, leaving data 
from that period underrepresented (Gomez & Keller 2015).
The second reason for wanting to differentiate between a collection 
and the data about a collection is to avoid a competition between digi-
tal and non-digital collections, and the respective methods for study-
ing them; many historians feared that traditional methods would 
waste away with the advent of Quantitative History.
Using digital methods for historic research requires scholars to 
rethink archives as data.27 Data, however, is an ambiguous term (Ma-
chlup 1983). When it is understood in a realist sense as given facts, it is 
unfit for use in the humanities, argues Drucker:
26 finding aids in archives 
contain written descrip-
tions of the overall con-
tent of a collection, but 
also specific data on the 
provenance of individual 
items, keywords, etc.
27 Some might find this 
transition easier to make 
if not the cultural arte-
fact, but the index card 
is ‘reduced’ to data: a 
cultural artefact is unique 
– data, in contrast, is 
generalisable and repro-
ducible.
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To begin, the concept of data as a given has to be rethought through 
a humanistic lens and characterized as capta, taken and construct-
ed (2011b)
Drucker argues that the concepts and tools – such as data and data visu-
alisation – that have been borrowed from the natural and social scienc-
es “carry with them assumptions of knowledge as observer-independ-
ent and certain” (ibid.). However, data is also in the ‘hard’ sciences not 
generally seen as a neutral piece of evidence (Buckland 1991; Scheiner 
2004; Borgman 2009). Borgman writes:
In our research on science and technology researchers in the envi-
ronmental sciences, we found differing views of data on concepts 
as basic as temperature. (2009, sec.28)
A biologist, for example, regards temperature not as given, but as a 
piece of data that has been acquired by selected means, under specific 
circumstances in a certain environment. Scientists generate their own 
data, making them aware of its constructedness and the individual 
circumstances under which the data has been acquired. In contrast:
The humanities and arts are the least likely of the disciplines to 
generate their own data […] Humanities scholars rely most heavily 
on records (Borgman 2009, sec.33)
Scholars who use existing digital collections operate blindly – the con-
ditions in which the data has been created are often not recorded:
Archivists […] make little effort to leave clues about the basis for 
their appraisal decisions or the contexts in which they are made. 
(Hedstrom 2002, p.37)
Hedstrom suggested that the digital turn in collections could be an op-
portunity to improve this situation:
New interfaces could serve as gateways to structured information 
about appraisal and selection. To build such interfaces, however, 
archivists would have to share their insights […], and, most impor-
tantly, reveal their uncertainties about, and discomfort with, the 
choices that confront them. (2002, p.37)
So far, however, the proposed changes in how archivists record data 
have not taken place: the reasons for selection, subjective decisions 
and beliefs, which are increasingly accepted as forming part of collec-
tions, are generally not made explicit.
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figure 2.13 – Europeana provides access to more than 
48 million digitised collection artefacts via its online 
search interface.
image: screenshot europeana.eu (accessed 06.01.2016)
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Time – A Framework for Sense-Making
We have seen how time and the conceptual shift in its understanding 
as a quantity in the Newtonian sense has played an important role in 
the invention of data visualisation. Of course, time can be understood 
in a variety of ways and such numeric and apparently objective mod-
els of time have famously been contested.
Bergson (1950) discusses time in relation to consciousness. He 
distances experienced (concrete duration) from mathematical time 
(abstract time), the latter seen by Bachelard (1963) as a sequence of dis-
continuous, countable instants. Bachelard, as a philosopher of science, 
favoured a quantified model of time, for only what can be expressed in 
numbers would, in his view, count as scientific. By contrast, Bergsoni-
an duration is “a qualitative multiplicity, with no likeness to number” 
(Bergson 1950, p.226). His duration is unique and extends continuously 
from past to present.
‘Scientific’ time is no longer the simple uniform progression from 
past, to present, to future that non-scientists sometimes like to sug-
gest. Einstein introduced a kind of subjectivity with the theory of 
relativity, and time’s very existence is repeatedly questioned, includ-
ing in the ‘hard sciences’ such as physics (Barbour 1999). For Gödel, too 
(Weinert 2013), time is unreal, a conclusion that has been reached by 
thinkers such as Spinoza, Kant, and Hegel (McTaggart 1993), and many 
others throughout history.
In the field of information technology, a number of innovations are 
introducing interpretive and subjective (Drucker & Nowviskie 2003), 
complex and uncertain (Kräutli & Boyd Davis 2013; Meeks & Grossner 
2014), and social (Martin 2010) models of time.
Nevertheless, Newtonian time is still the prevalent underpin-
ning model in computing; and, if we keep in mind that it is just one 
of many, it has considerable merits for analysing data through visu-
alisation by providing a unified frame of reference that can be easily 
mapped on to the numerical space of a digital screen.
Time-wise visualisations, I argue, can enable users to gain new 
knowledge from digital collections. Knowledge, according to the Eu-
ropean Committee for Standardization is defined as “the combination 
of data and information, to which is added expert opinion, skills and 
experience […]” (CEN 2004) . Embedded in this statement is the DIKW 
pyramid. The letters stand for Data, Information, Knowledge and Wis-
dom. In a hierarchical order, one follows from the other, although not 
automatically. Knowledge and Wisdom form the transcendent top half 
of the pyramid, while Data and Information form the broad basis of 
all of knowledge.28 The DIKW pyramid is generally attributed to Ackoff 
28 The DiKw pyramid is 
(rightly) criticised for be-
ing a simplistic model 
(weinberger 2010). in this 
context it is useful for 
highlighting that arriv-
ing at knowledge based 
on data is a process 
that proceeds through 
several stages. masud et 
al. (2010) have employed 
the DiKw principle to 
highlight the value of 
visualisation as a process 
– in contrast to seeing 
visualisation merely as an 
output.
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(2010), but apparently has its origin in the writings of T.S. Eliot.29
It is not always trivial to distinguish data from information and 
there are competing views of what discriminates the two. Rowley 
(2007) defines information as “organized or structured data”. A slightly 
problematic view when applied to digital data. Digital data is inher-
ently structured; it must always be stored in a data structure. Is digital 
data therefore always information? Not if we accept that information 
is not universally defined, but dependent on a subject. This is the view 
that is taken here – a common view but by far not the only one gener-
ally held (Zins 2007). Digitally structured data may be information for 
a computer, but it needs to be restructured and represented in order to 
become information for a user.
What should be the criterion by which data, specifically cultural 
data, may be organised and finally turned to knowledge? Wurman 
(1990) writes that there is only a limited number of criteria for organ-
ising information: location, alphabet, time, category and hierarchy.30 
figure 2.14 – Lifestreams 
is an information retrieval 
system that arranges files 
in a strict chronology
image: Eric freeman (1997) 
used with permission
I argue that only time can be universally applied to digital collec-
tions. Alphabet, category and hierarchy are dependent on individual 
decisions of naming and classification and the necessary data may 
often be absent. Location could be a universally informative criteria, 
but again, it is often absent. This leaves us with time.31
As with location, the date an object has been created or a piece of 
text written may not always be known, but nevertheless temporal ele-
ments are hardly completely absent in a digital collection. Time is re-
corded not only explicitly as attributes of individual items or artefacts 
in a collection, but also in the form of time stamps: when it entered 
29 Two verses in T.s Eliots 
“The Rock” (1934) de-
scribe the transforma-
tions from knowledge 
to information in reverse 
order: 
where is the wisdom we 
have lost in knowledge? 
where is the knowledge 
we have lost in informa-
tion?
30 although wurman 
talks about structuring 
information rather than 
data, he continues to 
argue that by reorganis-
ing information in these 
ways, additional informa-
tion emerges. (ibid, p.70) 
again, this is an example 
of information acting as 
data and the difficulty of 
discriminating between 
the two.
31 The numerical concept 
of time can also appear 
combined with other 
criteria. for example, 
data can be organised in 
years, months and weeks 
– a hierarchical form of 
time – or in time periods, 
which is a categorical 
type of time.
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the archive, when it was recorded in the collection, when it has been 
accessed, moved, disposed, etc. Even when no explicit temporal infor-
mation is recorded, time is implied in the sequence in which elements 
have been catalogued.32
Arguably, time might simply be the most obvious way to order 
data. Time – as measured by the running of a clock – structures and 
coordinates most aspects of our lives, from daily routines, to appoint-
ments and yearly holidays. It is the mnemonic by which we remember 
pivotal events such as 9/11 or 1789 and it is the yardstick by which we 
slice the past into manageable portions, be it the 1960s or the Renais-
sance. Time has become so ubiquitous as an organising principle that 
we tend to take it for granted.
Time has silently become one of the main modes of organising and 
viewing digital data. A study on email triage found that 89% of all users 
sort their emails by time (Neustaedter et al. 2005). Social networks sites 
suggest a chronological ordering, notably Facebook with changing the 
name of the “Facebook Wall” to “Timeline” in 2011 (Cellan-Jones 2011).33 
Twitter’s attempts at deviating from displaying content in a strict 
chronology regularly caused an outrage among its user community.34
What motivated this shift towards a time-centric mode of digital 
information structuring? Malone (1983) observed a general struggle 
of users dealing with complex folder structures already in the age 
of paper based documents. By adopting the file and folder metaphor 
in desktop computing, the problems of these organising principles 
have been inherited as well (Lansdale 1988). Moreover, the rise in the 
amount of documents that people have to deal with due to the almost 
zero cost involved in sharing them has led users to become increas-
ingly unable to properly file them into folders (Boardman et al. 2003).
Freeman et al. (1996) have similarly argued that hierarchical folder 
structures quickly become both too complex and obsolete. They in-
stead propose a time based model: Lifestreams (Freeman & Fertig 1995; 
Freeman & Gelernter 1996, Figure 2.14) is a visual file retrieval system 
that arranges all personal files and documents in a growing visual 
timeline. It starts with a person’s birth certificate and extends into 
the future, including to-dos and documents a user will be needing at 
some later point in time. They chose time as the structuring element, 
because in their view
time is a natural guide to experience; it is the attribute that comes 
closest to a universal skeleton-key for stored experience (Freeman 
& Gelernter 1996, p.2).
Time has since successfully been used as ordering dimension in many 
digital information management and retrieval tasks, such as general 
32 Digital computers, 
despite the advent 
of parallel processing 
techniques, still operate 
ultimately in sequence, 
according to the theoret-
ical model of computing 
as described by Turing 
(1938).
33 The ordering is however 
not strictly chronologi-
cal; ‘popular’ items or 
subsidised content ap-
pear early in the timeline, 
regardless of the time 
they have originally been 
published.
34 see https://storify.com/
fkraeutli/twitter-timeline-
out-of-order  
(accessed 21.01.2016)
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desktop computing (Malone 1983; Freeman & Fertig 1995; Rekimoto 
1999; Llorens et al. 2011), search tasks (Alonso et al. 2007; Alonso et al. 
2010) and in applications targeting specific types of electronic files 
such as emails (Yiua et al. 1997; Kiritchenko et al. 2004; Ringel et al. 
2003) or digital photographs (Platt et al. 2003; Huynh et al. 2005).
Hierarchical ordering of data is increasingly abandoned in favour 
of time-based sorting as more and more personal files are stored on 
servers in the proverbial cloud. Names and folders – alphabet and hi-
erarchy – as the obvious modes of organising files are replaced by time 
based sorting. Photos cease to be files and turn into streams when they 
are stored on the servers of companies like Apple and Flickr.35
The novelty of cloud storage is not merely that files are stored on a 
server, but that data can be copied, edited and subsequently synchro-
nised across a multitude of devices. Keeping track of the latest version 
of a piece of data is a non-trivial challenge. After all, a document might 
have been edited on a device without internet connection and only 
uploaded later, but the same document could have been changed on a 
different device in the meantime. Tracking changes over time is neces-
sary in order to resolve potential conflicts and to only retain the most 
current version of a piece of data.
It is unclear whether the shift towards time-centric structuring 
of information was informed by conscious design decisions, such as 
the ones proposed by Freeman et al. (1995; 1996), or if the focus on time 
from an engineering perspective has spilled over to the front-end. 
Time might arguably not be a “skeleton-key”, but it is an organising 
model that has proven to be very effective across a large number of 
knowledge domains.
Time, History and Chronology
One view of collections I left out in my earlier discussion is the dic-
tionary definition, which equates archives to accumulations of his-
torical documents and artefacts.36 This historical perspective makes 
studying them along a model of time an obvious choice, especially if 
‘history’ itself is considered according to the dictionary as “the past 
considered as a whole” (OED Online 2015b). However, history can-
not simply be equated with the past. According to Walter Benjamin 
(1940/1991), history is located in the present (“Jetztzeit”). History is 
constructed and subjective – a view shared by many historians and 
theorists, dating back at least to Hegel (1770-1831) who argues that
even the ordinary, the “impartial” historiographer, who believes 
and professes that he maintains a simply receptive attitude; sur-
rendering himself only to the data supplied him – is by no means 
35 in Os X 10.10 and iOs 8 
apple launched iCloud 
Drive and reintroduced 
classic file and folder 
structures for storing 
arbitrary documents. 
iCloud documents that 
are stored and accessed 
within apps, such as 
photos, retained their 
chronological ordering.
36 The Oxford Dictionary of 
English defines ‘archive’ 
as a “collection of histori-
cal documents or records 
providing information 
about a place, institu-
tion, or group of people” 
or as “the place where 
historical documents or 
records are kept” (OED 
Online 2015a).
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passive as regards the exercise of his thinking powers. He brings 
his categories with him, and sees the phenomena presented to his 
mental vision, exclusively through these media. (2001, p.24)
When we study collections over time we are employing chronology in 
order to derive meaning. John Locke (1632–1704) paired chronology, 
together with geography, as the essential prerequisites for history:
Without geography and chronology […] history will be very ill re-
tained, and very little useful. (1693)
Locke emphasises the importance of geography and chronology for 
structuring events which otherwise would just be a “jumble of mat-
ters of fact” (1693).
In its original greek meaning, ‘historia’ is concerned with retell-
ing of what one has learned through investigation, not the least by 
chronology. In that sense, history is concerned with communicating 
knowledge, while the task of chronology is to turn the jumble of mat-
ters that is data into structured information, to be interpreted by a 
historian in order to derive knowledge.
Time, in the view of some authors of the 18th century, may serve 
as the unbiased framework by which events are presented “in a truer 
Light than regular Histories” (Pointer 1714). While the claim for a pos-
sible truth value of time has to be taken with a grain of salt, Pointer 
continues to argue that when events are presented in a chronological 
manner, it enables the individual on his own to make sense and draw 
new knowledge – to “make their own Inferences from simple Matters 
of Fact” (Pointer 1714).
Where history is the – necessarily subjective – retelling of events, 
chronology provides rigour: a kind of ‘honesty’ in studying and repre-
senting events. Events are studied according to a schema that is trace-
able, communicable and transparent: the model of calendrical time.37
Pre-calendrical descriptions of events depended on correlations 
with temporal landmarks. Roman historians would chart events ac-
cording to a list of past consuls, while Athenian used their own reigns 
(Feeney 2007, p.9f) – a cumbersome endeavour and converting between 
different cultures’ models of timekeeping meant identifying where 
they align and differ. The primary motivation for creating a unified 
calendrical model was, according to Feeney (2007, p.18), not practical or 
logistical considerations, but the writing of history, for which chronol-
ogies that were compatible across cultural differences in timekeeping 
were crucial.
The Julian calendar provided a unified model according to which 
events can be ‘positioned’ – a model which allows their users to easily 
find out whether two events have happened before or after each other, 
37 Numeric, calendrical 
time is only one of many 
models of time that his-
torians may use in study-
ing past events. fernand 
braudel (1902-1985), 
for example, employs 
three: geological time 
(la longue durée), social 
time and individual time 
(Hughes-warrington 
2008).
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or simultaneously. Graphical renderings of events, such as Priestley’s 
Chart of Biography that followed 1700 years later, made such compari-
sons even more accessible:
You see at one glance, without the help of Arithmetic, or even of 
words, and in the most clear and perfect manner possible, the rela-
tion of these lives to one another in any period of the whole course 
of them. (Priestley 1764, p.10)
The ease by which events can be located in chronologies can however 
introduce also a kind of dishonesty, when it leads to historic data be-
ing represented in a truer light than is possible. The date of past events 
can never be truly known, even if they are described according to a 
rigorous framework such as the calendrical model of time-keeping. 
A rigorous calendar is also a rigid model of time and no guarantee for 
‘truth’. Calendrical dates do not rule out the presence of doubts, con-
tradictions and inconsistencies.38
History, in the historiographer’s definition, is therefore not a neu-
tral representation of the past, but, as far as possible, an honest retell-
ing of past events. Collections serve, to the researcher of history, as a 
source of evidence for past events. Chronology – structuring events 
through a model of time – equips a researcher with an ‘honest’ frame-
work for making sense of collections: a transparent, rigorous, but not 
necessarily ‘true’ model for studying history.
Chronology and a unified model of time equipped historians with 
methods for being rigorous and transparent – in short – honest about 
what they know and how they know it. Digital research methods need 
to follow similar ambitions, which in the case of timeline visualisation 
tools means being rigorous and transparent about the visual represen-
tation of sets of data.
38 Dershowitz and Reingold 
(2008) list 30 calendars, 
some of which still in use, 
that are historically sig-
nificant and not neces-
sarily compatible.
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Curators’ Perspectives –  
Objects and Time in digital Collections
Through my conversations and interviews with curators and other 
representatives of cultural institutions, and by examining their collec-
tions datasets, I was able to gain a better understanding of the preva-
lent views and issues around digital collections. Specifically, I will 
present insights on the handling of dates; how temporal data is stored 
in cultural datasets and the possible interpretations that digitally 
stored dates may entail.
Most digital collections store dates as a pair of values denoting 
an earliest and latest possible date. Additionally, the date is generally 
stored as free text: it is this representation that the curators work with 
and is exposed on a website when the collection is accessible online. 
Numeric dates are, in day-to-day use, primarily relevant for searching 
records, as the textual dates are not machine readable.39 Data visu-
alisation depends on them for the same reason: generating graphics 
digitally relies on the underlying data to be machine readable.
The numeric date pairs typically bracket the date of production of 
an artefact. Other dates, if present, are usually only recorded as a single 
date. The date brackets therefore do not normally relate to a durational 
time period, but a possible time frame for a historic event. Collections 
data thus holds a measure of confidence in the numeric dates, which 
is derived from the written date descriptions.
Often, there is a significant discrepancy between the free text that 
the curator enters manually and the numeric date pairs that lie ‘be-
hind’ them and are sometimes generated automatically. The numeric 
values for the pairs of dates are typically stored as years, even in cases 
where more precise information would be available in the written 
date. In other cases, where the precision of the known date is less than 
a year, the numeric dates are set as a precisely defined range of years. 
In the Cooper Hewitt objects database, for example, “mid-20th cen-
tury” becomes 1940-1958, “possibly ca. 1960” is stored as 1955-1965 and 
“1946 or later” is quantised to 1946-1989.40 Date-formatting and pro-
cessing protocols add their own interpretations on the representation 
of the data, typically implying greater precision than was available to 
the person who originally entered the information.
39 They are machine reada-
ble as text, but – without 
additional processing 
steps – not amenable to 
machine interpretation 
as dates.
40 The dates refer to 
a piece of textile, a 
necklace and a pitch-
er. see http://cprhw.
tt/o/2CqE2/, http://
cprhw.tt/o/2DfYi/ and 
http://cprhw.tt/o/2Dusr/ 
(accessed 10.08.2015)
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count format
897 •
298 ••••	-	••••
278 ca.	••••
105 ••th	century
97 ca.	••••	-	••••
57 ca.••••
51 •s
26 late	••th	century
23 early	••th	century
17 ••••'s
14 ••••s	-	••••s
12 about	••••
10 late	••••s
10 ••th	century	-	••th	century
8 ••••	-	••
7 mid	••th	century
7 late	••th	-	mid	••th	century
7 •••	-	•••
7 ••/••/••••
6 late	••th	century	-	••th	century
6 ca.	••••	-	••
5 ••••	to	••••
5 •
4 late	••th	-	early	••th	century
4 ca.••••	-	••••
4 ca.	••••	-	ca.	••••
4 •th	century	to	••th	century
4 ••••'s	-	••••'s
3 ca.••••	-	••
3 after	••••
3 •th	century
2 ca.	••••s
2 [••••]
2 •nd	century	-	•th	century
2 ••th	century	to	••th	century
1 spring/summer	••••
count format
1 probably	••	june	••••	-	•	july	••••
1 possibly	••••
1 middle	of	••th	century
1 mid sixteenth century
1 mid	-	••••s
1 late	••th	century	-	early	••th	century
1 late	••••s	to	late	••••s
1 july	••••	?
1 july	••••
1 first	half	••th	century
1 eighteenth century
1 early	•rd	century
1 circa	••••
1 ca.	•th	century
1 ca.	••••'s
1 ca.	••••	to	ca.	••••
1 ca.	••••	to	••••
1 ca.	••••	-	-	••
1 ca	••••	-	••••
1 ca	••••
1 c.••••	-	••
1 c.••••
1 •th	century	to	•th	century
1 •st	quarter	••th	century
1 •st	century	-	•nd	century
1 •s
1 •rd	quarter	••th	century
1 •nd	half	of	••th	century
1 ••th	march	••••
1 ••••	or	••••
1 ••••	-	••••s
1 •••	-	••••
1 ••/••••	-	••/••••
1 ••/••••
1 ••	july	••••
1 •	november,	possibly	••••
Table 2.1 – Date descriptions in the V&A collections data. Dots (•) represent numbers from 0-9. 
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Collections datasets exhibit a range of textual date descriptions. 
Table 2.1 on page 77 lists, in order of frequency of occurrence, the 
format of date descriptions in a representative sample of 200 records 
from the V&A dataset. A large number of them include expressions 
of uncertainties and doubts. There is, however, no indication of the 
source or reason of these uncertainties. A user who is unfamiliar with 
the history of an individual item will be oblivious if the uncertainties 
originate from a lack of information, conflicting records, unreadable or 
ambiguous sources – in short: the reasons for a lack of precision in the 
temporal information remains undisclosed in the dataset. It is impor-
tant to remember that the same applies also to the dates without such 
qualifiers; one cannot inherently assume that these dates are certain. 
Certainty – as well as uncertainty – is merely a matter of sources and 
interpretation, none of which is captured in either of these digital date 
descriptions.
We can identify the vocabulary used to express uncertainties, 
doubts and timespans: “ca.”, “probably”, “possibly”, “after”, “late”, etc. 
A fairly consistent set of terms, probably because the software used 
to catalogue the datasets tries to automatically convert these descrip-
tions to numeric dates and displays an error, or requires manual user 
input, whenever it cannot recognise an expression. Due to them partly 
being controlled by the expectation of the software, this list of terms 
might reveal more about the inner workings of the recognition algo-
rithm than about the curator's language for dating objects. Britten-
Pears Foundation’s thematic catalogue of works of Benjamin Britten 
contains textual date descriptions that have been manually converted 
to machine readable dates. Nevertheless, the descriptions follow 
similar patterns and expressions of confidence - “circa”, “pre”, “post” - 
which could mean that the terminology remains relatively fixed even 
when the manual conversion would allow more freedom.
A curator I talked to about the dates I encountered in collections 
databases suggests that these date descriptions are influenced by con-
ventions even when they are not mechanically enforced:
20 years as a curator, I was always forced to be certain about things 
I wasn't certain about. Think about how you express both uncer-
tainty – not trueness – and which date you pick - however certain 
you are. Is it the start of construction, end of construction, sale, 
purchase, destruction, whatever. (C3)
When an object is exhibited in a museum, it usually is described by 
just a single date, the year of production:
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There are two concealments that museums have practiced. One is, 
the concealment of uncertainties. The second is the concealment of 
the long lives of things. […] historians have only been interested in 
invention; the moment of genesis. […] we try to conceal everything 
since 1829 to the present by saying Stephenson’s Rocket is 1829. (C3)
Conceptually one might think of dates in all different kind of ways 
– “There's a language that I use to express temporality, which is a 
fuzzy language and it’s a subjective language, as you made me realise.” 
(C3). Conventions of the field, however, led to a standardisation of the 
terminology of describing dates. Digital technology enforces its own 
standards on dates through the processes of quantification I described. 
These effects are added on top of the ones date descriptions have al-
ready undergone before they entered a digital system.
The use of digital databases to represent knowledge is often associ-
ated with a loss of information resulting from the structural require-
ments posed by the digital system, a recurring critique of the compu-
tational turn in the humanities:
In cutting up the world in this manner, information about the 
world necessarily has to be discarded in order to store a representa-
tion within the computer. (Berry 2011, p.2)
At least in the realm of cultural collections, where structures and 
conventions have dictated how information is stored even before the 
advent of computers, digitisation also partly had the opposite effect. 
Cataloguing software abolishes the physical space restrictions of 
index cards and allows more freedom in the descriptions and choice of 
fields. These richer forms of data storage, however, introduce their own 
problems to collection holders, as one curator recalls:
That was a quite difficult transition from when you did paper 
records to computer records. We used to have a glossary of terms, 
a thesaurus. You made your objects fit a prescribed framework of 
terminology. There was physically a book which gave you the the-
saurus of terms. Now with more free flowing cataloguing, someone 
could call a bowl a ‘bowl’, or a ‘basin’. […] It was sort of easier to ex-
tract the information, because under ‘ewer’ it would say ‘see basin’. 
(C11)
The challenges resulting from the relative freedom granted by digital 
cataloguing systems were echoed by a number of curators. As users are 
not forced to adhere to specific standards, datasets can easily become 
messy:
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[…] we have a large number of different people cataloguing all the 
time. Because you can catalogue away in free text [...] it can cause 
you real issues. (C1)
Collections datasets often become complex and hard to interpret, be-
cause the system may allow a great amount of liberty in choosing how 
and where to store data –
You’ll find some objects with description fields. Others without, but 
[descriptions] in another field. (C2)
– but also because the data structures have been changed and expand-
ed as new items entered a collection that were not originally antici-
pated when a system was put in place:
We have customised our collections management system very 
much. […] It has given us flexibility, but there’s a flip-side to that 
[...] it’s quite difficult to standardise it. (C2)
Besides making it often challenging for curators to retrieve data, col-
lection holders pay for increased customisation and flexibility when 
data from different collections has to be combined. A process which is 
quite common; except for a small minority of relatively recent cata-
logues, all datasets I have worked with contain items that have previ-
ously been maintained in (or constituted) separate collections, often 
as part of different departments within museums.
In the old days we had a 2D collection and a 3D collection and they 
had quite different views about cataloguing […] We’ve been trying 
to bring the two together. (C2)
It is during these processes of merging datasets that data has to be 
reinterpreted or may be discarded when old data finds no place within 
new databases – “We call it ‘squashing’. It’s not a technical term but 
it’s very, very difficult” (C5). Without background knowledge of a col-
lection’s history, one may not always know how trustworthy certain 
pieces of information are. Especially with regards to data that may 
not be considered the most essential aspect of a collected item – often 
temporal information:
They treated this whole batch [of posters] as if it was ‘an archive’ 
[…] The individual posters within that [batch] – and of course all 
subsequent posters no matter what date they are – have just been 
given inventory numbers based on the date they were acquired, 
even if, of course, they could be much earlier. (C8)
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Other factors, such as changes in the administrative structure of a col-
lection also have a great influence on the accuracy and credibility of 
dates:
We have a lot of objects, supposed to be acquired in 1876. They have 
been acquired before but that’s when we started a new inventory 
system. […] We know as curators that when you get [this date], you 
don’t believe it. (C3)
Dates are particularly problematic to interpret in collections that oc-
cupy a large timeframe, both in terms of the items they contain as well 
as with regards to the period of their own existence. In younger and 
smaller collections that might only focus on the works of an individu-
al artist, and therefore are able to apply more consistent dating strate-
gies, knowledge about the origins of dates is more easily maintained 
and curators may know which dates they can trust…
There’s a lot that could be done with the period of 1928-38 because 
he kept diaries then. He didn’t keep them before 1928, so any date 
that’s on there before 1928 will be because it’s written on it. (C6)
…or conversely which dates have to be treated with caution:
[The artist] was really bad at dating. He just painted something and 
sold it, so stuff has gone into lots of different collections and come 
back to us at the Library, but we’ve got very limited information 
about dating. (C5)
These factors are, of course, embedded also in the data of larger col-
lections, but it is less likely that knowledge about the origins of dates 
– and most other aspects of the dataset – has been acquired about the 
complete collection, passed on and maintained throughout changes in 
governance and staff.
Archives and museum collections are seen as the neutral, material 
evidence of our cultural past. Lynch describes digital collections as 
“uninterpreted databases of raw cultural heritage material“ (2002). The 
UK’s National Museum Director’s Council states the purpose of muse-
ums in their manifesto as follows:
We are a mirror to our own times and illuminate developments in 
our culture and society. (2004)
What museums are generally not eager to admit in public, yet are 
aware internally, is that they are a distorting mirror, reflecting culture 
and society through various filters and biases. Beginning with the 
choice of material by which the past is represented…
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In a museum, your core-thing is the object […] I suppose as curators 
we work on the premise that the object is what is fascinating. (C11)
… and continuing with the various factors that determine which ob-
jects are preserved, which can be physical –
Maybe people were very selective in the past sometimes […] when 
storage and conservation were big issues. (C11)
– administrative –
[…] the shape of the collection is determined by the administrive 
structure and preservation criteria; what the museum deemed 
important enough […] (C8)
– strategic –
Sometimes you just have to take something and hope that with 
passage of time it will become significant (C1)
– or environmental:
The content of the database is a non-random selection of the paint-
ed pottery that survived from ancient Athens […] (C7)
In my review of the literature I have already encountered a growing 
recognition that collections and collections data are not neutral, but 
subject to various influences. Through my conversations with curators 
and encounters with their datasets I have been able to get a better idea 
of the specific kinds of interpretations that are exerted by the individ-
uals, institutions, conventions and the digital systems respectively.
Digital databases and the people that use them add various layers 
of interpretation to a cultural collection. There can be no “uninter-
preted” (Lynch 2002) databases as much as there can be no uninter-
preted collections. Digital data structures add their own distortions to 
collections datasets. Computational representations of time, which, 
in the computer science tradition is treated as a numerical space, are 
particularly affected by this, as we have seen.
Making sense of cultural data over time therefore entails making 
sense of the distortions that a collection has experienced throughout 
its history. The potential personal, institutional and organisational 
biases of collections, and consequently, collections data needs to be 
taken into account when visualising it on a timeline.
Humanities researchers are used to having to be critical about their 
sources and the need for criticality applies to digital datasets as well. 
Several scholars I have talked to observe that digital sources are often 
not approached with a healthy level of suspicion, which could well 
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be a symptom of digital interfaces not allowing or promoting critical 
enquiry.
Ideally, visualisation tools can enable this criticality and help to ex-
pose the various layers of human and machine-made interpretations 
a dataset has undergone. It might be the most important difference 
when designing visualisations for scholarly, rather than for casual 
use; not to simplify, not to make a dataset appear more perfect than 
it is, but on the contrary, to respect and emphasise its imperfections 
and to steer the attention to inconsistencies and possible sources of 
knowledge.
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If we regard a collection as a dynamic entity that is shaped and re-
shaped by the people that govern and use it, digitisation has not 
fundamentally redefined the concept of a collection. Digitisation has, 
however, changed how collections may be used and studied, and added 
– to the traditional methods of humanities research – those methods 
that are universally applicable to digital data: data mining, visual 
analysis, automated processing, visualisation, etc. Digital tools and 
methods are, however, not easily transferable from the quantitative 
sciences, from which they originate, as is evident in the difficulties 
of curators to digitally model notions of time in databases as well as 
other kinds of humanities data. Digital Humanities methods require 
established paradigms for data analysis, including visualisation, to 
be reconsidered. Researchers need to develop an understanding of 
the kind of insights digital tools can enable. Collections data offers an 
ideal testbed for simultaneously exploring – by studying and develop-
ing appropriate visualisation methods – the requirements of humani-
ties research tools as well as the knowledge currently hidden in digital 
collections.
Data visualisation for the Humanities
Data visualisation is one of the essential research methods for the 
Digital Humanities, especially when the research is – as it is most of 
the time – concerned with large datasets. However, established para-
digms for visualisations in the sciences do not necessarily translate to 
humanities data. Lunenfeld et. al write:
Currently, visualization in the humanities uses techniques drawn 
largely from the social sciences, business applications, and the 
natural sciences, all of which require self-conscious criticality in 
their adoption. Such visual displays, including graphs and charts, 
may present themselves as objective or even unmediated views of 
reality, rather than as rhetorical constructs. (2012, p.42)
Jessop on the other hand argues that digital visualisation methods are 
not in any way “revolutionary” (2008) or “lacking in rigorous scholarly 
value” (ibid.). Rather they are a continuation of established academic 
practice. A similar line of argument is pursued by Unsworth (2000), 
who lists a range of “scholarly primitives”; common discrete activi-
ties that humanities scholars need to be able to perform when do-
ing research, regardless whether these are carried out with digital or 
analogue tools.
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Drucker argues that the effectiveness of visualisation has caused 
humanities researchers to lose the necessary criticism for rigorous 
scholarly research:
The sheer power of the graphical display of “information visualiza-
tion” […] seems to have produced a momentary blindness among 
practitioners who would never tolerate such literal assumptions in 
textual work. (2011b, sec.5)
Drucker complements her article with suggestions of less reduction-
ist graphical displays which try to convey some of the subjective, 
emotional and uncertain components of the presented data. These are 
toy examples based on artificial data and it is unclear how they would 
behave with and scale to real world datasets. They do however convey 
a sense of the necessity to scrutinise visual representations and to 
question the implied precision, honesty and trustworthiness of visual 
diagrams.
The reason for an apparent lack of rigour in digital humanities 
research stems not only from inappropriate tools and visualisation 
methods, it might also lie in researcher’s unfamiliarity with visualisa-
tion tools and a lack of criticism towards them. The ability of graphs 
and diagrams to mislead – whether intentionally or out of lack of acu-
ity – and the risk of compromising on the ‘truthfulness’ when repre-
senting data visually is a known problem in the scientific community, 
and even in popular literature (Huff 2010).
On one hand, there is a clear need for visualisation tools that are 
able to fit the characteristics of humanities data and research – on the 
other hand it is also necessary that humanities researchers become 
aware of the mechanisms of digital data visualisation and how they in 
turn shape humanities knowledge production.
My research aims to address both of these issues; by developing 
new tools, and by developing them in collaboration with curators and 
archivists.
It is crucial that researchers gain an understanding of the epis-
temological consequences of knowledge production from digital 
sources by digital means and that we learn to understand what kind 
of insights we can expect to gain. Even if more appropriate tools were 
available to humanities researchers, without a better understanding 
of their working principles they remain “intellectual Trojan horse[s]” 
(J. Drucker 2011b).
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Digital Collections as Objects of Research
I argued that we should study digital collections independently from 
the collections they are based on; by regarding them primarily as cata-
logues and, thus, data.
However, I am hesitant to refer to digital collections as ‘raw data’. 
The term is generally used to describe data that requires to be pro-
cessed – for example through visualisation – in order to deliver useful 
insights. Clean data, on the other hand, is organised and pre-processed 
so that it can be read also in its ‘original’ form.41 I suggest that it is 
necessary and valuable to consider any kind of dataset, whether well 
organised or disorderly, as open to reinterpretation.
Differentiating ‘raw data’ from data in the context of digital collec-
tions is, I argue, neither useful nor possible. Lynch, who defends the 
view of collections being uninterpreted, questions at the same time 
how “interpretation-neutral” a collection can be (2002); because, for 
example, “interpretation creeps into the descriptive metadata” (Lynch 
2002).42 In his view, interpretation-less digital collections would never-
theless be the ideal to strive for and he suggests that biases in collec-
tions could be neutralised by drawing from different sources.
What I discovered through my research – and will describe later 
on – is that embedded “interpretations” in digital collections must 
not present an obstacle to making sense of it. They form part of any 
collection and hence should not be suppressed; doing so would mean 
consciously disregarding one of their fundamental properties. Fur-
thermore, when the methods for accessing the datasets acknowledge 
the presence of embedded biases, they can enable valuable insights.
Existing work in visualisation-based interfaces for cultural collec-
tions largely treats them as digital substitutes of physical archives 
and focusses on making their content more accessible to specialists 
and the public – with an emphasis on the latter. These include for 
example the SFMOMA ArtScope (2007, Figure 2.16), which allows users 
to explore more than 6,000 artworks in a tile-based zoomable visuali-
sation43 or the map based interface of the Natural Science Museum of 
Barcelona.44
Several interfaces for cultural collections have been developed by 
Whitelaw (2015), who advocates a “generous” approach of enabling ac-
cess to digital collections:
Generous interfaces offer rich, browsable views; provide evocative 
samples of primary content; and support an understanding of con-
text and relationships. (Whitelaw 2012)
41 i.e. as a text document or 
spreadsheet, not in the 
‘original’ form of bits on 
a digital storage device.
42 we will later see the vari-
ous stages throughout 
the lifespan of a collec-
tion where interpretation 
‘creeps in’.
43 i have discussed sfmO-
ma artscope in more 
detail elsewhere (Kräutli 
2012)
44 http://mapa.bioexplora.
cat/ 
(accessed 12.12.2015)
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figure 2.15 – The Decade 
summary of the austral-
ian Prints + Printmaking 
online collection uses a 
vertical temporal histo-
gram, organised by print 
categories, as the pri-
mary mode of navigating 
the collection.
image: screenshot prints-
andprintmaking.gov.au
An example has been developed by Ennis Butler (2013) – Whitelaw’s 
PhD student – based on the Centre for Australian Arts Print collection 
(Figure 2.15).45 Through five different visual interfaces, online visitors 
can explore the collection based on the relationship between works, 
keywords, their associated individuals as well as two time-based 
views: a “decade summary” of the entire collection and a timeline 
view, which plots the works of an individual artist along a vertical 
timeline. Different access points and rich contextual cross-references 
allow users to immerse themselves in the collection. Users are permit-
ted to get lost in a collection instead of – the normal task of curators 
and what interfaces are usually designed for – looking for something 
specific.
Generous interfaces build on Bates’ (1989) berrypicking technique 
and Dörk’s (2012) concept of the information flâneur: models that see 
search and information seeking not only as a goal-directed task, but as 
an explorative and – not the least – enjoyable activity.
The interfaces Whitelaw and his collaborators have built so far 
demonstrate the richness of digital collections, which is often hid-
den behind ‘ungenerous’ search forms. The interfaces are aimed at 
the general public and are not specifically intended for scholarly 
use, although “they may prompt such analyses both by scholars and 
(importantly) wider communities of interest.” (Whitelaw 2015, sec.38). 
45 http://printsandprint-
making.gov.au/explore/ 
(accessed 15.08.2015)
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Whitelaw gives an example of what can be derived from the summa-
tive diagram in the decade view of Ennis Butler’s prototype:
The resulting graph is informative in itself, showing the chronolog-
ical shape of the collection and the relative distribution of different 
print types. The boom in stencil printing in the 1970s and 80s, for 
example, is clear. (2015, sec.26)
A scholarly tool would need to support a deeper engagement with the 
occurrence of such patterns. Is it really representative of a general 
increase in the usage of this printing technique? Is the entire collec-
tion a representative sample of prints produced during that time or 
is the pattern telling of the taste of an individual curator? Are these 
all unique prints or maybe several reproductions of the same original 
stencil? Are the dates reliable46 or could there be errors or uncertain-
ties? Could there be biases in the structure of the catalogue or the 
database that skew the digital data in this category?
Visual analytic tools for cultural collections should have the ability 
to answer such questions and be able to convey the reliability of the 
conclusions that can be drawn from observations.
46 in digital data, items that 
carry the year 1970 are 
particularly suspicious 
as the date could in fact 
be unknown. 1970 marks 
the beginning of the 
Unix time period. Dates 
that are missing are 
sometimes interpreted 
as 0, or in the Gregorian 
calendar, 1.1.1970. many 
witnessed the possi-
ble implication of this 
misinterpretation when 
facebook congratu-
lated them to 46 years of 
friendship on January 1 
2016 (Dockterman 2016) 
– these users befriended 
each other before face-
book started to store the 
dates of their friendships, 
resulting in many dates 
stored as 0.
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figure 2.16 – artscope is 
a zoomable online inter-
face for accessing and 
searching a part of the 
sfmOma art collection.
image: screenshot of www.
sfmoma.org/experience/art-
scope (accessed 20.08.2014)
Digital Historiography
Traditionally, there has been a clear separation between a researcher 
and a collection; between the archivist – the maintainer of the collec-
tion – and the historian – the user of a collection. Collections provide 
the ‘neutral’ evidence for the historian, which the archivist has gath-
ered and structured. Archives are organised by basic principles such 
as “respects des fonds” (Duchein 1983) which ensures that the original 
order of the artefacts and documents in an archive is maintained and 
suggests that they represent a neutral conservation of the past. The 
task of a historian is then to make sense of this material through trac-
ing their historic narrative.
We have seen, however, that collections are decreasingly conceived 
as neutral accumulations of evidence, but instead as dynamic enti-
ties that are defined and redefined by subjective individuals. This has 
consequences for historians and anyone doing research with archival 
materials.
Historians separate their materials into ‘primary’ and ‘secondary’ 
sources: ‘original’ pieces of evidence as those contained by archives 
and other people’s interpretations of such evidence. If we accept, 
however, that historical evidence as contained in collections is already 
subjected to individual and institutional influences and appraisal, we 
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consequently have to accept that a researcher working with a collec-
tion is in fact not working with primary sources in the strictest sense.
It is not surprising that this is an unacceptable situation for some 
and one of the reasons why many scholars advocate the use of ‘tra-
ditional’ over digital methods; studying the ‘actual’ archival mate-
rial over working with digitised artefacts. The competition emerges 
most visibly in digital collections that, in addition to cataloguing data 
contain high-resolution scans of historic documents. When high-
resolution photographs allow researchers to examine the quality of a 
brush stroke or the texture of a paper more closely than they would 
be allowed and able to with the ‘real’ physical artefact, the implied 
hierarchy between the digital and the physical object becomes hard to 
defend.
However, this is not an argument for the digitised artefact to be 
regarded as equivalent to the original. It is an argument for the op-
posite. When the digital, an obviously remediated, interpreted and 
subjective ‘secondary’ source, is as useful for humanistic research as 
the ‘primary’, it becomes hard to deny that also the physical artefact in 
a collection is to a certain degree a secondary source.
The digital, in the context of collections, not only requires new 
methods, but also a new understanding of historiography: of what we 
are able to derive from historic evidence and on what constitutes that 
evidence. This is a development that has been identified by Kramer:
So what, then, does it mean within the digital domain to address 
historiography when it is understood to be the collection of second-
ary sources and ongoing debates about a historical topic? It would 
mean, perhaps, rethinking the relationship between primary and 
secondary sources in new ways, not just going to the supposedly 
pure sources, fetishized as they are in the field of history. (2014)
Digital collections emphasise the need to be critical about archival 
sources – that primary sources in an archive carry a certain degree 
of secondary interpretation. Digital collections require historians to 
reconsider assumptions about primary sources in collections and 
researchers need to develop new methods that are honest about the 
degree of pre-interpretation of sources in curated collections. The 
way in which digital structures and representations emphasise the 
constructedness of a collection and, consequently, the data about the 
collection requires us to face the implications of researching history 
through remediated sources. 
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“Until analytical tools and services are 
more sophisticated, robust, transparent, 
and easy to use [...], it will be difficult to 
attract a broad base of interest within the 
humanities community.” (Borgman 2009, §5)
92
3 Digital Timeline 
(Tools)
By embedding my research in the wider field of the Digital Humani-
ties and studying its foundations with respect to collections data and 
time-wise visualisation I have identified a number of challenges for 
my research to address. I will now investigate the status quo of digital 
timelines in order to identify possible shortcomings in existing imple-
mentations. I will explore the abilities of digital timelines to qualify as 
analytical tools through a review of existing projects. My aim is to ex-
plore and make explicit what separates a naïve timeline from a time-
line that can fulfil the needs of scholarly research and enable visual 
analysis of a wide range of digital datasets. In doing so I will identify 
shortcomings and opportunities of existing digital timelines for visual 
analysis of cultural collections. These will result in the formulation of 
focus issues – concerning the time-wise visualisation of large datasets, 
the development of timeline layouts and the incorporation of multiple 
temporal descriptions – that will guide my practical exploration of the 
research questions through a series of prototype visualisations.
I will review a selection of timelines drawn from examples I have 
gathered throughout the duration of my studies,1 outline their char-
acteristics and potential problems and how they translate to timeline 
visualisations more broadly. I will initiate a deeper discourse around 
this class of diagrams in the way that is already taking place with 
other formats such as network visualisations (Fruchterman & Rein-
gold 1991; Golbeck & Mutton 2006; Martin et al. 2011; Krzywinski et al. 
2012) and even pie charts (Brinton 1919; Eells 1926; Croxton & Stryker 
1927; Cleveland & McGill 1984; Spence 2005).
I begin by introducing a spectrum to systematise timeline imple-
mentations for scholarly analysis. The spectrum is presented as an 
alternative to DeFanti et al.’s (1989) discrimination between visualisa-
tions for either communication or discovery (analysis). While classifica-
tions are helpful for making comparisons through providing a frame-
work for discussion, I found that this particular distinction is not very 
useful in the case of visual timelines. Priestley’s Chart of Biography 
1 a list of timeline tools is 
included in appendix C 
on page 270.
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(1764), for example, can be seen as both communicative and analytical 
and the same applies to most of the timelines I will introduce in this 
chapter.
I therefore employ a spectrum that distinguishes timelines by 
progressing in four stages from static to open. It does so through a set of 
thresholds that describe interactive and technical features that signify 
an advancement in a timeline’s use as an analytical tool. Open time-
lines, the ultimate stage, contain interactive features to analyse, filter, 
select and compare data, and are open in the sense that they are able 
to work with different kinds of datasets and are themselves open to 
interpretation and critique. The tools I set out to develop, will conse-
quentially be open timelines.2
My review of existing tools is led by a set of criteria. Based on an 
initial review of requirements I devised and refined these criteria over 
the course of my research and revised them according to new find-
ings that resulted from my practical and theoretical investigations. 
The criteria help me to direct my attention to the specifics of how data 
is visually represented over time. Timelines are a familiar diagram 
format and consequently a lot of their visual rhetoric is often taken 
for granted. By examining timelines through a ‘lens’ of criteria, I am 
able to look beyond certain preconceptions and reconsider present 
assumptions and design decisions. These criteria are included in 
appendix A on page 251 and form the method by which I study the 
examples in order to ensure that my enquiry follows a transparent and 
rigorous process and covers all the aspects I set out to examine. The 
criteria therefore mainly serve the execution of the present investiga-
tion and are not intended to be used outside of this thesis – although 
they could be appropriated and improved by others.
2 in accordance with 
established paradigms 
for visual analysis (Tukey 
1977) and digital tools 
for humanities research 
(Unsworth 2000).
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Defining Analytical Timelines
At first I looked at timelines as either visualisations for “discovery” 
and “communication”. Communicative timelines may be illustrations 
to a narrative that has been constructed based on historical evidence: 
a way to communicate time-based information in a graphical manner 
in order to educate others. Most visual timelines typically found in 
museums are of this kind – engaging communicative devices, but of-
ten too simplified to serve as scholarly research tools and, some argue, 
even too simplified for communicating the complexity of historical 
narratives (Lubar 2013). The datasets that they represent are often lim-
ited and heavily curated, and the arrangement and visual representa-
tion of events follows aesthetic and practical constraints.
figure 3.1 – The what on 
Earth? wallbook Time-
line of big History is a 2m 
long visual timeline. it 
includes more than 1,000 
hand-drawn illustrations 
that cover natural history 
as well as the history of 
human civilisation.
image: Christopher lloyd, 
what on Earth Publishing 
(used with permission)
Such timelines may be of significant educational value, but one 
would not be inclined to draw any reliable conclusions from visu-
alisations that are evidently not drafted for the purpose of scholarly 
research. For example, we would not expect Christopher Lloyds Wall-
book of Big History (2011, Figure 3.1), a “comprehensive, visual voyage” 
through all of history, to – in fact – be comprehensive. Nor would we 
expect to be able to precisely read the period of time different species 
lived on our planet from the graphical space that they occupy on the 
time axis; it is not an arithmetic mapping of events for the purpose of 
analysis. The timeline is not intended to represent all of history, but 
to give an overview of important events in an accessible and engaging 
manner. The purpose of this timeline is not to discover new knowledge 
in the field of history, but to communicate insights from the field to a 
public.
A timeline for the purpose of communication is the product of a 
transformer, a term coined by the designer and theorist of educational 
graphics Marie Neurath:
It is the responsibility of the ‘transformer’ to understand the data, 
to get all necessary information from the expert, to decide what is 
worth transmitting to the public, how to make it understandable, 
how to link it with general knowledge or with information already 
given in other charts. In this sense, the transformer is the trustee 
of the public. (Neurath & Kinross 2009)
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Communicative illustrative timelines may allow for novel insights, 
but their primary goal is not to process data, but to convey pre-pro-
cessed information.
We may not always be able to clearly distinguish communicative 
from analytical timelines, especially when it comes to their digital 
instantiations. When a graphical timeline is generated programmati-
cally, the rendering of events has to be made explicit which results in 
digital timelines often, but not always, being more strict and there-
fore transparent in the visual mapping of events to (numerical) time. 
This side-effect of digital timelines facilitates their use as analytical 
devices, but it does not automatically follow merely from them being 
digital.
A helpful classification I employed in the beginning of my research 
– when I collected different examples of digital timelines – was the 
distinction between timeline projects and timeline tools. A project rep-
resents a purpose-built timeline visualisation around a specific data-
set, while a tool constitutes a dedicated software or library for visually 
representing arbitrary datasets in time.
In many cases we can deduce that purpose built timeline projects 
are communicative visualisations as they are based on a single se-
lected and curated dataset and often include elements of storytelling. 
Timeline tools, on the other hand, accept external datasets and may 
be used as analytical devices, whether or not this use was originally 
intended. However, there are a range of exceptions to this rule, such as 
dedicated timeline implementations that later have been adapted to 
accept different kinds of datasets, or timeline tools that are, in fact, au-
thoring environments designed to produce simple narrative timelines.
I therefore propose a four-step description for classifying digital 
timeline visualisations: static, dynamic, exploratory and open timelines 
(Table 3.1). We can look at it like a continuous spectrum, as a visualisa-
tion might develop from a static to a dynamic timeline, and further. As 
a progressive spectrum, each threshold presupposes the conditions of 
the previous classification(s).
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static Dynamic Exploratory Open
Interactive 
features 
may  
include
–  - switching be-
tween different 
views
 - more detail 
on individual 
records
 - scripted interac-
tion
 - navigating parts 
of the display 
separately
 - manipulate 
graphic repre-
sentation beyond 
story-boarded 
interaction
 - more detail on 
several records
 - filtering,	search-
ing
 - ability to manipu-
late any aspect 
of the display 
through UI or pro-
grammatically
 - import custom 
datasets
Table 3.1 – a schema for 
classifying digital time-
lines according to their 
interactive features.
Static timelines are digital timelines, which function equally well 
on screen as they could when printed on a paper. A user might be able 
to pan and zoom the display in order to look at aspects of the visuali-
sation in detail, but static timelines do not offer any additional inter-
active features, by which I mean the ability to change the presented 
view or aspect of its rendering.
Dynamic timelines offer basic functionality for a viewer to ma-
nipulate the display. They could be similar to slide shows or scroll 
based websites where interactivity is present, but mostly confined to a 
limited and pre-scripted storyboard – the author has anticipated most 
of the possible manipulations. Additional information about aspects 
of the visualisation may be provided, for example, by highlighting or 
selecting graphical elements.
Exploratory timelines allow for a deeper level of interactivity and 
manipulation by, for example, not only offering different views on 
a display, but giving a user more freedom in affecting the rendering 
of individual events, or offering methods for filtering or searching 
a given display. The timeline affords ways for interrogation beyond 
visual inspection.
Open timelines give a user not only more freedom in the way the 
data is represented, but also in the kind of datasets they visualise. This 
could be facilitated, in the case of dedicated software, through an ap-
propriate user interface or, in the case of software libraries, through a 
well-designed API or sufficient documentation of the source code.
For arriving at digital timelines that allow visual analysis and 
insights, I regard open timelines as the desirable format. This does not 
automatically mean that a static timeline is necessarily inferior in 
this regard – a well-designed static visualisation may be more insight-
ful than a thoughtlessly designed one that is technically superior. 
However, open timelines allow for verifiable insights which may be 
reproduced and reused by others, which I – and others (Borgman 2009) 
– see as a main requirement of tools for scholarly analysis.
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Evaluation Criteria for Timeline visualisations
In order to be able to evaluate different kinds of digital timelines, 
despite their dissimilarities and the many possible implementations, 
purposes and styles, I have drafted a set of criteria which I have used 
to examine and compare the variety of digital timelines I have collect-
ed, of which I will present a selection. I selected the projects primarily 
based on their acceptance3 and diversity. My aim is to be comprehen-
sive within my abilities – I can only safely evaluate a tool to which I 
was granted access. As is the nature of digital artefacts, some timelines 
I have studied may in the meantime have been updated or changed 
or – at worst – disappeared. I therefore captured screencasts of the 
discussed projects and included the URLs to the videos in appendix C 
on page 270.
The criteria I propose and apply are not meant to be a means for 
assigning grades. There are no correct answers and a visualisation 
which can respond to several criteria is not automatically better 
than one which just answers a few. My approach relates to Twyman’s 
schema for the study of graphic language “as a device for directing our 
thinking and not as an end in itself” (1979, p.202). The criteria I employ 
are intended as a checklist to help me focus on issues that might get 
overlooked:
All this is made necessary because our training and experience, 
whether primarily verbal, numerical, or visual, tends to predis-
pose us towards particular approaches to graphic communication. 
(Twyman 1979, p.202)
The criteria are organised thematically as a tree (Figure 3.2). Upper 
nodes represent wider themes that depend on several factors and 
might require individual judgment based on personal requirements. 
Therefore, they are further broken down such that the criteria at the 
leaf nodes may be assessed, as far as possible, without subjective ap-
praisal. We move from larger questions such as the overall representa-
tion of records, to finer grained aspects such as the graphical vocabu-
lary used to render individual items – what kind of shapes and colours 
are present and what do they signify?
The complete tree contains 112 criteria, which I will not discuss in 
detail here.4 I will merely describe the five central topics which are 
below the root node:
“Data acquisition and curation” looks at a visualisation based on 
the data level. What kind of datasets are allowed or included? What 
kind of expectations does a dataset need to meet?
“Representation of dataset” evaluates the visual rendering of the 
complete dataset. How is the layout assembled? What kind of temporal 
3 based on their presence 
in scholarly literature, 
social media and discus-
sion platforms for visuali-
sations.
4 it is included in appendix 
a on page 251.
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models are used? What factors influence the readability of the entire 
dataset?
“Representation of records” focusses on the visual representation 
of individual items. What kind of graphics are used? How are temporal 
elements mapped onto visual aspects? What kind of temporal descrip-
tions are supported, such as events, periods, uncertain or discontinued 
times, etc.? How consistent is the mapping of time to graphical space? 
Are there exceptions?
“Interaction” forms the largest branch and looks at aspects that 
facilitate exploration and sense-making in the visualisation. What 
modalities and techniques are used to navigate the visualisation? Can 
the visualisation be searched or filtered? What aspects of the display 
can be manipulated?
“Technology/platform” is the most pragmatic branch to evaluate 
and looks at the technical implementation of the digital timeline. Is it 
a standalone tool or a web-based application? Does it rely on standard 
libraries or is it coded largely from scratch?
I will comment on the specific insights that these criteria facili-
tated at the end of this chapter.
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figure 3.2 – a criteria tree for studying visual timelines, 
containing 112 items organised in 5 major categories.
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Static Timelines
Static timelines include all digital chronographics that offer no ad-
ditional level of interactivity beyond that provided by their medium. 
When a digital artefact is interactive, we expect it to change appropri-
ately as a result of an input that a user executes through an input de-
vice, such as a mouse, a touch screen or a keyboard. We might implic-
itly understand the concept of interactivity, which nevertheless leaves 
a lot of room for interpretation and differences in definitions (Smuts 
2009). Manovich argues that the term is meaningless in digital media 
because, as he states, “once an object is represented in a computer, it 
automatically becomes interactive” (2001). Here, I use the term simply 
to separate static timelines that offer no interactivity on their own – 
except, what Manovich refers to, through the browser or other soft-
ware that is required to view them – from other digital timelines.
The timeline I will focus on most here has in fact been published in 
print, in addition to being accessible as a digital image. I nevertheless 
treat it as an example of a digital timeline as it has been created with 
digital means and exhibits some of the problems that are typical for 
digitally generated timelines. It is a piece by Accurat, an Italian design 
studio specialised in data driven media design. Their portfolio includes 
a variety of timeline based works, of which I want to take a closer look 
at a particular visualisation that features a reoccurring topic through-
out the history of visual timelines: the rise and fall of empires. Like 
Barbeau de la Bruyere’s Mappe-Monde (1750b), and other historic exam-
ples such as Friedrich Strass’s Strom der Zeiten (1804) or John Spark’s 
Histomap (1931),  Accurat’s The empire strikes back (Beltramin et al. 2012, 
reproduced in Figure 3.3) plots the reigning period of a selection of the 
world’s greatest empires. I have chosen this particular visualisation 
as a representative example of a static digital timeline as it employs a 
prevalent – if not the de facto standard – timeline layout.
Each empire is drawn as a rectangular bar, positioned horizontally 
on a linear time axis according to its year of rise and extending width-
wise according to its duration. Typically in this timeline format, each 
bar would be of equal height, but in this particular example, the height 
encodes an additional dimension of the dataset. Each bar is scaled 
vertically in proportion to the maximum geographic expansion of the 
empire it represents. A yellow vertical line indicates the date of maxi-
mum expansion. The vertical order of the empires follow their date of 
fall, putting them in almost sequential order. A detailed legend on the 
left informs the viewer of the data that is represented graphically and 
gives an impression of the richness of the underlying dataset.
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figure 3.3 – a timeline visualisation plotting twenty-
one historic empires over the course of 2,500 years.
image: accurat (reproduced with the author’s permission)
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figure 3.4 – a modern 
Gantt chart displayed in 
a project planning soft-
ware.
image: wikimedia commons 
(CC bY-sa 3.0)
Before I look at the details of what this visualisation can tell us and 
what could be improved, I want to highlight an aspect in its layout 
that applies to a lot of similar timelines.
This particular layout has its roots in Karol Adamiecki’s harmono-
gram (Marsh 1974), better known today as Gantt chart (Figure 3.4), after 
Henry Gantt (1919) who popularised the use of this chart in the early 
1900s. Gantt charts are a common format for planning and visualis-
ing the scheduling of tasks using a tabular format. Columns typically 
represent units of time, such as days or weeks, while rows represent 
individual tasks, ordered vertically in sequence of their planned com-
pletion. Shaded cells indicate the time and duration of a particular 
task. In a Gantt chart time proceeds horizontally and the vertical axis 
contains categorical information – the name of each task or group of 
tasks. In Accurat’s timeline, the vertical ordering is not used to show 
an independent dimension of the dataset. Both the horizontal axis as 
well as the vertical ordering of the chart represent temporal informa-
tion: calendrical date of rise on the horizontal and sequence of fall in 
relation to the other empires on the vertical.
The strong correlation of these two temporal axes results in the ap-
parent downwards sloping of the entire layout: a clear pattern, but one 
that is a result of the chosen layout and not a pattern that is present in 
the dataset. This effect is recognisable in many mechanically generat-
ed timelines. Automatically generating a timeline’s visual layout is not 
a trivial task; having each record occupy a separate row, like in a Gantt 
chart, is a possible solution that can be implemented relatively easily.
Although the authors have clearly thought about their chosen 
layout – otherwise they would not have explained it in the legend – the 
decision to adopt a Gantt-like arrangement might have been more of 
a pragmatic than an optimal choice. While the height of the empires 
corresponds to aspects of the underlying dataset, their vertical posi-
tioning carries no meaning in this regard, but solely depends on the 
number of chosen empires that precedes them. When looking at the 
representation of the entire dataset, the overall shape the individual 
bars form does not reveal any insightful patterns.
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figure 3.5 – in Edward lee's interactive timeline of em-
pires the horizontal bars can be aligned by their start 
date, allowing users to make absolute and relative 
comparisons of time periods and durations.
image: screenshots of http://edwardclementlee.com/vis/em-
pires/ (accessed 20.01.2016)
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A digital predecessor of Accurat’s visualisation can be identified in 
Edward Lee’s History’s Largest Empires (2011, Figure 3.5). This timeline 
bears a striking resemblance to Accurat’s visualisation and is very 
likely to have informed it.5 Lee’s timeline offers the ability to change 
the horizontal positioning of the bars, aligning them all by their be-
ginnings or according to their date of maximum expansion. Here we 
are able, for example, to compare the relative duration of each empire, 
while still retaining their temporal order encoded in the vertical ar-
rangement.
In Accurat’s timeline, we can look at individual empires and in 
some cases, through an S-shaped dotted line, follow consecutive 
empires (Figure 3.6). Analysing overall patterns or judging the tempo-
ral distance of one empire to another, however, is not something the 
visualisation affords easily. The vertical arrangement of the empires 
could have profited from more deliberation. Using the vertical position 
for geographical categorisation might have been an obvious choice, 
making it easier to see how empires that occupied similar territories 
progressed through time rather than causing empires that are close 
in geographical space, but distant in time to be spread out across the 
chart.
We can see how Barbeau de la Bruyère has identified, and indeed 
addressed this problem in his Mappe-Monde (1750b - Figure 2.7 on page 
55). Bruyère is aware of the consequences of representing geograph-
ical space on a one-dimensional axis. He therefore selected neighbour-
ing countries based on their shared borders as well as their relation-
ship and shared history (Barbeau de la Bruyère 1750a, p.19)6 and made 
use of colour shading to indicate the coherence of empires that are 
graphically separated.
Time is indicated as vertical axis on the left and right edge, with 
horizontal lines spanning across the chart. The time axis is non-uni-
form, using a condensed time scale for the distant past, which makes 
the horizontal separation slightly misleading – equal distances do not 
represent equal time periods across the chart. I will revisit the subject 
of uniform and non-uniform scalings of time axes later on. A double 
line marks the beginning of the Christian Era, the uniform reference 
point for counting time which Bruyère notes is “preferable to the 
method of counting from the Creation of the World” (Barbeau de la 
Bruyère 1750a, p.6).7
As Boyd Davis (2015a), points out we are essentially faced with a 
coordinate space: the vertical and horizontal position as well as the 
width and height of the plotted empires carry significance. In contrast 
to the two digital timelines discussed above, we can also see how the 
5 based on the publica-
tion dates and personal 
conversation with both 
authors (14.08.2015 and 
23.08.2015).
figure 3.6 – a dotted line 
in accurat’s timeline 
indicates consecutive 
empires.
image: accurat (used with 
permission)
6 “liaisons fréquentes, 
ou plus grands traits 
historiques communs” 
(barbeau de la bruyère 
1750a, p.19)
7 “cette Chronologie 
uniform, avant & après 
J.C. est préférable à la 
manière de compter de 
la Création du monde, 
qui vaire selon les dif-
férens auteurs” (barbeau 
de la bruyère 1750a, p.6)
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extent of individual empires changes over time and how the same geo-
graphical regions have been governed by different rulers.
Every point in this chart therefore carries significance which, as 
Bruyère points out, logically follows from the fact that every rep-
resented country has been inhabited at all times.8 This is a level of 
consistency in the mapping of data to graphical space that we may not 
always find in timeline visualisations. Nevertheless, it is something 
we should strive for in digital timelines or at least – as Bruyère does as 
well – reflect on the implications and limitations of a chosen layout. 
Bruyère created his chart, of course, without the help of digital 
tools. Nevertheless its rectified, diagrammatic appearance in princi-
ple lends itself to be generated mechanically and differs from similar 
charts produced around the same time that made use of more rhetori-
cal graphical devices – for example rivers to represent the history and 
convergence of different empires (Rosenberg & Grafton 2010).
Accurat’s Empire timeline, as well as other examples from their 
portfolio which I will discuss later, are some of the most thoughtfully 
designed timelines that have been made recently – the great care for 
detail is evident in the richness of the represented data and the me-
ticulous explanation of the visual parameters provided in the legend. 
The problems I have outlined are mainly a result of the algorithmic 
production of the timeline layout. Diagrams, whether constructed 
manually or mechanically, may never be able to escape the danger 
of patterns being misunderstood. However, if the representation can 
be manipulated, such as in Lee’s (2011) example, it might be possible 
to allow viewers to question a pattern and examine different ways of 
mapping a dataset along time.
8 “[...] chaque Pays a été 
habité depuis les premi-
ères Peuplades faites 
après le Déluge [...]” 
(barbeau de la bruyère 
1750a, p.37)
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dynamic Timelines
Dynamic timelines can be characterised as static timelines with the 
addition of certain interactive features that, ideally, benefit their use 
as scholarly research devices. The online editions of the New York 
Times (NYT) and The Guardian feature a number of digital timelines 
that I consider to be dynamic based on the features that they offer to 
navigate the visualisation. Online journalism offers a rich source of 
dynamic timelines, although there has recently been a decline in 
favour of more slide-show based formats – possibly due to the unsuit-
ability of most implementations for mobile devices. My selection 
here does not include any scholarly examples – these will follow soon 
– mostly because interactive timelines for research purposes tend to 
include more advanced interactive features. However, the argument 
here is that even evidently simple modes of interactivity – such as pre-
senting detail information in a tooltip – can support the use of visual 
timelines as research tools.
figure 3.7 – a horizontal, 
linear timeline accompa-
nies an article of the New 
York Times. it plots im-
portant events in the life 
of Nelson mandela and 
simultaneously serves to 
navigate the article.
image: screenshot of http://
www.nytimes.com/interac-
tive/2013/12/05/world/af-
rica/mandela-Timeline.html 
(accessed 17.08.2015)
A variety of dynamic timelines have been developed by the team at 
the New York Times (Belopotosky et al. 2011; Delvisicio et al. 2013; An-
drews & Parlapiano 2014; Clark & Bilefsky 2015 – Figures 3.7–3.9). They 
each seem to have been intended as reusable visualisations – their 
code is modular – nevertheless most of them only ever appear once 
and only a few of them have been used to visualise a variety of data-
sets. This diversity of timelines appears to be primarily a consequence 
of progressing web technology: more recent implementations make 
use of the latest technology available at their time as well as more im-
age and video based data sources. The visual rhetoric of the different 
timelines as well as their technical capabilities on the other hand have 
not changed significantly.
Events are represented as dots (Delvisicio et al. 2013; Andrews & 
Parlapiano 2014) or dashes (Belopotosky et al. 2011) and arranged from 
left to right on a horizontal time axis, forming a one-dimensional 
timeline visualisation. Buttons enable a step-by-step navigation, em-
phasising the chronological sequence of the events. This sequential 
navigation can also be helpful in more ‘busy’ periods, where events 
tend to overlap. In one of the earlier timelines (Belopotosky et al. 2011, 
Figure 3.8) it is possible to adjust the scaling of the time axis via zoom 
buttons which makes it easier to examine busy period – a feature 
which is not present anymore in later examples of NYT-timelines.
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figure 3.8 – a flash-based timeline by the New York Times is used to narrate the 
biography of steve Jobs. Zoom buttons in the upper right corner allow the time 
axis to be rescaled.
image: screenshot of nytimes.com/interactive/2011/10/05/business/20111005jobs-life-time-
line.html (accessed 17.08.2015)
figure 3.9 – Events related to the C.i.a.’s secret interrogation programme are  
categorised and visualised on separate timelines. a description of the event  
appears by hovering over a dot.
image: screenshot of nytimes.com/interactive/2014/12/09/world/timeline-of-cias-secret-
interrogation-program.html (accessed 17.08.2015)
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The user is able to interact with the event representations by using 
the mouse to hover over or click them. These limited, even seemingly 
trivial ways of interacting with the display offer a significant advan-
tage over static visualisations by allowing access to secondary infor-
mation on demand and – more crucially for the use as analytical tools 
– the original source of the visually represented data.
In one example, A History of the C.I.A.’s Secret Interrogation Program 
(Andrews & Parlapiano 2014, Figure 3.9), the NYT departs from the 
one-dimensional timeline format. The vertical dimension is used to 
denote the category of different events related to the uncovering of the 
contentious interrogation methods practiced by the CIA. This enables 
a viewer to gain a better impression of the complexity and the interre-
latedness of events, something which a one-dimensional timeline and 
indeed an accompanying text or chronology tends to hide in favour of 
a sequential narrative.
figure 3.10 – a reusable, 
flash-based timeline 
by the UK Guardian 
employs a first-person 
perspective on events.
image: screenshot of 
theguardian.com/world/
interactive/2011/mar/22/
middle-east-protest-interac-
tive-timeline  
(accessed 18.08.2015)
Slightly odd appears the decision to use an individual time axis for 
every category despite all of them using the same time scale. The mul-
tiple timelines, each with its own axis, seems to suggest that either 
separate courses of events are visualised using different timescales, or 
that the timeline in fact flows continuously from one line to the next.
Inspecting the generated code of the timeline reveals that each 
category is drawn independently on a separate HTML element. It is 
quite likely that the timeline was originally intended to depict a single 
one-dimensional and linear narrative, but was ‘misused’ by a creative 
editor in order to visualise a more complex story.
The UK Guardian developed a dynamic timeline that supports 
mapping more complex courses of events. They have used it to visu-
alise a variety of topics, such as the Middle East protests (Blight et al. 
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2012, Figure 3.10), the UK riots (Blight et al. 2011) or the Eurozone crisis 
(Mead & Blight 2014). Running on Adobe Flash, a technology not avail-
able on Apple mobile devices, its use declined with growing mobile 
access to the Guardian website.
Events, corresponding to newspaper articles are assigned differ-
ent categories and represented by colour coded icons. All icons are 
arranged on individual bands according to their geographic region. 
Unlike the columns in Bruyère’s Mappe-Monde, the bands are sorted 
not by geographical distance, but alphabetically – presumably a prag-
matic decision to allow the arrangement to be more easily generated 
automatically. Together, the bands form a timeline which extends in a 
perspectival projection from the virtual viewpoint of the user into the 
screen, curving upwards as it proceeds into the future.
figure 3.11 – Emma wil-
lard’s Temple of Time 
(1846) is a timeline of 
history that employs a 
three-dimensional per-
spective. Each column of 
the temple marks a cen-
tury, with the viewer look-
ing towards the past.
image: american antiquar-
ian society
The perspectival curvature in the timeline is quite untypical, yet 
effective in several ways. First of all it allows a user to better see the 
distribution of events in the future, which would otherwise be hidden 
behind each other would the timeline simply continue straight. Sec-
ondly, a kind of subjectivity is introduced by the use of the first-person 
perspective, locating the viewer ‘within’ the course of events and, per-
haps, communicating that one is not looking at a neutral representa-
tion of history, but at one particular viewpoint thereof – see also Boyd 
Davis (2009).
Such spatial representations, with time moving from the present 
into distant space can be traced back to Emma Willard’s Temple of Time 
published in 1846 (Figure 3.11). Kullberg and Mitchell (1995) as well as 
Korallo et al. (2012) have studied the effects of three-dimensional ren-
derings of digital timelines and both argue for an increase in informa-
tion recall as a result of the 3D rendering. In the wider discussion of 
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best-practices in data visualisation however, the use of ‘unnecessary’ 
or faux 3D – extra dimensions that are not used to show additional 
data – is generally discouraged (Shneiderman 2003; Few 2007) and ex-
perimental studies found its effect on readability to be adverse (Zacks 
et al. 1998; Cockburn & McKenzie 2002; Hicks et al. 2003), or to be de-
pendent on the implementation and task at hand on (Levy et al. 1996; 
Wiss et al. 1998; Risden et al. 2000; Smallman et al. 2001).
In the Guardian timeline we are able to navigate through time by 
dragging a horizontal slider at the top of the visualisation or by ma-
nipulating a prominently placed handle which causes the visualisa-
tion to move forward or backward through time, like a train on tracks. 
Hovering over an icon highlights the corresponding band and presents 
a preview of the newspaper article, which can be accessed with a click 
of the mouse.
With respect to the qualities as a tool for visual analysis there are a 
few things worth highlighting in the Guardian timelines. The upwards 
curving of the bands allows us to make out patterns in the dataset, al-
beit only over a few weeks into the future. The past moves out of view 
as we navigate the visualisation and an overview of the entire dataset 
is not available.
In contrast to the NYT timelines, all records are representative of 
news articles, hence the provenance of the records is transparent and 
can be traced back to their source. However, we do not know whether 
the dataset is complete, if in fact all relevant articles are represented 
or if the dataset has been curated. We also need to trust the authors on 
the classification of the nature and geographic region of the events, 
which might be biased both subjectively as well as through the visu-
alisation, which does not accommodate for events occupying several 
categories or locations.
An important observation which is not unique to this implementa-
tion, is that we are not looking at a “timeline of Middle East protests”, 
but at a timeline of reports about the Middle East protests. What is rep-
resented are not the protests themselves, but data about the protests 
– a seemingly obvious distinction, but one that is often overlooked.9 
Even Priestley, usually remarkably conscious of the relationship 
between data and display falls into this trap, making no distinction be-
tween lack of data and lack of events in one part of his interpretation:
The thin and void places in the chart are, in fact, not less instruc-
tive than the most crowded, in giving us an idea of the great inter-
ruptions of science, and the intervals at which it has flourished. 
(Priestley 1764, p.24)
9 The “attractive” ap-
pearance of a graphic in 
contrast to, for example, 
a tabular chronology is 
often held responsible 
for this omission; or in 
the words of Drucker: 
“the sheer power of the 
graphical display”(2011b, 
sec.5)
111Digital Timeline (Tools) dynamic Timelines
We have seen how already limited functionality can be helpful for ana-
lysing datasets through visualisation by providing detail on demand, 
maintaining provenance to the underlying data, and offering different 
views on a dataset by allowing users to manipulate the domain and 
scaling of the time axis.
There are a few ways of manipulating the display that one might 
expect, but which are not supported by the Guardian timeline. It is 
not possible to select a geographic region and have all the correspond-
ing events highlighted, nor is it possible to highlight or filter the data 
based on a category. Labels and legends act purely as output devices 
and do not, as Ahlberg and Shneiderman (1994) recommend, double as 
user interface elements.
This lack of ways for manipulating the display make this visualisa-
tion fall short of a truly exploratory timeline, although one can easily 
imagine such functionality being added. Part of the purpose of dis-
cussing examples along this spectrum is precisely to identify how we 
can push timeline visualisations further.
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Exploratory timelines allow for a greater level of engagement with a 
visualisation than dynamic timelines, by providing additional inter-
faces for manipulating the data and its visual representation. The term 
refers to Tukey’s (1977) proposition for exploratory data analysis (EDA). 
EDA outlines a working method with datasets which is not primarily 
aimed at confirming predefined hypotheses. Instead, datasets should 
figure 3.12 – selecting 
an individual in Kindred 
Britain visualises its fam-
ily tree both as a network 
and in a timeline.
image: screenshot of http://
kindred.stanford.edu/  
(accessed 20.08.2015)
be approached with an open mind and hypotheses formulated based 
on observations of the datasets, not prior knowledge. Tukey describes 
and introduces a number of graphical techniques, suggesting that 
visualisation may be an ideal method for EDA. Pousman et al. see ex-
ploratory analysis as an essential prerequisite for visual analysis:
Analytic insights come from exploratory analysis, extrapolation, 
and consist in the large or small eureka moments where a body of 
data comes into focus for a user. (2007)
While my selection of dynamic timelines originates from the field of 
journalism, we increasingly see explorative timelines appearing as 
part of, or even constituting scholarly publications.
Kindred Britain (Jenkins et al. 2013, Figure 3.12) has been developed 
by the Stanford University Libraries and visualises a detailed dataset 
of nearly “30,000 individuals – many of them iconic figures in British 
culture” (Jenkins et al. 2013). The timeline visualisation forms one of 
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three visual layouts through which the dataset can be examined  – the 
other two are based on a network visualisation and a geographic map.
Time is plotted linearly from left to right and records are represent-
ed as dots, signifying individual events, and bands for visualising the 
period of individual’s lifetimes. Zooming out of the timeline hides the 
dots, leaving only the bars; an interaction paradigm known as ‘seman-
tic zooming’ which adjusts the graphical representation based on the 
zoom level, in this case, by removing less relevant data.
figure 3.13 – The timeline 
layout of Kindred Britain 
makes use of a space-
saving layout to position 
individual bars and is 
available as a reusable 
D3 layout.
image: screenshot of http://
bl.ocks.org/emeeks/ 
3184af35f4937d878ac0  
(accessed 14.01.2016)
The vertical arrangement follows largely the temporal sequence 
of events. Bars are moved to the top where gaps would otherwise 
appear, resulting in a more condensed layout, but also in unrelated 
events appearing on the same row. Similar layouts are often used in 
both analogue and digital timelines in order to arrive at a more space-
saving display than a Gantt-like timeline. Elijah Meeks later released 
the timeline component of Kindred Britain as a standalone D3 layout10 
(Figure 3.13) and it quickly attracted the attention – and prompt rejec-
tion – of fellow developer Ethan Jewett, who works on the Palladio pro-
ject.11 His critique was that the algorithm reacts with drastic changes 
in the layout even when the data only changes minimally, making 
him go back to “a sort of ‘step’ layout” – a Gantt-like chart.12
Despite my reservations about the Gantt-layout, we see how a prag-
matic space-saving layout may be even more problematic for scholarly 
analysis. In a Gantt-like layout the vertical position of an item is de-
termined by the ones that precede it; a behaviour that is transparent 
and predictable. Space-saving algorithms are influenced by numerous 
factors, such as the temporal distribution of all events in the dataset, 
the graphical space available and the inner workings of the layout 
algorithm: factors that are unpredictable and opaque, not exactly the 
hallmarks of a scholarly research tool.
10 see the glossary entry 
on page 339 for more 
information on D3.
11 i will discuss Palladio in 
the next section.
12 The conversation took 
place on Twitter and is 
archived here: https://
storify.com/fkraeutli/d3-
layout-timeline/ 
(accessed 08.02.2016)
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In the Kindred Britain visualisation, only 74 events are visible at 
any one time, allowing only a tiny fraction of the entire dataset to be 
examined on the timeline. It is very likely that a low number of re-
cords is visualised partly for performance reasons, partly because the 
focus of the visualisation is in the comparison of only a few individu-
als. Why we are presented exactly with this number of records and on 
which basis they are chosen remains undisclosed.
If we do select one or two individuals for comparison, the timeline 
gains vertical bars that denote family relations between individu-
als through marriage or birth. We are in fact presented with a hybrid 
visualisation that represents both temporal and hierarchical network 
data. Unlike the network view that connects events through thin lines, 
the timeline uses bars of the same width as the events to indicate rela-
tionships. This graphical equivalence between events and connections 
is rather unusual when compared to similar examples that visualise 
hierarchical network data on a single time axis (Card et al. 2006; André 
et al. 2007; McClure 2014; Müller et al. 2015).
The exploratory timeline allows for insights which were not all 
anticipated by the designer of the visualisation:
Kindred Britain is also not about supplying definitive answers. 
Instead, on a broad foundation of historical fact, it deploys modern 
computational methods to suggest possibilities, metaphors, ideas 
about Britain, about its subjects and its culture. (Jenkins 2013)
Exploratory features do not rule out the presence of narrative ele-
ments. Kindred Britain contains suggestions for comparisons, as well 
as a number of essays. Periscopic’s timeline visualisation U.S. Gun 
Deaths (Periscopic 2013, Figure 3.14), a different example of an explora-
tory timeline, begins with a text-based narration explaining how an 
individual person killed by a gun in the US is represented as an arc 
on the timeline, slowly building up the entire visualisation of all gun 
deaths in a particular year. Detailed filtering options then enable a 
viewer to dissect the dataset and make comparisons. This is in line 
with an observation made by Boonstra et al.:
The difference between explorative visual data analysis and visual 
presentation is small, however. Similar tools can be used in both 
ways: if a special technique allows researchers to explore and in-
terpret their data well, it will serve as a means to present their data 
efficiently as well. (2004, p.73)
At first sight, this visualisation uses a familiar timeline format, with 
events being plotted on a horizontal time axis running from left to 
right, except for the arcs that extend above it. Looking at the tem-
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poral description of individual records, we notice that each record is 
mapped using three temporal descriptions: the year of birth, the year 
of death, and the hypothetical year of death if the individual had died 
of natural causes. To make comparisons easier, the data is normalised 
and arranged by age.
Unfortunately, the arc rendering of the events and the over-plotting 
caused by the relatively large number of records visualised (ca. 10,000) 
turns out to be uninformative. As an alternative view to the timeline 
display, the data may also be visualised as a set of two histograms rep-
resenting the distribution of the actual and potential lifespans of the 
victims. In this quantitative view we can often spot patterns which 
the arc-layout tends to hide. For example, white southwestern victims 
account for 14% of the deaths, which corresponds to the graphical 
proportion of the histogram above the timeline. In the timeline view 
however, the top set of arcs only looks slightly smaller than the bot-
tom one. We also fail to spot temporal patterns in the timeline visu-
alisation that are apparent in the histogram, such as the extent and 
ages of peaks. Representing a large number of items individually on a 
timeline in a meaningful way is a challenge which we will see recur.
Exploratory timelines that are built around specifically curated 
datasets allow for the inclusion of rich background information, sto-
ries and customised interactive features. Kindred Britain makes full 
use of this by turning to visualisation as a way to convey the complex-
ity of the data. It does represent a humanities research output – the 
‘traditional’ scholarly work has been done by Nicholas Jenkins, ac-
cumulating the genealogical data on the represented individuals. But 
instead of capturing the knowledge he gained in a paper or a book, he 
collaborated with developers Elijah Meeks, Karl Grossner and Scott 
Murray to create an interactive visualisation that allows others to 
make sense of the data.
Both examples show how an exploratory timeline may enable 
different perspectives on a dataset and allow various narratives to 
unfold. They also show how a single dataset allows for various insights, 
merely by manipulating it using a custom interface. This is maybe one 
of the most powerful abilities of visualisation – to facilitate interpre-
tation – but it also makes evident the need for transparency in the 
visualisation process.
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figure 3.14 – Periscopic’s visualisation U.s. Gun Deaths 
draws each killed individual as an arc. summative pat-
terns become hard to discriminate, which is probably 
why the visualisation includes an additional histogram 
view. 
image: screenshots of http://guns.periscopic.com/ (ac-
cessed 14.01.2016)
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Open timelines should allow for custom datasets to be visualised and 
explored so that the visualisation can truly serve as a research tool. 
Such software is crucial for scholarly research in Digital Humanities 
as only when both the tools and the examined datasets are open, can 
we produce reliable and verifiable insights. As Borgman writes:
Until analytical tools and services are more sophisticated, robust, 
transparent, and easy to use […], it will be difficult to attract a broad 
base of interest within the humanities community. (2009 §5)
Open timelines, on the spectrum that I employ here, satisfy all pre-
requisites of static, dynamic and exploratory timelines, with the most 
important addition of added transparency and reusability.
figure 3.15 – Continu-
um visualises a single 
dataset in a split-view 
timeline, facilitating com-
parisons over arbitrary 
timeframes.
image: andré, wilson,  
Russell, et al. 2007
Once again, my selection of projects here is not exhaustive; there 
are timeline tools I will not discuss that would qualify as open, nota-
bly vis.js or Timeline, both open source timelines that support various 
modes of browsing and searching, but are clearly designed for present-
ing, rather than analysing data.13 The timelines I do discuss here all 
have been designed for the purpose of doing research.
Continuum (André, Wilson & schraefel 2007; André, Wilson, Russell, 
et al. 2007, Figure 3.15) is an exceptional timeline tool, not only with 
regards to the thinking and features it implements, but also in the 
context of the present selection of tools. Unlike the other examples I 
discuss, Continuum is not and has never been released. Strictly speak-
ing, it therefore should not be included here, but it would be a gross 
omission not to discuss it and I will refer to this particular timeline 
tool later on when I present my own prototype implementations.
Continuum was developed as a response to the lack of sophisticated 
and reusable timeline visualisations for data analysis and is conceived 
as a timeline “for hierarchies, relationships and scale” (André, Wilson, 
13 see the list of digital 
timelines in appendix C 
on page 270.
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Russell, et al. 2007) – responding specifically to the challenge of visual-
ising large datasets. This is facilitated through a diagram that includes 
summative histogram views of data within a conventional timeline 
format. Relationships between individual events can be identified 
through lines that connect matching entities. This is possible even 
over a large timeframe as the visualisation implements two separate 
views of a single timeline, omitting an arbitrary timeframe in be-
tween.
figure 3.16 – Tate’s artwork 
data visualised in Time-
flow, a reusable timeline 
tool intended for journal-
istic use.
A comparative study between Continuum and the SIMILE timeline, 
which I discuss below, verified the claimed advantage as a visualisa-
tion tool to analyse large cultural datasets (André, Wilson & schraefel 
2007) – a movie database containing 11,000 records. Despite plans of 
releasing the tool into the public domain, development of the tool ap-
pears to have ceased and it has never been made available.
This makes TimeFlow (Viégas et al. 2010, Figure 3.16) one of the 
few publicly available visualisation tools which is dedicated purely to 
visual analysis of arbitrary data on a timeline. TimeFlow was devel-
oped as a “visualisation tool for analysing temporal data” aimed at 
data journalists. Other data visualisation suites and libraries14 put a 
stronger emphasis on non-temporal and quantitative data and most 
tools dedicated to temporal data tend towards a narrative, rather than 
analytic use.
14 for example ibm’s many-
Eyes (ibm 2007) or  
Tableau (n.d.).
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The open source Java application accepts datasets in the tabular 
CSV format via an import screen that automatically assigns one of five 
types to each field (Number, Date/Time, Text, List or URL). After im-
port, the data is visualised along a horizontal time axis using a “loose” 
layout where “the vertical location of data points is flexible” (Flowing-
Media 2010b). Other supported layouts include a “diagonal” arrange-
ment, which uses sequence of events to determine vertical positioning 
– starting back at the top when records would fall out of view at the 
bottom – and “graph”, essentially an aggregated histogram view.figure 3.17 – an example 
of the simile Timeline, 
demonstrating all pos-
sible event descriptions 
and representations.
image: screenshot of http://
www.simile-widgets.org/
timeline/examples/test_ex-
ample/test.html  
(accessed 17.10.2014)
 It is 
possible to group events on horizontal bands and assign colours ac-
cording to a chosen (text or date) field, as well as map a numeric value 
to the size of the dot used to represent individual events.
There is no forced limitation on the size of the datasets that may be 
visualised, but the authors state that a considerable decrease in perfor-
mance is to be expected with datasets of more than 20,000 rows (Flow-
ingMedia 2010a). While performance did suffer a bit, I had no trouble 
importing a dataset of almost 70,000 records. Nevertheless, the time-
line layouts did no longer prove to be informative when more than a 
few hundred records were in view. As the display becomes cluttered it 
is very difficult to distinguish individual events and overall patterns 
that might be present in the dataset are no longer visible.
SIMILE Timeline (Huynh 2009, Figure 3.17) is arguably one of the 
timeline tools with the largest user base, partly also because of its 
integration in other scholarly projects, such as Neatline (Nowviskie 
et al. 2012; Nowviskie et al. 2013). SIMILE was a project that ran at the 
MIT from 2003 until 2011 and aimed to develop reusable interactive 
tools for the presentation and exploration of digital assets. The tools 
have since been released and are partly developed further as SIMILE 
Widgets, a collection of open source web based data visualisation tools. 
SIMILE Timeline’s basic layout is a horizontally scrolling timeline 
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populated 
figure 3.18 – Palladio al-
lows users to explore 
arbitrary datasets – here, 
artist data from the Tate. 
Time-based visualisa-
tions form part of two of 
the three available filters.
image: screenshot of http://
palladio.designhumanities.
org/ (accessed 20.08.2015)
either by reading an XML file or by dynamically loading 
events in the JSON format. This architecture allows the timeline to be 
manually curated, as well as potentially being generated through an 
existing dataset.
The designers have dedicated a remarkable level of consideration 
to the kind of temporal descriptions the timeline is able to visualise. 
In contrast to other timelines, which only support singular events and 
periods, it is possible to include elements of uncertainty by specifying 
a latest start or earliest end date to events. The appearance of indi-
vidual events can be further customised and additional information 
about events can be revealed by clicking on them. In its later versions 
the tool also allows basic filtering and highlighting based on entered 
search terms.
Another unique feature is the ability to inflect the time axis by 
defining periods with a different temporal granularity than the rest 
of the visualisation. “Hotzones” (SIMILE 2009) are intended to locally 
zoom in on busy time periods, where events that closely follow each 
other can otherwise not be discriminated. These distortions have to be 
predefined and cannot be changed interactively by a user of the time-
line. Like most timelines, SIMILE Timeline is primarily intended as a 
means for telling an authored story, rather than exploring unstruc-
tured and potentially large datasets.
The last project I’d like to discuss within this section is Palladio 
(Figure 3.18) by Stanford’s Humanities+Design Lab (2014), an applica-
tion dedicated to visual analysis of datasets for humanities research-
ers. Palladio’s origins lie in a research project on the Republic of 
Letters (Chang et al. 2009), which included an exploratory visualisa-
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tion tool. The working figure 3.19 – Palladio’s 
Timespan filter can 
be coerced to show 
temporal relationships. 
However, the fixed scale 
of the time axis causes 
problems with unevenly 
distributed data.
image: screenshot of http://
palladio.designhumanities.
org/ (accessed 28.01.2016)
principles and the insights gained through the 
development of this tool have been repurposed and made reusable.
Palladio is not primarily a timeline visualisation tool – its focus 
is clearly on network and geographical visualisations. In fact, two 
dedicated timeline views (titled ‘Time’ and ‘Duration’ – see Figure 3.20) 
that appeared in a late beta version (Stanford Humanities + Design 
Lab 2015a) were removed at the release of the final version only a few 
months later (Stanford Humanities + Design Lab 2015b) – for undis-
closed reasons.
Temporal visualisations have remained in the tool not in the shape 
of dedicated views, but as interfaces for filtering datasets. The “Time-
line” filter generates an aggregated histogram view, which can be 
grouped by any of the available fields. A conventional timeline visuali-
sation with events represented individually as horizontal lines hides 
behind the “Timespan” filter. Clicking and dragging anywhere inside 
these filter views creates a brush, which allows the datasets to be fil-
tered dynamically based on the chosen timeframe.15
Both temporal filters employ timeline representations established 
by Priestley,16 but in earlier releases of the software we can see how 
the creators experimented with different ways of visualising tempo-
ral events. The timespan filter offers an alternative layout formed of 
two parallel time axes with events plotted as connections from their 
beginning dates at the top to their end dates on the bottom axis. This 
layout was, for a short time, also available as a dedicated view to ana-
lyse the dataset.
A similar layout has been used, for example by Thudt et al. (2012) 
to explore patterns between the publishing dates of books and their 
fictional time periods. In Palladio, however, the upper and lower time 
axis are fixed and synchronised – the time axes can not be scaled or 
shifted – which makes comparisons across larger timeframes difficult.
It might indicate a bias which originates from Palladio’s ancestor 
project that was built around a dataset concerned with individual’s 
lifespans over a common timeframe. Figure 3.19 is a screenshot of the 
TimeSpan filter in Palladio set up with one of the datasets I will visu-
alise later on – the works of Benjamin Britten. The dataset contains 
15 a ‘brush’ is an interac-
tion paradigm where 
users select a subset of 
values on a numerical 
axis by defining an upper 
and lower bound – for 
example beginning and 
end dates. The selection 
then may be dragged 
along the axis, resulting 
in different portions of 
the dataset gradually ap-
pearing and disappear-
ing – this process is also 
called ‘brushing’.
16 Events represented as 
lines and arranged on 
a horizontal arithmetic 
time axis.
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works with their year of composition as well as associated writers and 
their birth year. Visualising both dates in Palladios TimeSpan filter 
scales the entire diagram to the larger timeframe of the writers, losing 
all detail in the smaller timeframe that the works occupy.
This raises the question of how far a timeline visualisation can be 
truly reusable as it is impossible to anticipate every possible use and 
dataset. It is a question we may not be able to answer, as every imple-
mentation exposes new limitations. However, by opening up visualisa-
tion tools and making them generalisable, as the creators of Palladio 
have done, we can not only get closer to such tools, but also learn more 
about the biases we might unknowingly impose by expecting a certain 
kind of datasets and by asking certain questions.
figure 3.20 – in version 0.9 Palladio introduced two 
time-based views “Time” (pictured here) and  
“Duration”, which have been removed again from the 
final version.
image: screenshot of http://palladio.designhumanities.org/ 
(accessed 28.01.2015)
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Before I summarise the main findings of this project review, I briefly 
summarise how the different branches of my criteria tree have medi-
ated my appraisal of the discussed examples and reflect on the impli-
cations of my employed spectrum on the definition of a timeline as a 
visual analytics tool.
Findings led by Criteria
The “Data Acquisition and Curation” branch caused me to focus on the 
‘expectations’ that a visualisation format may have towards the data-
set it visualises. Visualisations that accept custom datasets often only 
support a very limited set of fields, while examples that are tied to a 
single dataset suggest that there are many more attributes that might 
be useful to visualise on a timeline – especially with regards to tempo-
ral descriptions as I will outline below. How might a timeline tool be 
able to make use of all temporal dimensions of a dataset?
The criteria under “Representation of Dataset” and “Representa-
tion of Records” delivered the most useful observations, resulting in 
the focus issues described below. Distinguishing between how records 
are represented individually and how they form an overall representa-
tion of the dataset, revealed how many timeline visualisations exhibit 
problems with the latter. Even when great attention is given to the 
graphical rendering of individual records, as for example in SIMILE, 
patterns across several records are often unreadable.
Looking at the examples in terms of “Interaction” has revealed is-
sues that are more relevant for individual implementations than for 
the class of timelines as a whole. Most timelines are able to provide 
“details on demand” (Shneiderman 1996). Only few, however, offered 
the ability to operate on several records, indicating again a lack of 
focus on the totality of visualised events.
In terms of their “Technology and Platform”, most digital visuali-
sation represented the prevalent state of the art at the time of their 
creation. Currently, web-based applications or libraries have replaced 
earlier Java-based standalone software. A development which is ben-
eficial for scholarly research, when it leads to software that is based on 
open standards and/or open source practices.
Findings led by spectrum
I have already indicated that I do not mean to suggest that the fitness 
of a digital timeline tool for scholarly research and visual analysis au-
tomatically follows from the presence of certain interactive features. 
Still, I would like to highlight some of the technical aspects I have 
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used to distinguish between static, dynamic, explorative and open 
visualisations on my spectrum which, after reviewing the examples, I 
think do make a difference.
Static timelines may be created without any coding experience, 
but that does not make them necessarily an easier format, as it means 
having to include all data in one display and deciding on one way of 
representing a dataset. Dynamic timelines on the other hand may 
offer different views on a dataset, each highlighting certain aspects. 
Besides enabling different insights, alternative views may reveal and 
emphasise that some patterns that are visible in a visualisation may 
be a side-effect of a particular layout, scaling or graphical representa-
tion.
Even limited interactive features may significantly improve the 
value of a timeline as a research tool by offering secondary informa-
tion on demand and by providing links between the graphical repre-
sentation of data and its original source. Ensuring that the underlying 
data remains accessible is a key issue in data visualisation (Kasik et al. 
2009) as well as in the wider context of Digital Humanities (Flanders 
& Muñoz 2011). The timelines I have presented as dynamic support this 
kind of “details on demand” (Shneiderman 1996) and source linkage.
Individual records may be interrogated as such, but what dynamic 
timelines fail to offer is a way of asking questions about the dataset in 
its entirety or about larger groups of records. In exploratory timelines 
these features include the option to colour records based on specified 
field values – as in Kindred Britain (Jenkins et al. 2013) – or the ability 
to select and compare data that fits certain criteria against the re-
maining dataset – as in U.S. Gun deaths (Periscopic 2013).
Open timelines offer in terms of interactive features not much 
more than exploratory. Arguably, they may often even be less sophis-
ticated as they cannot take advantage of certain fields that may or 
may not be present in any particular dataset. They do however feature 
mechanisms and interface elements required for importing data and 
assigning fields to graphical dimensions of the visualisation. These 
make a crucial difference, especially with regards to temporal data. In 
an open timeline we have to tell the visualisation which field contains 
the data that governs the position of its graphical representation on 
the time axis. This leaves us with the option to use a different field 
than the authors of a tool might have anticipated; for example, to visu-
alise objects by acquisition or cataloguing date, rather than production 
date. Palladio requires two dates to be selected, expecting that these 
will represent beginning and end dates of a single event, yet we can 
also choose dates with no apparent relationship and use the visualisa-
tion to examine if we can discover one. When a visualisation functions 
as a tool, it can not only be used, it may also be productively misused.
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This review of timeline visualisations has offered a snapshot of the 
diversity of implementations available and their various (interactive) 
features, which may support a use for visual analytics. It has also un-
covered a range of embedded assumptions in the design of timelines 
and how events should be represented on them, along with the poten-
tially counterproductive effects of adopting particular graphic layouts 
due to their ease of computational implementation or space-saving 
properties.
The main challenge that emerged from my previous studies of the 
literature is the difficulty of accounting – within timeline visualisa-
tion tools – for the uncertainties, biases and subjectivities that are em-
bedded within digital collections as a whole and in date descriptions 
specifically. Through my examination of implementations of digital 
timelines and visual analytic tools, I have further refined my analysis 
and identified practical challenges which will guide my prototype-led 
explorations. These issues concern the analysis of large scale datasets, 
the algorithmic generation of appropriate timeline layouts, and the 
modelling and representation of temporal descriptions in cultural 
datasets.
scale
Perhaps the most far-reaching consequence of digital technology in 
the humanities context is an unprecedented increase in the size of 
collections that historians, archivists and archeologists are able to 
process:
When digital technologies allow for the storage and analysis of 
millions of books, billions of tweets, and hundreds of billions of 
interactions, the ways in which we can query and comprehend the 
cultural record explodes. […] we will have to design and employ new 
tools to thoughtfully and meaningfully sift through, analyze, visu-
alize, map, and evaluate the deluge of data and cultural material 
that the digital age has unleashed […] (Lunenfeld et al. 2012, p.38)
Challenges around visualisations of large datasets are a recurring topic 
in the data visualisation literature (Lamping & Rao 1996; Fua et al. 
1999; Keim 2001; Shneiderman 2008). None of these however focus on 
visualising large datasets on timelines. In the context of data visu-
alisation time is often treated as “just another dimension” (Kosara et 
al. 2004), neglecting the differences between time and typical scalar 
quantities, but also missing out on the opportunities that time might 
offer for visualisation.
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So far, the issue of large datasets in timelines has mainly been 
addressed in Continuum (André, Wilson, Russell, et al. 2007; André, 
Wilson & schraefel 2007), whose approach includes a histogram based 
overview timeline and limiting the number of events in view in the 
main timeline. Other timelines have implemented both strategies, 
albeit separately, and I will revisit and build on these approaches in 
my own prototypes.
Large datasets are particularly challenging for timelines. In my 
own definition I have pointed out that timelines, in contrast to other 
visualisation formats, do not need to make quantitative summaries of 
data in order to visually represent it. Events can be studied individu-
ally and being able to examine the temporal position, succession and 
relationship of single events is one of the main benefits of graphical 
timelines.
However maintaining individual representations of events creates 
problems when large numbers have to be visualised in a small amount 
of graphical space: a common problem of the timeline visualisations 
that I have reviewed here is their inability to handle large datasets 
elegantly, resulting in cluttered and unreadable displays.
The challenge is therefore to either develop a suitable layout that 
maintains readability of individual events or to find a suitable way of 
summarising events on a timeline – which could be a histogram or a 
novel diagram format.
layout
The issue of large datasets is intrinsically linked to the challenges 
around timeline layouts. In the digital realm, timelines are often 
understood literally as lines. Time is not only treated as a one-dimen-
sional mathematical space but also represented as such graphically, as 
is visible in the timelines by the NYT as well as the work by Periscopic. 
This circumvents a problem I have hinted at in my discussion of Ac-
curat’s Empires timeline: the significance of the orthogonal graphical 
dimension.
Bruyère (1750a) underlines how every point in his chart carries sig-
nificance due to the respective mapping of geographical and temporal 
dimensions to the horizontal and vertical axes of the graphical space. 
The Guardian timeline similarly uses the non-temporal axis to indi-
cate the geographical region of an event.17 In these examples, the posi-
tion of a record map on to a field value. This, however is not always the 
case in graphical timelines that visualise records on more than one 
graphical dimension – timeline layouts often are non-deterministic.
A scatter plot is a deterministic visualisation layout – the position of 
every graphical representation of a record forms an arithmetic rela-
17 in contrast to bruyère’s 
chart, the order of re-
gions in the Guardian 
timeline bears no rela-
tionship to their geo-
graphic locations.
127Digital Timeline (Tools) Focus Issues
tionship with the data being visualised. In non-deterministic layouts, 
there can be many factors that influence the position of a mark, such 
as the content and structure of the dataset, the size of the visualisa-
tion, the chosen layout algorithms as well as randomness.18
For network visualisations, a number of different and clearly 
defined deterministic and non-deterministic layouts exist and their 
effects and merits are widely discussed (Fruchterman & Reingold 1991; 
Golbeck & Mutton 2006; Martin et al. 2011; Krzywinski et al. 2012). As 
Krzywinski et al. write:
Network layouts are difficult to predict and interpret because their 
creation is in part, driven by an aesthetic heuristic that can influ-
ence how specific structures are rendered. (2012, p.2)
In addition, the same layout can produce significantly different visu-
alisations even when the dataset has only been changed slightly:
Most algorithms are sensitive to small changes in the network and 
create perceptually nonuniform layouts, where differences vary out 
of proportion to changes in the network. (Krzywinski et al. 2012, p.2)
Although timeline visualisations face very similar challenges, these 
are generally not discussed and the issue of timeline layouts are not 
addressed outside very specific implementations.
The mechanisms used to generate the visual layout of a timeline 
affect not only the position of individual records, but the overall 
visual appearance and our likelihood of spotting patterns and con-
nections among items that appear close together. When the arrange-
ment of items on the non-temporal axis is arbitrary or undisclosed, 
the relevance of the position and distance between items on that axis 
becomes meaningless and overall patterns may be misinterpreted.
Priestley exploited this flexibility in arrangements that the time-
line affords by “placing those persons the nearest together who had 
the most connections, and whom I thought it would be most amus-
ing to compare together” (Priestley 1764, p.19). He could rely on his 
individual judgement to do so, which digital timelines that are gener-
ated through software are unable to do. We therefore need to develop 
timeline layouts that can be generated automatically and are readable, 
comprehensible, and robust against changes in the dataset or display 
size.
Temporal Descriptions
At first sight it appears as if we are mainly faced with two kinds of 
temporal descriptions in digital timelines: single events and time pe-
riods. Single events are defined by a unique date and tend to be graphi-
18 in the digital context  
random effects will 
almost always be 
‘pseudo-random’; there 
can be no true random-
ness generated by a 
computer. as John von 
Neumann famously 
wrote: “any one who 
considers arithmetical 
methods of produc-
ing random digits is, of 
course, in a state of sin” 
(1951). He did however 
not argue against 
pseudo-randomness 
per se – it is essential 
for many applications 
and in the context of 
visualisation it is used, 
for example, in some 
network layout algo-
rithms. Neumann merely 
warned against confus-
ing pseudo-randomness 
with true randomness.
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cally represented as dots (Huynh 2009; Viégas et al. 2010; Delvisicio et 
al. 2013; Jenkins et al. 2013; Andrews & Parlapiano 2014), dashes (Be-
lopotosky et al. 2011), or icons (Blight et al. 2012). Periods on the other 
hand consist of two dates, beginning and end dates and are rendered 
as bands (Huynh 2009; Lee 2011; Beltramin et al. 2012; Jenkins et al. 
2013; Stanford Humanities + Design Lab 2014).
Only a few examples make use of different event formats. US Gun 
Deaths (Periscopic 2013) maps three dates per event – birth, actual 
death and hypothetical death. Accurat’s (Beltramin et al. 2012) and 
Lee’s (2011) timeline visualise empires as periods with beginnings and 
ends, as well as an additional third date representing the date of maxi-
mum expansion. SIMILE timeline even supports four dates per event 
(period), equivalent to the quadruple proposed by Kauppinen et al. 
(2010) for describing imprecise temporal information in cultural herit-
age data: earliest start, latest start, earliest end and latest end. SIMILE 
however only uses these description for the graphical rendering; they 
remain inaccessible when interacting with the visualisation. In Lee’s 
interactive timeline we are, to a certain extent, able to pick the date 
that determines the spatial arrangement, allowing for comparisons in 
sequence, total duration and durations before and after peak date.
The presented examples employ multiple date descriptions ei-
ther to express uncertainty or to provide secondary information. I 
am interested in exploring both types of date multiplicities. Digital 
timelines predominantly treat events as singular occurrences in time, 
ignoring the uncertainties and multiplicities in dating that might be 
associated with real events. Born-digital data reinforces this practice 
by carrying a unique timestamp marking its creation. Historically, 
temporal diagrams have not only been used to analyse and understand 
the ‘actual’ chronology of events, but also to examine and compare the 
variety of possible accounts of chronology – for example Lenglet du 
Fresnoy’s Tables Chronologiques discussed in Boyd Davis (2015b).
Cultural data such as digital collections, and any other authored 
datasets, may have a multitude of known and unknown relevant dates 
which would lend themselves to be explored through visualisation. 
The question is, how can a timeline make use of different temporal 
descriptions? What kind of insights could be enabled by timeline visu-
alisations that do so?
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“By giving people access to the collection, 
you give them the ability to ask questions 
of the museums’ work that we inside these 
museums might never think to ask.”  
(Rodley 2014)
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4 Prototypes
Building on the theoretical and methodological groundwork estab-
lished in the previous chapters, I here present how I respond to the 
specified focus issues through making and evaluating prototype visu-
alisations. They lead me to refine the challenges and finally derive a 
set of principles for the design of timeline visualisation tools for visual 
analysis of digital collections.
The prototypes were evaluated primarily through critical reflection 
and discussion with expert users. In cases where I published initial 
results online, comments from other scholars in the form of peer cri-
tique further helped me in evaluating my prototypes.
Prototype 6 (P6) is evaluated through a controlled user study – see 
page 155. Initially I expected this to be the preferred method to ulti-
mately evaluate my research output. However I found that this meth-
od did not perform as expected in answering my research questions. 
The discussion of P6 includes a summary of the user testing procedure 
and my reasons for refraining from further controlled user studies.
The practical work I discuss here developed alongside the theoreti-
cal enquiries that I presented earlier. Making, in the form of sketches 
on paper as well as with code, studies of different forms of visuals, 
interaction paradigms and algorithms up to the design of fully fledged 
visualisation tools took place throughout the course of my research.
In retrospect, I can identify three stages in my process. My very 
first experiments were driven by a ‘scientific’ enquiry into specified 
research questions through prototypes that modelled and addressed 
isolated problems. From there I soon progressed to a more data-driven 
approach, working closely with existing cultural collections. Finally, 
collaborating with experts in museums, archives and libraries, ena-
bled me to gain a better understanding of how timeline visualisations 
are able to address the experts’ specific research questions along with 
how they translate to knowledge production in the context of digital 
collections more broadly.
Here I will discuss eight prototype iterations that each address 
some or all of the focus issues by implementing candidate solutions 
and build on each other by following leads that arose in previous 
prototype iterations. Each presentation of a prototype is followed by a 
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discussion of the insights that it enabled and an appraisal of the suc-
cessful elements that are developed further, as well as their drawbacks 
and failures that are to be tackled or avoided.
Focus Issue
scale Visualising large cultural datasets on a timeline
layout A timeline-format that generates a comprehensible 
and honest representation of a dataset
Temporal  
Descriptions
Making use of alternative temporal descriptions in 
collections data
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Prototype 1 – Metaballs
Problem statement
Issue  - Scale
Proposed  
solution
 - Horizontal (temporal) clustering through Metaball 
metaphor
 - Vertical distribution by dominant category
Dataset  - Generated
 - Geffrye
Evaluation  - Casual user testing
 - Critical	reflection
Process
My awareness of the challenges posed by timeline visualisations 
for large datasets initially led me to focus on clustering algorithms. 
Clustering techniques are used in data analysis to identify groups of 
records that share a similarity based on set parameters. When ap-
plied to visualisation, clustering may be used to summarise several 
records with one graphical representation in order to minimise the 
number of elements drawn on the screen, hence reducing complexity 
and improving readability in visualisations of large datasets. Cluster-
ing algorithms have been developed for timelines of photo collections 
(Huynh et al. 2005) and documents more broadly (Alonso et al. 2009). 
Some scholars (Goldstein & Roth 1994; Chuah 1998; Fredrikson et al. 
1999; Tang & Shneiderman 2001) prefer to speak of ‘aggregation’ in 
order to discriminate between the visual effect of records accidentally 
clustering together due to their proximity in a visualisation and the 
computational method of intentionally summarising groups of data 
into a single representation. The term aggregation however is simi-
larly ambiguous in the data visualisation context due to its relation to 
data retrieval, but I will use both terms to refer to the deliberate visual 
summarising of data representations.
I developed a time-based clustering method built around the 
principle of two-dimensional Metaballs (Blinn 1982). Metaballs are a 
mathematical technique for producing circular shapes with droplet-
like behaviour; entities that are in close proximity of each other merge 
into a larger shapes, which makes it a useful concept for visual clus-
tering and has already been applied to a variety of datasets (Rilling & 
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Mudur 2002; Müller et figure 4.1 – Grouping of 
contiguous event using 
a metaball algorithm on 
random data.
al. 2007). Admittedly, my decision of adopting 
this principle was not a purely rational choice. Rather it was heav-
ily influenced by an example script I used to get acquainted with the 
JavaScript drawing framework Paper.js (Lehni & Puckey 2011); such 
accidental influences are perhaps typical of a research project that fol-
lows an applied, rather than an idealised model.
After a few iterations of tryout visualisations (Figure 4.1), the 
concept resulted in a prototype application which allowed users to 
explore the collection of the Geffrye Museum1 based on given search 
terms (Figure 4.2). Two clustering methods are at play in this pro-
totype. The Metaball clustering summarises records that are close 
in time by production date on a horizontal time axis according to a 
threshold, which the user may adjust via a slider. A second clustering 
method organises the presented records according to their dominant 
categories and arranges them by category vertically, starting with the 
category that contains the most items.
I abandoned the Metaball concept after this prototype because the 
resulting visualisation did not have the desired effect when applied to 
this particular cultural collection. In my model tryouts I used random-
ly generated data with a relatively even distribution throughout time. 
The Geffrye collection – and most other collections I have worked with 
so far – display an uneven temporal distribution.2 Geffrye’s dataset 
causes my prototype to overly exaggerate the data in more recent time 
periods, while earlier items are hardly visible.
The same would probably happen with any dataset of historic 
events and it is the consequence of adhering to a strictly linear time 
scale. The left-most part of Barbeau-Dubourg’s 16.5 metre long chron-
ography are almost empty, with the right end of it crammed full of 
data (Boyd Davis 2016b).
1 see the complete list of 
datasets i used in appen-
dix b on page 263.
2 with regards to the 
production dates of their 
items and their acquisi-
tion dates.
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figure 4.2 – a prototype 
application, based on 
the Geffrye museum’s 
collection, combining 
time-based metaball 
grouping and content-
based clustering.
Insights
dynamic Aggregations
The metaphor of drops of liquid combining and separating made the 
process of clustering transparent and comprehensible, besides produc-
ing a pleasing visual effect – according to casual user trials. In addi-
tion, the process worked seamlessly, allowing me to move between 
representing records individually and as parts of progressively larger 
clusters. Shneiderman (2008) calls these two ways of looking at a 
dataset ‘atomic’ views and ‘aggregations’. He specifically recommends 
including both as separate views in visualisation tools for large data-
sets in order to be able to examine datasets as a whole in the aggre-
gated view and smaller selections in atomic views. TimeFlow (Viégas 
et al. 2010) applies this technique in a timeline by using a histogram in 
the overview timeline when datasets exceed a certain size (Figure 4.3). 
Continuum (André, Wilson, Russell, et al. 2007) follows a similar ap-
proach, while the widely used SIMILE Timeline (Huynh 2009) does im-
plement two separate views for overview and detail, but uses atomic 
representations for both.
 What I found intriguing in my prototype is the ability to use the 
same visual paradigm for both atomic and aggregated views, in a sin-
gle display, including the ability to seamlessly transition between the 
two. The ‘liquid’ metaphor could aid in understanding how the aggre-
gated view is constructed. Histograms on the other hand may be less 
readable for unaccustomed users. Such a proposition would however 
have to be verified.
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figure 4.3 – The overview 
timeline in Timeflow  
automatically switches 
from an atomic (left) to 
an aggregated (right) 
representation when 
datasets exceed a cer-
tain size.
Automated Curating
My prototype automatically assigns a category for every record. In this 
specific case, it is chosen from the website keywords curators have 
assigned to individual records. A single record may have several key-
words, which is why the prototype implementation gives preference 
to the one that is most frequently present in all the records currently 
displayed. Searching for ‘wood’ results in most records being assigned 
the ‘seating’ category, causing it to occupy the top row in the visuali-
sation, followed by the remaining categories in decreasing order of 
frequency. This enables a user to get an impression of the thematic 
distribution of a selection along with the possibility to spot patterns. 
We can see how ‘seating’ is present across the entire timespan of the 
collection, while ‘electric lighting’ evidently only comes into place to-
wards the end of the 19th century. This, or a similar form of ‘automated 
curation’ could potentially be very useful.
On the other hand, it could also put a damaging emphasis on domi-
nant themes, causing records in less popular categories to disappear 
from sight. The ‘long tail’ of a collection may inadvertently get sup-
pressed. One also needs to scrutinise the basis of automated curation. 
Website keywords, as I have used here, may not be the most unbiased 
of all possible criteria. A curator may have a lot of time and dedication 
drafting keywords for one item, while others may be neglected.
Presenting a pre-conditioned display may or may not be desirable 
for the user. It could appear patronising; users may not be interested 
in seating at all, for example, yet it gets imposed on them. On the other 
hand, such a display could equally be engaging, offering a more acces-
sible entry point for users less familiar with the collection. There are 
arguments (Whitelaw 2012) as well as evidence (Gorgels 2013; Brenner 
2015) in favour of the latter view. These authors however look primarily 
at engaging external visitors of online collections and not at scholarly 
uses, which require a more ‘neutral’ display.
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Continuing
How can a timeline visualise heterogenous data without over-empha-
sising dominant patterns?
What visual paradigms allow a fluid transition between atomic and 
aggregate views within a single display?
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Prototype 2 – Temporal Projections
Problem statement
Issue  - Temporal descriptions
Proposed  
solution
 - Alternative projections of time
 - Transforming the (time)line
Dataset  - Generated
Evaluation  - Critical	reflection
Process
Looking for alternative temporal models and descriptions that a 
timeline could represent I was prompted by Zerubavel (2004), whose 
writings on sociocultural concepts of time range from illustrated 
enumerations of temporal visions and narratives that would lend 
themselves to visualisation – cyclical, tree-shaped, staccato, legato, etc. 
– to accounts of historical discontinuities introduced through dis-
crepancies between perceived, narrated and historical time, and time 
as measured by a calendar. A digital timeline could be used to explore 
such conflicts and counterintuitive correlations. There exists a body of 
work directed at visualising patient histories (Plaisant et al. 1996; Park 
& Choi 2012) or for criminal investigations (Plaisant et al. 1996), which 
includes the development of alternative visual and computational 
models of time to account for the complexities and ambiguities of nar-
rated events.
My initial prototypes follow the footsteps of these examples in 
conceiving novel temporal models to computationally represent di-
verse accounts of historical time. By considering alternative concepts 
– non-Newtonian, subjective, relational, branching etc. – my aim was 
to develop new models that allow timeline tools to exploit and exhibit 
the complications of time, and, as a result, be more rigorous and hon-
est about the temporal data they represent. I produced a number of 
diagrams which explored different visual and computational repre-
sentations of time as well as ways for navigating and manipulating 
such temporal spaces.
These include a timeline that could be coiled up, in order to exam-
ine cyclical patterns within a linear timeline (Figure 4.4), or one that 
can be folded (Figure 4.5). I experimented with the possibility of a two 
dimensional model of time (Figure 4.6) as well as branching time (Fig-
ure 4.7). Mapping ambiguous events is enabled by a diagram format 
where years are projected downwards, creating a singularity at the 
bottom edge where the time of events is unknown (Figure 4.8).
figure 4.4 – a concept 
prototype exploring the 
interaction paradigm of 
coiling up a timeline.
figure 4.5 – This con-
cept prototype allows a 
timeline to be folded at 
arbitrary times, in order 
to compress certain 
timespans and bring oth-
ers closer together.
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figure 4.6 – This interactive prototype tests the idea of 
a two-dimensional model of time in a circular projec-
tion. The innermost ring represents seconds, while 
outer rings encode coarser granularities of time.
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figure 4.7 – a tree of possible histories, grown out of 
ambiguities of time.
figure 4.8 – Years project into neighbouring years and 
produce overlapping spaces of uncertain time frames.
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Insights
I initially distanced myself consciously from specific datasets in order 
to explore the topic more freely. However my endeavours towards 
unconventional and possibly more human notions of time translated 
poorly to the application in real digital collections. Existing datasets 
are incompatible with my proposed alternative temporal approaches. 
Relations, explicit levels of confidence, source identifications, alterna-
tives – information that might have been available to a curator at the 
time of dating a cultural artefact and necessary qualifiers for support-
ing richer models of time – are all conflated into numeric date specifi-
cations.
It was crucial therefore, to move my prototyping closer to existing 
cultural collections and to look at the opportunities for alternative 
temporal representations that are commonly supported by digital col-
lections. An obvious step, perhaps, but also one that is easier said than 
done. Technically there were no obstacles in getting access to cultural 
datasets through my collaboration with System Simulation. Getting 
permission to use those datasets required the consent of their rights 
holders, which first had to be negotiated.
Continuing
What possibilities for alternative models of time are cultural datasets 
able to afford?
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Prototype 3 – drawing Uncertainties
Problem statement
Issue  - Temporal descriptions
Proposed  
solution
 - Probability density Functions
Dataset  - Generated
 - Geffrye data
Evaluation  - User conversations
 - Critical	reflection
Process
After my previous prototypes I moved my endeavours out of the ‘lab’ 
and closer to the datasets at hand. With regards to my ambitions to al-
low timelines to use different temporal descriptions, I decided to take 
a closer look at what we might be able to achieve with the date pairs 
that are used in digital collections for specifying imprecise temporal 
information.
figure 4.9 – a timeline 
visualisation of a ran-
domly generated  
dataset, consisting of 
events with varying  
certainties.
Digitally stored descriptions of time imply a certain level of preci-
sion through the need to specify discrete times or time frames and 
by having to match the granularity expected by the database.3 Date 
brackets suggest that an event has happened precisely within these 
boundaries, with equal probability. However unlikely this scenario is, 
when digital timelines map date boundaries onto precise bars and rec-
tangles, this is what the graphics imply. To represent such data more 
honestly, their purpose in defining a possible timeframe for an event 
needs to be taken seriously. A date bracket could signify an event that 
3 A date field, for example, 
may only accept a value 
for a year, even when 
more precise information 
would be available.
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has happened at some unknown precise date within the date bracket, 
it could represent an event that is inherently imprecise or it could 
express a curator’s confidence in a date description.
Based on these observations I devised a method to computationally 
model confidence levels from the date descriptions that are available 
in cultural collections. I have discussed their rationale and working 
method elsewhere (Kräutli & Boyd Davis 2013) and will only briefly 
summarise them here, focussing instead on why I later departed 
from this approach. The idea is based on translating date brackets to 
probability density functions. These functions are able to calculate a 
varying level of confidence for any period of time within and outside a 
specified date bracket, allowing visualisations to render more sophis-
ticated event representations than uniform blocks.4 The confidence is 
calculated by the integral of the function over the given period, which 
means we always need to look at a period of time rather than a point 
in time. The probability of an event having taken place at a single 
point in time is always zero, which reflects our intuition of what we 
are at all able to know about the date of historic events.
figure 4.10 – already 
minimal indication of 
confidence – standard 
error bars – can make 
a timeline visualisation 
crowded.
4 boyd Davis et al. (2013) 
have explored various 
glyphs for representing 
temporal uncertainty.
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Insights
I developed prototype implementations of my proposed approach, first 
based on model data (Figure 4.9) and later using the Geffrye dataset 
(Figure 4.10). I experimented with different visual renderings of the 
probabilistic events, but did not arrive at a fully convincing solution. 
I indicated confidence levels by changing the way events are graphi-
cally represented; adding elements such as lines to mark confidence 
intervals, or using shading or opacity to indicate that events are un-
certain. This graphical rhetoric has already been proposed by Priestley 
(1764) and reiterated by Drucker:
Edges might be permeable, lines dotted and broken, dots and points 
vary in size and scale or degree of ambiguity of placement, and so 
on. (2011b, sec.20)
On the level of an individual event, these strategies worked well and 
could be interpreted as an indication of uncertainty. In the timeline 
visualisation as a whole, they however tended to introduce a bias 
towards events that have a wider date bracket which, as a result, also 
occupy a larger area on the time axis.
What is visible as well are quantisation effects of the dating strate-
gies. Date brackets in the Geffrye dataset are not of arbitrary width, but 
are defined in regular intervals of often 10 or 25 years – a pattern which 
could be informative about dating strategies in an institution.
Perhaps the most crucial observation from attempting to model 
and render uncertainties in this manner is the danger of implying 
precision in the imprecision; suggesting that we can derive from the 
available data exactly how uncertain a specific event is. This might be 
possible with sensor data, where the imprecision of a reading can be 
measured; where the unknowns are known. Dates in cultural collec-
tions are not meter readings but human crafted inputs whose basis 
are, as far as the digital data is concerned, unknown:
You can talk about time duration with error bars […] or the number 
of decimal places of significant figures. That’s the standard uncer-
tainty expression for figures. But epochs, dates, are not durations. 
That’s why we have the problem we have, there’s no way to express 
it. (C3)
The problem of temporal uncertainty, and how it is represented in a 
visualisation, will need further consideration.
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Continuing
How to represent temporal uncertainty in an entire dataset?
How to represent uncertainty, without implied certainty?
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Prototype 4 – First Encounters with Tate
Problem statement
Issue  - Scale
 - layout
Proposed  
solution
 - Summarising records
 - Vertical distribution dependent on data density
Dataset  - Tate Artworks and Artists dataset
Evaluation  - Peer critique
 - Critical	reflection
Process
An opportunity to delve into the challenge of visualising large data-
sets on a timeline presented itself through the Tate and its digital 
catalogue, which contains data on almost 70,000 items. In an effort 
towards increasing the accessibility and use of their digital collection, 
Tate published an export of the metadata of their entire collection 
of works of art and an additional dataset with tombstone informa-
tion of 3,500 associated artists on GitHub, a platform normally used 
by programmers as a collaborative code repository. Tate followed the 
footsteps of Cooper Hewitt5 in choosing this fairly unusual publishing 
method as the “most time- and cost-effective method of releasing data 
to [the] public for now”.6
Being able to download this dataset influenced my perception of 
a digital collection. Even though I had access to exact copies of ar-
chival databases, they still made it difficult to consider a dataset as a 
single entity, as a whole. In a database, information is scattered across 
a number of tables and in order to retrieve it, one has to formulate a 
precise query. Many cultural institutions mirror this paradigm of in-
teracting with a collection online by providing search forms and APIs 
that return only a limited number of records. On GitHub, it is possible 
to download an entire digital collection as a single CSV file.
In principle, one could create a single file export from any database, 
but this is not something the database paradigm affords – in the Gib-
sonian (1977) sense. Databases afford partial access, while downloading 
a file entails that all data is contained within that file. A study con-
ducted by Harper et al. (2013) highlights how users see files as some-
thing they can own and manipulate, giving them a sense of control 
and completeness – both qualities that are useful also for analysing 
data.
5 Cooper-Hewitt published 
their dataset on GitHub 
in 2012 and was followed 
by Tate in 2013 and 
moma in 2015, among 
other institutions.
6 according to a Twit-
ter status by the (now 
former) developer at 
Tate Richard barrett-
small: https://twit-
ter.com/richbs/sta-
tus/396206787277643776 
(accessed 27.12.2015)
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figure 4.11 – all but one 
artist in Tate’s collection 
are plotted as bubbles 
and arranged by dates 
of birth on a horizontal 
timeline. The size of each 
bubble corresponds to 
the artist’s number of 
works in the collection.
Tate’s degree of popularity quickly gave rise to a range of pro-
jects. Researchers built visualisations to look at the different sizes 
of artworks (Davenport 2013), or the distribution and correlations of 
assigned topics (Drass 2013), or to map the gender gap in Tate’s art pur-
chases over time (Szpak 2013).
My own interest lied in getting a sense of the scope and temporal 
distribution of the collection as a whole, following my endeavours 
in representing large datasets on a timeline. The prototypes and 
sketches, which I documented online (Kräutli 2013), were some of the 
very first anyone ever did with the dataset – a few weeks after Tate 
published it – therefore one of my visualisations (Figure 4.11) quickly 
became a poster child for illustrating the potential of visualising the 
Tate, and collections data more broadly. It has been included in a num-
ber of articles on this topic (Simon 2013; Bailey & Pregill 2014; Rodley 
2014; Winesmith & Carey 2014). The only problem is, the diagram is 
misleading.
Bailey and Pregill describe it as
an example […] in which the collection data of the Tate Museum 
was used to parse the distribution of artworks by the birthdate of 
artists, with the size of each bubble representing the number of 
works by that artist in the collection (the vertical position is for 
visual clarity and has no statistical meaning). (2014)
What they and many other authors who wrote about the visualisa-
tion do not point out is that the visualised collection actually misses 
its most prominent artist: J.M.W. Turner. For their omission I have but 
myself to blame as I did not sufficiently indicate Turner’s absence in 
the visualisation’s caption – a reader needed to follow the reasoning in 
my writing in order to be aware of it.
My decision to remove Turner from the diagram was partly for the 
sake of its visual appearance. When I envisaged the diagram that I 
hoped would result from mapping the data to bubbles in the described 
manner, I imagined it as pictured above. Instead, what I was presented 
with was a much more monotonous representation: a single large blob 
embedded in a plane of similarly-sized dots (Figure 4.12).
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The large circle, positioned around 1800, testifies to the overshad-
owing dominance of Turner in Tate’s collection, accounting for about 
40,000 works, or more than half of the entire art collection. This obser-
vation by itself was a surprising insight the visualisation provided and 
which I later studied more thoroughly. Tate’s second most prominent 
artist in the collection, George Jones, is present with ‘only’ 1,046 works, 
or 0.015% of the collection.
figure 4.12 – works by  
J.m.w. Turner account 
for more than half of the  
Tate’s collection, over-
shadowing all other  
artists in this early version 
of the visualisation.
As my visualisation uses a linear scale to map number of works to 
circle size, the unequal distribution of artists makes it impossible to 
spot any patterns among the non-Turners; all their dots are only a few 
pixels in size. Removing the singular extreme case of Turner allows for 
a more differentiated scaling and gives the diagram more depth, ena-
bling me to see what I wanted to see; the scope and temporal distribu-
tion, although no longer of the complete collection. “In a sense he was 
blocking your view”, a curator later commented, “By taking away the 
Tate’s chief glory, you got a better idea of their collection” (C11).
Insights
My own experience with working with the Tate dataset and the re-
sponses that the work received confirm my hypothesis, that timeline 
visualisations can be an insightful tool for visualising and analysing 
collections data. Bailey and Pregill comment on my diagram:
This simple visualization would be impossible through interpre-
tation of individual collection records themselves, but open data 
combined with an interested researcher has allowed for the build-
ing of a visualization that concisely provides a high level of detail 
about characteristics of the museum’s collection that would be 
impossible without the encapsulating power of this chart. (2014)
They conclude that
Visualizing information from the perspective of collection analysis 
allows curators and collection managers to gain novel insights into 
the nature of their holdings – insights that facilitate and enhance 
supporting research uses and imagining new methods of exhibi-
tion. (2014)
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Simon (2013) takes a more critical stance in discussing Davenport’s 
(2013) and my own visual interpretation of the Tate dataset. While 
Simon is excited to see “what surprising things can be visualized and 
learned from the collections data”, she also points out that “the data is 
sufficiently flawed and idiosyncratic to yield conclusions of question-
able value” (Simon 2013). In particular, she proposes to use collections 
data to explore more “compelling” (ibid.) questions than Davenport’s 
size comparisons: issues of gender or race of artists, or which works of 
art may have been loaned out to whom.
Information on loans constitutes data that most institutions are 
unwilling or unable to make available to the public, leaving one to 
speculate what might be hiding in this kind of data. By my own expe-
rience of negotiating the use of collections datasets, the main reasons 
for not sharing (parts of) a dataset are concerns regarding copyright 
and the security of the physical collection. Loans data, for example, 
might equip a malicious individual with detailed knowledge about 
the financial value and physical location of an object. Another reason 
is the more obscure feeling of insecurity about what one might give 
away by sharing such data, not knowing what exactly it contains and 
what it could tell a researcher equipped with the right tools. An un-
fortunate and vicious cycle, when releasing data to researchers could 
dismantle such insecurities.
The other kind of questions Simon proposes may however be an-
swered by the level of detail present in the Tate dataset and in most 
other available digital collections, given suitable tools that allow all 
available fields to be used. I would be cautious however to favour – in a 
visualisation tool – one type of question over seemingly less compel-
ling ones, as even the most benign starting point may lead to surpris-
ing insights.
Simon rightly observes that “the data you have is not always the 
data you want, but you often don’t know that until you start monkey-
ing with it” (Simon 2013) and when one does so, questions might get 
answered one did not previously think. Ed Rodley, Associate Director 
of Integrated Media at Peabody Essex Museum, observes:
By giving people access to the collection, you give them the ability 
to ask questions of the museums’ work that we inside these mu-
seums might never think to ask. Florian Kräutli’s visualization of 
Tate’s collecting history was not only a new way to look at Tate, but 
also uncovered flaws in how Tate’s collection data were organized 
[…] that a collections manager or information architect could over-
look or rationalize. Putting it out in public both surfaced the issue 
and provided impetus for addressing it. (2014)
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In conclusion, producing these visualisations of the Tate dataset at 
this stage in my research resulted in a number of insights relevant for 
the progression of my research questions.
Accounting for Inconsistencies in Collections
Erasing Turner’s works from the visualisation, as drastic as this inter-
vention might seem from an art historical perspective, was essential 
for being able to study the distribution of artists in the collection 
without this extreme case. Filtering is often a necessary, if not indis-
pensable step in exploratory data analysis; progressively excavating 
new patterns and relationships in a dataset by intentional omission or 
separation. Visualisation tools need to support such filtering options.
However, my reasons for omitting Turner were not purely for 
analytical purposes. I removed his works also in order for my diagram 
to be visually more lively. I tackled the ‘problem’ by cleaning up the 
diagram, a ‘satisficing’ (Simon 1997) solution for this individual case, 
but none that would satisfy my research goals.
Instead, I have to reflect on how the diagram could be redesigned 
in order to be able to accommodate such inconsistencies likely to be 
found in other cultural datasets as well – and likely to produce valu-
able insights when visualised. Of course, it is not harmful when such 
diagrams take on a visually pleasing appearance and it is impossible 
for subjective design choices – in terms of selecting colours, fonts and 
shapes – to be completely absent in a design-led research process. 
However, visual appearances should not be the main driver.
Communicating Completeness
The version of the visualisation that was publicised is a partial view 
of Tate’s collection, but one is led to believe – when it is presented 
detached from its history – that one is actually looking at a representa-
tion of the complete collection.7 This observation is insightful in two 
respects. First, it is important to be instructive about what a visualisa-
tion displays, both in terms of the data as well as the mapping of the 
data.
Second, viewers’ expectation that a diagram is a complete represen-
tation needs to be taken into account when designing a visualisation. 
The challenge for my research here is not only to accommodate for 
large datasets in my timeline visualisations, but to account for a sense 
of knowing the presence of the complete collection; designing not 
only for scale, but completeness. This issue was later also evoked by a 
user study and even for the early chronographers, being able to rep-
resent the “complete” history was a recurring ambition (Boyd Davis 
2015a).
7 when this work is dis-
cussed it is referred to as 
a visualisation of the Tate 
collection, not the Tate 
collection without Turner.
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Continuing
How can a large dataset be visualised on a timeline as a ‘complete 
entity’?
How can biases and inconsistencies not only be revealed, but explored 
in detail?
151Prototypes 
Prototype 5 – ChronoZoom
Problem statement
Issue  - Scale
 - layout
Proposed  
solution
 - Hierarchical Time Tree (zoomable and collapsible)
Dataset  - ChronoZoom
Evaluation  - Peer critique
 - Critical	reflection
Process
ChronoZoom Hierarchical TimeTree (Figure 4.13) was my winning 
contribution to the Visualizing Time challenge (Pappas 2014), organ-
ised by Visualizing.org and Microsoft Research. The contest invited 
participants to “use the ChronoZoom APIs and create novel solutions 
to visualize the entire ChronoZoom dataset” (visualizing.org 2013). 
ChronoZoom is an interactive visual timeline that enables users to ex-
plore Big History, the history from the Big Bang up to our present time.
Strictly speaking, the ChronoZoom dataset does not exactly qualify 
as a digital collection. When I began the ChronoZoom project I saw 
it as an aside to my ‘actual’ research endeavours. I mainly chose to 
participate in the contest because the description stated unsolved 
problems in timeline visualisations very similar to the ones I identi-
fied as well: challenges that are only rarely discussed and addressed in 
visualisation research and practice.8
The original ChronoZoom is both a timeline interface and a dataset 
that contains all the events and histories that make up the timeline 
– the dataset can also be accessed separately from the visual inter-
face. As the dataset grew in size, it became difficult to explore using 
the current interface. How to design a novel timeline interface that 
enables large datasets to be visualised is a challenge the developers of 
ChronoZoom faced as well, as they outline in their contest description:
There are currently about 7,000 content items in the default Big 
History dataset and we anticipate many more. It is crucial for users 
to be able to get a clear overview as they begin to browse this data. 
[…] [Contest] entries should aim to make timelines and related con-
tent more clear at a high level. (visualizing.org 2013)
8 Of course, another good 
reason to participate was 
the prospect of winning 
a $2,000 cash prize.
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figure 4.13 – my proto-
type visualisation of the 
ChronoZoom dataset 
displays recent events in 
the larger context of big 
History.
Their brief specifically asks for clarity at “high level” in alignment 
with my own observations that visual timelines often fall short on 
providing an overview of a complete dataset.
ChronoZoom’s content items are defined as a set of nested time-
lines all contained by the root, the Cosmos timeline. Within the Cosmos 
timeline we can find the history of the Earth & Solar System and in there 
the history of Life down to finer grained histories even of the Micro-
soft Corporation. In the original ChronoZoom interface, these nested 
timelines are drawn, not as bars, but as rectangles, within rectangles, 
within rectangles – forcing each graphical timeline to be tall enough 
to accommodate all of its children. This produced the difficulties the 
ChronoZoom developers faced as the dataset grew larger:
When viewing “humanity” for example, it should be easy to see 
quickly the names of a reasonable number of visible timeline titles. 
When viewing the “Industrial Revolution”, the timeline is unnatu-
rally very tall due to the large number of parallel items. (visualiz-
ing.org 2013)
To solve this problem I developed a timeline layout that is a hybrid 
between a common Gantt-like timeline, with events represented as 
horizontal bars, and a collapsible folder tree: timelines are drawn, not 
within, but below each other with dependencies indicated through 
connected lines and additionally through colour coding (Figure 4.14). 
I have elsewhere provided a more thorough description of the project 
(Kräutli 2014b) and its technical details (Kräutli 2014a).
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figure 4.14 – a sketch of 
the tree-based timeline 
layout. Dependencies 
are indicated by lines 
and colour shading.
Insights
Abstraction
My immediate insight from this project was on the relationship 
between the structure of the dataset and its visual representation. 
Manovich (2011, p.13) argues for the benefits of “direct visualisation”: 
the reorganisation of data “into a new visual representation that 
preserves its original form” (Manovich 2011, p.13). I am highly critical 
of this view, first of all because digital data does not have any inherent 
visual appearance or “form” to begin with – any data visualisation is 
necessarily an act of interpretation. Secondly, for the reason that my 
prototype offers a better9 overview of the dataset than the original 
ChronoZoom: precisely by not graphically mimicking the data struc-
ture of nested timelines and instead adopting an abstracted visual 
representation of implied hierarchy. An increased level of abstraction, 
even when it means moving away from ‘reality’, can allow for better 
sense-making and understanding; a simplified topographic map may 
be a more useful orientation device than a detailed aerial photograph.
Reusability
The second insight concerns the reusability of (parts of) visualisa-
tions. I was writing a section of a paper on the history of visual time-
lines and the pioneering contributions by Jacques Barbeau-Dubourg 
(1709–1779), Joseph Priestley (1733–1804), William Playfair (1759–1823) 
and Adam Ferguson (1723–1816) when I wondered how their lifespans 
may have overlapped and whether or not they have been aware of each 
others’ work. As Priestley (1764, p.10) argued in defence of his chart, 
such relationships are hard to calculate mentally, but obvious when 
inspected on a visual diagram. I had no suitable diagram at hand, so I 
began to draft one in MS Excel when it dawned on me that, provided 
with a suitable dataset of the lifespans of these individuals, my Chro-
noZoom visualisation would be able to give me the answer quickly 
– and make me aware of just how far Playfair, who is often regarded 
as the father of modern charts, was predated by other proponents of 
arithmetic data visualisations (Figure 4.15).
9 according to the con-
test’s judges: 
“florian Kräutli’s Chrono-
Zoom Hierarchical Time 
Tree, […] best presents a 
novel solution for visual-
izing the entire Chrono-
Zoom dataset. it has an 
approachable and intui-
tive interface that allows 
the user to easily dive in 
and discover new topics. 
it nicely also has very de-
tailed panels, almost like 
an open book, for each 
selected topic or event.” 
see http://visualizing.
org/stories/visualizing-
time-winners-0  
(accessed 15.05.2014)
154Prototypes Prototype 5 – ChronoZoom
figure 4.15 – i adapted my 
ChronoZoom prototype 
to study the lifespans of 
the pioneering timeline 
designers, which subse-
quently led to the de-
velopment of a reusable 
visualisation tool.
The architecture of my ChronoZoom visualisation allowed indi-
vidual components to be decoupled and repurposed. I defined and 
reviewed open timeline visualisations that accept different types of 
datasets and (in the case of SIMILE) can be embedded as plugins into 
larger projects. Based on my experience with ChronoZoom I started 
considering visualisations not as self-contained tools, but as a set of 
interlinked components. I directed my focus on the reusability of my 
proposed visualisation tools, both complete as well as in parts, in order 
to not only make the tools more adaptable, but most importantly more 
transparent. University of Virginia’s Neatline (Nowviskie et al. 2012) 
has similarly diverted its focus. Described at the time of launch as “a 
tool for the creation of interlinked timelines and maps” (UoV Library 
Scholars’ Lab 2009) it is since its second version (McClure 2013) pre-
sented as “a lightweight, extensible framework for creating interac-
tive editions of visual materials” (UoV Library Scholars’ Lab n.d.). The 
SIMILE timeline, originally a central element, is now just one of sev-
eral optional plugins that can be included. This shift does not follow a 
change in the technical architecture – Neatline has been designed as 
a plugin on top of the Omeka CMS10 since the beginning – rather it is a 
change in the perception of a digital visualisation suite as a reusable 
scholarly tool.
Continuing
Is a modular visualisation tool more appropriate for scholarly research 
than standalone software?
10 a Content manage-
ment system, or Cms, 
takes care of organising 
and delivering website 
content. Omeka is a spe-
cialised Cms for use by 
museums and archives 
and includes an interface 
to common digital col-
lections.
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Prototype 6 – Tate Artists
Problem statement
Issue  - Scale
Proposed  
solution
 - Sampling based semantic zooming
Dataset  - Tate
 - Britten-Pears
 - london Transport Museum
Evaluation  - Controlled user testing
 - User conversations
 - Critical	reflection
Process
I repurposed the timeline view and bars layout of my ChronoZoom 
prototype and turned it into a modular timeline tool. I tested the visu-
alisation with data from the Tate, the Britten-Pears Foundation and 
the London Transport Museum, and developed an extended prototype 
based on the Tate artists data that includes additional interface ele-
ments to filter the dataset (Figure 4.16).
In order to represent up to 70,000 records in a Gantt-like timeline, 
I implemented a type of semantic zooming based on a sampling ap-
proach.11 Semantic zooming is an established concept, for example, in 
digital maps, where it is used to draw only the essential features of a 
landscape at high zoom levels and reveal more details dynamically as 
the user zooms in. Perlin and Fox (1993) invented both the term and its 
first application. Semantic zooming has been used in timeline visu-
alisations for quantitative data (Brodbeck & Girardin 2003; Aigner et 
al. 2012; Hoffmann et al. 2012) as well as for navigating photographic 
data on a graphical timeline (Huynh et al. 2005). In a digital map, the 
hierarchy of geographic features controls what is visible at which 
zoom level: country, district, city or street-level information. In less 
structured datasets, such as cultural collections, a suitable mecha-
nism needs to be established first. My prototype requires a measure of 
‘importance’ to determine the rendering of individual items at dif-
ferent zoom levels; only the most ‘important’ records are represented 
at higher zoom levels, with less ‘important’ ones either drawn as a 
thin line or hidden completely. The importance of artists in the Tate 
datasets is measured by their number of works in the collection, but 
any other measure could work equally.12 The design of this prototype is 
more thoroughly discussed elsewhere (Boyd Davis & Kräutli 2014).
11 This approach effectively 
means that the number 
of items drawn on screen 
is reduced at higher 
zoom levels. an alterna-
tive would be to reduce 
detail, but keep item 
numbers intact.
12 for the london Trans-
port museum dataset 
I defined a measure of 
‘uniqueness’ calculated 
based on the propor-
tion of certain item types 
within the entire dataset. 
any relationship that 
can be expressed as a 
quantitative measure can 
in principle be used a 
to control the semantic 
zoom.
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figure 4.16 – The artists 
in the Tate dataset are 
visualised in a reusable 
timeline tool that fea-
tures semantic zooming 
and a number of filtering 
interfaces for users to 
explore the data.
User Testing
I conducted a controlled user testing on this prototype, following best-
practice UX evaluation methods after Nielsen (1994). Subsequently 
I abandoned this route and instead followed the evaluation method 
outlined in my methodology. Here I want to give a brief account of 
the initial testing procedure and discuss the reasons for my departure 
from evaluating through controlled user studies.
Candidates were recruited from the student body of the Royal Col-
lege of Art via the college’s online notice board, ensuring that the par-
ticipants had at least basic knowledge of information technology. The 
call informed interested students that they would be interacting with 
a software interface based on the Tate collection and that some inter-
est in art and art history was desirable. Seven candidates were initially 
scheduled but due to unfortunate circumstances only five were able to 
attend on the day.13  
The participants were led to a quiet room where they were asked 
to sit in front of a laptop computer running the visualisation and 
13 The date of the testing 
coincided with a Tube 
strike.
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received four sheets of paper with instructions and small exercises to 
familiarise themselves with how to interact with the prototype. I then 
verbally read out the test procedure which consisted of them execut-
ing a set of twelve tasks using the timeline visualisation and filling in 
a short questionnaire after completing (or giving up on) a task. Partici-
pants were also asked to describe to me, while they were working on 
the task, what they were doing and why, following Lewis’ “thinking-
aloud” protocol (Lewis 1982; Nielsen 1994; Lewis 2006). At the end of 
the session I captured their general impression of the prototype in 
non-structured interviews. During the testing I took notes and all ses-
sions were video recorded and transcribed.
Results
In general, participants reacted positively to the interface and were ea-
ger and motivated to delve into the visualisation and follow their own 
leads beyond my predefined tasks for exploring the dataset using the 
timeline tool. Being presented with a lot of data at once made people 
curious. They quickly started to, for example, explore art movements 
and find corresponding artists for movements they were not aware 
existed, or test their own knowledge about the artists present in the 
dataset.
While the experience of testing and the feedback I received were 
encouraging and confirmed the ability of digital timeline visualisation 
tools to assist in knowledge discovery in digital collections, most of 
the insights and problems the sessions revealed could not be trans-
lated beyond this specific prototype.
The strength of this and similar studies lies in exposing flaws in 
the specific implementation of a visual interface; usability problems 
related to interface elements, insecurities about the signification of 
certain labels or the use of filters and selectors. My goal is however 
not to evaluate the effectiveness of a particular implementation of a 
visualisation in achieving a certain tasks, but to gain a broader un-
derstanding of the benefits and challenges of timeline visualisation 
tools in enabling and assisting in knowledge discovery in cultural 
collections. I encountered a contradiction when trying to evaluate the 
ability of a tool to facilitate an essentially creative act through prede-
fined tasks and a controlled testing scenario; or in the words of Shnei-
derman et al. (2006), “[…] specifying tasks is somehow at odds with the 
goals of supporting innovation or discovery” (Shneiderman & Plaisant 
2006).
By interacting with the visualisation, the participants were able 
to make discoveries that were novel to them and formulate research 
questions that they then tried to answer using the tool. This observa-
figure 4.17 – The date 
brackets in britten-
Pears’ dataset encode 
– if known – the time it 
took britten to compose 
a piece. in a Gantt-like 
timeline layout, works 
with known or unusually 
long durations of com-
position therefore stand 
out.
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tion is however insufficient evidence for drawing an informed conclu-
sion on the ability of my visualisation tools to enable sense-making, 
as the users’ discoveries were lacking a baseline. A widespread method 
for establishing a baseline is to use a comparative testing scenario, 
with a control group exploring the same dataset through a standard 
interface and comparing the kind of insights they were able to make 
with the ones that were facilitated by the tool to be evaluated. Such 
A/B testing is a common practice for evaluating visual search interfac-
es. However, van Hoek et al. (2014) question the reliability of these tests 
and identify the need for a common reference system, while Shneider-
man et al. (2006) express a general doubt on the effectiveness of these, 
and similar, evaluation methods: “Controlled experiments of specific 
features seem too narrow as do gross comparisons of one tool versus 
another” (Shneiderman & Plaisant 2006). The baseline I use instead 
for evaluating the heuristic quality of my visualisation prototypes is 
the knowledge that experts have acquired during years of their pro-
fessional and academic career. If this knowledge can be augmented 
through a visualisation tool – even ever so slightly – this will equip me 
with more reliable evidence than testing within a narrow framework.
In sum, what I was missing from this controlled user study – and 
what made me choose a different mode of evaluation – was a lack of 
transferable insights beyond specific usability problems, a difficulty of 
verifying discoveries that the visualisation facilitated and the impos-
sibility of discriminating them from superficial or pre-existing knowl-
edge because of the lack of a suitable baseline to ‘measure’ the ability 
of my visualisations to provoke new insights.
Insights
Confirmed Issues with Gantt-like Timelines
In several respects the Gantt-like layout proved to be unsuitable for 
visualising cultural data. Bars encode durations and, with the excep-
tion of the artist lifespans, the temporal data in the cultural datasets 
refers not typically to time-periods but, as I showed earlier, to esti-
mates of a possible timeframe for an event to have taken place. Col-
lections data is thus largely event-based, although not exclusively. 
Britten-Pears’ collection sometimes includes works that have a known 
period of composition – when a work comprises several pieces and 
each has been individually dated or when Britten referred to having 
spent time on a composition over several days in his diary. Solely based 
on the numeric dates in the database however, we are unable to decide 
whether the dates refer to a (documented) period of composition or to 
an estimated timeframe (Figure 4.17).
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Mapping timeframes to lengths of bars produces a bias towards 
events with wider confidence in dates; larger timeframes visually 
stand out in the diagram. I have already observed this in P3 and the 
user study confirmed the effect. Indeed many users were drawn to 
identifying the oldest artist in the Tate collection, or to find out why 
certain artists seemingly reached an unrealistically high age – those 
‘artists’ typically turned out to be umbrella categories for works of art 
whose creator was, in fact, unknown. However, in most datasets the 
signification of a duration is not as evident as in the case of a person’s 
lifespan, therefore a layout that emphasises this aspect may not be the 
ideal choice for visualising cultural data.
Earlier, when discussing the Empires timeline of Accurat (Beltramin 
et al. 2012) and Lee (2011), I pointed out the pattern that results from 
the correlation of the horizontal time axis and the vertical sequential 
ordering in Gantt-like timeline layouts. This effect occurs in my own 
prototype as well and I was able to observe the consequences for the 
viewer through my user study.
Users did not realise that the vertical ordering of the events cor-
responded to the birth-dates of the artists, even when they were 
consciously reflecting on it. Instead, users began to speculate on 
the significance of the vertical axis and sought to make sense of the 
overall pattern, giving up quickly as they could not come to a satisfy-
ing conclusion. This demonstrated not only the problem inherent in 
the layout which I criticised, but also that users try to interpret the 
visualisation both in respect to its totality as well as individual items, 
supporting the need for timelines to be effective on the level of indi-
vidual events as well as in totality.
Biases Through Sampling-Based Semantic Zoom
Due to the sampling that was required by my semantic zooming 
mechanism, any conclusion one could derive from this overall pat-
tern would not only be distorted by the layout algorithm, but also by 
the applied selection criteria of the semantic zooming algorithm. The 
S-shaped pattern that emerges in the overall representation of the 
records could signify an uneven temporal distribution of artists in the 
Tate collection, with a cluster of artists born around 1800 and a second 
one around 1950, or, it could show an uneven distribution of significant 
artists – according to a quantitative measure of significance. Due to 
the constraints of the chosen semantic zooming method, which only 
ever shows a fraction of the data, one is not able to draw any reliable 
insights about the entire dataset. However, users often did assume 
they were presented with the complete dataset when interacting with 
the tool. The layout did not sufficiently communicate the extent of the 
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dataset and whether or not all that is available is, in fact, in view. Some 
users stated that they expected the visualisation to be complete when-
ever it did not entirely fill the available space.
A prevalent assumption that a visualisation displays a complete 
picture of a dataset appeared already when the lack of Turner in my 
earlier Tate diagram (P4, Figure 4.11 on page 146) went unnoticed. 
Through this user testing I was once more made aware of the impor-
tance of not only making an entire dataset available, but also of the 
challenge of finding an appropriate representation that indicates the 
boundaries of a collection. In the physical world the constraints of an 
information source are often obvious through the medium. A physical 
archive is terminated by the spaces it is contained in. The thickness 
and weight of a book lets us estimate the size of its content; as we flip 
through pages, we get a sense of our ‘location’ within it. In the digi-
tal realm we need to design visualisations so that users get a similar 
sense of orientation.14 It is not sufficient to use external indicators. My 
prototype did state the number of items currently visible along with 
the total in writing, yet this information was ignored, with no excep-
tion, by all users.
Continuing
How can we design a semantic zoom that retains completeness?
What layout is more suitable to represent event-based data than a 
Gantt-like chart?
14 The downsides of the 
lack of “physical con-
creteness” (Conklin 1987)
of digital media have 
been observed early 
on: “It will be difficult to 
provide on a computer 
screen the equivalent 
effectiveness of the more 
subtle tactile and visual 
cues such as size, color, 
texture, absolute and 
relative position, weight 
and heft, etc. that paper 
documents offer.” (ibid.)
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Prototype 7 – Britten Force
Problem statement
Issue  - Temporal descriptions
 - Scale
 - layout
Proposed  
solution
 - Time-aware force-directed layout
Dataset  - Britten-Pears
Evaluation  - User conversations
 - Critical	reflection
Process
“Britten Force” is motivated by my enquiries into representing uncer-
tainties in dating events and is based on the digital archive of the Brit-
ten-Pears foundation, a dataset that offered, from all the collections 
available to me, the mostfigure 4.18 – benjamin 
britten’s works are visual-
ised as dots that arrange 
themselves based on 
the (un)certainty of their 
temporal descriptions. a 
tag cloud allows users to 
split the dataset based 
on dominant terms in the 
works’ subtitles.
 diverse source for different levels of (un)cer-
tainties in the temporal descriptions of the catalogued works. Reflect-
ing on how I could even attempt to do justice to the variety of different 
temporal granularities and to the richness of the descriptions, I asked 
myself what would happen if I disregard most of the classifications, 
cataloguing and categorisation and instead just consider this signifi-
cant cultural collection as, quite literally, a bunch of stuff.
In this visualisation every work of Benjamin Britten is graphically 
represented as a dot. Each dot’s position is determined by a simulated 
force; it is drawn by a gravitational pull to its destined location on a 
horizontal time axis. The more certain a dot’s temporal description, 
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the stronger the force which is exerted on it. figure 4.19 – The force-
directed layout algorithm 
generates regular clus-
ters where several works 
share the same date 
description.
As individual dots are 
also repelled from each other, the layout arranges itself and ultimately 
settles in a flock-like composition – uncertain events will have settled 
with a position somewhere in the vicinity of their respective dates, 
while more narrowly dated events will stick tightly to their ‘proper’ 
temporal location (Figure 4.19). The technique is borrowed from a 
force-directed graph visualisation method (Fruchterman & Reingold 
1991) that is also responsible for the fluid motion in which the dots 
align themselves – a visual effect that curators found very appealing.
Users can dissect the dataset by clicking and dragging one of the 
words that appear at the right of the flock in a tag cloud. They are 
based on word occurrences in the works’ subtitles, ordered and sized 
by frequency of appearance. I used the subtitles as they effectively 
described a work’s instrumentation and contained values for all the 
pieces. Additionally, this method of machine-interpreting free text is 
robust and reusable for other cultural datasets .15
Dragging one of the words splits the group of records in two based 
on whether they match the chosen criteria. For example, “piano” ap-
pears as the dominant category in the Britten dataset and dragging 
the term downwards creates two new collections, one with and one 
without piano pieces. To the curators’ surprise the piano works com-
prised a large subset of the collection:
He is not known at all as being a piano composer, and there it is. 
(C6)
What the visualisation revealed was not so much representative of 
Britten’s oeuvre, as of the decision to classify most of his many child-
hood works as piano pieces.
We can continue dragging selections based on instruments out of 
the flocks (Figure 4.18). “Viola” now appears as a term besides the pi-
ano pieces and separating it reveals a cluster of pieces around 1935 and 
a single piece, an outlier, composed around 1950.16
Insights
The prototype was well received by the curators of the Britten-Pears 
archive who described it as “very expressive” (C6) and immediately 
began to suggest queries and how it could be enriched by using it to 
explore different aspects of their dataset. The tactile metaphor of start-
15 Tag clouds or word 
clouds of this sort have 
faced criticism (Harris 
2011) as simplified and 
potentially mislead-
ing text visualisations. 
my proposed use here 
relates to analysing 
free-text database fields, 
which are typically short 
and semi-structured 
pieces of text, making 
the shortcomings of tag 
clouds less relevant.
16 The piece “lachrymae – 
Reflections on a song of 
John Dowland, for viola 
and piano, o. 48” com-
posed 16 may 1950 and 
revised in June 1970. see 
http://www.brittenpro-
ject.org/works/bTC1032 
(accessed 14.12.2015)
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ing with a heap of things and then being able to sift through it, while 
getting visual feedback of the query result, proved to be very effective.
Due to the layout algorithm and the coarse granularity of the time 
axis the visualisation could only give an approximate indication of 
when certain works were composed. However, the curators raised no 
concerns on the factual imprecision of the events’ date representa-
tion. They used the visualisation to examine overall temporal patterns 
rather than looking at precise date of composition of individual works.
The time-aware force-directed layout successfully addresses a 
number of challenges that arose in my research. Through the arrange-
ment one can clearly see the extent of the collection and comprehend 
it as a single entity. Patterns that occur through variations in the over-
all shape are representative of temporal patterns in the dataset and 
not merely side-effects of the layout algorithm.
I have previously questioned the effectiveness of communicating 
uncertainties in visualisations by additional graphical elements. In 
the design of this timeline layout, uncertainty is treated not as an ad-
ditional and therefore optional qualifier, but as a fundamental prop-
erty of temporal data. Uncertainty is taken into account as a basis of 
the layout – a radical departure from Gantt-like layouts that expect the 
timing of events to be known and introduce an additional graphical 
vocabulary for the exceptional case of uncertain dates. In collections 
data, however, uncertain dates are the rule, not the exception.
Conceptually, this is an important insight, technically however 
the implementation of the layout did not scale well to datasets larger 
than a few hundred items due to the complexity of the physics simu-
lation. By optimising the algorithm and changing the architecture17 a 
performance improvement would be conceivable, however the layout 
suffered from more than just technical difficulties. Unsurprisingly, 
the curators found it difficult to interrogate records that were moving 
around constantly. I realised that I had to find a way to retain acces-
sibility to individual records, even in collections that span hundreds of 
thousands of them.
17 i.e. switching from svG 
to canvas or webGl, to 
take advantage of hard-
ware acceleration in the 
browser.
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Continuing
How can this type of layout scale to larger datasets?
How to use uncertainty as the basis of a visualisation and not merely 
as an optional qualifier?
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Prototype 8 - Temporal Jittering/Parallel 
Timelines
Problem statement
Issue  - Temporal descriptions
 - Scale
 - layout
Proposed  
solution
 - Temporal Jittering layout
 - Time-based reorganising
Dataset  - Britten-Pears
Evaluation  - User conversations
 - Critical	reflection
Process
The starting point is the previously discussed implementation of a 
time-aware force-directed layout based on the Britten-Pears archive 
dataset (P7). The premise of temporal descriptions as figure 4.20 – a prototype 
that visualises britten’s 
works using the Tem-
poral Jittering layout, 
in addition to a vertical 
non-linear timeline and 
a number of tag based 
filters.
inherently 
uncertain, the tactile metaphor of  the heap of ‘stuff’ and the atomic 
representation of individual records proved to be effective. These are 
characteristics that should be retained.
Major downsides in the previous prototype turned out to be the 
fact that the approach scales badly to larger datasets and that the final 
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figure 4.21 – britten’s 
pieces are visualised 
by date of composition 
(top) and date of first 
performance (bottom). 
Connections between in-
dividual pieces allow for 
insights into the public 
interest in britten’s works 
and reveal errors in the 
dataset.
layout is non-deterministic; the position of any single item depends 
on the attributes of all other items. I have already pointed out the 
adverse effects on readability of non-deterministic layouts in the con-
text of the space-saving layout implemented in Kindred Britain (see 
page 113).
To counteract these properties, I developed an algorithm that 
arranges the dots in a reproducible, deterministic manner, making 
use of the uncertainties embedded in the temporal descriptions. The 
Temporal Jittering (TJ) layout represents each record as a same-sized 
dot, positioned horizontally according to its allowed timeframe – as 
defined by the date brackets – and stacked vertically in order of acces-
sion.18 This produces a compact and aggregated overview of an entire 
collection. Essentially, it exploits the width of the timeframe allowed 
by the date brackets to accommodate a more densely packed display 
than would otherwise be possible.
I produced two initial prototype implementations using the layout: 
an application that combines the layout with a vertical list based 
timeline and filters to explore and dissect the dataset (Figure 4.20), and 
a parallel timeline that looks at the relationship between the composi-
tion date of works and their date of first performance (Figure 4.21).
Following my focus issue on temporal descriptions I looked at what 
kind of dates are available in the Britten-Pears archive and what this 
visualisation format might be able to reveal about them. The parallel 
timeline visualises Britten’s works twice: the layout in the top half is 
generated according to their date of composition, the bottom half ac-
cording to the date of first performance.19 I use a symmetrical version 
of the layout here – for reasons I will outline later. As the layout allows 
each work to be represented individually, it is possible to connect 
matching works by a thin line.
18 The name Temporal 
Jittering borrows from 
an established techni-
cal term that describes 
a clutter reduction tech-
nique in data visualisa-
tion (Ellis & Dix 2007). 
Jittering pragmatically 
displaces graphical ele-
ments, positioning them 
off their destined loca-
tion, to prevent reccords 
from overlapping.
19 The date of first perfor-
mance is not available 
for all the works, which 
is why the lower timeline 
contains fewer data.
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Insights
We can spot a number of lines that are going the ‘wrong way’. Appar-
ently these works have been performed before they were written – as 
it turns out, a result of textual dates misinterpreted by the cataloguing 
software. A vertical pattern of lines indicates that most of the works 
have been performed shortly after having been composed. Oblique 
lines heading from the performances into the past appear shortly 
before, and long after Britten stopped composing – and indeed living. 
These are first performances of juvenilia taking place. By the point in 
time at which they appear, we can study how people must have begun 
to understand Britten as a whole and started being interested in his 
very early works.
This can speak about the telling of biography. You revealed in this 
diagram that propensity for looking for the origins. (C3)
This prototype is not the first one where I experiment with using 
other temporal descriptions than the date of creation to visualise the 
dataset. However, it is the first one that does so successfully. Primarily 
because the layout allows not only an entire collection to be represent-
ed in a compact form, but also several ‘versions’ of a collection accord-
ing to different temporal attributes. The collection itself – reorganised 
according to different temporalities – provides its own context.
When discussing this visualisation with the curators at Britten-
Pears they were immediately able to spot the outliers:
How were some performed before they were written? (C6)
The also began to question and interpret the diagram:
I’m curious about this thick bunch of lines here. What’s that telling 
us? (C6)
Going back to the Temporal Jittering layout – this proved to be suc-
cessful in tackling the issues that my research brought up. The strict 
rule-based positioning of the dots eliminates randomness; the dia-
gram is built up gradually, placing each dot at the lowest available 
vertical position, while minimising the horizontal distance to the 
midpoint of the allowed time period. This relates to issues observed 
earlier about the meaning of the non-temporal axis; the vertical order 
matters as it is a consequence of the sequence in which records have 
been accessioned – a feature whose benefits become more apparent 
when I apply it to larger datasets later on.
In contrast to Gantt-like layouts that produce a sloping pattern in 
the overall representation of the records as a side-effect of the correla-
tion between the two axes, the patterns produced by this layout are 
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informative about the dataset and – specifically – the temporal uncer-
tainties
Both the layout algorithm and the implementation proved to be 
very effective in addressing the focus issues as well as by raising posi-
tive reactions and evoking insights and questions among my collabo-
rators.
Continuing
How can the layout and the insights gained from the implementations 
be generalised?
What kind of insights are enabled by incorporating temporal multi-
plicities?
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Emerging design Principles
A development is taking place with regards to the focus issues. While 
I initially looked at them as separate problems, they have started to 
converge. Tackling issues of scale and layout is, in the last prototypes, 
done effectively by incorporating uncertainty as a fundamental prin-
ciple in the timeline visualisation. The compactness of the layout in 
turn is achieved by making use of the uncertain temporal descriptions 
embedded in a dataset.
Based on the initial focus issues and the insights that emerged 
from the development and evaluation of the prototypes I propose 
three design principles that address specific challenges related to the 
time-wise visualisation of digital collections. These include approach-
es to examining large datasets through timelines that support distant 
reading, and new approaches to model and represent historic time by 
taking advantage of embedded uncertainties and temporal multiplici-
ties.
Timelines for Distant Reading
Existing timelines and timeline layouts can be magnificent tools for 
locating an event in time or tracing the history of a course of events. 
Current timelines excel at close reading of histories, but they often fall 
short when trying to make sense of an entire dataset.
I showed how timeline tools collapse when faced with large data-
sets. It is not necessarily the scale of a dataset, but its temporal dis-
tribution that causes a lot of records to occupy a small timeframe, or 
even identical times. Unlike regular time series, digital collections 
and many other ‘manually’ produced datasets usually exhibit uneven 
temporal distributions.
By tackling the issues of layouts for visualising large datasets on 
timelines, I have paved the way for timelines that support a distant 
reading of digital collections. The Temporal Jittering layout results in 
overall patterns that are informative about the visualised dataset and 
readable in both dense and sparse temporal regions.
The difficulty of visualising large datasets over time is to achieve 
this not by imposing severe biases on how the data is represented. 
Combining events that are close in time and organising them by 
category (P1), or controlling a semantic zoom by hiding ‘unimportant’ 
records (P4) emphasises the dominant themes in a dataset and sup-
presses its long tail of records that do not match the specified measure 
of importance – an undesirable outcome. Preventing clutter by reduc-
ing the number of displayed items means exerting a bias on the rep-
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resented dataset and violating the basic principle of distant reading: 
being able to study ‘everything’ without discarding data unquestioned.
Semantic zooming could be a viable solution for cluttered timelines 
and indeed has been applied in the past, but it needs to be able to func-
tion without reducing the number of represented records. Kindred 
Britain’s timeline adjusts the detail of drawn events when zooming 
out – but the maximum of records visible is capped at 74 records, while 
the dataset is said to contain 30,000 records. Other examples of digital 
timelines with semantic zooming all work by reducing the number of 
events represented.20 Having to sample a dataset in order for it to be 
represented however compromises on the honesty of the visualisation 
and can mean that observed overall patterns are meaningless because 
not all records in a dataset contribute to it.
In my discussion of P1 I have pointed out how existing timeline 
visualisations approach the issue of distant reading by implement-
ing two separate views – an atomic representation of events and an 
aggregate view of the entire dataset in a histogram. In a histogram we 
however lose the quality of being able to work with individual events. 
Ideally, I concluded, aggregate and atomic views could both be imple-
mented using the same layout and representation. The Temporal Jit-
tering layout I developed in P8 does have the potential to manage this 
because its overall shape is determined, can therefore be drawn like a 
histogram and is equally informative, while its composition consists 
of individual units that can also be drawn separately.21 The result is a 
timeline that supports distant reading by implementing an aggregate 
view that retains the completeness of a dataset, communicates its ex-
tent and exposes large-scale patterns that are informative, rather than 
side-effects of an algorithmic layout.
Embedding Uncertainties
Closing in on the issue of making use of temporal descriptions I fo-
cused on the uncertainty embedded in numeric date brackets, to see 
how temporal uncertainty could be represented on a timeline (P3, P7, 
P8). Graphically indicating uncertainty as error bars – a standard ap-
proach in statistical diagrams – works well on the level of individual 
events. SIMILE implements a variation of this by indicating uncertain 
parts of events through a lighter shading. However, we are still left 
with the issue of clutter, to which graphical error bars might even con-
tribute.
Other concerns emerged on the danger of suggesting – through a 
precise graphical rendering – certainty within the uncertainty. On the 
other hand, it is insightful that curators raised no concerns about the 
imprecision of the temporal positioning in the Britten Force layout 
20 These include Histro-
pedia Timeline, Time-
glider, wellcome Time-
line (see appendix C on 
page 270)
21 This concept will become 
clearer when i discuss its 
implementation later on.
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(P7). In this particular case it might be because this is a comparatively 
small collection. Curators typically know when most of the works 
were composed. In a larger dataset this might be more problematic. 
However, this example also shows how a timeline of cultural data can 
bring new knowledge to experts who are very familiar with every sin-
gle piece in a collection. What the visualisation was able to tell them 
was something about overall patterns or connections and ask ques-
tions about a larger number of records.
Is it possible to enable a distant reading of a dataset, along with its 
temporal uncertainties? In P7 and P8 I have deviated from the stand-
ard practice of including uncertainties at the end of a visualisation 
‘pipeline’ – by adding graphical elements or changing the representa-
tion of an event – to the very beginning of it – by making it the driving 
force of a timeline layout. Temporal uncertainty is then a fundamental 
component of the timeline visualisation, as much as it is a fundamen-
tal part of dating historic events. Timelines that incorporate temporal 
uncertainty at their very basis are able to respond to and be transpar-
ent about inconsistencies in temporal data that are typical for digital 
collections.
multiple Temporalities
In P1–P7 I retained the established convention of museums to date 
cultural artefacts by their “moment of genesis” (C3). In P8 I deviated 
from this by arranging Britten’s works also by their dates of first per-
formances. This allowed me and curators to study the history of the 
public popularity of Britten’s works in addition to their own history of 
composition. New insights in digital collections could be facilitated by 
making use of alternative temporal attributes as a structuring princi-
ple and subsequently also looking at a collection from different per-
spectives: rather than seeing the Britten-Pears collection as an archive 
of compositions, it could be an archive of first performances or – as I 
show later – an archive of poets.
The issue of multiple temporalities in cultural collections is pos-
sibly an under-explored one because in archiving practices the central 
unit is the object and its ‘date of birth’ is the dominant temporal point.
Chronology, the study of the proper temporal location of events and 
the foundation of modern timelines has enabled structured and com-
parative sense-making along a uniform model of mathematical time, 
but also reinforced a singular model of time, which treats events as 
occupying a single position in time. As I have shown, in digital collec-
tions, it is not unusual to record several temporal attributes of an item, 
such as date of acquisition or relocation, and an item may have related 
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events – exhibitions, persons, other items – which each have their own 
associated dates.
Digital visualisations of entire datasets have so far made little use 
of including multiple temporal perspectives for individual events and 
established formats for visual timelines are unable to represent rich 
relationships through multiple granularities of time. Visualising for 
multiple temporalities – in the way I have demonstrated in P8 and 
will develop further – means decreasing the authority of a single date 
associated with an event and instead rendering multiple temporal 
perspectives of individual events, which as a result draws a richer rep-
resentation of the temporal relationships within an entire dataset.
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“Very much Minority Report” (C4)
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5 Paradigmatic 
Prototypes
In this chapter I will present two example implementations that 
apply the proposed design principles in timeline visualisations for 
digital collections. They appropriate successful strategies and develop 
them further. 
The concepts of distant reading for large collections, representation 
of uncertainties and multiple temporalities – with a focus on the first 
two – are exemplified in a timeline visualisation that offers a reusable 
interface to explore and analyse various cultural datasets. The tool is 
unremarkably named Timeline Tool (TT).
The concept of multiple temporalities is further developed in a 
singular prototype based on the relationships between compositions 
by Benjamin Britten and the lives of the authors whose writing he 
used in his vocal works. A core aspect of this prototype is the newly 
developed Temporal Perspectives layout, aimed at visually analysing 
temporal relationships. Independent of the Britten’s Poets example, it 
serves as a reusable timeline layout for establishing and visually trac-
ing connections in arbitrary datasets.
The chapter includes brief descriptions of the prototypes’ software 
architecture in order to familiarise the reader with their individual 
components and how they can be adapted to visualise arbitrary data-
sets. A technical documentation of the prototypes is included in Ap-
pendices D and E (page 301 and page 307).
Following a presentation of the working principles of the proto-
types and how they can be used to visually analyse different kinds of 
cultural collections, I will highlight some of the specific insights they 
are able to facilitate.
In the next chapter, I will discuss findings that these visualisation 
evoked in my collaboration with curators, archivists and scholars and 
present their views on how digital timelines facilitate a new under-
standing of their cultural collections. Together, these discussions will 
answer my main research question: what kind of knowledge can we 
gain from visually analysing digital collections through timeline visu-
alisations?
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TT
TT is a timeline visualisation library for cultural collections. The ac-
ronym stands for Timeline Tool.1 Following my insights on the merits 
of reusable visualisation components I devised this prototype as an 
extendable library for analytic timeline visualisations.
First, the Tate digital collection is imported as an example and I 
will demonstrate how the visualisation can be used to explore and 
analyse a dataset. Specific insights that the visualisation enabled in 
this and other digital collections will follow in the next chapter. 
I conclude this section with a discussion of the Temporal Jittering 
layout – the distinctive feature of the TT prototype – explaining some 
of the design decisions and evaluate it against alternative diagram 
formats for representing cultural collections on a timeline.
walkthrough
Tate’s digital collection, which encompasses almost 70,000 works of 
art, is summarised in Figure 5.1 using the Temporal Jittering layout.2 
A semantic zoom functionality aggregates the view by displaying it as 
a contiguous shape, revealing the dots that comprise it only at deeper 
zoom levels.
figure 5.1 – the Tate’s 
complete artwork data-
set as represented by the 
TT prototype.
1 i implemented the tool 
according to standard 
Javascript design pat-
terns, specifically the 
module pattern (Osmani 
2012). This required me 
to pick a name when i 
began the project, which 
effectively started out 
with the ChronoZoom 
visualisation (P5). i there-
fore chose a generic 
name, not knowing how 
exactly the tool will 
develop and planned 
to pick a more suitable 
name later – however in 
the end the name stuck.
2 a screencast of the TT 
prototype in use with the 
Tate dataset is available 
online at:  
https://www.youtube.
com/watch? 
v=5wqyJX_-vJU 
(accessed 08.02.2016)
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figure 5.2 – Zooming in on the aggregate shape re-
veals the dots that compose the overall representa-
tion and – further in – the thumbnails associated with 
each record.
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We can see the temporal extent and distribution of the collection. 
Early works date back as far as the 16th century and individual items 
are evenly scattered until numbers begin to increase slowly in the 
18th century. A spiky cluster of items is visible between 1800 and 1850; 
a large number of works from this time period appears to be present 
in the collection. Works from later periods until about 1950 are sparser 
again and a second, smoother cluster towards the end of the time 
period indicates a second focus in the collection on contemporary art 
works.
Zooming in reveals additional detail in the shape of dots that com-
pose the diagram (Figure 5.2). Each dot stands for an individual record 
– datasets are not arithmetically summarised, as would be the case in 
a histogram, but only visually aggregated when the number of dots in 
view would exceed the number of elements that a modern web brows-
er can display without causing noticeable performance issues. The 
predefined threshold is at 2,000 elements, which can still be displayed 
smoothly by a standard PC or iPad.
figure 5.3 – similar-look-
ing thumbnails reveal 
clusters of works that 
share a commonality. for 
example, they originate 
from the same artist (top 
cluster) or they could 
have formed part of the 
same acquisition (bottom 
cluster).
As we zoom in further, dots are replaced by a representative thumb-
nail image, wherever one is available. This feature – described by a 
curator as “very much Minority Report” (C4) – is optional, making the 
visualisation tool usable also for digital collections that lack images, be 
it because of incomplete digitisation, copyright limitations or because 
the items in the collection do not lend themselves to be photographed 
(e.g. audio collections). In this particular case, most records do contain 
images and panning through the diagram gives a visual impression of 
the works of art of different time periods in the Tate collection.
All works are arranged by production date and in order of accession, 
which sometimes results in clusters of similar images being formed 
where several related works have been accessioned immediately after 
each other. In Figure 5.3 we can identify a cluster of wood engravings 
178Paradigmatic prototypes TT
and, below it, a second cluster of similar looking lithographs. The up-
per cluster is a series of engravings by the artist Eric Gill. By clicking 
on one of the dots or images, a panel lets us inspect the details of the 
record (Figure 5.4).
figure 5.4 – Clicking a dot 
reveals a customisable 
panel with details about 
a record. Each attribute 
can then be used to filter 
the dataset.
Using the same panel, we can also look for other occurrences of 
Eric Gill in the collection by highlighting matching records in colour; 
Figure 5.5 shows a section of the collection with works attributed to 
Eric Gill coloured in orange. Some of the now coloured dots form con-
tiguous shapes within the collection. These are representative of items 
that either form a series of works or works that have been accessioned, 
and probably acquired, as a whole. We can also choose to only examine 
this particular artist’s work by duplicating the corresponding records 
into a new sub-collection or split and filter the collection based on any 
other criteria. This behaviour is adopted from P7, where dragging tags 
split the datasets into sub-collections that can be compared and dis-
sected further.
figure 5.5 – Each occur-
rence of Eric Gill in the 
Tate dataset is highlight-
ed (top) and separated 
from the remaining data-
set (bottom).
The second cluster in Figure 5.3 contains works by several artists, 
which we find out through probing them by clicking and inspecting 
the records’ details that are displayed in the panel. What is noticeable 
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figure 5.6 – Highlight-
ing works by credit line 
reveals a cluster of items 
that share the same date 
of production, along with 
one outlier.
in these examples is that they all share the same credit line: “Pre-
sented by the Ministry of Information 1918” and are all dated either 
“1917” or “c. 1917”. Highlighting the records by matching the credit line 
exposes the cluster we already saw, but also one outlier (Figure 5.6): an 
item that has been dated 1905.3 While the other prints in this selec-
tion display scenes of working life, this one is a depiction of Somerset 
House in London, which may or may not have something to do with 
the dating of this particular print. We can surmise that also the other 
prints have in fact been produced at earlier dates, but that they were 
assigned the date of acquisition as a possible date of production.
Whatever may be the history behind these discoveries – and it 
would certainly be necessary to turn to other sources and methods 
to fully understand them – we see how the visualisation tool lets us 
examine the content of the collection and at the same time discover 
insights into its history and collecting and acquisition practice. I will 
review the discoveries the visualisation enabled users to make and the 
questions that arose in the next chapter – here they serve merely as an 
example of how the visualisation tool functions when in use.
3 a print attributed to sir 
moorhead bone, see 
http://www.tate.org.
uk/art/artworks/bone-
somerset-house-p03007 
(accessed 02.01.2016)
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architecture
TT is conceived as a JavaScript-based library for visualising cultural 
datasets along a temporal dimension. It is therefore not a standalone 
piece of software, but rather a set of extendable components with 
which a timeline visualisation tool can be created for arbitrary data-
sets. The public-facing interface can be accessed in a standard web-
browser, enabling a variety of users to use the tool to visually analyse a 
given collection.
Some coding knowledge is required in order to set up the visuali-
sation suite to work with a new dataset. This approach allows for a 
greater level of flexibility in how the visualisation connects to datasets 
and database fields and how individual fields control aspects of the 
visualisation – an essential feature for visualising cultural collections, 
as there is no standard definition of fields and file formats. Even if 
institutions use the same cataloguing software, the format in which 
the data is made available through an API or file export can still be 
arbitrarily defined. The tool has been successfully tested in conjunc-
tion with live and static data sources and will be made available open 
source for public use and further development.
TT is designed as a modular, extendable platform consisting of 
three types of components:
The Timeline component acts as a container for the visualisation 
and provides a canvas with a horizontal time axis and the ability to 
zoom and pan the view.4
Layouts can be attached to the Timeline container and connect 
to a dataset. At the minimum, a dataset must contain records with a 
unique identification and one or more date brackets that represent, 
for example, an item’s production date, or any other temporal aspect 
of the data item. Layouts produce the diagrammatic visual representa-
tion of the dataset. Several layouts may be used within a single time-
line container to explore different collections simultaneously or to 
visualise a single dataset according to various temporal aspects. TT of-
fers two layouts; Bars, a Gantt-like chart which represents durational 
periods as rectangular bars5 and Heap, my standard layout specifically 
designed for visually representing cultural collections that imple-
ments the Temporal Jittering format.
UIs attach to Layout components and offer additional levels of 
interactivity. The Panel component is intended for browsing as well as 
analysing the dataset (Figure 5.7). One alternative UI component has 
been developed by System Simulation for including the visualisation 
on touch screen devices for visitors in museum environments. It ena-
bles records and their associated images to be viewed in a slideshow 
and provides more screen space for descriptive text. As my focus is on 
4 The Timeline component 
has been adopted from 
P5 (ChronoZoom, see 
page 151).
5 The bars layout has been 
adopted from P6 (see 
page 155).
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analytical use, I will only discuss the former. 
figure 5.7 – The panel dis-
plays a record's details 
and offers different ways 
to manipulate and filter 
the dataset.
A Panel displays details 
of a record on demand and allows a user to filter and manipulate the 
dataset. Some operations result in a change in the visual representa-
tion of the layout – e.g. colouring items that match a specific criterion 
– while others produce new layouts – e.g. duplicating the visualisation 
or splitting the dataset in two. A Panel takes two parameters: a record 
description and a set of fields. The second parameter describes which 
fields of the dataset are exposed in the panel’s details and are available 
for manipulating the dataset. Often it will be an identical mapping 
between the database record and the field value.6 The architecture also 
allows more complex transformations, such as splitting the content 
of a field, generating new fields from existing ones (e.g. a ‘decade’ field 
based on date information) or populating a field based on a server 
request.7
6 For example, a field may 
be named “object_title” 
and could be exposed 
in the panel simply as 
“Title”.
7 This enables the visuali-
sation to communicate 
directly with an online 
aPi, which is crucial for it 
to work with online col-
lections that are not (yet) 
available as download-
able files.
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Discussion – Temporal Jittering layout
Central to TT is the diagrammatic representation of the datasets, my 
timeline layout for visualising heterogenous datasets along a tempo-
ral dimension. The Temporal Jittering layout is designed specifically 
around the challenges of visualising cultural data with regards to the 
uniqueness of individual records, the uncertainty of temporal descrip-
tions and the scalability from a few dozens to hundred thousands of 
records.
Principle
Temporal Jittering constructs a diagram of a digital collection by 
exploiting the liberty in temporal positioning granted by the records’ 
date brackets. The strict rule-based positioning of the dots eliminates 
randomness; the diagram is built up gradually, placing each dot at the 
lowest available vertical position, while minimising the horizontal 
distance to the midpoint of the allowed time period (Figure 5.8).
Internally, a table keeps track of the available positions, forming a 
grid that is overlaid on top of the visualisation and filled bottom up, 
similar to a game of Connect Four. Once the entire dataset has been 
processed, the columns of the grid are centred vertically, resulting in a 
shape similar to the flock in the earlier Britten prototype or, depend-
ing on the granularity of date descriptions, a more jagged representa-
tion similar to a sound-wave representation of an audio recording.
figure 5.8 – The Tempo-
ral Jittering algorithm 
determines the position 
of each record by pick-
ing the lowest available 
slot that is closest to the 
midpoint of the record's 
allowed timeframe.
why Symmetry
The symmetrical layout of the diagram around a horizontal axis is 
caused by the vertical centring of each individual column. I have 
debated the rationale and potential benefits and disadvantages of the 
symmetrical layout with collaborators and myself.
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Before the development of the Temporal Jittering algorithm, I have 
experimented with alternative designs for traditional charts in order 
to make them look less like statistical graphics. My ambition was to 
defamiliarise users from these formats that are strongly associated 
with numerical data in order to allow them to be reinterpreted in the 
context of cultural data. I produced a series of alternative histograms 
based on the Tate artworks datasets. Figure 5.9 depicts a standard his-
togram along with two variations; one with vertically centred bars and 
one where the height of the bars is constant and instead their values 
ares encoded by their shading.  
figure 5.9 – Three vari-
ations of a histogram: 
conventional (top), sym-
metrical (middle) and 
encoded by transparency 
(bottom). The unconven-
tional formats maintain 
readability in sparse re-
gions of the diagram.
 All versions are able to communicate the ‘denser’ time periods, but 
what I found striking is how the non-standard versions give a much 
better idea of the distribution of items in the sparser regions than 
the original histogram. This observation was one reason to adopt the 
symmetrical distribution in TT, as it meant that records in areas with 
little data stand out more and the dramatic differences in quantities – 
which are typical for collections data – are halved, making the entire 
diagram more readable.
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Another reason for the symmetrical layout is that the visualisation 
is not meant to show just one of these arrangements, but several in 
parallel;8 be they different datasets, one that has been split into parts 
or the same datasets ordered according to different temporal attrib-
utes. Having an arrangement with a central baseline makes it easier to 
distribute the different collections vertically and emphasises the lack 
of a common y-Axis. While the vertical position of the records does 
carry meaning, it is not possible to read it off a numerical axis. What 
matters is the vertical order in relation to the other records in the col-
lection, not their absolute position.
The symmetrical layout is not without its downsides however. 
Some users tried to make comparisons between the records above and 
below the baseline. They were therefore misled into believing that 
there are two dimensions visualised, when in fact the symmetry pre-
sents redundant information. Symmetry thus creates visual noise by 
displaying a single quantity in two places. Several users compared the 
shape of the diagram to a sound-wave. Some appreciated the similar-
ity, as both formats visualise data over a horizontal time dimension, 
while others found it confusing – expecting to be presented with audio 
data.
There are valid arguments for both using a symmetrical and the 
more standard layout of building upwards from a bottom baseline. TT 
therefore supports both, although I favour the symmetrical variant for 
the outlined reasons and the largely positive user feedback.
Temporal Jittering versus Histogram
The diagram is comparable, in both use and visual appearance, to a 
histogram. Histograms typically represent the distribution of numeri-
cal data but, as we have seen, they are often used in conjunction with a 
temporal horizontal axis to visualise the distribution of items, events 
or records in a given timeframe. Just like in a histogram, we are able to 
study the distribution of records over time by examining the aggregat-
ed view of the Temporal Jittering diagram. However, the construction 
method of the diagram minimises visual artefacts that occur from the 
quantisation of data necessary when constructing a histogram. This 
results in a more compact and honest overview of cultural datasets 
than a histogram could offer. Additionally, the resulting shape can give 
useful insights about the way items in the collection are dated.
To build a temporal histogram, a timeframe is sliced into prede-
fined same-sized time-periods – the bins of the histogram – and events 
are assigned to their respective time-slice. In doing so, we inherently 
must assume that events can be unambiguously assigned; a condition 
8 This is why the symmetry 
already appears in the 
parallel timeline example 
in P8.
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that cultural
figure 5.10 – Time-based 
histograms assign events 
to one of several prede-
fined timeframes.
figure 5.11 – Temporal 
Jittering algorithm allows 
records to spread out 
across their permitted 
timeframe.
 data usually cannot fulfil, as the date brackets may over-
lap with the borders of more than one bin.
A possible solution would be to assign records to a bin according to 
the midpoint of their date brackets. However, this results in a skewed 
representation of a collections’ temporal scope. For example, items 
dated as 19th century would end up being represented as a single bar 
exactly in the middle between 1800 and 1899 (Figure 5.10).
The skewing effects of histograms do not occur only in toy exam-
ples. Figure 5.12 depicts screenshots from the online collection of the 
Australian Dress Register, which features an interactive timeline 
visualisation that could be described as a “stream graph” (Byron et al. 
2008) histogram; essentially a stacked histogram organised vertically 
by garment types and horizontally by decade. Selecting the fragment 
that represents Skirts made between 1890-1899 brings up a total of 
9 records, the second of which is “Ellen Sharam’s Olive Green Skirt” 
made between 1878 and 1900. Skirts from 1900-1909 include 25 records, 
however, we are again presented with the same record that was al-
ready part of the previous selection. Because its production date over-
laps with the bin boundaries of the histogram, it has been counted and 
represented several times, once for every decade its date range spans. 
To make things worse, the bin size is adjustable via zoom buttons – 
in principle a useful feature. However, in this case it means that the 
smaller the bin size, the bigger the collection appears to be, making it 
impossible to get any reliable insights on the size, scope and temporal 
distribution of a collection.
In the diagram format that I propose, records are not summarised 
in bins, but are individually processed as units. The hypothetical ex-
ample of 19th century items would, in my diagram, result in a hori-
zontal row of dots growing symmetrically outwards from 1850 (Figure 
5.11). Instead of a single peak on this year, the aggregate  view would 
be more representative of a collection’s temporal distribution with 
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regards to the figure 5.12 – The histo-
gram-based timeline 
of the australian Dress 
Register online collec-
tion visualises individual 
records multiple times.
image: screenshots of www.
australiandressregister.org 
(accessed 12.01.2016)
cataloguers uncertainty in dating – rather than a repre-
sentation of a system’s inability to model it. Similarly multiple count-
ing of items, apparent in the Australian Dress Register timeline, is 
avoided as records are only represented once at a single point in time.
The Temporal Jittering layout is more suitable for visualising 
cultural data over time than a histogram as it prevents many of the 
skewing effects that arise from the quantitative nature of histograms. 
It borrows a histogram’s ability to display the overall temporal distri-
bution of data, but does so in a way that is more representative of how 
records in collections tend to be dated.
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Britten’s Poets / Temporal Perspectives
Britten’s Poets looks at the temporal relationships between authors, 
whose texts the composer Benjamin Britten set to music, and the 
individual works where these texts appear. The visualisation is con-
ceived as a standalone prototype developed in collaboration with the 
Britten-Pears Foundation, who sought to answer questions such as: 
at what times did the authors that Britten set to music live? Are there 
patterns or preferences appearing in Britten’s use of poets from differ-
ent time-periods? Which authors did he only set once, or only during a 
specific period in his working life? Are there authors Britten was inter-
ested in throughout his life? The interactive version of the prototype is 
published on the foundation’s website.9 In addition, the curators and I 
produced a narrated screencast of the visualisation in use as part of an 
exhibition.10
Britten’s Poets (Figure 5.13) is an advancement of the double paral-
lel timeline format that appeared in P8. I have developed the layout 
further into a reusable timeline format. The Temporal Perspectives 
layout uses two or more timeline constructs for comparing different 
temporal aspects of a single collection. In this chapter, I present the 
implementation of the layout by example of the Britten’s Poets visu-
alisation and compare it to similar formats. The next chapter presents 
insights that the layout is able to reveal in cultural collections more 
broadly, based on examples of collections by the V&A and MoDA.
figure 5.13 – The initial 
view of britten’s Poets 
giving an impression of 
the temporal distribution 
of britten’s compositions 
and the authors whose 
works he set to music.
walkthrough
Britten’s Poets is a double timeline that visualises the temporal rela-
tions between Britten’s songs and the lifetimes of the poets whose 
writings Britten set to music. Britten’s individual songs and song 
cycles are represented by dots along a timeline in the upper half. A 
9 see http://brittenweb.
hosting.ssl.co.uk/static/
interactives/poets/ 
(accessed 08.02.2016)
10 http://www.brittenpears.
org/resources/song-visu-
alisation 
(accessed 08.02.2016)
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curved line links each of them to the author of the text, who is repre-
sented as a dot in the lower half. All are arranged along a horizontal 
time axis that covers a timeframe of roughly 2500 years: from the age 
of Sophocles around 400 BC to Britten’s own lifetime (1913-1976) until 
the present. In the upper timeline the size of a dot represents the 
number of poems within a song cycle. In the lower timeline the size 
indicates the number of poems Britten set by a particular author.
A cluster of poets around 1800 is noticeable, showing Britten’s 
fondness for poets of that era. The early eighteenth century is much 
sparser by comparison, while the late sixteenth and early seventeenth 
are seen to comprise Britten’s favourite period. Selecting a poet in 
the lower timeline highlights the corresponding works in the upper 
timeline, and vice versa. We can spot authors who appear throughout 
Britten’s lifetime – such as Alfred Lord Tennyson – and others like Wal-
ter de la Mare who only make an appearance during Britten’s youth 
(Figure 5.14). Clicking on a dot ‘pins’ the current selection and assigns 
it a unique colour, allowing users to make comparisons and look for 
correlations across authors and works.
In the default view the time axis is the same for both the upper and 
lower timeline: a non-linear scale with three different time-scales. The 
distant past is compressed in order to allow some of the earliest writ-
ers Britten set to be displayed within the limitations of the screen size, 
while Britten’s own time period is expanded to prevent the individual 
works from being positioned too close to each other. Alternatively, a 
linear timescale may be selected and both axes may be scaled indepen-
dently to the extent of their respective datasets – the works timeline 
then ranges linearly from 1915 to 1980, the poets from 600 BC to 2015 
(Figure 5.15).
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figure 5.14 – blake, de la mare and auden are three of 
the most prominent authors in britten’s Oeuvre. blake 
(blue) appears throughout britten’s life. De la mare 
(orange) is used exclusively in his childhood pieces 
and britten’s use of auden’s works (green) coincides 
with their short period of friendship.
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figure 5.15 – a linear timescale (top) emphasises the 
time distances between the authors, while scaling 
each timeline independently (bottom) provides a 
more fine-grained view of the temporal distributions 
in each perspective.
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architecture
The individual parts that comprise the Britten’s Poets prototype are 
designed as reusable D3 components. Components are the individual 
units that implement the functionality of the D3 visualisation library 
and are organised according to their responsibilities. Scale compo-
nents assume the task of converting input data to a specified numeric 
output range, usually pixel values that control the size or position of 
a graphical mark. Scales also drive the visual representation of axes. 
For Britten’s poets I extended the standard linear timescale to support 
periods with different time-resolutions, which can be dynamically 
adjusted, added or removed.11
The core functionality is however provided by my Temporal Per-
spectives (TP) layout component.12 A TP layout is initialised by supply-
ing it with a flat dataset. Flat in this context means, that hierarchical 
data is converted into a tabular format and one-to-many or many-to-
many relationships appear, if necessary, as separate individual re-
cords.13
One or several Perspectives are then added to the layout; these con-
trol how the dataset is reorganised and define the (temporal) parame-
ters for generating the different timeline views. Britten’s Poets con-
tains two Perspectives that visualise the dataset from the viewpoint 
of work cycles and authors respectively. In another prototype I used 
the MoDA dataset to plot the relationships between individual objects 
in the collection and their usage in exhibitions, books and loans – any 
field can serve as the defining category and the resulting subset of 
data may be organised according to any available temporal dimension. 
The layout takes care of computing the relationship, which then may 
be plotted using lines or other visual encodings.
11 Comparable to Hot-
Zones in simile Timeline, 
but not tied to a single 
time axis. simile Timeline 
also lacks the ability to 
add, remove or change 
HotZones at runtime.
12 in D3, layout compo-
nents take care of reor-
ganising input data in 
order to prepare it to be 
visualised in standard or 
non-standard diagram 
formats. a histogram lay-
out, for example, organ-
ises data into bins and 
computes the width and 
count (i.e. height) of the 
bins. D3 layouts often 
assume a certain visual 
translation; they however 
do not enforce or define 
a diagram’s visual ap-
pearance.
13 for example a single art-
ist that is associated with 
three art movements will 
be translated to three 
records, one for every 
movement.
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Discussion – Temporal Perspectives
Related work
The dataset of Britten’s authors forms a typical example of the mul-
titude of temporalities that are often present in cultural datasets. 
Graphical timelines emphasise a single temporal dimension of events 
by plotting data on one continuous time axis. However, this has not 
always been the case. As Rosenberg and Grafton point out, the time-
line “in its modern form, with a single axis […] is a relatively recent 
invention” (2010, p.14). Often, the purpose of pre-modern visualisations 
of time was precisely to understand, compare and reconcile different 
accounts of histories.14 The tabular Chronicles by the Roman historian 
Eusebius (CE 260/265 – 339/340) trace, in parallel columns, the chronol-
ogies of Jewish, Christian and pagan histories. A recurring motivation 
for graphical timelines that use several time axes was to make sense 
of the conflicting accounts of biblical history as told in the gospels (e.g 
Barr 1938; Priestley 1780). Current visual timelines only rarely include 
more than one time axis for exploring and comparing separate chro-
nologies. While singular timelines have become a standard visualisa-
tion method, there is no established format for visualising multiple 
chronologies.
A likely choice of format for visualising two temporal dimensions 
is to borrow from scatter plots. Scatter plots visualise data in a planar 
space along two axes. By letting the x– and y–axes of a diagram encode 
separate temporal dimensions, it is possible to study events according 
to two temporalities. 
figure 5.16 – The future, 
as foretold by the past is 
a printed timeline by ac-
curat mapping the pub-
lishing date of science 
fiction novels against 
their fictional time.
image: accurat, used with 
permission.
The Italian design studio Accurat has employed this concept in 
their much publicised diagram The future, as foretold by the past (accurat 
2014, Figure 5.16), a timeline mapping the years of fictional events as 
predicted by novels against the works’ year of publication. The hori-
zontal, fictional time-axis however is non-linear, which brings this 
visualisation closer to a bar chart than a true scatter plot.
14 see also page 74 for 
my discussion of calen-
drical time as a model 
for reconciling different 
accounts of historical 
events.
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figure 5.17 – in Art movie 
time machine two paral-
lel timelines are used to 
map the year of release 
of 52 movies to their fic-
tional time periods.
image: accurat, used with 
permission.
 Accurat’s portfolio also features examples of designs that use a 
format of two horizontal time axes. Here the relationship between two 
synchronous, parallel timelines is indicated – as in my own diagram 
– by connecting lines. “Art movie time machine” (accurat 2012, Figure 
5.17) plots the relationships between the release dates of movies and 
their fictional time period. Lines curve left or right – depending on 
whether a movie is set in the past or future relative to its release date – 
or descend straight vertically, when a film is set in its present time.
In terms of digital timelines, the literature offers two examples 
that use multiple timelines to enable visual analytics of temporal 
relationship of events across different timeframes:15 SemTime (Jensen 
2003) and Continuum (André, Wilson, Russell, et al. 2007; André, Wilson 
& schraefel 2007). Both are intended as reusable visualisation tools, 
potentially accepting different sorts of datasets. However, both proto-
types have so far not been released – my account of their functionality 
is therefore based only on the information available in the correspond-
ing publications.
SemTime allows users to explore data using sets of vertically 
stacked timelines which each can be navigated and scaled indepen-
dently (Figure 5.18). Relationships are indicated by arrows that con-
nect events within and across timelines. Continuum visualises con-
nections in a similar way, but only allows two simultaneous timelines 
positioned side-by-side. In discussing their own and previous work 
the authors make a compelling case for the value of multiple time-
lines to show relationships across time. Both examples demonstrate 
new research questions that such designs could answer. Nevertheless, 
despite the evident potential, the concept has hardly been adopted or 
developed further.
The proposed scenarios for the use of SemTime – and indeed most 
visualisations that focus on temporal relationships – are in tracing 
and retelling a course of events: identifying and studying individual 
relationships between incidents. Jensen gives the example of want-
ing to study the Watergate scandal: “one might wish to answer ques-
tions such as ‘what did the President know, and when did he know 
15 There are other digital 
timeline tools that focus 
on visualising temporal 
relationships (Cousins & 
Kahn 1991, Plaisant et al. 
1996, Chittaro & Combi 
2001, miksch 2004, Card 
et al. 2006, burch et al. 
2008). The discussed 
projects, however, are 
unique in their use of 
multiple, independent 
time-axes.
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it?’” (Jensen 2003). The focus is on close reading of relationships. Even 
Continuum, which is specifically aimed at identifying large-scale pat-
terns in datasets, nevertheless displays relationships only in the detail 
view, not in the aggregated overview. My design instead allows for a 
distant reading of relationships, in addition to enabling users to study 
individual events up close. I will discuss the implications and possible 
insights that this enables as part of the next chapter.
figure 5.18 – in semTime, 
multiple views on a time-
line can be stacked and 
scaled independently in 
order to trace the rela-
tionships of individual 
events.
image: Jensen (2003)
Non-Uniform Time Scales
Linear time scales always map equal periods of time to equal units 
of space, while non-linear time scales may be inflected. A remarkably 
large number of digital timelines use a linear time scale (e.g. Plaisant 
et al. 1996; Yiua et al. 1997; Havre et al. 2002; Card et al. 2006; Chang et 
al. 2009; Alonso et al. 2010; Baur et al. 2010; Fouse et al. 2011; Hoffmann 
et al. 2012; Nowviskie et al. 2012; Straup Cope 2013) – making it the de-
facto standard temporal and graphical model. 
Non-linear time scales often appear in digital timelines as a con-
sequence of graphical metaphors of space, such as in the case of the 
Guardian timeline or similar three-dimensional timeline projects 
(Kullberg & Mitchell 1995; Korallo et al. 2012). MacKinlay et al. (1991) 
first proposed the use of perspectival mappings as a way to use screen-
space more efficiently when visualising linear data. When used with 
temporal data, their Perspective Wall resembles a conventional inter-
face that has been folded twice, with the past and future extending 
‘into’ the screen space while the present ‘wall’ faces the user. The visu-
alisation employs distortions to provide focus and context in datasets 
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within a single view: the wall is in focus, while the data on the walls 
provides the context in a condensed display.
Another popular technique uses simulated fisheye distortions 
(Furnas 1986), a metaphor which has been applied to temporal data, 
for example in Bederson et al. (2004). Again, the assumption is “that 
fisheye views are appropriate when users need to see details of some 
specific items in the context of a large information space” (Bederson 
et al. 2004).
Providing focus and context is the recurring motivation for us-
ing distortions and non-linear scalings. I argue that, in the context of 
timeline visualisations, there is more than this to be gained by consid-
ering alternative projections. As Boyd Davis et al. write:
So often is historiography obliged to deal with dramatically uneven 
densities of data, especially over extended historical periods, that it 
is impossible to deny the value of various non-linear [time] scales. 
These include not only logarithmic scales but pragmatic adjust-
ments of scale based on the density of data at that point. (2013, 
p.254)
Common to Accurat’s “The future, as foretold by the past” (2014) and 
my own work with Britten’s Poets is the challenge of comparing two 
vastly different timescales. In the case of science fiction novels the 
publishing dates range from early 19th century to 2012, while their 
fictional dates range up to the year 800,000. The lifetimes of the poets 
Britten set cover a timeframe of roughly 2,500 years, while he com-
posed his works during a period of 57 years.
Accurat addressed the issue of the large fictional timeframe by us-
ing a sequential timescale for the horizontal axis, placing each item an 
equal amount of space from the previous one regardless of the time-
frame that separates them. The vertical time axis for the publishing 
dates is almost linear, with a break in order to account for one outlier 
that has been published in 1826, while the other novels all were pub-
lished after 1950.
In both axes the decision to refrain from using a true linear time-
scale is justified by the limitations imposed through the printed 
medium. However, as a result we are unable to comprehend the vast 
timeframe that the visualisation actually occupies. Neither is it pos-
sible to visually discriminate any patterns in the fictional timeframe 
in order to find out which time periods were most popular among sci-
ence fiction writers and how much of an outlier “The Time Machine” 
by Herbert G. Wells, with its narrated time dating to the year 802701, 
actually is.
The merits of a linear timescale have already been stressed by both 
Barbeau Dubourg and Priestley (Barbeau-Dubourg 1753; Priestley 1764). 
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Dubourg argues that maps of time – in contrast to geographic maps 
– can and must be constructed with a uniform scale and that this 
approach eliminates the need for any visual or external indication of 
scale.16 Priestley similarly argues in favour of uniform scales when he 
criticises the use of a non-linear timescale in a “Chart of History im-
ported from France” (1764, p.8), an English version of Bruyère’s Mappe-
Monde (1750b). Bruyère uses a non-linear timescale to accommodate 
the variations in data density in different time periods. According to 
Priestley a false impression is made by this non-uniform scale which, 
lacking sufficient visual notice, the mind of a viewer is not capable of 
correcting.
Both linear and non-linear timescales bring with them their own 
advantages and disadvantages. In digital interactive timelines how-
ever, we are luckily able to implement both. Linear timescales are most 
expressive in communicating the extent of historic time periods and 
in accurately representing the relative timeframes between events. 
When graphing temporal relationships within cultural datasets that 
often comprise large timeframes with unevenly distributed events the 
value of a non-linear timescale becomes obvious.
Positioning
In the example of Britten’s Poets, the creation of a work is compared 
with a poet’s lifetime. As the layout demands that records are assigned 
a point in time, I had to decide what that date should be: the date of 
birth, death, or a different point in time. At first I did not give it too 
much thought as it seemed logical to me to position all poets by their 
birth year. As a result it appeared as if all but two writers17 predate Ben-
jamin Britten, whose life is indirectly represented by his works. In fact, 
however, many of the writers Britten set were his contemporaries, yet 
this method of positioning authors fails to communicate that (Figure 
5.19).
Again it is important to remember the inequality of the compari-
son made in this parallel timeline – lifetimes of authors to uses of 
their works. We can safely assume that the authors were not born 
as writers, but that it has taken them a certain amount of years to 
acquire the necessary skills and gain recognition as poets. One could 
position the authors according to the peak moment in their career,18 
but defining it would need additional data and indeed subjective judg-
ment. Moving all authors forward by a set amount of years to give a 
more realistic image of their productive age might be a viable solution, 
16 “les Cartes représenta-
tives des temps peuvent 
& doivent être toutes 
construites sur le même 
point, qui exprime con-
stamment des années; & 
comme cette uniformité 
dispense d’y joindre des 
échelles de rapport, on 
n’a pas besoin de les 
étudier le compas à la 
main.” – 
“maps of time can and 
must be constructed with 
the same scale, express-
ing a consistent number 
of years; and because 
this uniformity dispenses 
the need for an accom-
panying scale reference, 
one does not have to 
study them with a pair 
of compasses in hand.” 
(barbeau-Dubourg 1753, 
p.7)
17 Colin Graham (1931-
2006) and Yevgeniy Yev-
tushenko (born 1932)
18 This method is used by 
Priestley where precise 
dates were unavailable. 
Priestley used the time 
“when it is said that a 
writer flourished at” 
(Priestley 1764, p.11) to 
position an individual on 
a timeline.
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figure 5.19 – Positioning authors by year of birth (top) 
moves most writers outside the timeframe of britten’s 
working life – even auden, who was a contemporary 
and friend. Positioning them by midpoint (bottom) 
communicates their shared timeframe.
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but this could result in poets that died early to appear after their year 
of death.
Instead, the approach I have taken is to position the authors by 
the midpoints of their lifetimes. Now, Britten’s contemporaries are 
recognisable as such. W.H. Auden, for example, was a close friend and 
collaborator of Britten after they met in 1935, and until an “irrevocable 
quarrel” (Hensher 2009) divided them. This relationship is visible in 
the way the connecting lines ascend relatively straight up from Auden 
to a compact group of Britten’s works.
The curators, upon interrogating the visualisation immediately 
spotted an apparent error. Robert Burns is located before William 
Blake, although Burns was actually born two years later (Figure 5.20). 
It turned out to be an anomaly resulting from the rationale behind the 
positioning of the poets. Burns died at the age of 37, while Blake lived 
almost twice as long. We decided, however, to not ‘fix’ this occurrence, 
but rather that positioning the dots consistently by their temporal 
midpoints is the better option.
figure 5.20 – a side-effect 
of positioning events by 
their temporal mid-
point: blake was born 
two years before burns, 
yet appears later in the 
timeline. This is because 
blake also lived twice 
as long – the position 
encodes the author’s 
lifespan, not only the 
date of birth.
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“How is knowledge being generated? How 
is new knowledge being generated with 
the same stuff? You’re generating new 
knowledge by visualising it, but then that 
is visualising the fact that new knowledge 
is being generated.” (C12)
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6 Evaluation
In this penultimate chapter, the developed visualisation tools are put 
into practice and I demonstrate what kind of discoveries they enable 
in digital collections in collaboration with expert users. First, I focus 
on specific insights that we are able to gain through the two para-
digmatic visualisation tools I presented in the previous chapter. The 
following discussion will provide empirical evidence for their contri-
bution to knowledge discovery in existing digital collections. Next, I 
will assess the kind of insights the visualisation offered to the expert 
users by offering an account of their perceived utility and the discov-
eries they are able to make that would be invisible to a casual user. 
These are partly ‘pragmatic’ insights that arise from studying digital 
collections through the proposed visualisation tools. However, to a 
greater extent they represent conceptual insights stemming from an 
increased awareness of the consequences of the digital turn in their 
research that results from our co-investigations and from partaking in 
the design process.
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Mediated Insights – Timeline Tools
TT is unique in its ability to not only represent the content of digi-
tal collections, but also the biases, patterns and strategies that hide 
behind the cataloguing data. The presented insights tie in with previ-
ously discussed issues around embedded interpretations in collec-
tions, the difficulty of modelling dates digitally and assigning dates to 
cultural artefacts in the first place, and changing collecting practices 
in the history of institutions.
Cataloguing biases
In my review of the literature on collections and through my own con-
versations with professionals I came across the issue of biases in col-
lections; collections are not a neutral representation of the past, they 
have been shaped by various personal, institutional, administrative 
and technical influences. Collections data, the cataloguing informa-
tion, does not record what “is known about it” (The British Museum 
2013), but what individuals with their own interests and biases know 
and have recorded, or were able to record in cataloguing structures and 
conventions, which themselves produce a bias within the recorded 
data. Suitable visualisation tools, I suggested, could be able to provide 
further insights and evidence of these biases.
In developing P6 I encountered the disproportionate presence of 
works by J.M.W. Turner in Tate’s catalogue. Through analysing the col-
lection in my last timeline tool I will demonstrate how visual analysis 
can shed a better light on this, and similar, biases.
figure 6.1 – The artwork 
dataset of the Tate ex-
hibits a large cluster after 
1800 when examined 
within TT.
Figure 6.1 shows the overview after loading the Tate dataset into 
the tool, organised by the works’ assigned date of production. The visu-
alisation automatically adjusts the zoom level so that the time period 
in view matches the temporal extent of the collection. I pointed out 
the cluster at 1800–1850 previously; I will now examine it by zooming 
in closer (Figure 6.2).
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figure 6.2 – Zooming in 
on a cluster between 
1800–1850 reveals how it 
is composed of suspi-
ciously uniform thumb-
nail images.
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figure 6.3 – Every page in 
J.m.w. Turner's sketch-
books is catalogued as 
an individual work.
It turns out that the cluster is mostly composed of works by J.M.W. 
Turner – an anomaly that we already recognised. It appears, however, 
that most of these works are actually individual pages of his sketch-
books (Figure 6.3). His overarching dominance in the Tate collection is 
not only a result of his prolific output of paintings, but of the decision 
to catalogue every single page of his sketchbooks as a work of art. As 
far as the digital catalogue is concerned, a page in Turner’s sketchbook 
is on a par with other ‘finished’ artworks in the collection. This obser-
vation has been confirmed in a comment on the early findings I pub-
lished online (Kräutli 2013) and explained by Tate’s developer Richard 
Barrett-Small:
The Tate holds the Turner Bequest on behalf of the nation, which 
comprises a large number of Turner sketchbooks. Each page of 
these sketchbooks is classified as an individual artwork on paper, 
which makes up the lion’s share of this rather singular collection.1
George Oates, museum technologist and board member of the British 
Library Labs, picked up on this occurrence in her keynote at the 2014 
Museum and the Web conference, naming it the “Turner Problem” – 
the fact that the skewing of data that appears in the visualisation is 
not an error in the design that should be fixed, but representative of 
cataloguing conventions:
What Florian didn’t know was that every page in all of Turner’s 
sketchbooks has been catalogued. Instead of being an anomaly, it 
was a true representation of Tate’s decision to elevate the Turner 
materials in their catalog. (Oates 2014)
Oates also comments on the ability of the visualisation to provide evi-
dence for collection’s biases:
1 see https://github.com/
tategallery/collection/is-
sues/16  
(accessed 12.01.2016)
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Every catalog is different, no data is perfect, every cataloger’s deci-
sions are different, every institution is different. I like that these 
differences are becoming more apparent. (2014)
To take a closer look at the “Turner Problem” we can separate all the 
Turner-records from the non-Turners. We can now either examine the 
Turner-related items separately, or continue with the remaining items 
in the Tate collection. These show a more even temporal distribution, 
although a suspicious peak is still present around 1815. As we zoom in, 
it becomes apparent that it represents a set of prints by the artist Wil-
liam Daniell (Figure 6.4). Their date of production is, in fact, unknown; 
the text-based date field states “date not known”, while the numeric 
dates have apparently been set to 1814. It’s unclear why, though we fur-
ther learn that they have previously been part of the Tate Publications 
collection and have been included in their art collection in 1979.
Highlighting records that match the credit line reveals other works 
that were part of the same acquisition batch. These records are all as-
sociated to William Daniell, revealed by highlighting the correspond-
ing records in a different colour, and they are also the only works by 
this artist that the Tate owns.
figure 6.4 – another sus-
picious cluster remains 
after removing Turner 
from the diagram. These 
records all relate to a sin-
gle acquisition and have 
probably all given the 
same production date, 
although they might 
have been produced at 
different times.
missing Dates
Daniell’s works have no known production date according to their tex-
tual dates, yet they appear in the timeline because their numeric dates 
have been assigned. Other records that have no numeric descriptions 
of their production date are not displayed in this view. In Tate’s exam-
ple this currently corresponds to 5,392 records, or 0.08% of the dataset.
Timelines display events by positioning a graphical mark according 
to their temporal location, which inherently brings up the question 
if – and if yes, how – events with missing dates should be displayed. 
Existing examples of digital timelines employ different strategies. 
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figure 6.5 – Timeline 
Curator extracts tem-
poral information from 
unstructured text and 
generates a visual time-
line. Events with vague 
dates appear as rec-
tangles in the top right 
corner.
image: screenshot of http://
tl-generator.herokuapp.
com/ (accessed 24.02.2015)
TimeLineCurator (Fulda et al. 2016), a tool for generating timelines 
semi-automatically from unstructured text, displays “vague dates” 
as squares in the top right corner of the view (Figure 6.5). When the 
timeline is exported to its final format,2 vague dates are automati-
cally removed. HiT (Boyd Davis et al. 2013), a prototype visualisation 
of part of MoDA’s database places all events with missing dates at the 
left edge of the screen.3 Most digital timelines simply omit events that 
have no associated dates.
Arguably, not displaying undated events might be a sensible ap-
proach: users looking at data on a timeline do so through ‘time-tinted’ 
glasses – non-temporal data will be invisible to them. Mauri et al. 
(2013) therefore propose to implement multiple “views” when visual-
ising cultural data – lists, maps, timelines, etc. – and allowing users to 
switch between them.
Visualisations are not neutral representations; their format and 
focus dictates what is visible. However, users might not be sufficiently 
aware that their view is incomplete, assuming instead that a visualisa-
tion shows all available data, as my evaluation of P4 and P6 indicated.
Early iterations of my visualisation prototype falsely interpreted 
missing dates as zero point in the twentieth century – 1.1.1900 – or 
Unix time – 1.1.1970. Anomalies that these interpretations caused 
to appear in the visualisation were spotted quickly by the curators. 
However – lacking the background knowledge in computational date 
interpretations – they were taken at face value as occurrences in the 
dataset, and not a result of missing dates.
In my discussion of time as a framework for sense-making (see 
page 70) I argued that temporal data is never truly absent in digital 
datasets. When production dates are missing in cultural records, there 
are other temporal aspects that may be used to visualise a dataset on 
a timeline. Exploiting these constitutes my proposed design principle 
to visualise multiple temporalities and it is also a viable strategy for 
2 The tool generates time-
lines based on Timeline-
Js (see page 297).
3 my account is based on 
personal communica-
tion with the authors. 
The cited paper does not 
describe how unknown 
dates are dealt with.
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figure 6.6 – The artworks 
in the Tate dataset, 
visualised by dates of 
acquisition. Highlighting 
items with no production 
date reveals records that 
were missing in the ear-
lier views that visualised 
Tate’s data by year of 
production.
dealing with missing dates – which in this context denote dates that 
are merely missing along one temporal dimension, while others may 
still be present.
Figure 6.6 visualises the Tate collection from the perspective of 
acquisition dates. These are set for all but 45 records.4 Visualising by 
acquisition reveals an institution’s history. For the Tate, it begins in 
1820, although it has only been an independent institution since 1955 
(The National Gallery n.d.). Originally it was a part of The National Gal-
lery that grew out of a donation of the industrialist Henry Tate and led 
to the opening of a separate gallery for British art. When J.M.W. Turner 
died he bequeathed his work to the National Gallery, visible in the dia-
gram by a vertical strip in 1856.
TT allows any dataset field to be used as filter, including temporal 
data. In Figure 6.6 items with missing production dates are high-
lighted; these are the records that were absent in the previous view. 
Block-shaped clusters form where a batch of undated works have been 
acquired. Positioning these works by acquisition dates provides an 
upper bound of their possible date of production and neighbouring 
records provide context. Undated works appear among other records 
with which they share an informative temporal commonality. When 
they are positioned ‘outside’ the main timeline diagram, as some 
examples do, the only shared temporal relationship of these separately 
visualised clusters is their lack of production dates, which does not al-
low for much insight about their history.
This discussion of missing dates puts a caveat on my earlier ob-
servation of the importance of visualising datasets completely; what 
counts as a complete dataset often depends on the viewpoint, and the 
4 42 of these 45 records 
contain production 
dates, which leaves three 
records that appear in 
neither of these views. 
These records could be 
revealed by exhausting 
other temporal attrib-
utes, such as the time-
stamp a record has been 
updated – a value that 
is defined for all records 
– or using date infor-
mation that is assigned 
to a record indirectly 
– via associated artists, 
movements, accession 
batches, etc.
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specific viewpoint determines what the dataset consists of. We are 
not only looking at data of the artworks in the Tate collection, we are 
looking at datasets of art production and art acquisition. Time creates 
its very own viewpoint; seeing everything necessitates looking from 
several perspectives of time.
figure 6.7 – more than 
100,000 records make up 
this diagram that visu-
alises vases in Oxford’s 
beazley archive by their 
estimated date of pro-
duction.
Dating strategies
Timelines for distant reading should enable insights about overall 
patterns and occurrences in a dataset. Histogram-based overview 
timelines allow users to inspect the temporal distribution of a collec-
tion. As explained earlier, the TJ layout I developed minimises arte-
facts that result from the incompatibility between the way cultural 
items are dated and the assumptions embedded in the construction of 
a histogram by utilising the tolerance permitted by the date brackets. 
The layout algorithm operates on the level of individual records, but it 
produces an emergent pattern that can reveal new insights about the 
strategies that have been used when dating items in a collection.
Figure 6.8 and Figure 6.9 depict the objects database of the Cooper 
Hewitt Smithsonian Design Museum collection organised by date of 
production. In comparison with the Tate’s collection that served as an 
example before it’s noticeable that the diagram is much more evenly 
distributed; likely a result of a conscious decision to offer a representa-
tive view of the history of industrial design. Spikes, appearing at regu-
lar yearly intervals throughout the diagram indicate sets of objects 
that carry a precise year as a date. Between the years, a continuous 
band stretches horizontally throughout the visualisation with only 
minor variation in thickness, suggesting that the objects that appear 
here have been dated with a much coarser granularity – five years or 
more, visible by the lack of sudden changes. One anomaly stands out 
from this pattern: a thicker portion in the late 1930s turns out to origi-
nate from a set of items dated 1928-29.
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figure 6.8 – Cooper-Hewitt’s object records are visual-
ised by production date.
figure 6.9 – Records with precise dates (exact years) 
appear in vertical spikes, while uncertain items spread 
out between them.
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figure 6.10 – Records that 
correspond to the 1930s 
are highlighted in Coop-
er-Hewitt’s object data-
set. The assigned dates 
of these items reach as 
far as the 1980s.
The lens-shaped distribution representing Oxford’s Beazley archive 
(Figure 6.7) displays a staggered, step-like distribution. This indicates 
that the dates have been assigned in regular intervals of 50 years each. 
Indeed a numeric analysis of the data reveals that 93% of the records 
in the collection have a date bracket that is precisely half a century 
wide. Almost 7% are dated within a century, leaving less than 1% of in-
dividually dated items. Incidentally, seven records have a date bracket 
of negative 50 years, likely to be result of confusing CE and BCE dates. 
This regularity in the dating of the records that partly originates from 
Sir John Beazley himself has not previously been recognised.
The detailed breakdown of the dating intervals required a numeric 
analysis to be performed ‘outside’ the timeline – the visualisation 
‘only’ provided the initial stimulus that there might be a pattern that 
would be interesting to study. However, the visualisation made the 
pattern immediately apparent and, crucially, without a researcher 
having to explicitly look for it. Using the visualisation one could then 
decide to follow up on the insights from the numeric analysis and, for 
example, discover if there is anything distinct about the 1% of items 
that do not follow the dating pattern.
Besides the usual format of a production date stored as textual 
date and date bracket, objects in the Cooper Hewitt database carry an 
additional ‘decade’ field. It is not unlikely that such a field contains re-
dundant data effectively derived from the numeric date field in order 
to make it easier to navigate the dataset by decade. However in this 
particular case it appears to serve a different purpose. Highlighting, for 
example, records that match the decade 1930 indeed dyes most of the 
entries between 1930 and 1940 (Figure 6.10) – although not all of them, 
and neither is the selection fully confined by these dates, extending 
instead as far as the 1980s. How come these are labelled as 1930s?
Probing the records by pulling up their details provides an expla-
nation. A horizontal row of dots in the 1970s refers to a set of cutlery. 
Each record carries the same image and represents an individual piece 
of cutlery; dessert spoon, cheese knife, salad fork, etc. Another occur-
rence of the “Turner problem”: a set of matching cutlery is treated as a 
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collection of individual objects.5 Yet, we are still interested in learning 
why a 1930s item appears so late in the timeline.
The textual date description offers a clue: “designed 1932, produced 
1980” (Figure 6.11). Numerically, the date is defined as 1932-1980; the 
width of this date bracket caused the records in the diagram to spread 
out between those dates. The ambiguous date of this item is an exam-
ple of the kind of problem in relation to dating objects a curator (C3) 
alluded to. Conventions expect the specification of a single date, forc-
ing a curator to make a compromise when faced with many relevant 
dates; such as in this case, date of design and date of production. The 
visualisation is able to respond to this dilemma and offers a glimpse of 
a curator’s reasoning behind the dating of objects.
figure 6.11 – Curators at 
Cooper-Hewitt refrained 
from deciding between 
two relevant dates (date 
of design and date of 
production) for this set 
of cutlery. instead, they 
assigned the timespan 
1932–1980, a decision 
which the visualisa-
tion revealed. later, the 
textual date description 
was updated, giving 
preference to the date of 
production.  Incidentally, it ap-
pears that the dispute between these two dates has been settled in the 
meantime. When the dataset was released in November 2013, the date 
on this item read “designed 1932, produced 1980”. An update on 12 June 
2014 changed the description to “1980”, while leaving the numeric 
dates at 1932-1980.6
I will refrain from exploring all the histories behind the records 
that appear seemingly outside their assigned decade; we now have 
a sense of how this would be done and what kind of insights it could 
reveal. Coming back to the concept of distant reading in relation to the 
strategies for dating cultural objects: this can be done here, for exam-
ple, by separating the dataset according to the decade field, as visible 
in Figure 6.12. We can see how the precision with which items are 
dated increases in more recent decades;7 a trend that is to be expected. 
However, there is a difference in how far the decades stretch into the 
future; an indication of how ‘popular’ designs of these periods were, 
measured by how long they were still in production. Both the 1900s 
and the 1920s extend as far as five decades outside of their scope, while 
others typically do not reach out more than two.
5 internally, cataloguing 
software is able to treat 
records such as these 
both as single items as 
well as sets of items. 
However, such relation-
ships are usually not 
maintained when a digi-
tal collection is published 
online.
6 following an edit on 12 
June 2014, the item’s 
date is updated. The 
edit history is accessible 
here: https://github.com/
cooperhewitt/ collection/
blame/master/ 
objects/187/066/33/ 
18706633.json  
(accessed 12.01.2016)
7 visible by an increase 
in yearly spikes and a 
disappearance of the 
stretched-out band in 
the decade shapes.
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figure 6.12 – separating the object records in Cooper-
Hewitt’s digital collection by their associated decade 
shows for how long items of a particular time period 
remained in production.
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The structure of a Collection
Through the visualisation it is possible to see the temporal scope, size, 
distribution and composition of a collection. The latter often requires 
a bit of probing. Figure 6.13 visualises the Geffrye dataset by date of 
production. From the beginnings in the 16th century 
figure 6.13 – The dataset 
of the Geffrye museum 
reflects changes in the 
focus of its collection. 
These are made visible 
in this diagram by the 
distinct variations in its 
shape.
 until the 19th 
century the shape of the diagram widens continuously. At the right 
end towards the present time, the shape and structure undergoes a 
series of abrupt changes. After a steady growth around 1925, a block 
appears in 1950, which then quickly narrows and morphs into a spiked 
cluster that remains until the present time.
figure 6.14 – a large clus-
ter of missing images is 
responsible for an abrupt 
change in Geffrye's col-
lection. These could in-
dicate an acquisition that 
is not yet catalogued 
completely.
 Spikes, as we learned, refer to items that have been precisely dated, 
while continuous patches contain records with ambiguous dates. 
When a collection contains images, it is often immediately informa-
tive to examine them by zooming in. Around 1970, the images display 
objects, photographs, drawings – a heterogenous composition of items 
before and after the sudden change in size. However, a set of patches 
with missing images is visible, which is responsible for the pattern 
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we saw (Figure 6.14). They all appear to be photographs, uncatalogued 
and dated as 1950-1970 – likely the traces of a large set of items that has 
been acquired, but never completely catalogued.
The spiked cluster at the end of the diagram does represent a 
change in the composition of the collection. While earlier items relate 
to objects or drawings, these records represent photographs of homes, 
largely part of their Documenting Homes collection.8 Most of them 
carry a timestamp and are therefore dated with greater precision of 
up to a day. We can also see how present-day physical objects are only 
rarely collected anymore – instead the more recent items are almost 
exclusively made up of photographs and magazines. This shift in the 
collection’s ontology represents a change from collecting to docu-
menting – traceable in Figure 6.15 which highlights the records of the 
Documenting Homes project in blue.
figure 6.15 – a spiky cluster at the right end of the dia-
gram represents recent items in Geffrye’s collection 
that correspond mostly to their Documenting Homes 
project.
8 Geffrey’s Documenting 
Homes collection is an 
archive that captures 
twentieth and twenty-first 
century living environ-
ments. see http://www.
geffrye-museum.org.uk/
collections/explore-our-
collections/advanced- 
search/?groupId= 
PRO24406 
(accessed 21.01.2016)
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The interest of the curators of the Britten-Pears foundation in the 
temporal relationship of authors and compositions formed the ba-
sis on which I developed a visualisation format that emphasises the 
multiple temporalities of cultural artefacts and collections data, and 
makes them available to visual analysis. While previous work on 
visualising temporal relationships focusses on tracing the history of 
individual events, the Temporal Perspectives layout enables patterns 
to be studied both up close as well as across a complete dataset; close 
and distant reading of temporal relationships each produce their own 
insights. Furthermore, the layout encourages the basic unit of a cultur-
al dataset, i.e. the object, to be reconsidered, multiplying the possible 
viewpoints on a dataset and its potential as a resource for new knowl-
edge.
Explicit and Implicit Relationships
SemTime (Jensen 2003) relies on the relationships between events 
being encoded in the dataset: the type of connection is indicated in 
the visualisation, which means it must have previously been defined. 
Continuum (André, Wilson, Russell, et al. 2007) similarly requires links 
to other entities being defined in the data type as separate nodes. Both 
visualisation tools therefore rely on explicitly described relationships.
None of this is unusual, in fact Linked Data (Bizer et al. 2009) for-
mats promote the idea that datasets should be defined exclusively as 
sets of relationships – in contrast to seeing records as disconnected, 
individual entities, like a row in a table. Linked Open Data is especially 
suitable for storing and retrieving cultural data as it does away with 
many problems related to matching data to a predefined structure 
(europeana labs n.d.).
Many cultural datasets have grown from database formats that are 
built around more ‘traditional’ data structures; they are therefore not 
typically available as Linked Data. At the centre is the entity that usu-
ally describes an object, along with its different attributes; material, 
location, maker, etc. In Linked Data terms this would translate to a set 
of tuples: object “made from” material, object “originates from” loca-
tion, object “produced by” maker, etc. Linked Data therefore provides 
explicit information on the type of link and allows for finer grained 
descriptions. For example a location could be specified as “found in”, 
“made in”, “used in” etc.
Although tabular formats often lack explicit link descriptions, they 
can nevertheless be treated as sets of relationships by reconsidering 
what constitutes the basic unit of a cultural dataset. Britten Poets 
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maps the relationship between Britten’s works and the lives of indi-
vidual authors essentially by putting a different attribute at the centre 
of the data record than would be expected; instead of comprising a 
collection of works by Benjamin Britten, the lower part of the visuali-
sation represents a collection of authors, whose commonality is that 
they all have been set to music by this particular composer.
Relationships do not need to be explicitly expressed in a dataset 
to be visualised in a timeline, instead we also can reconsider what 
constitutes an event. By visualising different temporalities of a record, 
different events are being mapped and their relationships can be stud-
ied. This is the mechanism behind the Temporal Perspectives layout; a 
conceptual, rather than just a technical innovation.
Distant Reading
Figure 6.16 is a visualisation of a part of the V&A database as a collec-
tion of types of objects, of artists, of places and a collection of collec-
tions. Each shift of perspective results in a different temporal distribu-
tion and the connections between them plots the relationships. Their 
order matters for the distant reading of connections as the links are 
only drawn from one row to the next. This particular arrangement 
displays the temporal extent and distribution of object types in terms 
of contributing artists, how these artists relate to places and whether 
they have lived there at similar times, and the diversity of collections 
in terms of the geographic origins of the containing objects. We see, 
for example, the temporal focus and spread of individual collections 
with regards to the items they contain. Two outliers appear around 
1700; the Sculpture Collection and the South and South East Asian Col-
lection both contain objects distributed evenly across the entire time-
frame, while other collections typically cover a smaller time-period or 
exhibit more asymmetrical distributions.
In Figure 6.17 the entire database of MoDA is visualised as cat-
egories, objects and procedures. The term ‘procedure’ is used by the 
cataloguing software to denote exhibitions, publications or loans. 
Objects and categories are both arranged by production dates and we 
can see, by the width of the clusters of connections, what timeframe 
objects in a certain category typically occupy. Procedures are arranged 
by their date of creation and occupy a shorter, more recent timeframe. 
By examining the size and distribution of the dots in the procedures 
row, we are able to identify patterns in the usage of the objects in the 
collection. A large number of objects has been exhibited as part of four 
major and one smaller exhibition throughout the 1980s. 
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figure 6.16 – a Temporal Perspectives view of a part 
of the v&a dataset. we are looking at the dataset as 
sets of collections, objects, artists and places.
figure 6.17 – This dataset by moDa contains object 
records along with associated “procedures”: exhi-
bitions, publications, lectures, etc. in this Temporal 
Perspective view, we can examine patterns in usage 
of their collection.
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In the 1990s, there is only little documented use of the collection. 
The 2000s display a steady growth in usage of objects as parts of publi-
cations, theses and exhibitions. Again some larger dots represent ma-
jor exhibitions, but none of them as expansive as the first documented 
show in the 1980s.
I have already discussed some of the patterns visible in the Brit-
ten dataset; his favourite time periods in terms of writers and the 
temporal ‘spread’ of writers in Britten’s life that the visualisation 
reveals. Similarly, the vertical ‘rain’ of compositions and immediate 
first performances, followed by a sudden backtrack to Britten’s child-
hood pieces in P8 (Figure 4.21 on page 166) is an example of how the 
visualisation affords distant reading of relationships. These patterns 
are only apparent when they are visualised in context of relationships 
in the entire dataset; anomalies, such as lines reaching diagonally to 
Britten’s juvenilia stand out against the ‘normal’ case of vertical lines. 
The timeline format allows for both close and distant reading of data-
sets, following my described design principles of distant reading and 
multiple temporalities, and offers a way of looking at temporal pat-
terns in datasets that is not available in current visualisation tools.
figure 6.18 – by highlight-
ing dots in this view of 
the v&a dataset, we can 
study how individual 
items relate to other as-
pects of the collection.
Close Reading
By highlighting a dot, it is possible to study how a ‘virtual record’ con-
nects to others and how it occupies different timeframes according to 
the perspective from which it is seen. For example, we can examine 
the V&A’s Far Eastern Collection, highlighted in the t0p perspective in 
Figure 6.18. The selection propagates downwards and connects related 
items. Hereby it is possible to identify if relationships are reciprocal. 
For example, “Basin” in the objects timeline is highlighted in yellow, 
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which denotes a reciprocal link – all represented basins are part of 
the Far Eastern Collection. The link to “Teapot” on the other hand is 
labelled, but the dot remains grey – teapots can also be found in other 
collections.
We can study the MoDA dataset in the same way. Figures 6.19–6.21 
depict the visualisation in use. One of the three larger items appear-
ing in the recent history of the procedures row are highlighted in each 
screenshot. Each results in a different distributions of objects that are 
associated with a particular procedure. In Figure 6.19 the procedure 
“Robert Jones’ Biography of Lewis Jones” is highlighted and results 
in a condensed ray of lines aiming at a narrow portion of the objects 
timeline, dated around 1920-1950. This corresponds to the time Lewis 
Jones (1894-1953) has worked for The Silver Studio9 – with one outlier, 
probably an item with an incorrect production date.10 The objects in 
Figure 6.20 are distributed across the entire collection. These corre-
spond to “Objects Featured on the Blog”, a selection likely intended to 
offer a balanced overview of the collection. Lastly, in Figure 6.21 the 
highlighted objects are associated with an art history course taught 
at the university. Here we can clearly identify two temporal clusters 
of objects, denoting the temporal focus the course has chosen, along 
with which time periods and objects are omitted.
Visualising procedures and museum objects in this way enables an 
institution to study which parts of their collection gets used in what 
types of contexts. Such insights are of great value for museums, not 
least financially, as they often need to show funders if and how their 
collections are being used and what impact certain investments have 
had on the usage of archives.11 On a less fiscal, but no less valuable 
level, curators are able to experience how their holdings lead to new 
insights:
How is knowledge being generated? How is new knowledge being 
generated with the same stuff? You’re generating new knowledge 
by visualising it, but then that is visualising the fact that new 
knowledge is being generated. (C12)
In the example of Britten’s Poets, studying the relationships between 
authors and works enables curators to discover new connections and 
examine patterns they were already aware of in more detail. I dis-
cussed Alfred Lord Tennyson’s appearance in Britten’s oeuvre with 
the curators ahead of creating the visualisation. His writing appears 
several times throughout Britten’s life, set as individual works or as 
part of a work cycle in combination with other authors. By highlight-
ing Tennyson’s dot in the bottom perspective – as visible in Figure 
6.22 – we can see precisely how his writings are distributed in Brit-
9 “after it closed, the 
contents of the silver 
studio - artwork, record 
books, photographs, cor-
respondence and so on 
- were given to Hornsey 
College of art, which be-
came part of what is now 
middlesex University.This 
material is the focal col-
lection of the museum 
of Domestic Design & 
architecture (moDa).” 
(moDa 2008)
10 according to the collec-
tion’s curator.
11 for example, a museum 
may justify to devoting 
funds to the conservation 
of artefacts when they 
are able to show that 
there is (public) interest 
in them.
219Evaluation Mediated insights – Perspectives
ten’s works and – by the size of the dots – which works contain several 
author’s writings. Subsequently selecting these works we can examine 
which poets appear together with Tennyson and how they are distrib-
uted through time (Figure 6.23). 
figure 6.19 – a publication 
on lewis Jones – high-
lighted in the bottom 
perspective – features 
objects from moDa’s col-
lection. Their production 
dates correspond to the 
time Jones was working 
at the silver studio.
figure 6.20 – an internal 
sub-collection keeps 
track of the objects 
moDa featured on their 
blog. These are distrib-
uted evenly across the 
entire timeframe the 
objects in the collection 
occupy.
figure 6.21 – The high-
lighted procedure cor-
responds to a university 
art history course, which 
apparently focuses on 
two distinct timeframes 
in moDa’s objects col-
lection.
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figure 6.22 – selecting a poet highlights the corre-
sponding works in britten’s oeuvre, allowing re-
searchers to study Britten’s interest in specific writers 
throughout his working life.
figure 6.23 – it is possible to study how individual 
authors share a relationships through britten’s works 
and examine which writers appear together in a work 
cycle.
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One piece stands out when we look at its temporal distribution in 
terms of poets. Voices for Today is a singular example, spanning the wid-
est timeframe of all of Britten’s work (Figure 6.24). This piece includes 
both the earliest poet Britten set – Sophocles (496–406 BCE) – as well 
as the latest – the Russian poet Yevgeniy Yevtushenko (born 1932). A 
novel insight for the curators, and one for which they could provide an 
explanation. Voices for Today was a commission for the twentieth anni-
versary of the United Nations and the poets Britten set were suggested 
by his advisors. It is quite possible that this is the reason why poets 
from Britten’s favourite time period are joined by ‘outsiders’ and that 
his advisors were keen to include a selection of poets spanning a wide 
frame of history and geography.
figure 6.24 – Voices for 
Today stands out in the 
timeline due to the wide 
timeframe it occupies. 
apparently, this is not a 
coincidence – the writ-
ings have been selected 
by britten’s advisors.
Different Emphasis Through Different Timescales
In earlier iterations of the Britten’s Poets prototype I experimented 
with time axes whose scale can be manipulated in various ways in 
order to find the ‘ideal’ combination of timescales for the parallel 
timeline format.
Figure 6.25 is a screenshot of an earlier version with two parallel 
time axes. On the upper timeline the poets are represented in a unit 
histogram and linked to the individual works, which are represented 
on the lower axes. Both axes initially use a linear scale. By clicking and 
dragging anywhere on the axis, users can set break points and stretch 
or compress certain timeframes.
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The prototype pictured in Figure 6.26 arranges the data vertically in 
two columns; on the left are Britten’s works and on the right the cor-
responding authors. In this example the axes are scaled according to a 
Fisheye transformation (Furnas 1999): a dynamic lens which lets users 
expand and compress timeframes by moving the mouse vertically over 
either column.
Like Priestley I expected the non-linear scaling of the axes to be 
confusing to the viewer. However it did not seem to pose any problems 
for the individuals I tested the prototypes with. It seems that because 
the user was in control of the transformations, the scaling of the axes 
became itself a useful tool for filtering the data and for understanding 
the relationships between events across time.
An important insight is how a user’s ability to explore and under-
stand a dataset through a timeline visualisation is not diminished 
when a timeline does not use a linear time axis. In fact it became 
evident how the scaling of a time axis, including the familiar linear 
scale, is an arbitrary choice – one of many possibilities – and plays an 
important role in determining what aspects and patterns in a dataset 
get emphasised.
The non-linear scale in my Britten’s Poets visualisation – which by 
default was the same for both work cycles and authors – clearly reveals 
Britten’s preferred literary periods and the patterns of compositions in 
his own working life. By switching to a linear scale, detail in the com-
position’s temporal distribution is lost, but a more accurate impres-
sion of the poet’s distribution in time is gained. The temporal distance 
between the 18th century and the ancient Greek and Chinese writers 
is evident.
Last, but not least, scaling each timeline independently from the 
other reveals patterns that were hidden in the previous views. Three 
connections from works to authors stand out as their angle deviates 
from the majority of lines. Around 1935 Britten uses, for the first time 
in his working life, the writings of authors that date back by more 
than a millennium: notably the writings of the Chinese poet Po-Chü-i 
(772-846), who appears again later in Britten’s life (Figure 6.27).
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figure 6.25 – an earlier 
iteration of the britten 
Poet’s visualisation 
implements a time axis 
that can be dynamically 
adjusted.
figure 6.26 – a prototype 
iteration that uses fisheye 
distortion to allow users 
to study the correlations 
of authors and composi-
tions in relation to brit-
ten's works.
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figure 6.27 – The final version of Britten's Poets imple-
ments three possible time scales. Each emphasises a 
different aspect of the temporal relationships. 
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Expert Insights
In addition to the functional aspects of the visualisation prototypes 
that facilitate the discovery of new knowledge with regards to the 
issues mentioned earlier, the following section presents the insights 
that curators were able to gain from interacting with the visualisation 
prototypes and from participating in the design process. These range 
from practical uses with regards to the identification and interpreta-
tion of ‘suspicious’ data, to affective qualities and the ability of visuali-
sations to encode and release a curator’s tacit knowledge.
Design Decisions and Collaborative Design
When I discussed the prototypes with curators and expert users, our 
conversations revolved not only around what the visualisations reveal 
– how they could be interpreted – but also around the design of the 
tools: how the visualisations could be improved, what works and what 
does not. Hardly did the comments touch on the prototypes’ appear-
ances, their ‘aesthetic’ qualities. Comments were aimed at allowing 
tools to answer specific questions or enabling certain modes of en-
quiry: suggestions for the design of the prototype were intrinsically 
linked to insights, or possible insights, that they enable. I will discuss 
these below. Notably, sometimes it was also just the idea of visualis-
ing data without actually visualising it that triggered new strands of 
thoughts. After having gained experience in the possibilities of visu-
alisation and having seen examples of visualised collections, curators 
started to speculate, which artefacts might appear how and what that 
might tell them. We can see this as evidence of the different ways that 
a design process produces new knowledge; it can be generated by us-
ing timeline visualisation tools, but also by reflecting on how visuali-
sations should be designed.
When comments on the prototypes’ appearances were made, they 
were largely positive. Curators found the prototypes to be “pretty”, 
“beautiful”, even “tasty”. One scholar stated that the TT prototype 
looks unfinished.12 This sparked a discussion among those present on 
whether or not this is necessarily a problem. One participant argued 
that the fact that the visualisation does not look overly polished 
invites conversation and criticism and suggests that the tool itself is 
open to be adapted – key properties for a scholarly research method.
Critical Thinking, Interpretation and Explanation
Conversations revolved around how to represent the characteristics of 
collections data I discussed, specifically with respects to temporal un-
certainty. Incorporating uncertainty in the Temporal Jittering layout 
12 This point was raised, not 
by a curator, but by one 
of three professors of de-
sign who were present at 
a seminar where i dem-
onstrated my work.
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in the way I have done corresponds to how curators intuitively deal 
with uncertain dates. Similarly, positioning single dots by average date 
in the Temporal Perspectives prototypes, rather than representing 
beginning and end dates, was appreciated.
That’s sort of intuitive […] It’s actually the years in which they were 
largely working and obviously that’s the crucial point. We don’t 
really care, in that sense, when they were born. Because they didn’t 
start writing poetry the moment they were born. (C6)
By making uncertainty in dates an essential part of the visualisa-
tion, curators increasingly learned to be critical about the dataset; in 
respect to digital dates as well as other aspects of the data. This is a 
transition I noticed in comparison to when I began my research and, 
lacking at that time my own visualisation tools, would often produce 
timeline visualisations using existing software that had been de-
signed for numerical data analysis. When interpreting these generated 
graphs, curators were quick in drawing conclusions from patterns 
that later turned out to be inconsistencies in the visualisation format, 
but were regarded as being representative of the collection. These 
false conclusions could be debunked when the same datasets were 
visualised in the TT prototype that employs dating uncertainty and 
represents records individually, not as summarised charts. While this 
showed me that my own prototypes indeed presented an improve-
ment over existing solutions when it comes to visualising cultural 
data, it also made me aware how quickly users will try to make sense 
of what they see.
The term “intuitive” was used repeatedly by the curators to de-
scribe certain aspects of the visualisation tools, however sometimes 
only after we discussed the rationale behind them. Non-standard 
visual representations often required explanation:
It seems to me that you also need a sub-strata of textual informa-
tion. (C11)
Without explanation one might not understand, or even consciously 
think about, the meaning of some graphical representations. An exam-
ple of this is the vertical positioning of the dots in the TJ layout:
The height is a bit artificial, isn’t it? That does not really mean any-
thing. (C4)
After I explained that the vertical ordering corresponds to the records’ 
sequence in the dataset and should match how the archive was origi-
nally catalogued, patterns were becoming evident:
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Oh, ok and that’s probably right, because that’s from one particular 
publication that someone must have been going through. So if you 
look at those, these must quite possibly be from the same publica-
tion. There are definitely groups. (C4)
Questioning and discussing the thinking behind a visualisation can 
be essential for drawing reliable conclusions from it. Researchers and 
the public have largely grown accustomed to the idea that data does 
not speak for itself (Behn 2009). The same, however, is true for data 
visualisation. Wherever diagrams depart from established paradigms, 
an explanation becomes necessary.13 Having to explain a visualisation 
does however not mean admitting defeat; believing that a design has 
failed in being self-explanatory or intuitive.14 To explain provides an 
opportunity to reflect on design choices and gain insights.
Enjoyment
Matters of affect and pleasure when using the visualisation tools have 
also appeared as an important factor. That working with visual time-
lines is more enjoyable than studying text-based chronologies is a 
claim that has already been made in the 18th century (Boyd Davis & 
Kräutli 2014). Features of the digital medium enhanced the visualisa-
tion’s affective qualities through animation and motion. Zooming in 
on the Tate timeline, for example, and making the images appear often 
elicited from spectators a sound of delight. I did not expect this when 
I demonstrated the prototype for the first time at a conference. Later 
I could predict the reaction and provoked the dramatic effect of the 
images appearing by zooming in on the right portion with the right 
speed. Including images, where available, is however more than just a 
visual effect:
I think the other really distinctive thing about this is that abil-
ity to see the thumbnails when you go in. You could have a graph 
that’s plotted from a spreadsheet that is generated with a statistical 
tool […] I’m sure we have users that do that kind of thing for their 
research. But, being able to play around with it, to see, to get a sense 
of what kinds of objects fall in particular periods is much more in-
tuitive and much more informative – immediately informative. (C7)
seeing Everything
One of the most impressive effects on curators, when they looked at 
their dataset through the TT visualisation, was a sense of seeing every-
thing. This did not apply to early visualisation prototypes and sketches 
I made using off-the-shelf software (Figure 6.28). These often required 
the datasets to be split up into categories, for example, in order for the 
visualisations to be comprehensive.
13 in the Description (1764) 
that accompanies Priest-
ley’s chart, he devotes 
several pages to explain-
ing the rationale behind 
representing time as a 
line.
14 Companies such as ap-
ple promote the idea of 
user interfaces having 
to be “intuitive” (stern 
2014). steve Jobs himself 
expressed that “the main 
thing in our design is 
that we have to make 
things intuitively obvi-
ous” (isaacson 2012). in 
the academic HCi litera-
ture however, the term is 
less convincing because 
“many claims of intuitive-
ness, when examined, 
fail.” (Raskin 1994)
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figure 6.28 – a tryout 
visualisation of Johnston-
related items in the lon-
don Transport museum 
collection.
image: chart created in  
Tableau Desktop
By using the interactive TT visualisation and by being able to look 
at the images of the records, curators got a sense of seeing the com-
plete collection. Although not all the dots and images are visible in the 
overview, it appears that the knowledge of being able to immediately 
query the visualisation in detail supported the notion of seeing every-
thing, without actually seeing all of the images at once. This observa-
tion gives support to the theories of visualisations acting as “cognitive 
artefacts” (Norman 1991) that support “external cognition” (Scaife & 
Rogers 1996), as I discussed in chapter 2.
What I find really appealing [is this] ability to see the entire da-
tabase in a sense. You literally see it all, even aggregated in that 
shape. And then you can zoom in on it. (C7)
Selecting and filtering could then be done within the visualisation:
The process of trying to find patterns is a human one. You provide 
a tool that enables a human being to play around and see what’s 
significant. (C7)
On a practical level, the ability to filter data through the visualisation 
interface was widely identified as one of the most useful features:
I don’t think we can filter down to that level of detail. That’s just re-
ally useful and it’s very clear what’s actually happening. (C6)
This behaviour, and how the visualisation affords it, is in line with Sh-
neiderman’s visualisation mantra “overview first, details on demand” 
(Shneiderman 1996); the principle of starting out with an all-encom-
passing view and gradually exposing details.
Somewhat ironic is that the above statement on the “ability to see 
the entire database” was made while we were sitting inside the room 
that contained the entire archive; stored in folders, arranged on book-
shelves that covered almost every wall of the room. By turning one’s 
head one could see the entire physical collection, yet it seemed more 
comprehensible and immediately accessible when the data was visu-
alised on the screen. This corresponds to an earlier observation by Lee 
(2005) that a collection must be “readily available” – a digital interface 
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is able to facilitate that when it can visualise a collection on a single 
screen:
It’s quite different from going page to page, or even a continuous 
scrolling type interface. (C4)
A digital collection may be examined as a whole in a way that, for vari-
ous reasons, is not always possible with a physical archive or museum 
collections:
Often objects are missing for a while. Often you get some examples 
of what is in a particular travelling exhibition, but you don’t get the 
whole range. That would be a very useful way of seeing things.  (C11)
Critical Chronographics
Curators were, in general, content with the format of the timeline and 
using time as the framework for structuring the data:
Chronology wouldn’t have to be the organising principle, but it’s 
the most intuitive one. You could also have a blob organised to 
some other principle […] but chronology is kind of obvious. (C7)
Analytic timelines also fill a gap, as existing tools that curators use 
to organise and clean their data often fall short when working with 
temporal data:
You have to sort an Excel spreadsheet in one way and chronology 
is the least easy to do. I’m sorting by store or by inventory number, 
and then I try to tell a story... [Dates are difficult] because the date 
fields are inconsistent and in different areas. (C8)
A chronological ordering matches with curators’ interest in narratives 
and their work on telling stories with and about cultural artefacts. 
The other visualisation format that often came up as a suggestion is 
a geographic map. Many curators shared the desire to examine data 
according to its place of origin and some archives already produced 
their own, often Google Maps based visualisations of the ‘locations’ of 
objects. 
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figure 6.29 – Oxford’s 
beazley archive plots da-
tabase records on a map. 
However, each vase may 
have several relevant 
locations, only one of 
which is visualised.
image: screenshot http://
www.beazley.ox.ac.uk/xdb/
asP/mapXDb.asp (accessed 
09.12.2015)
Oxford Beazley Archive’s online presence shows how the pots in 
their collections originate from all over Europe (Figure 6.29). Curators 
remind us, however, that the narrative behind this mapping is more 
complex than it appears:
Most of the ones we have on the database were made in Athens, but 
there’s only a minority that was actually found there. Most of them 
come from Italy […] The Estruscans, the ancient people of northern 
Italy, liked acquiring these Athenian vases and they put them in 
their tombs. And the kinds of tombs they built tended to protect 
the vases. (C7)
Geographic mapping revealed inconsistencies in location data; the 
fact that artefacts can hardly ever be associated with a single place 
and that a place may be relevant for a variety of reasons. As we have 
seen, the same applies to time and mapping events on a timeline.
Curators have typically not previously visualised their datasets in 
this way; arranging all events automatically on a visual timeline. See-
ing their data mapped in time and participating in the design process 
of digital timeline visualisations caused them to make similar obser-
vations about the origins of dates and their accuracy:
These signs were around in the thirties, but we don’t know when 
in the thirties. We’re looking at photos to identify when they were 
around. There’s nothing actually recorded [...]. I guess because of 
when the collection came together, which is quite a lot after these 
things were removed from their sites, it’s difficult to know exactly 
their story; they are a bit vague. (C10)
In collaboration with the curators we were able to explore the cause 
of suspicious patterns in the datasets and identify their roots. For the 
London Transport Museum’s upcoming centenary of Edward Johnston 
– the typeface designer who shaped the identity of London’s public 
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transport – they asked me to analyse all the Johnston-related items in 
their database. In 1913 he was commissioned to design a lettering for 
London underground; the relation to Johnston of items that appear 
on the timeline before this dates is therefore questionable. To me, the 
earliest item appearing on the timeline in 1868, an image of Westmin-
ster station with pre-Johnston typeface, looked like an error in the 
data. However, as the record represented not the photograph, but the 
actual station – dated by its date of opening – the issue was a bit more 
complex. To complicate things even further, a curator remarked that 
the actual photograph must have also been taken later than the time-
line suggests: it depicted the station after its remodelling by architect 
Frank Pick in 1923, but still before the lettering was changed to John-
ston’s typeface.
This particular record represented the entire history of Westmin-
ster station, conflated in a single date. When represented on a time-
line, it was evident that more must be hidden behind it. According to 
the record description, an early version of a sign designed by Johnston 
was found on the site in 1920 – which is why the record carries a rela-
tion to Johnston, albeit more than 50 years later than it appears on a 
timeline.
The merits of Errors
Before I was handed over datasets of collections, curators often ex-
pressed concerns about them being imperfect and not organised the 
way they should be. When I presented them visualisations of other 
datasets I did earlier and the errors that emerged, they feared and 
admitted that their data will probably show similar mistakes, gaps 
and inconsistencies. Once they saw their data visualised, and indeed 
spotted numerous errors, they were however not that concerned about 
them anymore, because they recognised that the errors are, as a conse-
quence of being visible, also fixable:
This is brilliant. This is extremely useful for proof reading isn’t it. 
(C6)
Seeing errors or missing images produced a call to action:
Just in itself, the visual representation of a sea of dots with very few 
thumbnails being utterly practical from a curatorial point of view. 
This immediately says, here is an issue we need to tackle. (C8)
Missing images are not only an issue for the quality of the data, they 
can introduce a bias in the usage of a collection:
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The importance is that artefacts with images in their object record 
get used and produced for people more often than artefacts that 
don’t have an image in their object record. (C8)
What became apparent is that there are hardly any binaries between 
clean data, and data that is messy, incomplete or erroneous. Curators 
often strived to present me with clean data. One of the main reasons I 
was sometimes not allowed to get my hands on datasets was because 
they were just in the process of cleaning them up. Once they were fin-
ished I would be able to work with them. Needless to say I hardly ever 
received the datasets; the process of cleaning up is never-ending.
A dissatisfaction with the condition of their current datasets is 
often keeping institutions from publishing them, along with a fear 
of presenting data that is ‘wrong’. Data, however, can only be wrong 
if it is treated as facts – which arguably it often is, also in the context 
of cultural collections. A shelf number stored in a database should tell 
a user where a physical item is located. If the item is not where it is 
supposed to be, that piece of data is wrong. When looking at a cultural 
dataset on its own, however, the truth value of individual fields mat-
ters less; it may just be one dimension of it.
The observed outlier in the form of a record of Westminster station 
is wrong in some respects and correct in others. Supposed errors ap-
pearing in the visualisation cause curators to look closer and discover 
the hidden narrative, and reflecting on how this could be represented 
better in the data that drives the visualisation. Errors gave a sense 
of confidence to the curators. The fact that the visualisation is not 
perfect, that what the visualisation shows is not perfect, is not seen as 
problematic, but as honest:
This could be quite pure because what you’re coming up with, in a 
way it’s coming out of information that hasn’t gone through some-
one’s selection process to what is to be shown. (C11)
Revealing biases and Interpretations
Representing cultural data honestly brings up all kinds of incon-
sistencies, ambiguities and irregularities that, in a visual timeline 
aimed at informing museum visitors, would normally be cleaned up 
or swept under the carpet. As I have argued, digital collections can not 
be “uninterpreted databases of raw cultural heritage material“ (Lynch 
2002). The interpretations that are necessarily present can however be 
revealed and made evident through appropriately designed timelines 
like the ones I presented:
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Really fascinating what you’ve been doing with that in the way you 
present it by curator. You see where trends in collecting have taken 
place, the themes different curators were having in the develop-
ment of the collection. (C1)
The traces individuals have left on a cultural collection can become 
tangible, one curator speculates:
It could be showing where an out-of-control curator has gone mad 
and acquired a lot of material. (C11)
The influence of their predecessors on the datasets is something 
which is very much relevant for the day-to-day practice of curators 
working with digital collections.
A lot of what we know about our collection is because the history 
has passed. Down the line we know […] why we didn’t catalogue a 
lot of those things because that curator was not interested in that. 
You could imagine in about fifty years time when that history is 
gone, that this [visualisation tool] is really interesting. (C1)
The same curator also suggested the use of the visualisation as an edu-
cational tool for new curators. New staff coming in will be unfamiliar 
with the collection and will lack the background knowledge required 
to properly interpret collections data. This applies however to any user 
outside an institution who wants to make use of a collection:
I urge you to continue this great work. Most of my life has just been 
a pain, trying to find things in archives and databases, where you 
have to spend a week trying to understand how they thought when 
they catalogued things. (C3)
With improved technical accessibility of online collections it is very 
likely that more users will struggle with identifying embedded in-
terpretations of cultural data. Curators develop a tacit knowledge of 
how to interpret their own collections when working with them – 
knowledge that can be approximated, to an extent, with the presented 
visualisation tools:
What you’re doing is, you’re encoding some of that internal tacit 
craft – historical knowledge – you’re blackboxing it into a series of 
tools that anyone can understand. (C3)
meta-questions
As my prototypes for visualising cultural data progressed from ini-
tially naïve timelines to the more sophisticated tools I arrived at in 
the end, they were more and more able to reveal biases that originated 
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from subjective preferences or the institutional history. Simultane-
ously, the kinds of questions that curators wanted to be able to answer 
with visualisation tools developed from low level to high level in-
sights.
By ‘low level’ I do not refer to simplistic questions or mundane 
findings, but insights that stay close to the physical material the data 
relates to: the artefacts that are collected. Low level questions regard 
the data as closely related or even equivalent to the material. These 
questions do not necessarily require digital means in order for them to 
be answered. Higher level questions, or ‘meta-questions’, ask about the 
data, its history, and the circumstances that led to its creation. High 
level questions are removed from the artefacts and closer to the data. 
This also means taking advantage of the capabilities of digital technol-
ogy and developing a greater awareness of its limitations.
Low level questions that were posed in the beginning concerned 
mainly aspects of the content of the collection:
I am interested in the genres […] [visualising] all of his work and 
showing what type they were, how long they took to write. Having 
that represented visually would be wonderful. (C6)
Curators’ questions related to ongoing discourses among the experts 
in their particular field, perhaps related to common beliefs and as-
sumptions about the items in the collection or their creators, for 
which a visualisation might provide evidence, or maybe disproof.
Quite often curators stated that it would be necessary to gather 
more data before being able to answer the questions they really 
thought interesting. It appeared almost as if they either believed their 
archival data was insufficient – that the information it contains is not 
useful enough – or that they thought the possible insights would be 
trivial and not be able to exceed what they already knew about their 
collection.15 This relates to Simon’s (2013) observation I mentioned 
earlier on the inability of available collections data to offer meaningful 
insights (see page 148). As experts, curators might have expected to 
know what the data entails and therefore the possibility of answering 
new questions through their datasets was often made dependent on 
more data to be gathered.
Spotting biases in collections data, both in their own as well as 
in other collections, caused the questions of the curators to become 
more self-reflective. While initially they were interested in finding out 
something about the data and the artefacts it represents, they were 
increasingly wondering what the data could tell them about their in-
stitution. Not the artefact and its creator – the artist – but the data and 
15 This underlines the im-
portance of a distinction 
between collections and 
collections data. Cura-
tors know a lot about the 
former, but less about 
the latter.
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its creators – themselves, the institution and previous staff – entered 
the spotlight.
Engaging with cultural data instead of cultural artefacts reflects a 
shift in the way a humanist works. Instead of studying physical arte-
facts and finding out how their creator and the people around them 
must have lived and thought, curators now have to study their own 
traces and retrace the thinking of those before them.
Archaeologists working on a digging site will try to minimise the 
traces that they leave themselves. With digital data, researchers are 
currently much less careful, or less able to be careful about the conse-
quences of their doing. Archaeological practices have perfected meth-
ods for minimising the influence of researchers on the excavated ma-
terial. Digital collections have only been around for about fifty years 
and knowledge of the possible damaging effects of human ‘traces’ in 
digital data, as well as how to prevent them, still needs to be developed 
and passed on. Until then, visualisation tools that not only represent 
collections data, but also its history and biases, will be essential for the 
interpretation of cultural data.
To give an example of higher level, or meta-question, and how 
these progress; a reoccurring task curators wanted to perform is mak-
ing comparisons:16
Could you do, for example, a comparison of the pots from the [mu-
seum collection] against all the pots in the archive. (C7)
This is a research question that already shows an awareness of the 
kind of questions that can be answered with digital data by a timeline 
visualisation. It makes use of an attribute in the database that holds 
the physical location of an artefact not in order to gain insights about 
the content of a collection, but to find out something about the think-
ing of the people that assemble a selection of an archive in order to 
exhibit it in public. The resulting insight is that the temporal distribu-
tion of the items that are on display is much more even, in comparison 
to the totality of items available.
I think they deliberately tried to have a representative range of 
material. (C7)
Earlier I mentioned London Transport Museum and their Johnston 
centenary. After our first encounter, I revisited them a year later and 
after a new curator has taken over the responsibility of the project. In 
the meantime, their project has progressed and the departing curator 
has spent a lot of time on cleaning the data, annotating it and tagging 
items that bear a relationship to Johnston. The task that the current 
curator suggested we could perform with the visualisation, was to 
16 according to Unsworth, 
comparing is one of the 
“scholarly primitives” 
(2000); the basic tasks 
that humanists do, along 
with discovering, anno-
tating, referring, sam-
pling, illustrating, and 
representing.
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import the latest version of the collections dataset along with the ones 
I had from before and to visualise the differences, to see how the col-
lection data has changed in the meantime and which artefacts have 
gained or lost a relationship with Johnston as a result of their project.
The notion of visualising collections data on a timeline to learn 
more about the history of an institution came up several times before:
You’ll see a range of clusters where we are planning a major exhibi-
tion. […] We might acquire 2,000 objects in the space of two years, 
where normally we acquire one a year. […] You don’t need to know 
that we opened a new shipping gallery in 1963, you may just simply 
look at the data and it will tell you. (C3)
However, these insights concern the history of the physical collec-
tion as told by the collections data, while the suggestion of compar-
ing changes to a catalogue aims to examine the history of collections 
data itself. The digital catalogue gains in relevance as an independent 
source of knowledge.
As more and more digital collections are released on GitHub, it 
will become feasible to study the history of collections data in a larger 
scale. Originally intended as a code repository, GitHub does not over-
write anything when new data is added to it: the complete revision 
history is maintained and remains accessible. I already encountered 
traces of editing activity in the Cooper Hewitt dataset when I updated 
my local copy to the latest version (see page 210).
Privacy
At this stage, I encounter increasing concerns over privacy issues with 
the availability of digital collections. When I began my research, the 
institutions I collaborated with readily shared their entire datasets. 
Concerns emerged when it became evident that collections data does 
not only hold data on artefacts, but also traces of individuals. Access 
and updates to a collection are logged with timestamps and user IDs. I 
suggested making use of multiple temporal aspects when visualising 
collections data; visualising data along those timestamps, however, 
results in being able to look at a detailed activity profile of individual 
curators, to see their preferred working hours, maybe when someone 
skipped work, etc.
An increasing awareness of issues of privacy is closely related to 
the formulation of higher level questions; when the interests revolve 
around cultural artefacts and their creators – who often have died long 
ago – privacy is less of an issue. However, when questions relate to col-
lection activity and the decisions of individuals, these matters need to 
be taken into account when developing visualisation tools.
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Coda
When I began my research project and developing visualisation tools, 
I expected the tools to lead to new knowledge of the kind that I now 
characterise as ‘low level’ insights. The original proposal for my PhD 
stated that “for example, a member of the public interested in a mu-
seum object would be able to see it in the context of all its neighbours 
in time”. While the TT visualisation, as we have seen, is indeed able 
to display images of objects in the context of other objects that share 
a temporal relation, there is an extended context of every record in a 
cultural dataset pointing towards the history of the collecting insti-
tution, the cataloguing individuals, biases and data revisions, which 
properly designed timeline tools are able to reveal as well.
Crucial to enabling these insights are not only the final tools, but 
the process and knowledge of creating them and the collaborative 
efforts of curators as experts, scholars and interested researchers, and 
myself. Participating in the design process made curators more aware 
of the characteristics of digital cultural data and the potential for visu-
alising it. Collaborating and involving them in the entire process made 
me and them more informed and critical about tools and all aspects of 
the datasets.
My initial expectation was that visualisation tools will broaden 
curators’ understanding of their collection; these have been met, but 
in addition they extended their knowledge and understanding of the 
nature of digital data and the type of knowledge it is able to contain at 
high and low levels; close to the artefact and close to the data.
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The knowledge that timeline visualisations are able to produce from 
digital collections appears in different shapes. Being able to explore 
a collection through the visualisation enables a user to get an over-
view and see a collection (almost) in its entirety. The sense of ‘seeing 
everything’ is facilitated not only by having all the records graphically 
represented – individually or aggregated – but by allowing users im-
mediate access to individual records.
Having an overview is useful for both casual and expert users. Even 
curators who are very familiar with a collection do not necessarily 
grasp it in its entirety. The abstraction of the diagrammatic represen-
tation produces a ‘map’ of the collection, both in the mathematical 
sense of mapping input data to a graphical output space, as well as in 
the common understanding of a cartography of a digital collection.
Visualisation can support common curatorial tasks such as select-
ing items for an exhibition, identifying errors – or supposed errors 
– and making corrections. Curators appreciated the ability to begin 
with everything and then filter down to the level of detail that they 
required, instead of their usual way of working with collections data; 
start empty and, through successive and targeted queries, build up the 
selection that they envisaged. This makes the presented timeline visu-
alisation an analytic device in the true sense of the word; by allowing 
users to decompose a collection. Being able to filter in this way also 
facilitates understanding. Interactively manipulating a selection and 
seeing the effects visualised on the screen provides a cognitive advan-
tage over mental problem solving.17
When used to support ‘normal’ curatorial tasks, the visualisation 
acts as a cognitive artefact. Curators commented that the visualisation 
encodes some of their tacit craft, the background knowledge that they 
require for studying their collections. Through visualisation, expert 
curators are spared from having to think consciously about the history 
of a dataset. Instead biases and inconsistencies are, to a certain extent, 
visible on the diagram. For curators who are new, or users outside an 
institution accessing a collection, appropriate visualisation tools allow 
them, too, to get an overview of a collection, but also to be able to see 
and consider the embedded interpretations and biases. This enables 
outside users to draw more informed conclusions from the dataset 
they examine.
When the visualisations are used to answer questions about the ar-
tefacts within a collection, it often helped to confirm existing knowl-
edge. For example, the curators of the Britten-Pears foundation already 
knew who Britten’s favourite poets were and how they are distributed 
17 see also Kirsh and ma-
glio (1994) who observed 
that expert Tetris players 
find the optimal position 
and rotation of a brick 
not by planning, but by 
trying out different op-
tions through actively 
rotating and moving ele-
ments.
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in time. When insights are not surprising, the are nevertheless useful 
evidence. Patterns that are visible in the visualisation are immedi-
ately informative and the knowledge they confirm previously required 
extensive desk research. As a scholarly research tool, the comprehen-
sible confirmation of existing knowledge or hypotheses is as impor-
tant as the possibility of discovering ‘genuinely’ new knowledge. In 
addition, the visualisation allowed curators to study known patterns 
in more detail. We can precisely observe the distribution of Walter de 
la Mare poems in Britten’s oeuvre and we are able to not only see the 
extremes, but all shades in between.
When it comes to the area of temporal descriptions with regards 
to their multiplicities and uncertainties, the visualisation has offered 
previously unknown findings also on the level of a collection’s arte-
facts. By comparing the relationship between dates of composition 
and dates of first performance, we can see how Britten usually deliv-
ered his works shortly before they were first performed. By seeing the 
moment where first performances of childhood pieces started to take 
place, we can tell when people started to get interested in the oeuvre 
of Britten in its entirety.
This insight brings us towards the finding of meta-narratives, 
further away from the artefacts; possibly the most important aspect 
that these visualisations afford and a diversion from the established 
use of collections visualisation and museum timelines that focus on 
the artefacts or the biographies of their creators. When we look at a 
collection with regards to the embedded temporal uncertainties and, 
in the example of the Beazley archive or the Cooper-Hewitt collec-
tion, spot patterns and irregularities in the way the objects are dated, 
we essentially look at the traces of curators. We interpret how they 
have thought when they catalogued the artefacts, not at the artefacts 
themselves.
When I speculated that collections data is a resource in its own 
right besides the ‘physical’ collection I mainly envisaged that the 
sheer amount of data might lead to new insights. Instead, it appears 
that it is mostly the quality of data, how the data has been ‘crafted’, 
that bears important insights. In my research, I was able to discover 
new knowledge even with only a few fields per record. What is crucial, 
however, is to have some data about all the records – in contrast to 
having all data about some records. This constitutes a shift in humani-
ties research which traditionally is concerned with close reading 
of a few artefacts rather than distant reading of a large set of items. 
Seeing everything is essential for distant reading as well. Context is 
everything; seeing data in its own context of all other records is what 
enables one to spot patterns.
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The next step on the abstraction ladder of questions that collec-
tions data is able to answer is the study of data revisions; an area of re-
search a curator has suggested and which I already touched on when I 
encountered data edits in the Cooper Hewitt dataset. Revision his-
tories of collections data will be an important resource in the future, 
when more and more collections are published on platforms, such as 
GitHub, that store multiple versions of a dataset.
The presented insights appear as immediate outcomes of the 
prototypes and their application on museum data. It is important to 
consider however, the role that making the prototypes played and how 
the collaborative process of making led to new insights. By working 
together with the curators and understanding how they work, their 
actions and traces came into focus of my research more than they 
might have had I examined the datasets without their participation. 
Similarly, taking part in the design process and learning about visuali-
sation – the functional principles of data visualisation and what kind 
of insights it enables – allowed curators to develop an understanding 
on the kind of questions they could answer through visualisation. 
While the curators generally exhibited a great awareness of the poten-
tial biases in their collection – in  contrast to earlier studies of cura-
tors’ views (Currall et al. 2005) – they did not anticipate that something 
which is part of their intuition could be visualised and studied.
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 “Curators and archivists are given the 
means to confront and reflect on the 
collecting history and cataloguing 
practices of their institutions.” (page 243)
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7 Conclusion
Digital collections are increasingly made available online as a result 
of a growing recognition of their potential as resources for research. 
However, their role in knowledge production is still not fully under-
stood. Often they are regarded as digital reproductions of the archives 
they represent; losing the physicality of the collection, but gaining the 
merits of digital accessibility.
I have argued for digital collections to be more closely related to 
catalogues of archives than to the archives themselves, and claimed 
that the kind of data these digital catalogues are able to contain leads 
to them becoming independent resources for knowledge production. 
As many theorists in the Digital Humanities observe (Winchester 
1980; Hedstrom 2002; Thomas 2004; Borgman 2009; J. Drucker 2011a), 
we currently lack suitable tools to make sense of such humanities 
data, a problem my research addresses immediately through the devel-
opment of suitable visualisation tools and, crucially, through making 
the thinking and knowledge behind their design explicit.
Visual timelines, my argument continues, can be effective and 
versatile scholarly research tools for making sense of cultural datasets. 
This claim is backed up by the successful history of this visualisation 
format of communicating and revealing new knowledge in the field of 
humanities. However, modern digital timelines do not face up to the 
challenges posed by visual analytics more broadly and cultural data-
sets specifically, as my review of existing digital timelines and the lit-
erature on visualisation in the Digital Humanities demonstrates. This 
thesis has explored these challenges with regards to the issues around 
visualising and interpreting large datasets, the development of suit-
able layout algorithms and the challenges around temporal uncertain-
ties and multiplicities that are embedded in digital collections.
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Contributions
By following a practice-based approach my research contributes novel 
insights that are relevant for real-world datasets and the kind of re-
search questions that they are able to answer. Through collaborating 
closely with experts and users of digital collections, my work evoked a 
shift in the understanding of the epistemic role of digital collections; 
recognising and appreciating their value as resources that contain 
not only documented knowledge about cultural artefacts, but at the 
same time encapsulate a collection’s history along with the embedded 
biases, ambiguities and subjectivities.
In contrast to the findings of earlier studies, my research demon-
strated that curators are very much aware of the embedded interpreta-
tions of collections and know that they need to take them into account 
when working with cultural datasets. However, so far this has been 
largely anecdotal knowledge that could not be verified, or intuitive, 
tacit knowledge that was difficult to pass on. The visualisation tools I 
developed and the paradigms that they encapsulate enable curators 
and other users, for the first time, to see and interrogate the history of 
their collections.
By collaborating early on in a design process and jointly uncovering 
the complexities of humanities data and time-wise visualisation I was 
able to use potential biases and inconsistencies as a point of departure 
for critical discourse and provide the means for exploring and tackling 
them. These form an important contribution of this thesis.
Working closely with the ‘owners’ of the source material, I have 
been able to specify the key issues around visualisation of cultural 
data and formulate new paradigms to address the unique challenges of 
timeline visualisations and the issues emerging from partial, incom-
plete, contingent – in other words, real – data. Museums and archives 
are aware of the fact that their collections are biased, but instead of 
having to surrender to this reality, curators and archivists are given 
the means to confront and reflect on the collecting history and cata-
loguing practices of their institutions.
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Process and limitation
The practice-based research method was crucial in enabling my in-
sights and those of the people I worked with. When I originally pro-
posed the project I expected that the prototypes themselves would be 
the final outcome and the main contribution of the PhD. However all 
the prototypes I developed over the course of the research were also, 
and most crucially, a means to an end; a method to problematise and 
both discover and address the emergent problems.
When faced with the problem of representing uncertainty I, at first, 
followed a conventional approach and conceptualised ways of visually 
representing it in a standard timeline diagram. Only by testing the 
conceived solution with complete datasets – something that is hardly 
done in similar research projects1– I became aware that this might 
not be the most viable solution. Existing work on alternative visual 
interfaces tends to present paradigmatic implementations based on a 
subset of data, often claiming that scaling a solution to larger datasets 
is merely a technical problem.2 However, my research showed that it 
is more complex than that, that the real world is a world of “wicked 
problems”. My design-based research method was fundamental, not 
merely for verifying solution concepts, but to shape and reshape the 
problem.
The downside of practice-based research is its high level of subjec-
tivity. Another researcher would have built other prototypes, would 
have drawn different conclusions from them and would maybe have 
focused on other challenges. Through diversifying sources and opin-
ions I aimed to ease the subjective element in my research; through 
working with a variety of datasets and collaborating with curators of 
different institutions. Of course, these individuals all have their own 
subjectivities. For example, they all work for institutions in the UK 
and possibly have similar educational and professional backgrounds.
Collections data can, of course, not only be visualised on a timeline. 
Many curators asked for geographic maps and I have outlined that the 
timeline itself executes a bias towards the visualised data and the cre-
ated knowledge; a timeline looks at data through time-tinted glasses. 
There are many possibilities for visualising data and each is able to 
produce new insights from collections data. The angle I chose to visu-
alise datasets not only influences the potential knowledge, but also 
the course of the research process, as this thesis demonstrated; if I had 
not picked digital timelines – as a comparatively uncharted area of 
data visualisation – I would not have focused on the temporal element 
of collections data and worked with the aspects I did.
1 Bohemian Bookshelf, 
for example, an alterna-
tive visual interface for 
exploring digital libraries 
“included a collection of 
250 books to ensure fluid 
real-time interaction” 
(Thudt et al. 2012). These 
were selected from the 
Open library (openli-
brary.org), a source that 
offers millions of books. 
sfmOma’s artscope, 
another visualisation of a 
collection, features only 
around 20% of the data.
2 “while the performance 
of our prototype can  
easily be improved by 
applying more potent 
implementation strate-
gies, some of the visu-
alizations have to be ad-
justed to allow for larger 
data sets. […] Common 
visualization techniques 
such as edge bundling 
could be used”  
(Thudt et al. 2012)
245Conclusion 
Cross-Contamination
For an interdisciplinary research project, it is not unusual for every-
one involved in the research to fulfil different roles and I too needed 
to be aware of what position I am occupying in different parts of the 
project: not only a researcher, but also a designer and developer, and 
increasingly, an art-historian, musicologist, digital humanist. This 
progression of my own position into the field of humanities is not only 
a passive one – complementing my own knowledge and skills by col-
laborating with other researchers. Rather I argue that the cross-con-
tamination between disciplines grows deeper, leading to participants 
making significant contributions outside their ‘own’ field.
Digital Humanities projects are characterised by being collabora-
tive (Unsworth 2003; Hayles 2012, p.34). The adoption of computer 
science methods into humanities is an obvious cross-fertilisation of 
disciplines in this field. Recent discussions have moved towards more 
fine-grained elaborations of the epistemological consequences of digi-
tal technology in humanities disciplines, but the Digital Humanities 
is still fundamentally equated with the adoption of digital methods; 
a view that resonates in repeated questions if – or indeed demands 
that – humanists need to learn to code. Ramsay (2011) is a prominent 
defendant of this view, a stance that has been widely discussed and 
criticised (Gold 2012); Posner (2012) rightly flags up the intrinsic gender 
bias in calls for the necessity of practical computer skills.
Based on my research and my encounters with representatives of 
various disciplines, I found that the exchange between computer sci-
ences and humanities are far more profound than the adoption of pro-
gramming skills by humanities researchers. After all, coding is merely 
a skill learned and applied by professionals in various disciplines, and 
a skill that is not even essential for computer science itself. The sci-
ence of computing is independent of the specific implementation.3
However, I do not mean to dimimish what can be achieved through 
skilful programming. I do want to emphasise what we can do without. 
Intellectual progress is made through collaborations between the hu-
manities and computer sciences in both disciplines by the exchange 
and awareness of problems and the proposal – not necessarily the 
practical implementation – of solutions. Talking about uncertainty 
and confidence in temporal expressions and seeing effects of database 
cataloguing visualised, prompted curators to make suggestions on the 
computational modelling of their data and engage with issues around 
data structures. In doing so they have not only adopted concepts from 
the computer sciences but made a valid contribution to the develop-
ment of the field.
3 i have met various com-
puter scientists who do 
not, and often cannot, 
write code.
246Conclusion Cross-contamination
In contrast to the intersections between humanities and comput-
ing, the opportunities and implications of collaborations between 
designers and humanists have only recently entered academic debate 
through scholars who remarked on the fundamental importance of 
‘making’ in Digital Humanities (Presner et al. 2009) and the need to 
critically reflect on established paradigms for visual representation 
(J. Drucker 2011a; J. Drucker 2011b). Nevertheless, designers are rarely 
involved either in the conceptualisation or in the execution of Digital 
Humanities projects (Burdick 2009), despite growing evidence of the 
benefits of a deep relationship between designers and humanities 
scholars as collaborators and co-researchers (Caviglia 2013; Pellegrini 
et al. 2013; Uboldi et al. 2013).
As a designer, or as any ‘outsider’ collaborating on a research pro-
ject, one should not underestimate the contributions that one can 
make also to the knowledge domain of other disciplines. There are 
discoveries I was able to make – by using methods that are available to 
me as a designer and developer to study cultural datasets in relation 
to time – that were novel to the owners and keepers of these datasets. 
Collaborating on Digital Humanities projects does not only mean 
adopting the skills and methods of each others’ discipline, but rec-
ognising the contributions that each field is able to make within the 
other fields in terms of creating new knowledge through their specific 
viewpoints and philosophies.
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Future work
I have centred my research around the specified focus issues I dis-
cussed. Elsewhere (Kräutli & Boyd Davis 2013) I identified additional 
challenges of time-wise visualisations in the humanities that the cur-
rent research left untouched. I have addressed the ones I found most 
crucial, possibly creating more challenges in the process, of which 
some will be tackled by continuing PhD projects that were informed 
by the presented work.
beyond Newtonian Time
With regards to time and how it is represented I have remained close 
to the computational, the Newtonian concept of time. Consequently I 
largely ignored alternative models of time along with the opportuni-
ties they might create for tackling some of the challenges I identified. 
I employed Newtonian time as an established system for structuring 
information, for its ease of use in a digital context and because it is the 
format which collections data largely use.4 Nevertheless, there is a lot 
of potential to develop the digital concept of time further, also within 
the confined realm of digital collections, for example by considering 
time not as an absolute coordinate space, but as a relational concept. 
The patterns in the form of contiguous assemblies that I identified in 
many collections and were often telling of batch acquisitions consti-
tute events that happened at the ‘same time’, but nevertheless were 
recorded, as a computer demands it, in sequential order. We can see, 
therefore, that other traces of temporal relationships are embedded in 
collections data even though time is explicitly specified in Newtonian 
terms.
beyond Collections Data
My findings and the paradigms I developed are not uniquely applica-
ble to digital collections. Appropriately designed timeline visualisa-
tion tools can lend themselves to visually analyse other datasets, who 
might exhibit some of the same qualifiers. As part of an internship at 
Microsoft Research, I applied some of my thinking to personal data – 
email, calendar data, photographs. Born-digital data turns out to be as 
affected by subjective biases as manually created datasets. Examining 
the temporal aspects of personal data and making use of embedded 
temporal multiplicities leads to new insights. As in the case of collec-
tions data, these insights are most telling of the people that created it.5
For example, events on calendars are displayed by the date they 
take place, but calendars also store when an entry has been added or 
edited. Email software tracks when an email has been received, but 
4 linked Open Data for-
mats might, in the future, 
lead to alternative and 
more complex defini-
tions of time in collec-
tions data.
5 although the data is 
‘born-digital’, it ulti-
mately remains a human 
created artefact.
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also when it has been answered or forwarded. Photographs ‘know’ 
when they have been shot, but also when they have been downloaded 
from the camera or looked at. These temporal multiplicities allow for 
useful insights. In my findings, the timespan between the scheduling 
of an event and its date is strongly correlated with the amount of prep-
aration that is needed ahead of it – ‘hidden’ data that could be used to 
remind a user ahead of time of the event. As data is increasingly stored 
in the cloud, time plays an ever more important role in digital data 
and the potential knowledge embedded in it that may become evident 
through visualisation multiplies.
249Conclusion 
dissemination and Impact
The two prototypes that contain the insights from my enquiries are 
also available as open source libraries and for use by the public and 
researchers in and outside the humanities. So far they have been 
adopted by the Geffrye museum within an exhibition setting to visual-
ise the objects that are on display. Visitors can explore their temporal 
distribution and the visualisation provides context by displaying their 
position in the entire archive, communicating curatorial decisions of 
selecting representative artefacts.
At the Royal College of Art, two PhD projects – by Olivia Vane and 
Sam Cottrell – look closer the concept of narration in and through 
visual timelines and at elements of uncertainty in temporal visualisa-
tions. Outcomes of the present research have informed and been used 
to secure these studentships.
My work in relation to the history of collections data have led to a 
commission by the ICA Philadelphia and Visual AIDS: an interactive 
timeline that visualises the revision history of the Wikipedia article 
on HIV/AIDS. For Microsoft Research I explored the temporal dimen-
sion of email communication through a set of visualisation-based re-
search tools. My prototype interface of the ChronoZoom platform was 
awarded the Grand Prize of the Visualizing Time challenge.
My research had an immediate effect on the work of many of the 
institutions I collaborated with. The Britten-Pears Foundation applied 
conceptual and practical results in their own research and teach-
ing activities. The London Transport Museum was able to gain new 
insights relevant for their ongoing research into the legacy of Edward 
Johnston. At the Courtauld Institute, my work has led to the develop-
ment and funding of a new visualisation-based research project.
I have been invited to a Summer School on exploring digital col-
lections at Harvard University’s metaLab, where outcomes of my 
research have contributed to a handbook on exploring collections data 
(Mitchell 2014).
Based on my research output I have been awarded grants by the Eu-
ropean Science Foundation, the Getty Foundation and the Volkswagen 
Stiftung for contributing to specialist conferences and workshops. As 
more and more cultural institutions are realising the potential of their 
digital collections, my work has often been used as evidence for the 
knowledge they contain and how visualisation can reveal it (Simon 
2013; Bailey & Pregill 2014; Oates 2014; Rodley 2014; Winesmith & Carey 
2014). 
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1 data Acquisition and Curation
How does data enter the system? What requirements does a dataset 
need to meet? How does a dataset have to be processed in order for it 
to be visualised?
1.1 Custom Data Import Possible
Does the tool support custom data import, either through coding or 
within the UI?
1.2 Conditioning (Preprocessing steps)
Does the tool support or require conditioning of the imported data 
(e.g. specify data type, granularity, etc.) as part of the import process?
1.3 Used/Expected Format
What (standard) formats are used for the represented data (e.g. CSV, 
XML, JSON)?
1.4 Used/Expected Fields
What (kind of) fields are supported and/or required (e.g. date, text, 
tags)?
1.5 size of Implemented/supported Dataset
What is the total/maximum number of records supported?
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2 Representation of dataset
How is the entire dataset graphically represented?
2.1 assembly
What kind of diagram format is used to represent the dataset visually? 
Which principles does it follow?
2.1.1 layout Algorithm Used
What is the automated procedure by which the timeline layout is con-
structed?
2.1.2 Possibility to Select layout
Are there alternative timeline layouts?
2.1.3 Randomness
Is there an element of (pseudo-)randomness or is the layout determin-
istic
2.2 Temporal model
How is time digitally and visually present?
2.2.1 How the Model of Time Progresses
What is the mathematical model of time? (linear, non-linear, logarith-
mic, distorted, continuous, with omissions, transformations...)
2.2.2 How the Time Axis Is drawn on the Screen
What is the graphical model of time? (straight, curved, circular, ...)
2.3 axes
If present, what is the significance of graphical axes?
2.3.1 Temporal
How is/are the temporal axis/axes represented?
2.3.2 Non-Temporal
How is/are the non-temporal axis/axes represented
2.4 Readability
How readable is the graphical representation of the dataset?
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2.4.1 Size of dataset
Does the size of the represented dataset correspond to the total size of 
the dataset?
2.4.2 Content of dataset
Is the content of the dataset readable in the representation?
2.4.3 Scope of dataset
Is the structure/composition of the dataset comprehensible?
2.4.4 Readability in Sparse Regions
Are patterns readable in regions with little data?
2.4.5 Readability in dense Regions
Are patterns readable in regions with a lot of data?
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3 Representation of Record
How are individual records graphically represented?
3.1 Graphical vocabulary
Which graphical elements are used to visually represent records?
3.1.1 Shapes
3.1.2 Colours
3.1.3 lines
3.1.4 Images
3.1.4.1 Image Transformations
Are images processed before they are represented? (crop, scale, filter, 
...)
3.2 mapping modality
How do attributes of a record control their visual representation?
3.2.1 duration to Size
Is the temporal duration of an attribute represented as an element of 
size?
3.2.2 Position to Time
Is a temporal attribute of a record translated to a position of a graphi-
cal representation?
3.2.3 Mapping of Other Attributes
How are other attributes of a record graphically represented?
3.2.4 Temporal Granularities and Uncertainties
To what level of (im)precision are temporal attributes graphically 
represented?
3.2.5 Types of Events
Are there different representations for e.g. single events, periods, back-
ground events,...
3.2.6 Graphical Artefacts (Un-Mapped Attributes)
Which visual features are not driven by data?
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3.3 mapping Consistency
How consistent and comprehensible is the visual mapping of data at-
tributes?
3.3.1 Incoherences/Randomness
Are there random effects in the graphical mapping of data?
3.3.2 Quantisation
What level of quantisation do individual attributes undergo?
3.3.3 Exceptions
Are there exceptions in the visual mapping? (e.g. records that have 
been positioned manually?)
3.4 Non-Graphical Representations
Are there elements of the dataset which are represented through 
other means than graphics?
3.4.1 Text
3.4.2 Audio
3.5 Temporal Descriptions
What kind of temporal descriptions in a record does the visualisation 
expect and support?
3.5.1 Supported Granularity of date descriptions
Is there a limitation towards the maximum or minimum precision of 
temporal descriptions
3.5.2 Events without Time
Are events with missing dates represented?
3.5.3 Events with Single Point in Time
Does the visualisation support events with a single temporal attrib-
ute?
3.5.4 Events with Multiple Points in Time
Does the visualisation support events with multiple temporal attrib-
utes?
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3.5.5 Events As Periods
Does the visualisation support representing events that are non-dura-
tional, but nevertheless have a time period associated with them?
3.5.6 Periods
Does the visualisation support durational events?
3.5.7 Periods with discontinuities
Does the visualisation support durational events with breaks?
3.5.8 Tolerances
Does the visualisation support imprecisions in temporal description?
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4 Interaction
How does a user interact with the visualisation?
4.1 Exploration / Navigation of visualisation
What interaction paradigms are implemented that support navigation 
and exploration of the visualisation?
4.1.1 Orientation Assistants
Are there features that offer additional information on the user’s posi-
tion in the visualisation?
4.1.1.1 Visual
4.1.1.2 Non-Visual
4.1.2 Transformations of layout
Can the assembly of the layout be manipulated?
4.1.2.1 Zoom Behaviour
Can the layout be zoomed? What zooming mechanism is used?
4.1.2.1.1 linear
4.1.2.1.1 Semantic
4.1.2.1.1.1 Supported Reorganisation Principle
What is the driving mechanism of the semantic zoom? (e.g. summa-
rise events, sample events, reduce detail, ...)
4.1.2.2 Pan Behaviour
Can the layout be panned?
4.1.3 Transformations of Record Representations
Can the representation of individual records be manipulated?
4.1.3.1 Scaling
Can records be rescaled?
4.1.3.2 Repositioning
Can records be repositioned?
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4.1.3.3 Colouring
Can records be coloured?
4.1.4 detail on demand
Is it possible to attain more details about a graphically represented 
record?
4.1.4.1 Ability to learn More About a Record
Is it possible to get more details about an individual record?
4.1.4.2 Ability to learn More About a Group of Records
Is it possible to get common details about several records?
4.1.4.3 Exposure of data layer
Is the dataset that drives the visualisation accessible?
4.1.5 Manipulation of data layer
Can the dataset be changed from within the visualisation? I.e. can 
individual records be edited?
4.1.6 Manipulation of Mapping
Can the representation of individual records be manipulated?
4.1.6.1 Attribute
Is it possible to select which attribute controls a graphical variable?
4.1.6.2 Graphical Variable
Is it possible to select the graphical variable an attribute controls?
4.1.6.3 Transformations
Is it possible to change the mapping modality? (i.e. applying thresh-
olds, different scalings, etc.)
4.2 Drawing Relationships
What interaction paradigms does the visualisation support for draw-
ing relationships?
4.2.1 Manipulate Non-Time Axis
Can the non-time axis be scaled or reassigned?
4.2.2 Manipulate Time-Axis
Can the time axis be manipulated?
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4.2.2.1 Rescale
Is it possible to adjust the scaling of the time axis?
4.2.2.2 Omit
Is it possible to suppress certain time frames?
4.2.2.3 Projections
Is it possible to select the mapping modality of the time axis? (linear, 
log, lens, …)
4.2.3 Filter Records
Is it possible to manipulate the records?
4.2.3.1 Search
Does the visualisation support searching for records?
4.2.3.2 Extract/reorder
Can records be reorganised or looked at separately?
4.2.3.3 Remove
Can records be removed?
4.2.3.4 Emphasise
Can records be selected or highlighted?
4.2.4 Contextualising
Does the visualisation allow putting the data into (temporal) context?
4.2.4.1 Ability to Add (Background) Events
Is it possible to add custom events?
4.2.4.2 Ability to Include Several datasets
Is it possible to examine several datasets at once?
4.3 sense-making
What interaction paradigms support understanding and discovery?
4.3.1 direct Manipulation
Is every output also an input?
4.3.2 Feedback of System State
Is the user kept informed of internal processes?
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4.3.2.1 Visual
4.3.2.2. Textual
4.3.3 Traceability of Manipulations
Is it possible to retrace custom manipulations? Is there an ‘undo’ func-
tion?
4.3.4 Reproducibility of Findings
Do the same manipulations always lead to the same outcome?
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5 Technology/Platform
On what system does the visualisation run? What are the expectations 
towards it?
5.1 Implementation
How is it implemented? Is it a standalone software or a modular sys-
tem?
5.1.1 Standalone Tool
5.1.2 Tied to dataset
5.1.3 library
5.2 Platform
Is the visualisation platform independent or does it rely on propri-
etary formats?
5.2.1 Native
OS X, Windows, Unix, Linux, etc.
5.2.2 HTMl/JS
Standard web-technologies
5.2.3 Flash, Etc.
Proprietary web-technologies
5.3 Dependent libraries
e.g. jQuery, d3, ...
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The Beazley Archive
The Beazley Archive forms part of Oxford University’s Classical Art 
Research Centre. It maintains the world’s largest collection of photo-
graphs depicting and describing ancient decorated pottery. An online 
search interface provides researchers access to the collection’s dataset 
and enables them to export search results in an XML format. For my 
research I obtained a full export of the database.
http://www.beazley.ox.ac.uk
Publicly Available
http://www.beazley.ox.ac.uk/xdb/ASP/default.asp (accessed 09.02.2016)
Format
XML
Size
107,391 records
Britten-Pears Foundation
The Britten-Pears Foundation is based in Aldeburgh, UK, and main-
tains a collection of works by Benjamin Britten, along with other rel-
evant material such as manuscripts, documents and personal artefacts 
related to Britten and his partner Peter Pears.
http://www.brittenpears.org
britten Thematic Catalogue
The Britten Thematic Catalogue is a database detailing all of Britten’s 
works, including his early childhood pieces, along with manuscript 
sources and audio incipits. It is available via an online interface, how-
ever for the purpose of this research I have obtained a copy of the data-
base in the MySQL format directly from the Britten-Pears foundation.
Publicly Available
http://www.brittenproject.org/ (accessed 13.01.2016)
Format
MySQL/XML
Size
1,238 works, 192 first performances
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britten’s Poets
For an exhibition on the writers and poets that appear in Britten’s 
works, the curators assembled a dataset that contains tombstone 
information of authors along with the compositions they appear in. I 
received this dataset as an Excel sheet and converted it into a MySQL 
database, as some data was expressed using cell formatting in Excel 
and had to be translated to a relational database format in order to be 
modelled computationally.
Publicly Available
no
Format
Excel, converted to MySQL
Size
481 works, 62 work cycles, 156 authors
ChronoZoom
ChronoZoom is an interactive visual timeline for studying Big History. 
It started out as a project by Walter Alvarez and Roland Saekow at the 
University of California, Berkeley, and has been developed further in 
collaboration with Microsoft Research. ChronoZoom is both a visual 
interface and a community-created dataset of historic events, organ-
ised in nested timelines. The dataset is accessible separately from the 
interface through an API.
http://www.chronozoom.com/
Publicly Available
http://www.chronozoom.com/api/gettimelines (accessed 25.01.2016)
Format
JSON
Size
367 timelines, ca. 7000 events
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Cooper Hewitt, Smithsonian design 
Museum
The Cooper Hewitt, Smithsonian Design Museum in New York collects 
historical and contemporary design. Their collection comprises more 
than 210,000 objects. Their collections dataset is available on the code-
sharing platform GitHub and includes data on individual objects, as 
well as people and periods. For my research I worked with the objects 
dataset.
https://www.cooperhewitt.org
Publicly Available
https://github.com/cooperhewitt/collection (accessed 13.01.2016)
Format
JSON
Size
125,364 objects
Geffrye Museum
The Geffrye Museum of the Home in London documents and explores 
the history of English homes. Their collection includes objects that 
partly comprise “period rooms” – representative interiors for a given 
time period – as well as photographic documentation of past and pre-
sent living environments. Their collection is accessible through their 
website. An API is available, but not currently advertised to the public.
http://www.geffrye-museum.org.uk/
Publicly Available
web-based: http://www.geffrye-museum.org.uk/collections/  
(accessed 13.01.2016)  
API (beta): http://mailgate.geffrye-museum.org.uk:7452/api/rest/beta/
objects/ (accessed 13.01.2016)
Format
JSON
Size
27,055 records
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london Transport Museum
The London Transport Museum maintains a collection of more than 
450,000 objects, including posters, photographs, vehicles and many 
items that relate to the type designer Edward Johnston. I collaborated 
with museum curators working on the centenary commemorations 
for Edward Johnston and explored a collection of items relevant for 
their research.
http://www.ltmuseum.co.uk
Publicly Available
only web-based: http://www.ltmcollection.org (accessed 13.01.2016)
Format
CSV (export)
Size
2,807 records
Museum of domestic design and 
Architecture (ModA)
MoDA forms part of Middlesex University, London, and houses a large 
collection of textiles and items related to the Silver Studio, an influ-
ential UK design company, along with further collections related to 
domestic design. For research purposes, the curators gave me access to 
an export of their collections data, which includes records on objects 
along with records that describe usage of those objects as parts of ex-
hibitions and publications.
http://www.moda.mdx.ac.uk/
Publicly Available
only objects data, through web-based interface: http://www.moda.
mdx.ac.uk/Collections (accessed 09.02.2016) 
custom export not available
Format
CSV (export)
Size
3,579 object records, 265 procedure records
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Museum of Modern Art (MoMA)
The Museum of Modern Art in New York collects modern and contem-
porary art. Its collection spans around 200,000 works. Their collec-
tions data is available on GitHub. In contrast to the online collection 
on their website, the GitHub data also includes records that contain 
incomplete information, marked as “not Curator Approved”.
http://www.moma.org/
Publicly Available
https://github.com/MuseumofModernArt/collection 
(accessed 14.01.2016)
Format
CSV, JSON
Size
126,119 records
Penn Museum
The University of Pennsylvania Museum of Archaeology and Anthro-
pology is the largest university museum in the United States and pro-
vides researchers in anthropology access to about one million objects. 
A large part of their digital collection is available for download on their 
website in a variety of formats.
http://www.penn.museum/
Publicly Available
 http://www.penn.museum/collections/data.php (accessed 14.01.2016)
Format
CSV, JSON, XML
Size
365,057 object records (representing more than 835,000 objects)
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Tate
The Tate maintains the United Kingdom’s national collection of Brit-
ish and international art, which it exhibits in four museums: Tate 
Britain and Tate Modern, both in London, Tate Liverpool and Tate St 
Ives. Their collections data is available on GitHub and covers almost 
70,000 artworks, some of which are jointly owned by the Tate and the 
National Galleries of Scotland. In addition, the dataset contains tomb-
stone information on associated artists.
http://www.tate.org.uk/
Publicly Available
https://github.com/tategallery/collection (accessed 09.02.2016)
Format
CSV, JSON
Size
69,202 artwork records, 3,534 artist records
Victoria and Albert Museum
The Victoria and Albert Museum, or V&A, is a major museum of art and 
design and maintains a collection of roughly 4.5 million objects. More 
than one million of them are available through an online search inter-
face. An API is available, but currently (14.01.2016) not fully functional.
http://www.vam.ac.uk/
Publicly Available
online: http://collections.vam.ac.uk/
API: http://www.vam.ac.uk/api/json/museumobject/
Format
 JSON
Size
 1,167,880 (online), 2,000 (API)
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Aeon Timeline
Developer
Scribble Code
website
www.scribblecode.com
Type
Standalone (Native OS X)
license
Commercial
Dataset
custom
Release History
19.06.2012 1.0.5 (first public 1.x version)
31.10.2008 Beta Release 0.1 
screencast
https://www.youtube.com/watch?v=tW0sFJKJk8o
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BEEdOCS Timeline 3d
Developer
BEEDOCS
website
www.beedocs.com
Type
Native (OS X & iOS iPad)
license
Commercial
Dataset
custom
Release History
20051
screencasts
https://www.youtube.com/watch?v=0a_eSHO4rX8
1 according to http://blog.
beedocs.com/2005/05/
releasing-timeline.html 
(accessed 28.01.2015)
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CATT lab Timeline
Developer
CATT Lab University Of Maryland
website
http://www.cattlab.umd.edu/?portfolio=timeline
Type
Browser based (Flash)
license
Internal
Dataset
Traffic events (intended for custom datasets)
Release History
2007? (based on data in timeline)
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CATT lab Time Spiral
Developer
CATT Lab University Of Maryland
website
http://www.cattlab.umd.edu/?portfolio=timeline
Type
Browser based (Flash)
license
Internal
Dataset
Traffic events (intended for custom datasets)
Release History
2008? (based on data in timeline)
screencast
https://www.youtube.com/watch?v=NTP9p7-DeuY
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ChronoZoom
Developer
Walter Alvarez and Roland Saekov (UC Berkeley), Microsoft Research, 
Moscow State University
website
www.chronozoom.com
Type
Browser based
license
Open Source
Dataset
Events of World History (customisable)
Release History
14.3.2012 (2.0, complete rewrite in HTML5 and made open source)
29.4.2010 (1.0)
screencast
https://www.youtube.com/watch?v=OBGi8ZKP0fo
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Citeology
Developer
Autodesk Research
website
http://www.autodeskresearch.com/projects/citeology
Type
Java based visualisation
license
Internal
Dataset
CHI Papers
Release History
2010
screencast
https://www.youtube.com/watch?v=aEwS47G32rIi
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Continuum
Developer
André, P., Wilson, M. L. and schraefel, m. c.
website
http://research.mspace.fm/projects/continuum
Type
Standalone tool
license
Internal
Dataset
Compositions (intended for custom datasets)
Release History
2007 (paper published, unreleased)
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Cooper Hewitt Event Horizons
Developer
Cooper Hewitt (Aron Straup Cope)
website
https://github.com/cooperhewitt/d3-timeline-event-horizon
Type
Browser based (Library Module)
license
Open Source
Release History
September 2013 (http://labs.cooperhewitt.org/2013/a-timeline-of-
event-horizons)
screencast
https://www.youtube.com/watch?v=t3s0uqxnVPM
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GE Annual Reports
Developer
Fathom
website
http://www.ge.com/visualization/annual (down currently, 18.11.2014)
http://fathom.info/latest/2237
Type
Browser based visualisation, iOS app
license
Internal
Dataset
6000 pages; 120 years’ worth of GE annual reports, spanning the years 
1892-2011
Release History
20.3.2012
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Guardian Timeline: The Path of Protest
Developer
Guardian
website
http://www.theguardian.com/world/interactive/2011/mar/22/middle-
east-protest-interactive-timeline
Type
Browser based visualisation (Based on Away3D/Flash)
license
Internal
Dataset
Curated dataset of Guardian news reports
Release History
2011
screencast
https://www.youtube.com/watch?v=B1Y0GystZLE
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History Flow
Developer
Fernanda Viegas & Martin Wattenberg (at IBM)
website
http://www.bewitched.com/historyflow.html
http://fernandaviegas.com/wikipedia.html
Type
Browser based visualisation
license
Internal
Dataset
custom
Release History
2003 (not publicly available)
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History’s largest Empires
Developer
Edward Lee
website
http://edwardclementlee.com/vis/empires/ (accessed 01.01.2016)
Type
Browser based visualisation
license
Internal
Dataset
Curated dataset of historic empires
Release History
10.08.2011 (uploaded to visualizing.org)
screencast
https://www.youtube.com/watch?v=1KGupVDDKMA
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Histropedia
Developer
Navino Evans 
Sean McBirnie 
website
http://histropedia.com/
Type
Browser based 
license
Creative Commons (CC-BY-SA)
Release History
29.07.2015 (v. 0.8) 
19.02.2013 (first blog post) 
screencast
https://www.youtube.com/watch?v=y8Kj0QHHh1M
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Kindred Britain
Developer
Stanford University Libraries
website
http://kindred.stanford.edu/
Type
Browser based visualisation
license
Internal
Dataset
Dataset of 30,000 individuals; iconic figures in British culture
Release History
2013 (copyright notice)
screencast
https://www.youtube.com/watch?v=3LQI6czR1C0
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Neatline
Developer
Scholars’ Lab (UVa Library et al.)
website
www.neatline.org
Type
Browser based / Library
license
Open Source
Dataset
custom
Release History
28.7.2014 (2.3)
9.7.2013 (2.0)
2.7.2012 (1.0)
Initially released as an online tool and a package for custom hosting. 
Online tool discontinued since v. 2.0
screencasts
https://www.youtube.com/watch?v=u_vy6DXtM9A
https://www.youtube.com/watch?v=ggiG_0rF9hs
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NYT Timelines
Developer
The New York Times
website
A History of the C.I.A.’s Secret Interrogation Program, http://www.
nytimes.com/interactive/2014/12/09/world/timeline-of-cias-secret-
interrogation-program.html (accessed 17.08.2015)
Steven P. Jobs: His Life, His Companies, His Products. http://www.ny-
times.com/interactive/2011/10/05/business/20111005jobs-life-timeline.
html (accessed 17.08.2015)
Timeline of Nelson Mandela: 1918-2013, http://www.nytimes.com/
interactive/2013/12/05/world/africa/Mandela-Timeline.html (accessed 
17.08.2015)
Type
Browser based visualisations
license
Internal
Dataset
Custom datasets of news events
Release History
several versions released in 2011, 2013 and 2014
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Palladio
Developer
Stanford Design + Humanities
website
http://palladio.designhumanities.org/
Type
Browser based visualisation tool
license
internal
Dataset
custom
Release History
23.09.2014 (0.7.0)
16.04.2014 (release)
screencasts
https://www.youtube.com/watch?v=zbh9jz8oEb8
https://www.youtube.com/watch?v=yXZtzimhmlYi
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Scaled in Miles
Developer
Fathom
website
http://fathom.info/miles/
Type
Browser based visualisation
license
Internal
Dataset
Contributors to Miles Davis recordings
Release History
2014
screencast
https://www.youtube.com/watch?v=0bUEKEVj7SI
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SIMIlE Timeline
Developer
MIT
website
www.simile-widgets.org/timeline
Type
Library, browser based
license
Open Source
Dataset
custom
Release History
29.7.2006 (1.0)2
screencast
https://www.youtube.com/watch?v=zY3GizddpMU
2  http://www.simile-widg-
ets.org/blog/2006/07/, 
accessed 08.01.2015
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The Evolution of Innovation
Developer
Popular Science
website
http://www.popsci.com/content/best-whats-new-graphic
Type
Browser based visualisation
license
Internal
Dataset
Popular Science 2,500 Best of What’s New awards over the last quarter 
century
Release History
2011
screencast
https://www.youtube.com/watch?v=NR-qpeXunu8
293List of Digital Timelines 
Tiki-Toki Timeline
Developer
Webalon Ltd.
website
www.tiki-toki.com
Type
Browser based
license
Commercial
Dataset
custom
Release History
2011 (first appearance on Google.com)
screencast
https://www.youtube.com/watch?v=9hbHj_0M1W4
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TimeFlow
Developer
Flowing Media (Fernanda Viegas, Martin Wattenberg)
website
www.flowingmedia.com/timeflow.html
Type
Standalone (Java)
license
Open Source(?)
Dataset
custom
Release History
ca. 2010 (Alpha)
screencast
https://www.youtube.com/watch?v=39dCyH-A5ik
https://www.youtube.com/watch?v=O_LWfb_wnwE
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Timeglider
Developer
Timeglider (Memograph LLC)
website
http://timeglider.com/
Type
Browser based (Widget)
license
Free, Limited Commercial, and OEM/SaaS Integration
Dataset
custom
Release History
October 2010 (MIT License, Flash based)
Later (2012?) move to JS based solution
screencast
https://www.youtube.com/watch?v=KPI4iOBQSYo
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Timeline
Developer
Rickard Lindberg
website
thetimelineproj.sourceforge.net/
Type
Standalone (Windows, Linux)
license
Open Source (GNU)
Dataset
custom
Release History
30.6.2014 (1.3)
30.9.2013 (1.0)
11.4.2009 (0.1.0 first usable version)
screencast
https://www.youtube.com/watch?v=_KenYSuS0JA
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TimelineJS
Developer
knightlab (Northwestern University)
website
timeline.knightlab.com/
Type
Browser based (library)
license
Open Source (MPL 2.0)
Dataset
custom
Release History
Probably 2012 (first git commit)
screencast
https://www.youtube.com/watch?v=2XT326FJew8
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U.S. Gun deaths
Developer
Periscopic.com
website
http://guns.periscopic.com/?year=2013
Type
Browser based visualisation
license
Internal
Dataset
US gun deaths in 2010 and 2013 from FBI’s Uniform Crime Reports 
(2010) and @GunDeaths (2013)
Release History
2013
screencast
https://www.youtube.com/watch?v=07nLL_Fg_N8
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vis.js Timeline
Developer
Almende BV
website
http://visjs.org/
Type
Browser based (Library Module)
license
Open Source (Apache 2.0)
Dataset
custom
Release History
17.10.2014 (latest commit, ongoing)
2013 (first commit of vis.js Timeline)
2012 (first commit of predecessor CHAP Links Timeline)
screencast
https://www.youtube.com/watch?v=K4DhxuEUh-o
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wellcome Timeline
Developer
Wellcome Trust
website
http://wellcomelibrary.org/using-the-library/subject-guides/genetics/
makers-of-modern-genetics/genetics-timeline/#
https://github.com/wellcomelibrary/timeline
Type
Browser based visualisation
license
MIT License
Dataset
at release: curated dataset of events related to the history of genetics
since 20.01.2015: Custom datasets possible
Release History
? (last updated 9.10.2014)
20.01.2015: 10.2.2013 (released on github)
screencast
https://www.youtube.com/watch?v=FVbzFIYFFYU
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Timeline
Using the Timeline
Creating a New Timeline Container
Below is an example of how to create a basic timeline container. You 
need to specify the domain of the timeline to create an initial view. 
These values will be updated once a new layout containing data is 
added to the timeline.
timeline = TT.timeline() 
.domain( [ new Date(1800, 0, 1), new Date() ] );
To render the timeline you’ll need to assign it to a timeline container. 
In the example below, there is already a SVG element with the ID
 “timeline” present in the DOM.
d3.select( “svg#timeline” ) 
.attr( “width”, $j(window).width() ) 
.attr( “height”, $j(window).height() ) 
.call( timeline );
Adding Children
Layouts are added to the timeline in the following manner:
heap = TT.layout.heap().data( dataset ); 
timeline.add( heap );
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Reference
timeline.add( TT.layout().* )
Attach a layout to the timeline.
heap = TT.layout.heap().data( dataset ); 
timeline.add( heap );
timeline.apply( :SVGElement )
Creates the necessary DOM elements for the timeline container when 
called on an SVG element
timeline.apply( d3.select( “svg#timeline” ) );
timeline.from( date() )
Sets the lower bound of the timeline or returns it if called without an 
argument.
timeline.domain(	[from:Date(),	to:Date()]	)
Sets or returns the domain of the timeline if called without argu-
ments.
var from = new Date( 1900, 0, 1 ); 
var to = new Date ( 2000, 0, 1); 
timeline.domain( [ from, to ] );
timeline.height( :int )
Returns the height of the timeline if called without arguments. Other-
wise sets the height to the specified value and calls .refresh()
timeline.refresh()
Redraws the timeline and updates scales and axes.
timeline.to( date() )
Sets the upper bound of the timeline or returns it if called without an 
argument.
timeline.view()
Returns the view object of the timeline which contains the domain 
as well as the size in pixels. Usually gets called by the children of a 
timeline.
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timeline.width( :int )
Returns the width of the timeline if called without arguments. Other-
wise sets the width to the specified value and calls .refresh()
timeline.x()
Returns the horizontal scale used for zooming and panning the the 
timeline. Usually gets called by the children of a timeline.
timeline.y()
Returns the vertical scale used for zooming and panning the the time-
line. Usually gets called by the children of a timeline.
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TT.layout.heap()
Using the Heap layout
Create a new heap layout by initialising it with a dataset and adding it 
to an existing timeline
heap = TT.layout.heap().data( dataset ); 
timeline.add( heap );
Reference
heap.data( dataset:[]	)
If called with no arguments, returns the dataset. Otherwise replaces 
current dataset with new data and adjusts the domain of the parent 
timeline if necessary.
heap.identifier()
Returns a string which uniquely identifies the current heap and is 
used to generate id attributes for dependant DOM elements.
heap.initialise()
Is called by the timeline when the layout is added as a child.
heap.scales( Scales:[]	)
Sets or returns the scales object
heap.styles.events.( Name, Value )
Set the CSS values for certain attributes of the event element.
diameter: the diameter of the circles
heap.styles.events( “diameter”, 4) // Sets diameter of 
heap circles to 4
heap.images.( Name, Value )
Set the CSS values for certain attributes of the image element.
factor: the size of the images in relation to the zoom factor
heap.styles.images( “factor”, 2) // Sets the size of the 
images to 2 times the zoom factor
heap.threshold.( Name, Value )
Sets the threshold values which control the display of the heap
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display: the maximum number of events which are displayed indi-
vidually. Below this number, the heap is rendered as an outline
images: the zoom factor at which the images are loaded for the 
events
heap.threshold( “display”, 1000) // Sets maximum amount 
of events displayed to 1000
306Documentation – TT 
TT.UI.panel()
The UI functions control the interaction with the layouts.
Usage:
ui = TT.ui.panel().heap( heap ).fields( fields ) 
 .initialise();
Reference
ui.fields(	[]	)
Accepts an array of objects, which describe the name of the fields in 
the panel as well as how they are accessed in the dataset. A basic field 
object looks like this:
[
title: “Type”,
accessor: function(d) {
 return d.type; 
 }
]
It is also possible to execute more complex operations in the accessor 
functions:
[ 
 title: “Age (years)”, 
 accessor: function(d) { 
  return new Date( d.to.valueOf() -  
   d.from.valueOf ).getFullYear();
 } 
]
ui.heap( :TT.layout.heap() )
Attach the UI element to a heap.
ui.initialise()
Initialises the UI element after it has received a layout and an array 
of fields. It will then query the data from the layout and extract the 
unique values for every field.
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Perspectives
Temporalitites()
Usage
The Multiple Temporalities layout is instantiated as follows:
var layout = new Temporalities();
A layout needs to be initialised with a flattened dataset:
layout.data ( dataset );
Dataset is expected to consist of a one dimensional array of JSON ob-
jects.
Perspectives can be added to a layout through the add() method:
var perspective = layout.add();
A number of methods are used to initialise a perspective. Below is 
an example that uses an attribute object_category as a viewpoint to 
create new events. They use object_category as their titles and will be 
positioned on the timeline by their attribute object_date. The methods 
scale(), width() and raduis() control the mapping of the newly created 
events on the screen.
layout.caption( “Categories” ) 
 .nest( function( d ) { 
  return d.object_category; 
 } ) 
 .date( function( d )  { 
  return d.object_date; 
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 } )
 
.title( 
 function( d ) { 
  return d.object_category; 
} ) 
.scale( d3.time.scale() 
 .domain( [ new Date( 1800, 0, 1 ), new Date( 2016, 0, 
1 ) ] ) 
.range( [ 0, 1024 ] ) ) 
.width( 1024 ) 
.radius( [ 2, 10 ] );
Several perspectives can be added to a Multiple Temporalities layout in 
this manner. Finally, the data for the layout is generated by calling the 
build() method:
layout.build();
Reference
Temporalities.add():Temporalities.set
Initialises a new perspective (set) to be added to a Multiple Temporali-
ties layout.
Temporalities.build():[]
Assembles the data for the Multiple Temporalities layout.
Temporalities.set.caption( Accessor:() )
Defines the accessor that generates the caption for a Multiple Tempo-
ralities perspective.
Temporalities.data( dataset:[]	)
If called with no argument, returns the dataset. Otherwise replaces 
current dataset with new data.
Temporalities.set.date( Accessor:() )
Defines the accessor that returns the date that is used to position a 
generated event on the time axis.
Temporalities.set.nest( Accessor:() )
Defines the accessor that is used to restructure a given dataset.
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Temporalities.set.radius( [ MinRadius:int, MaxRadius:int	]	)
Defines a maximum and minimum value for the radii of the generated 
events.
Temporalities.set.scale( Scale:d3.time.scale() )
Defines the time scale of a perspective.
Temporalities.set.width( width:int )
Sets or returns the width of a perspective
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Glossary
API
An application program interface (API) enables different kinds of pro-
grammes as well as individual components of a software application 
to communicate with each other. In the context of digital collections, 
an API enables machine-readable access to online collections data, as 
opposed to browser-based interfaces which are intended for human 
users.
CSV
CSV is a file format to store tabular data in plain text and stands for 
“comma-separated values”. There is no official standard, but it is cus-
tomary for the first line of the text file to consist of the table headers, 
separated by commas, followed by the table rows on individual lines. 
CSV is a popular format for sharing datasets that can be represented 
as a spreadsheet, as it avoids compatibility issues that may arise from 
using proprietary formats such as Microsoft Excel files.
d3
D3 (or “Data-driven Documents”) is a JavaScript library geared to-
wards web-based data visualisation. It operates by binding datasets to 
(visual) elements in a browser and offers routines for manipulating 
and updating a browser view based on data. Some ‘layouts’ that auto-
matically prepare data for visualisation in standard diagram formats 
are included, as well as components that generate recurring elements 
of diagrams, such as axes. Most of the library’s functionalities are 
however not directed at creating specific types of diagrams, focussing 
instead on basic building blocks and interaction paradigms that allow 
the design of arbitrary and completely novel visualisation formats.
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database
A database is a structured collection of data. In the context of informa-
tion technology, digital data is organised according to the database 
model. Relational models are among the most prevalent and rely on 
tables to structure information. Several tables can be used to describe 
relationships between records in order to store data that cannot eas-
ily be modelled in a single table. This could include fields that may 
contain several values (e.g. the material of an object) or connections 
between different kind of entities (e.g. an object and its creator).
Field
A database record consists of one or more fields along with their corre-
sponding values. The field identifies the type of stored data along with 
its format; a title field may expect text of not more than a few hundred 
characters while a date field will expect temporal information.
Histogram
A diagram format which represents the distribution of data according 
to a specific dimension. To construct a histogram, the data is sorted 
into “bins” – ranges of possible values according to a chosen interval 
– and the number of items per bin is counted. Each bin is then graphi-
cally represented as a rectangle, whose height corresponds to its num-
ber of items and whose widths equal the chosen interval. Histograms 
are often used to visualise time-dependent data, using units of time as 
binning intervals (hours, days, months etc.). Choosing an appropriate 
bin size is crucial as the observable patterns may differ significantly 
depending on the chosen value.
JSON
JavaScript Object Notation (JSON) is a standard format for sharing 
data in a text-format, which is readable for both humans and ma-
chines. It is based on two structures: objects, which are a collection of 
pairs of names and values, and arrays, an ordered list of structures. In 
contrast to CSV files, JSON is able to store datasets which can not eas-
ily be represented in a spreadsheet, such as datasets which consist of 
records with several field values as well as hierarchical data. Although 
341Glossary 
JSON is based on JavaScript, the format itself is language independent.
Example:
{ 
    “accessionNumber”: “O123456”, 
         ”contributors”: [ 
                 { 
                         “name”: “Doe, Joanne”, 
                         “role”: “artist”, 
                         “gender”: “female” 
                 } 
         ], 
         “date”: “1794”, 
         “title”: “Untitled” 
}
Mapping
In the context of this thesis ‘mapping’ refers – unless specified – not to 
the mapping of land, but to the arithmetical mapping of input data to 
a (graphical) output space. A mapping function produces a (numeric) 
output for every acceptable input. The mapping can be, but often is 
not, reversible. For example, a perspectival mapping function trans-
lates data from a three-dimensional input space to a two-dimensional 
output space, losing some of the original data in the process.
Record
A database record can be understood as a single data item, like a single 
row in a spreadsheet. In the context of this thesis, a record from a digi-
tal collection usually represents the catalogue descriptions of a single 
item within the collection. What constitutes an item depends on the 
conventions of the database owner.
XMl
Extensible Markup Language or XML is an open standard for defining 
structured documents. It is often used in online APIs to transmit data 
in a format that is both human and machine-readable. In the recent 
past, XML is increasingly replaced by JSON.
