Current ''spatio-temporal energy'' models of how we perceive pattern motion have been very successful in helping us to understand the mechanisms of motion perception. Although they have been supported by a large number of physiological and psychological studies, they have so far not provided a complete explanation for a number of results. These results emerge from experiments concerned with predicting perceived motion direction from patterns comprising two or more components. It has been suggested that these results are more consistent with an earlier type of model based on the motion of two-dimensional features. This paper briefly describes how three generic spatio-temporal energy models have been extended to predict motion derived from twocomponent stimuli. A new model is then presented that utilises similar architecture to the two-stage spatial-temporal energy model proposed by Adelson and Movshon (Nature 300 (1982) 523). The first stage is a spatial temporal filtering stage and the second stage computes the intersection of constraints (IOC), an important constraint used in combining motion information across two or more components. In the model presented here the second stage is different. A directional spatial second derivative is used to extract zerocrossings at the component level, i.e. gratings. If any zero-crossing falls in the same spatial position for two or more components its displacement is tracked using a nearest neighbour match. Tracking these 'intersecting zero-crossings' essentially computes the IOC but also provides other properties that predict non-IOC motion, and second-order component motion. Surprising new insights are described into how current spatio-temporal energy models may also account for these results. However, unlike the model presented here, they rely on operations carried out on the two-dimensional pattern. Ó
Introduction
Smith (1994) describes first-order characteristics of an image as ''A description of the spatio-temporal variations in intensity and wavelength contained in an image . . .'', and points out that all other properties are derived from these. The discovery that motion energy could be computed from first-order characteristics of an image inspired spatio-temporal energy models of motion. The models work by decomposing moving patterns into sets of one-dimensionally varying sinusoidal components with different orientations, spatial frequency, contrast, and temporal frequency. These are referred to as firstorder components. There are a number of models that show how first-order motion energy can be computed using first-order components (e.g. Adelson & Bergen, 1985; van Santen & Sperling, 1984; Watson & Ahumada, 1985) . The use of motion energy perfectly predicted the perceived motion of simple stimuli such as moving sinusoidal gratings, and apparently made the more complex ''correlation models'' redundant. Correlation models are models that involve identifying some region of an image in say frame one; identifying the same region of the image in some subsequent frame; and motion is computed using the distance traveled by the region of interest between frames and the time taken. Correlation models have at least two serious problems.
One is determining what regions or features should be tracked, and the other is that they introduce the ''correspondence'' problem, i.e. deciding which region of interest in the subsequent frame is the same as the region of interest in an earlier frame. This is particularly problematic in stimuli where there are multiple potential correlations such as a moving random dot pattern. A correlation model would have difficulty predicting the non-random motion perceived in such stimuli.
However, spatio-temporal models that use only firstorder motion information cannot predict all human motion perception (see subsequent examples); it is necessary to include the concept of second-order motion (Cavanagh & Mather, 1989) . For example, a plaid pattern comprising a 90 deg orientated grating added to a 0 deg oriented grating produces a checkerboard pattern. Detecting motion of the pattern, rather than the motion of the underlying first-order components, requires that velocity information from two or more first-order components be combined in some manner prior to extracting the pattern motion. Suppose that this combined information cannot predict the perceived motion of the pattern--it is assumed that perceived motion of this type is based on second-order motion. Second-order motion is generally attributed to operators applied to the pattern that increase the Fourier information, such as a squaring operator (Derrington, Badcock, & Holroyd, 1992) . It could of course be argued that the appropriate combination rule has not yet been discovered. For this reason I propose to extend the definition of secondorder motion to include any motion which is not the motion of any of the first-order components. This broadens the definition to include perceived pattern motion predicted by models that describe how component motion is combined. This broader definition will be placed in inverted commas to distinguish it from the more traditional use of the term. An additional reason for this broader approach is that results supporting traditional second-order motion mechanisms, (say squaring, Derrington et al., 1992) and results supporting various methods of combining first-order component motion (say IOC, Adelson & Movshon, 1982;  or vector sum, are assumed to be predicted by completely different mechanisms. Bowns (2001) offers the view that this may be an incorrect assumption. It is possible that results attributed to mechanisms involved in combining components are in fact predicted by a more general second-order mechanism. Alternatively, results attributed to second-order mechanisms may be predicted by a more general mechanism for combining first-order component information. The aim of this paper is to investigate how current spatio-temporal energy models of motion have been expanded to address different categories of this broader definition of secondorder motion.
In order to keep the task manageable, four spatiotemporal energy models will be briefly described. The models have been selected on the basis that each model has a different type of explanation for specific examples of ''second-order'' motion as described in the broader definition above. The first model provides an example of the most accepted method for combining first-order component motion and is able to provide an explanation for many ''second-order'' effects attributed to combining first-order components (Adelson & Movshon, 1982) ; this model will be referred to as the ''motion energy plus IOC model'' because the model uses the intersection of constraints (IOC) rule 1 when combining first-order component information. The second model is an example of a model where second-order motion is extracted in a similar manner to first-order motion in order to explain some of the more traditional secondorder effects (Lu & Sperling, 1995) ; this model will be referred to as the ''motion energy plus rectification model'' because it uses full-wave rectification of the two dimensional image in order to convert second-order information into essentially first-order information. The third model to be considered also addresses the more traditional second-order effects but more recently has also been a candidate for explaining effects attributed to combining first-order component motion (Bowns, 2001) . The model incorporates a parallel feature tracking mechanism (Wilson, Ferrera, & Yo, 1992) . This model will be referred to as the ''motion energy plus feature model''. The final model to be presented is new. This model is essentially similar in architecture to the first model but implements the IOC differently, and is referred to as the ''motion energy plus component level feature model''. Fig. 1 shows a simplified diagram of the four generic spatio-temporal energy models and where they accommodate ''second-order'' motion. Model 1 represents a standard spatio-temporal energy model. A moving pattern is decomposed into sets of one-dimensionally varying sinusoidal components as described above (represented by ''S/T oriented filter'' box). However, in order to explain ''second-order'' motion (in this case combining motion from first-order components) a second stage was added by Adelson and Movshon (1982) . In the first stage the components are extracted and their speed and direction encoded, and in the second stage two or more components are recombined to encode the pattern speed and direction. The method of combination is referred to as the Intersection of Constraints (IOC) rule. A single component moving behind an aperture has ambiguous velocity, and cannot provide a unique solution to the motion direction; this is referred to as the ''aperture'' problem. The family of possible solutions, however, falls along a constraint line that is perpendicular to a motion vector, in velocity space, in the direction orthogonal to the orientation of the components. The point at which two constraint lines (one for each component) intersect predicts the pattern motion, and this is referred to as the IOC direction. Note: ''second-order'' information is only available at the second stage of model 1. Fig. 1 , part 2 shows a simplified diagram of a model proposed by Lu and Sperling (1995) . The main difference between Model 1 and 2 is that in Model 2 full-wave rectification is applied to the stimulus prior to spatiotemporal filtering. Full-wave rectification essentially has the same effect, in terms of introducing new components, as squaring the two dimensional pattern. By doing this they essentially convert second-order into first-order information. There is no second-stage. This was introduced because results were emerging that indicated that some motion was being perceived that could not be accounted for, either by first-order components, or by IOC or vector sum combination of the first-order components. Model 1: motion energy plus IOC cannot explain this type of result. A simple plaid example of this was reported by Derrington et al. (1992) , see later discussion.
Model 1: motion energy plus IOC

Model 2: motion energy plus rectification
Model 3: motion energy plus features
This model is similar to Model 2: motion energy plus rectification, except that the second-order motion is extracted using a parallel system that extracts two dimensional features and tracks their motion, rather than using just rectification. The version described by Wilson et al. (1992) incorporates a rectification stage prior to extracting features, however, this type of model has been proposed by a growing number of investigators in the form of ''blob tracking'' (e.g. Anstis, 1980; Burke & Wenderoth, 1993a,b; Derrington & Ukkonen, 1999; Georgeson & Shackleton, 1989; Lorenceau & Gorea, 1989; Ullman, 1979; Wenderoth, Alais, Burke, & van der Zwan, 1994; Wenderoth, Bray, & Johnstone, 1988) . The term ''blob'' is used to describe a region of the image that is bounded by zerocrossings following filtering with a circular symmetric band-pass filter.
Model 4: motion energy plus component level feature model
This new model introduced here is an attempt to account for ''second-order'' results within the spatiotemporal energy model framework. It provides a simpler framework because it requires no complex feature extraction, or rectification/squaring of the two-dimensional pattern, for which there appears to be little or no physiological evidence. It is a version of Adelson and Movshon (1982) two stage model, i.e. Model 1: motion energy plus IOC. The main difference is that it computes the IOC using 'features' extracted from ''first-order'' components. In doing this it is consistent with many studies supporting the role of first-order mechanisms, and yet is able to account for a number of empirical results on pattern motion that other models cannot. The model is currently restricted to predicting motion direction for two component plaids with the same temporal frequency, spatial frequency, and contrast. Each stage of the model is shown in Fig. 2 ; the corresponding equations are given in Appendix A.
The first image in the series of images marked A in Fig. 2 is a stationary two component pattern computed using Eqs. (A.1a)-(A.2). The two images to the right of this stimulus are the two sinusoidal components that have been extracted from the stationary pattern by convolving the pattern with oriented Gabor filters matched with the components in the pattern in orientation and spatial frequency (see Eqs. (A.3a)-(A.4b)). This filtering process is consistent with the receptive fields of neurones found in area V1 of the visual cortex, and is used in Watson's and Ahumada's (1985) spatiotemporal model. The final two images in the series show the zero-crossings extracted from the filter outputs --these are shown as black areas. Zero-crossings are the points at which the output from the filtering process crosses zero. In order to extract the zero-crossings spatial directional second derivatives are applied to the filter outputs (see Eqs. (A.5a) and (A.5b)). The direction is perpendicular to the orientation of the component. The output functions are then normalized; thresholds are calculated using a percentage of the standard deviation of the mean values; these are set to 1 and represent the zero-crossings; all other values are set to 0.
The use of zero-crossings in pattern motion detection has a long history, and they have been implicated in feature extraction (Marr & Ullman, 1981) . However, Marr and Ullman's zero-crossings are not confined to single components, rather they are extracted at all orientations using non-oriented filters.
The series of images marked B is identical to A except that the pattern has moved in a direction of 0 deg, i.e. One important difference between the model presented here and Marr and Ullman's original use of zerocrossings is that the zero-crossings used for motion in this model are selected because they are the intersections that constrain the pattern motion and therefore perform the same function as the IOC. A second difference is that the zero-crossings are extracted following first-order processing, and therefore are consistent with the physiology and psychophysical results that support the decomposition of the moving pattern into sinusoidal moving components, i.e. first-order processing.
A comparison of how current models accommodate perceived ''second-order'' motion
There are a large number of results demonstrating the fact that humans respond to ''second-order'' motion. Only four of these have been selected for the purpose of examining the above models. The main reason for using these results is because they have emerged in the context of how spatio-temporal energy models explain results supporting ''second-order'' motion. They were also selected on the basis of how well they would be able to distinguish performance amongst the four models. In addition they were selected because: the results are robust, they have all been replicated by the author; and the stimuli are simple, they are composed of just two firstorder sinusoidal components that only vary in terms of their orientation (these are called plaids). It is assumed that if simple stimuli can differentiate performance by these models it is not necessary to consider more complex stimuli at this stage. Each of the four results will be described and discussed in terms of the four models introduced above.
7. Result 1: that perceived pattern motion for many stimuli is predicted by the IOC direction Model 1: motion energy plus IOC obviously introduced the IOC and would predict this result. The IOC rule is particularly attractive because, in addition to providing a solution to the aperture problem described above, it predicts the correct veridical speed and direction of moving patterns. The IOC has received a good deal of support (Bowns, 1996a; Movshon, Adelson, Gizzi, & Newsome, 1985; Stone, Watson, & Mulligan, 1990) . Model 2: motion energy plus rectification does have component energy in the IOC direction provided the plaid components have the same speed--Yo and refer to this type of plaid as a ''Type I'' plaid. The component introduced after rectification however has a different spatial frequency to the spatial frequency of the underlying components. Model 3: motion energy plus feature model will also predict IOC motion for Type I plaids. The zero-bounded regions of a Type I plaid move in the IOC direction (Bowns, 1996a; Bowns, in preparation) . It is also true that the intersecting zero-crossings of Model 4: motion energy plus component level feature model predicts IOC motion direction for Type I plaids. The model's output which tracks the direction of motion of the intersections is shown in the same format for each example in Fig. 3 . A velocity space diagram is given for patterns comprising two components. The velocity is always perpendicular to the orientation of the components and indicated by the angle of the arrows. The length of the arrow indicates the relative speed of the components. For convenience predictions from the IOC rule, the vector average/vector sum (these will be discussed in the next section), and the perceived direction are indicated in addition to the direction predicted by the component level feature model (see panel to right of graph in each example). In order to provide more insight into the model output, the final superimposed intersections are also shown. The direction is indicated by an arrow, and is predicted from tracking the motion of the white points (i.e. zero-crossing intersections when stationary) to the black points (i.e. zerocrossing intersections when displaced). The first example shown in Fig. 3a shows the intersections carrying the IOC information from a Type I plaid where the components have the same speed (3.13 deg/s) but different orientations. Clearly all predictions converge and these are consistent with the energy plus component level feature model. This is the direction perceived.
8. Result 2: that pattern motion for some stimuli is predicted by the vector sum direction Yo and Wilson (1992) reported that not all plaids are perceived as moving in the IOC direction. They showed that a specific category of two component patterns namely Type II plaids 2 are not perceived to move in the IOC direction at short durations. Type II plaids were shown to be perceived in a direction closer to that of the vector sum or vector average of the component velocities. Wilson et al. (1992) suggested that the reason why all plaids are not perceived to move in the vector sum or vector average direction is that the patterns used previously were predicted to move in the same direction by the IOC rule and vector sum, and that it was only when Type II plaids were used that the predictions were sufficiently different to test the vector sum hypothesis. Model 1: motion energy plus IOC fails to predict vector sum motion for Type II plaids. Weiss and Adelson (1997) have a possible solution for how Model 1 can still predict vector sum motion. They have computed the IOC using a Bayesian estimator. Measurements from first-order components are used to obtain a ''local likelihood map'', i.e. given a specific velocity they estimate the probability that the data (spatio-temporal first-order component information) are generated by that velocity. In the presence of noise it is not possible to provide a simple answer yes or no, so they quantify the degree to which the data is consistent with a given velocity by using the ''gradient constraint'' i.e. that the spatial and temporal derivatives of the image intensity function predict the proposed velocity exactly. When noise is present the relative likelihood for every velocity is given; the closer the constraint is to being satisfied the more likely the velocity. Their Bayesian estimation method requires that the likelihoods Fig. 3a , except that one of the components moves at a slower speed, thus the predictions from the IOC rule and the vector sum rule are different. This example is perceived in the vector sum direction, the motion energy plus component level feature model is consistent with perceived motion. (c) This example is similar to Fig. 3a and b , however the speed of one of the components is reduced even more, and this time the pattern is perceived in the IOC direction and not the vector sum direction. The energy plus component level feature model output shows why this might be. (d) The components in this example have the same speed and therefore should move to the right; the components are shifted through 3=8 of their spatial cycle, i.e. 135 deg. This pattern is perceived in the reversed direction. Again the energy plus component level feature model is able to predict this perceived reversal.
are multiplied with a prior. Their prior incorporates ''smoothness and slowness''. Smoothness means that there will be a bias towards selecting a pattern velocity where adjacent locations in the image have similar velocities--this is needed to prevent non-rigid solutions (Hildreth, 1983) . Slowness means that there will be a bias to select the slowest solution. Using their Bayesian estimation method Weiss and Adelson (1997) have demonstrated three important points: (1) in the presence of noise, vector sum solutions can occur; (2) that noise is reduced over time and can therefore account for the Yo and Wilson (1992) result that the vector sum perceptions only occur at short durations; and (3) that a transition from perceiving vector sum motion to IOC motion can be observed even at short durations; they have successfully modeled some of the data from Bowns (1996a) that show that subjects can perceive Type II plaids in a direction predicted closer to the IOC direction even at short durations. The only problem with this approach is how to constrain the free parameter of noise, which if left unconstrained could be changed to predict a wide number of solutions.
Model 2: the motion energy plus rectification model surprisingly is able to predict this result. The Type II plaids used in the 'vector sum' experiments (Bowns, 1996a; if rectified have motion energy in the vector sum direction (Bowns, in preparation) . Again the spatial frequency of the component that moves in the vector sum direction is at a different spatial frequency to the spatial frequency of the underlying components. Model 3: motion energy plus features has no problem explaining this result. Bowns (1996a Bowns ( , 2001 ) describe a salient edge that moves in the vector sum direction in Type II plaids that would predict this result. The output from Model 4: motion energy plus component level feature model is shown in Fig. 3b . The components have the same directions as in Result 1 but now the speed of one of the components has been reduced from 3.13 to 2.34 deg/s. This is an example of a Type II plaid used by Bowns (1996a) and Yo and Wilson (1992) where the plaid is perceived to move in the vector sum direction and not the direction predicted by the IOC. This example is interesting because the predictions for the IOC and the VS are now quite different. Model 4 predicts a direction similar to that perceived; it varies little from the output shown in Fig. 3a. 9. Result 3: that a Type II plaid perceived to move in the vector sum direction can be perceived in a direction not predicted by the vector sum when the speed of one of its components is slightly decreased Bowns (1996a) showed that not all Type II plaids are perceived in the vector sum direction. The vector sum result does not generalise to other Type II plaids even when the predictions differed much more than in the original study. Alais et al. (1994) also reported that perceived direction of Type II plaids depends on spatial frequency, temporal frequency, and contrast. Fig. 4 reproduces the data from experiment 3 (Bowns, 1996a) and shows motion direction discrimination for a twocomponent Type II plaid. Subjects were asked to press a left-hand key if they perceived the motion direction left of vertical and a right-hand key if they perceived the motion direction right of vertical. The motion predicted by the vector sum was always left of vertical and motion predicted by the IOC rule was always right of vertical. The percentage of times observers see a Type II plaid moving in the vector sum direction is plotted against phase shift angle of one of the components. Only the speed of the second component is changed in small steps between 2.34 deg/s (30 deg phase angle shift) and 1.41 deg/s (18 deg phase angle shift). The speed of the other component is kept constant at 3.13 deg/s (40 deg phase angle shift). It is clear that subjects shift from perceiving the plaid in the direction predicted by the vector sum to perceiving it in the direction predicted by the IOC. The motion energy plus IOC model could predict this result with the addition of Weiss and Adelson (1997) Bayesian estimation method of the IOC. However, some of the stimuli used in Bowns (1996a) are predicted to move in an IOC direction that is 50 deg different from that predicted by the vector sum direction. If subjects shift their Fig. 4 . These data have been extracted from Bowns (1996a) . They show how a two-component plaid can be perceived in the vector sum direction through to being perceived in the IOC direction simply by decreasing the phase shift angle of one of the components from 30 to 18 deg. Although this would obviously change the speed of one of the components and therefore lead to a change in predicted direction, the predicted vector sum direction varies by only 2.7 deg. The perceived direction change is greater than 50 deg.
perceptions as a result of noise it would have to be substantial.
Model 2: motion energy plus rectification. Fig. 5 provides a very likely explanation for the transition between perceiving vector sum direction and IOC direction, that is the use of two salient components introduced after squaring the plaid pattern. As noted earlier, full-wave rectification and squaring have similar effects. Fig. 5 reveals these two components. One newly introduced component has a spatial frequency twice that of the components comprising the pattern with motion direction in the vector sum direction (123.5 deg, i.e. left of vertical). The other newly introduced component has a much lower spatial frequency and moves in a direction 33.5 deg. (This is perpendicular to the direction predicted by the vector sum, Bowns, in preparation.) Its motion direction, assuming that it is perpendicular to the orientation of this component, is right of vertical, similar to the motion direction predicted by the IOC, 61.7 deg. Fig. 5a shows the stationary plaid, Fig. 5b shows the stationary plaid after squaring the pattern; Fig. 5c shows an example of the plaid displacement when it is perceived in the vector sum direction. Note the relative displacement of the high spatial frequency new component compared to the displacement of the low spatial frequency new component; Fig. 5d shows an example of the plaid displacement when it is perceived in the IOC direction, again compare the relative displacements of the two new components. The lower spatial frequency component (remember this component is displaced right of vertical) is displaced by a greater extent than in the condition where the subjects perceive the plaid to move left of vertical, i.e. the vector sum direction. Although this provides a good explanation for the transition, in shifting between the use of the two newly introduced components, it relies on the fact that the perceived motion is in the direction of the new low frequency component (i.e. 33.5 deg) when it is perceived right of vertical and not the IOC direction (61.7 deg). Although it is easy to obtain clear results when subjects are required to make left/right of vertical judgements it is more difficult when the judgement is 30/60 deg for these plaids. The author is currently conducting experiments to find out whether or not these plaids are perceived in the IOC direction or the low spatial frequency component direction.
There are features that correspond to both the components introduced by rectification that shift in the vector sum direction and the non-vector sum direction. Bowns (1996a) described an elongated edge as noted above but there is also a feature that corresponds to the low frequency component introduced (Bowns, 1996b (Bowns, , 2001 ). Thus Model 3: motion energy plus features also provides an explanation for this transition.
Model 4: motion energy plus component level feature model also predicts this transition. The components shown in Fig. 3c again have the same direction as the previous pattern, but this time the speed of one of the components has been reduced even more from 3.13 to 1.41 deg/s so that the difference between the IOC and the vector sum predictions is substantially increased. If the underlying mechanism used a vector sum this example should be perceived in the vector sum direction. It is however not perceived in the vector sum direction (Bowns, 1996a) . Note how Model 4 output has also shifted in a direction similar to the IOC direction, and the output is very different from that shown in Fig. 3a and b. As mentioned above, it is not clear whether this Type II plaid was perceived exactly in the IOC direction, rather than the direction predicted by the new low spatial frequency component introduced by rectification.
10. Result 4: that second-order motion is perceived, and that the motion is predicted by salient components introduced after squaring the two dimensional pattern A simple plaid example of this was reported by Derrington et al. (1992) . If a single sinusoidal component is made to jump through more than half of its cycle, i.e. a phase shift of greater than 180 deg, it will be perceived to move in the reverse direction. The reason for this is that the nearest corresponding points matched in intensity are in the reversed direction. Derrington et al. (1992) argued that if a two-component plaid was perceived to reverse at phase shifts less than 180 deg such reversals could not be attributed to first-order motion signals, but must instead be the result of second-order information. They suggested that second-order information could be extracted by squaring the plaid pattern prior to extracting motion. Squaring introduces a salient Fourier component that has a spatial frequency twice that of the first-order components. When the first-order components are made to jump say 135 deg, or 3/8 of their spatial cycle, this would shift the additional component through a phase greater than half of its own spatial cycle which would cause it to be perceived in the reversed direction (see Fig. 6a ). Their results supported this hypothesis.
The first-order components in Model 1: motion energy plus IOC are squared to compute motion energy, and thereby introduce a non-linearity, but squaring the individual first-order components does not predict the reversals reported by Derrington et al. (1992) . Fig. 6 shows what happens to a two-component plaid perceived in the reversed direction when squaring is (a) applied to the two dimensional pattern, as suggested by Derrington et al. (1992) , and (b) when the squaring is applied to the individual components, and recombined at a later stage. The plaids in the upper part of the figure show when the phase shift for each component is 0 deg. The plaids at the lower part of the figure show when the phase shift for each component has been shifted by 135 deg. In (a) there is a very salient vertical component introduced that would predict the reversal; note this vertical component is not the component originally proposed by Derrington et al. (1992) to explain the reversals. This vertical component does not have a spatial frequency double that of the components, but it has been shown to predict the reversals and the conditions under which reversals occur (Bowns, 1996b (Bowns, , 1998 (Bowns, , 2001 ). The image (b) also shows a salient vertical component; however this component when shifted falls precisely between the bars of the vertical component introduced by squaring, and would therefore not consistently favour either solution, i.e. rightward motion or leftward motion. So even if a non-linearity at the first stage is considered it does not predict the reversals reported by Derrington et al. (1992) . Model 1: motion energy plus IOC cannot account for this reversal result.
As noted earlier, squaring the pattern has essentially the same effect on the stimulus pattern as full wave rectification in terms of the introduction of new components. Thus Model 2: motion energy plus rectification would be able to predict this result. Motion energy plus rectification might also account for the conditions under which the reversals occur. Reversals were only reported to occur when the angle between the components was greater than %70 deg, when the temporal frequency was low, %2 Hz, and when the spatial frequency was less than 10 cpd (Derrington et al., 1992) . For example, increasing the spatial frequency and decreasing the angle between the components would decrease the speed and displacement of the salient low frequency component introduced by rectification. I shall return to the condition of low temporal frequency. As noted earlier there are feature counterparts of this low spatial frequency component introduced by rectification and therefore Model 3: motion energy plus features can account for the same results.
Model 4: motion energy plus component level feature model also predicts these results. Fig. 3d is an example of a plaid similar to those used by Derrington et al. (1992) . The velocity vectors have equal magnitudes. The components are phase shifted through 135 deg of their spatial cycle, as discussed above and shown in Fig. 6 . The pattern is perceived to move in the opposite direction to that predicted by the IOC. Model 4 not only predicts the reversals but also predicts the conditions under which the reversals occur (Bowns, 1996b (Bowns, , 1998 (Bowns, , 2001 .
Conclusions
Model 1: motion energy plus IOC predicts Result 1, IOC motion, shown in Fig. 3a , but does not predict Result 2--the perceived vector sum direction shown in Fig. 3b without the addition of the Bayesian estimation method of the IOC offered by Weiss and Adelson (1997) . Even with the Bayesian addition, it is not clear why Model 1 would predict Result 3 the perceived shift towards the IOC direction of a Type II plaid shown in Fig.  3c . The noise presumably would be greater in the condition shown in Fig. 3c because the speed of one of the components is reduced even more than in Fig. 3b and yet the plaid is not perceived in the vector sum direction. It is also clear from the subsequent discussion that Model 1 does not predict Result 4, i.e. perceived reversals shown in Fig. 3d .
Model 2: motion energy plus rectification makes similar predictions to Model 3: energy plus features but has the advantage of not requiring a separate complex feature extraction mechanism. Both models predict Result 1--IOC direction, see example shown in Fig. 3a . Both models predict Result 2 perceived vector sum direction shown in Fig. 3b . There is information from both of these models that would predict Result 3, i.e. a Type II plaid that does not move in the vector sum direction, the perceived direction of the plaid shown in Fig. 3c . However, it must be assumed that the perceived direction is not in the IOC direction, but instead is in the direction of the low spatial frequency component. A nice property of the IOC is that it does correctly predict the speed of a particular component when it forms part of a pattern moving in a specified direction, and from this point of view would be more useful.
Both models also predict Result 4--perceived reversals shown in Fig. 3d . It is important to note that motion plus rectification assumes that at the level of motion processing the operating characteristics for first-and second-order stimuli are identical. However, Bowns (2001) showed that it is displacement rather than speed that is the critical factor in obtaining reversals at different temporal frequencies, and suggested that there may be different operating characteristics for first-order and second-order motion detection. This is a controversial issue in the literature. For example, Derrington, Badcock, and Henning (1993) found that the time course for improving sensitivity was faster with firstorder information than second-order information; Derrington and Badcock (1985) also found that secondorder defined motion was immune to first-order defined motion at the same spatial frequency, producing no aftereffects; Nishida, Ledgeway, and Edwards (1997) found little or no cross adaptation between firstorder information and second-order defined motion at threshold; however, Lu and Sperling (1995) showed similarity of sensitivity to temporal frequency for firstorder and second-order defined stimuli; and Ledgeway (1994) reported some evidence of cross-over adaptation at suprathreshold stimulus levels using flickering test patterns. One of the reasons for the difficulty in resolving the issue of whether or not second-and first-order mechanisms have different operating characteristics may be because we do not yet completely understand the mechanism or mechanisms for extracting second-order information, making it difficult to control the parameters in comparative experiments. A model that includes a ''squaring'' operation has been described by Simoncelli and Heeger (1998). They have preferred to use different operating characteristics for first-and secondorder information in order to account for a good deal of physiological data.
My main problem with Model 3: motion energy plus features is that spatio-temporal energy does not seem to be required, and it returns us to the earlier correlation models and the old problems associated with these models as outlined above. Energy plus rectification is clearly a very attractive model in the light of the above discussion so why present an alternative? Firstly, the motion energy plus component level feature model is able to predict all of the results described above. This includes predicting all of the conditions under which reversals occur, including the linear relationship between displacement of the zero-crossing intersections and the temporal frequency at which subjects' perceived direction reverses Bowns (1996b Bowns ( , 2001 ). It does not require that first-and second-order motion have the same operating characteristics. Secondly, it does not require any operations to be applied to the two-dimensional pattern as in the case of feature extraction or rectification; there is little or no physiological evidence of such operations. It does however require the recombination of zerocrossings once extracted. Thirdly, it essentially uses the same constraint information inherent in the IOC rule and is therefore more functional than squaring. Fourth, the model also has the added advantage of being amplitude and phase invariant. The motion plus rectification and the motion energy plus component level feature model are not so very different in their predictions but they would look very different at the level of implementation.
Summary
A simple but solid and important set of results has been used to evaluate four spatio-temporal energy models of motion. The motion energy plus IOC model failed. The motion energy plus feature model is complex and shown to be unnecessary because it makes similar prediction to that of the motion energy plus rectification model. The motion energy plus component level feature model is simpler still, it does not require complex feature extraction or any operation applied directly to the twodimensional pattern for which there is no physiological evidence; and because it uses essentially similar constraint information to that of the IOC it provides a useful set of solutions that are invariant to phase and amplitude. As Marr and Ullman (1981) were aware, extracting zero-crossings is well within the range of visual physiology.
Although a nearest neighbour match has been used at this point in the development of the model it is not how the author would envisage the physiological implementation of how the zero-crossings are tracked. The precise encoding needs to be developed based on much more psychophysical research into the temporal properties of this mechanism, although the author currently believes, based on the data published in Bowns (2001) , that the mechanism is speed tuned, this needs to be confirmed and precisely parameterised before a complete description can be provided. Once a clearer understanding of the relationship between displacement of the zerocrossings and time is established there is no reason why the model could not be extended to predict speed in any direction. The model also needs to be developed to make explicit how the solutions might be combined across different spatial scale, again this requires careful empirical and computational investigation.
