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Introduction
The main goal of the present paper is to establish the relationship between the CR geometry of a real analytic generic submanifold of I C n+m and the geometric (or formal) theory of PDE. We apply a general method which is due to S.Lie in order to study infinitesimal symmetries of a holomorphic completely overdetermined involutive second order PDE system with first order relations and n independent and m dependent variables. For any given system of this class this method allows to determine whether the dimension of the Lie algebra of infinitesimal symmetries if finite; if this is the case, the Lie method leads to explicit recurcive formulae which permit to compute terms of any order in the Taylor expansion of coefficients of an infinitesimal symmetry of such a system and to show that these expansions (and so any symmetry) are uniquely determined by their terms of finite order. This gives a precise upper estimate of the dimension of the symmetry group for such a system and an explicit parametrization of the symmetry group.
From the complex analysis point of view our interest in these questions is explained by the fact that the Segre family of a real analytic generic Levi nondegenerate subvariety M in I C n+m (introduced to the modern theory by S.S.Chern and S.Webster) is a family of (graphs of) solutions of a holomorphic completely overdetermined involutive PDE system with m dependent and n independent variables and some additional first order equations if the real codimension of M is > 1 , i.e. if M is not a hypersurface. Systems without first order relations were studied in our previous paper [29] so in the present paper we consider the more complicated higher codimensional case. The biholomorphic invariance of the Segre family means precisely that every biholomorphic automorphism of M is a Lie symmetry of the PDE system defining its Segre family i.e. maps the graph of a solution to the graph of another solution. So we show how PDE symmetries techniques can be used in order to study the complex geometry of real analytic submanifolds in I C n and to obtain precise upper estimates of the dimension and explicit parametrization of their automorphism groups etc.; various results of this type have been obtained by several authors using different methods (see a more detailed discussion below). But it is worth to emphasize that systems describing the Segre families of real analytic submanifolds form a very special subclass in the class of holomorphic completely overdetermined involutive systems with first order relations. So we consider a much more general situation and generalize some known results on automorphisms of CR manifolds.
In the present paper we pay more attention to the development of basic tools of the proposed PDE approach to the CR geometry and do not consider the most general classes of CR manifolds in order to avoid technical complications and long computations. However, the proposed method allows to obtain much more general and precise results not only for CR manifolds, but for symmetries of wide classes of PDE as well. Our main conclusion is that the very intesively developping theory of CR maps can be naturally viewed as a part of the geometric PDE theory and actually studies special poinwise symmetries of special holomorphic PDE systems. From our point of view, the further progress in the study of CR maps between real analytic submanifolds in I C n may be achieved by application of advanced tools of the formal PDE theory combining with complex algebraic and differential geometry methods. This provides the natural framework for the CR geometry of real analytic manifolds and links it with the classical complex geometry.
Generatities of the Lie theory
In this section we recall certain basic tools of the Lie method of study of infinitesimal symmetries of differential equations. They are very well known to the experts in the geometric PDE theory and the differential geometry; for reader's convenient we give a brief exposition. A more detailed information and the proofs of all statements of this section can be found in [7] , [21] , [23] , [24] .
Local transformation groups and symmetry groups.
Let Ω be a domain in I C n . A local group of biholomorphic transformations acting on Ω is given by a (local) connected complex Lie group G, a domain D such that {e} × Ω ⊂ D ⊂ G × Ω, and a holomorphic map ϕ : D −→ Ω with the following properties: (i) if (h, x) ∈ D, (g, ϕ(h, x)) ∈ D, and also (gh, x) ∈ D, then ϕ(g, ϕ(h, x)) = ϕ(gh, x); (ii) for all x ∈ Ω, ϕ(e, x) = x; (iii) if (g, x) ∈ D, then (g −1 , ϕ(g, x)) ∈ D and ϕ(g −1 , ϕ(g, x)) = x.
Historically the notion of a group of transformations was introduced by S.Lie in connection with a study of transformations preserving a given PDE system (or more precisely, the space of its solutions). Such transformations are called symmetries (sometimes, the Lie symmetries, pointwise symmetries, classical symmetries). In the present paper we apply the Lie method of studying of PDE symmetries to a special but geometrically important class of holomorphic completely overdertermined second order PDE systems with first order relations, i.e. systems of the form (S) : u where x = (x 1 , ..., x n ) are independent variables, u(x) = (u 1 (x), ..., u m (x)) are unknown functions (dependent variables), u j x = (u j x 1 , ..., u j xn ) and F ij , H k are holomorphic functions (of course, we will always assume that F ij = F ji ). Since this system is highly overdetermined, it is natural to assume that it satisfies some compatibility conditions. We will assume that such a system satisfies some integrability conditions of the Frobenius type (see below). This class of systems naturally arises in various areas of the geometry and PDE.
The solutions of such a system are holomorphic vector valued functions u = u(x); denote by Γ u the graph of a solution u.
Definition 2.1 A symmetry group Sym(S) of a system (S) is a local complex transformation group acting on a domain in the space I C n x × I C m u of independent and dependent variables with the following property: for every solution u(x) of (S) and every g ∈ G such that the image g(Γ u ) is defined, it is a graph of a solution of (S).
Often the largest symmetry group is of main interest (and so we write the symmetry group); for us this is not very essential since our methods give a description of any symmetry group for given system. In order to fix the terminology, everywhere below by the symmetry group we mean the largest one.
The definition of a symmetry group given above is not very well working in practice in the sense that it does not give an efficient tool to find the Lie symmetries. The main idea of the Lie method is to study the Lie algebra of a symmetry group instead of the group itself.
2.2. Vector fields and one-parameter transformation groups. Consider a one parameter local complex Lie group of transformations (LTG) x * = X(x, t) with the identity t = 0 acting on a complex manifold with local coordinates x = (x 1 , ...,
is called the infinitesimal generator of our (LTG) ; we use the vector notation: if f = (f 1 , ..., f k ) is a holomorphic vector function, then Xf = (Xf 1 , ..., Xf k ). In particular, Xx = θ(x). Recall that there exists a parametrization τ (t) such that the above (LTG) is equivalent to the solution of the initial value problem for the first order ODE system dx * dτ = θ(x * ) (the First Fundamental Lie Theorem). A one-parameter (LTG) can be found from its infinitesimal generator by means of the Lie series (the exponential map): x * = e tX x = x + tXx + (t 2 /2)X 2 x + ..., where
C. In the general case of a d-dimensional Lie transformation group G any group element in a neighborhood of the identity can be obtained by the exponential map for a suitable vector field from the Lie algebra of G. So every local Lie group is completely determined by a vector field basis {X 1 , ..., X d } of its Lie algebra and can be explicitely parametrized via the exponential map e t j X j = Πe t j X j ; the parameters t 1 , ..., t d are local coordinates on G. The exponential map can be used as a definition of a symmetry group; this group is a finite dimensional Lie group if and only its Lie algebra is finite dimensional.
2.3. Jet bundles and prolongations of group actions. The second key tool of the Lie theory is the notion of prolongation of an LTG action to a jet bundle. Recall this construction. Let f and g be two holomorphic maps in a neighborhood of the origin in I C n to I C m taking the origin to the origin. As usual, we say that they have the same r-jet at the origin if (∂ α f )(0) = (∂ α g)(0) for every α : |α| ≤ r where we use the following notation (which we will keep everywhere through this paper): ∂ α ϕ = ∂ r ϕ ∂xα 1 ...∂xα r for α = (α 1 , ..., α r ), α 1 ≤ ... ≤ α r , and |α| := r. More generally, let M and N be two complex manifolds and f : M −→ N , g : M −→ N be two holomorphic maps. Let x and u be local holomorphic coordinates near p ∈ M and q ∈ N respectively such that x(p) = 0, u(q) = 0. We say that f and g have the same r-jet at p, if u•f •x −1 and u • g • x −1 have the same r-jet. It is easy to see that the definition is correct, i.e. does not depend on the choice of the coordinates. The relation that two maps have the same r-jet at p is an equivalence relation and the equivalence class with the representative f is denoted by j r p (f ); it is called the r-jet of f at p. The point p is called the source and the point q the target of j q p (f ). Denote by J r p,q (M, N ) the set of all r-jets of maps from M to N with the source p and the target q and consider the set J r (M, N ) = U p∈M,q∈N J r p,q (M, N ). Consider also the natural projections
. Declaring the pullbacks of open sets in M and N to be open, we define the natural topology on J r (M, N ). Using local coordinates x on M and u on N defined as above we may define a local coordinate system h on J r (M, N ) as follows. Set u (1) 
for p ′ close enough to p. These coordinates are called the natural coordinates on J r (M, N ). The Leibnitz formula and the chain rule imply that biholomorphic changes of local coordinates on M and N induce a biholomorphic change of local coordinates in J r (M, N ). This defines the natural structure of a complex manifold on the space J r (M, N ) and equips it with the structure of a holomorphic fiber bundle over M × N with the natural projection
close enough to the identity lifts canonically to a fiber preserving biholomorphism g (r) : J r (M, N ) −→ J r (M, N ) as follows: if u = f (x) is a holomorphic function near p, q = f (p) and u * = f * (x * ) is its image under g (that is the graph of f * is the image of the graph of f under g near the point (p * , q * ) = g(p, q)), then the jet j r p * (f * ) is by the definition the image of j r p (f ) under g (r) . In particular, a one-parameter local Lie group of transformations G canonically lifts to J r (M, N ) as a one-parameter Lie group of transformations G (r) which is called the r-prolongation of G. The infinitesimal generator X (r) of G is called the r-prolongation of the infinitesimal generator X of G.
Our considerations will be purely local so M and N will be open subsets in I C n and I C m respectively. In this case we write
Consider in local coordinates a vector field X(x, u) = n j=1 θ j (x, u)
In the natural coordinates its r-prolongation has the form
In order to compute the coefficients of this prolongation, define the operator of total derivative:
The following elementary statement gives an explicit recursive formula for the coefficients of a prolongation and is the main computational tool in the Lie theory.
Proposition 2.2 One has
In particular the second prolongation X (2) is given by
Proposition 2.2 implies the following formula giving an explicit expression for the coefficients of X (2) :
Infinitesimal symmetries of differential equations. An infinitesimal generator of a one-parameter group of symmetries of a system of PDE (S) is called an infinitesimal symmetry of this system. They form a Lie algebra with respect to the Lie bracket which is denoted by Lie(S).
Let (S) be a holomorphic PDE system of order r; we consider its solutions on M with values in N . Then it defines naturally a complex subvariety (S r ) in the jet space J (r) (M, N ) obtained by the replacing of the derivatives of dependent variables by the corresponding natural coordinates in the jet space.
Let (x, u, u 1 , u 11 ) be the natural coordinates on the jet space J 2 (2, 1). Then (S 2 ) is a complex 3-dimensional submanifold in J 2 (M × N ) defined by the equation
Example 2. More generally, let M ⊂ I C n , N ⊂ I C m be domains, (S) be a holomorphic completely overdermined second order system: (S) : 
Definition 2.3 A system (S) is called locally regular, if for every point
A holomorphic function F is called an invariant function for a one-parameter LTG with an infinitesimal generator X if F (x * ) ≡ F (x). It is easy to see that F (x * ) = e tX F (x); this implies that F is invariant if and only if XF (x) = 0. A complex subvariety V = {F (x) = 0}, where F is a vectror valued holomorphic function of maximal rang, is called an invariant variety for a one-parameter LT G if F (x * ) = 0 when F (x) = 0. Clearly, V is an invariant variety if and only if XF (x) = 0 for every x ∈ V that is X is a tangent field to V .
The importance of these notions explains by the following simple but fundamental statement (see for instance [21, 24] It follows by the Cauchy existence theorem that every system of ordinary differential equqtions (solved with respect to the highest order derivatives) is locally regular. In the case of several independent variables we need the Frobenius theorem which imposes integrability conditions.
A holomorphic completely overdermined second order PDE system of the form
is always of maximal rang, but in general it is locally regular. So we need to assume that it satisfies the integrability condition in the following sense: the distribution on the tangent bundle of the jet space J 1 (n, m) defined by the differential forms
is completely integrable. We call such systems completely integrable or involutive. It follows by the Frobenius theorem that every involutive system is locally regular. Thus, the last proposition is applicable for this class of systems.
In the next section we will see that this proposition gives an efficient tool for the computation of infinitesimal symmetries of holomorphic completely overdetermined second order involutive systems with additional first order relations.
Segre varieties, holomorphic maps and PDE symmetries
Denote by Z = (z, w) ∈ I C n × I C m the standard coordinates in I C n+m . All our considerations will be purely local, so all neighborhoods, domains etc. (which we usually even do not mention) always are supposed to be as small as we need (the most rigorous way is to use the language of germs; following the classical tradition we do not employ it in order to avoid useless formalizations). 
We say that M is Levi nondegenerate if it is Levi nondegenerate at every point. Often some authors call M Levi-nondegenerate if a slightly weaker condition holds instead of (i): the Levi form of M (considered as a vector valued hermitian form) has the trivial kernel. Our methods can be easily carried to this case (and even to a much more general situation). In the present paper we restrict ourselves by the consideration of the above class of varieties in order to avoid supplementary computations and complications of the notations. A map f : M −→ M defined and biholomorphic in a neighborhood of M is called a biholomorphism or a (biholomorphic) automorphism of M. These maps form a group with respect to the composition which is called the group of biholomorphisms or the automorphism group of M and is denoted by Aut(M).
The study of automorphism groups of real submanifolds in I C n+m is a traditional problem of the geometric complex analysis and the complex differential geometry. An important fact here is that such a group (in the Levi nondegenerate case) is always a real finite dimensional Lie group. This phenomenon is due to the intrensic geometry of a real submanifold induced by the complex structure of the ambient space. It has been studied in the foundator works of E.Cartan [9] , N.Tanaka [32] , S.S.Chern -J.Moser [10] for the case of real hypesurfaces. Cartan, Tanaka and Chern study the equivalence problem for a G-structure corresponding to the natural CR-structure sitting on a real hypersurface in I C n+1 and solve the equivalence problem for this structure using Cartan's equivalence method for general G-structures. In particular, this gives a complete list of biholomorphic invariants of a hypersurface. Moser solves the equivalence problem via his theory of a normal form of a real analytic hypersurface with respect to the action of local biholomorphisms. This theory gives many additional useful information about biholomorphic maps of real hypersurfaces. In particular, it leads to an explicit parametrization of the automorphism group. The approaches of CartanTanaka -Chern and Moser have been developed for the case of submanifolds of higher codimension in the works of V.Beloshapka [5] , A.Loboda [20] , V.Ezhov -A.Isaev -G.Schmalz [16] and other authors.
Another natural approach is to study the Lie algebra Lie(M) of the automorphism group of a real analytic manifold M. Vector fields in Lie(M) are called infinitesimal automorphisms of M. The knowledge of the Lie algebra allows to refind a neighborhood of the identity in the automorphism group via the exponential map i.e. essentially to describe completely the group in the local situation. The results in this direction have been obtained by E.Bedford -S.Pinchuk [4] , V.Beloshapka [6] , N.Tanaka [32] , A.Tumanov [33] , N.Stanton [28] , and other authors.
The common feature of all these works is a direct study of a mixed "real-complex" structure of a hypersurface embedded to I C n+1 . This leads to computations with power series contaning "mixed" terms of the type Z k Z l in order to find biholomorphic invariants. There is another way to find biholomorphic invariants of a real analytic submanifold in I C n+m . For a fixed point ζ ∈ I C n+m close enough to M consider the complex submanifold Q(ζ) = {Z : r(Z, ζ) = 0}. It is called the Segre variety for B.Segre who introduced these objects [26] . The basic property of the Segre varieties is their biholomorphic invariance: for every automorphism f ∈ Aut(M) and any ζ one has f (Q(ζ)) = Q(f (ζ)). For the approach developed in the present paper, the utilisation of the complex conjugation in the definition of the Segre surface is technically incovenient. So we consider the complex hypersurface Q * (ζ) = Q(ζ). Then for every f ∈ Aut(M) one has f (Q * (ζ)) = Q * (f (ζ)). Thus, f maps any element of the family {Q * (ζ)} ζ to another one. This property is crucial for our paper since it can be viewed from the geometric PDE point of view. Of course, we still call Q * (ζ) the Segre variety and omit the star. The Segre varieties were reintroduced to the modern theory in the important works of S.S.Chern [11] and S.Webster [34] and turned out to be a very useful tool for a study of holomorphic maps. The theory of Segre varieties has been applied to the study of analytic and algebraic extension of holomorphic maps by M.S.Baouendi -P.Ebenfelt -L.P.Rothschild [1] , K.Diederich -S.Webster [13] , K.Diederich -J.E.Fornaess [14] , K.Diederich -S.Pinchuk [15] , S.Webster [35] . J.Faran [17] and S.Webster [36, 37] also studied related geometric invariants.
M.S.Baouendi -P.Ebenfelt -L.P.Rothschild [2, 3] and D.Zaitsev [38] used the Segre varieties geometry in order to obtain results concerning estimates of dimension and parametrization of automorphism groups for various classes of higher codimensional manifolds.
Our approach also makes use of the Segre varieties but the important difference is that we consider the subject from a more general PDE point of view. It is necessary to stress that the basic idea goes back to the foundators works of B.Segre, E.Cartan and S.Lie's school.
B.Segre [26] observed that in I C 2 the set of Segre varieties of a Levi nondegenerate real analytic hypersurface M (which is called the Segre family of M) is a regular two parameter family of holomorphic curves and so represents the trajectories of solutions of a holomorphic second order ordinary differential equation. The invariance of the Segre family with respect to Aut(M) means that every biholomorphism of M can be considered as a symmetry of the differential equation defining its Segre family.
Segre's observation is of fundamental importance since it links the CR geometry with the PDE theory.
The study of symmetries of a second order ordinary differential equation (in some sense, completed) has been proceeded by S.Lie and his student A.Tresse [31] (see also [12] , [23] , [22] ). In particular, such group is always a complex Lie group of dimension ≤ 8; this important fact allowed to B.Segre to conclude that Aut(M) is a real dimensional Lie group.
The idea of Segre can be naturally generalized to higher dimension as follows.
First of all, we consider the case where M is a real analytic Levi nondegenerate hypersurface in I C n+1 through the origin. After a biholomorphic change of coordinates in a neighborhood of the origin by the equation {w + w + n j=1 ε j z j z j + R(Z, Z) = 0} where ε j = 1 or −1 and R = o(|Z| 2 ). For every point ζ = (η 1 , ..., η n , ω) the corresponding Segre variety is given by w + ω + n j=1 ε j z j η j + R(Z, ζ) = 0. If we consider the variables x j = z j as independent ones and the variable w = u(x) as dependent one this equation can be rewritten in the form
(after an application of the implicit function theorem in order to remove u from R). Taking the derivatives in x k we obtain the equations
The equations (1), (2) and the implicit function theorem imply that ζ = ζ(x, u, u x 1 , ..., u xn ) is a holomorphic function; taking again the partial derivatives in x j in (2), we obtain the following completely overdermined second order holomorphic PDE system:
with u x = (u x 1 , ..., u xn ). It is very important to point out that this system necessarily satisfies the integrability condition of the Frobenius type. More precisely, with such a system one can associate the differential forms
defined on the jet space J 1 (n, 1). It follows directly from the representation (1) of its integral manifolds that the distribution defined by these forms on the tangent bundle of J 1 (n, 1) is completely integrable and so satisfies the Frobenius condition. The property of biholomorphic invariance of the Segre varieties means that any biholomorphism of Γ transforms the graph of a solution of (S M ) to the graph of another solution, i.e. is a Lie symmetry of (S M ). This naturally leads to a general consideration of a holomorphic involutive PDE system of the form
Thus, the study of biholomorphisms of real analytic Levi nondegenerate hypersurfaces can be reduced to the study of symmetries of holomorphic involutive PDE systems (with one dependent variable). However, the systems corresponding to Segre families form a very special subclass between involutive systems since the coefficients of (1) satisfy additional conjugation relations due to the fact that the defining function r is real valued. We point out here that the importance of the study of this class of PDE systems has been realized by S.S.Chern [11] who solved the equivalence problem for this class of systems with one dependent variable (see also the work of J.Faran [17] ). Now consider the higher codimensional case. First of all, we introduce the class of PDE systems which plays the major role in the present paper.
Let S be a holomorphic second order PDE system with additional first order relations of the form
In order to simplify the notations we introduce the dependent variables w := u 1 and v = (u 2 , ..., u m ) so u = (w, v). Then our system can be rewritten in the form
where we use the notation (1) ) in the natural coordinates. Then (x, u, w (1) ) are holomorphic local coordinates on Γ and we may consider the 1-forms defined on Γ as follows:
We say that the system (S) is completely integrable or involutive if the distribution defined by these forms on the tangent bundle of Γ is completely integrable that is satisfies the Frobenius condition. It follows by the Frobenius theorem that if (S) is involutive then it is locally regular i.e. for every point of the complex submanifold
of J 2 (n, m) there exists a solution of (S) whose jet coincides with this point. In view of the Frobenius criterion the graphs of solutions of (S) form a holomorphic foliation of Γ with n-dimensional leafs and depending on (n+m)-parameters if and only if (S) is involutive.
Let now M be a Levi nondegenerate quadric in I C n+m given by
where every L k is a hermitian operator on I C n and < z, ζ >= n j=1 z j ζ j . We can assume that the hermitian form < L 1 (z), z > is nondegenerate. For (z, ω) ∈ I C n ×I C m the corresponding Segre variety is Q(ζ, ω) = {(z, w) : w k +ω k =< L k (z), ζ >}. If we consider x := z as independent variables and u := w as dependent, then Q(ζ, ω) is a graph of u: Q(ζ, ω) = {(x, u) :
Let us construct a PDE system with a general solution given by the above family. First of all, clearly we have the equations u k x i x j = 0, for every k, i, j. However, in general this is not enough since our family of solutions depends only on n + m parameters and so we need to look for another relations. Considering the first partial derivatives we obtain the following system of linear algebraic equations for ζ: u 1
Since the rank of this system is equal to n, we get ζ = N u 1 x , where N is an n × n matrix. Set as above v = (u 2 , ..., u m ) and w = u 1 . We obtain that u k x = A k u 1 x , k = 2, ..., m, where every A k is a matrix. Therefore, we obtain the following PDE system:
.., m whose sets of solutions coincides with the Segre family of M.
This construction can be immediately generalized to any Levi nondegenerate real analytic submanifold. Indeed, let M be a real analytic Levi nondegenerate submanifold in I C n+m through the origin. Then in a neighborhood of the origin it can be represented in the form
} where R k contains no term of order ≤ 2 (after an application of the implicit function theorem if it is necessary). Consider x := z as independent variables and u := w as dependent, then Q(ζ, ω) is a graph of u:
Considering the first partial derivatives we obtain the following system :
Applying the implicit function theorem to (3), (4) we get that (ζ, ω) = ϕ(x, u, w x ), where ϕ is a holomorphic function. It is worth to point out that the implicit function theorem allows to compute by recursion a term of any order in the expansion of ϕ, so our method is totally constructive. Using ϕ in order to exclude the parameters ζ, ω from those equations of (4) which are not used yet, we obtain holomorphic equations of the form
.., m with holomorphic function ψ without terms of order ≤ 1.
Next, we consider the second order partial derivatives u 1 x i x j = R 1 x i x j (x, ζ, ω) and replace ζ, ω by ϕ. We obtain the holomorphic equations w x i x j = F ij (x, u, w x ). Thus, finally we obtain that u(x) satisfy the following holomorphic PDE system:
Since the solutions of this system (given by (3)) depend on (n + m) parameter, it follows by the Frobenius theorem that this system is involutive (in particular, (3) represents all solutions of this system).
The biholomorphic invariance of the Segre family of M means that every biholomorphism of M is a symmetry of the constructed PDE system. Therefore, in the case where Sym(S M ) is a finite dimensional Lie group, Aut(M) is its finite dimensional real Lie subgroup (since it is obviouisly closed). In order to obtain a precise estimate of its dimension, we recall the following useful observation due to E.Cartan [9] . Let a holomorphic vector field X be an infinitesimal generator of Aut(M) (this means that we consider the real time t in the corresponing Lie series). This is equivalent to the fact that ReX is a tangent vector field to M. On the other hand, X is an infinitesimal symmetry of (S M ). Indeed, every biholomorphism from the corrseponding real one-parameter group takes an element of the Segre family to another one, so X is tangent to Sym(S M ) considered as a real Lie group; but since X is a holomorphic vector field, it is necessarily in Lie(S M ). It is clear that if M is Levi nondegenerate, the field Re(iX) cannot be tangent to M simultaneously with ReX i.e. Lie(M) is a totally real subspace of Lie(S M ). Therefore, the real dimension of Aut(M) is majorated by the complex dimension of Lie(S M ).
We stress again that quite similarly to the hypersurface case, systems defining the Segre families form a very special subclass of the class of second order holomorphic involutive systems with first order relations.
We have proved the following We conclude this section by some examples. It is easy to show (see [20] ) that every 6-dimensional quadric in I C 4 is linearly equivalent to one of the following quadrics:
Considering independent variables x = z and dependent variables u = w we get that the systems defining the corresponding Segre families are
In the next two sections we develop a general approach in order to study infinitesimal symmetries of second order holomorphic involutive systems with first order relations. Much more advanced tools can be found in [24, 25] ; we only adapt for our case a very elementary part of the general theory.
Completely integrable systems, their deformations and infinitesimal symmetries
Consider a holomorphic second order involutive PDE system (S 0 ) (S 0 ) :
with n independent variables x and m dependent variables u = (w, v) ∈ I C × I C m−1 . By a completely integrable holomorphic deformation of the system (S 0 ) we mean a PDE system of the form
where
, G are holomorphic functions in (x, u, w x ) and real analytic with respect to a (vectorvalued) parameter ε; they satisfy F i 1 i 2 |{ε = 0} ≡ F ij , G|{ε = 0} = G and are such that this system is completely integrable for every fixed ε.
For every ε we can consider all first order partial derivatives of the equations v x = G(ε, x, u, w x ) and then substitute w x i x j = F ij (x, u, w x ) in order to remove the second order derivatives of w in the right sides. The obtained PDE system has the form
and obviously has the same space of solutions as the initial system, so has the same symmetry group. We will work with this system. In order to study Lie(S ε ) we apply the general Lie method to the deformed system (S ε ). This system defines a complex subvariety (S ε 2 ) of the jet space J 2 (n, m) given by the equations
and in view of the integrability condition this system is locally regular. Therefore the Lie criterion implies that X = θ j ∂ ∂x j + η µ ∂ ∂u µ is in Lie(S ε ) if and only if X (2) is tangent to (S ε 2 ). This is equivalent to the following equations:
Clearly, this is a linear condition on the coefficients θ, η of X and their partial derivatives up to the second order. We explain now how to construct explicitely the corresponding linear second order PDE system with holomorphic coefficients for θ, η equivalent to this condition.
and denote obtained expressions byΛ µ i 1 i 2 . We point out that they are linear in ∂θ, ∂η (the vector functions formed by all first order partial derivatives of θ j , η µ ). We get the equationŝ
where holomorphic functions φ
(ε, x, u, u (1) ) are linear with respect to θ, η, ∂θ, ∂η. On the other hand,η (1) ] α where the coefficients A µ i 1 i 2 α are integer linear combinations with constant coefficients of second order partial derivatives of θ, η (of course, we suppose that A µ i 1 i 2 α are defined for every α allowing them to vanish identically). Next we need to restrict our expressions on L 1 :η Developing the right sides of (5) into power series with respect to u (1) we obtain the series of the form α f µ i 1 i 2 α (ε, x, u, θ, η, ∂θ, ∂η)[u (1) ] α where the holomorphic coefficients f µ i 1 i 2 α (ε, x, u, θ, η, ∂θ, ∂η) are linear with respect to θ, η, ∂θ, ∂η.
Replacing here v (1) by G(ε, x, u, w (1) ) and developing the obtained expressions in power series in w (1) , we obtain that (5) implies |β| B
, u, θ, η, ∂θ, ∂η) for any µ, i 1 ≤ i 2 , |β| where the right sides are linear with respect to θ, η, ∂θ, ∂η. By the Noetherian property, there exists a finite number N (independent of ε) such that this equivalent to B µ i 1 i 2 β = p µ i 1 i 2 β (ε, x, u, θ, η, ∂θ, ∂η), |β| ≤ N We get a linear PDE system of the form (using the notation z = (x, u)):
where the right sides are linear functions in θ, η, ∂θ, ∂η (recall that our initial tangency conditions are linear with respect to θ, η. Therefore, the right sides do not contain terms without θ, η and their derivatives; in particular, l t vanishes identically). Now we proceed quite similarly with the equations
We have η
iα are linear combinations of second order partial derivatives of θ, η with constant coefficients. The equations (9) can be rewritten in the form
In particular, the functions φ µ i (ε, x, u, w (1) , θ, η) are linear with respect to θ, η. This is equivalent to the equalities
under the condition v (1) = G(ε, x, u, w (1) ) = γ g γ (ε, x, u)[w (1) ] γ . Substituting these power series into (10) we get the following equality (using the vector notation): β T β [w (1) ] β = β S β [w (1) ] β + β P β [w (1) ] β of power series with vector valued coefficients T β , S β which are linear combinations of first order partial derivatives of θ, η with coefficients holomorphic in (ε, x, u) and P β (ε, x, u, θ, η) being linear in θ, η. So we obtain the following system of the equations: T β − S β − P β = 0 which in view of the Noetherian condition is equivalent to T β − S β − P β = 0, |β| ≤ N for a finite N .
So we have a first order linear system of equations:
As above, the right sides does not contain terms without θ, η ( for instance,f ≡ 0). We have proved the following Theorem 4.1 The vector field X defines an infinitesimal symmetry of (S ε ) if and only if its coefficients satisfy the united system (6), (7), (8), (11), (12 The constructed linear holomorphic PDE system is called the (infinitesimal) Lie equations associated with (S ε ).
As an important example, let us construct the Lie equations for a PDE system of the form
We call such a system by a flat system with relations (S f lat ). Obviously, such a system is involutive.
The variety (S f lat ) 2 defined by (S f lat ) is given by the equations
where the matrix M is formed by the matrices M k as vertical blocks. Let a vector field X = n j=1 θ j ∂ ∂x j + m µ=1 η µ ∂ ∂u µ be in Lie(S f lat ) i.e. an infinitesimal symmetry of (S f lat ). Since our system is locally regular and of maximal rank, X ∈ Lie(S) f lat if and only if X (2) is tangent to (S f lat ) 2 i.e.
The first line equations imply that
for any µ and any i 1 ≤ i 2 . We point out also that the equations u
In view of (16)
where the coefficients A µ i 1 i 2 α are integer linear combinations of second order partial derivatives of θ, η.
Next we need to restrict the polynomials (17) on L 1 . Replacing v (1) by M w (1) in (17) we obtain η Consider now the following second PDE system (R 2 ) for the unknown vector function τ := (θ, η):
for all µ, i 1 ≤ i 2 , β. This is a linear second order PDE system with constant coefficients which represents the Lie equations for (S f lat ). We emphasize the very important property of this system: every equation of second (resp. first) order contains only the second (resp. first) order partial derivatives.
In the next section we recall some general properties of linear PDE systems with holomorphic coefficients useful for a study of the Lie equations.
Symbols, prolongations and solutions of linear systems
In this section we adapt general methods of the formal PDE theory for our case. Much more general methods and tools can be found in [24, 25] .
As usual, by a holomorphic linear PDE system of order q with n independent variables y and m dependent variables τ we mean a system of the form (R q ) : x (τ ) ∈ (R q ) for every x ∈ D. We denote by Sol(R q ) the vector space of the solutions of (R q ).
The symbol G q (y 0 ) of (R q ) at a point y 0 is a linear subspace of the complex affine space with coordinates v j α , j = 1, ..., m, |α| = q, α 1 ≤ ... ≤ α q α i ∈ {1, ..., n}, defined by
The r-prolongation (R q+r ) of (R q ) is a linear system which we get if we add to (R q ) the equations obtained by taking all the partial derivatives of order ≤ r in every equation of (R q ) , that is
Obviously, it has the same space of solutions. The symbol of (R q+r ) is denoted by G q+r (y 0 ). The system (R q ) is called of finite type at y 0 if G q+r (y 0 ) = {0} for some r. If a system is of finite type at every point, we say simply that it is of finite type. The smallest r with this property is called the type of (R q ) and is denoted by type(R q ).
Theorem 5.1 Suppose that (R q ) is of finite type at some point y 0 . Then the dimension of the space of solutions of (R q ) holomorphic in a neighborhood of y 0 is finite.
Proof :
The fact that G q+r (y 0 ) = {0} for some r implies that (R q+r ) contains a subsystem which can be solved with respect to all partial derivatives of order q + r and so can be represented in the form (in a neighborhood of y 0 ):
This implies by the chain rule and reccurence that all derivatives of τ j of order ≥ q + r at y 0 are determined by derivatives of order ≤ q + r − 1, which means that the dimension of Sol(R q ) is finite.
This proof is quite constructive and allows to obtain explicit recurcive formulae for the Taylor expansions at y 0 of solutions of (R 0 ). This also means that the dimension of Sol(R q ) is majorated by dimJ t (n, m) where d = type(R q ) − 1. Of course this estimate is not precise since the partial derivatives at y 0 of τ of order ≤ d satisfy a system of linear algebraic equations (L) arising from the equations of (R q+r ) of order < (q + r). Solving this system we can presisely determine the dimension of the space Sol(R q ) for any concrete system (R q ). More precisely, applying the Cramer rule to (L) we can represent some partial derivatives of τ at y 0 of order ≤ d (principal derivatives) as linear combinations of others (parametric derivatives). The number of parametric derivatives is equal to the dimension of Sol(R q ) and they form a set of natural parameters on Sol(R q ).
Let (R ε q ) be an analytic family of linear systems given by
where a i jα are holomorphic functions in y and real analytic in ε, with ε being in a neighborhood of the origin in IR k . The following obvious observation turns out to be very useful:
Proposition 5.2 Suppose that the system R 0 q is of finite type. Then for every ε close enough to the origin the system (R ε q ) is of finite type and
The proof is immediate since the rank of a linear algebraic system defining the symbol of the prolonged system does not decrease with respect to small perturbations of the coefficients so
is a linear algebraic system for the partial derivatives of order < type(R q ) arising from the equations of the lower orders, then rank(L ε ) ≥ rank(L 0 ) and the number of the parametric derivatives decreases so dimSol(R ε q ) ≤ dimSol(R 0 q ). In general a linear system of order q may contain some equations of order < q. However, if we add to such a system all the equations of order ≤ q obtained from the equations of lower order by taking all the partial derivatives of a suitable order, we obtain a system with the same space of solutions. We call such a system the completion of (R q ) or the completed system (R q ). We also point out that every linear system can be reduced to a system of the first order by introducing the supplementary dependent variables; so one may work with these systems only.
Applying these results to the completed Lie equations deduced in the previous section for an involutive system (S 0 ) and its holomorphic involutive deformation, we obtain the following Theorem 5.3 Suppose that the completed Lie equations for (S 0 ) form a system of finite type d at some point (x 0 , u 0 ). Then dimLie(S 0 ) is finite and for any ε close enough to the origin dimLie(S ε ) ≤ dimLie(S 0 ).
In view of this result it is of clear interest the question how to check up if a given system is of finite type. On of the possibilities here is to consider its characteristic variety. Let λ be a vector of I C n . We use the notation λ α = λ α 1 ...λ αn . A vector λ is called a characteristic (co)vector at y if the linear map σ λ (y) : I C m −→ I C s given by the matrix σ λ (y) : |α|=q a i jα (y)λ α is not injective. The set of of such λ is an algebraic variety in I C n which is called the characteristic variety at y and is denoted by Char y (R q ).
The following criterion is useful (see [24] , p.195): a system (R q ) is of finite type if and only if Char y (R q ) is zero for every y (we do not use it in the present paper).
Of course, this statement says nothing about a value of the type of (R q ). However, if the system (R q ) is known to be of finite type, its type can be determined by direct computations using the study of a finite number of prolongations and their symbols, i.e. by means of the elementary linear algebra tools.
As an example we study the Lie equations in the simplest classical case of a second order ordinary differential equation.
We denote by x ∈ I C and u ∈ I C the independent and dependent variables respectively and consider a holomorphic equation (S) : u xx = F (x, u, u x ). This equation define a hypesurface in the jet space J 2 (1, 1) : (S 2 ) : u 11 = F (x, u, u 1 ).
A holomorphic vector field X = θ ∂ ∂x + η ∂ ∂u is an infinitesimal symmetry of (S) if and only if its 2-prolongation X (2) = X + η 1
The coefficients have the following expessions:
Consider the expansion F (x, u, u 1 ) = ν≥0 f ν (x, u)(u 1 ) ν ; after elementary computations following the decribed above general method we obtain the following system (R 2 ) of infinitesimal Lie equations:
Actually only a finite number of these equations are independent. But we show that the first 4 second order equations form a finite type system. Thus, we consider a system (R ′ 2 ) :
The symbol G ′ 2 of this system is a linear 2-dimensional subspace of the space I C 6 with coordinates 2 ), (λ 2 2 , 0) has the rank ≤ 1; this implies the the characteristic variety is equal to zero and so our system is of finite type. 
Fix a point (x 0 , u 0 ) and attach the values a 1 := θ(x 0 , u 0 ), a 2 := η(x 0 , u 0 ), a 3 := θ x (x 0 , u 0 ), a 4 := θ u (x 0 , u 0 ), a 5 := η x (x 0 , u 0 ), a 6 := η u (x 0 , u 0 ), a 7 = θ xx (x 0 , u 0 ), a 8 = θ xu (x 0 , u 0 ) to the parametric derivatives. Then the values of all second order derivatives of θ, η at (x 0 , u 0 ) are determined by (19) - (22) and the values of all derivatives at (x 0 , u 0 ) of order ≥ 3 are determined by the former expresions for the third order partial derivatives via the chain rule. This means that dimLie(S) ≤ 8 and this estimate is precise since in the flat case where F ≡ 0 one has dimLie(S) = 8.
Of course, the constructed vector fields are in general just the candidates to be in Lie(S) since we still have additional first order equations in the Lie equations (R q ). The fact that θ, η satisfy these equations imposes additional analytic restrictions on the parameters a j so actually Lie(S) is parametrized by a some analytic subvariety in the space I C 8 of the parameters a j . The present description of symmetries of a second order ordinary differential equation has been obtained by L.Dickson [12] . Since the Segre family of a Levi nondegenerate hypersurface in I C 2 is a set of solutions of such equation, the present method allows to obtain an explicit parametrization of its automorphism group. This argument can be directly generalized to second order holomorphic involutive PDE symmetries
Using this method and the explicit formulae for the 2-prolongation of a vector field on I C n × I C m , the author proved in [29] that the Lie algebra of infinitesimal symmetries of such a system has a dimension ≤ (n + m + 2)(n + m) and every infinitesimal symmetry is determined by a second order Taylor expansion at a given point (the Lie equations are of type 1). In the special case where n = 1 i.e. for a system of ordinary differential equations this result was established by F.Gonzales-Gascon and A.Gonzales-Lopez [18] (see also [22] ). In particular, this implies the results of Tanaka [32] and Chern -Moser [10] on the majoration of the dimension of the automorphism group of a real analytic Levi nondegenerate hypersurface in I C n+1 , its parametrization etc. It is important to emphasize that such an explicit parametrization of the Lie algebra of infinitesimal symmetries can be obtained for every system with the Lie equations of finite type. In what follows we restrict ourselves just by the study of symbols of the Lie equations in order to avoid complicated formulae.
We conclude this section by a statement concerning the special case of linear PDE systems with constant coefficients. The main example of these systems is given by the Lie equations for a flat manifold derived in the previous section.
Consider a linear PDE system with constant coefficients of the form
where q k = max k q k . We emphasize that every equation of this system of order q k contains the partial derivatives of the same order q k only. In particular, the Lie equations for a flat system deduced in the previous section are of this class. A holomorphic in a neighborhood of the origin map u = (u 1 , ..., u m ) is a solution of (R q ) if and only if
for every β. This is equivalent to
In the complex affine space with the coordinates ( 
Suppose that there exists an s such that V s = {0}. In view of (23) this means that the completion of (R q ) is a system of finite type majorated by s. Moreover, (23) shows that in this case all partial derivatives of u of order s vanish identically.
Let now the dimension of Sol(R q ) is finite. Suppose by contradiction that there exists an increasing sequence (s t ) such that every V st is non-trivial. Let (v i i 1 ...is t ) be a non-zero vector in V st . Consider the map u t = (u 1 t , ..., u m t ) whose components are the homogeneous polynomials of degree s t satisfying
. Then for every t the function u t satisfies (23) for s = s t ; but since it is homogeneous polynomial of degree s t , clearly it satisfies (23) for all other s. Therefore, every u t is a solution of (R q ): a contradiction.
In particular, we have the following Corollary 5.5 Suppose that (R q ) has a finite dimensional solution space and let (R ε q ) be its holomorphic deformation. Then for every ε small enough dimSol(R ε q ) ≤ dimSol(R q ).
General flat systems with first order linear relations
In this section we consider a flat system (S) of the form
with n independent and m dependent variables. We apply a geometric method in order to describe the symmetries of this system without computations. The basic idea goes back to S.Lie -G.Scheffers [19] (see also [18] ); a related result also was obtained by B.Shiffman [27] . The present proof is a direct generalization of author's argument about the rationality of holomorphic maps between quadrics in I C n [30] . 
Proof :
Fix an infinitesimal symmetry X ∈ Lie(S) and for t ∈ I C close enough to the origin consider the flow f (t, x, u) = e tX generated by X.
The set Sol(S) of solutions of (S) is an (n + m)-parameter family of affine subspaces of I C n × I C m of the form Q(ζ, ω) = {(x, u) : u = ω+ < x, Aζ >} where ω+ < x, Aζ >= ω j + < x, A j > , j = 1, ..., m. The parameters (ζ, ω) ∈ I C n+m give a natural holomorphic coordinate system on Sol(S) which is an (n + m)-dimensional complex manifold.
The fact that f t takes any solution to another solution means that for any (ζ, ω) there exists a point (ζ * t , ω * t ) such that f t (Q(ζ, ω)) = Q(ζ * t , ω * t ) that is
where f t = (g t , h t ). Thus, f t induces a map
Lemma 6.2 The family {f t } is a family of biholomorphisms holomorphically depending on the parameter t.
The image f t (Q(ζ, ω)) is given by
For t = 0 one has (g 0 (•), h 0 (•)) = (x, u) so for t small enough the implicit function theorem can be applied to x * = g(t, x, ω+ < x, Aζ > and x = x(t, x * , ζ, ω) is holomorphic. Substituting it to u * = h(t, x, ω+ < x, Aζ >) we obtain u * = ϕ(t, x * , ζ, ω) and ϕ is holomorphic. On the other hand,
Consider the vector fileds
Consider (24), (25) as a linear system with respect to components of f t . Since (ζ * 0 , ω * 0 ) ≡ (ζ, ω), this system contains an (n + m) × (n + m) subsystem with the determinant = 0 for t small enough. Applying the Cramer rule we obtain that for any (t, ζ, ω) fixed the map f t (x, ω+ < x, Aζ >) is a rational map in x. Moreover, the degree of every such a map is uniformly bounded by n.
The last step of the proof is to show the the space of solutions (S) is "large enough". Set (e k = (0, ..., 1, ..., 0) ∈ I C n (1 on the k-position) and consider the vectors v k (ζ) = (e k , < e k , A 1 ζ >, ..., < e k , A m ζ >) (so v k (ζ) ∈ Q(ζ, 0)).
Lemma 6.3
The linear hull of {v k (ζ), ζ ∈ I C n } coincides with I C n .
Proof :
If the statement is false, there exists a λ ∈ I C n+m \{0} such that < λ, v k (ζ) >= 0 for any k, ζ that is λ k + λ n+ < e k , A 1 ζ > +... + λ n+m < e k , A m ζ >= 0 for all ζ, k; therefore λ k = 0 for every k = 1, ..., n and so < e k , (λ n+1 A 1 + ... + λ n+m A m )ζ >= 0 for every k, ζ, that is λ n+1 A 1 + ... + λ n+m A m = 0 : a contradiction which proves the lemma.
Fix now (n + m) linearly independent complex lines l 1 , ..., l n+m , every l j is in some Q(ζ j , 0) through the origin. Every line generates a family of parallel lines and any line of such a family is in Q(ζ j , ω) for some ω. After a linear change of variables in I C n+m these families become the coordinate ones and the classical separate rationality theorem [8] implies that f t is a rational map of degree ≤ n for any t small enough that is
Hence, X = dft dt |{t = 0} is a vector field with rational coefficients of degree ≤ n 2 . Every such a coefficient is uniquely determined by a finite number d = d(n 2 ) of terms of its Taylor expansion at the origin. Therefore, the dimension of (S) is finite. This completes the proof of the theorem.
We say that a flat system (S) is nondegenerate if it satisfies the hypothesis of our proposition that is the matrices A j are linearly independent.
From Proposition 5.4 we obtain the following
The completed Lie equations of a nondegenerate flat system (S) form a PDE system of finite type and every infinitesimal symmetry X ∈ Lie(S) has polynomial coefficients of uniformly bounded degree.
Corollary 5.5 implies now one of our main results:
Theorem 6.5 If (S ε ) is an involutive holomorphic deformation of a nondegenerate flat system (S), then dimLie(S ε ) ≤ dimLie(S).
Now we can apply the obtained results in order to study biholomorphisms of Cauchy-Riemann manifolds.
Let M be a generic real analytic Levi nondegenerate submanifold in I C n+m through the origin. After a biholomorphic change of coordinates it can be represented in the form w + w =< L(z), z > +o(|Z| 2 ). Denote by M f lat the corresponding quadric: w + w =< L(z), z >. For real ε close enough to the origin consider the following change of variables: z = εz ′ , w = ε 2 w ′ .
In the new coordinates (we omit the primes) we get the manifold M ε : w + w =< L(z), z > +(1/ε 2 )R(εz, εz, ε 2 w, ε 2 w) biholomorphic to M for every ε. Since the function (1/ε 2 )R(εz, εz, ε 2 w, ε 2 w) extends to a function real analytic in ε in a neighborhood of the origin and vanishing at the origin, the system S(M ε ) defining the Segre family of M ε is a holomorphic involutive deformation of the flat system defining the Segre family of M f lat .
It follows from the results of the previous sections that we have established the following result: Various results of this type for this and more general classes of CR manifolds have been obtained by several authors [2, 3, 5, 6, 16, 20, 28, 33, 38] using different methods. We emphasize that our method can be adapted to a much more general situation and allows to obtain many additional information on the structure of the automorphism group.
Remark. We have introduced the small parameter ε by analogy with the well-known scaling techniques (see for instance [4] ). On the other hand, in our situation this argument can be considered as an application of the general PDE method of small parameter widely known in the classical mechanics.
The geometric method employed in this section allows to obtain only an inprecise estimate of the type of the Lie equations. In order to determine this type precisely, a direct linear algebra computations can be used. In the next section we consider the special case of system with two dependent and two independent variables and show how the computations of the type can effectively be done.
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Flat systems with linear relations, case n = 2, m = 2
In the present section we consider the special case of study of (infinitesimal) symmetries of flat systems with first order relations. Consider the following flat system (S) given by be a holomorphic completely integrable deformation of the flat nondegenerate system (S 0 ) = (S). Then for every ε close to the origin enough one has dimLie(S ε ) ≤ dimLie(S 0 ) and every inifinitesimal symmetry of (S ε ) is determined by its second order Taylor expansion at the origin.
In particular, since the Segre family of a 6-dimensional real analytic Levi-nodegenerate manifold in I C 4 is decribed by a system of this class, the present method allows to obtain explicit recurcive formulae for infinitesimal automorphisms of such a manifold.
In conclusion of this paper we emphasize again that our method can be used in order to obtain a very precise information on automorphisms of wide classes of CR manifolds and related PDE systems. For instance, if we replace the condition (i) in the definition of a Levi nondegenerate manifold by the slightly weaker condition of the triviality of the kernel of the Levi form, the Segre family will be given by a "mixed" PDE system containing second order partial derivatives of several dependent variables and first order equations with linear parts satisfying some independence conditions; our method works for this class of systems with minor modifications. The condition (ii) of the Levi nondegeneracy also can be replaced by a weaker assumptions on the highest Levi forms. This leads to systems where the terms of highest order (in the first order equations) satisfy some independence conditions. The most powerful algebraic tool for the study of the related Lie equations is given by the Spencer cohomology theory and the Cartan -Kahler theory of normal forms of analytic linear PDE systems (see [24] ). Finally, the consideration of manifolds with the degenerate first Levi form leads to PDE systems which are not solved with respect to the highest partial derivatives. The study of their Lie symmetries needs more advanced tools of the local complex analytic geometry. Our approach also raises several other natural questions: equivalence problems and invariants of involutive second order PDE systems with first order relations, classifications of these systems with respect to the properties of symmetry group (non-compact, transitive, etc.) by analogy with very well known result of geometric complex analysis. But perhaps the most important problem is to develop in a systematic way the geometry of the Segre families of real analytic CR manifolds from the complex differential and algebraic geometry standpoint.
