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We introduce a certain kind of strong ergodicity condition to study the existence
of spectral gap for Markov generator. We can estimate the spectral gap using the
ergodicity condition and a Sobolev type inequality. We apply our results to the
Dirichlet form on Wiener spaces, Riemannian manifolds, and loop spaces.  1998
Academic Press
1. INTRODUCTION
Let p(t, x, dy)= p(t, x, y) m(dy) be a transition probability of a sym-
metric Markov semigroup Pt which is defined on a probability space
(X, B, m). Let us assume that 1 # D(E) and E(1, 1)=0, where E denotes
the Dirichlet form. Then if there exists a time t>0 such that
infx, y p(t, x, y)>0, E has a spectral gap and the gap is estimated by
supt>0 12t infx, y p(t, x, y) from below. Hence in the case of compact
Riemannian manifolds, Li-Yau’s parabolic Harnack inequality immediately
gives a lower bound of the spectral gap (=the second eigenvalue) using the
lower bound of the Ricci curvature and the diameter. However usually
for all t, infx, y p(t, x, y)=0 and there may not be a density function. In
this paper, we will study a relation between the spectral gap and a certain
lower bound of transition probability by using a Sobolev type inequality.
Roughly speaking, if we are given a Sobolev type inequality, the spectral
gap measures the probability that the transition density takes the small
value. Namely under the bound of the Sobolev constant, the condition that
the spectral gap becomes small implies the probability that p(t, x, y) takes
the small value becomes large. See Corollary 2.13. Our estimate can be
applied to the case where the transition probability has no density and the
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Sobolev type inequality is a defective logarithmic Sobolev inequality
(=DLSI ) such that
|
X
u2(x) log(u2(x)&u&2L2(m)) dmC |
X




which is equivalent to the hyperboundedness of Pt . Note that if D=0, then
(1.1) is called a logarithmic Sobolev inequality (=LSI in short) which
implies the existence of the spectral gap. Then smallest possible C is called
a logarithmic Sobolev constant (=LS-constant). So we can say that our
ergodicity condition and the inequality (1.1) with D{0 implies the usual
LSI. The similar observation was also given by Mathieu [M2]. The pre-
sent paper, in addition, provides quantitative bounds by using a strong
ergodicity condition, the uniform positivity improving property (=UPIP)
in Definition 2.1. Also we will give applications to the spectral gap problem
in three different situations.
First we will consider a connected complete Riemannian manifold
(M, g) and a C -function V(x) with M e
&V(x) dx=1, where dx denotes





One consequence of our results is that LSI holds under the assumption
that
(1) (exponential integrability) there exist positive constants {, K>0
and a point p # M such that
|
M
exp(2(K+{) d( p, x)2) dmV (x)=N<,
(2) (lower bound of the Ricci curvature of the Dirichlet form)
Ric(x)+HessV(x)&KIdTM ,
as the symmetric operators, where d(x, y) denotes the Riemannian distance
and HessV denotes the Hessian of V. Actually we can give the upper
estimate of the LS-constant using N, { and K. Note that the square
exponential integrability of the constant times the distance function for a
small constant is necessary to assure the LSI because of [A-M-S] and the
original BakryEmery criterion requires the uniform positivity of the Ricci
curvature of the Dirichlet form. The heart of the proof is to prove the
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hyperboundedness of the semigroup which is due to Wang [W]. Assuming
the existence of the spectral gap, he proved an LSI for the Dirichlet form.
The point of our paper is that we do not need the assumption, since the
assumption follows from the DLSI and the UPIP. As an application, in
the case of compact Riemannian manifold, we will give an estimate for the
second eigenvalue in terms of the lower bound of the Ricci curvature and
the diameter. This estimate has a similar form to those previously known
by Chen and Wang [C-W1]. Also we refer the reader to this paper for
various estimates and related articles.
Next let us consider the case where M=Rd, the metric is Euclidean
metric and V satisfies that HessV (x)C } Id, where C is a positive number.
Let us consider the Dirichlet form on a domain D/Rd with maximum
Markovian extension whose reference measure is the restriction of mV
on D. Our problem is the following.
Question 1. Does LSI hold for what kind of D?
As an application of our results, we will prove that LSI holds in
D=ni=1 Di if Di is convex and D is connected. See Corollary 3.8.
The second situation is the case of the abstract Wiener space whose
underlying measure is the weighted Wiener measure as in [A-Sh], [Hi].
Let (B, H, +) be an abstract Wiener space and denote by Du the
H-derivative of u. Then the Dirichlet form E(u, u)=x |Du(x)|
2 d+(x)
satisfies the LSI (1.1) with C=2 and D=0. Let F be a measurable function
on B and let us consider the weighted Wiener measure d+F=(e2F d+)
(B e
2F d+) under the integrability of F. Let us consider the Dirichlet form
EF whose underlying measure is +F . Our problem is the following:
Question 2. When does LSI hold for EF too?
HolleyStroock [H-S] proved an LSI under the boundedness of F
without any smoothness assumption on F. The author and Shigekawa
proved that the spectrum of the generator of EF is discrete in [0, 1) under






holds. They proved that under (1.2) with sufficiently large T, LSI holds for
more general Dirichlet forms. Recently, Hino [Hi] proved the discreteness
of spectrum under (1.2) with T>4. Since e2 |F | # p>1 L p holds for F
satsifying (1.2) with T>2, it is natural to ask the above Question under
this condition. Using the UPIP of the Ornstein-Uhlenbeck process, we will
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prove an LSI for EF . At present, it is not clear whether the spectrum of
the generator is discrete or not in [0, 1) under the condition (1.2) with
T>2.
Thirdly, we will consider based loop spaces over a compact Riemannian
manifold in 95. As an application we will prove the following:
Theorem 1.1. Let M be a connected and simply connected compact
Riemannian manifold. Assume that a Sobolev type inequality (2.7) holds for
the Dirichlet form on a based loop space. Then the Dirichlet form has a
spectral gap.
A statement similar to the above appeared in Shigekawa’s article on loop
groups [Sh]. The difference is that, in his article, the constant D must be
sufficiently small in DLSI (1.1). In our methods, it suffices to assume the
weaker Sobolev type inequality (2.7) than DLSI although the author does
not have any good criterion like Bakry and Emery’s to prove such type of
inequality. In the case of path space, we can prove the UPIP for the
Dirichlet form whose carre du champ is given by (5.9).
Remark 1.2. After submitting the paper, there were some new develop-
ments related to this article. As the first application of our main results, we
presented a spectral gap estimate under conditions (1) and (2). D. Bakry,
M. Ledoux and Z. Qian informed the author about a direct estimate on the
spectral gap without using UPIP concerning Question 2, as mentioned in
96. In the appendix to 94, we can give a better spectral gap estimate
without using UPIP. Thus, eventually for all examples discussed in the
present article, we can obtain better estimates without using our main
theorem. Hence, it may be said that the main contribution of the present
paper is to develop new relations between some ergodic property, spectral
gaps and Sobolev inequalities.
2. PRELIMINARIES AND MAIN THEOREM
Let (X, B, m) be a probability space and we are given a Dirichlet form
E on L2(X, m),
E(u, u)=|
X
1(u, u)(x) dm(x), (2.1)
where 1 is a ‘‘carre du champ’’. We assume that 1 # D(E) and 1(1, 1)=0.
Note that we do not assume the diffusion property. Let us denote the
corresponding symmetric Markov semigroup by Pt .
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Let us denote the spectral gap by
*min(=*min(E))
=inf {E(u, u) } u # D(E) with &u&L2(m)=1 and |X u(x) dm(x)=0= .
At first, we introduce the notion of the uniform positivity improving
property which was defined in Kusuoka [K2].
Definition 2.1. For t>0 and 0<= 12 , we define a quantity
\t(=)=inf[(Pt/A , /B)L2(m) | A and B are any measurable subsets of x with
m(A), m(B)= and m(A & B)=0].
If there exists a time t>0 such that for any =>0, \t(=)>0 holds, then we
say that the semigroup Pt enjoys the uniform positivity improving property
(=UPIP) at the time t. We may omit the information concerning time. We
also denote \&t (=)=limsz0 \t(=&s). Note that if there are no atoms in x,
then \t(=)=\&t (=).
Also we introduce the following quantity:






Also we denote I&(=), replacing \t by \&t . Note that usual positivity
improving property of Pt which is equivalent to the ergodicity which says
that for any A and B with m(A), m(B)>0, (Pt /A , /B)L2(m)>0 holds. So
UPIP at a certain time implies the ergodicity of the semigroup. If *min>0,
then &Pt u&(u)&2e&*min t&u&(u)&2 , where (u)=x u(x) dm(x). Using
this we have
(Pt/A , /B)m(A) m(B) \1&e&*mint  1&m(A)m(A) m(B)+ .





Hence I(=)>0. Our main estimate is the converse of the estimate above.
The following is due to S. Kusuoka.
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Theorem 2.3 [K2, Lemma 6.13.] Assume that Pt satisfies UPIP. Then








E(un , un)  0,
it holds that
un  0 in probability
Definition 2.4. For [un]n satisfying (2.3), it holds that un  0 in
probability. Then we say that the weak spectral gap property (=WSGP in
short) holds.
In the language of the semigroup, we can characterize the WSGP
property, which is due to P. Mathieu, as follows;






Note that the assertion which is obtained by replacing the L1-norm by
L2-norm in Lemma 2.5 is equivalent to the existence of the spectral gap.
Also in [M1], the condition of the exponential convergence in Lemma 2.5
was given. By this lemma, we can deduce that I(=)>0 if WSGP holds.
Here let us comment on the comparison of the Dirichlet forms. Assume
two Dirichlet forms are given such that R&1E1(u, u)E2(u, u)RE1(u, u).
Then if WSGP holds for E1 , then it also holds for E2 . Also see Lemma 5.1.
If the transition probability has a density, then the relation between
several ergodicity conditions is simple. If p(t, x, dy) has the density function
p(t, x, y), then we may consider the heat kernel as the random variable. So
we define the distribution function as
Ft(u)=(mm)[(x, y) # X_X | p(t, x, y)u].
Also we denote
F&1t (v)=sup[s0 | Ft(s)v].
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Lemma 2.6. Assume that the transition probability has a density function
p(t, x, dy)= p(t, x, y) m(dy). Then the following three conditions are
equivalent.
(1) p(t, x, y)>0 for m(dx)m(dy)&a.s.(x, y).
(2) Pt is ergodic.
(3) Pt is UPIP.
Proof. The equivalence between (1) and (2) is trivial. So we will prove
that (1) O (3). Let A and B be measurable subsets with m(A), m(B)=.
Hence


















2 + . K
Therefore we have
Lemma 2.7. Let (M, g) be a connected complete Riemannian manifold.
Let V be a C-function on M with M e
&V(x) dx=1, where dx denotes the
Riemannian volume element. Set mV (dx)=e&V(x) dx. Then the heat kernel of
the diffusion process associated with
EV (u, u)=|
M
|{u(x)|2 mV (dx) (2.4)
has a positive density p(t, x, y)>0 for any x, y # M with respect to the
Riemannian volume. Hence UPIP holds for this diffusion.
The following proposition is an easy modification of the result in
Kusuoka [K2]. Below we use a Harnack type estimate in Lemma 3.2 in 93.
Proposition 2.8. Assume that X is an abstract Wiener space with an
weighted Wiener measure like in 94 (in this case we allow that the covariance
operator may be not identity) or Riemannian manifold with a weighted
measure like in Lemma 2.7. Also assume that the Ricci curvature of the
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Proof. Let m(A)= and m(B)=. We see that m(A )=2. Where
A =[x # x | Pt /A(x)=2]. Let us take a compact subset K such that
K/A and m(K)=3. First note that
|Pt /A(x)|2Pt/A( y) exp { d(x, y)
2
C(e2tC&1) = , x, y # X.
See Lemma 3.2 in 93. Here d(x, y) denotes the usual Riemannian distance
between x and y when X is a Riemannian manifold. If X is an abstract
Wiener space, then d(x, y) is defined to be d(x, y)=&x& y&H . Note that if
x& y  H, d(x, y)=. Next we consider a distance function from K such
that dK (x)=inf[d(x, y) | y # K]. Then noting 1(dK , dK)1 a.s., we have
m( |dK&(dK) |R)2 exp \&R
2
2C+ .
See Ledoux [L] for example. Also noting that m(dK=0)=m(K)=3, we
have (dK) - 2C log(6=) . Hence














In particular, we will denote \t(=) by \Wt in the case of abstract Wiener
spaces.
Our main theorem depends on an elementary estimate of the function
having the stronger norm than L2-norm as follows. Let us fix a monotone
increasing continuous function .(x) on R+ with limx   .(x)=. Then





Note that for any L, taking r and R appropriately, $(L, r, R)>0 holds.
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Lemma 2.9. Assume that a function u satisfies that
|
X







then for any r, R, L with $(L, r, R)>0,
min {m \u r8 $(L, r, R)+ , m \u&
r
8



















































Here using the lemma below, we have
m \u\ r8 $(L, r, R)+
r2
32
$(L, r, R)2. K























































u(x)2 .( |u(x)| ) dm(x)F(&u&L2(m) , E(u, u)), (2.7)
where F( } , } ) is a positive two variable continuous function on
[0, )_[0, ) and is a increasing function with respect to the second
variable and . is the function which we already introduced. Of course,
typical examples are usual Sobolev and defective logarithmic Sobolev
inequalities. In what follows, we denote
$(*)= sup
R>1, 0<r<1
r$(F(1, *), r, R). (2.8)
Note that $(*) is a positive number and decreasing continuous with respect
to *. The following theorem is our main estimate.
Theorem 2.11. Assume the Sobolev type inequality (2.7). Then
(1) if WSGP holds, then *min>0.




I & \$(E(u, u))
2
32 + .




I & \$(*min) 232 + . (2.9)
(4) Assume DLSI (1.1) holds. Then
*min2&11 exp \&4 \C*min+D+1e++_
I& \2&11 exp \&4 \C*min+D+1e+++ . (2.10)
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Remark 2.12. (1) Mathieu [M2] also proved (1).
(2) Note that we do not assume *min is an eigenvalue.
(3) The above estimate resembles the spectral gap estimate by using
the conductance which is a generalization of an isoperimetric constant due
to Sinclair [Si]. The Sinclair’s estimate is essentially similar to the
Cheeger’s estimate [C] and the Alon and Milman’s estimate [A-M] using
the isoperimetric constant.
Proof of Theorem 2.11. We prove (1). Assume *min=0. Then we can
take a sequence [un] which satisfies the condition (2.3) with &un &L2=1.
Then by the property of WSGP, un  0 in probability. The inequality (2.7)
implies that [u2n] is uniformly integrable. Hence un  0 in L
2-sense. This
contradicts the assumption &un&L2=1. Let us prove the estimate (2.9).
Assume that u # D(E), &u&L2=1 and Xu dm=0. We denote E(u, u)=*.
Then by the Sobolev inequality, we have
|
X
u(x)2 .( |u(x)| ) dm(x)F(1, *).




(u, u&Pt u)L2(m) . (2.11)
Also
(u, u&Pt u)=(u+ , u+&Pt u+)+(u& , u&&Ptu&)+2(Ptu+ , u&)
2(Ptu+ , u&). (2.12)
Let us set




t \Pt /A+ , /A& +\
r
8















Taking the supremum with respect to r, R, we get the conclusion. Let us
prove (3). There exists a sequence [un]n1 such that &un&L2=1, (un) =0
and E(un , un)  *min . Using the estimate in (2.13) and the continuity of
$(F(1, *), r, R) with respect to *, we see that (2.13) holds for *min also
replacing \t by \&t . This proves (3). If a DLSI (1.1) holds, then the















exp \&2 \C*+D+1e++ .
Putting this into inequality (2.9), we get (2.10). K
*min measures the probability that the heat kernel p(t, x, y) takes the
small value. The following is an immediate consequence of the estimate in
the proof of Lemma 2.6 and (2.10).
Corollary 2.13. Assume that there exists a density function p(t, x, y),
there are no atoms in X, and the DLSI (1.1) holds. Let us define
M(*min)=2&23 exp \&8 \C*min+D+1e++ .
Then
(mm) {(x, y) # X_X } p(t, x, y) 2
12t*min
M(*min) =M(*min).
In 93 and 94, using (2.10), we give the explicit lower bound of *min in the
Riemannian manifold case and the Wiener space case. In the course of this
paper we will make use of the following elementary estimate.
Lemma 2.14. Let A and B be positive numbers. If the non-negative
number * satisfies the inequality *Ae&B*, then *1e min(A, B&1).
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Proof. Let + be a number such that +=Ae&B+. First assume AB&1.
Then AeB&1 holds. This is equivalent to AeAe&ABe. Hence
Ae+*. We can prove the converse case in a similar way. K
Finally let us consider the situation in Proposition 2.8. The inequality







Note that the best possible lower bound is 2C.
3. LOGARITHMIC SOBOLEV INEQUALITIES ON
RIEMANNIAN MANIFOLDS
In this section, we consider the case of connected complete Riemannian
manifold (M, g) as in Lemma 2.7. Let us denote by d(x, y) the Riemannian
distance between x and y and the Hessian of V by HessV . The following
criterion of the hyperboundedness is due to Wang.
Theorem 3.1 [W, Theorem 2.1] Assume that
(1) there exists a non-negative number K such that for any x # M,
Ric(x)+HessV(x)&K IdTxM (3.1)
holds,
(2) there exist p # M and {>0 such that
|
M
exp[2(K+{) d( p, x)2 ] dmV (x)=N<. (3.2)
Then the following hyperboundedness of the semigroup holds.
&Pt f &2%N (2&%)2%& f &2 , (3.3)







As is well known, the inequality (3.3) implies a DLSI, so combining
Lemma 2.7, we can prove an LSI. Below we give a lower bound for \t(=)
with respect to EV based on the following Harnack type inequality. Note
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that this kind of inequality appeared in [K2, p. 270] to prove UPIP for
the OrnsteinUhlenbeck process. He proved the inequality using the
CameronMartin formula. On the other hand, Wang’s proof uses the
property of the Ricci curvature and the existence of the geodesic between
two points. We may have this kind of inequality in more general situations.
Lemma 3.2 [W, Lemma 2.1]. Assume (3.1) holds. Let f be a bounded
measurable function. Then for any :>1 and t>0, the following estimate
holds.





1&e&2Kt= , x, y # M. (3.5)
Actually the above lemma was used to prove Theorem 3.1.







Proof. Let A and B be measurable sets with mV (A), mV (B)=. Note
that for A =[x # M | Pt/A(x)=2], it holds that mV (A )=2. By (3.2),
using the Chebyshev inequality,













By using the triangle inequality, we see that
{x # M } d(x, A )2 log(4N=)2(K+{) =$B & {d( p, x)
log(4N=)
2(K+{) = .
Therefore using (3.5) with :=2, we have
(Pt/A , /B)\=2+
2






which completes the proof. K
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Gross’ theorem [G1], [D-S1] and the Stein interpolation theorem
imply that for %>1, if
&Pt f &2  2%M (3.6)
holds, then the DLSI (1.1) holds with





Hence we have the following:
Theorem 3.4. We assume that (3.1) and (3.2) hold and t and % are




min \3 } 2&22&(52%) } N6(%&2)(3%+5)%(%&1) 1t




16(1+4%)((log 2log %)+1) t+ .






3 } 2&8% =1+4%N2(%&2)%.













The proof is completed by using Lemma 2.14. K
Applying the above theorem to compact manifolds, we can get the
following lower bound of the second eigenvalue.















Proof. Let t=d 2
*
. Then noting that
lim
% A 2
N (2&%)2%=exp \maxx d( p, x)
2K
1&e2Kd2* + ,
the corollary follows from Theorem 3.4. K
Let us consider the setting in Lemma 2.7 and D is an open set in M.
In the theorem below, we will consider the Dirichlet form on D whose
domain is
D(ED)=[u : D  R | the weak derivative {u is in L2(D, mDV)]
where dmDV(x)=dmV (x)mV (D).
Theorem 3.6. Let [Di]ni=1 be an open connected subset in M and assume
that D=i=1, ..., n Di is a connected set. Also assume that LSI holds for the
Dirichlet form on each Di . Then the Dirichlet form on D satisfies LSI.
Proof. It suffices to prove the case n=2. Since D is a connected set, the
heat kernel satisfies p(t, x, y)>0. Hence UPIP holds. So we prove DLSI.
Let u # D(ED) with &u&L2(D)=1. Note that u # D(EDi)(i=1, 2). Then noting
the Remark 2.12 in 92 and denoting the LS-constant by Ci , we have
|
D
u2 log u2 dmDV(x)
|
D




mV (D) |Di u










(C1+C2) ED(u, u)+log { mV (D)
2




This implies the DLSI holds by the Gross’ lemma in [G2]. K
Let M=Rd and the metric be an Euclidean metric and V(x) be a smooth




Lemma 3.7. Let us consider the above setting. Let D be a convex set. For
any u # D(ED), there exist un # D(ERd) (n=1, 2, ...) such that un | D  u in
L2(D, mDV) and in ED sense as n  .
Proof. Let us consider a cut-off function ,n which satisfies ,n(x)=1,
|x|n, ,n(x)=0 |x|2n&1, and &,$n&1. Then vn :=u } ,n  u in
L2(D, mDV) and the ED sense. Clearly, un # H
1(D & B(2n), dx), which is the
usual H1-Sobolev space with respect to the Lebesgue measure. Here B(2n)
denotes the ball with radius 2n centered at the origin. Since D & B(2n)
is a bounded convex set, there exists a u~ n # H1(Rd, dx) such that
u~ n |D & B(2n)=vn . (see Davies [D, Note 1.7.10]). Multiplying a cut-off
function to u~ n , we get desired un . K
Corollary 3.8. Let us consider the above setting in Rd. Let Di
(i=1, ..., n) be bounded open with smooth boundary or convex subsets. If
D=i=1, ..., n Di is connected, then LSI holds in D.
Proof. We need only prove the validity of LSI in bounded open sets
and convex sets. In bounded sets, clearly the usual Sobolev inequality holds
for the Lebesgue measure and mV . So DLSI holds. Also, the usual
Poincare ’s inequality with respect to the Lebesgue measure and the
KirschSimon comparison theorem [K-S] implies the Poincare inequality
for mV . This proves the LSI. Let us consider the convex domain D. Let
f=, D(x)=|
Rd
,=(x& y) /Dc( y) dy,
where ,= is a molifier and /Dc is a characteristic function. Then f=, D(x) is
a smooth convex function. Hence for any x # Rd, the Hessian of f=, D(x) is




f=, D(x)+C=, D ,
where C=, D is a normalized constant to make the total volume of Rd to
be 1. Note that lim=  0 C=, D=log mV (D). By the Bakry and Emery
criterion, we see that for u # D(ERd), LSI holds with LS-constant C with
respect to the measure mV=, D on R
d. Then letting =  0, we see that LSI
holds for u in D with respect to mDV . Consequently, for un in Lemma 3.5,
LSI holds with LS-constant C. Letting n  , we get LSI with LS-constant
C for any u # D(ED). This completes the proof. K
Remark 3.9. Using (3.9) and Theorem 2.11, one may get a spectral gap
estimate. Let us consider a simple case, namely V=|x|22+d2 log 2? and
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D=D1 & D2 , where Di is convex. For simplicity, we denote mV=m. Then
the spectral gap estimate is related to the estimate of





We can estimate this for example, by considering a process with the
Dirichlet boundary condition on a certain bounded domain. The domain is
as follows. First take a point P # D1 & D2 . Let
D(P) l=[x # D | d(x, P)l].
Also let
D(P)$l =[x # D(P)
=
l | d(x, D(P) l)$],
where d denotes the usual Euclidean distance. Let $0 be a number such that
m(D(P)$0l )
1
2 m(D(P) l). Note that D(P) l is a connected domain. Let us
choose l such that





Cleary R can be estimated using the infimum in D(P)$0l of the heat kernel
of the process with the Dirichlet boundary condition.
4. WEIGHTED WIENER MEASURES
In this section, we give an appliaction to the Question 2 cited in the
Introduction. Throughout this section, we assume that the Dirichlet
form satisfies the assumptions (A1)(A5) in [A-Sh]. Namely we assume
the diffusion property too. Also we assume that E satisfies an LSI (1.1)
with D=0. In the case of abstract Wiener space (B, H, +), with usual
H-derivative 1(u, u)(x)=|Du(x)|2, LSI holds with C=2.
Then we consider a Dirichlet form EF transformed by the measurable
function F on X such that
EF (u, u)=|
X
1(u, u)(x) e2F dm. (4.1)
Formally EF is a Dirichlet form on L2(X, mF), where dmF=(e2F dm)
(X e
2F dm). To assure the exponential integrability, we consider the following
condition.
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(A6: T, $) Let T be a positive number. Assume F # D(E) and there exists
a positive $ such that exp[T(1+$)3 1(F, F )] # L1(X, m).
Under (A6: C, $), we see [A-M-S]
N :=max {|X exp[C(1+$)3 1(F, F )] dm, |X exp[2(1+$) |F |] dm=<.




At first, we prove a DLSI.
Lemma 4.1. Assume (A6: C, $). Then for u # D(E) with &u&L2(mF )=1,
|
X







Proof. The proof is similar to [A-Sh, Lemma 3.1]. Let u # D(E). Then
we can see that ueF # D(E) and so putting ueF into the LSI (4.1) and using
the diffusion property, we have
|
X
u2 log u2 dmFCEF (u, u)+2C |
X
u1(u, F ) dmF
+|
X










u2 log u2 dmFC(1+$&11 ) EF (u, u)+|
X





Applying the Young inequality sts log s&s+et to the second term with




u2 log u2 dmFC(1+$&11 ) EF (u, u)
+|
X













Using the Ho lder inequality and setting $1=$ and $2=$(1+$) we get the
conclusion. K
Let us consider the case of abstract Wiener space. Assume (A6: T, 0)
holds for certain T and e2F # L1+(+). Then the pre-Dirichlet form EF is
closable and we denote the smallest closed extension by the same notation.
Let us denote the diffusion semigroup whose Dirichlet form is EF by PFt .
Then the diffusion measure given by PFt and the OrnsteinUhlenbeck











where X xt is the OrnsteinUhlenbeck process which is the solution to the
following SDE and M xt (w), (M
x
t ) are defined as
X xt =x+- 2 wt &|
t
0
X xs ds, (4.4)
M xt =- 2 |
t
0
(DF(X xs ), dws), (4.5)






where w(t) is the standard Brownian motion starting at 0 on B. The
mutually absolute continuity and the above expression of PFt follows from
the standard facts on the transformation by drift. Let us denote the product
measure of Wiener measure and the standard Brownian motion measure
on B by dP(x, w)=d+(x)dP(w) and the expectation with respect to P by





We can prove UPIP for EF .
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Proof. Let us take measurable sets A1 , A2 with +F (A1), +F (A2)=.
















2 EP[ f &1t ]
&1
\Wt (%(=))
2 E P[ f &1t ]
&1.
Therefore we will estimate EP[ f &1t ]. Using the Ho lder inequality,
EP[ f &1t ]=E




t ) )] e
&2F (x)]
E+[E P[exp(3(M xt ) )]
12 e&2F (x)].
Again using the Ho lder inequality, we can get the estimate. K
Note that the UPIP holds only under (A6: =, $), where = is any positive
number using the same argument as in the above. Using (2.10), we can get
the following estimate.













Proof. Setting t= 13 $(1+$)
























Again using Lemma 2.14, we arrive at the conclusion. K
We will also give the lower bound in the appendix by a different method.
The idea is an usage of unitary transformation and the mini-max principle.
See Theorem 6.3.
5. LOOP SPACES AND PATH SPACES OVER COMPACT
RIEMANNIAN MANIFOLDS
In this section, let us consider the case of path and loop space over a
compact Riemannian manifold. At first, we introduce necessary notation.
Let us denote by W d0 the d-dimensional Wiener space which is a space of
continuous paths on Rd with the starting point 0 equipped with the Wiener
measure. Also let us denote the Brownian motion by w(t). Note that the
CameronMartin subspace is H 10([0, 1]  R
d). We may denote it by H in





in short) the Sobolev space consisting of the functions with values in a
separable Hilbert space E which are k-times Malliavin differentiable and
whose derivatives are in L p space. We denote the usual H-derivative by DF
for the sufficiently smooth Wiener functional F. In what follows, we assume
that an n-dimensional compact Riemannian manifold (M, g) is isometri-
cally embedded in Rd. Let us denote by #(t) the Brownian motion on
174 SHIGEKI AIDA
(M, g). We will use the notation Px(M)=C([0, 1]  M; #(0)=x) and
Lx(M)=C([0, 1]  M; #(0)=#(1)=x). They are probability spaces
equipped with the Brownian motion and pinned Brownian motion
measures +x and vx , respectively. We will use the common notation (0, P)
to represent them. The corresponding tangent spaces are H1([0, 1] 
TxM; h(0)=0), H1([0, 1]  TxM; h(0)=h(1)=0), respectively. For sim-
plicity, we may use the same notation HM . Let us denote the set of smooth
cylindrical functions on 0 by FC b . For F(#)= f (#(t1), ..., #(tm)) # FC

b ,
we define the derivative along the direction h # HM ,
Dh F(#) := :
m
i=1
({(#)&1ti i f (#(t1), ..., #(ti), ..., #(tm)), h(ti))TxM , (5.1)
where i denotes the gradient with respect to the i th variable #(ti) and
{(#)t : Tx M  T#(t)M is the stochastic parallel translation along # using the
LeviCivita connection. Using DhF, we will consider the following carre du
champ.





where [ei] denotes a complete orthonormal system in HM . Let us denote
by D12(0) the completion of FC

b by the norm &F&1, 2=&F&L2(P)+
_DF_L2(P) . Now we can consider the following pre-Dirichlet form,
E(F, F )=|
0
1(F, F )(#) dP(#), (5.2)
where F, G # FC b . It is easy to check that this is a closable Markovian
form. In this paper, we consider the Dirichlet form which is the smallest
closed extension of this symmetric Markovian form. Note that the domain
D(E) is D12(0). Let us denote the non-negative definite generator by L and
the corresponding diffusion semigroup by Tt .
The following comparison lemma is useful.
Lemma 5.1. We are given two pairs of probability spaces with Dirichlet
forms (0i , Bi , mi , Ei) i=1, 2 . We denote the carre du champ by 1i . We assume
that there exists a measurable map T : 01  02 such that for any u # D(E2),
u b T # D(E1) holds and
11(u b T, u b T )(x)K112(u, u) b T(x) m1-a.s. x (5.3)
|
01
u b T dm1=|
02
u(x) ,(x) dm2 , (5.4)
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where , satisfies that there exists a positive number K2 such that
0<,(x)K2< m2-a.s. x. (5.5)
Then if WSGP holds for E1 , then it also holds for E2 .
Proof of Lemma 5.1. Assume that the sequence [un]n=1 satisfies the
condition (2.3). Set u~ n=un b T. Then we see that
sup
n
| u~ 2n dm1K2sup
n
| u2n dm2K2 ,
}| u~ n dm1 :=cn }| un , dm2K2 ,
E1(u~ n , u~ n)K1K2E(un , un)  0.
By the assumption, we have
u~ n&cn  0 in probability.
Using this, we see that
|
02
/[=, ) b |un&cn | (x) ,(x) dm2=|
01
/[=, ) b |un&cn |(Tx) dm1
=|
01
/[=, ) b |u~ n&cn | (x) dm1  0.
This implies that un&cn  0 in probability with respect to , dm2 and this
to dm2 since ,>0. Hence limn   |cn |<. Let c be an accumulation
point of [cn]. Then there exists a subsequence [uni] such that uni  c in L
1
sense. So we get c=0. This completes the proof. K
Let us apply this lemma to the following theorem.
Theorem 5.2. Let 0 be a loop space. Then WSGP holds for the
Dirichlet form.
This is a stronger statement than the irreducibility of the Dirichlet form
which was proved in [G3], [A5]. At the moment, the author does not
know whether UPIP holds or not for loop spaces. Theorem 1.1 is a conse-
quence of Theorem 2.11 and Theorem 5.2. To prove this theorem, we need
a local version of Theorem 2.3 which is also due to Kusuoka [K2]. Below
(B, H, +) denotes an abstract Wiener space and we refer to [K2] for the
notation.
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Theorem 5.3. Let U be an H-connected set in B. Let us consider the
symmetric form EU with the domain D(EU) such that




Then EU is a Dirichlet form and UPIP holds.
Proof of Theorem 5.2. We will use the notation in [A5]. Let us
consider the gradient Brownian system
{dX(t, x, w)=P(X(t, x, w)) b dw(t)X(0, x, w)=x, (5.6)
where P(x) denotes the projection operator P(x): Rd  TxM. We take an
-quasi-continuous version X(t, x, w) as in Theorem 2.12 in [A5]. Let us
consider a submanifold Sx with a probability measure +x ,
Sx=[w # W d0 | X(1, x, w)=x],
d+x=
$x(X(1, x, w)) d+
Wd0 $x(X(1, x, w)) d+(w)
.
Next for the vector field
A! (w)=V ! (w) .(\(!) %m(w)2=)
in Section 3 in [A5], we can see that there exists a D-function C(w) and
0<:<1,
|D*A! (w)|\(!): C(w). (5.7)
Also note that (see Lemma 3.5 in [A2]) for w # W d0 with
\(X(1, x, w))12< 13 , we have
|P(U(1, w)) DU(1, w)|HD(w) \(X(1, x, w));+E. (5.8)
where D is a positive D-function and E is a constant. Define









Using C (!, w), let us define for sufficiently large m>0,
U={w # W d0 } [3(w, X(1, x, w))
+C (X(1, x, w), w)]m \(X(1, x, w))<
=
200= .
This is a variant of UO in 93 of [A5]. Let us define (0i , Bi , m i , Ei) i=1, 2 in
Lemma 5.1 in this situation. Let
(01 , m1)=\U, ++(U)+
(02 , m2)=(0, P)
and the Dirichlet form is defined by the usual derivatives. T is defined as
follows:
T(w)=X( } , x, U(1, w)).
Then (5.3) holds because of the inequality (5.8) and Lemma 3.1 of [A-E].
H-connectivity of U is proved by the way similar to Corollary 4.7 in [A5].












D*A!(U! (&s, w)) ds+ /N(w)(!) d!
and
N(w)={! # M } (3(U! (&1, w), !)+C (!, U! (&1, w))) \(!)< =200= .
By the property of N(w), we have f (w)>0 a.s. and ess.sup f (w)<. Not-
ing that the image measure of +x by X( } , x, w) is the pinned Brownian
motion measure, this proves (5.4) and (5.5). K
Below we consider the path space case. In the case of path space, if we
change the Dirichlet form slightly, then we can prove UPIP. To define the
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{(#)&1ti  i f (#(t1), ..., #(tm)) t 7 t i # TxM
for cylindrical function F(#)= f (#(t1), ..., #(tm)). Let us introduce the fol-
lowing symmetric operator on L2([0, 1]  TxM):




Also let us denote by Id the identity operator on L2([0, 1]  TxM) and







Ric(#)u , M0(#)(t, u) (ut)
M0(#)(t, t)=IdTx M ,
and set
M(#)(t, u)=M0(#)(t, u) M0(#)* (t, u),
B(#)(t, u) != :
d&n
i=1
A (#)u (M(#)(t, u) A (#)u (!, ei), ei).
Here [ei]d&ni=1 denotes an orthonormal basis on TxM
=. In the above,
Ric(#)t={(#)&1t Ric(#(t)) {(#)t
A (#)t={(#)&1t A(#(t)) {(#)t ,
where A denotes the shape operator of M/Rd. Let us consider the
following carre du champ.
1 (F, F )(#)= }[(Id+S(#))&1]* ddt (DF )(#) }
2












(DF )(#)u+TxM du dt.
(5.9)
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Note that there exists a positive constant R>1 such that
R&11(F, F )(#)1 (F, F )(#)R1(F, F )(#). (5.10)
1 defines a Dirichlet form E . (Note that the closability is guaranteed by the
integration by parts formula.) The following lemma can be proved by the
same method as in Lemma 2.16 in [A5].
Lemma 5.4. For F # FC b ,
|
Wd0
|D(F b I(w))| 2 d+(w)=|
0
1 (F, F )(#) dP(#)
holds, where I(w)=X( } , x, w) in (5.6).
Using this lemma, we have
Theorem 5.5. UPIP holds for the Dirichlet form E .
Note that under the relation (5.10), WSGP is invariant for each
Dirichlet form, however UPIP may fail for one of them.
Proof of Theorem 5.5. Let us denote the OrnsteinUhlenbeck process
by X wt on W
d
0 starting at w (see the SDE (4.4)). By the quasicontinuity of
I (see [M-N]) the process I(X wt ) has the continuous path +-a.s. w.
Moreover Lemma 5.4 implies that I(X wt ) coincides with the diffusion pro-
cess which is defined through the Dirichlet form E starting at I(w) +-a.s. w.
Let us denote the diffusion semigroup by P t corresponding to E . Then we
have for A, B/0 with P(A), P(B)=,
(P t/A , /B )L2(0)=(/A(I(X xt )), /B(I(w)))L2(W d0)
=(/I&1(A)(X xt ), /I&1(B))L2(Wd0)\
W
t (=).
This completes the proof. K
6. APPENDIX TO SECTION 4
In this section, we give the spectral gap estimate in the general setting as
in [A-Sh]. We use the notaion in [A-Sh]. Assume (1.1) holds with D=0
and (A1)(A6) in [A-Sh]. Then Proposition 3.2 and Lemma 3.3 in
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[A-Sh] can be checked with minor changes of the proof. Then our estimate
is based on the following representation:
*min=inf {E F (u, u)=E(u, u)&2 | 1(F, u) u dm+| 1(F, F) u2 dm } u # D,
&u&L2(m)=1 and (u, eF)L2(m)=0= . (6.1)
The argument below essentially is just an easy improvement of the
argument in [A-Sh]. However the author believes that it is worthwhile to
give the explicit bound of the spectral gap. Note that we denote
N :=max {|X exp[C(1+$)3 1(F, F )] dm, |X exp[2(1+$) |F |] dm=<.
(6.2)
Corresponding to Lemma 3.5 in [A-Sh], we have
Lemma 6.1. Assume that G # D(E) satisfies that
|
X


















Here ;= 14 7 $.
Proof. Assume that u satisfies that &u&L2(m)=1 and (u, eG)L2(m)=0.
Then using (6.1),
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E G(u, u)E(u, u)&2 |
X
1(u, u)12 1(G, G)12 u dm+|
X
1(G, G) u2 dm
$1E(u, u)&
$1














_(1&&eC(1+;) 1(G, G)&L1 ), (6.6)
where in (6.6) we use the Young inequality. In this stage, putting $1=;2,
and using the spectral gap estimate 2C &u& u dm&L2(m)E(u, u) and the
assumptions and Lemma 3.6 in [A-Sh], we get the conclusion. K
Also we can prove the following.
Lemma 6.2. For F satisfying (6.2), there exists G and H which are in
D(E) such that
(1) F=G+H;
(2) G satisfies (6.3), (6.4) and (6.5);
(3) ess.sup H&ess.inf H4[2; 6 (1+;)2; log(4N;)]2.
Proof. Instead of F1, n , in the proof of Lemma 3.9 in [A-Sh], we set





where  n(x) is a piecewise linear function such that
{
 n(x)=0 ( |x|n)
 n(x)=x ( |x|n2).
Then, because of &$n&1+2n, we have
1(F 1, n , F 1, n)\1+2n+
2
1(F, F ) / |F |n .
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exp[C(1+;) 1(F 1, n , F 1, n)] dm1+|
|F |n
exp[C(1+;)2 1(F, F )] dm
1+exp \& 2n;1+;+ N.
Here we have used the Ho lder inequality and the Chebyshev inequality.
The candidate of G is Gn=F 1, n& 12 log cn , and that of H is F&F 1, n+
1
2 log cn , where cn=X exp(2F 1, n) dm. Again using the Ho lder and
Chebyshev inequalities we see that cn has the following estimate:
cnm( |F |n)+|
|F |n







- 1+e&2n;(1+;) |X e
F 1, n dm
(1&e&2n;(1+;)N) } (1&e&2nN)
1&2e&2n;(1+;)N. (6.9)
By (6.7), (6.8) and (6.9) for n=2; 6 (1+;)2; log(4N); and G=Gn ,
(6.3) and (6.4) holds. The estimate (2) follows from the following:
&2n22F&2F 1, n2n2. K
By virtue of the KirschSimon comparison theorem [K-S] and the
above lemmas, we have














where ;= 14 7 $.
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This estimate and Lemma 4.1 imply that LSI holds for EF under
(A6, C, $) in the general setting.
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