Abstract-A hybrid watermarking technique using Singular value Decomposition with orthogonal transforms like DCT, Haar, Walsh, Real Fourier Transform and Kekre transform is proposed in this paper. Later, SVD is combined with wavelet transforms generated from these orthogonal transforms. Singular values of watermark are embedded in middle frequency band of column/row transform of host image. Before embedding, Singular values are scaled with suitable scaling factor and are sorted. Column/row transform reduces the computational complexity to half and properties of singular value decomposition and transforms add to robustness. Behaviour of proposed method is evaluated against various attacks like compression, cropping, resizing, and noise addition. For majority of attacks wavelet transforms prove to be more robust than corresponding orthogonal transform from which it is generated.
I. INTRODUCTION
In today's digital era, use of internet to disseminate digital images and other multimedia contents is inevitable. This imposes an immense need of security of digital contents transmitted over network. Availability of various tools and techniques allows easy manipulation of digital contents. To protect the digital contents from such und esirab le alteratio ns was the mo ti vatio n fo r watermarking techniques. Though cryptographic techniques are there to provide security to digital contents, they don't contribute in protecting copyright of content owner. Watermarking techniques are explicitly meant for protecting the identity of owner of digital contents so that no one else can claim the ownership and can alter the contents.
While using Discrete Wavelet Transform, selection of appropriate frequency band plays an important role as it affects robustness and imperceptibility. Low frequency bands are normally major information contents of an image. Any modification to low frequency components therefore causes degradation into host image which is easily perceptible to Human Visual System [13] . However, in literature many methods of watermarking have been proposed which embed watermark in lower frequency components without losing imperceptibility of watermarked image. High frequency components in an image carry minimal information contents but they are responsible for edges in image. Since they carry minimum information about an image, alteration of these components due to embedding watermark is not easily sensed by human visual system. But it leads to high susceptibility to attacks like lossy image compression which eliminates high frequency components from image [13] . However it may prove more robust to other image processing attacks. To eliminate drawbacks of altering low frequency and high frequency components and to achieve benefits in terms of imperceptibility, selection of mid-frequency components is getting more attention in watermark embedding.
Remaining paper is organized as follows. Section II gives review of existing watermarking techniques in brief. Section III briefly introduces wavelet transforms and singular value decomposition. Section IV describes proposed method in detail. Discussion regarding various attacks performed on watermarked images and response of proposed method to these attacks is given in section V. Section VI compares performance of different column and row wavelet transforms separately. Section VII ends the paper with conclusion.
II. REVIEW OF LITERATURE
In literature, various approaches have been tried out for digital watermarking using wavelet transform and singular value decomposition. Veysel Atlantas, A Latif Dogan, Serkan Ozturk [1] proposed a DWT-SVD based watermarking scheme using Particle Swarm Optimizer (PSO). Singular values of each sub-band of cover image are modified by different scaling factors. Modifications were further optimized using PSO to obtain highest possible robustness. Yang Qianli and Cai Yanhong [2] have proposed a DWT-DCT based watermarking wherein image is decomposed into its wavelet coefficients up to three levels. DCT of these coefficients is taken. Watermarking components are also transformed into DCT coefficients and then embedded into DCT coefficients of wavelet transformed image. Normalized Cross Correlation is used to detect the existence of watermark and PSNR is used to test the quality of watermarked image. In a watermarking method given by Xi-Ping He and Qing-Sheng Zhu [3] , the wavelet transform is applied to local sub-blocks of image extracted randomly. Watermark image is then adaptively embedded into part of the sub-band coefficients by computing their statistical characteristics. SVD-DCT based watermarking technique is proposed by Zhen Li, Kim-Hui Yap and Bai-Ying Lei [4] . In this technique first SVD of image blocks is computed. Then first few singular values are selected and DCT is applied to them. High frequency band from this SVD-DCT block is selected for watermark embedding. In [5] , Rahim Ansari, Mrutyunjaya M Devanalamath, K. Manikantan, S. Ramachandran, proposed a Digital Watermarking Algorithm using a unique combination of Discrete Wavelet Transform (DWT), Discrete Fourier Transform (DFT) and Singular Value Decomposition (SVD) for secured transmission of data through watermarking digital colour images. The singular values obtained from SVD of DWT and DFT transformed watermark is embedded onto the singular values obtained from SVD of DWT and DFT transformed colour image. Scaling and shift invariance property of DFT, rotation invariance property of SVD and robustness of DWT to compression are used to perform secure transmission of data through watermarking. Zhen Li, Kim-Hui Yap and Bai-Ying Lei have proposed a SVD-DCT based watermarking method in [6] . After applying SVD to the cover image blocks, DCT on the macro block comprised of the first singular values of each image block is taken. Watermark is embedded in the high-frequency band of the SVD-DCT block by imposing a particular relationship between some pseudo-randomly selected pairs of the DCT coefficients. Yan Dejun, Yang Rijing, Li Hongyan, and Zheng Jiangchao in [7] proposed a robust digital image watermarking technique based on Singular Value Decomposition (SVD) and Discrete Wavelet Transform (DWT). Spatial relationship of visually recognizable watermark is scattered using Arnold transform. Further, security is enhanced by performing chaotic encryption using chaotic Logistic Mapping. Host image is decomposed into four frequency bands using wavelet decomposition. LL frequency band is decomposed into non-overlapping 4x4 blocks and SVD is applied to each block. Largest singular value of each block is modified with the help of watermark. Inverse SVD followed by inverse DWT is applied to get watermarked image. Reverse steps are followed to recover the watermark from watermarked image. PSNR and Normalized Cross Correlation (NCC) are the metrics used to measure imperceptibility and robustness of the technique.
III. WAVELET TRANSFORMS AND SINGULAR VALUE DECOMPOSITION (SVD)
Instead of using traditional Haar wavelet, wavelet transforms are generated from orthogonal transforms using a new wavelet generation algorithm proposed by Dr. Kekre in [11] . These transforms can be generated using different possible size combinations of orthogonal transforms. Required global or local properties of component transforms can be varied by changing the size of component matrix. The concept can be extended further for generation of hybrid wavelet transforms which are composed of two different orthogonal transforms [15] .
In past few years, wavelet transforms and SVD are being widely used for many image processing applications including digital watermarking.
Using singular value decomposition, any real matrix A can be decomposed into a product of three matrices U, S and V as A=USV T , where U and V are orthogonal matrices and S is diagonal matrix. If A is mxn matrix, U is mxm orthonormal matrix whose columns are called as left singular vectors of A and V is nxn orthonormal matrix whose columns are called right singular vectors of A [8] .
Some properties of SVD which make it useful in image processing are:
 The singular values are unique for a given matrix.  The rank of matrix A is equal to its nonzero singular values. In many applications, the singular values of a matrix decrease quickly with increasing rank. This property allows us to reduce the noise or compress the matrix data by eliminating the small singular values or the higher ranks [9] .  The singular values of an image have very good stability i.e. when a small perturbation is added to an image; its singular values don't change significantly [10] .
IV. PROPOSED METHOD
Orthogonal transforms like DCT, Walsh, Haar, DKT and Real Fourier transform and their wavelets are used. Transform is applied to each plane of host image. Instead of full transform only column or row transform of image is taken. Column transform of image matrix f is given by (1) below where f is image to be transformed, T is transform matrix and F is transformed image.
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Inverse column transform is given by (2) .
Similarly row transform and inverse row transform are given by (3) and (4) respectively.
Thus column or row transform reduces the number of computations to half of those in full transform.
After taking column transform, tendency of image energy concentration is observed to be towards upper rows and in case of row transform, it is observed to be towards left columns of an image. To achieve invisibility and robustness is the challenge in watermarking as they have trade-off. Thus higher robustness may lead to lower imperceptibility of watermarked image. Hence selection of moderate frequency components is required. In full transform, HL and LH frequency bands can be selected for the purpose. However this is not possible for column and row transform. Thus for column transform, moderate frequency elements are in the middle few rows of an image and for row transform it is in middle columns. Hence proper selection of rows in column transform and proper section of columns in row transform is necessary to achieve higher robustness and imperceptibility. For the proposed method, we tried many different ranges of middle frequency elements and ended with the frequency band from row 101 to 130. Singular value decomposition of watermark is obtained. Due to high energy compaction in SVD, we can choose only first few singular values to embed the watermark. This reduces the payload of information to be embedded and also increases imperceptibility. In proposed method first 30 singular values are selected. These values correspond to 99.1944% of watermark energy embedded in host. The middle frequency band elements of host are sorted in descending order. Singular values are scaled down and embedded in such a way that first two values are placed at the positions where energy gap between these values and corresponding frequency elements of host is the minimum. Remaining singular values are placed in consecutive positions after the position of second singular value in host. Scaling factor selection is done adaptively so that first singular value to be embedded maps exactly to highest middle frequency element from the selected band. Inverse column/ row transform of host after substituting singular values yields watermarked image.
Extraction is followed by reversing the steps of embedding. Here first column/ row transform of watermarked image is obtained. From this transformed image middle frequency elements are extracted from the positions where they were embedded. These elements contain the watermark in the form of scaled down singular values. Extracted elements are scaled up and are used to reconstruct the watermark. Quality of recovered watermark is compared with that of embedded watermark by calculating mean absolute pixel difference or Mean Ab so lute Erro r b etween the m. Also q ualit y o f watermarked image is compared with quality of host i m a g e b y c a l c u l a t i n g M AE b e t we e n t h e t wo . Fig. 1 shows the set of host images and watermark used for experimental work. In the proposed watermarking technique, wavelet transforms are generated from corresponding orthogonal transforms using Kekre's wavelet generation algorithm proposed in [11] . Since we need 256x256 size transform matrix for host, according to the algorithm in [ 
A. COMPRESSION OF WATERMARKED IMAGES
Since limited bandwidth is to be used efficiently for data transmission, compression of data with minimum or acceptable level of information loss is the trend. It applies to watermarked images as well. Here watermarked images are compressed in three ways (a) using different orthogonal transforms (DCT, DST, Walsh, Haar and DCT wavelet), (b) using JPEG compression and (c) using Vector Quantization.
Results of these compression attacks are shown in Fig.  2 . For each recovered watermark image MAE and for each wavelet transforms (column and row) the combination of component transform which gives minimum MAE is mentioned below the image.
Result images for Compression using Walsh are shown in Fig. 2 Fig. 2 it can be seen that, DCT wavelet transform obtained from (4, 64) combination of component transforms (DCT) gives better quality of recovered watermark than DCT. It has been observed that for other transform based compressions except using DCT, DCT wavelet is better in robustness than DCT. Table 1 below summarizes the results of transform based compression attack for DCT and DCT wavelet transform. From Table 1 , it is clear that MAE between embedded and extracted watermark given by column DCT wavelet for Haar and DCT wavelet based compression are far better than column DCT. For other transforms used for compression, DCT wavelet gives acceptable MAE values.
The smallest MAE values given by column DCT wavelet are highlighted. Table 2 shows MAE values between embedded and extracted watermark for transform based compression attack using DCT row and DCT wavelet row transform for embedding. From Table 2 , it is observed that use of DCT wavelet row transform for embedding watermark shows significant performance improvement for compression using Haar and DCT wavelet over row DCT used for embedding. Fig. 3 shows the watermark extracted using DCT column and DCT wavelet column from VQ compression attack. column transform are shown in Table 3 . Minimum values given by wavelet transform combination are highlighted. Table 4 gives the MAE values between embedded and extracted watermark for VQ compression and JPEG compression attack using row versions of DCT and DCT wavelet. Behavior of other column transforms namely Haar, Walsh, Kekre transform and Real Fourier transform and their wavelet transforms against compression attack is shown in Table 5 to Table 8 . Cells highlighted in yellow color represent the minimum MAE obtained by wavelet transform. Cells highlighted in blue color represent that orthogonal transform gives smaller error than wavelet transform. However, such occurrences are very less as can be seen from Table 5 to Table 8 . Hence we can conclude that column wavelet transforms are more robust than respective column orthogonal transforms against compression attack performed in various ways. Behaviour of orthogonal row transforms and their row wavelet transforms against compression attack in the form MAE values are given below in Table 9 to Table 13 . Table 9 . MAE between embedded and extracted watermark against compression, using DCT row transform and DCT wavelet row transform 
B. Cropping of Watermarked Images
Cropping of watermarked images is performed in two ways. First is cropping at corners of image wherein 16x16 size portion is cropped at each corner of an image. To observe the effect of increased amount of cropping, 32x32 size squares are also cropped at four corners of an image. Second way is cropping 32x32 size portion from an image at its center. Extracted watermark from such cropped watermarked images are compared with embedded watermark by calculating MAE between the two. Result images of column DCT and column DCT wavelet and row DCT and Row DCT wavelet against cropping 16x16 portions at corners are shown in Fig. 4 . For each recovered watermark, MAE and wavelet transforms (column and row), the combination of component transform which gives minimum MAE is mentioned below the image. Table 14 shows MAE values for extracted watermark from different types of cropping attack when column DCT and column DCT wavelet generated from different combinations of DCT is used for embedding and extraction process. From Table 14 , it is observed that column DCT wavelet transform performs far better than column DCT especially for 32x32 cropping done at the center of an image.
Similar observations can be made for row DCT wavelet transform and row DCT against cropping attack from Table 15 . Table 15 . MAE between embedded and extracted watermark against cropping attack using row DCT and row DCT wavelet transform. Performance of row wavelet and respective orthogonal row transform are compared in Table 20 to Table 23.  From Table 20 to Table 23 , once again robustness of row wavelet transform is observed to be significantly better than simple row transform. 
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C. Noise addition to watermarked images
Two types of noises are added to watermarked images namely binary distributed random noise having magnitude 1or -1. Binary distributed random noise is added to watermarked images with different run lengths like run length 1 to 10, 5 to 50 and 10 to 100 to study the impact of increased noise. Another type of noise added to watermarked images is Gaussian distributed run length noise. It has discrete magnitude in the range [-2, 2]. Watermarked images and extracted watermark from binary distributed run length noise with run length 10 to 100 are shown in Fig. 5 using column DCT and column DCT wavelet used for embedding watermark. , it can be seen that use of column and row DCT wavelet transform significantly improves the robustness over use of column and row DCT used for embedding watermark. Table 24 shows MAE between embedded and extracted watermark after adding different type of noises to watermarked image for column DCT and column DCT wavelet transform. From Table 24 it can be observed that wavelet transform works equally well for smaller run length and significantly better than orthogonal transform for increased run length noise. For Gaussian distributed run length noise also all combinations tried for wavelet transform using DCT give better robustness. Table 25 shows performance of row DCT and row DCT wavelet transform against noise addition attack in the form of MAE between embedded and extracted watermark. From Table 25 it can be seen that wavelet transform in row version also performs better than row DCT transform. Table 26 to Table 29 show MAE values between embedded and recovered watermark when column Haar and its wavelet, column Walsh and its wavelet, column Kekre transform and its wavelet and column RFT and its wavelet are used to embed and extract watermark and different types of noise addition is done to watermarked images. From these tables, it is concluded that wavelet Similar response is observed by row wavelet transforms over row transforms. Table 30 to Table 33 show this response in the form MAE values. (16,16) (32,8) (8,32) (64,4) 
D. Resizing attack on watermarked images
Resizing attack is performed using three different techniques. First using bicubic interpolation in which watermarked image is doubled in size and then reduced back to its original size. Also watermarked image is zoomed to make it four times larger and then reduced back to its original size. Second approach used for resizing attack is using grid based image zooming technique proposed in [12] . In this approach image is doubled and reduced back to its original size. Third approach is using transform based image zooming technique [14] . In this third approach, watermarked image is doubled in size using different orthogonal transforms like DCT, DST, DFT, Hartley and Real Fourier Transform. Fig. 6 shows the result images for grid based resizing attack when column and row versions of DCT and DCT wavelet are used for embedding and extracting watermark. From Fig. 6 , the difference between performances against grid based resizing attack when column/row DCT and column/row DCT wavelet is used for embedding watermark is clearly seen. DCT Wavelet transforms in column and row version provides more robustness than DCT column and row transform. Table 34 and Table 35 show the MAE values between embedded and extracted watermark against various resizing attacks using column version and row version of DCT/ DCT wavelet transform respectively. From Table 34 and Table 35 , it is observed that column and row DCT wavelet transforms perform marginally better against resizing using bicubic interpolation attack and resizing using DFT. Against resizing using grid based interpolation, performance of column and row DCT wavelet is far better than column and row DCT respectively.
Another noticeable observation regarding transform based resizing attack is that MAE between embed and extracted watermark is observed to be zero using DCT, DST, Hartley and Real Fourier Transform irrespective of the transform used for embedding and extraction process. Performance against resizing attack using orthogonal row transforms Haar, Walsh, Kekre Transform and Real Fourier Transform and corresponding row wavelet transforms in terms of MAE between embedded and extracted watermark is given in Table 40 to Table 43 . In previous section, performance of orthogonal transform with their wavelet transform has been done. All those wavelet transforms are compared in this section.
For each attack, the best size combination of each wavelet transform is selected for comparison. Fig. 7 below shows performance of Column DCT wavelet (CDW), Column Haar wavelet (CHW), Column Walsh wavelet (CWW), Column Kekre wavelet (CKW) and Column Real Fourier Wavelet (CRW) transforms against compression using DCT, Walsh, Haar and DST. 8by32  16by16  8by32  4by64  8by32  8by32  16by16  8by32  4by64  8by32  8by32  4by64  64by4  64by4  8by32  8by32  8by32 Comparison of column wavelet transforms and row wavelet transforms against cropping attack is shown in Fig. 11 and Fig. 12 respectively. From Fig. 11 , it is observed that as we increase amount of cropped portion at corners, MAE between embedded and extracted watermark is reduced except for column Haar transform. For 16x16 cropping, column Haar wavelet transform and for 32x32 cropping at corners, column Kekre wavelet transform are observed to be robust than others. For 32x32 cropping at center, except Walsh column wavelet all other column wavelet transforms show outstanding robustness with MAE zero. This is applicable for row wavelet transforms shown in Fig. 12 . Row DCT wavelet and row Kekre wavelet are more robust against 16x16 and 32x32 cropping at corners respectively. 16by16  16y16  32by8  16by16  16by16  16by16  16by16  32by8  16by16  16by16  8by32  16by16  8by32  8by32  64by4  64by4  16by16  32by8  8by32 From Fig. 15 and 16 we can observe that column and row DCT wavelet show better robustness than other column and row transforms against resizing using bicubic interpolation which is named as Resize4 and Resize2 in graphs. For DFT based resizing all column wavelet transforms as well as row wavelet transforms show negligible difference in performance. For grid based resizing, column and row Kekre wavelet transforms are better than other column and row wavelet transforms respectively.
VII. CONCLUSION
The proposed method uses orthogonal transforms DCT, Haar, Walsh, Kekre transform and Real Fourier Transform and their wavelets generated using different size combinations of these orthogonal transforms. Wavelet transforms when used with SVD for embedding watermark give better robustness than orthogonal transforms with SVD. For different attacks, different size combination of orthogonal transform used to generate wavelet transform gives best robustness and the overall performance of wavelet transforms is better than orthogonal transform in column and row version. Wavelet transforms when compared, different wavelets are found to be good in robustness against different attacks.
