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Abs&&. We present a prime certification method which permits shorter certificates of primality 
than the method analyzed by Pratt. We analyze the expected time required by a stochastic method 
for showing that n is prime, given a factorization of n - 1. We use this method, together with 
Rabin’s stochastic m.c;hOd for verifying COmpOSiteneSs, to obtain an algorithm for generating 
arbitrarily large pssnes and short ce&kates Of their primahty. We give plausibility arguments that 
this method can g(znerate primes larger than n in expected time polynomial in log n. We analyze 
several such prime generation algorithms* 
1. Introduction 
We present an analysis of the expected time required. by a prime testing method. 
Also, we present a prime “certification” method by which short proofs of primality 
can be given. This prime certification method is an improvement on that of Pratt [ 111. 
Finally, we present some algorithm5 which apparently can generate a prime larger 
than 11 and a verification of its prim&Y in expected time polynomial in log yt. These 
algorithms can also generate a primitive root of unity for each prime they find, with a 
small amount of additional work, Hence these techniques may be useful for 
computations requiring large prime5 and associated primitive roots of unity. 
The prime testing method is a slight refinement of one presented by Miller [9], but 
he did not analyze the expected behavior of the method. The prime generation 
method makes use of Rabin’s techfliquti [ 121 for testing primality to ally desired 
degree of confidence. However, our flcihod gives an answer with complete certainty. 
First we present SOme relevant mathematical resuks. Then we discuss the prime 
verification (certification) method. Next we present and analyze a stochastic method 
for determining whether n is prime, & iven a factorization of n - 1. We then show how 
this method can be used together with Rabin’s method to generate large primes. 
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We will use tile following notation throughout this paper: The integer n is the 
number whose primality we are trying to determine or verify. The factorization of 
n - 1 is ni”_, ~7, where the pi are distinct prime numbers. Assume all logarithms of 
the form log x are to the base 2. Natural logarithms will be written In X. 
2. Relevant mathematical results 
The most basic result is Fermat’s theorem: 
Theorem 2.1. If p is a prime, then a’ = a (mod p) for all integers a. 
(Hence a’-’ = l(mod p) if a is not a multiple of p.) 
Definition. Given integers b and q, the least integer e such that b = l(mod q) is 
called the exponent o which b belongs (mod 4). We write this as exp,(b). It is known 
that b k = l(mod q) iff exp,(b) divides k. 
Theorem 2.2 [lo]. If n is prime and e divides n - 1, the number of b such 
expn (6) = e is d(e) where q5 is Euler’s function. 
Euler’s function is defined by 4(e) = e n (1 - (1 /p): p is prime, p divides e). 
Theorem 2.3 [S]. The integer n is prime iff there exists an integer b srtch 
exp,(b)=n-1. 
that 
that 
Such an integer b is called a primitive root of unity (mod n). Note [7] that b is a 
primitive root of unity (mod n) iff b”-l= 1 (mod n) and for all pi, j = 
1 
l l 9 
m b(n-l)/p. 
J + 1 (mod n). This is the basis of Pratt’s prime certification method. 
C&e method of determining primality is to use such primitive roots. However, we 
present a better method below. 
Theorem 2.4. The integer n is prime iff there exist integers cl,. . . , c,,, such that 
eXp,(Cj)=p~ for j = 1,. I . , t7Z. 
This is the basis of the improved prime verification 
that exp,(q) = pp. It suffices to show that 
Cl Pr’-‘fl (modn) and cy’=l (modn) 
method, since it is easy to check 
forj=l,..., m. However, such Cj are extremely rare, and so this result cannot be 
used as the basis of our method for deciding if IZ is prime. 
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Theorem 2.5. Suppose ci, 1 G j < m, are as in the above theorem. Then for all integers b 
with 1 G b =S n - 1, there exist unique integers di, 1 c j G m, such that 0 G dj G pi” and 
b En:, cf (mod n). 
This therefore gives a kind of unique factoriz:ation (mod n) and also enables us to 
answer any questions about the abundance of inlcegers b in the range { 1,2, . . . , n - 1) 
satisfying b (n-“‘p+ 1 (mod n) for various combinations of primes pk 
Theorem 2.6 (due to Selfridge [2]). An integer n is prime iff there exist integers bi, 
j=l , . . . , m, such that by-’ = 1 (mod n) but b!“-l”pj* 1 (mod n). 
Such bj are extremely abundant if n is prime. This result is therefore useful for 
determining primality. If n is a prime and an integer b is chosen randomly from the 
set {1,2,. . . , n - l}, then the probability that b (n-1)‘%+ 1 (mod n) is 1 - (l/pi) by 
Theorem 2.5, and these probabilities are independent for j = 1, . . . , tn by Theorem 
2.5. Hence, it is likely that 2 random integer b will satisfy b’“-l”p+ 1 (mod n) for 
many of the pk Thus, when attempting to show that n is prime, and when choosing b 
randomly, it is reasonable to compute b’n-*“r+ (mod n) for many or all j at the same 
time. This allows a significant saving of work if the computations are organized 
properly. 
3. Prime certificatiorn 
In [ 11) Pratt introduced a prime “certifical;ion” method which requires O((log n)2) 
multiplications modulo n or modulo smaller integers. By a certification is meant a 
proof (i.e., a verification) that n is prime. We present a prime verification method that 
apparently requires only O(log n log log n) multiplica:ions (mod n). The method is 
based on using the numbers Cj such that exp,(cj) = p? for j = 1, . . c , m. 
We demonstrate that n is prime by computing 
@(mod n) and cP”-* (mod n) 
forj=l,..., m. In general, computing b’? (mod n) can be done in 2 Llog eJ multi- 
plications (mod n) using repeated squaring. (By Lx J we indicate the largest integer 
not larger than x, and by [xl we indicate the smallest integer not smaller than x.) 
Therefore the quantity 
6 pr1 ’ (mod n) 
can be computed from it in 2 [log pi”-’ 1 multiplications (mod n j, and the quantity 
can be computed from it in 2 [log p?J add.itional multiplications. The total work for ci 
is then at most 2 [logpfi] multiplications (mod n), and the total work ir the 
verification is then at most 2 Llog nJ multiplications (mod n). A direct implemen- 
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tation of Pratt’s method requires (2(m - 1) log(n - 1)) multiplications for this part of 
the verification. 
For a complete verification, we also need to verify that the pj are prime. If these 
verifications are included, the length of the whole verification is bounded by 
2 h(n) [log n] ,where h(n) is defined recursively as follows: 
h(2) = 1, 
h(k)= l+max{h(p): p isprime,p divides k-l} for k>2. 
It seems reasonable to expect hat h(n) is O(loglog n) except perhaps for rare cases, 
because the median value of the largest prime factor of a random integer x is about 
yoe6* (see [6, pp. 35-361). Under this assumption, the complete verification that n is 
prime would require O(log n loglog n) multiplications (mod n). 
4. Prim&y testing 
We now give a stochastic method for determining whether n is prime if the 
factorization of n - 1 is known. This is a slight refinement of Miller’s method [9], but 
he chid not analyze its expected behavior. We will show that, if n is prime, then the 
expected number of multiplications (mod n) needed to show that n is prime by this 
method is less than 
2[lognJ([logml +loglogm+3)+1 if ma4 
It is known [4,6] that m has mean about lnln n + 0.26 for random integers n, and it is 
easy to see that m slog n always. This method therefore requires at most 
O(log n loglog n) multiplications (mod n), and probably requires only 
O(log .Y logloglog n) multiplications (mod n), on the average, The first expected 
value is valid for all primes. Hence there are no “bad inputs” for this method. In the 
following discussion, we assume that n is odd. 
4.1. Miller’s method refined 
Formally, the method is as follows: We generate a random sequence of integers 
al, a:, . . w 9 ok9 . . .in the range (1, . . . , n - 1). For each ui, we compute 
ai”-l”pi (mod n) for all j such that 
w-1)/P, = 
al _. . .= 
01-1)/p --ai- I= 1 (mod n). 
Also, we compute a7-l (mod n). We stop whenever a:_1 + 1 (mod n) (for then IZ is 
composite) or whenever for all j, 1 <j s m, we have a!‘l-l”pl* 1 (mod n) for some i. 
In the latter case, n is prime. (In fact, it suffices to look only at Qj which are primes 
themselves. However, simply finding such aj might be difficult in itself, and the 
probability analysis no longer applies if such a method is used.) 
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The computations can be organized efficiently, as follows: On the first trial, we 
need to compute u1 (‘*-l)‘Pi (mod n) for j = 1, . . . , m. Let d be ni”=, pi and let 9 be 
(n - 1)/d. First we compute a? (moc’l n) in 2 [log 9 j multiplications (mod n). Let dI 
ben{pj: l~j~ [mJ2]}andletdZbe.n{pi: [m/2] +lsj<m).Thusd+dz=d.We 
now compute (~7)~~ (mod n) and (a :)d2 (mod n j in 2 [log dlJ + 2 [log d2J additional 
multiplications, or a total of at most 2 [log n] additional multiplications. Finally, we 
compute 
(a4)dt)d2’pl (mod n) 
for j = [m/2J + 1, [m/2] + 2,. . . , m and 
((ay)d2)d1’pi (mod n) 
for j = 1,2,. . . , [m/2] recursively by the same method. The total number of 
multiplications (mod n) required on the first trial is then at most 2 [log 4 J + 
2 [log d] [log 02 1. It is also necessa’ry tocompute a”-’ (mod n ), which can be done by 
squaring Q’” -u’~ (mod n) in one additional multiplication (mod n), for a total of 
2 1 log (11 + 2 [log d] [log rn; + 1 multiplications on the first trial. If m = 1, then n - 1 
is a power of two (since otherwise n is even) and 2 [log n] multiplications are 
required. Otherwise, 2 [log n] [log ml + 1 multiplications uffice. 
We now estimate the number OBf multiplications required on trials after the first. 
Suppose mi of the quantities ~ll~-!“‘t (mod n) remain to be computed on the ith trial. 
The computations can be organized the same way as on the first trial, requiring 
2 Llog y j + 2 [log dJ (log mil mukiplications (mod n) on the ith trial. Actually, fewer 
multiplications are necessary, since d will be replaced by a smaller quantity. 
It is also necessary to compute aYe1 (mod n) on the ith trial. To do this, we raise 
some value a 1” - ’ )“I (mod n) to the pi power (mod n); this requires 2 Llog pi] 
multiplications. Since pj < d, we get a bound of 2 llog 4J + 2 [log d] ([log mil + 1) 
total multiplications for the ith trial. If rni = 1, then 2 [log n 1 multiplications (mod n) 
suffice, as on the first trial. 
Define f(r) to be 2 [log n J ( [log xl + 1) for x 2 1, and f(0) = 0. Then the number of 
multiplications required on the ith trial is at most f(mi), for i > 1. (We treat the first 
trial separately.) The total number of multiplications required on all trials after the 
first is at most Czz f(nti). 
4.2. Expected time analysis 
We now compute the expected number of multiplications required on all trials 
after the first. This will be c:, a(f(mi)), where g(y) is the expected value of a 
random variable y. We estimate E’(f(m2)) by bounding f(x) by a convex function 
g(x). Then 8(f(x))~ 8(g(x)) since f(x) G g(x) and %(g(x)) s g@‘(x)) since g is 
convex. The function g is obtained from i by piecewise linear interpolation using the 
points {.Q, x1, . . . , xi, . . . } where ~0 = 0 and xi = 2’-’ + 1 for i > 0. It turns out that g 
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has the required properties, since f(x) is only of interest for non-negative integers X. 
Also, g(x) = 2x [log nl for OGX ~2 and g(x)s2[logn1(2+log(x-1)) for ~22. 
The expected number of multiplications needed on the second trial is then at most 
g( Z(m,)). But %(mz) is c {l/p: p prime, p 1 (n - 1)). Hence 
(In fact, %‘(mz) is O(loglog m) [4].) Therefore g(f(mz)) s g(8(mz)) G 
2 [log n J (loglog m + 2) for ~22  >4,and%‘(f(mz))s2.1[logn] otherwise(sincei+i+ 
fd 1.04). 
Finally, let us estimate CF=, G?(f(mi)). Note that f(x) s 2 [log n] x for x a 0 so 
f %(f(t?2i))s2LlOgt2j f 8(mi). 
i-3 i=3 
But 
~(mi)=C{l/(p’-‘): p prime,pI(n-1)) SO iiF(tIlJ< i l/(j’-‘). 
j = 2 
Hence 
z iT(WIi)< $f g l/(j’-‘), 
i=3 i=3 i=2 
which equals 
or 
f Wi’NjAi - m 
i=2 
I 
or f l/W-lh 
i = 2 
which equals 1. Hence 
$ g(f(n2i))<2llOgt?J. 
i=3 
This implies incidentally that %(mi) s 1 for i a 3 and that the expected number of 
trials is less than three. 
Gathering terms together, the total expected number of multiplications (mod 12 ) is 
less than (2llognJ [logm) +1)+2~logn~(loglogm+2)+2~iog~zJ, or, 
2 [log n ] ( [log m 1+ loglog m + 3) + 1. (We are assuming 122 a 4). Note that m < log n 
always, and m is O(loglog n) on the average. This method is t’ :refore quite emcient 
in its expected behavior. The reason is that the bi as in Th. d_.rem 2.6 are so abundant. 
It is difficult to imagine how a non-stochastic algorith;r fo: finding the bi could do 
better than this. Essentially all of the work is done 0::; +?I: first trial. 
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It is easy to see how a short verification that n 3s prime can be provided with a small 
amount of additional work if n is found to be prime by the above method. Also, a 
primitive root of unity (mod n) can easily be found for such a prime n. 
5. Testing prfmality and compositeness 
Now we discuss the question of determining whether n is prime, given a factoriza- 
tion of n - 1 as a product of powers of distinct primes. The preceding methods can 
show that a prime number is prime, but they cannot always show that a composite 
number is composite. Rabin [12] recently developed a fast stochastic method for 
showing that a composite number is composite. (See Strassen [13] for a similar 
method.) A combination of the two methods, therefore, yields a fast method for 
determining if a number n is prime. Rabin’s method does not require the factoriza- 
tion of n - 1 to be known. We now discuss Rabin’s method. 
5.1. Rabin 3 method 
We desire to show that an integer IZ is composite. Suppose that an integer b is 
randomly chosen from the set {1,2, . . . , n - 1). If b”-’ + 1 (mod n), then we know 
immediately by Ferxnat’s ;heorem that n is composite. Also, if for some b relatively 
prime to n we have that b”-’ + 1 (mod n), then we must have that b”-‘+ 1 (mod n) 
for at least half of the integers in the set { 1,2, . . . , n - 1) that are relatively prime to n, 
since those integers b satisfying b”-l= 1 (mod n) form a proper subgroup of the 
multiplicative group of integers (mod n) relatively prime to n. The only problem 
occurs if b”-* = 1 (mod n) for all b in {1,2, . . . , n - 1) that are relatively prime to n, 
and n is composite. Numbers n for which this is true are called Carmichael numbers. 
It is known [3] that a Carmichael number must be square-free and must have at least 
three (distinct) prime factors. Rabin showed how to extend Format’s test to Carmi- 
chael numbers. The method and justification are as follows: 
Suppose that 12 = n:, pi is an odd Carmichael number, where the nj are distinct 
primes. Then we know that pi - 1 divides n - 1, for all j. Suppose a is an integer 
relatively prime to 12 randomly chosen from the set { 1,2, . . . , n - 1). Let aj be 
(a mod pi) for j = 1,2,. . . , m. Then the aj will be independently uniformly dis- 
tributed in the ranges {1,2, . . . , pj - 1) by the Chinese remainder theorem. (Note 
that we only need to consider integers relatively prime to n, since if the integer a is 
not relatively prime to n, then a”-’ S 1 (mod n).) 
We know by Fermat’s theorem that a?-* = 1 (mod pi). Suppose that pi - 1 = 2”j * Sj 
where sj is odd. Let bj be 
min{ k : a f’“i E 1 (mod pi>}. 
Then 0 G bj G rj for all j. Also, rj 2 1 for all j since n is odd. Furthermore, for i :. 0, the 
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probability that bi = d is 2’-@ and the probability that bj = 0 is 2-‘l. In addition, these 
probabilities are independent, for different j. 
Suppose n - 1 is 2’*s where s is odd. Then u;**~ s 1 (modp,) iff ufk*‘t = 1 
(mod pi). Suppose that for some j 1, j2 we have bjl> bjz* Then af? g 1 (mod pjl) and 
Q:l;S s 1 (mod pj2) where k = bjl - 1. Hence 1 c gcd(a21s - 1, n) < bt for such an 
integer k. It follows that if b, 1 # bj2 for some jl and j2, and if k = max{i: CE~” + 0 
(mod n)}, then 1 < gcd(a”*” - 1, n) c n. This shows that tt is not prime. Such a test 
succeeds if the bj are not all identical, and it is not difficult to show that the probability 
that all bj will be equal is never more than i (assuming n is odd). 
In summary, Rabin’s method for showing that n is composite is the following: 
Choose a random integer c in the set {1,2, . . . , n - 1). If cnel * 1 (mod n), then n 
is composite. If cn-* 3 1 (mod n), then compute gcd(c(“-1”2’ - 1, n) where I is 
the smallest number (if one exists) such that ~(~-‘)~~‘f 1 (mod n). If 1 < 
gcd(c 
(n-1)/2’ 
- 1, n)<n, then n is composite. Otherwise, n may be prime or 
composite. 
This test will show that a composite number is composite with a probability not less 
than $. The extra work required for this test is only the work required to compute the 
greatest common divisor of two integers not larger than n. But such a computation 
can be done in 2.1 In n + 1.7 divisions and subtractions using the Euclidean algorithm 
[Sj. (For another method of computing greatest common divisors, see [I].) 
5.2. Combining the methods 
We combine Rabin’s method with the refirement of Miller’s method to determine 
if an integer n is prime, as follows: We assume that n is randomly chosen near 4 so 
that the probability that n is prime is about l/(logq). Also, we assume that the 
factorization of n - 1 is known. First, Rabin’s method is applied loglog n times, or 
until it is shown that n is composite. On composite numbers, the expected number of 
arithmetic operations required for this series of applications of Rabin’s method is 
O(log n). The probability that a composite number will “fail” all these tests is not 
more than about l/(log 9). Hence, among those numbers not shown to be composite 
by this series of tests, a fixed proportion will be primes. Next, Miller’s method is used 
in an attempt o show that n is prime. Four trials should usually suffice if 11 is prime. 
After this, an alternation of one trial of Rabin’s method and three trials of Miller’s 
method continues until one method or the other gives a definite answer. The 
expected work will be dominated by Rabin’s method, and will be O(log II) arithmetic 
operations. Hence the expected work required to find a prime “near” (I will be 
O((log 4)‘) operations mod 11, for integers II near (7. However, this estimate does not 
include the work required to generate the primes that appear in the factorization of 
n - ll for various n. 
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6. Generating large primes 
We now show the preceding methods can be used to generate large primes. The 
problem is that the prime factors of n - 1 must first be generated before we can test if 
n is prime. There are several natural schemer 3 for doing this. Wc present some of 
them below and give an approximate analysis of the work required for each one. Up 
to this point, all analyses have been completely rigorous, but many of the following 
analyses will rely on plausibility arguments related to the distribution of prime 
numbers. 
The basic idea of the methods is to generate a set S of primes using a combination 
of Miller’s method anil Rabin’s method. This is done as follows: Initially, S is given 
some initial value. At each step of the method, a subset R of S is chosen in some 
manner, and an exponent e(p) 3 1 is chosen for each p in R. Then we test 
n = n { pr’ “I: p E R} + 1 for primality. If n is prime, we add it to the set S (and maybe 
delete R from S). Otherwise, we choose a new subset of R of S, and new exponents, 
and try again. This process is continued until primes are generated that are as large as 
we desire. Alternatively, we can let S be the first k primes for some k, and let R be a 
subset of S. This permits us to generate large primes immediately, assuming that R 
has sufficiently many elements or the exponents are chosen large enough. 
In order to derive bounds on the expected time needed to generate primes of a 
given size using such methods, we would have to know something about the 
proportion of integers n generated that will be primes. Since n is not ravdxm, we 
cannot show rigorously that about 1 /(log 4) of the integers n generated near q will be 
primes. However, this latter assumption is made for purposes of analyzing the 
methods. 
The methods differ in the way R is chosen. We will consider four methods. 
(A) Attempt to choose R so that n is as nearly random as possible in some range. 
(B) Choose each element p of S to be in R with independent probability l/(log p>. 
(C) Choose each element p of S to be in R with independent probability 4. 
(D) Let S be the first 2k primes for some k and choose R to be a random subset of 
S having exactly k elements. 
We consider the methods in the order listed. 
6.1. Method A 
The id :&I of Method A is to choose R a;ld choose the exponents e(p) of primes p in 
R so that 1 1 (p”“‘: p E R} will be as nearly as possible a random integer between 1 and 
t, for some t. If we can do this exactly, then the probability that n will be prime is about 
l/in t by the prime number theorem. (Recall that n is n {p‘? p E R}+ 1.) 
Also, if n is prime, the probability that n will be in the range t/2 c rz G t is about 4 for 
large t. Therefore we are guaranteed to find a large prime with a reasonably large 
probability. However, we do not know of a method for finding a truly random 
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factorization in a reasonable amount of time. Instead, we approximate a random 
factorization as closely as possible. 
6.1.1. Abstract strategies for generating factorizations 
We now consider an abstract strategy F for generating afactorization of a random 
integer nl in the range 1 s nl s t, and then we consider how to implement this 
strategy on a computer. The abstract strategy has the following form: A sequence 
P;‘,P;z,***,P% of powers of primes is generated according to some probability 
distribution. The number n 1 is then n,“= 1pp. For purposes of exposition, we consider 
the set of integers k in the range 1 s k s t to be the nodes of a directed graph with an 
arc labelled (p, e) from ki to k2 iff k:! = pe * ki, where p is a prime and e a 1. A 
sequence of prime powers then corresponds to a path through this graph, starting 
from the node 1, and ending at the node n I- The abstract method for generating a 
random factorization works by constructing such a path arc by arc, starting from the 
node 1. Eventually a complete path (~1, ed, o l l , (p,,,, e,) is constructed, and the 
prime factorization returned is then n;l, pfr? We can completely specify such a 
scheme by giving the probabilities at(k) of stopping at node k and the probabilities 
P,(k, P, 4 of ch oosing the arc labelled (p, e) leading out of the node k, for 1 G k s t. 
Note that for all nodes k, we must have 
for all such methods, We now present he abstract strategy F. 
Method F: Let F,,,(x) be the number of integers j in the range 16 j s x having 
exactly ypz distinct prime factors. First, we choose the number 122 of distinct 
prime factors of n 1, choosing m with probability (l/t)F,,(t). Then we generate all 
paths of length m with equal probability. We only consider paths 
(PI, 4, (~2, e2), . . . 9 (P,,~, e,,) in which no two of the pi are identical. Method F 
therefore generates a number n 1 in the range 1 s nl~ t according to a uniform 
probability distribution, since if n 1 has exactly m distinct prime factors, then tn ! paths 
correspond to n 1. 
Let o(k) be the number of distinct prime factors of k. Let N,(k, n2) be the number 
of integers j relatively prime to k in the range 1 s j s it/k J having exactly t‘12 distinct 
prime factors. In method F, we let a,(k) be 0 if o(k)< rn and a,(k) = d if o(k) = m. 
We let &(k, p, e) be 
N,(p’k, m -w(k)-1) 
(m -w(k))*N,(k, m-o(k)) 
if o(k) < m, and &(k, p, e) = 0 if o(k) = tn. Note that it seems reasonable to assume 
that N,(k, m) is approximately 
En( It/d) l-I (1 -(l/p)). 
Plk 
p prime 
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Thus it should be possible to approximate N(k, m) and hence &(k, p, p) quickly and 
accurately on a computer. 
6.~2. Implementing the abstract strategy 
We now consider how method F might be implemented on a computer. The 
general idea is to choose a sequence (PI, el), . . . 9 (p,, e,) as above, making use of a 
set of primes randomly dimibuted according to an appropriate probability dis- 
tribution. In particular, let 4& p) be c, P,(k p, e). We then choose a random prime 
p1 according to the distribution +t(l. p) considered as a function of p. (We make the 
convention that &( k, 1,l) is a,(k) so that 
C Mkp)=l 
p prime 
orp=l 
and so that we know when to stop.) Then an exponent e1 of p1 is chosen with 
probability &( 1, ~1, el)/&(l, pd. Next, p2 is chosen according to the distribution 
&( pql, p) and e2 is chosen as the exponent with probability &( p;*, p2, e2)/(4t( &I, p2). 
This process continues until we choose to stop (i.e., we choose p = 1). The final 
factorization returned is then nl = p?pp l l l p> for some m. 
In order to implement the abstract strategy F as indicated above, we need to 
approximate the functions PI and #1 in some manner. This should be easy tti do, using 
a combination of tables for small values and analytical approximatiti?s for large 
values. 
6.1.3. Computing the distributions efficiently 
We also need to be able to obtain primes p randomly distributed according to the 
distributions d),(k, p) for various t and k. These primes are obtained by a kind of 
recursive application of the whole prime generation method. This is done in such a 
way as to avoid keeping a separate set of primes distributed as &(k, p) for each t and 
k. Instead, all the distributions Mk, p) are obtained from a few distributions that are 
easy to generate. 
Let Rj be the set of primes p in the range 2’ “p G 2’+‘, for j 2 1. We maintain 
subsets Sj, Tj, and Uj of R,, for i a 1. Actually, the Sj, Tj, and Uj are “multisets”. That 
is, a given prime can occur more than once in thz set. When we add a prime tc a 
multiset, we increase the number of copies of that prime by one; when we delete a 
prime, we reduce the number of copies by one, if there is at least one copy of the 
prime in the set. We maintain the sets Sj, Ti, and Ui SO that the following is true* Let 
Pr($j, x) be the probability that a random prime chosen from Sj will be X, and 
similarly define Pr( Tj, X) and Pr( I.$ x). Then we desire to have Pr(Sj, X) = a F., 
Pr( 1;; X) = aT(2”’ -x), and Pr( Uj, X) = ay(2”’ - x)~ for p E Rj, where a;, a,?, and 
a; are constants chosen so that CxERjPr(Sj, x) = 1 and &+Pr(Ti, x) = 1 and 
CXER. Pr( Q, x) = 1. Thus Sj has a uniform distribution, q has a decreasing linear 
I 
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distribution and Ui has a decreasing quadratic distribution. 
and Uj to approximate the distribution #,(k, p). 
We use the sets Sj, Tj, 
61.4. Generating the sets Sj, Tj, and LJj 
The sets Sj, Tj, and U’ are generated by letting t itself be randomly distributed and 
then generating a random prime rp in the range 1 s:r) s t. For Sj, we let t be 2’+’ 
always. We then add p to the set Si such that p E Ri. By the prime number theorem, a 
random prime p less than 2”’ will be greater than 2’ about (j - 1)/(2j) of the time. 
Hence for large j, about 2 trials will suffice to generate a prime in Rj. For Tj, we 
choose t in the range 2’ < t s 2”’ according to a probability distribution computed so 
that for all x in Rj, 
C Pr(t = y)/WY) 
p2)x 
is proportional to 2”’ - X. (Here n(y) is the number of primes less than or equal to y.) 
Then we generate a random prime p less than or equal to t. If p E Rj, we add p to Tj; 
otherwise, we add p to the set Si such that p E Ri. This is because p will be uniformly 
dis’ributed among primes in the range 1 s p s 2’. The reason for the choice of 
distribution for t is the following: If t = y, and y 3 s, and we generate a prime p, then 
the probability that p = x is l/U(y) if x is prime, 0 otherwise. If t = y, and y < X, then 
the probability of generating x is zero. For large j, about 3 trials should suffice to 
generate a prime p in Ri. For Uj, we choose t in the range 2’ < t s 2j*’ according to a 
probability distribution computed so that for all x in Ri, 
C Pr(t = Y )/WY) 
y=x 
is proportional to (2”’ -A)‘. We then generate a random prime p in the range 
1~ p s t. If p is in Rj, we add p to LJb Otherwise, we add p to the set Si such that p is in 
Ri. For large j, about four trials will suffice to generate a prime in Up (By a “trial” is 
here meant a successful generation of a prime.) 
6.1.5. Using the sets Sj, Tj, and c/i 
We use the sets Sj, Tj, and Uj to obtain good approximations to the distributions 
&(k, p) for various t and k. In order to generate a random prime p in the range 
1 s p s t, distributed according to the distribution d),(k, p), we do the following: 
First, we choose a random integer, choosing the integer j with probability propor- 
tional to xxcR, c$,(k, x). The integer j tells us which sets Sj, 6, and Uj to use. Let yj be 
the probability of choosing j. Next we choose constants Cs, Cr, and CU all in the 
interval [0, 11, so that CS + CT + Cv = 1 and so that &(k, s), which we define to be 
yj[ Cs * Pr’{Sj, X) + CT * Pr( T,, X) + CL’ * Pr(Uj, AT)], 
is as nearly as possible equal to &(k, x) considered as a function of x in the interval 
2’ 
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S x S 2”‘. We are essentially approximatiag &(k, n) by a quadratic function in 
this interval. This should give a good approximation &( k, x) to d)l (k, x) since 
4,(k, x), considered as a smooth function of real numbers, is positive, has a negative 
first derivative, and has a positive second derivative. Other such approximation 
schemes are clearly possible. 
Finally, we choose one of the sets Si, q, and Vi, choosing Si with probability Cs, Ti 
with probability Cr, and Ui with probability Cu. Whichever set we choose, we then 
choose a random prime from that set. This generates p according to the distribution 
&(k, p), which approximates the true distribution &(k, p). Note that C’s, CT, and Cu 
will be functions of j, k, and t. Also, we consider the integer 1 to be an element of R 1, 
to make the computation of cy easy. Choosing p = 1 means choosing to stop the path. 
61.6. Outline of method A 
We have shown how the sets Si, Ti and Ui can be generated and used. We now 
discuss the overall outline of Method A. The basic idea is to generate larger and 
larger primes, using primes that have previously been generated, until primes are 
generated that are as large as we desire. Formally, the method is as follows: 
Whenever we want a prime less than 21° (say) distributed according to some 
probability distribution, we generate it directly, without using the Si, 7), and Ui, by 
using appropriate tab& of primes. Thus it is only necessary to keep the Si, Ti, and Uj 
for j3 10. 
Initially, Si, q, and Ui are empty for j 2 10. Thereafter, maintain these sets as 
follows: Let j be min{i: i 2 10 and Si or Ti or U, has less than 5 elements} (say). 
Generate a prime p in the range 1~ p s 2j+’ and add it to the appropriate set Si, Tj, or 
U’, or perhaps to Si for i <j. -Generate p according to the appropriate probability 
distribution, as described above. If p is as large as desired, stop. Otherwise, repeat 
this process. 
Recall that we, generate a factorization of some integer nl and then test if nl + 1 is 
prime, in order to generate a prime number. When doing this, it is necessary to insure 
that the same “copy” of a prime in some set Sip Ti, or Ui is never used more than once. 
When choosing a random element from Si, F, or Ui, we must therefore choose one 
from among the copies of primes that have not yet been chosen. If the number of 
unused copies in some set Sip Ti, or Ui that we need drops below 4 (say), then we 
recursively generate some such primes before continuing to generate the factoriza- 
tion of 12 l. 
In order to generate a random prime p in the range 1 c p s t, we actually generate a 
factorization of a random integer v in the range 1 c v s t/2 and then test to see if 
12 = 2~ + 1 is prime. If n is prime, we add it to the appropriate set Si, Ti, or Ui and 
delete the prime factors of v from the sets Sip Ti, and Ui that they were found in. This 
helps to insure that the various primes found in the sets Si, 7’i, and Ui simultaiieously 
will be independent of one another, at least to a large extent. If n is composite, we do 
not delete the- prime factors of v. Instead, they can be used again to obtain 
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factorizations of new integers n. This may mean that primes occurring simul- 
taneously in various Si, I):, and Ui will not be completely independently distributed. 
However, this retention of factors of v when n is composite seems necessary in order 
to obtain a reasonably efficient method. If n is composite, the above procedure is 
repeated until a prime is obtained. 
61.7. Analysis of method A 
We now estimate the work required in method A to generate aprime larger than q. 
For now we ignore the work required to determine that composite numbers are 
composite. The expected work in testing a single prime p, given the factorization of 
p - 1, is O(log p loglog p) arithmetic operations mod p, as shown earlier. (We assume 
that the work required to generate a random factorization is negligible once the Si, ;ri 
and Ui have been obtained.) Hence the total work for p, including the work required 
to ttist the factor p - 1 and so on, is 0( h (p) log p loglog p) arithmetic operations 
(mod rn ) for various m G p, where 12 is the function introduced earlier. Assuming that 
h(p) is O(loglog p), the total work for p is O(logp(loglog P)~). Finally, we need to 
consider the work required to obtain all the elements of the sets Sj, Ti, and U’ 
Assuming that a constant number (say 5) of primes are in each Sj, Ti, and Ui9 this work 
is O((lo~q)*(loglog q)2). This value might be reduced if we did not delete the factors 
of n - 1 from S when n is prime, at the expense of producing a less random 
distribution of primes. 
We also need to consider the work required to reject the composite numbers. Each 
composite number tt will require O(log n) arithmetic operations (mod IZ), on the 
average. The total number of composite numbers een should be at most log 12 times 
the number of primes generated, on the average. As Pratt showed [ll], at most 
O(log n) primes are generated to produce a prime about the size of t2. Finally, there 
are O(log q) primes left at the end, having logarithms about uniformly distributed 
between 1 and log q. Hence O((log 4)‘) arithmetic operations (mod m) for various 
m s 2q will be required on the average to generate a prime larger than q, under the 
assumptions we are making. This is because much more work is done rejecting 
composite numbers than verifying prime nllmbers. Some of this work might be saved 
if we tested first for divisibility by small primes, 
6.2. Method I3 
IZ-I method B, we choose S initially to be the set {2}, and thereafter at each step we 
choose each element p of S to be in R with independent probability l/(log p). The 
exponent of p is then chosen in some reasonable way, such as to have the value e a 1 
with probability proportional to 1 /PI’. This method of choosing R insures that small 
primes will be chosen more frequently, but also allows us to generate large primes 
quickly. We do not delete the elements of R from S in this :hlethod. The expected 
value of log n{x: x E R} will be at least as large as the number of elements of S. 
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Hence each prime found will be about twice as large as the last one. The expected 
work to generate a new prime p, given the factorization of p - 1, wili be 
O(log p loglog p) as before. A prime larger than 4 should be generated in log 4 steps, 
for a total work of O((log 4)’ loglog 4). Durilig this time about (log 4)’ composite 
numbers will be seen, each requiring O(log 4) operations to detect. Hence the total 
work is O((log q)j) operations (mod n) for various n s 2q, to generate a prime larger 
than 4 by method B. 
6.3. Method C 
In Method C, S is initially (21. Thereafter at each step we choose element of S to be 
in R with independent probability $. Thus R is a random subset of S. We choose 
exponents as indicated in the description of method B. Also, we do not delete the 
elements of R from S even when new primes are generated. Note that log ,r7R will be 
about $ log IIS, on average. Hence each new prime will be approxLnately the square 
root of IXS in magnitude. The value log I7S will therefore increase by about half 
whenever we find a new prime. Thus, we will generate O(loglog 4) primes before 
generating one larger than 4, on the average. The total work for verifications of 
primality will be O((log 9 loglog 4) altogether. Also, about (log q)(loglog q) 
composite numbers will be seen during this process, requiring O((log q)‘(loglog 4)) 
operations to detect. Hence the total work for method C to generate a prime larger 
than (I appears to be Oi(!og @*(loglog 4)) operations (mod n) for various n s 2q. 
Method C is the most efficient method considered so far, but also generates primes 
according to the most non-uniform distribution. 
6.4. Method D 
TO find a prime larger than 4, we choose S to be the first 2k primes where k is 
chosen SO that the product of the first k primes is larger than 4. The work req&ed to 
generate this set S is negligible. We choose R to be a random subset of S having 
exactly k elements. We choose exponents in some reasonable way, as before. Any 
prime found will be larger than 4 by the choice of k and R, so only one success is 
necessary. The work required to verify that a prime has been found is then 
O(log q loglog 9). It seems reasonable to assume that about log q composite 
numbers will be seen first, on the average. (Probably fewer will be seen, since n - 1 
will be divisible by many small primes.) The work required to deal with these 
composite numbers is O((log q)*) arithmetic operations (mod n) for various n s 2q. 
Method D seems to be the most efficient method of all, assuming that suitable primes 
are sufficiently abundant. The total work for method D to generate a prime larger 
than 4 appears to be O(log @2) operations (mod n) Car various n s 2q. However, the 
distribution of primes generated is the most non-unijform of all four methods, since 
certain primes near 4 cannot possibly be generated by method D. 
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7. Conclusions 
Methods for verifying, testing, and generating primes have been described and 
analyzed. It appears that a prime larger than q can be generated inexpected time 
polynomial in log 4, using the prime generation methods. This result may be useful 
for analyzing algorithms requiring large primes and associated roots of unity. 
Computer implementation of the prime generation methods is needed to determine 
how closely their performance agrees with the theory. Also, it remains to give a 
rigorous proof that primes larger than q can be generated in time polynomial in log q 
using these methods, or to develop other methods for which such a proof can be 
given. 
References 
PI 
I?3 
[31 
PI 
PI 
bl 
VI 
bl 
[91 
WI 
cm 
i.121 
Cl31 
A.V. Aho, J.E. Hopcroft and J.D. Ullman, The Des& and Atralysis of Computer Algorithms 
(Addison-Wesley, Reading, MA, 1974). 
J. Brillhart and J.L.#Selfridge, Some factorizations of 2” f 1 and related results, Math. Camp. 21 
(1967) 89. 
R.D. Carmichael, On the composite numbers pwhich satisfy the Fermat congruence a’-’ = 1 mod p, 
Am. Math. Monthly 19 (1912) 22-27. 
G.H. Hardy and E.M. Wright, AIM Introduction to the Theory of Nun&w (Oxford, 1954). 
D.E. Knuth, The Art of Computer Programming, Vol. 2 (Addison-Wesley, Reading, MA, 1969). 
D.E. Knuth and L.T. Pardo, Analysis of a simple factorization algorithm, STAN-CS-76-538, 
Computer Science Department, Stanford University (1976). 
D.H. Lehmer, Tests for primslity by the converse of Fermat‘s theorem. &t/l. Am. Math. Sot. 33 
(192?) 327-340. 
E. Lucas, The’orie des fonctions numCriques simplement piriodiques, Am J. Math. l(1878) 302. 
J.C.P. Miller, On factorisation, with a suggested new approach, Math. Camp. 29 (1975) 155-l 72. 
I. Niven and H. S. Zuckcrman, An Introduction to the T11eory of Numbers (Wiley, New York, 1972). 
V.R. Pratt, Every prime has a succinct certificate, SIAM J. Cbmput. 4 (1975) 214-220. 
M.O. Rabin, Probabilistic algorithms, in: J.F. Traub, ed., Algorithms and Complexity: New 
Directions and Recent Results (Academic Press, New York, 1976) 21-39. 
R. Solovay and V. Strassen, A fast Monte Carlo tests for primality, SIAM J. Comput. 6 (1977) 
84-85. 
