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USING EXPANDER GRAPHS TO TEST
WHETHER SAMPLES ARE I.I.D.
STEFAN STEINERBERGER
Abstract. The purpose of this note is to point out that the theory of expander
graphs leads to an interesting test whether n real numbers x1, . . . , xn could be
n independent samples of a random variable. To any distinct, real numbers
x1, . . . , xn, we associate a 4-regular graph G as follows: using pi to denote the
permutation ordering the elements, xpi(1) < xpi(2) < · · · < xpi(n), we build a
graph on {1, . . . , n} by connecting i and i+1 (cyclically) and pi(i) and pi(i+1)
(cyclically). If the numbers are i.i.d. samples, then a result of Friedman
implies that G is close to Ramanujan. This suggests a test for whether these
numbers are i.i.d: compute the second largest (in absolute value) eigenvalue of
the adjacency matrix. The larger λ− 2√3, the less likely it is for the numbers
to be i.i.d. We explain why this is a reasonable test and give many examples.
1. Introduction
1.1. Introduction. Let x1, . . . , xn be a set of n distinct, real numbers. We will
associate to them a unique 4-regular graph as follows: we connect xi to xi+1 (cycli-
cally, so xn also gets connected to x1). Then we order them in increasing size
xpi(1) < xpi(2) < · · · < xpi(n) and connect xpi(i) to xpi(i+1) and conclude by also
connecting to xpi(n) to xpi(1). This results in a 4-regular graph.
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Figure 1. The Graph for the first few digits of
√
2:
1, 41, 42, 13, 56, 23, 73. If the digits of
√
2 behave like truly ran-
dom numbers, these graphs have optimal expansion properties.
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2We are interested in properties of this type of graph when x1, . . . , xn are indepen-
dent random variables drawn from the same distribution. We assume, for simplicity,
that the distribution does not have any atomic mass, the likelihood of having two
reals assume the same value is 0. This type of graph may be quite interesting for
deterministic sequences that are far from random. In fact, we do observe some quite
interesting patterns for various deterministic sequences. Fig. 2 shows the type of
graph obtained from the van der Corput sequence in base 2
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and the van der Corput in base 3. In both cases, they seem to approximate an
underlying topological limiting object. Something similar seems to happen when
building such graphs using irrational multiples such as xn = n
√
2 mod 1.
Figure 2. The first 4096 elements of the van der Corput sequence
in base 2 (left) and the first 2187 = 37 elements of the van der
Corput sequence in base 3 (right).
A natural question is whether this graph can be used to understand whether a
sequence is random or not. We illustrate this with two more examples: the first is
the sequence of Fibonacci number Fn considered in the residue class 10001. The
second example is derived from using 100 ‘random’ real numbers provided by a
computer. The picture is different: the first Fibonacci numbers are below 10001,
so xn is strictly increasing for a while (this is the isolated region in the Graph).
Figure 3. xn = (Fn mod 10001)
101
n=2 (left) and 100 random reals (right).
31.2. Expanders. Expanders are graphs with the property that there are no ‘insu-
lated’ subsets: every subset of certain sizes has a lot of edges connecting it to its
complement. Formally, we define the expansion ratio of a graph G = (V,E) as
h(G) = min
S⊂V
|S|≤|V |/2
|∂S|
|S| ,
where ∂S is the set of all edges between S and V \ S. A sequence (Gi)∞i=1 of
d−regular graphs with increasing size increasing is a family of expander graphs if
the expansion ratio is uniformly bounded away from 0. There are several mostly
equivalent points of view: expander graphs are graphs that have the property that
despite the number of edges |E| being rather small (comparable to the number of
vertices |V |), the random walk equidistributes very quickly.
Figure 4. Each subset S has a number of edges to the complement
that is proportional to |S| (up to |S| ≤ |V |/2 to ensure there is
reasonably sized complement).
The first proof of the existence of expanders is due to Pinkser [36] in 1973 (however,
see also Kolmogorov & Barzdin [17]). A typical random d−regular graph is known
to be an expander but it is actually fairly difficult to give explicit description of
expanders. Several constructions are now known [4, 5, 15, 24, 25, 26, 27, 28, 33,
37, 38, 40] – for this and other aspects, we refer to excellent expository material
provided by Hoory, Linial & Widgerson [13], Lubotzky [23] and Kowalski [18].
1.3. The Spectral Point of View. There’s a spectral point of view on expansion
that will be very useful. Given a simple d−regular graph G, we can consider its
adjacency matrix A ∈ R|V |×|V | where
Aij =
{
1 if i ∼E j
0 otherwise.
If G has multipled edges, we replace 1 by the number of edges. This symmetric
graph has |V | eigenvalues of which the largest is d (the associated eigenvector is
the constant vector). Ordering the eigenvalues d = λ1 > |λ2| ≥ · · · ≥ |λn|, we
see that a relevant quantity is how close such an eigenvalue (different from λ1)
can get to d: the larger the gap, the quicker the random walk converges to the
uniform distribution. We first observe that there is a classical connection between
the isoperimetric ratio h(G) and the gap (see e.g. [1, 3, 7, 8, 9])
d− |λ2|
2
≤ h(G) ≤
√
2d(d− |λ2|).
This inequality thus leads to an alternative and purely spectral definition of an
expander graph: we want d − |λ2| to remain uniformly bounded away from 0.
4These results suggest that d − |λ2| may be a good quantitative way of measuring
the quality of an expander graph: the larger, the better. This is complemented by
the Alon-Boppana bound [34] stating that for any d−regular graph on n vertices
|λ2| ≥ 2
√
d− 1 + on(1).
Here on(1) tends to 0 as n→∞. This is the sharp bound. Graphs for which
max(|λ2|, |λn|) ≤ 2
√
d− 1
are called ‘Ramanujan’ and are best possible in terms of spectral expansion.
1.4. Friedman’s result. A special case of a result of Friedman implies that if
the reals x1, . . . , xn are i.i.d. samples from the same distribution, then, with high
likelihood, the arising graph is close to Ramanujan.
Theorem (Friedman, Theorem 1.2. in [12]). If x1, . . . , xn are i.i.d. random vari-
ables chosen from an absolutely continuous distribution and G is the 4-regular graph
constructed from them as above, then for any ε > 0 there exists c > 0 such that
with likelihood at least 1− c/n, we have
|λ| ≤ 2
√
3 + ε.
The formulation in Friedman [12] is slightly different (because the underlying re-
sult is more general): there, 2 cyclic permutations are used to generate edges on
{1, 2, . . . , n}. Here, we are only dealing with one deterministic cycle (based on their
index) and one random cyclic permutation (based on their order) which is easily
seen to be equivalent to the case of two random cyclic permutations as follows: for
any two independent random cyclic permutations pi1, pi2, we can use the first to
define the cycle and the second as then establishing random connections: for any
fixed pi1 and random pi2, the graph arising from (pi1, pi2) behaves exactly as our
model. Alternatively, pi1 serves as a relabeling of the vertices which has no impact
on spectral properties.
2. Testing for Pseudo-Randomness
Suppose someone hands us a sequence x1, . . . , xn and claims that these are i.i.d.
samples from a random variable. How would one go about checking such a claim?
This leads into the realm of randomness tests of which there are many. A first
systematic group of tests was proposed by Knuth [16]. Marsaglia [31] produced
a group of such tests which became known as the diehard tests. L’Ecuyer &
Simard [20] produced TestU01, a software library comprised of a large number of
tests. The point of this paper is to propose a new test.
The Expander Test. Generate the graph G and compute λ =
max {|λ2(A)|, |λn(A)|}, where A denotes the adjacency matrix. The
larger λ− 2√3 is, the less likely the sequence is to be random.
The formulation is intentionally vague: to the best of our knowledge, not much
about the distribution of λ− 2√3 (which does depend on n) is known. In practice,
however, it is easy to get an estimate of what the typical for random numbers of
a certain cardinality since the quantity concentrates quite quickly: we discuss this
in the next section. As usual, passing the test says little about the true nature of
the sequence while failing the test is a strong indicator that the sequence is not
comprised of i.i.d. samples.
52.1. Benchmarks. We start with a simple test of the distribution of the second
largest eigenvalue for purely random numbers where our source is the random num-
ber generator built into Mathematica (which, incidentally, passes the Expander
Test). We observe (see Fig. 5) that both distributions, those for n = 1000 and those
for n = 10000 look quite similar (the second one being more tightly concentrated).
Moreover, the mean does seem to approach 2
√
3 from below.
3.43 3.44 3.45 3.46 3.47 3.48 3.49 3.458 3.460 3.462 3.464 3.466 3.468 3.470
Figure 5. Distribution of the second largest eigenvalue generated
from n = 1000 (left) and n = 10000 (right) random reals.
This is also substantiated by our Monte Carlo estimates in Table 1. While more
precise theoretical estimates would be quite desirable, these are likely to be difficult
(as similar questions for the d−regular graphs are still open).
n 10 50 100 500 1000 2000
Mean of λ 3 3.36 3.41 3.45 3.457 3.46
Standarddeviation λ 0.295 0.076 0.046 0.015 0.01 0.005
P(λ < 2
√
3) 93% 89.5% 87.5% 81.2% 79% 78.6%
Table 1. Monte Carlo estimates for properties of Graphs gener-
ated from n randomly generated numbers.
2.2. Why is this a reasonable test? We quickly discuss why this is a reasonable
test: this is a confluence of several factors
(1) the order in which i.i.d. random variables show up is completely uncon-
nected to their (relative) size and
(2) in particular, if we were to partition the vertices of our graph into S ∪ T =
{1, 2, . . . , n}, then the number of edges between S and T should only depend
on the cardinality of the sets |S|, |T |.
(3) Since a search over all possible subsets is not computationally feasible, the
largest eigenvector of the adjacency matrix A can be seen as a reasonable
relaxation of this test and
(4) thanks to the Alon-Boppana bound [34] and Friedman’s theorem [12], we
have a good theoretical understanding of what to expect: purely random
variables will be close to λ ∼ 2√3 while pseudo-random numbers might be
close; however, anything with λ 2√3 away will not be random.
6In particular, regarding the eigenvalue as a suitable relaxation, we also mention the
Expander Mixing Lemma [2]: let G be a d−regular graph, let λ = max(|λ2|, |λn|)
and let S, T ⊆ V . Then, denoting the number of edges between S and T by |e(S, T )|,
we have ∣∣∣∣|e(S, T )| − dn |S| · |T |
∣∣∣∣ ≤ λ√|S| · |T |.
This statement simply states that the expected number of edges between any sub-
sets is close to its expectation. There also exists a converse statement due to Bilu
& Linial [6]. We are not aware of any work in this direction. However, there is work
following the opposite direction of reasoning: using expander graphs to generate
pseudo-random sequences. We refer to Impagliazzo & Zuckerman [14] and Lauter,
Charles & Goren [19].
2.3. Implementation. A priori, it seems like the test is quite costly to run since,
when testing the first n elements, we are interested in eigenvalues of a n×n matrix.
However, there are a couple of helpful facts that simplify life:
(1) the largest eigenvalue is 4 and we know the largest eigenvector (given by
the constant vector), we are only interested in the second largest eigenvalue
(2) we only require a lower bound on the second eigenvalue to rule out ran-
domness of a sequence
(3) and the matrix is both sparse and symmetric.
This makes power iteration methods a very reasonable tool: start with a random
vector x0 whose mean value is 0 and define xk+1 = Axk/‖Axk‖. Since the vector
xk is orthogonal to the constant vector (corresponding to the largest eigenvector),
so is Axk. (In practice, it is a good idea to occasionally normalize again to compen-
sate for numerical errors). Since A is sparse, matrix multiplication is very cheap.
| 〈xk, Axk〉 then serves as lower bound on the second largest eigenvalue. With this
method, even matrices of size n = 50.000 do not pose a serious challenge.
2.4. AConcluding Question. It would be quite interesting to understand whether
the Expander Test can be extended: are there other ways of naturally associating
graphs to sequences of numbers such that randomness in the sequence is being
reflected in reasonable expansion properties?
3. Examples
Throughout this section, we will use the notation λ(Gn) to denote the second largest
eigenvalue of the Graph computed using the first n elements of the sequence. Since
all our examples here are integer-valued and our construction requires the numbers
to be distinct, we add a tiny random variable to each element in the sequence (this
corresponds to fixing a random order on the occurence of random elements) – since
this can only increase randomness, it is a valid procedure.
3.1. Lehmer’s original example. Lehmer’s [21] sequence is considered the earli-
est (1949) published method for generating pseudorandom numbers. It is given by
x1 = 47594118 (’chosen at random from a wastepaper basket of punched cards’)
xn+1 = 23 · xn mod 108 + 1.
The sequence is considered to be somewhat reasonable Knuth [16] records it as
passing χ−square tests without difficulty. However, it is also understood that the
multiplier 23 is somewhat small. Running our statistical tests on the graph arising
7from the first 500 elements, we already obtain λ(G500) = 3.54. This gets worse as
the number of elements increases, for example λ(G2000) = 3.55 and λ(G5000) = 3.57.
These numbers strongly indicate that the sequence is not truly random.
3.2. Examples suggested by Park-Miller [35]. Lehmer’s example is represen-
tative of a larger group of random number generators of the type
xn+1 = a · xn + c mod m.
For these examples, one has to be careful in choosing appropriate a, c,m, this is
discussed at great length in Knuth [16]. Park & Miller [35] collect a number of
examples from the literature where proposed parameters do not result in suitable
sequences (i.e. failing various statistical tests). One such sequence is
xn+1 = 20403 · xn mod 215.
The period of this sequence is rather short (only 213 ∼ 8192). However, we see
problems much earlier since λ(G1000) = 3.471, λ(G2000) = 3.48, λ(G3000) = 3.496
and λ(G5000) = 3.533. While the first two values are somewhat acceptable, the
others are outside what one would consider reasonable. Another example is a
sequence proposed in a variety of textbooks ‘and is now something of an emerging
standard in the undergraduate computer science textbook market’ [35]. It reads
xn+1 = 25173 · xn + 13840 mod 216.
We see that λ(G5000) = 3.58, easily dismissing the sequence as not random. We
continue with an example that was implemented as the random number generator
in the programming language Turbo Pascal
xn+1 = 129 · xn + 907633385 mod 232.
We observe λ(G5000) = 3.508 and λ(G10000) = 3.52 which easily dismisses the
sequence. Rotenberg [39] suggested to use
xn+1 = (2
7 + 1) · xn + 1 mod 235.
Knuth [16] refers to this sequence as ‘borderline’ with regards to its behavior under
the χ2−test. It fails our test dramatically since λ(G5000) = 3.54. All the examples
above tend to emulate uniform distribution; this is not necessary for our test – we
care only about whether they come from some distribution in an i.i.d. fashion. A
simple example is the logistic map, we pick x1 = 0.3 and xn+1 = 3.98xn(1−xn). We
observe λ(G100) = 3.75, this is clearly (and unsurprisingly) not an i.i.d. sequence.
3.3. Some ‘good’ examples. We now discuss some sequences that perform quite
well. Knuth [16] discusses the ‘satisfactory’ example (with regards to the χ2−test)
x1 = 0
xn+1 = 3141592653 · xn + 2718281829 mod 235
We compute λ(G10000) = 3.465 and λ(G20000) = 3.463 showing that it indeed
behaves quite well with regards to our test. Lewis, Goodman & Miller [22] propose
xn+1 = xn · 16807 mod 2147483647
which Park & Miller [35] describe as a good minimal standard. We compute
λ(G20000) = 3.463. L’Ecuyer [20] proposes
xn+1 = xn · 40692 mod (231 − 249),
8we observe λ(G20000) = 3.461. Knuth [16] mentions a method proposed by R.
Coveyou which is known to have long periods
x1 mod 4 = 2
xn+1 = xn(xn + 1) mod 2
e
We run this method with x1 = 1234 and e = 32. We find that λ(G10000) = 3.462.
We conclude with the lagged Fibonacci sequence (see e.g. Knuth [16]) which is
initialized with 56 integers and then given by
xn = xn−24 + xn−55 mod 2k.
It is known to have period 2k−1(255−1). We found the sequence to uniformly yield
good values; this agrees with Marsaglia [30] who noted that the sequence passes a
large number of tests.
Acknowledgments. The author is grateful to Noah Kravitz for helpful conversa-
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