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Structural characterization of proteins is essential for understanding life processes at the 
molecular level. However, only a fraction of known proteins have experimentally 
determined structures. That fraction is even smaller for protein-protein complexes. Thus, 
structural modeling of protein-protein interactions (docking) primarily has to rely on 
modeled structures of the individual proteins, which typically are less accurate than the 
experimentally determined ones. Such "double" modeling is the Grand Challenge of 
structural reconstruction of interactome. Yet it remains so far largely untested in a 
systematic way. This work presents development of comprehensive docking benchmark 
sets of protein models, and systematic validation of state-of-the-art docking methodologies 
on these sets. Thorough analysis of template-based and template-free docking performance 
reveals that even highly inaccurate protein models yield meaningful docking predictions. 
The results show that the existing docking methodologies can be successfully applied to 
protein models with a broad range of structural accuracy; the template-based docking is 
much less sensitive to inaccuracies of protein models than the free docking; and docking 
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Chapter 1  
Introduction 
1.1 Protein interactome 
Protein-protein interactions (PPI) drive many cellular processes. Structural 
characterization of PPI is important for better understanding of these processes and for our 
ability to manipulate them. Genome sequencing has determined a massive amount of 
protein sequences. At the same time, the number of corresponding 3D structures is far 
lagging, due to the limitations of the experimental techniques for protein structure 
determination. This gap is supposed to be bridged by computational approaches, using 
experimentally determined structures as templates to model related proteins. Analysis of 
the rapidly growing Protein Data Bank (PDB) suggests that the protein structure space is 
continuous and close to complete, which provides an opportunity to model a large part of 
the "protein universe" (1-3). 
When it comes to protein interactions, high-throughput experimental techniques 
(two-hybrid analysis, mass spectrometry, etc.) provide data for recreating interaction 
networks (interactomes) for many organisms and/or biochemical pathways. To understand 
the mechanisms of these interactions, it is essential to have the structures of the protein-
protein complexes. However, the fraction of experimentally determined PPI structures is 
even smaller than that of the individual proteins, due to the massive amount of protein 
interactions that is significantly larger than the number of individual proteins, and a much 
greater difficulty of crystallizing protein-protein complexes. Experimental techniques for 
structure determination of PPI have limited capabilities. The X-ray crystallography, the 
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major source of today's knowledge on atomic-level structures of PPI, accounts only for 
26% of known PPI in E. coli and 6.7% in human (4). Thus, the structure of most known 
protein interactions has to be determined by computational methods for PPI modeling 
(protein docking) (5). 
1.2 Computational methods for structural modeling of PPI 
Current computational methods for structural modeling of PPI (docking) generally belong 
to two major categories: (a) free (or ab initio) docking, where relative positions of the two 
proteins are systematically sampled and, generally, no information other than the structure 
of the two proteins, is assumed to be known a priori; and (b) template-based docking, 
where the prediction is made according to sequence or structure similarity of the target 
proteins to the ones in co-crystallized complexes (6-9). 
1.2.1 Template-free approach 
Docking historically started with the ab initio methods based on physical potentials 
(primarily, van der Waals interactions (10)). In a vast class of template-free docking 
methods (11) initial sampling of the conformational space is done by correlation 
techniques, where both proteins are projected onto a spatial grid and their shape 
complementarity is rapidly evaluated using Fast Fourier Transformation (FFT) (12). In this 
approach, protein structures are treated as rigid bodies. This basic docking algorithm (12) 
is currently increasingly supplemented by knowledge-based approaches (e.g. statistical 
potentials (13, 14), constraints-driven docking (15), etc.). Most of the existing free-docking 
servers (PIPER (13), HADDOCK (15), GRAMM-X (16), ZDOCK (17), etc.) employ 
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constraint-based ab initio approach and have an established record of successful practical 
applications. However, despite this success, free docking methods have serious limitations, 
mostly due to the large size of the search space and structural flexibility upon the complex 
formation. 
1.2.2 Template-based docking 
Following a long-standing pattern in individual protein structure prediction, PPI modeling 
is increasingly employing template-based methods. Several groups (18-21) working on 
sequence-similarity based PPI modeling have concluded that this methodology yields 
accurate PPI models, given suitable templates. Currently available experimental PPI 
structures provide sequence-based templates for ~ 15% of all known PPI (22). The template 
pool for PPI modeling can be significantly expanded (up to additional 45% for some 
interactomes) by exploiting structural similarity between protein complexes (4). In 
particular, it has been shown that valid templates for PPI modeling by structure alignment 
can be found for almost all known PPI that involve proteins for which the structure is 
known or can be built by homology (templates are available for the homology modeling of 
a significant part of the individual proteins (1)). Proteins with dissimilar sequences and 
function can bind in a similar way (23-26) and the structure similarity was exploited in 
detection of active sites for small ligands (see reviews (27, 28) and references therein), 
protein-protein binding sites (24, 26, 29, 30), druggable hot spots in PPI interfaces (31), 
and in predicting the fact of protein interactions (26, 32, 33). Currently, the structural 
similarity methodology for PPI modeling is becoming increasingly popular (5). 
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1.2.3 Accounting for conformational changes upon complex formation 
A serious obstacle to the docking of protein structures is the conformational changes upon 
complex formation (34). Whereas the ultra-low resolution docking may be applicable to 
cases with large inaccuracies (35), the problem is explicitly addressed by docking methods 
that allow structure flexibility (36). Rigid-body moves with side-chains repacking is 
sufficient if proteins undergo moderate conformational changes upon binding (37-39). For 
difficult targets, backbone flexibility can be accounted for by low-frequency normal mode 
analysis (40-43), backbone perturbations using the fold-tree-based method (44), and semi 
flexible refinement of interface residues in torsion angle space followed by Cartesian 
dynamics refinement in explicit solvent (45). 
1.3 Benchmarking of docking algorithms 
1.3.1 CAPRI experiment 
The ability of protein docking methods to predict the structure of a protein–protein complex 
has been regularly assessed since 2001 in the community-wide experiment on Critical 
Assessment of Predicted Interactions, CAPRI (46). Originally, the participating groups 
performed blind structure predictions for protein–protein complexes given the structure of 
the component proteins in the unbound form. CAPRI assessors compare the submitted 
predictions to the unpublished X-ray structures of the complexes, offering an objective 
evaluation of the existing docking approaches. In recent CAPRI rounds the participants 
were not always provided with the experimental structures of the interacting proteins but 
were increasingly asked to model the component proteins prior to the docking. This 
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experience has already shown that in many cases the models of individual proteins provide 
sufficient structural details for successful docking predictions (47) even in the “twilight 
zone” of sequence similarity (48).  
1.3.1 Docking benchmarks 
To facilitate the development of protein docking algorithms specialized benchmarks of 
protein-protein complexes have been developed (49-52). Such benchmarks are composed 
of docking test cases, for which the structures of the complex and of both unbound 
components are available in PDB. Special care is usually taken to make the benchmarks 
non-redundant and to include non-obligate interactions only. Testing of docking algorithms 
on these sets shows their performance in bound or, which is more realistic, unbound 
docking. Latest docking benchmarks include several hundred complexes of different types 
(51, 52) and provide a common ground for systematic analysis and comparison of existing 
docking algorithms. 
1.4 Scope and outline of the dissertation 
The current research on structural characterization of PPI networks suggests the wide use 
of protein models, as opposed to their experimentally determined structures. The 
implication for docking is that it has to be applicable to protein models of limited accuracy. 
Inevitably, there is a widespread skepticism about the validity of such “double modeling.” 
Therefore, comprehensive benchmark studies on specialized sets of modeled structures are 
needed to reveal the applicability of docking techniques to protein models, and to pave the 
way for further advancement of protein-protein docking methodologies. 
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The primary scope of this work is revealing the predictive power of state-of-the-art 
docking approaches applied to modeled protein structures. Chapters 2 and 3 present two 
unique benchmark sets of protein models specifically developed to provide a framework 
for testing the tolerance limits of current template-free and template-based docking 
algorithms to local structural inaccuracies in the target proteins. Chapter 4 advances the 
template-based docking approach developed previously in our lab (4, 53) by a carefully 
curated non-redundant library of templates. In Chapter 5, the updated template-based 
protocol, along with the template-free docking approach (35), are systematically tested on 
the above benchmarks, showing that the existing docking methodologies are applicable to 
protein models, even in case of low protein structure accuracy. Chapter 6 investigates an 
important problem of quality of the rigid-body docking prediction. It shows that although 
the template-based docking, unlike the free docking, is not based on the surface 
complementarity paradigm, the resulting steric clashes are similar to those in the free 
docking, due to the generally higher quality of predictions, and thus potentially can be 
refined by similar protocols. 
Chapter 2 is a reprint of Anishchenko I, Kundrotas PJ, Tuzikov AV, Vakser IA. 
Protein models: The Grand Challenge of protein docking. Proteins. 2014; 82: 278–287. 
Supporting information for this Chapter is in Appendix A.  
Chapter 3 is a reprint of Anishchenko I, Kundrotas PJ, Tuzikov AV, Vakser IA. 
Protein models docking benchmark 2. Proteins. 2015; 83: 891–897. Supporting 
information for this Chapter is in Appendix B. 
Chapter 4 is a reprint of Anishchenko I, Kundrotas PJ, Tuzikov AV, Vakser IA. 
Structural templates for comparative protein docking. Proteins. 2015;83:1563–1570. 
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Chapter 5 is a reprint of Anishchenko I, Kundrotas PJ, Vakser IA. Modeling 
complexes of modeled proteins. 2016. Submitted. Supporting information for this Chapter 
is in Appendix C. 
Chapter 6 is a reprint of Anishchenko I, Kundrotas PJ, Vakser IA. Structural quality 
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Genome sequencing efforts have determined a massive amount of protein sequences. At 
the same time, the number of corresponding 3D structures is far lagging, due to the 
limitations of the experimental techniques for protein structure determination. This gap is 
supposed to be bridged by computational approaches, using experimentally determined 
structures as templates to model related proteins. The rapidly growing PDB provides an 
opportunity to model a large part of the ‘protein universe’ (1-3). When it comes to protein-
protein interactions (PPI), high-throughput experimental techniques (two-hybrid analysis, 
mass spectroscopy, etc.) provide data for recreating interaction networks for many 
organisms and/or biochemical pathways. To understand the mechanisms of these 
interactions, it is essential to have the structures of the protein-protein complexes. 
However, the fraction of experimentally determined PPI structures is even smaller than that 
for the individual proteins, due to a larger number of interactions than the number of 
individual proteins, and a greater difficulty of crystallizing protein-protein complexes.  
Computational methods for structural modeling of PPI (docking) historically started 
with ab initio methods based on physical potentials (primarily, van der Waals interactions 
(10)), currently increasingly supplemented by knowledge-based approaches (e.g. statistical 
potentials (13, 14), constraints-driven docking (15), etc.). Following a long-standing 
pattern in individual protein structure prediction, PPI modeling is increasingly employing 
template-based methods. Efforts of several groups (18-21) working on sequence-similarity 
based PPI modeling have concluded that this methodology yields accurate PPI models, 
given suitable templates. The template pool for PPI modeling can be significantly expanded 
by exploiting structural similarity between protein complexes (4). The structural similarity 
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methodology for PPI modeling is becoming increasingly popular (5). 
These efforts have paved the way to large-scale structural PPI modeling (5). 
However, the majority of structures to be docked in such studies will themselves be models 
of limited accuracy. Thus, to directly address the widespread skepticism about the 
meaningfulness of such ‘double modeling,’ comprehensive benchmark studies on a 
carefully selected set of model structures are needed (5). Sets of protein models (‘decoys’) 
are used in structural studies of individual proteins (54, 55) and small ligand-receptor 
interactions (56). However, the existing protein-protein benchmark sets (57, 58), are 
restricted to the X-ray structures, which are generally not representative of the potentially 
limited accuracy of protein models. 
In our previous study on the applicability of low-resolution template-free protein-
protein docking to modeled structures (59), a representative nonredundant set of 
cocrystallized protein-protein complexes was used to build an array of models of each 
protein in the set. A procedure was developed to generate the models with RMSD of 1, 2, 
3, …, 10 Å from the crystal structure, by repacking of the secondary structure elements. 
Because of the limited availability of the templates for individual proteins, such templates 
were not utilized in the procedure. Thus, the resulting ‘simulated models’ of the proteins, 
while reflecting the general structural accuracy of the homology models, were not 
necessarily structurally similar to those. 
A much greater current availability of the templates provides an opportunity to 
generate a new benchmark set of models, explicitly utilizing the actual homology models 
of the proteins, and thus providing a more adequate benchmarking resource. This article 
presents a set of structures with several levels of controlled inaccuracy, which mimic high-
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throughput homology models. The distortions are 1, 2, …, 6 Å Cα RMSD from the X-ray 
structures of proteins in the DOCKGROUND benchmark set (49, 57). The models were 
generated by a combination of homology modeling (HM), simulated annealing (SA), and 
Nudged Elastic Band (NEB) method (60, 61). The sets and the accompanying data provide 
a comprehensive resource for the development of docking methodology for modeled 
proteins. 
2.2 Methods 
The set of complexes is a tool for benchmarking the performance of docking procedures 
on protein models. Docking programs take the 3D structures of two separate proteins as an 
input and predict the structure of their complex. To evaluate the prediction, the structure of 
the correct (X-ray) complex should be available. Thus, the benchmark set consists of 
models of the individual proteins (not models of complexes) generated from the 
corresponding structures in co-crystallized complexes. The binary complexes from 
DOCKGROUND were split into two chains, and models were built independently for each of 
the monomers. 
From the initial set of 100 protein complexes (DOCKGROUND benchmark 3) we 
excluded 37 complexes with multi-chain interactors. Six models were built for each of the 
remaining 126 single proteins (63 complexes) within the pre-set accuracy limits (±0.2 Å 
from 1, 2, …, 6 Å), resulting in 126 x 6 = 756 models in the final set. Our previous study 
indicated that proteins with RMSD > 6 Å, typically, to a significant extent lose structural 




Each protein sequence in the dataset was first subjected to single-template homology 
modeling procedure with the corresponding native structure excluded from the template 
pool. Templates for the homology models were identified by aligning profile of the target 
sequence against profiles of all non-redundant sequences in PDB using Needleman-
Wunsch dynamic programing algorithm (62) with affine gap penalty (63) as implemented 
in our in-house program (21). Sequence profiles were extracted from position-specific 
scoring matrices obtained by 5-iteration PSI-BLAST (64) search against non-redundant 
sequence database with the substitution matrix BLOSUM62 (65). Alignments of identical 
sequences from the same organism were excluded from consideration. The model 
structures were built by the NEST program from JACKAL package (66) with default 
parameters. Assignment of proteins’ secondary structures was by DSSP (67). The HM 
resulted in ~10,000 full-length models, out of which 290 satisfied our accuracy criteria 
(38% of the intended 756 structures in the model set). 
The remaining 466 models were generated using NEB method (60, 61), in which a 
low-energy pathway between two protein conformations is approximated by a series of 
images of the molecule, with the endpoint images fixed in space. All atoms of each image 
are connected to the corresponding atoms of the previous and next images by virtual elastic 
‘springs’ that keep the image from sliding down the energy landscape onto adjacent images. 
The NEB pathway was represented by 16 images including endpoints. The first 8 frames 
were copies of the starting point, whereas the last 8 were copies of the end structure. 
Pathway minimization by a combination of heating and equilibration, as in SA, but applied 
to the entire multi-image system, generated structures with RMSD between the end-point 
RMSD values. The procedure started with heating of the system from 0 to 300 K within 
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20 ps with the spring constant between images kNEB = 1 kcal/mol (stage 1). To increase the 
linkage between images, three short (10 ps) molecular dynamics runs were performed with 
kNEB = 5, 10 and 50 kcal/mol (stage 2), and the last value was used during all subsequent 
steps. The system was then heated from 300 to 400 K, and from 400 to 500 K and then 
cooled from 500 to 300 K (stage 3). Each heating and cooling run was conducted within 
50 ps interval and followed by 50 ps molecular dynamics equilibration run. Finally, the 
system was cooled from 300 to 0 K within 12 ps (stage 4). Langevin thermostat with 
collision frequency 1000 ps-1 was used for temperature coupling in all NEB calculations, 
and a simple leapfrog integrator was exploited to propagate the dynamics. The generalized 
Born implicit solvent model (68) was used in all computations. The non-bonded cut-off 
distance was set at 12 Å. During initial heating and simulated annealing stages in 300 – 
500 K temperature range the time step of 0.5 fs was utilized; otherwise 1.0 fs value was 
chosen. The NEB calculations were performed by the program sander.MPI from the Amber 
10 package (69) with Amber ff03 force-field (70).  
The models with RMSD within the set limits were selected for further consideration. 
Otherwise the NEB procedure was repeated with new end-points selected from the 
intermediate structures of the previous trajectory. As the starting point of the NEB 
trajectory, we used the homology model with the closest RMSD below the intended 
accuracy level, or the native structure of the protein. For the final point of the NEB 
trajectory, we chose the homology model with the closest RMSD above the intended 
accuracy level. If such model was not available, the structure was generated by SA from 
the starting-point homology model (this was the case for 55 monomers in our dataset). We 
did not use just SA for model generation because the absence of the NEB ‘springs’ makes 
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it difficult to control the distortion level of the final structure, and also causes considerable 
distortions of the secondary structure elements at high annealing temperatures. 
2.3 Results and discussion 
The outline of the procedure is shown in Figure 2-1 for 2hle, chain A. The initial HM 
yielded two models. The first one (with 2.98 Å RMSD) was built using chain A of 1kgy 
with sequence identity 43.1%. The template for the second model (with 4.99 Å RMSD) 
was chain A of 1nuk with 42.6% sequence identity. The remaining four models were 
generated by three NEB runs. The start and the end points of the first NEB trajectory were 
the X-ray structure and the homology model with 2.98 Å RMSD, correspondingly. This 
NEB run yielded models with 0.90 and 1.95 Å RMSD. The starting point for the second 
NEB trajectory was the homology model with 3.51 Å RMSD built using chain B of 1shw 
(sequence identity 42.5%). The final trajectory point was the 4.99 Å model. This run 
yielded the model with 4.04 Å RMSD. The third NEB run had 4.99 Å model, as the starting 
point. The end point (7.50 Å RMSD) was generated from this model by SA with the 
annealing temperature 500 K and heating, equilibration and cooling times 100, 300 and 
100 ps, correspondingly. The run produced the model with 6.02 Å RMSD. As seen in 
Figure 2-1, all models have β-strands and a globular structure, characteristic to the native 
structure. The 6 Å model has most of the strands with the dihedral angles twisted out of the 
exact β-strand range and thus displayed as loops. Free terminal fragment, observed in the 
native structure (Figure 2-1), gradually disappears with increasing distortion. Such 
fragments may introduce a bias for shape-complementarity-based docking procedures, and 





Figure 2-1: Model-generating procedure. Models for 2hle, chain A, are generated by the Nudged 
Elastic Band technique (NEB), homology modeling (HM), and simulated annealing (SA). The base 
structures (green) are used for building the final models (blue). For homology models, the templates 
are shown in parentheses, along with the corresponding Cα RMSD values. Solid arrows show the 
path obtained by the NEB procedure connecting two fixed end-points with the intermediate 
structures at intended accuracy levels. 
2.3.1 Assessment of models 
Protein models may have inaccuracies, in principle, anywhere in the structure. Thus, to 
avoid bias in docking benchmarking, models should have distortions distributed along the 
polypeptide chain. Thus, we considered distribution of distances between Cα atoms of 
corresponding residues in the model and the native structure, as shown in Figure 2-2 for 
the chain A of 1r8s. This protein has significant conformational change upon binding, such 
that the secondary structure patterns in bound and unbound states are different (Figure 
2-2C). The interface consists of residues 28 through 68 (the residue numbers are from the 
bound structures) and contains a double-stranded β-sheet and an α-helix (Figure 2-2A). 





Figure 2-2: Assessment of model quality. (A) 1 Å and 6 Å models of 1r8s, chain A, are shown with 
the native structure, along with (B) distributions of Cα–Cα distances between the native and the 
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model structures. (C) Secondary structure patterns of bound (1r8s, chain A) and unbound (1rrf, 
chain A) states, along with the sequence alignments of 1 Å and 6 Å models with their corresponding 
templates, show α-helices in cyan and β-strands in orange. Residues in the SEQRES section of the 
PDB files, which are missing in the ATOM section, are in gray. The interface is shown by the mesh 
surface in the native 3D structure (A), by the shaded regions (B) and by transparent boxes in the 
alignments (C). 
unbound protein, this loop is assembled in a β-strand forming a β-sheet with two 
neighboring interface β-strands (residues 36 – 40 and 45 – 50). The short interface α-helix 
(residues 58 – 64), visible in the bound structure, becomes a loop in the unbound structure. 
The identified templates resembled mostly the unbound protein and, consequently, the 
resulting homology models were primarily distorted in the interface area, as can be seen in 
the 6 Å model in Figure 2-2A (shadowed areas in Figure 2-2B). The peak in the Cα–Cα 
diagram for this model, between residues 120 – 140, is caused by insertions and deletions 
in the alignment with the template (chain C of 1a2k; Figure 2-2C). Out of 46 homology 
models in the 6 ± 0.2 Å RMSD range, only three were considered for the final set. The 
other 43 models were rejected after visual inspection of superimposed models and the 
native structure within the complex. The interface loop in these models either had 
substantial clashes with the partner protein or deviated from the X-ray structure such that 
it did not enter the binding site. The final selected model has RMSD 6.01 Å, the closest 
one to 6 Å. 
The binding site distortion (albeit a smaller one) is also observed in the 1 Å model, 
which was obtained from the NEB trajectory with the native X-ray structure and 3.13 Å 
homology model as the start and the end points, respectively. Both peaks in the Cα–Cα 
distance distribution (left hand panel in Figure 2-2B) for this model are caused by 
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crystallographically unresolved regions in the template 2h16 (gray regions in Figure 
2-2C), which caused these parts of the model to be built ab initio (and thus with lower 
accuracy). 
The peaks in the Cα distance distributions, corresponding to non-aligned residues, 
were observed in all models. Such relatively big local distortions are characteristic in 
homology models and cannot be completely avoided. On the other hand, it was shown 
previously that due to the stronger conservation of protein-protein binding sites, alignments 
of the interface sequence fragments tend to contain fewer gaps compared to the rest of 
alignments (71). Thus, for further consideration we chose models with the least pronounced 
peaks and, thus, the lowest level of distortion in the binding region. Finally, all candidate 
models were visually inspected to exclude those with large distorted parts, corresponding 
to structural segments built ab initio, due to big alignment gaps, or structural defects in the 
template PDB files. 
In the majority of cases, to build the low-energy path between two protein 
conformations, homology models of the same protein were used as the endpoints for NEB. 
The intermediate NEB structures should inevitably reproduce (some) structural properties 
of the endpoints. However, we realize that such correspondence is not strict and may 
depend on the similarity between the endpoints. In this sense, NEB models are not exactly 
homology models but “homology-like” models.  
In our analysis, we investigated the effect of potentially mis-charged residues on the 
structure deformations in our models. Our benchmark set has to contain plausible (typical) 
homology-like models, but not necessarily high-quality ones. The initial set of models was 
obtained by single-template HM using NEST to mimic high-throughput real-case scenario. 
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The program uses the default parameters and does not allow user control of the charge state 
of individual residues. The inaccuracies in conformations of individual residues obtained 
by NEST should follow those inherent in homology models. However, this may not hold 
for the NEB models. Comparison of Cα deviations in homology and NEB structures (see 
6 Å models in Figure A-1A) showed that the histidines in NEB models are on average 
more distorted than in homology models. This difference is statistically significant 
according to two-sample Kolmogorov-Smirnov (K-S) test at 95% confidence level. 
However, such analysis cannot unambiguously answer the question whether these 
differences are caused by improperly set charges or the modeling procedure itself. To better 
understand the results for histidines, we performed the same analysis for the other 19 amino 
acids. In most cases (92.5%) the K-S test showed statistically significant differences 
between homology and NEB models (Figure A-1B). At the same time, the distortions in 
histidines were similar to the average distortions in all other types of residues in NEB 
models (6 Å models are shown in Figure A-2), confirmed by the K-S test. Thus, the 
modeling procedure itself (NEB) is likely the main source of the distortions. 
All models were also evaluated based on Cα RMSD values for the interface residues 
alone (Figure 2-3). The interface residues in each of the 126 proteins in the set were 
extracted at 6 Å cut-off from the corresponding X-ray structures of the complexes, and 
superimposed with the equivalent residues in the models. The results in Figure 2-3 show 
that distortions at the interfaces are smaller than in full structures, although variations in 
RMSD are high. The correlation coefficient between Cα RMSD of the entire structure and 






Figure 2-3: Cα RMSD of the entire structure vs. interface. 
Current modeling approaches are assessed in the Critical Assessment of Structure 
Prediction (CASP) (72). To show that our final models are similar to those that could be 
obtained in real-case scenario, we compared our models with the latest CASP results in 
terms of correlation between overall RMSD and the global distance test GDT_TS score 
(73) (the score is a major criterion in CASP for accessing model quality). The GDT 
algorithm reflects both local and global structural distortions by several superimpositions 
with different cut-off values. At each cutoff, the procedure finds superimposition that 
maximizes the number of Cα–Cα pairs within the cutoff. If some distortions are tolerated at 
large cutoffs, they should still appear at smaller ones. The similarity of correlation for both 
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datasets (Figure 2-4) indicates appropriateness of our procedures for generating structures 
resembling the real-case scenario protein models. The data in Figure 2-4 also show that 
each RMSD range contains models of different quality (wide distribution of GDT_TS 
scores) pointing to the overall representativeness of the set. More even distributions of Cα–




Figure 2-4: Comparison of the quality of the distorted protein structures with CASP predictions. 
CASP server predictions are in orange and human predictions are in gray. Models built in this study 
are in red (homology) and blue (NEB). 
2.3.2 Web interface 
The benchmark set of protein models for 63 binary complexes is available within the 
DOCKGROUND resource at http://dockground.bioinformatics.ku.edu/MODEL/request.php 





Figure 2-5: Web interface for the benchmark set of protein models. 
complexes, followed by six columns with exact RMSD values for the generated models, 
along with checkboxes to select the models for customized download. Cells are colored 
according to the model type: orange for the homology models and green for the NEB 
models. An option to select all six models for a particular protein chain is provided in the 
last column. The 'download all models' box downloads the entire benchmark set. The 
selected models are downloaded as a single ZIP file containing PDB files of the models. 
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The ATOM section of the model files contains only residues in the initial X-ray structure, 
but the entire sequence of the chain is included in the SEQRES section. Brief information 
on the model (the model type, HM or NEB, RMSD and GDT_TS values, templates for 
homology models or end-points for the NEB trajectory) is in the REMARK section. 
If the box 'include description in download' is checked, each PDB file is 
accompanied by a PDF file with a detailed description of the model. The PDF file includes 
a description of proteins used as templates for modeling as well as extensive data on the 
results of the model analysis. The file (example in Figure 2-6) contains images of 
superimposed native X-ray and modeled structures, information on the model type (HM or 
NEB), RMSD and GDT_TS values, data on the initial X-ray structure and the template 
used for homology modeling, target/template sequence alignment, secondary structure 
elements, start and end points for the low-energy path in NEB models, Cα–Cα distances for 
superimposed native and model structures, distribution of Cα–Cα distances for 
superimposed structures along the protein sequence, BLOSUM62 values for the amino acid 
sequence of the model, graphical representation of the secondary structure elements 
distribution along the protein sequence, distribution of Cα–Cα distances for superimposed 
native and model structures in projections onto the principal axes of the molecule, visual 





Figure 2-6: Information on the complex from the accompanying downloadable file. The 4 Å 
homology model of 1ku6, chain B, is characterized by: (1) images of the superimposed native X-
ray and modeled structures; (2) information on the model type (HM or NEB), RMSD and GDT_TS 
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values; data on the initial X-ray structure (3) and the template (4) used in homology modeling, both 
retrieved from PDB; (5) target/template sequence alignment; (6) secondary structure elements in 
the model structure as defined by DSSP (in sections 4 – 6, PDF files for NEB models contain 
information on both proteins, which were used as start and end points of the low-energy path); (7) 
histogram of Cα–Cα distances for superimposed native (X-ray) and modeled structures; (8) 
distribution of Cα–Cα distances for superimposed structures along the protein sequence; (9, 11) 
BLOSUM62 values for the amino acid sequence of the model from the alignment (5) (sections 9, 
11 are provided for HM models only); (10) graphical representation of the secondary structure 
elements distribution (6) along the protein sequence; (12) distribution of Cα–Cα distances for 
superimposed native and model structures along the protein sequence (8) in projections onto the 
principal axes of the molecule; (13-15) visual representation of the GDT_TS test results; (16) 
location of the interface residues within the protein sequence 
2.4 Conclusions and future directions 
The docking approaches often have to rely on modeled rather than experimentally-
determined structures of the interactors. Structures of modeled proteins are typically less 
accurate than the ones determined by X-ray crystallography or NMR. Thus the utility of 
approaches to dock these structures should be assessed by thorough benchmarking 
specifically designed for protein models. To be credible, such benchmarking has to be 
based on carefully curated sets of structures with levels of distortion typical for the modeled 
proteins. This paper presents such a suite of models based on the benchmark set of the X-
ray structures from the DOCKGROUND resource (http://dockground.bioinformatics.ku.edu) 
by a combination of homology modeling and Nudged Elastic Band method. For each 
monomer, six models were generated with pre-defined Cα RMSD from the native structure 
(1, 2, … , 6 Å). The sets and the accompanying data provide a comprehensive resource for 
the development of docking methodology for modeled proteins. 
Our future research will focus on two major directions. First, a larger, more 
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representative set of protein models, based on the bound DOCKGROUND benchmark will 
consist of several hundreds of protein-protein complexes, with corresponding arrays of 
models, as opposed to 63 in the current set, which is based on the much smaller 
DOCKGROUND unbound benchmark. We will also explore alternative methods for model 
generation (e.g. threading combined with refinement trajectories), which may potentially 
provide a larger percentage of actual models, and decrease or eliminate the fraction of the 
artificially generated intermediate distorted structures. Second, we will systematically 
benchmark the template free and template based docking methods to determine their 
applicability to modeled proteins of various accuracies. The results obtained on the smaller 
set presented in this paper will allow comparison of the models docking to the docking of 
unbound X-ray structures (traditional benchmark of docking methodologies), whereas the 
results on the larger set will assure greater statistical significance. This will also facilitate 
the development of the docking approaches adequately accommodating the limited 
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Protein-protein interactions play a central role in life processes at the molecular level. The 
structural characterization of these interactions is essential for our ability to understand 
these processes and to utilize this knowledge in biology and medicine. Limitations of 
experimental techniques to determine the structure of protein-protein complexes leave the 
vast majority of these complexes to be determined by computational modeling. The 
modeling is also important for revealing the mechanisms of protein association. The 
protein-protein docking problem is one of the focal points of activity in computational 
structural biology. The three-dimensional structure of a protein-protein complex, generally, 
is more difficult to determine experimentally than the structure of an individual protein. 
Adequate computational techniques to model protein interactions are important because of 
the growing number of known protein structures, particularly in the context of structural 
genomics. The rapidly growing Protein Data Bank (PDB) provides templates for modeling 
of a large part of the proteome (1, 74), where individual proteins can be docked by 
template-free or template-based techniques (5, 6, 75-78).  
However, sensitivity of the docking methods to the inherent inaccuracies of protein 
models, as opposed to the experimentally determined high-resolution structures, remains 
largely untested, primarily due to the absence of appropriate benchmark set(s). Structures 
in such a set should have pre-defined inaccuracy levels and, at the same time, resemble 
actual protein models in terms of structural motifs/packing. The set should also be large 
enough to ensure statistical reliability of the benchmarking results. Traditionally, the 
existing protein-protein benchmark sets contained, only X-ray structures (49, 58). An 
earlier study on low-resolution free docking of protein models utilized simulated (not 
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actual) protein models – artificially distorted structures with limited similarity to homology 
models (59). 
Recently we presented a set of protein models (79) based on 63 binary protein-
protein complexes from the DOCKGROUND resource (49), which have experimentally 
resolved unbound structures for both interactors. This allowed comparison to the 
“classical” problem of docking unbound crystallographically determined structures. 
However, only 38% of structures in the dataset were true homology models and the rest 
was generated by the Nudged Elastic Band (NEB) algorithm (60, 61). In this article, we 
report a new, > 2.5 times larger set of protein models with six levels of accuracy. All 
structures were built by the I-TASSER modeling package (80, 81) without any additional 
procedure for generating intermediate structures. Thus, the new set contains a much larger 
number of complexes, all of them bona fide models, providing an objective, statistically 
significant benchmark for systematic testing protein-protein docking approaches on 
modeled structures. 
3.2 Methods 
3.2.1 Selection of X-ray structures 
We used the built-in engine of the DOCKGROUND resource (57) (available at 
http://dockground.bioinformatics.ku.edu) to generate the initial set of binary hetero 
complexes with moderate and high resolution (3.5 Å and better) crystallographically 
determined structures and a well-defined interface (≥ 250 Å2 of buried solvent accessible 
surface area per chain, and ≥ 10 interface residues in each chain). Redundancy was 
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removed by the sequence identity threshold of 30% between a pair of chains. Complexes 
with a protein containing < 3 secondary structure elements were excluded. For 
computational efficiency of the subsequent modeling, we also purged complexes with 
monomers of substantially different sizes. In addition to the computational aspect, the level 
of structural accuracy characterized by the full structure RMSD depends on the size of the 
protein: models of shorter proteins may be significantly more distorted in terms of the 
secondary structure content, whereas models of longer proteins may have significantly 
larger local deviations. Thus, we set the maximum ratio of the protein sizes to 3, eliminating 
~25% of structures from the pool of complexes (see Figure B-1). Finally, the set was 
visually inspected to remove complexes with coiled coil interfaces and those with 
interwoven chains. The cleaned set subjected to the modeling procedure contained 293 
binary complexes. 
3.2.2. Modeling procedure 
The flowchart of the protocol for the model generation is shown in Figure 3-1. Sequences 
extracted from SEQRES tag of the selected PDB files were submitted to the stand-alone I-
TASSER 1.0 suite of programs (80, 81). To ensure varying levels of model accuracy, the 
package was run several times with different cut-off values for the sequence identity 
between target and putative templates. We varied this parameter from 1 to 0.2 with 0.1 step 
plus the additional value of 0.25 introduced to diversify models built at sequence identity 
levels close to the threshold of homology detection (82). Even if the native structure was 





Figure 3-1: Flowchart of the model generating procedure. 
structural assembly (along with other high-ranked templates), and subsequent model 
refinement (see Ref. (80) for a detailed description of I-TASSER protocol). This introduced 
structural variations into the final models even at the cut-off value 1. 
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The first modeling stage produced on average ~ 104–105 intermediate Cα models 
per protein. These models were grouped based on their Cα residual mean square deviation 
(RMSD) to the native X-ray structure using RMSD window 0.05 Å starting from 0 Å. The 
structure with the lowest value of I-TASSER internal energy was selected as representative 
for each group. To obtain the final full-atom structures, the representative models were 
submitted to the ModRefiner program (part of the I-TASSER software suite) (83). The Cα 
RMSD between full-atom models and the native structures were re-calculated and the 
models within the RMSD intervals 1±0.2 Å, 2±0.2 Å, …, 6±0.2 Å were selected. If several 
models of the same protein had RMSD in the same interval, the model with the lowest 
energy, according to ModRefiner, was selected. The procedure generated 3266 models for 
the initial set (92.8 % of the total 293×6×2 intended models). The final benchmark set was 
compiled from the complexes with both proteins having models in all six RMSD intervals 
(165 complexes). 
3.2.3 Analysis of model structures 
The relative content of the secondary structure elements in a structure was calculated as 
the number of residues in α-helices and β-strands in a model divided by the corresponding 
number in the native structure. The secondary structure residues were identified by the 
DSSP program (67, 84). For the analysis of the interface accuracy, models where 
superimposed onto corresponding X-ray structures by minimizing all Cα RMSD (85, 86), 




3.3 Results and discussion 
The new benchmark is a significant and qualitative improvement over the previously 
released set 1 (79). It contains (a) a much larger number of complexes, which is important 
for a statistical significance of the benchmarking, and (b) all complexes in the set are true 
models, which is essential for the benchmarking authenticity. Based on the benchmark 
structures, we estimated the highest accuracy of the predicted complexes, according to 
CAPRI criteria. 
3.3.1 Comparison with the previous benchmark set 
Model benchmark 2 is significantly larger than benchmark 1. The set of models presented 
in this paper contains 165 complexes vs. 63 complexes in the previous set (79). Thus, the 
benchmarking results based on this set will be statistically more reliable (while the previous 
models set allows a direct comparison with the docking of unbound X-ray structures). The 
difference in the initial choice of complexes for the two sets (bound and unbound 
DOCKGROUND parts for the new and the old sets, respectively) caused a small overlap 
between the sets (only two complexes are shared by the sets: 1oph, chains A and B, and 
2a5t, chains A and B). Because of the difference in the final model selection, the models 
from the new set tend to have slightly smaller TM-scores when aligned to the 
corresponding X-ray structure, compared to the models from the previous set (Figure B-
2). In the previous set, preference was given to models with a more uniform distribution of 
distortions along the protein chain. Thus, more residues were involved in the alignment, 
resulting in higher TM-scores. No such filter was used to compile the new set, which is 
more adequate to the real case scenario of modeling/docking. 
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All structures in the new benchmark set are true models. After the first stage 
(Figure 3-1), the modeling protocol generated ~550 models on average per X-ray structure 
for each of the six RMSD bins. These models were statistically almost uniformly 
distributed over all accuracy levels. For each particular protein, however, structural 
diversity of the models depends heavily on the availability and the spectrum of the PDB 
templates for that protein. To build homology-like models for the RMSD values not 
covered by the template pool, in our previous study (79) we utilized NEB procedure (60, 
61). In terms of GDT_TS score (72, 73), the NEB models were similar to the models 
submitted to round IX of CASP (79). However, the analysis of the NEB structures 
(“simulated” models) revealed that their local characteristics (deviations of Cα coordinates 
in models from the X-ray structures) are different from those observed in the real models. 
Figure 3-2 shows distributions of the relative secondary structure content (see  
 
 
Figure 3-2: Relative content of the secondary structure elements in protein models of different 
accuracy. The plots for the old (A) and the new (B) sets show distribution of the number of residues 
in α-helices and β-strands in a model divided by the corresponding number in the native structure. 
The curves were smoothed using Savitzky-Golay method in the Origin 2015 software package. 
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3.2 Methods) for the models in the previous and the new sets. In the previous set (Figure 
3-2A), the distribution peak shifts to the left and the standard deviation increases with the 
increase of models' inaccuracy. This indicates the reduction of the secondary structure 
content. The 1 Å RMSD models are closest to the native structures (corresponding 
distribution has its maximum close to 1, with small standard deviation). The models from 
the new set (Figure 3-2B) have more consistent distributions, with less spread in both the 
averages and the standard deviations. A small shift of model distributions to the right from 
the X-ray distribution indicates that secondary structure elements in models tend to be 
longer than in the native X-ray structures. This is likely to be inherent to the I-TASSER 
algorithm, which by design puts an emphasis on the secondary structure elements during 
model refinement. Figure 3-3A shows an example: 6 Å RMSD models of 1oph, chain B 
generated by the NEB and I-TASSER. It clearly shows that the secondary structures are 
substantially distorted in the NEB model, whereas well preserved in the I-TASSER model. 
The secondary structure content of the I-TASSER model is also close to the native X-ray 
structure as demonstrated by the highlighted portions of the sequence alignments in Figure 
3-3B. We are not aware of any computational technique that can reliably simulate 
intermediate protein structures with real (e.g. homology, threading, etc.) model-like 
properties. Thus, we did not use any procedures to generate/simulate intermediate 
structures with set RMSD values between the I-TASSER decoys. Consequently, only the 
reduced number of 165 complexes, which have all six models for both proteins generated 





Figure 3-3: Comparison of X-ray, NEB and I-TASSER structures. Secondary structure content for 
the PDB entry 1oph, chain B; α-helices and β-strands are in cyan and red, respectively. The 
interface is shown by gray surface (A) and dots (B). The secondary structure is substantially 
distorted in the NEB model, whereas well preserved and close to the X-ray structure in the I-
TASSER model. 
3.3.2 Accuracy limits for the docking predictions 
Although the majority of models preserve their global fold (TM-scores to X-ray > 0.5), 
their local structural distortion can be substantial. For 42% of modeled structures, RMSD 
of the interface residues is larger than the RMSD of the entire structure. At the same time, 
for approximately the same number of models, interfaces are far more accurate than the 
entire model (Figure 3-4). Also, average interface RMSD (open circles in Figure 3-4) 
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resemble very closely all Cα RMSD, indicating that, on average, interfaces are as distorted 
as the full structure. Interface RMSD values calculated from the alignments generated by 
TM-score (87) were very similar to the ones in Figure 3-4 (data not shown). 
 
 
Figure 3-4: Correlation of interface and full structure accuracy of the protein models. The y=x 
line is for reference. Open circles are average interface RMSD of all models at each level of full 
structure accuracy. 
These local structural variations limit the accuracy of docking. To qualitatively 
estimate that limit, we superimposed two models of the complex monomers (for simplicity, 
we used pair of the models with the same model-to-native RMSD) onto corresponding X-
ray structures, by minimizing Cα–Cα RMSD (85, 86) (henceforth referred to as “ideal” 
model complexes). Thus, for each X-ray complex in the set we obtained six model 
structures, the quality of which was further assessed by CAPRI criteria (36) (except 
clashes). The vast majority of complexes built with models of ≤ 4 Å RMSD are of high 






Figure 3-5: Quality of model-model complexes according to CAPRI criteria. 
category. Models of lower accuracy produce complexes predominantly of acceptable 
accuracy (82 and 141 for 5 and 6 Å RMSD, respectively). Only 12 (5 Å models) and 20 
(6 Å models) complexes were incorrect, mainly due to the rearrangement in packing of the 
interface loop(s), which leads to the distortion of the native contacts (the fraction of 
correctly predicted contacts drops below 10% in the incorrect models) although ligand 
RMSD remains < 10 Å (or interface RMSD < 4 Å). The results (Figure 3-5 weakly depend 
on how a model and the X-ray structures are aligned. The interface Cα RMSD values for 
model/native structure superposition by TM-score and by RMSD minimization were 
similar (Figure B-3). For example, when alignment was performed by TM-score, the 
number of models in each CAPRI category changed by ~10% (Figure B-4). 
In the real-case modeling scenario, prior to docking one would not know what 
protein residues belong to the interface. The whole paradigm of docking is to predict these 
residues (along with their contacts). Thus, all Cα RMSD is an appropriate measure of 
model's accuracy. However, we also analyzed the quality of the “ideal” model complexes 
in terms of CAPRI criteria, as it relates to the interface RMSD (Figure B-5). Complexes 
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of high and medium accuracy could be built from the higher accuracy protein models (1 – 
4 Å global RMSD), whereas lower accuracy models (6 Å global RMSD) produced few 
medium accuracy complexes for small interface RMSD (1 – 3 Å). 
We have also evaluated the quality of the “ideal” model complexes generated from 
all protein models at set accuracy levels. All complexes within each accuracy bin were 
either in the same or in, at most, two adjacent CAPRI quality categories. Thus, the selected 
model structures in our set are representative for the entire model pool (an example of the 
results for two complexes is in Figure B-6). 
3.3.3 Set content and availability 
The 165 complexes in the benchmark set originate from a variety of organisms (Figure 
3-6), which ensures representativeness of the results obtained using this set. The set is 
available in the DOCKGROUND resource (Figure 3-7) as a single zip archive. The archive 
contains the text file with the list of monomers in the set, the README file with the 
explanation of nomenclature for the file and folder names, and 330 folders, one for each 
monomer in the set. Each folder contains six PDB formatted files of the monomer models 
along with the original PDB structure. Residue numbers correspond to SEQRES section of 




Figure 3-6: Source organisms for complexes in the previous and the new benchmark sets. Four 
most highly populated organisms are shown. 
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Proteins often function by interacting with other proteins. Thus structural characterization 
of protein-protein interactions is important for understanding life processes. Due to the 
inherent limitations of experimental techniques, computational approaches are needed for 
such characterization. Following current paradigm and terminology in modeling of 
individual proteins, structural modeling of protein-protein complexes (docking) can be 
roughly divided into: (i) free docking, where sampling of the binding modes is performed 
with no regard to the possible existence of similar experimentally determined complex 
structures (templates), and (ii) template-based docking, where such similar complexes 
determine docking predictions.  
Free docking methods were initially developed as ab initio approaches based on the 
physical potentials (primarily, van der Waals interactions) (6), currently increasingly 
supplemented by the knowledge-based approaches (statistical potentials, docking 
constraints, etc.) (5, 6). Despite their reasonable success, free docking methods have shown 
serious limitations, mostly due to the large size of the search space and structural flexibility 
upon the complex formation.  
The template-based modeling of protein complexes relies on target/template 
relationships based on sequence (75), sequence/structure (threading) and structure 
similarity (5, 6, 75-78, 88), with the latter showing a great promise in terms of availability 
of the templates (4). The docking problem assumes a priori knowledge of the structures of 
the participating proteins. Thus, the docking templates may be found by structure (rather 
than sequence) alignment of the target monomers to the full structures of co-crystallized 
complexes. Evolutionary conserved surface patches may yield similar binding modes for 
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otherwise dissimilar proteins (23, 26) implying that docking can also be performed by the 
structure alignment of the target proteins with the interface parts of the co-crystallized 
complexes. 
The key element in successful structure alignment application is the quality 
(diversity, non-redundancy and completeness of PDB structure) of the template libraries 
(generic or specific sets of 3D structures of binary complexes and/or their interfaces). 
Simply selecting all pairwise protein-protein complexes from PDB would produce the 
complete set of currently known structures. However, such “brute force” set will have many 
identical or highly similar complexes and some complex types will be overrepresented. 
The set will also contain erroneous, low-quality and biologically irrelevant structures (57, 
89). Thus, groups working on structure alignment docking typically generate their own 
template libraries by filtering PDB in order to retain only the relevant interactions. A 
genome-wide study (90) utilized a library of ~30,000 full structures of template complexes 
extracted from PDB and PQS (91) databases with the intention (due to the termination of 
PQS) to switch to the PISA server (92). The PRISM docking protocol (33), where protein 
complexes are modeled by structure alignment of the interface regions, used a library of 
8,205 protein-protein interfaces that represent unique interface architectures (93). 
Classification of interfaces into biological and those due to crystal packing, obligatory and 
nonobligatory was done by NOXclass procedure (94) and structural comparison of the 
initial 49,512 interfaces was performed by the geometric hashing with subsequent 
hierarchical clustering. A more recent study by the same group introduces a new library of 
22,605 entries which is suggested for interface-based structure alignment docking (95). 
The interfaces in this set were extracted from the full structures using effective distance 
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cut-off ~ 10 Å, while an earlier study (53) indicated that the maximum success rate in 
interface structure alignment docking is achieved when template interfaces are extracted 
with a larger, 12 Å distance cut-off. 
In this paper we describe our most recent sophisticated set of templates that 
addresses many drawbacks of the existing sets. We extract the interfaces at the optimal 
distance cut-off and cluster full structures and interfaces separately using various 
thresholds for structural similarity. Resulting datasets of full structures and interfaces, 
available in the DOCKGROUND resource http://dockground.bioinformatics.ku.edu, were 
generated using clustering threshold determined by the performance of the docking 
protocols. 
4.2 Methods 
The methods used in this study involved procedures for the structure quality control of 
protein-protein interfaces, clustering of the complexes and interfaces, and optimization of 
the clustering parameters based on the performance of the template libraries in the docking 
runs. 
4.2.1 Chain inter-penetration 
Complexes from the initial set (see 4.3 Results and discussions) were checked for inter-
penetration of chains by an automated procedure. For each residue of a protein in a 
complex, all atoms of the other protein within 6 Å distance were selected. An imaginary 
line through C and N backbone atoms of the residue and two half planes joined by this line 
were drawn. By rotating the half planes around this axis, the maximal sector free of atoms 
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of the second protein was determined. If the corresponding angle between the planes was 
< 90º, the residue was considered buried. Complexes with two consecutive buried residues 
in any of the chains were excluded from the set.  
4.2.2 Clustering of complexes and interfaces 
Pairwise structural alignment of all complexes and interfaces in the initial set (see 4.3 
Results and discussions) was performed by MM-align (96) (an offshoot of the TM-align 
program (97) specifically designed for comparison of protein complex structures) with 
TM-score (87) normalized by the length of the larger complex. The TM-scores were further 
used to construct an undirected graph, with nodes representing individual complexes 
(interfaces) and edges reflecting their similarity. Two vertices in the graph were connected 
by an edge if the corresponding TM-score was not less than a specified threshold value 
TMT, which varied in the course of computations. The resulting graph was split into clusters 
by a two-stage procedure. At the first stage, the graph was divided into connected 
components by the breadth-first search algorithm (98). The minimum cut in a graph G was 
defined as the minimum number of edges k(G), which needs to be removed to disconnect 
the graph into two (connected) components. A component with n nodes (n > 1) was 
considered highly connected if the condition k(G) > n/2 is satisfied (99). The basic 
clustering algorithm by Hartuv and Shamir (99) uses the Stoer-Wagner mincut algorithm 
(100) to iteratively split a graph into subgraphs until they become highly connected. These 
highly connected subgraphs are induced subgraphs of the original graph and represent 
clusters. Several heuristics (99) were also applied to speed-up computations and to enhance 
the quality of clusters by adopting nodes, which became separated after the direct 
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application of the basic, non-enhanced approach by Hartuv and Shamir (99). The enhanced 
algorithm was applied to every connected component, which did not represent a complete 
graph. The clustering procedure was implemented as a standalone C++ program; the igraph 
library (http://igraph.sourceforge.net/index.html) was used to handle operations on the 
graphs. 
4.2.3 Validation set of protein-protein complexes 
Docking performance on a validation set of complexes was used to determine the clustering 
threshold. To generate the validation set, the initial list of structures was taken from 
DOCKGROUND at 30% sequence identity cut-off. We selected only moderate- and high-
resolution X-ray structures (resolution ≤ 3.5 Å) with a well-defined interface (mean 
accessible surface area buried by each chain ≥ 250 Å2, and ≥ 10 residues at an interface in 
each chain). Complexes with a protein containing < 3 secondary structure elements were 
excluded from consideration, as well as complexes with monomers of substantially 
different size, where one protein is three or more times lager than the other (according to 
the number of residues). Finally, the set was visually inspected to clean out coiled-coil 
complexes (to decrease the modeling noise, since the alignment of any helix in a target to 
such a template has high TM-score) and complexes with interwoven chains.  
4.2.4 Docking protocol 
We used the template-based docking protocol similar to the one developed previously in 
our lab (53, 101). The procedure performs spatial rearrangement of 3D structures of two 
target proteins (treated as rigid bodies) to match either the entire monomers of the co-
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crystallized complexes (from the full-structure template library) or their interfaces only 
(from the interface template library). Structural alignment of proteins was performed by 
TM-align (97). The resulting pool of putative matches was filtered to retain only significant 
matches with TM-scores of both alignments > 0.4. Models were scored by the average TM-
score of both alignments. When the docking protocol was run in the benchmarking mode, 
the self-matches were avoided by excluding templates with both TM-scores > 0.9. 
Assessment of resulting models was done in terms of Cα ligand RMSD with receptors 
optimally superimposed. This RMSD definition was chosen, as opposed to the slightly 
different one used in CAPRI (36) (superimposition of the native interface residues in the 
native and the modeled complexes), for consistency with the previous studies from our lab 
(4, 89). 
4.3 Results and discussions 
4.3.1 Initial set of structures 
We built two separate libraries, one consisting of the full two-chain structures and the other 
of the interface fragments. The flowchart of the generation process is in Figure 4-1. The 
initial pool of the X-ray structures with resolution ≤ 3.5 Å and buried interface area 
≥ 250 Å2 per chain was extracted for both libraries from the DOCKGROUND co-crystallized 
protein-protein complexes (57). We imposed an additional constraint that interfaces should 
consist of at least ten residues in each chain. At the point of computation, the DOCKGROUND 






Figure 4-1: Flowchart of algorithm for generation of full-structure and interface template 
libraries. 
are derived from the PDB Biological Unit files. Thus our set likely consists of biologically 
functional complexes, although some false positives are inevitable (89). Each complex was 
further checked for inter-penetration of chains by an automated procedure developed for 
this task (see 4.2 Methods) and complexes like the one shown in Figure 4-2 were removed 
(284 entries). This resulted in 12,134 structurally redundant complexes. Interfaces were 
extracted from these complexes using 12 Å distance cut-off between heavy atoms of 
residues belonging to different chains. The extracted interfaces were clustered and 
analyzed in terms of structural connectivity and docking performance in order to choose 
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the clustering parameters. Full structures were further filtered by an additional requirement 
that at least three regular (> 4 residues each) secondary structure elements be present in 
each interacting protein. The secondary structure elements (α-helices and/or β-strands) 
were detected by the DSSP tool (67). The resulting reduced set of 11,774 complexes was 
subjected to the clustering and analysis procedures, same as the interfaces. 
 
 
Figure 4-2: Example of a “bad” complex. Chains D and E from 1fma are shown in magenta and 
yellow, respectively, with penetrating chain removed by the automated procedure described in the 
text. Buried Val and Thr residues at the C-terminal of chain F identified by the procedure are shown 
as sticks (the last two residues at the terminus are Gly). 
4.3.2 Connectivity of the structural space of protein-protein complexes 
To eliminate structural redundancy, the intermediate sets of 11,774 complexes and 12,134 
interfaces had to be clustered by some measure of structural similarity. In this study, for 
such a measure we used TM-score (87). TM-score (ranging from 0 to 1) is produced by the 
TM-align routine (97), which was previously successfully employed in the template-based 
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docking (4, 53, 89, 101, 102), although other programs for the structural alignment with 
their own structural similarity scores were utilized by others (103, 104). 
For efficient clustering, it is useful to understand how similar complexes and 
interfaces are connected in the structural space. We analyzed similarity graphs built at 
different threshold values of TM-score (TMT, see 4.2 Methods) in terms of the size of the 
connected components (initial, first-approximation clusters with some missing edges 
between the nodes) and the clustering coefficient (the probability of neighbors of a given 
node to be connected between themselves (105)). As seen in the main panels of Figure 
4-3, a substantial fraction of connected components belongs to either isolated nodes  
 
 
Figure 4-3: Properties of similarity graphs.  (A) Protein-protein complexes and (B) protein-protein 
interfaces. The main panels show distributions of connected component size at different thresholds 




(53 – 68 % of complexes and 56 – 72 % of interfaces, depending on TMT) or pairs of 
connected nodes (14 – 16 % of complexes and 13 – 16 % of interfaces) and cannot be split 
further. Interestingly, this property is persistent within a broad TMT range.  
In terms of clusters, the clustering coefficient can be viewed as a measure of the 
extent to which the groups of connected nodes in a graph are close to the complete graphs 
(or ideal clusters), in which every pair of nodes is connected by an edge. Inserts in Figure 
4-3 show the clustering coefficient of graphs for full structures (panel A) and interfaces 
(panel B) in the full TMT range from 0.0 to 1.0. Due to the random matches of short 
structural fragments, TM-score seldom gets very close to 0. Thus, at low TMT, there are 
edges in the graph between almost all nodes making the graph close to complete and 
resulting in high clustering coefficient of almost 1. The similarity graphs then will be close 
to complete graphs comprising almost entire set of complexes/interfaces (left sides of 
inserts in Figure 4-3). When TMT increases, the clustering coefficient decreases 
dramatically and has a minimum at TMT = 0.27 for the full structures and TMT = 0.28 for 
the interfaces, which is consistent with a previous estimate of the average TM-score for 
random match 0.17 (87). With further increase of TMT, the statistical significance of a 
structural match increases as well. Starting from TMT ~ 0.5 (the lowest TM-score for 
proteins with similar folds (97, 106)), the clustering coefficient stops growing and remains 
unchanged (~0.98 for both full structures and interfaces) up to TMT ~ 0.9 for full complexes 
and TMT ~ 0.8 for interfaces. High values of the clustering coefficient within such TMT 
ranges suggest that the graph nodes are clustered in almost optimal way. The decrease in 
the clustering coefficient for TMT > 0.9 stems from small structural differences (especially 
in the loops) often present in different PDB files for otherwise identical or very similar (in 
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terms of sequences) proteins. Due to the smaller size of interfaces, TM-score between pair 
of interfaces, on average, is smaller than TM-score between corresponding pair of the full 
structures (Figure 4-4) and thus the clustering coefficient for the interfaces starts to drop 
closer to TMT ~ 0.8.  
 
  
Figure 4-4: Correlation of protein-protein and interface-interface TM-scores. 
Importantly, even at the highest value of TMM = 1.0, 991 (8%) complexes and 594 
(5%) interfaces are removed from the corresponding libraries. This shows that a blind 
selection of all pairwise complexes from PDB would result in a library with a considerable 
number of identical entries. 
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4.3.3 Analysis of clusters 
We utilized a clustering approach, which, first, divides the similarity graph into “loosely” 
connected components and then further splits them into tightly connected clusters (see 4.2 
Methods). Figure 4-5 shows how the number of connected components NCC and the 
number of resulting clusters NC varies with TMT. Since the majority of the connected 
components cannot be split further (as shown in Figure 4-3), NC is only slightly larger than 
NCC for most values of TMT. The relative increase in the number of clusters is ~ 5% for 
TMT = 0.6 – 0.9 for both full complexes and interfaces (green lines in Figure 4-5). This 
correlates with the high values of clustering coefficient in these TMT ranges (Figure 4-3). 
 
 
Figure 4-5: Number of connected components and clusters as a function of clustering threshold. 
(A) Protein-protein complexes, and (B) protein-protein interfaces. NCC is the number of connected 
components, and NC is the number of clusters. Green lines (scaled to the right-hand axes) show the 
relative increase in the number of connected graph parts after splitting the connected components 
into tightly connected clusters. 
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Finally, we checked the quality of the resulting clusters at different TMT by 
calculating TM-scores between members of each cluster in order to detect pairs of nodes 
within a cluster that lack an edge (TM-score < TMT). We found that only ~ 3% of the final 
clusters have pairs of dissimilar complexes (or interfaces) with TM-score < TMT (circles in 
Figure 4-6). The clustering algorithm we employed allows the final clusters to have as 
little as 50% of edges (compared to complete graphs) (99). However, the analysis of the 
actual clusters showed that the fraction of dissimilar pairs in the vast majority of clusters 
is < 30%, with the mean value close to 10% (box-and-whiskers plots in Figure 4-6). The 
quality of clusters remains roughly the same within the full TMT range, with minor 
 
 
Figure 4-6: Quality of clusters at different clustering thresholds. (A) Protein-protein complexes, 
and (B) protein-protein interfaces. Distributions of missing edges per cluster are shown as box-and-
whickers plots with horizontal lines for minimal, maximal and median values in the distributions 
and boxes containing second and third quartiles of data. The circles (scaled to the right hand axis) 
show how the fraction of clusters, which are not complete sub-graphs of the initial similarity graphs, 
depends on TMT. 
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variations at TMT < 0.6 for full complexes (Figure 4-6A) and TMT > 0.9 for both complexes 
and interfaces (Figure 4-6A and B). Sequence identity, in general, follows the same trend, 
i.e. ~70% of the clusters have the minimal sequence identity between the members > 90%. 
However, in some extreme cases (e.g., the cluster of 49 complexes from RNA polymerase), 
there are cluster members with sequence identities ≤ 30%. 
4.3.4 Template libraries in docking: selecting optimal parameters 
The success of docking depends heavily on the diversity of the template library. On the 
other hand, the running time of the template-based docking is directly proportional to the 
size of the template set. Thus, an optimal template library should be large enough to 
maximize the docking success rate, but should not contain excessive entries, which only 
marginally improve the performance. This approach to the optimal library is different from 
the one used to compile PRISM interface library (95), where optimization was performed 
according to the quality of the resulting clusters. For practical docking purposes, our choice 
was rather to optimize the performance of the modeling of complexes based on our 
templates, through benchmarking. 
We tested 26 full-structure and 26 interface libraries, generated at TMT ranging from 
0.50 to 1.00 with 0.02 step, on a non-redundant set of 293 hetero complexes (see 4.2 
Methods). Success rate was defined as a ratio of targets, for which at least one model had 
interface Cα ligand RMSD < 5 Å, to the total number of targets (4, 89). To exclude the 
influence of the scoring scheme, we calculated success rate for the entire set of models, 
although results for the top ten models, ranked by the average TM-score, were also 
obtained (not shown separately due to qualitative similarity to the all-models results). 
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Templates that were similar to a particular target (both TM-scores for a target-template pair 
exceed 0.9) were left out from the consideration. Such exclusion of similar structures leads 
to success rates higher than reported in a recent benchmark study (107) where the main 
focus was on docking in the “twilight zone” of low target/template similarity (sequence 
identities between target and template < 30%). 
Results of the test are shown in Figure 4-7. As one can expect, more entries in the 
template library (higher TMT values) lead to higher success rates of the docking. Such 
monotonic behavior holds for almost entire TMT range from 0.5 to ~0.9. For TMT > 0.9 the 
success rate is largely saturated. A slight increase in the success rates at TMT > 0.9 is an 
artifact of our procedure. While TM-scores used in the clustering are obtained by the MM-
align for complexes, TM-scores for exclusion were produced by TM-align for separate 
monomers. At certain TMT (especially at values close to the similarity criteria), a cluster 
 
 
Figure 4-7: Performance of structure alignment at different clustering thresholds. Full-structure 
(circles) and interface (triangles) libraries were generated at different threshold values. Success 




may have a representative, identified as the similar structure (thus excluding entire cluster 
from consideration) and other structures with one out of two TM-scores of TM-align 
slightly less than the similarity criteria (this could have TM-score of the MM-align 
exceeding TMT). These structures at higher TMT can split into a separate cluster with 
representative identified as non-similar and thus yielding good-quality model (in total, 
there are seven such cases in the full-structure set and one case in the interface set). 
The differences in the success rates of the full structure and the interface-based 
alignments (Figure 4-7) can be explained by different TM-score values for the full 
structures and the corresponding interfaces. In docking, the templates with both TM-scores 
> 0.9 were excluded from consideration. In full structure-based docking, the TM-score was 
calculated based on the alignment of two full proteins, whereas in interface-based docking 
the TM-score was obtained by aligning target proteins with the template interfaces. 
According to Figure 4-4, the latter TM-score should be generally lower than the former. 
Thus, some templates, excluded as self-matches in full structure-based docking (both TM-
scores > 0.9) still represented suitable interface templates. 
The number of clusters (and, consequently, computational time) starts growing 
exponentially at TMT > 0.9 (Figure 4-5). This, along with the results in Figure 4-7, 
suggests that the optimal library ought to be generated at TMT = 0.9. 
4.3.5 Availability of the template and the benchmark sets 
A representative complex from each cluster at TMT = 0.9 was selected based on the best 
resolution and the smallest number of missing residues. The resulting sets of 4,950 full-
structure complexes and 5,936 interfaces (representing ~40% of folds in SCOP (108) and 
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in a more recent ECOD database, http://prodata.swmed.edu/ecod) are available on the Web 
within the DOCKGROUND resource at http://dockground.bioinformatics.ku.edu, under 
“docking templates” tab. The sets are downloadable as zip archives (one for full structures 
and the other for the interfaces) each containing folders “templates,” “targets” and “info.” 
The folder “templates” contains two PDB-formatted files of atomic coordinates per library 





where [𝑋𝑋𝑋𝑋] is the 4-symbol PDB code, [𝑀1] and [𝑀2] are the model numbers, [𝐶𝐻2] 
and [𝐶𝐻2] are the chain identifiers for the first and the second component of the library 
entry, and N = 1 or 2 identifies the component. Separation of library entries into two files 
makes it easier to use the set in the docking programs. However, simple joining of the two 
files (e.g., with cat command in Linux) will produce the complex (interface) structure 
without geometrical clashes and distinct chain identifiers. The folder “targets” in both full-
structure and interface archives consists of 2×293 similarly named PDB-formatted files for 
the full structures of validation set used in this study. The folder “info” contains two text 
files per structure in the validation set (named as the files in the “target” folder, but with 
the extension .txt) with information on all meaningful structural alignments (TM-scores > 
0.4) of the target files to full-structures or interfaces of the template set. The folder also 
contains a text file with information on the resulting models. In validation, some target 
complexes (64 for full structure and 33 for interface templates) had at least one model with 
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interface RMSD > 5 Å and the minimal of the TM-scores of the components > 0.8, 
indicating high similarity to a wrong template. The “difficult_targets.txt” files in the “info” 
folders contain the list of such targets. 
The sets can be used either for modeling of unknown protein complexes of interest 
by full or interface structural alignment (using only structures in the “templates” folder) or 
for benchmarking of new modeling techniques (using both “target” and “template” folders 
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Protein-protein interactions (PPI) drive many cellular processes. Structural 
characterization of PPI is important for better understanding of these processes and for our 
ability to manipulate them. Experimental techniques for structure determination of PPI 
have limited capabilities. The X-ray crystallography, the major source of today's 
knowledge on atomic-level structures of PPI, accounts only for 26% of known PPI in E. 
coli and 6.7% in human (4). Thus, the structure of most known protein interactions has to 
be determined by computational methods for PPI modeling (protein docking) (5). 
Modern protein docking methods generally belong to two major categories: (a) free 
docking, where relative positions of the two proteins are systematically sampled and, 
generally, no information other than the structure of the two proteins, is assumed to be 
known a priori; and (b) template-based docking, where the prediction is made according 
to sequence or structure similarity of the target proteins to the ones in co-crystallized 
complexes (6-9). Although the co-crystallized protein-protein structures are still few, our 
earlier study (4) showed that valid templates for PPI modeling by structure alignment can 
be found for almost all known PPI that involve proteins for which the structure is known 
or can be built by homology (templates are available for the homology modeling of a 
significant part of the individual proteins (1)). A serious obstacle to the docking of protein 
structures is the conformational changes upon complex formation (34). Whereas the ultra-
low resolution docking may be applicable to cases with large inaccuracies (35), the 
problem is explicitly addressed by docking methods, which allow structure flexibility (36). 
The community-wide experiment on Critical Assessment of Predicted Interactions, CAPRI 
(36, 109) offers an objective comparative evaluation of existing docking approaches. 
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Most proteins in interactome are themselves models of limited accuracy (6). An 
important question asked by protein modelers (110), and biological researchers in general, 
is: what kind of structural information can be obtained from the docking of protein models 
and what is the reliability of such predictions? Protein models were shown to have 
significant utility in protein-ligand interactions and characterization of functional sites (71, 
111, 112). Protein-protein docking of models by information driven approach was 
validated on a set of CAPRI targets (47). High-resolution free docking was recently tested 
on a diverse set of protein models to reveal that meaningful predictions can be obtained 
even for models with significant distortions, although at significantly lower success rates 
(113). The systematic benchmarking on arrays of protein models at different accuracy 
levels was performed by the ultra-low resolution approach (59). The results showed that 
such docking determines the gross structural features of the complex for a significant 
portion of protein models, including highly inaccurate ones. However, because of limited 
availability of templates for modeling of individual proteins, the study was based on 
"simulated models" of the proteins, which reflected the general structural accuracy of the 
homology models, but were not necessarily structurally similar to those. The study also 
was restricted to the ultra-low resolution free docking (35), effectively predicting the 
binding sites only. 
In this paper, we address the problem of models' utility in protein docking using 
our recent benchmark sets of actual protein models (79, 114). The quality of free and 
template-based docking predictions built from these models was thoroughly assessed to 
reveal the tolerance limits of docking to structural inaccuracies of protein models. The 
predictive power of currently available rigid-body and flexible docking approaches is 
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similar (36). Thus in this study we used basic rigid-body approaches, developed in our 
group, that would clearly reveal the general similarities and differences in free and 
template-based docking performance depending on the modeling accuracy of the 
interacting proteins. 
The results show that the existing docking methodologies can be successfully 
applied to protein models with a broad range of structural accuracy; the template-based 
docking is much less sensitive to inaccuracies of protein models than the free docking; and 
docking can be successfully applied to entire proteomes where most proteins are models 
of different accuracy. 
5.2 Methods 
5.2.1 Benchmark sets of protein models 
The sensitivity of docking protocols to the inherent inaccuracies of protein models was 
tested on two specialized and carefully curated benchmark sets (79, 114). Both sets are 
similar by design and contain binary protein-protein complexes with each monomer 
represented by six models with increasing levels of inaccuracy (model-to-native Cα RMSD 
within 1 ± 0.2 Å, 2 ± 0.2 Å, … 6 ± 0.2 Å intervals). The first, smaller set of 63 complexes 
(Benchmark 1) is based on the unbound docking benchmark set 3 of X-ray structures from 
the DOCKGROUND resource (http://dockground.compbio.ku.edu). It was built by a 
combination of homology modeling by NEST (66), simulated annealing (SA) and Nudged 
Elastic Band method (NEB) (60, 61) as implemented in Amber10 package (69). About one 
third of the structures in the set are homology models, and the rest are generated by NEB 
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and SA (simulated models). Benchmark 1 also contains X-ray unbound structures of both 
interactors, which allows comparison of models docking to the traditional unbound 
docking. The second, larger set of models (Benchmark 2) is based on the bound 
DOCKGROUND part (57) and thus lacks the unbound X-ray structures (114). However, the 
number of complexes in the Benchmark 2 is significantly larger than in the Benchmark 1 
(165 vs. 63), which should increase the statistical reliability of the benchmarking. Also, 
importantly, all models in the Benchmark 2 are bona fide models, generated by I-TASSER 
(80, 81), thus adequately reflecting the reality of modeling in the real case scenario. 
5.2.2 Docking protocols 
The free docking was performed by the FFT (Fast Fourier Transform) program GRAMM 
(12, 115) at low resolution, with 3.5 Å grid step and 10° angular interval. Top 100,000 
matches were scored by the Miyazawa-Jernigan statistical potential (116) and clustered. 
The template-based docking was performed by full structure alignment protocol 
(101), using template library (117) of 4,950 co-crystallized binary complexes from 
DOCKGROUND (57). Target proteins were structurally aligned to the template monomers by 
TM-align (97). The resulting models (target/template TM-score > 0.4 only) were scored 
by the average of the two TM-scores (87).  
5.2.3 Metrics for docking accuracy  
The accuracy of the predicted model-model complex combines the accuracy of the docking 
with the accuracy of the monomers modeling. Thus the docking assessment in this case is 
more complicated than in traditional docking of the X-ray structures.  
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To quantify the difference between docking modes, we calculated the fraction of 
shared residue contacts. Each configuration i of the protein-protein complex is 
characterized by a set Si of Ni pairwise contacts 
 
𝑆𝑖 = {(𝑎, 𝑏)1, (𝑎, 𝑏)2, … (𝑎, 𝑏)𝑁𝑖},     (5-1) 
 
where (a, b) is a pair of residues a of the receptor (larger protein in the complex) and b of 
the ligand (smaller protein in the complex) interacting across the interface. The similarity 
between configurations i and j, FSCij (fraction of shared contacts), can be calculated as the 





 .      (5-2) 
 
As opposed to ligand RMSD (RMSD between ligands in two docking modes with 
receptors superimposed), the FSCij between similar docking modes does not have 
substantial variation from complex to complex (Figure C-1). The fraction of native 
contacts (fnat), in CAPRI definition (118), cannot be directly used for pairwise comparison 
of model-model docking predictions because of the required reference set of the native 
interface residues/contacts, which varies in different docking models. In this regard, FSCij 
(Eq. 5-2) can be considered a modification of fnat, such that the number of shared contacts 
is normalized by the number contacts in either of the two models, making the score 
symmetric (FSCij = FSCji). 
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5.2.4 Assessing docking predictions by CAPRI criteria 
The docking predictions were assigned to four accuracy categories (high, medium, 
acceptable, incorrect) according to the CAPRI criteria (118) (Table C-1). A docked model-
model complex was compared to a reference complex built by superimposition of two 
protein models with the same model-to-native RMSD onto the corresponding monomers 
from the native X-ray structure (114). Such "ideal" model-model complexes provide an 
estimate of the highest level of accuracy, which can be achieved in the rigid-body docking 
of protein models. The co-crystallized X-ray structures were also used as the reference 
structures. 
5.2.5 Assessing template-based docking predictions 
In addition to the CAPRI criteria and TM-score, we assessed the quality of the template-





 ,     (5-3) 
 
where Stempl and Smodel are contact sets in the template and in the model built from that 
template, respectively. However, as opposed to FSCij the FSC-score needs an additional 
rule for finding contacts shared by the two complexes with different monomers. We 
considered the template contacts (atempl, btempl) and the model contacts (amodel, bmodel) shared 
if in the alignments used to build the model, residues atempl and btempl are aligned to the 
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where 𝑁templ = |𝑆templ| and  𝑁model = |𝑆model| are the total number of contacts in the 
template and the model, respectively. Almost all models with FSC-score ≤ 0.05 are 
incorrect (Figure C-2) and thus were excluded from further consideration. Such simple 
filtering not only eliminated > 50% of bad predictions, but also ensures that any template-
based docking prediction has a certain amount of contacts. Unlike the CAPRI criteria, the 
FSC-score can be used for the assessment of the docking models in the real-case modeling 
scenario when the reference native structure is not available. 
5.3 Results and Discussions 
5.3.1 Detection of near-native solutions 
Protein interactions are driven by a funnel-like energy landscape, with the native structure 
of the complex inside the funnel (119). Thus the success of docking depends directly on 
the ability to detect the funnel. Since the energy landscape is a function of atomic 
coordinates, the landscapes of inherently inaccurate protein models differs from the 
landscapes of the corresponding X-ray structures. Thus the question is: whether the funnels 
can still be detected in the case of models. We addressed this question by analyzing spatial 
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distributions of top 1000 free and all template-based docking predictions for each model 
accuracy level for Benchmark 2 (Figure 5-1). 
 
 
Figure 5-1: Distribution of near-native and false-positive docking matches according to the 
accuracy of protein models. Top 1000 free docking (A) and all template-based docking (B) 
predictions, for each of the 165 complexes from the Models Docking Benchmark 2, at each at the 
six accuracy levels, were compared to the corresponding "ideal" complexes (see 5.2 Methods) in 
terms of I-RMSD. In the docking of the X-ray structures, comparisons were made to the 
corresponding native X-ray structures. 
The bimodal distribution of interface RMSD between docking predictions and 
corresponding reference complex indicates detection of the funnels by the free (119) and 
the template-based (120) docking. As expected, the native peak is clearly observed if bound 
X-ray structures are docked by both free and template-based methods (black lines in Figure 
5-1). With the decrease of models' accuracy, the peak in the free docking results diffuses 
and is no longer detectable for models with distortions ≥ 4 Å RMSD (Figure 5-1A). The 
near-native cluster of the free docking solutions, corresponding to this peak, decays 
exponentially (Figure C-3) due to large structural distortions at interface regions in the 
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dataset (RMSD between interface Cα atoms of model and the native structures for about 
half of the models is larger than RMSD calculated over all Cα atoms, see inset in Figure 
C-3). 
The template-based docking yields I-RMSD distributions with the distinct peak, 
corresponding to the near-native solutions, at all levels of monomer accuracy (Figure 
5-1B). Unlike the free docking, which is based on protein surface complementarity (and as 
a consequence, is sensitive to the local structural distortions), the template-based algorithm 
accounts for the entire protein fold. Thus the observed bimodality reflects the link between 
protein structure and function, which implies similar binding modes of structurally related 
proteins. 
Because of the high sensitivity to the local structural inaccuracies, the success rate 
of free docking decreases much more rapidly with the increasing level of model inaccuracy, 
compared to the template-based docking (dark gray and hatched bars in Figure 5-2). 
Interestingly, for some complexes, free docking yielded good predictions for the models, 
but not for the X-ray structures (hatched bars in Figure 5-2A), due to the degree of noise 
inherent to free docking. The template-based docking has almost no such cases (the hatched 
parts are hardly distinguishable in Figure 5-2B), which is related to the high degree of 
template conservation. 
In the above analysis, all docking predictions of models were compared to the 
corresponding "ideal" complexes (see 5.2 Methods). If the native bound conformations 
were used instead, docking success rates decrease slightly along with the quality of models 





Figure 5-2: Docking success rates for protein models compared to the success rates for X-ray 
structures. Successfully predicted complexes (those for which at least one acceptable or better 
quality prediction is among top 10 docking poses), in free docking (left hand panel) and template-
based docking (right hand panel) are in dark gray. Complexes with successful predictions by X-ray 
docking only are in light gray. Complexes with successful predictions by model docking only are 
in hatched bars. The quality of the model docking was accessed relative to the "ideal" complexes 
(see 5.2 Methods). The data are normalized by the total numbers of complexes in all three categories 
shown on top of the bars. 
5.3.2 Stability of the solutions space 
In addition to the analysis of top predictions, built into the traditional "success rates" 
metrics (Figure 5-2), analysis of a much broader range of predictions adds to the 
assessment of the docking quality. Docking with consistent hits near the correct prediction 
is more reliable than the one where the hits are widely dispersed. 
In template-based docking, the number of predictions is limited by the number of 
detected templates, which varies from zero to several hundred. Most good (acceptable or 
better quality) model and X-ray docking predictions were built on the same templates 





Figure 5-3: Conservation of templates in template-based docking of models. Dark gray bars show 
templates common for the docking predictions of X-ray structures and docking predictions of the 
corresponding models. Light gray bars show templates for the docking of X-ray structures 
predictions only. Hatched bars show templates for the docking of models predictions only. Data for 
good (acceptable or higher quality) predictions (A), and incorrect predictions (B) is normalized by 
the total number of templates shown on top of the bars. 
native structures are preserved in the majority of the models in the benchmark set (inset in 
Figure C-6). Most templates yielding good models in X-ray template-based docking have 
target/template TM-scores > 0.6 (Figure C-5). Distortions in models, albeit reducing 
target-template structural similarity (distributions for good models in Figure C-5 shift to 
the left as distortions in monomers increase), are, in most cases, not sufficient to bring the 
model under the detection threshold (TM-score 0.4). Thus, if a template yields a good X-
ray docking prediction (typically with high TM-score), there is a high probability that the 
same template would be selected in the model docking, yielding a good docking prediction 
as well, although often in a lower quality category. Significant drop in the template-based 




Templates for incorrect docking predictions usually share less structural similarity 
to the target, resulting in TM-scores closer to the detection threshold, already seen for the 
X-ray-template pairs (Figure C-5). Consequently, even a slight TM-score reduction for the 
model/template pairs, makes ~20% (1 Å models) to 36 % (6 Å models) of such templates 
not detectable (light gray bars in Figure 5-3B). Interestingly, a significant amount of 
templates (22% for the 1 Å models to 39% for the 6 Å models) is detected only in the 
model docking (hatched bars in Figure 5-3B). 95% of those templates have model-
template TM-score 0.40 – 0.53, which means that their detection in the model docking is 
due to a small increase in the TM-score above the detection threshold due to "favorable" 
local structural variations in the models. 
Shared templates (dark gray bars in Figure 5-3) yield model docking predictions 
with patterns of interface residue contacts similar to those in the X-ray predictions, 
irrespective of the monomers' accuracy (Figure 5-4). Local structural inaccuracies in the 
models of interacting proteins make some contacts disappear, or result in new contacts 
(average fnat values corresponding to 1 Å and 6 Å models in Figure 5-4B are 0.78 and 0.44 
respectively, implying loss of 22 and 56% of native contacts). Still, predominantly non-
zero FSCij values suggest preservation of the docked monomers position with the 
increasing model inaccuracy. Such trend is similar for both good (acceptable and higher 
quality) and bad (incorrect) predictions with slightly less pronounced effect for the latter 
(Figure C-7), and with a fraction of the bad predictions (1.6% for the 1 Å models, to 6.1% 
for the 6 Å models) losing native contacts completely (minor peak in distributions at ~0, 




Figure 5-4: Comparison of free and template-based docking of models predictions with the docking 
of X-ray structures predictions in terms of fraction of shared contacts. For each level of model 
accuracy and each complex in the set, docking of X-ray structure prediction with the maximum 
fraction of shared contacts FSCij (Eq. 5-2) was used for comparison with each of the top 1000 free 
docking of models predictions. The resulting 165×1000 FSCij scores were plotted as gray box-and-
whisker diagrams, separately for each distortion level (A). Box areas and whiskers contain 
25 – 75% and 5 – 95% of data, respectively (outliers not shown). Lower bounds (blue) were 
estimated using 1000 randomly selected matches from top 100,000 free docking of models 
predictions. Upper bounds (red) were evaluated on a 1000-matches subset among 100,000 free 
docking of models predictions with the maximum FSCij similarity to the top 1000 docking of X-
ray structures predictions. Darker and lighter areas of the upper and lower bounds correspond to 
boxes and whiskers respectively, and the dashed lines indicate medians. For the template-based 
docking (B), only pairs of model and X-ray predictions that share the same template (dark gray 
bars in Figure 5-3, and numbers at the whiskers in this figure) were considered. Upper and lower 
limits for the template-based docking were not estimated due to statistically insufficient number of 
docking predictions. 
The templates' conservation and the models they produce are illustrated in Figure 
5-5 for the two variable domains (chains L and H) in FV fragment of the anti-dansyl 
monoclonal antibody 1dlf. Immunoglobulins are widely represented in PDB, thus 





Figure 5-5: Example of clustering in free 
and template-based docking. Co-
crystallized structures of the 1dlf chains 
H and L, along with their models at six 
levels of accuracy from the Benchmark 2 
were used in free (left-hand panel) and 
template-based (right-hand panel) 
docking. Top 1000 free and all template-
based predictions are shown. Predicted 
matches are shown by yellow spheres, 
corresponding to the ligand (L chain) 
native interface center of mass. Magenta 
sphere corresponds to the native 
interface. The receptor structure (H 
chain) shown in cartoon is color-coded 
to reveal the location of distortions and 
their level. Distortions are measured as 
Cα–Cα distances calculated from RMSD-
based superposition of the model onto 






cluster of near-native solutions is preserved at all accuracy levels, whereas non-native 
matches have essentially random pattern with only a fraction of models shared between all 
accuracy levels. 
In free docking, the pool of initial models is much larger that in the template-based 
docking. Thus only top 1000 solutions were selected for scoring and clustering. Since 
templates are not utilized in this method, we used a different approach to analyze the 
stability and conservation of the docking solutions.  
Connectivity properties of similarity graphs constructed from top or randomly 
selected 1000 predictions were almost independent of the level of monomer distortion, 
albeit with substantial differences between these two groups of graphs (Figure C-8). 
Pairwise comparison of distributions of cluster sizes for six accuracy levels and the X-ray 









 comparisons) indicated that only ~16 
% of distribution pairs can be considered significantly different (comparison was done 
using two-sided Mann-Whitney U test (121) at 0.05 significance level). This implies that 
the number and the size of clusters in top 1000 predictions do not vary significantly with 
the distortion level as well, albeit with some preference for the clusters originating from 
more distorted protein models to become less populated (169 distribution pairs with 
clusters growing in size when distortion level increases, versus 389 opposite cases, as was 
identified by the one-sided Mann-Whitney U test). 
However, in terms of the fraction of shared contacts, the fee docking of models 
differs from the "native ensemble" (top 1000 X-ray free docking predictions) to a 
significantly larger extent, then in template-based docking (Figure 5-4) The divergence of 
the model predictions from the native ensemble increases with the increase of the model 
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inaccuracy (Figure 5-4A). Same trend is also observed for the upper bound of the average 
similarity (Figure 5-4A, red) indicating that even in the best case scenario local distortions 
in monomers allow only partial recovery of the residue contacts in the X-ray predictions. 
On the other hand, randomly selected docking models (Figure 5-4A, blue) share 
considerably less similarity to the native ensemble than the top 1000 predictions (box-and-
whiskers in Figure 5-4A) for all model accuracy levels, implying preservation of some 
contacts from the native ensemble in all model predictions. Thus, local distortions in 
monomers substantially reduce the number of near-native solutions – Figure C-3). 
However the clustering pattern remains almost unchanged (Figure C-8). 
A clustering example of top 1000 free docking matches is shown in Figure 5-5 by 
the same variable fragment of the anti-dansyl monoclonal antibody. Most predictions are 
aggregated in the proximity of the large groove in the receptor (preserved in all models), 
formed by a concave β-sheet. The pool of the docking solutions in all cases is obviously 
non-random and some degree of similarity can be observed between docking of the co-
crystallized X-ray structures and models. 
5.3.3 Template-based or free: which is preferable? 
Protein docking methodologies are usually tested on unbound protein X-ray structures, 
with the challenge to accommodate the conformational difference from the bound protein. 
In this study, we challenged the docking programs much further since our protein models 
are, on average, significantly more different from the native bound structures, than the 
unbound X-ray structures. In the widely used protein-protein unbound X-ray docking 
Benchmark 4 (58) only 24 out of 176 complexes (14%) are considered difficult, with I-
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RMSD in unbound-bound superposition > 2.2 Å. In comparison, in our Models 
Benchmarks 1 and 2, 71% and 65% of complexes, respectively, are that different from the 
bound X-ray structure. Thus, the unbound X-ray structures are easier to dock than the 
protein models (Figure C-9). 
In free docking, the conformational deviation of the unbound X-ray structures can 
be mitigated by the low-resolution approach (115) (albeit at the loss of atomic details in 
the docked complexes). Naturally, the low-resolution approach should help in the docking 
of protein models as well. Indeed, while high-resolution docking outperforms the low-
resolution one on the X-ray structures and on models with small RMSDs to the native 
structures (Figure 5-6), starting from 2 Å RMSD (which roughly corresponds to the 
transition from "easy" to "difficult" unbound docking) the low-resolution docking 
systematically has higher success rate. Nevertheless, both low- and high-resolution 
docking have steeper decline of success rates with the increase of models' inaccuracy than 
the template-based docking (Figure 5-6). In our implementation, target-template similarity 
is assessed for the global fold, which determines the robustness of the docking solutions 
with respect to the local structural distortions in the protein models. 
Interestingly, success rates of free and template-based dockings saturate differently 
with the increase of the number of considered top solutions (Figure 5-7). Rapid saturation 
of the template-based success rates indicates that the scoring scheme (see 5.2 Methods) 
almost always finds the correct template among top 10 detected templates (only 8 
complexes have their good models ranks reduced to the top 1000 predictions at 6 Å 






Figure 5-6: Normalized success rates for the template-based and free docking. The free docking 
at low resolution was performed by GRAMM, and at high resolution by ZDOCK 3.0.2 (122). The 
complex was predicted successfully if one out of top 10 predictions was correct (acceptable, 
medium or high quality). All success rates are normalized by the ones for the co-crystallized X-ray 
structures. The numbers above the data points show the absolute number of successful docking 
outcomes (out of 165 complexes in Benchmark 2). 
 
 
Figure 5-7: Docking success rates for different number of top solutions. The successful prediction 
was defined as one correct structure (acceptable, medium or high quality) in top N predictions. The 
rates are shown for free (A) and template-based docking (B). 
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lower quality category (larger N in the top N criterion), at the top of the list for all accuracy 
levels. Contrary to that, the free docking success rate consistently increases if more 
predictions are selected for the final analysis indicating a large room for improvement in 
the scoring of the initial scan stage models. 
5.4 Conclusions 
We conducted systematic benchmark studies of template-based and free protein-protein 
docking methodologies on comprehensive sets of monomer protein models with a full array 
of accuracy levels. The results unambiguously show that the existing docking 
methodologies are applicable to protein models, even in case of relatively low protein 
structure accuracy. The template-based docking is significantly less sensitive to the 
distortions in protein models compared to the free docking. The template-based 
methodology yields model-model complexes with high degree of similarity to the docking 
predictions of the native X-ray structures, and its success rate is almost independent of the 
accuracy level (at the tested range). The results suggest that for protein models the use of 
template-based docking is preferable provided a good template can be found. The scoring 
scheme based on similarities of global folds reliably finds such good templates. However 
for some complexes (e.g., those with alternative binding modes or in the twilight zone of 
target/template similarity) such scoring may not lead to a correct solution. Thus, further 
improvement of the scoring would be useful in order to increase confidence in model-
model docking. 
Free docking is essential for a number of important applications, including 
detection of transient complexes (123), modeling of protein association (124), and such. 
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With the increase of the distortions in monomer models, the free docking performance 
significantly deteriorates. Still, the low-resolution in free docking provides a degree of 
tolerance to local model distortions (success rates are non-negligible even at 4–6 Å 
distortion). However, to increase docking reliability, the free docking scoring needs much 
greater improvement than the scoring for template-based predictions. 
The scoring for both template-based and free docking can be complemented by 
various constraints (e.g. automated literature search (125), evolutionary inferred residue-
residue contacts (126, 127), chemical shifts (128), etc.). With the continuous growth of 
publicly available information on protein interactions, the utility of such constrains will be 
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Structural characterization of protein-protein interactions is essential for our ability to 
understand and manipulate biomolecular processes. Structures of protein-protein 
complexes are more difficult to determine experimentally than the structures of the 
individual proteins. Moreover, proteins potentially participate in multiple protein-protein 
interactions, making the number of protein-protein prediction targets much larger than that 
of the individual proteins. Thus, only a fraction of known protein-protein interactions has 
experimentally resolved structures (4). Modeling in essential for generating such 
structures, as well as for learning the principles of molecular recognition and 
structure/function relationships. Prediction of protein-protein structures (protein docking) 
aims at determining the spatial arrangement of the target proteins within the complex, given 
the known structure (experimental or modeled) of the individual proteins. 
Modeling protein-protein complexes at atomic resolution with all degrees of 
freedom taken into account in global docking scan is computationally prohibitive. Thus, 
most docking programs perform initial search using simplified representation of protein 
structures. For example, in a large class of ab initio (or template-free) docking methods (6) 
the initial rigid-body search for surface complementarity is performed by correlation using 
Fast Fourier Transformation (FFT) on digitized protein images (12). The inter-penetrations 
of the protein structures in the FFT-based methods are explicitly penalized by proper 
weighting of the grid points corresponding to the protein’s interior with respect to the 
surface regions (12). In practical docking, the target proteins are either experimentally 
determined unbound structures, with conformations different from those within the 
complex, or computational models, often of limited accuracy. Thus the rigid-body docking 
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has to have some tolerance to the steric clashes. This may lead to non-physical overlaps 
between atoms in the resulting models of the complex. To remove the clashes, rigid-body 
moves with the side-chains repacking may be sufficient for proteins with moderate 
conformational changes upon binding (37-39). For difficult targets, backbone flexibility 
can be accounted for by low-frequency normal mode analysis (40-43), backbone 
perturbations using the fold-tree-based method (44), and semi flexible refinement of 
interface residues in torsion angle space followed by Cartesian dynamics refinement in 
explicit solvent (45). 
Another class of docking methods belongs to the template-based category, 
exploiting structural similarity between the target proteins and the existing protein-protein 
complexes in Protein Data Bank (PDB) (129) (templates) (4, 33, 90). The initial models of 
the complex are generated by structural superimposition of the target proteins onto the co-
crystallized proteins in the template. This procedure, as opposed to the ab initio methods, 
does not explicitly constrain structural penetrations. Thus the initial template-based models 
may have severe structural overlaps. Despite increasing popularity of the template-based 
docking, a systematic analysis of the clashes, which can be used in development of 
procedures for their removal, is lacking. In this paper, we compare and analyze the extent 
of clashes in unrefined template-based and template-free docking models. The results show 
that, contrary to the common expectation, in acceptable and better quality docking models, 
the clashes in template-based docking are comparable to those in free docking, due to the 
overall higher quality of the template-based docking predictions. This suggests that the free 





Ab initio (template-free) docking was performed by the rigid-body FFT protocol as 
implemented in GRAMM (12, 35). Top 100,000 predictions from the scan stage with 3.5 Å 
spatial grid step, and 10° angular step were rescored by Miyazawa-Jernigan (MJ3h) 
statistical potential (116). 1,000 matches with the lowest MJ3h energy were retained for 
further analysis. 
The template-based docking protocol, developed previously in our lab (53, 101) 
utilizes experimentally determined structures of protein-protein complexes (templates) for 
full structure alignment (FSA) to the target proteins by TM-align (97). The algorithm 
performs a systematic search for best templates in the full-structure template library (117) 
composed of 4,950 co-crystallized binary complexes from DOCKGROUND (57). Models 
with any of the two TM-scores < 0.4 and the fraction of contacts shared by the target and 
the template < 0.05 were previously shown to be unreliable (4, 130), and thus were 
removed from the final pool of predictions. 
The free and template-based docking was performed on the unbound set 3 (49) and 
model set 2 (114) from DOCKGROUND (http://dockground.compbio.ku.edu). The unbound 
set consists of 102 protein-protein complexes and the unbound structures of each protein. 
The set of protein models is composed of 165 binary protein-protein complexes with each 
monomer represented by six models with increasing levels of inaccuracy (model-to-native 
Cα RMSD 1 ± 0.2 Å, 2 ± 0.2 Å,…, 6 ± 0.2 Å), and the co-crystallized bound structure of 




6.3 Results and discussions 
Typically, protein docking starts with simplified low-resolution representation of protein 
structures, and the increase of the resolution at the subsequent refinement (5). This 
simplification is based on the existence of low-resolution recognition (35, 131-135), which 
allow prediction of the gross structural features of protein-protein complexes, even from 
highly simplified protein structures. In terms of the intermolecular energy landscape, the 
low-resolution recognition reflects the existence of the intermolecular energy funnel (119), 
which guides the two interacting proteins along the binding pathway. Various methods of 
measuring the size of the docking funnel (119, 136, 137) are consistent in their estimates 
for its upper bound of ~10 Å ligand RMSD (L-RMSD). This is also consistent with the 
range of the electrostatic and desolvation energies in protein-protein complexes (137). 
From the docking perspective, it is unlikely that an initial model outside the docking funnel 
can be further refined towards a near-native prediction. Thus, in this study, we focus on the 
docking predictions that can be potentially refined.  
To quantify the amount of clashes in the docking models, an intersection of the van 
der Waals volumes, vdwV , of the two interacting proteins was calculated for their 
projection onto a cubic grid with the 1.0 Å step (van der Waals radii values according to 
Ref. (138)). To obtain a quantity, which is independent of the interface size, we normalized
vdwV  by the average solvent-accessible surface area buried upon complex formation (this 















where SASAij  is solvent-accessible surface area of protein i  screened by protein j . We 
measured the severity of clashes in docking models by calculating the maximal penetration, 
defined as follows. For every point x  on ABSASA , the closest point y  on BASASA  
is determined, and the maximum of these distances represents the maximal penetration of 
the two proteins 
 
  SASASASAmax max min 2.8ÅBAAB yxd x y    (6-6) 
 
Since the solvent-accessible surface can be considered as the molecular surface “inflated” 
by the radius of a water molecule (1.4 Å), a correction of 2 1.4 Å  is introduced in Eq. 6-
6 to eliminate the effect of mutual penetrations of water shells. Rapid calculation of 
solvent-accessible surfaces was achieved by Le Grand and Merz algorithm (139) and the 
use of k-d trees (140) for quick retrieval of spatially adjacent atom pairs. 
The unbound structures of 102 protein-protein complexes from the DOCKGROUND 
benchmark set (49) were docked by the template-free GRAMM (12, 35) and template-
based FSA (53, 101) protocols (see 6.2 Methods). Models of acceptable and higher quality 
(according to CAPRI criteria (118)) were retained in both protocols, resulting in the pools 
of 2,513 and 134 models for the GRAMM and FSA predictions, correspondingly. Despite 
different paradigms of the two methodologies (shape complementarity in GRAMM and 
structural similarity in FSA), most models had clashes with comparable average and 
maximal penetrations, with only a minor increase of clashes in the FSA predictions (Figure 






Figure 6-1: Clashes in docking of unbound proteins. For 102 complexes in DOCKGROUND 
Benchmark 3, 2513 template-free by GRAMM, and 134 template-based by FSA docking models 
of acceptable and higher quality were assessed by average (A) and maximum (B) penetrations, 
calculated from Eqs. 6-5 and 6-6, respectively. Reference is the distribution of clashes in the 102 
reference complexes obtained by superimposition of the two unbound protein structures onto 
corresponding proteins in the co-crystallized complex. 
 
 




3) were calculated for each pair of overlapping atoms, based on their radii 
and the interatomic distance. The shown distributions are obtained for 201,422 and 12,827 pairs of 
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side-chain atoms (A), 191,700 and 14,937 pairs of backbone and side-chain atoms (B), and for 
28,982 and 4,466 pairs of backbone atoms (C) in docking models generated by free and template-
based protocols, respectively. 
Most GRAMM models are of acceptable quality (1,967 out of 2,513), whereas most 
FSA predictions are of high and medium quality (56 and 49 out of 134, correspondingly). 
For the GRAMM models the amount of clashes is almost independent of the docking 
quality while, less accurate docking predictions by FSA have more clashes than the more 
accurate ones (Figure 6-3). The largest discrepancies in the amounts of clashes between 
GRAMM and FSA predictions are observed for the models of acceptable quality (Figure 
6-3C; an example in Figure 6-4). 
 
 
Figure 6-3: Clashes in docking of different quality. Distributions of average penetrations (Eq. 6-5) 
are shown separately for high (A), medium (B) and acceptable (C) quality models (according to 
CAPRI criteria). Plots are obtained for 32, 514, 1967 free and 56, 48, 29 template-based high, 
medium, and acceptable quality models, respectively. The reference distributions were obtained 
from the analysis of clashes in random models. For each target with at least one free or template-
based prediction within a certain quality category, ten random models (one for targets with 




Figure 6-4: Example of clashes in acceptable quality docking by free (A) and template-based (B) 
protocols. Unbound structures corresponding to 2nz8, chains A and B, from DOCKGROUND 
Benchmark 3 were used. The unbound structure 1mh1, chain A, is in blue, and the unbound 
structure 1nty, chain A is in red. Overlapping van der Waals volumes are in yellow. The interface 
side-chains selected at 3 Å cut-off are in sticks. Average, avd , and maximum, maxd , penetrations 
are 0.15 Å and 1.62 Å for the free and 0.58 Å and 3.80 Å for the template-based predictions, 
respectively. 
To estimate the amount of clashes in models of a given accuracy, we generated ten 
random models of a protein-protein complex for each complex yielding acceptable or 
higher quality docking predictions (Figure 6-5). The amount of clashes in the random 
models decreases with the increase of the docking quality (thin lines in Figure 6-3). The 
random docking models have a larger amount of clashes than both GRAMM and FSA 
models. In all quality categories, the clashes in FSA models are closer to the clashes in the 
random docking models than to the clashes in the GRAMM docking, which inherently 





Figure 6-5: Flowchart of random model generation. Given two proteins in their reference positions 
(overlapped with the co-crystallized monomers), and the intended quality Qtarget (high, medium, or 
acceptable), the procedure repeatedly generates a model by randomly translating (translation vector 
t

) and rotating (rotation matrix U) the ligand L with respect to the receptor R. At each trial, the 
quality Qnew of the complex RL' is calculated. The procedure is repeated until the model with the 
intended quality is obtained. 
Conditions that define each CAPRI quality category restrict the receptor-ligand 
configuration space to a small area near the native state of the complex, resulting in the 
upper limit for the clashes ( avd  and maxd ≤ 1.2 Å and 7.0 Å, respectively, in any of the 
docking models analyzed). Thus, clashes in a near-native prediction produced by any rigid-
body docking method are inherently restricted to this limit. Therefore, a minimization 
procedure capable of removing clashes from the random models should be sufficient for 
the most docking predictions as well. 
In the structural reconstruction of protein-protein interaction networks, most 
docked complexes would consist of individual protein models (5). Deviations of such 
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models from the native structures could significantly exceed the structural variations 
observed in the proteins upon binding (e.g., the average interface Cα RMSD between bound 
and unbound conformations in the Benchmark 5 (51) is ~1.4 Å). Thus, we also analyzed 
clashes in the docking predictions generated from our benchmark set of protein models 
(114) (Figure 6-6). The decrease in protein structural accuracy yields increasing amounts 
of clashes in FSA docking. Although the FSA docking success rates are weakly dependent 
on the proteins accuracy, the docking models of highly distorted protein models are mainly  
 
 
Figure 6-6: Clashes in docking of modeled proteins. Protein models are from 165 complexes in the 
DOCKGROUND model set 2. Distributions of average penetrations, dav (Eq. 6-5), in the template-
based docking predictions of acceptable and higher quality are shown separately for each accuracy 
level of protein models (1 to 6 Å RMSD from the corresponding native structures). For the 
reference, the plot shows dav distribution of docking predictions from the co-crystallized bound 
proteins. The inset shows the mean values of the main panel distributions along with corresponding 
mean values of dav distributions in free docking of the same set of modeled proteins. 
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in the acceptable quality category (130) and the FSA docking models of acceptable quality 
are, in general, characterized by the larger amounts of clashes (Figure 6-3). Due to the free 
docking paradigm that penalizes clashes, GRAMM yields docking predictions, on average, 
with a constant amount of clashes, regardless of the monomer’s accuracy (inset in Figure 
6-6). 
6.4 Conclusions and future directions 
Without the explicit constraints on the structural penetration, the template-based docking 
models resemble the random models and are more likely to have clashes than the free 
docking. However, because of the generally higher quality of the template-based 
predictions, the clashes in the free and template-based docking are overall similar. Thus 
approaches to structural refinement of the docking predictions developed for the free 
docking, should in principle be applicable to the template-based docking. In our future 
studies we plan a comparative evaluation of the refinement protocols on the free and 





Protein models have been considered a significant obstacle to docking because of their 
inherent inaccuracy, which may vary in a wide range, depending on the availability of 
modeling templates. Specialized benchmarking framework developed in this work allowed 
us to show that even highly inaccurate protein models can result in meaningful docking 
predictions. The template-based docking methodology was found to be much more tolerant 
to the structural inaccuracies in individual proteins, with only a moderate decrease in 
success rates for highly distorted protein models (5–6 Å RMSD), compared to the “bound” 
docking of their co-crystallized conformers. These results, along with the previous efforts 
of several groups (4, 33, 90), justify the use of template-based docking methodology as a 
primary tool for structural reconstruction of PPI networks. 
Besides the benchmarking results, this work further advances the template-based 
techniques by introducing sophisticated template sets and novel scoring approaches. It 
investigates the quality of predictions in the template-based and free docking, showing 
unexpected similarity in the template-based and free docking output, with important 
implications for the refinement of template-based docking predictions. The reported 
development of the docking methodologies will be utilized in the genome-wide modeling 
of protein interactions, within the GWIDD project (22), and in similar efforts to structurally 
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Figure A-1: Deviation of Cα positions in protein models. The deviation is calculated from the 
corresponding X-ray structure, with models and the X-ray structure superimposed by minimizing 
RMSD. (A) Histidines in 6 Å models. (B) Comparison of deviation distributions in homology and 














Figure B-1: Distribution of protein sizes in a set of 629 binary complexes initially selected from 
Dockground. The ratio for a complex is the number of residues in the longer protein divided by the 





Figure B-2: Distributions of TM-scores between protein models and the native structures. In 
selection of the final models for Set 1.0, the preference was given to those with a more uniform 
distribution of distortions along the protein chain. Thus, more residues were involved in the 
alignment, resulting in higher TM-scores. No such filter was used for Set 2.0, more adequately 
reflecting the real case scenario in modeling/docking. Kernel density estimation technique 
(GNUPLOT program) was used to smooth the calculated frequencies. All plots are normalized so 















Figure B-4: Quality of model-model complexes according to CAPRI criteria. The superposition 





Figure B-5: Quality of model-model complexes according to CAPRI criteria as a function of 








Figure B-6: Quality of the “ideal” complexes built from all models at certain accuracy level. The 
examples are (A) 1oph and (B) 2a5t. At the top of the bins are total numbers of monomer models 







Table C-1: Docking accuracy according to CAPRI criteria 
Quality category Condition 
High fnat (1) ≥ 0.5 and (L-RMSD(2) ≤ 1.0 Å or I-RMSD(3) ≤ 1.0 Å) 
Medium fnat ≥ 0.3 and (1.0 < L-RMSD ≤ 5.0 Å or 1.0 < I-RMSD ≤ 2.0 Å) 
Acceptable fnat ≥ 0.1 and (5.0 < L-RMSD ≤ 10.0 Å or 2.0 < I-RMSD ≤ 4.0 Å) 
Incorrect fnat < 0.1 and (L-RMSD > 10.0 Å and I-RMSD > 4.0 Å) 
 
(1) Fraction of predicted native residue–residue contacts 
(2) Cα ligand RMSD when receptors are optimally aligned 
(3) Interface Cα RMSD calculated over the set of native interface residues after a 







Figure C-1: Similar docking modes represented by different metrics. The data shows results of 
pairwise comparison of free docking top 1000 solutions for three protein-protein complexes from 
the Benchmark 1 in terms of (A) ligand RMSD and (B) fraction of shared contacts (Eq. 5-2, main 
text). The docked ligands in each pair of predicted configurations had to satisfy conditions |𝑡| <






, where 𝑡 and 𝑈 are translation vector and 3 × 3 rotation matrix, 
respectively, needed to obtain ligand position in one configuration from the ligand position in the 
other configuration. The unbound structures of proteins in the three complexes were used in 
docking. As opposed to ligand RMSD, the FSCij between similar docking modes does not have 





Figure C-2: Filtering of the template-based docking solutions with the FSC-score. The data was 
obtained on a subset of 807 hetero complexes from the full-structure template library of 4,950 co-
crystallized binary complexes from DOCKGROUND. Each complex in the subset was re-docked by 
the template-based docking using all remaining 806 structures as templates. For all resulting models 
with TM-score > 0.4 (see 5.2 Methods), three components of the CAPRI criteria (ligand RMSD, 
interface RMSD and fraction of native contacts) were plotted against FSC-scores (left-hand panels) 
and TM-scores (right-hand panels). Green horizontal lines separate correct solutions (acceptable, 
medium or high quality predictions) from the incorrect ones. Almost all models (99.8% or 12,499 
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out of 12,524) with the FSC-score ≤ 0.05 (vertical green lines on the left-hand panels) fall into the 
incorrect CAPRI category. Those models constitute 61% of all bad solutions. Such differences 






Figure C-3: Blurring of near-native clusters produced by free docking at increasing levels of 
models’ inaccuracy. Near-native (acceptable, medium and high quality) docking solutions among 
top 1000 free docking predictions were counted for each of 165 complexes in the Benchmark 2 at 
each level of monomer distortion (“0” level means native X-ray structures). The counts were 
averaged over dataset complexes separately at each distortion level and the average numbers were 
plotted as function of monomer accuracy (x-axis). The dashed line is an exponential decay function 
fitted to the data points. Inset shows box-and-whiskers diagrams of distribution of RMSD values 
calculated between Cα atoms of interface residues in model and native monomers for 2×165 
proteins from the Benchmark 2 at six levels of monomer accuracy. Box areas and whiskers contain 





Figure C-4: Docking success rates assessed by CAPRI criteria. Left-hand panels show free 
docking and the right-hand ones show template-based docking. Two types of reference complexes 
were used (see 5.2 Methods): ‘ideal model’ (upper panels) and the native co-crystallized X-ray 






Figure C-5: Target-template similarities in the template-based models built from monomers of 
different accuracy. For each level of monomer accuracy, all template-based predictions resulting 
from docking of 165 complexes from the Benchmark 2 were combined and assessed by the CAPRI 
criteria. TM-scores between target and templates were then calculated separately for good 
(acceptable and better quality, solid lines) and incorrect (dashed lines) models and plotted as 
histograms (0.05 TM-score window) normalized by the total number of predictions in each 






Figure C-6: Correlation between success rates of the template-based docking and structural 
distortions of the protein models expressed in terms of TM-score between model and native X-ray 
structures. The 165×6 model-model complexes (two models with the same accuracy level 
originating from the same native complex) from the Benchmark 2 were divided into seven groups 
with average TM-score (of two TM-scores for separate alignments of both monomers in the model-
model complex to corresponding native structures) < 0.40, [0.4,0.5), [0.5,0.6), [0.6,0.7), [0.7,0.8), 
[0.8,0.9) and [0.9,1.0]. Within each group, success rate for the top 10 predictions was calculated 
and plotted as function of medium TM-score for each group. Total number of complexes in each 
TM-score range is shown above the data points. The dashed line is the Hill function fitted to the 
data points. Variations in TM-scores of the protein models from the Benchmark 2 at six levels of 
distortions are shown in the inset as box-and-whiskers diagrams. Box areas and whiskers contain 
25 – 75 % and 5 – 95 % of data, respectively. Dashed line in the inset shows TM-score 0.5 threshold, 







Figure C-7: Similarities between model-model and X-ray-X-ray template-based predictions 
originating from the same template. Based on the template-based docking of bound X-ray 
structures from the Benchmark 2, all templates were subdivided into good (yielding acceptable or 
better quality models), or bad (otherwise) templates. The docking models built from distorted 
protein structures were compared to the corresponding X-ray-based models in terms of fraction of 
shared contacts, FSCij (Eq. 5-2, main text). With the increasing distortions in monomers (vertically 
stacked plots), similarity between docking models decreases (distributions shift to the left), but 
non-zero similarity values suggest the conservation of the general binding positions. Such trend is 
true for both good and bad templates, although for a small fraction of bad models a complete loss 






Figure C-8: Comparison of graph properties for top-ranked and random free docking predictions 
at different levels of monomer distortions. The top 1000 predictions are shown by open boxes, and 
the random ones by gray boxes. Similarity graphs for the docking predictions were built for each 
of 165 complexes from the Benchmark 2 at each distortion level (see 5.2 Methods). The box-and-
whiskers distributions are for the number of edges in a graph (A), and for vertex strengths (B) in 
all 165 graphs at each distortion level. The vertex strength was calculated as sum of weights (FSCij 
values) of all edges originating from a given vertex. Box areas and whiskers contain 25 – 75% and 






Figure C-9: Docking of models vs. docking of unbound X-ray structures. Free and template-based 
docking success (defined as one correct prediction in top 10, see main text) rates for 63 complexes 
from the Models Docking Benchmark 1 are shown as function of monomers’ accuracy. Dashed 
lines show the performance of the two methods on the corresponding unbound X-ray structures. 
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