In this paper, we study the differential inclusion associated to the minimal surface system for two-dimensional graphs in R 2+n . We prove regularity of W 1,2 solutions and a compactness result for approximate solutions of this differential inclusion in W 1,p . Moreover, we make a perturbation argument to infer that for every R > 0 there exists α(R) > 0 such that R-Lipschitz stationary points for functions α-close in the C 2 norm to the area function are always regular.
Introduction
The history of the study of stationary graphs for the area function (sometimes called minimal graphs) is extremely rich, see [8, Chapter 6] , [7, Chapter 11] and [22] for a more geometric approach.
Consider Ω convex open set and a Lipschitz function u : Ω ⊂ R k → R n , such that the graph (x, u(x)) is a stationary point for the area function in R k+n . In other words, u solves the following system
where (g ij ) = (g ij ) −1 , g ij = (Du i , Du j ) and g = det((g ij )). In the case n = k + 1, the work of many mathematicians such as F. Almgren, E. Bombieri, E. De Giorgi, E. Giusti, H. Jenkins, J. Serrin, J. Simons and others has given a fairly complete understanding of the problem (see [7, 9, 16] ). In the case n > k + 1, the problem is more complicated and many properties of solutions of (1) in the codimension-one case fail in the higher-codimension case. In the seminal paper [15] , L. B. Lawson and R. Osserman proved that in general the Dirichlet problem associated to (1) has no unique solution and that its solutions are not always stable. Concerning the regularity of such solutions, Lawson and Osserman showed that if k ≥ 4 and n + k ≥ 7, then singular Lipschitz stationary graphs exist. Some years later, D. Fischer-Colbrie proved in [6] that if k = 2, 3 then every Lipschitz stationary graph is smooth. For later developments of the theory, see also [10, 26, 27] .
Let us consider any polyconvex (i.e. a convex function of the subminors of a matrix X) f : R n×2 → R of class C 1 and let us fix a convex, bounded and open set Ω ⊂ R 2 . The equations of (1) are a particular case of the system that a stationary point for an energy of the form
. =ˆΩ f (Du) dx, for u ∈ Lip(Ω, R n ).
solves. If f (X) = 1 + X 2 + 1≤a≤b≤n det(X ab ) 2 , ∀X ∈ R n×2 , then E f (·) measures the area of the graph (x, u(x)). In this case, we will denote f (·) = A(·), and we will call it the area function. We say that u ∈ W 1,p (for p ≥ 2) is a stationary point for f if u is a critical point with respect to both outer and inner variations, i.e. if u solves
It can be shown, see [3] , that the graphs of functions u satisfying the previous system are actually stationary in the sense of varifolds.
In order to study the solutions of (2), we recast (2) as a differential inclusion. First of all, we rewrite (2) in its classical form div(Df (Du)) = 0, div((Du) T Df (Du) − f (Du) id) = 0.
Then, using Poincaré's Lemma, we infer that u is a solution of system (2) if and only if there exist functions v : Ω → R n and w : Ω → R 2 such that the function
where J ∈ R 2×2 is a symplectic matrix, i.e. J T = −J, J 2 = − id. From now on, we will use the following notation: A f (X) . = Df (X)J and B f (X) . = X T Df (X)J − f (X)J.
When f = A, we will simply write A(X), B(X) instead of A f (X), B f (X) and C A for the set of matrices of (3) . We remark that U is a solution of (3) with f = A if and only if u solves (1).
Differential inclusions have been extensively studied in the last years, mainly in connection to the so-called convex integration methods. The underlying idea is to rewrite a system of PDE's as a relation of the form
where K ⊂ R n×2 and u ∈ W 1,p (Ω; R n ), p ∈ [1, +∞] and then studying solutions of the system through properties of K. The most natural questions we can ask about (4) are: which properties of K guarantee that (i) any W 1,p -equibounded sequence u n for which dist(Du n , K) converges weakly to 0 converges in some stronger topology and up to subsequences to a solution u of (4)? (ii) are solutions of (4) more regular than merely W 1,p ? We will refer to (i) as "compactness for approximate solutions of the differential inclusion" and to (ii) as "regularity for the differential inclusion". A necessary condition to get (i) is that K does not contain rank-one connections, i.e. rank(A − B) = 2, ∀A, B ∈ K, A = B (see [13, Chapter 1] ). This condition is also sufficient when n = 2 and K is connected (as proved in [25] ), but for n > 2 it is not. This fact is exploited in [18, 23] , where, using convex integration methods, S. Müller & V. Šverák and L. Székelyhidi found striking counterexamples to both (i) and (ii) in the case
f : R 2×2 → R being a quasiconvex function (in [18] ) or a polyconvex function (in [23] ). For the definition of quasiconvex function, we refer the reader to [18] . An important open question in the field of vectorial Calculus of Variations is whether for general polyconvex (or quasiconvex) functions (3) admits non-regular solutions as in [18, 23] or if (i) and (ii) hold.
The results of this paper are in the opposite direction than the ones of [18, 23] , in the sense that we prove (i) and (ii) for particular cases of (3). Our research was driven by V. Šverák's results in [25] . In that article, the author studied differential inclusions
where K a connected, compact set of R 2×2 , and u : Ω → R 2 a Lipschitz function. Roughly speaking, in order to gain (i) (see [25, Theorem 1] ), it is sufficient for K to fulfill:
for some c ∈ R \ {0}. To guarantee (ii) (for instance, Du ∈ C 0,α for some α > 0), a stronger inequality is needed: [25, Theorem 3] ). In view of these results, it becomes clear that in order to guarantee (i) and (ii) one needs to carefully study the signs of the subdeterminants of matrices in K. Similar considerations were also made in [4, 14, 24] .
Let us outline the structure of the paper and state our main results, in order to clarify how we use Šverák's ideas to obtain information on our differential inclusion. In Section 2, we write explicitely C A and prove basic growth estimates of A. In Section 3, we show the smoothness of the solutions of the differential inclusion Dw ∈ {Y ∈ R 2×2 : Y = B(X), X ∈ R n×2 } through Monge-Ampère equation regularity result. Section 4 is devoted to the proof of Theorem 4.1. This result, combined with the Monge-Ampère results proved in the previous section, gives us the necessary information on the signs of the subdeterminants of the differential inclusion. Indeed in Section 5 we prove the first of our main results:
then, up to a (non-relabeled) subsequence, U n converges strongly in W 1,p to a function U : Ω → R 2n+2 , for
Finally, in Section 6, we prove a perturbation argument, through which we establish regularity for Lipschitz solutions of more general energies than the one induced by the area:
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The area functional
In this section we rewrite the partial differential system defining a stationary graph for the area functional as a differential inclusion. Let us consider the area functional on graphs A : R n×2 → R:
where X ab is the 2 × 2 submatrix obtained from X considering just the a-th and the b-th rows. Denote with cof(M ) the matrix for which M cof(M ) = det(M ) id 2 ,for every M ∈ R 2×2 . This is uniquely defined by requiring that
Where C ab (X) denotes the n × 2 matrix defined as
From (6) , it also follows that
Let us fix the symplectic matrix to be
We will study the following particular case of (3):
where U : Ω → R 2n+2 is a function in a Sobolev space (its regularity will be discussed at the end of this section). We will always use the following notation for a map U with the property (7):
so that U satisfies (7) if and only if Dv(x) = A(Du(x)) and Dw(x) = B(Du(x)) for a.e. x ∈ Ω. Let us make some preliminary computations that we will need in the paper. Namely:
, for some constants c, C > 0 independent of X;
Proof. In this proof, we will make use of Cauchy-Binet Theorem (see [1, Proposition 2 .69]), that asserts the identity 1≤a≤b≤n det(X ab ) 2 = det(X T X). To prove (1), we write
To prove (2), we again write
It is easy to see that there exists two constants c 1 , C 1 > 0 independent on X such that
Therefore, we get the estimates
By taking another pair of constants c 2 , C 2 > 0, we have
.
Using the fact that det(X T X) ≥ 0, rewriting X 4 + 1 + 2 X 2 = (1 + X 2 ) 2 , and taking the square root of the terms of the inequalities, we get
Considering c = √ c 2 , also the second estimate is proved.
With the previous lemma, we immediately get
, and U satisfies (7) , then U ∈ W 1,p (Ω).
Properties of B(·)
In this section, we prove some properties of the matrix field B(X). In Proposition 3.2 we show how these imply the smoothness of the function w in (7) . We recall that
Lemma 3.1. The following properties hold:
Proof. Let us write B(X) explicitely. Denote with X 1 , X 2 the column vectors of R n representing the columns of the matrix X. Since A(X) is positive, we just need to consider A(X)B(X). First,
Therefore,
Finally,
With this computation, (i) and (ii) readily follow. To prove the third property, we compute:
We now consider properties of the differential inclusion
for w ∈ W 1,2 (Ω). By (i) of Lemma 3.1 we have div(w) = 0. Therefore, w = (w 1 , w 2 ) can be rewritten as
for some z ∈ W 2,2 (Ω). Consequently, (10) is rewritten as
Using properties (ii) and (iii) of Lemma 3.1, we find that z enjoys the following properties
In the next Proposition, we will exploit some fundamental results of Monge-Ampère equation. We refer the reader to [5] for the definitions and the results we will use. Here and in the rest of the paper, we denote with L m the m-dimensional Lebesgue measure in R m . (11) . Then, z is smooth.
Proposition 3.2. Suppose z solves
Proof. We just need to prove that z is an Alexandrov solution of the Monge-Ampère equation, and then apply the classical regularity results for the Monge-Ampère equation. It is not restrictive to prove the result on balls
to argue that z is continuous in B r (x). We also prove that it is convex on B r (x). For every x ∈ B r (x) and for every v ∈ R 2 , we compute
Therefore, z ε is a sequence of convex functions converging in the C 0 (B r (x)) topology to z. Thus, z must be convex too. Denote with µ z and µ zε the Monge-Ampère measures associated to z and z ε respectively. We need to show that
. To do so, first we notice that the W 2,2 convergence of z ε to z imply that det(D 2 z ε ) → det(D 2 z) in the L 1 -norm. Moreover we use [5, Proposition 2.6] to infer that the Monge-Ampère measures associated to z ε converge weakly in the sense of measures to the Monge-Ampère measure associated to z. From the regularity of z ε , we infer µ zε = det(D 2 z ε )L 2 B r (x), hence for every g ∈ C c (B r (x)) we have:
Hence, z is an Alexandrov solution to det(D 2 z) = 1. It follows that z is strictly convex by [5, Theorem 2.19 ] and smooth by [5, Theorem 3.10].
Let us conclude this section with another important property of B(X), that derives from a simple computation:
4. Bounds on the subdeterminants and regularity 
provided that
Remark 4.2. Let us use the following notation: α(X) .
. These functions were explicitly written in Lemma 3.1. Notice that, as it was proved in (iii) of Lemma 3.1:
Proof. First of all, we compute
Using the notation of Remark 4.2
Assume, without loss of generality, that X ≥ Y . We can write
First, we claim that there exists a constant δ = δ(k) independent of X such that, for every X for which
Without loss of generality, we can suppose β(X) ≥ 1. Therefore, if b = 0, we can choose any δ ≤ 1. If b = 0, we divide the expression by b 2 and the thesis becomes equivalent to
Taking into account (15), i.e. γ 2 = αβ − 1, the discriminant of the previous equation becomes
Since β(X) and α(X) are both uniformly bounded, we can choose some small δ < 1 depending only on k (so, in particular, independent of X) for which ∆(X) δ < 0 for every X such that B(X) ≤ k. This implies that the polynomial x → (β(X) − δ)x 2 − 2γ(X)x + (α(X) − δ) has no real root. Since β(X) ≥ 1 > δ by assumption, then the polynomial is positive for large values of x, therefore it is positive everywhere, as we wanted. Inequality (17) with a = j (x j1 − y j1 ) 2 and b = j (x j2 − y j2 ) 2 yields the following inequality:
We also estimate:
By the definition of α, β and γ, 2|γ (18) and (19), we finally estimate in (16):
This estimate completes the proof of (14).
4.1.
Regularity of the Differential Inclusion. The regularity of W 1,2 solutions of (7) is surely a wellknown result to the experts of the field. Since we could not find a reference of this fact in the literature and the argument is very short, we give a proof here. Proof. From the proof of the previous theorem, we know that
The equation div(DA(Du)) = 0 reads, for every j ∈ {1, . . . , n},
where u = (u 1 , . . . , u n ). The previous equation has to be intended in the weak sense. In (3.2) it is showed that α(Du), β(Du), γ(Du) are smooth functions. Moreover, the matrix
is locally bounded in the sense of quadratic forms above and below by
for two positive constants c 1 ≤ c 2 . The argument to prove (21) is exactly the same as the one used to prove (17) . Therefore, every u j is the weak solution to a second order elliptic equation with smooth coefficients, (20) . It is well known that solutions to this class of equations are smooth.
Remark 4.4. This is not the first time that regularity results for Monge-Ampère equation have been exploited to obtain regularity for the minimal surface equation for graphs. In [21] , this connection is used to prove Bernstein's theorem (i.e., that the only solution to the minimal surface equation/system in the whole R 2 are affine functions) for 2-dimensional minimal graphs in R 3 . We remark that, in view of the well-known Bernstein property for solutions of Monge-Ampère equation (see [21] ), Proposition 3.2 and Proposition 4.3 immediately give Bernstein's property for W 1,∞ 2-dimensional minimal graphs in R n+2 .
Compactness of the differential inclusion in
The main result of this section is Corollary 5.4, where we prove the compactness of the differential inclusion (7) . First, we recall some results about Young measure.
Preliminaries: Young measures.
The results we report here are taken from [17, Section 3] , to which we refer the interested reader for a more detailed exposition of the subject. We will denote with M(R m ) the space of finite and positive measures on R m . 
In this case, we say that z j k generates the Young measure ν. 
Then, z j → z in L q (E), for every 1 ≤ q < p.
Compactness results.
We will make use of the following identity, that can be easily checked by direct computation
for every X, Y ∈ R m×2 , where X i , Y i are the i-th rows of the matrices X and Y .
Theorem 5.4 (Compactness of the differential inclusion).
Proof. Throughout the proof, we will use the splitting
for every Λ ∈ R (2n+2)×2 . We can assume that U n converges weakly in W 1,p to U, and that DU n converges in the sense of Young measures to {ν x } x . We claim that, for almost every x ∈ Ω, we have
To prove the previous claim, it just suffices to apply the definition of Young measure generated by U n . Indeed to show (i) consider the function f ∈ C(R (2n+2)×2 ) defined as f (Λ) . = dist(Λ, C A ). The proof of (ii) is analogous to the one given in [25, Theorem 1] . Moreover, using the equality
valid for every matrices M 1 , M 2 ∈ R 2×2 , and (ii) of the previous claim, it is easy to see that
where ν x ⊗ ν x denotes the standard product measure constructed with ν x . Clearly this implies that for any collection of numbers t ab ∈ R,
First, we choose t ab = 0 for every 1 ≤ a ≤ b ≤ 2n and t ab = 1 if a = 2n + 1, b = 2n + 2. Using (i) of the claim and (13), we infer that ν x ⊗ ν x is supported in the set of matrices
Thus, we obtain the existence of a 2 × 2 matrix B x such that B(Λ 1 ) = B x for a.e. x ∈ Ω and for ν x -a.e. Λ ∈ R 2n+2 . Let us remark that the matrix B x possibly depends on x ∈ Ω but not on Λ ∈ R n×2 . To finish the proof, apply (23) to find coefficients t ab such that
Now we can use (14) to infer that for a.e. x ∈ Ω, there exists a number δ(x) > 0 0 =ˆR
This yields ν x = δ DU (x) for a.e. x ∈ Ω. Corollary 5.3 implies that DU n converges in measure to DU and therefore strongly for every 1 ≤p < p.
Perturbative result
We will prove that solutions with fixed Lipschitz constant of the differential inclusion (3) for functionals sufficiently near to the area functional are actually as smooth as the functional under consideration. The strategy is the following. In Lemma 6.1, we prove inequality (28), through which we bound the norm of the difference of two matrices with a linear combination of subdeterminants of C A . Next, in Lemma 6.2, we show that, if we fix R > 0, there exists a number ε(R) > 0 such that, if f :
, then for f the same kind of inequality holds (see (29)). In Theorem 6.3 and Proposition 6.4, we show how inequality (29) implies Hölder continuity of gradients of functions U satisfying DU(x) ∈ C f , for a.e. x ∈ Ω. Finally, in Subsection 6.1, we will improve the Hölder continuity of the gradient of the solution to higher regularity. 
Proof. We note that for (X, Y ) ∈ B 3R 2 (0) × B 3R 2 (0) the hypothesis of Theorem 4.1 are fulfilled. Therefore, we find constants C = C(R) and c = c(R) such that
Using the hypothesis, we estimate min{ Y , X } ≤ 3R 2 . Moreover Young inequality yields
Finally by (13) we find a constant µ = µ(R) ≥ 0 such that
This finally concludes the proof of the present Lemma, with λ(R) . = 3CR 4τ µ . 
then, for the same constant λ of formula (28),
Proof. The proof is by contradiction. Assume we can find a sequence of functions f n , a sequence of numbers c n and sequences of matrices X n and Y n such that
First, suppose X = Y . Then, in the limit we find a contradiction with (28)
Then, for every n, (iv) yields:
We have
and, analogously,
. The convergence of T n and B n are a direct consequence of (i). Consequently, in the limit (30) becomes
Now, by (28) and for every n,
so that, if we divide by X n − Y n 2 and pass to the limit, we obtain a contradiction with (31).
it holds U ∈ W 2,2+ρ (Ω), for some positive ρ.
The proof of the previous Theorem is a consequence of the following result, that in turn is a simple generalization of [25, Theorem 3] . Proposition 6.4. Consider differential inclusions of the following form, for V ∈ W 1,∞ loc (Ω; R r+m ),
, for a.e. x ∈ Ω,
where
then, u ∈ W 2,2+ρ loc (Ω; R n ), for some ρ > 0.
Proof. From now on, we fix open sets Ω ′ ⊂ Ω ′′ ⊂ Ω, each with compact closure in the other. For any
, and moreover denote, for any function g :
Since the determinant is a null Lagrangian and η has compact support ab c abˆΩ det(D(η(x)(w h ab (x) − q ab )) dx = 0.
Equation (26) yields
Hence, by (33) and our previous computation, we can writê
Since F is C 1 , it is locally Lipschitz. In particular, if u W 1,∞ ≤ R, this implies that, for some constant c ≥ 0 depending on R,
. From now on, we will not keep track of the constants, and we will simply denote them by C. Continuing our computation, we readily obtain through Hölder inequalitŷ
Choose q ab = 0 for every a, b and η ≡ 1 on Ω ′ . Using the fact that V is Lipschitz, we get
, for every sufficiently small h.
By standard results about Sobolev spaces (see [2, Proposition 9.3] ), this implies that u ∈ W 2,2 loc (Ω). To conclude the proof, we show higher integrability of the Hessian of u, namely D 2 u ∈ L 2+ρ , for some ρ > 0. To do so, consider again (34). This time, consider any square Q ⊂ Ω ′ such that 2Q ⊂ Ω ′ , where 2Q is the square of side s centered at the center of Q but with twice the side. We take η ∈ C ∞ c ( √ 2Q) with η ≡ 1 on Q, and
for some C > 0 independent on x and s. Then, (34) becomeŝ
Now, using [12, Theorem 3.6] , we can estimate the last term with a Sobolev-type inequality, using p = 2 and p * = 1, once we have chosen suitably q ab :
Once again, Dw h ab ≤ C Du h pointwise a.e., where C depends only on the Lipschitz constant of F (that in turn depends only on the Lipschitz constant of α). In this way, (35) can be rewritten aŝ
Passing to the limit as h → 0, we finally get
We can apply Gehring's Lemma as stated, for instance, in [11, Theorem 1.5] , to deduce the higher integrability of the Hessian of our function.
6.1. Higher regularity. By Theorem 6.3, we know that for every R, there exists ε(R) > 0 such that
In this subsection, we show that, possibly taking a smaller ε, if f ∈ C k , for k ≥ 2, then U ∈ C k−1 . The procedure here is quite stardard (see, for instance, [25, Corollary] ) and we describe it for the reader's convenience. To show the improvement of regularity, we exploit the results of [19, 20] . Suppose that f ∈ C k (R n×2 , R), k ≥ 2 satisfies the following Legendre-Hadamard condition (briefly, LH), i.e. there exists a constant µ > 0 such that
. Then, applying [20, Theorem 6.2.5], we infer that the W 2,2+ρ solutions of div(Df (Du)) = 0 belong to C k−1,α loc , for some α depending on ρ. In order to apply [20, Theorem 6.2.5], we need to prove that functionals close to the area satisfies the LH condition. In Lemma 6.5 we prove that the area satisfy a local LH condition, and in Lemma 6.6 we extend this to functions close to the area. To apply Morrey's [20, Theorem 6.2.5], we need to prove a global LH condition for these functionals. Nevertheless, since we are just interested in Lipschitz solution of constant R > 0, it will be sufficient to prove that there exists an extension of the function f under consideration to the whole R n×2 that satisfies the LH condition. This extension is the content of Lemma 6.8. Lemma 6.5. For every R > 0, there exists a constant τ (R) > 0 such that
Proof. Fix X ∈ R n×2 , X ≤ R, and Y ∈ R n×2 with Y = 1 and rank(Y ) = 1. Define the function
The thesis is equivalent to
This implies
Finally:
We will now show that s ′ (0)g 2 (0) − s 2 (0) ≥ 1, and this concludes the proof. To simplify the notation, define
Recall that we are assuming Y = 1, and that a,b (det(X ab )) 2 = det(X T X). Therefore:
and
We claim that the terms in brackets of the previous expression are all nonnegative. This would conclude the proof, since then, considering (37) s ′ (0)g 2 (0) − s 2 (0) ≥ 1 + A and A ≥ 0. Let us prove the claim. First, we need to show that
Cauchy-Schwartz inequality and the fact that Y = 1 imply
The second inequality we need is B 2 ≤ A det(X T X). By the definition of B and applying again Cauchy-Schwartz inequality:
Finally, we prove that 2 X, Y B ≤ A X 2 + det(X T X).
By Cauchy-Schwartz and Young inequality:
then there exists a constant τ ′ = τ ′ (R) such that
Proof. Suppose by contradiction that the thesis is false. Then, we can find a sequence of functions f n , a sequence of positive numbers c n and sequences of matrices X n , Y n such that:
Passing to the limit in (v), we immediately get a contradiction with Lemma 6.5.
In order to prove the next lemma we need to introduce a new:
is a uniformly convex function with constant µ, i.e.
If µ = 0, the function h is simply called rank-one convex.
It is not difficult to see that if h ∈ C 2 (R n×2 ), then h is µ-rank-one convex if and only if it satisfies the LH condition with constant µ (i.e., (36) holds). Therefore we will say that a C 2 function h is µ-rank-one convex in B r (0) for some r > 0 if and only if (36) holds for every X ∈ B r (0) ⊂ R n×2 and for every Y ∈ R n×2 with rank(Y ) = 1. Lemma 6.8. Let f ∈ C k (B 2R ), k ≥ 2, be a µ-rank-one convex function on B 2R . Then, there exists a function F such that
Proof. Choose any R 1 ∈ 3R 2 , 2R . Moreover, define f ′ (X)
. Notice that, by our hypothesis, f ′ is still rank-one convex on B 2R (0). Apply [18, Lemma 2.3] to find a rank one convex function F ′ : R n×2 → R such that F ′ coincides with f ′ on B R1 . The function F ′′ (X) . = F ′ (X) + 3µ X 2 4 is 3µ 4 -rank-one convex on the whole R n×2 and on B R1 it coincides with f (X). We take any family of mollifiers ρ ε on R n×2 with spt(ρ ε ) ⊂ B ε (0) and ρ ε (X) ≥ 0 for every X ∈ R n×2 , and define
The convolution is well defined since rank-one convexity implies that F ′′ is locally Lipschitz. Through a direct computation, it is easy to see that F ε is still 3µ 4 -rank one convex. Consider any R 2 ∈ 3R 2 , R 1 and take a function η ∈ C ∞ c (R n×2 ) such that 0 ≤ η(X) ≤ 1, ∀X, η ≡ 1 on B R2+δ and η ≡ 0 on B c R1−δ , with 0 < δ . = R1−R2 10 . Next, define G ε (X) . = η(X)F ′′ (X) + (1 − η(X))F ε (X).
We claim that there exists ε > 0 such that G ε (X) has the desired properties. Indeed, for every ε > 0, G ε is a C k (R n×2 ) function that coincides with F ′′ and therefore f on B 3R 2 . Moreover, by the properties of the support of η and the 3µ 4 -rank one convexity of F ′′ and F ε , it holds
for every ε > 0, Y ∈ R n×2 with rank(Y ) = 1 and X ∈ B .
. Therefore, to conclude the proof, we need to show that for ε > 0 sufficiently small,
Take ε < R1−R2 100 . In this case, we see that for every X ∈ B c DF ε (X) = (DF ′′ ⋆ ρ ε )(X) and D 2 F ε (X) = (D 2 F ′′ ⋆ ρ ε )(X),
since F ′′ coincides with the C k (k ≥ 2) function f on B R1 . We obtain Exploiting (38) and the regularity of F ′′ , we see that there exists a constant C > 0 independent of X such that
for every X ∈ B c and every Y ∈ R n×2 (non necessarily with rank(Y ) = 1). We can choose any number 0 < ε ≤ µ 4C . Let it be ε 0 , and call F (X) . = G ε0 (X). F has the three properties listed in the statement of the Lemma.
We can summarize the result of this section in the following Theorem 6.9. For every R > 0, there exists α = α(R) > 0 such that, if f is a C k (R 2n+2×2 ) function, k ≥ 2, with the property that f − A C 2 (B2R(0)) ≤ α,
and U : Ω → R 2n+2 is a Lipschitz solution of DU(x) ∈ C f , for a.e. x ∈ Ω (40)
with DU ∞ ≤ R, then U ∈ C k−1,ρ (Ω), for some positive ρ > 0.
Proof. Fix R > 0. Choose α(R) . = min{ε(R), ε ′ (R)}, where ε and ε ′ are defined in Lemma 6.2 and Lemma 6.6 respectively. Take any f satisfying (39) and a R-Lipschitz U satisfying (40). By our choice of α, U belongs to W 2,2+ρ loc (Ω) by Theorem 6.3. Again, by the choice of α, by Lemma 6.6 we have that f satisfies the LH condition in B 2R . Using Lemma 6.8, we can consider F ∈ C k (R n×2 ) that extends f outside B 3R 2 and that satisfies the LH condition on the whole R n×2 . Since DU ∞ ≤ R, div(DF (Du)) = div(Df (Du)) = 0, a.e. in Ω.
U has the desired regularity by [20, Theorem 6.2.5], as described at the beginning of this subsection.
