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FROM THE EDITORS 
One hundred years ago, the famed American botanist, Asa Gray, was 
publishing most of his research papers in the Proceedings of the American 
Academy of Arts and Sciences. So did many other national figures in both the 
humanities and the sciences. These individuals commonly read each other's 
papers and discussed them at meetings and elsewhere. Gray and the poet Long-
fellow were friends. It is true that they were colleagues and neighbors, but they 
would have known of each other even had they been geographically separated. 
Were Gray with us today, most of his publications (other than books) 
would probably be in journals like Brittonia, Systematic Botany, Taxon, 
Madrofio, or perhaps larger works in the Annals or Memoirs of one of the major 
botanical gardens. Gray would know of Longfellow because the latter wrote 
for the public domain, but Longfellow would never have heard of Gray. 
Neither would Longfellow, as nearly all readers of these lines, have any know-
ledge of the above-listed journals; they would be just words. 
Thus in Gray's time, despite their multifarious interests, there was some 
semblance of a single community of creative and scholarly endeavor. In con-
trast, the middle 20th century was somewhat epitomized by C. P. Snow as 
"Two Worlds." But in 1982 it is not two worlds; it is a dozen worlds or com-
munities whose inhabitants know the others only as foreign shores. And many 
of these communities are complex monsters with but limited communication 
between their own extremities. 
Consequently, journals equivalent to a "Proceedings of Arts and Sci-
ences" are presently endangered species. A holdover like the Iowa State journal 
of Research offers a rare opportunity for comparative study of the academic 
community. These observations, though perhaps suggesting the merits of such 
study, are to be regarded only as impressions accumulated by the Editor. 
The splintering of scholarly effort is evidenced in many ways. One that 
immediately comes to the editors of the journal is the multiplicity of so-
called style manuals that present the dicta for manuscript preparation. We have 
to work with about eight of them. The differences in pragmatic instructions 
(Thou shalt do this ... ) and both the explicit and implicit supporting philos-
ophy suggest universes structured about entirely different determinate par-
adigms. Papers to the journal support such a hypothesis. As an example, the 
following compares contributions from the humanities, as exemplified by 
English and History, with those of some of the biological and agricultural 
sciences. 
Authors in the humanities are, on the average, better writers than those 
in science and technology. This speaks specifically to the sentence and para-
graph level. Their phrases flow more fluently; rhetoric, diction, ~nd grammar 
are all superior. Commonly, their papers are pleasant to read and often can be 
understood by one who is not one of them. But organization is much less 
sharply defined than in the sciences. Some writing seemingly wanders around 
2 FROM THE EDITORS 
at random, and the reader asks, "It was an interesting trip, but where was he 
going?" This uncertainty is accentuated by the fact that authors are allergic 
to summaries and/or abstracts. Literature citation is by footnotes, but these are 
not just citations. Discussion and exposition often follows each reference. The 
number of footnotes, even in short papers, may approach or exceed one 
hundred. Sometimes the total of these accessory essays exceeds the accompany-
ing primary manuscript in length. These writers are more discursive than the 
scientists to whom brevity is a cardinal virtue. An author in one of the Shake-
speare symposia as published in the journal will take four pages to say some-
thing that a scientist would believe could easily be condensed to a single page 
without loss of information. 
If one turns to the other group, the presumably "disciplined" and 
hard-nosed scientists, there one discovers sadly, by comparison with the hu-
manities, that the use of the English language is commonly clumsy and wooden. 
The chugging of repetitively structured sentences renders reading as exciting 
as watching concrete set. The vocabularies of the writers, other than that of 
the technical worlds known only to themselves and their peers, are commonly 
limited. Their conceptual specialization, the production of data from the use 
of esoteric equipment and the necessity of the extensive mathematics and 
statistics, of computer analyses, renders interpretation impossible for anyone 
lacking a knowledge of these several supporting fields. On the other hand, 
organization, commonly in a standard format, is much more discernible than 
of the literary writers. Abstracts and index words are part of the system, and 
indeed the abstracts are sometimes intelligible to the general reader even if 
the supporting data are not. 
The literature citations that terminate papers are just that, nothing 
more; the paper is a single unit. Textual reference to this literature is by author 
and year or by number and is not through footnotes. Footnotes are 
used but sparingly (the journal Science is a conspicuous exception) and, in 
fact, are an emotional anathema to many journal editors who will permit none. 
There is much snobbism between disciplines, workers in one feeling 
that theirs and the people therein are the true elite. The old tritism that famil-
iarity breeds contempt is reversed because it is lack of familiarity (and human 
arrogance) that fuel this superiority syndrome . Such, of course, is nonsense. 
There is no area of scholarly endeavor that cannot use the highest skills of 
human beings, and all have populations that include truly superior scholars 
as well as the others. This would be better recognized were there more com-
munion among less myopic saints. 
These paragraphs obviously concern only a few visible portions of 
icebergs whose mass lies mostly below the water's surface. Granting that it 
represents only one form or level of sampling, the Iowa State journal of Re-
search might prove an initial resource for data on the form of these objects. 
Perhaps then, were there more like journals and were there a more strenuous ef-
fort made to speak to colleagues of other callings, travels to other shores 
would be less an excruciating experience. DI 
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ROOTS OF THE IOWA STATE UNIVERSITY 
STATISTICAL CENTER: 1914-1950
1 
T. A. Bancroft2 
ABSTRACT. The early history of statistics is outlined, and the pioneering role 
of Iowa State in this discipline is described. Prime mover George Snedecor, 
between 1914 and the mid-1920s, began a program of resident teaching, con-
sulting services, and cooperative research. These led to work with Henry A. 
Wallace and creation of a Mathematics Statistical Service, which evolved into 
the Iowa State Statistical Laboratory, both unique in the United States prior 
to World War II in providing campuswide statistical consulting and computing 
service. Iowa State's leadership in introducing new British statistical ideas and 
procedures produced extensive applications in biological and agricultural 
research. Snedecor's Statistical Methods spread the new methodology world-
wide. 
The growth of the statistical center at Iowa State is traced from an 
initial mathematics base through significant thresholds, including the develop-
ment of federal support, the participation of eminent visiting statisticians, the 
structuring of an interdisciplinary faculty, and the organization, in 1947, of a 
new Department of Statistics. 
Additional index words: statistics, mathematical sciences, scientific 
method, consulting, cooperative research, descriptive statistics, inferential 
statistics, statistical centers/departments, probability, G. W. Snedecor, H. A. 
Wallace, R. A. Fisher, and W. G. Cochran. 
INTRODUCTION 
"Statistics" (Bancroft, 1959) may refer to quantitative data or to a 
discipline concerned with the science and art of obtaining and analyzing quanti-
tative data in order to make sound inferences in the face of uncertainty. The 
word "statistics" originally designated collections of data pertaining to matters 
of importance to a political state, such as population, deaths, tax returns, and 
the amount of internal and external trade. Descriptive statistics is concerned 
with techniques of collecting such total counts (populations) and methods of 
calculation of summarizing descriptive constants such as averages and measures 
of dispersion. 
Paralleling the historical development of descriptive statistics, interest 
grew in developing methods of drawing sound inferences from a small popula-
tion sample to the entire population, e.g., using the mean of the sample as an 
estimate of the population mean. Also, out of historic concern with games of 
1 
The author is appreciative of suggestions made by Duane Isely, Editor of the 
Iowa State journal of Research, and the assistance given by Jauvanta Walker, 
Information Specialist, Statistical Laboratory, Iowa State University, in prepar-
ation of the final version of this paper. 
2 
Professor Emeritus, Department of Statistics and Statistical Laboratory, Iowa 
State University, Ames, Iowa 50011. 
4 BANCROFT 
chance, a field of mathematics was developing to provide solutions to numer-
ous problems arising in various forms of gambling. Developments growing out 
of such interests are concerned with uncertainty and hence probability. The 
definition of mathematical probability, its postulates, and several interpreta-
tions of the meaning of probability led to several branches of analytical and 
inferential statistics, that is, to the discipline concerned with statistics both as 
a mathematical science and as an important part of scientific method. 
While Continental mathematicians were concentrating on theory of 
statistics and probability, in England important developments in statistical 
methodology were emerging in the early twentieth century. Especially notable 
was the work of Sir Ronald A. Fisher, geneticist and statistician at Rotham-
sted Experimental Station. Fisher built on work by Karl and E. S. Pearson 
and "Student" (W. S. Gosset) to develop methods for the statistical design and 
analysis of experiments. Impetus for this work grew out of concerns with 
Mendelian theory in genetic studies; nevertheless the new methodology had 
broad implications for research in biology and agriculture, once it was inter-
preted and made more accessible to applied scientists. In the United States, 
Iowa State took the leadership among colleges and universities in introducing 
the new developments in statistical methods. 
In the period following World War I, various American colleges and 
universities became interested in theoretical aspects of mathematical statistics, 
e.g., Michigan, Columbia, and Iowa, and later Stanford and the University of 
California at Berkeley. Some, like Michigan, Iowa, and Cornell University, 
eventually had single individuals or splinter groups concentrating on applica-
tions of theory to a particular field such as actuarial science, economics, 
psychology, education, or medicine. However, Iowa State was among the first, 
if not the first , to develop and coordinate statistical programs broadly empha-
sizing statistics as both an important part of scientific method and a mathe-
matical science. As described later, this would be accomplished through the 
efforts of George W. Snedecor and Henry A. Wallace, the visits of R. A. Fisher 
and other statisticians from abroad, and the cooperation of E. R. Smith, 
head of the Department of Mathematics, and R. E. Buchanan, Director of the 
Agricultural Experiment Station and Graduate Dean. 
Beginning in 1937, the various editions of Snedecor's book, Statistical 
Methods (Snedecor, 1937 et seq.), spread the new sounder methods of statisti-
cal inference around the world. This book, using no more than high school 
algebra, with real data from meaningful experiments and surveys (many under-
taken at Iowa State), made it possible for research scientists to quickly learn 
and make use of inferential statistics in their own research. The influence of 
that cannot be overemphasized. While visiting an agricultural experiment station 
during an FAO assignment in the Middle East and India in 1954, this author 
saw that a British-trained scientist appeared to be making more use of Snede-
cor 's book than any other from his shelves. When questioned, he replied, 
" After reading Snedecor I can then understand R. A. Fisher." The book has 
gone through seven editions, been translated into nine languages ranging from 
Spanish to Japanese, Hindi and Roumanian, and sold about 185,000 in English 
language editions, not counting the foreign editions in English. The seventh 
edition remains a major offering of the Iowa State University Press (Snedecor 
and Cochran, 1980). 
IOWA STATE STATISTICAL CENTER 5 
EARLY DEVELOPMENTS: TEACHING, CONSULTING, AND COOPER-
ATIVE RESEARCH 1914-1941 
Courses essentially statistical in nature were offered by the Department 
of Mathematics at Iowa State beginning in 1914 and by the Department of 
Economics beginning in 1915. George Snedecor, who had joined the faculty in 
1913, undertook responsibility for the teaching of statistics in Mathematics. 
However, individuals interested in taking or auditing the courses were primarily 
graduate students, teachers, and research workers in substantive fields in 
agriculture. In particular, staff and students in the plant and animal sciences 
and genetics were discovering the importance of statistical methods in their 
research investigations. As a consequence of these considerations and Snede-
cor' s own interests, his courses-starting with his first one offered in 1915-
were applied and biological in nature. In illustrating each statistical technique 
or method, Snedecor used real data obtained primarily from agricultural re-
search investigations involving him as the statistical consultant. 
In presenting methods and techniques, Snedecor made every effort to 
become acquainted with developments in biological and agricultural statistics 
elsewhere. As noted by Lush (1972): · 
... by 1925 Pearl's Biometry for Medical Students and Fisher's 
Statistical Methods for Research Workers had appeared, but the 
former was aimed a little to one side of the interest of most 
workers in biology and agriculture, while the latter was so 
condensed- ·and yet covered so much territory-that only those 
already experienced in statistical work could begin to appreciate 
it on first reading. 
Snedecor's outstanding and unique contribution to the improvement of re-
search methods, particularly in the agricultural and biological sciences in the 
United States, was that of pioneering in the development and utilization of the 
new statistical concepts and methodology. Moreover, in his teaching and con-
sulting, and later in his book Statistical Methods, he presented easily-followed 
analyses of real data from experiments and surveys. 
In the spring of 1924, Henry A. Wallace, then an editor of Wallace's 
Farmer in Des Moines, Iowa, commuted on Saturdays to Iowa State to con-
duct, with the assistance of Snedecor, a seminar course for about twenty re-
search faculty members on rapid machine calculation of correlation coeffi-
cients, partial correlation, and the calculation of regression lines. Assisted by 
Dr. Charles F. Sade, then stationed in Des Moines with the U.S. Department of 
Agriculture, Wallace brought IBM punched-card machines to Iowa State to pro-
vide laborsaving computing facilities. As far as can be ascertained, this led to 
the first use by a university statistical center of IBM punched-card business-
type machines for statistical analyses of research data. 
As an outgrowth of the Wallace seminars, Wallace and Snedecor in 1925 
coauthored Correlation and Machine Calculation, an Iowa State bulletin which 
attained worldwide distribution. Furthermore, in 1927 Snedecor and A. E. 
Brandt were placed in charge of a newly created Mathematics Statistical Service 
(a statistical consulting and computing service) at Iowa State. Although its 
services were available on a campus-wide basis to faculty and graduate students 
6 BANCROFT 
engaged in research, those from agriculture were its principal users. 
The Statistical Laboratory was established in 193 3 as a research and 
research-service institute directly under the Office of the President. It evolved 
from the Mathematics Statistical Service unit in recognition of the importance 
of statistical methodology in obtaining new knowledge in many substantive 
disciplines of the university. There was nothing like it elsewhere. The beginning 
staff consisted of Snedecor as first director, Brandt, Mary Clem, and Gertrude 
Cox. 
In 1935 a Stastical Section (later the Statistics Deparnnent) of the 
Iowa Agricultural Experiment Station was established with Snedecor as Section 
Head. As a result from 1935 on, the experiment station has given additional 
financial support to the statistical center for special services in consulting and 
cooperative research. In particular, Director Buchanan encouraged agricultural 
research workers to consult with the statisticians regarding designs as well as 
analysis of experiments and surveys. 
Gerhard Tintner, from the University of Vienna and the Cowles Insti-
tute, joined the faculty of Iowa State in 1937 with a joint appoinnnent in 
Economics and Mathematics and courtesy listing on the faculty of the Statisti-
cal Laboratory. His duties involved teaching and research in econometrics and 
time series. (Later, in September 1953, he accepted an official joint appoint-
ment with the Iowa State statistical center.) 
Under the terms of a cooperative Project Agreement of 193 8 between 
Iowa State College and the U.S. Deparnnent of Agriculture, carried out by the 
statistical center for the Experiment Station, staff and facilities were greatly 
increased. Seven resident collaborators in applications of statistics were brought 
to Ames by the U.S.D.A., six new statistical center positions were created, and 
the computing staff was proportionally increased. Among the federal collab-
orators stationed here were Arnold J. King and Raymond J. Jessen. This 
U.S.D.A. project extended the on-campus statistical consulting and coopera-
tive research to national off-campus investigations. 
In 1938 William G. Cochran from Rothamsted Experimental Station, 
England, joined the faculty on a visiting professorship; the next year he returned 
as a regular faculty member in the Statistical Laboratory and Department of 
Mathematics. Also in 1938 C. P. Winsor came from Harvard to join the faculty. 
It then became possible for the statistical center to extend its teaching of 
statistical theory beyond the first-year graduate course in general mathematical 
statistics (which had been taught for some years by Professor Fred Brandner 
of the Mathematics Department). In addition, specialized theory courses in 
econometric statisdcs and time series were introduced. 
VISITS OF EMINENT STATISTICIANS 
During the early years several statisticians who were in the vanguard in 
developing important areas of statistics came to the statistical center as visiting 
professors and short-term faculty members. R. A. Fisher from Rothamsted was 
a visiting professor in 1931 and 1936 during respective summer quarters. His 
books on The Genetical Theory of Natural Selection (1930) and The Design 
of Experiments (1935) formed the basis for part of his lectures, which at-
tracted students to Ames, Iowa, from many different sections of the United 
States and a number of foreign countries. During the 1936 visit Iowa State 
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awarded Professor Fisher an honorary D.Sc. degree. "In so doing, Iowa State 
recognized the importance of his contributions to modern statistics with books, 
articles and lectures," noted Gertrude M. Cox (1975). Iowa State was the first 
American institute of higher education to acknowledge the importance of 
Fisher's work in this manner. 
Professor John Wishart, the leader in the teaching of statistics at Cam-
bridge University, came for the summer of 1934 to lecture and consult on 
covariance problems. During the 1937-38 academic year, Dr. Frank Yates, 
statistician at the Rothamsted Experimental Station, England, served as visiting 
professor to lecture and consult on the design and analysis of replicated experi-
ments. In the spring of 1938, Professor jerzy Neyman, then of the Galton 
Laboratory, University of London, visited the Iowa State statistical center to 
counsel on general problems of survey sampling. 
As a result of the visits, Iowa State remained in the forefront in the 
United States in using and teaching new statistical methodology. 
EARLY DEGREE PROGRAMS IN STATISTICS AT IOWA STATE: 1931-1947 
As indicated, the early emphasis of the statistical center was on service 
involving consulting on the design and analysis of experiments and surveys and 
the teaching of service courses to graduate students. However, even in the early 
period attention was given to the education of statisticians in statistics as a 
separate discipline. 
Gertrude M. Cox received the first master's degree in statistics in 
1931 and Holly C. Fryer, the first Ph.D. degree in statistics in 1940. These and 
all subsequent degrees in statistics were granted through the Department of 
Mathematics until the establishment of the Department of Statistics in 1947. 
Graduate theses problems were either ( 1) directly of an applied nature 
or (2) involved with development of new statistical theory of direct use in 
establishing new and/or improved methods for statistical applications in re-
search investigations. As an example of the former, Gertrude Cox's thesis was 
entitled "A statistical investigation of a teacher's ability as indicated by the 
success of his students in subsequent courses." One of the latter, R. L. Ander-
son's Ph.D. dissertation (1941), was entitled "Serial correlation in the analysis 
of time series." 
Cox resigned as research assistant professor in the Statistical Laboratory 
in 1940 to organize and head a new Department of Experimental Statistics at 
North Carolina State College. Later she became director of an Institute of 
Statistics developed for the Consolidated University of North Carolina. Ander-
son went to join her. 
At the undergraduate level, several students set up special degree 
programs in order to concentrate on statistics within the Department of Mathe-
matics. The first of these, M. Vincent Lindquist, received a B.S. degree in 1946. 
IMPACT OF THE SECOND WORLD WAR, BEGINNING IN 1941 
Quoting from Bancroft (1966): 
The activities of the Statistical Laboratory were affected by the 
war as students and staff became involved in the war effort. 
8 BANCROFT 
However, the increased need for survey data by the government, 
which was in part due to the war, led to the expansion of the 
service work of the Laboratory. Research was extended to in-
clude problems related to the federal government through the 
cooperative projects with the Bureau of Agricultural Econom-
ics, ~he Census Bureau and the Weather Bureau. The Master 
Sample Project, begun in 1943 with the Bureau of the Census 
and the Bureau of Agricultural Economics, became an impor-
tant part of the work of the Laboratory. I ts function was two-
fold: (1) to prepare the essential basic data and materials for 
samplings of the United States, not only of its agriculture but 
also of its population; and (2) to prepare, using the basic mater-
ial in ( 1), specific samples for field use. 
Professors Cochran and Alexander M. Mood, on leave in 1944 to serve 
with a group of statisticians at Princeton University, worked on war-related 
problems under the support of the U.S. Office of Scientific Research and 
Development. Again in 1945 Cochran served as a bombing research analyst on 
a project conducted in Europe by the U.S. War Department. Until 1946, how-
ever, he continued his research, consulting, and teaching associations with Iowa 
State, returning, as occasions permitted, to give courses on a quarter-at-a-time 
basis. 
ESTABLISHMENT OF THE SEPARATE DEPARTMENT OF STATISTICS, 
1947 
On July 1, 1947, the Department of Statistics was organized as an 
independent department in what was then the Division of Science (now the 
College of Sciences and Humanities). It was authorized to grant B.S., M.S., and 
Ph.D. degrees. In addition to a number of new courses designed primarily for 
students majoring in statistics, the new department introduced service courses 
designed primarily for graduate students majoring in substantive disciplines that 
use statistics as an important part of their research methodology. 
Professor Snedecor retired as Director of the Statistical Laboratory in 
194 7. Nevertheless, he remained active in statistics Qn a part-time basis, both at 
Iowa State and on leave at other American universities and in Brazil, until final 
retirement from Iowa State in 1958. 
From 1947 through 1949 a committee administered the activities of 
the Iowa State statistical center. Ray Jessen served as Acting Director of the 
Laboratory and Acting Head of the Department. He was also in charge of the 
survey sampling subgroup. Arnold King administered the off-campus work with 
the U.S.D.A. and other agencies. Alexander Mood, who rejoined the faculty 
following World War II, was in charge of supervision of the graduate programs 
for the training of statisticians and took an active part personally in research 
and teaching in statistical theory. The first edition of Mood's Introduction to 
the Theory of Statistics (1950) was written at Iowa State. 
Most faculty members of the statistical center now had joint appoint-
ments and partial salary arrangements between two of the following: Statistical 
Laboratory, Department of Statistics, and the Statistics Section of the Agricul-
tural Experiment Station. In the period after 1950, such joint appointments 
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were established between the Laboratory and/or the Department (College of 
Sciences and Humanities) and the Engineering Research Institute, as well as 
with certain other departments (Economics, Psychology, Mathematics, Political 
Science, Computer Science, and Industrial Engineering). Functionally these 
served to keep statistics centralized at Iowa State, whereas it often became 
splintered into separate groups in other universities. 
Unfortunately no new housing was available for classrooms or offices 
for the new Department of Statistics. Use was made of the small amount of 
space assigned to Statistical Laboratory staff in 1939 in the then Service Build-
ing (now part of Snedecor Hall). In 1947 this small building, built by W.P.A. 
funds, also housed WOI Radio and TV, the university Visual Aid Services, the 
university Photographic Service, and office space for several other miscellaneous 
groups. Meanwhile the Statistical Laboratory had spread out into quonset and 
temporary barracks buildings put up during World War II. (At present it oc-
cupies all of Snedecor Hall.) 
Oscar Kempthorne, who was to publish his important book The Design 
and Analysis of Experiments (1952) in the next developmental period, joined 
the faculty in statistics at Iowa State in 1947, coming from England with back-
ground at Cambridge University and association with Rothamsted Experimen-
tal Station. 
In 1948, Ray Jessen served as chief advisor for an economic and social 
survey of Crete supported by the Rockefeller Foundation. Norman Strand, 
who had been associated with Iowa State on and off since 1935 and part of the 
Statistical Laboratory staff since 1946, also worked on the Crete survey. 
A. M. Mood and George W. Brown, who joined the faculty in statistics 
after World War II with a Ph.D. from Princeton, were on leave with Rand Cor-
poration during 1948-49. Both resigned in 1949 to remain at Rand. 
In 1949, T. A. Bancroft, who had taken his doctorate in statistics 
under Cochran at Iowa State in 1943, returned to Iowa State. He was made 
the second "permanent" Director of the Statistical Laboratory and first "per-
manent" Head of the Department of Statistics in 1950. This marked the end 
of one era and the beginning of another. The roots of the statistical center 
were well-established. 
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RURAL FERTILITY AS A DEMOGRAPHIC RESPONSE: 
THE CASE OF THE NORTH CENTRAL REGION
1 
2 
H. C. Chang 
ABSTRACT. This study examines the fertility of rural Americans in the North 
Central Region of the United States. The 1056 counties in the 12 NC states are 
classified in terms of natural population decrease and increase. Natural popula-
tion decrease was primarily a rural phenomenon; natural population increase, 
an urban one. 
While net out-migration represented one type of response to the en-
vironmental conditions on the part of the natural-decrease county populations 
to remove population surplus, fertility in these counties also had been main-
tained at a uniformly low level, virtually the lowest among all county groups in 
the region. Surprisingly, the totally rural natural-decrease counties (those with 
zero percent urban population) had a fertility rate 12 percent lower than that 
of the most urbanized natural-increase counties (those with 60 percent or more 
urban population. 
The evidence suggests that the fertility change in the primarily rural nat-
ural-decrease counties would not have been possible without a deliberate effort 
by the populations involved to change their reproductive behavior. Explantations 
for the fertility decline in the natural-decrease counties are presented. 
Additional index words: Migration; Fertility; Demographic response; 
Natural population decrease; Natural population increase; Rural-urban; Socio-
economic conditions. 
INTRODUCTION 
During the 1960s in the North Central Region of the United States,
3 
natural population decrease (deaths in excess of births) was predominantly 
a rural phenomenon, while natural population increase (births in excess of 
deaths) was predominantly an urban one. Chang and Brockway (1978) have 
recently reported that counties with natural population decrease not only 
had higher net out-migration rates during this period but also had lower fertil-
ity rates than natural-increase counties. 
1 
Journal Paper No. J-10 5 41 of the Iowa Agriculture and Home Economics 
Experiment Station, Iowa State University, Ames, Iowa 50011. Project No. 
2146, a contributing project to North Central Regional Project NC-97, "Popu-
lation Redistribution in the North Central Region Pre- and Post-1970." This 
paper was read at the 5th World Congress for Rural Sociology, Mexico City, 
Mexico in August, 1980. 
2 Associate Professor, Department of Sociology and Anthropology, Iowa State 
University, Ames, Iowa 50011. 
3 
The North Central Region consists of 12 states: Illinois, Indiana, Iowa, Kan-
sas, Michigan, Minnesota, Missouri, Nebraska, North Dakota, Ohio, South 
Dakota, and Wisconsin. 
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Fifty-seven percent of the natural-decrease counties had no urban 
population at all, whereas 47 percent of the natural-increase groups had at 
least 60 percent urban population (Chang and Brockway, 1978:29). Differ-
ences between natural-increase and natural-decrease county groups, therefore, 
are primarily urban-rural differences. 
The North Central Region, characterized by a long history of net out-
migration (U.S. Bureau of the Census, 1975:93), topped all other regions in 
volume of net out-migration during the 1960-70 decade. Of the 1,056 counties 
in the region, 779 had experienced net out-migration as compared with 277 
counties with net in-migration. The result was a total net-migration loss of 
763,710 people during the decade (USDA, 1975). The natural-decrease (ND) 
counties registered a net out-migration rate as high as 11.88 percent during 
this period, while the high natural-increase (HNI) counties showed a net mi-
gration gain of 1.5 5 percent (Chang and Brockway, 1978: 26). 
In the meantime, fertility in the highly rural ND counties fell below 
that of the highly urban natural-increase (NI) counties. Although the ND 
counties relied heavily on out-migration for demographic adjusnnent, they 
also altered their reproductive behavior. The present study focuses on the 
changing fertility in county groups, a theme that has not been adequately 
addressed in the literature. 
ANALYSIS 
Columns III, IV, V of Table 1 reveal that, in general, rural fertility in 
counties with zero percent urban population is lower than, or quite similar to, 
the fertility of counties with various degrees of urbanization (for definition of 
urban and rural designation of counties, see footnote to Table 1). The only 
exception is the high natural-increase (HNI) county group where the generally 
accepted inverse relationhip between urbanization and fertility is observed 
(Column VI). County fertility levels, therefore, are not consistently predicted 
by the degree of county urbanization. This suggests that rural-urban differences 
in fer:tilrtY are narrowing, if not totally disappearing. Obviously, the conver-
gence of demographic trends must have been in the mind of the American 
writers who have contended that rural-urban distinctions are becoming blurred 
and less meaningful (e.g., Bertrand, 1958; Poplin, 1972). Poplin (1972:214) is 
explicit when he describes the change as follows: 
Today the American "ruralite" has become thoroughly urban-
ized in his attitudes, values, and patterns of behavior. The dif-
ferences between the ruralite and the urbanite are slim indeed, 
and it no longer makes sense to talk about American rural, as 
opposed to American urban, culture. 
On the other hand, we have also been told that rural-urban differences 
are real and have remained strong (e.g., Tarver, 1969; Beale, 1969). The dis-
agreement among au th ors is seemingly a result of differences of definition and 
emphasis. 
Similarities in fertility in relation to various degrees of urbanization 
can be seen in Column III of Table 1. Populations in the 151 ND counties 
with zero percent, less than 30 percent, and 30-59 percent urban population 
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show very little variation in fertility rates. 
4 
In the ND counties as a whole, 
fertility has remained at a uniformly low level, virtually the lowest among all 
county groups in the region. 
Contrasts are evident, however, when these ND counties (Column III) 
are compared with the HNI group (Column VI). The HNI county group is 15 
percent higher than the ND counties as a whole in general fertility rates. But, 
when the degree of urbanization is held constant, the fertility in the HNI counties 
is 16 to 56 percent higher than in the natural-decrease counties (Column VII). 
This means that the fertility rate in the highly urbanized HNI counties is uni-
formly higher than in the primarily rural ND counties. 
Further examination of Table 1 reveals that the totally rural ND counties 
(zero percent urban population) have a fertility rate lower than that of the most 
highly urbanized HNI counties (60 percent or more urban population). The 
fertility of the latter is 12 percent higher than that of the former, clearly indicat-
ing a reversal of the widely accepted inverse relationship between urbanization 
and fertility. (See underscored fertility rates.) 
In an earlier study, similar findings were reported for Iowa. The number 
of children ever born per 1,000 ever-married rural-farm women aged 3 5-44 in 
the ND counties was smaller than that of the urban population in the HNI 
counties (Chang, 1974). 
To further verify the differences in reproduction between the ND 
counties with zero percent urban population and HNI counties with 60 or 
more percent urban population, total fertility rates (TFRs) 5 are compared for 
1960 and 1970. Counties are classified in terms of the 1966-70 occurrence of 
natural population decrease and increase for both 1960 and 1970 in order to 
compare the county-groups over time. Table 2 reveals primarily the following: 
( 1) When degree of urbanization is controlled, the ND counties are lower in 
fertility as measured by TFR in all comparisons than the corresponding 
HNI counties; the latter are 8 to 39 percent higher than the former. 
(2) The comparison between the ND counties with zero percent urban popula-
and the NI counties of various degrees of urbanization sustains the pattern 
of low rural fertility for both 1960 and 1970. A slight variation, however, 
is found when the two extreme county groups (underscored) are compared 
for 1970. The general pattern remains unchanged. 
4 
Counties with 60 percent or more urban population in Column III of Table 1 
are too few to be of analytical value; they are excluded from the analysis. 
5 
A total fertility rate is defined as 
Bi 
TFR = 5 ( l; -f - X 1000) 
Pi 
where Bi denotes births to women of age i, representing 5-year age groups from 
15 to 49, and Pl refers to female population of corresponding 5-year groupings. 
Some states could not furnish age-specific fertility data by county for 1960. 
States for which such data were available for 1960 included: Illinois, Iowa, 
Kansas, Minnesota, Nebraska, Ohio, South Dakota, and Wisconsin. For 1970, 
Indiana and Missouri were added. 
"""" ..j:>.. 
Table 1. Median general fertility rates of counties and county groups in the North Central Region by degree of urban-




Natural Decrease Natural Increase 
Ratio 
Percentage of Urban Region Net ind ~et out Total Low High VI 
Populationb (N = 1056)c (n = 3 3) (n = 151) (n - 872) (n = 642) (n = 230) III 
II III IV v VI VII 
All counties in the 
region 88.38(1056) 85.90(33) 81.10(151) 89.53(872) 88.39(642) 93. 75(230) 1.15 
0 percent 
(Totally rural) 86.53(295) 87.40(17) 80.05(86) 89.75(192) 88.65(176) 125. 35(16) 1.56 
< 30 percent 91.35(196) 86.50(7) 81.10(19) 92.45(170) 91. 35(142) 100.65(28) 1.24 
30-59 percent 88.10(371) 81.60(8) 81.60(41) 89.05(322) 87.40(245) 95.10(77) 1.16 
~ 60 percent 87.95(194) 77. 30(1) 86.40(5/ 88.05(188) 83.33(79) 89.80(109) n 
::c 
;J;> 
Footnotes a-f on following page. z C') 
Footnotes from preceding page. 
aThis table is adapted from Table 4 (Chang and Brockway, 1978). 
b An urban population refers to all persons living in urbanized areas and in places of 2,500 inhabitants or more outside 
urbanized areas. 
cFigures in parentheses indicate frequencies or number of counties involved. 
dcolumn II shows natural decrease counties that had experienced net in-migration during the 1960-1970 decade. Natural 
decrease in the 3 3 counties involved was because of the influx of persons 5 0 years old and over and bears no direct compar-
ison with the 151 natural-decrease counties with net out-migration of younger people (USDA, 1975). Also, the paucity of 
cases gives them limited analytical value. For these reasons, these 33 counties are dropped from the present analysis. 
ecounty classification is made on the basis of natural population decrease or increase. A county is referred to as a natural-
decrease county when deaths exceeded births in at least 3 of the 5 years from 1966 to 1970. Counties in which births 
exceeded deaths are classified as natural-increase counties: low natural-increase counties are those in which the excess of 
births over deaths during 1966-1970 was lower than the regional average rate of natural increase (8.49), whereas high 
natural-increase counties refer to those in which the excess of births over deaths equaled or surpassed the regional aver-
age. The year 1966 saw a massive occurrence of natural population decrease in the region. 
fT oo few cases to serve useful analytical purposes. 
Table 2. Median total fertility rates of counties and county groups in the North Central Region by degree of urbanization, '"""' °' 1960 and 1970 and net migration for natural-decrease counties, 1960-70. 
County Classification of 1966-70 
Natural Decrease Ratio 
Percentage of Urban with Low High III 
Population Net Out-Migration Natural Increase ) Natural Increase I 
II III IV 
1960 --
(n = 145) (n = 544) (n = 187) 
0 percent 3,667(71) 4,170(145) 5,097(19) 1.39 
< 30 percent 3,562(18) 3,964(118) 4,123(28) 1.16 
30-59 percent 3,585(53) 3, 789(221) 3,860(58) 1.08 
~ 60 percent ___ a(3) 3,704(60) 3,780(82) 
1970 --
(n = 149) (n = 600) (n = 221) 
0 percent 2,667(84) 2,905(143) 3,709(14) 1.39 
< 30 percent 2,523(19) 2,799(138) 2,850(28) 1.13 
30-59 percent 2,471 (41) 2,626(240) 2,702(75) 1.09 
~ 
~ 60 percent ___ a(5) 2,452(79) 2,518(104) ::c: >-z 
aThe number of cases is too small to be of analytical value. 
C) 
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(3) The lower fertility in the highly rural ND counties in 1960 did not sud-
denly emerge. Rather, low rural fertility was in the making before 1960 
when natural population decrease had not yet become significant in the 
region. 
All of the evidence from this study point up several demographic facts. 
First, the ND counties, which are predominantly rural, "steal a march" on 
the NI counties, which are predominantly urban, in the curtailment of fertility. 
This finding is emphatically supported when the extreme county groups are 
compared. Second, within each county group, fertility either displays or 
approximates a negative relationship with urbanization. This, however, is not 
the case when cross-group comparisons are made. This fact suggests that 
natural population increase or decrease has been responsible in part for the 
fertility differences between county groups. Third, the fact that lower fertility 
was developing in a county group before the appearance of natural population 
decrease in that group seems to indicate that identical socioeconomic con-
ditions were probably responsible for the occurrence of both low fertility and 
natural population decrease. Finally, it may be presumed that the fertility 
change in the primarily rural ND counties would not have been possible with-
out a deliberate effort on the part of the populations involved to change their 
reproductive behavior. 
The 151 ND counties having net out-migration are the counties on 
which the present study is focused. Natural population decrease was found in 
all states in the region except Ohio. The incidence was greatest in Kansas with 
46 counties, followed by Missouri with 36 counties, Nebraska with 22 coun-
ties, Iowa with 17 counties, and Illinois with 12 counties. These five states 
constituted 88 percent of the ND counties with net out-migration in the North 
Central Region. All other states comprising the region (except Ohio) made up 
the remaining 12 percent. The areas exhibiting high incidence of natural popu-
lation decrease during 1966-7 0 consist of sou them Illinois, the northern one-
third of Missouri, the eastern two-thirds of Kansas, and the southern-tier 
counties of Iowa and Nebraska (Chang and Brockway, 1978). 
The area of natural population decrease in the North Central Region 
has been described as a part of the marginal Corn Belt where agricultural 
productivity is generally low and where a lack of industrial development is 
characteristic (Beale, 1969). The high incidence portions of southern Iowa, 
northern Missouri, and southern Nebraska are in the heart of this area. South-
ern Iowa is a hilly region with poorer soil than most of the rest of the state. 
Farming has been said to be risky and uncertain (Reicken et al., 1959). The 
acreage per farm is larger but the value per acre is much lower in this part of 
Iowa than in the remainder of the state (Howell and Swenson, 1959; Chang, 
1974). The areas of southern Illinois extending into southeastern Missouri 
together with an area in southwestern Missouri and southeastern Kansas are not 
only poor Corn Belt counties but also are those with declining mining activities 
(Beale, 1969). The state of Kansas, the largest contributor of counties having 
natural decrease has had economic problems related to wheat production. 
The ND counties with net out-migration generally had a lower level of 
education in 1970 than the NI counties and the HNI counties in particular. 
Income level was also lower in these counties than in any other county group. 
A larger proportion of families (34.9 percent) earned an income in 1969 
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under $ 5, 000 than of the HNI group (15. 7 5 percent)( Chang and Brockway, 
1978). 
The ND population may be characterized as an aging one with a median 
age of 3 8, 12 years higher than the median for the HNI counties. The econom-
ically active population aged 15-64 had to support an increasing number of 
dependents, but the dependency was more a result of past high fertility than a 
result of the aging process. (Youth dependency ratio was 43 per 1,000 active 
population compared with 3 3 aged dependents per 1,000 active population.) 
DISCUSSION AND CONCLUSIONS 
The fertility differential between the ND and NI county groups fails to 
follow the inverse relationship between urbanization and fertility widely re-
ported in the literature. In this context, this paper attempts to answer two 
important questions: (1) What has been the pattern and trend in fertility in the 
ND county group as compared to the NI county groups? (2) How can the re-
versal of the urbanization-fertility relationship in the ND and NI counties be 
explained? 
The first question can be answered with some certainty. The predom-
inantly rural ND populations are demonstrably lower in fertility than the pre-
dominantly urban NI populations. 
With respect to the second, Davis (1963) has offered an explanation of 
fertility decline, namely, that it was affluence rather than poverty that had 
historically prompted couples in Japan as well as in northwestern European 
countries to curtail their reproduction. Their response to the socioeconomic 
conditions was multiphasic in nature and involved the use of demographic 
means to enhance economic opportunities and to avoid relative loss of status 
(p. 362). Banks (1969) drew similar conclusions by asserting that a rising stand-
ard of living was the factor that brought about the spread of family limitation 
in nineteenth-century England. 
Poverty cannot reasonably be a factor that touched off the fertility 
decline in the ND counties. On the contrary, poverty has nearly always been 
found to be positively related to family size. The socioeconomic conditions 
in the ND counties are far from being compatible with achievement, success, 
and material well-being, a value complex stressed in American culture (Williams, 
1960) . The theory of demographic response can be seen to imply that the en-
vironmental conditions in the ND counties were such that the populations 
involved were prevented from taking advantage of opportunities offered by 
the economy and from avoiding status loss vis-a-vis others in society. The ND 
populations, therefore, collectively responded to the socioeconomic condi-
tions by encouraging out-migration and fertility limitation, both of which are 
goal-oriented. For county populations with natural decrease, the goal to be 
achieved through out-migration and curtailment of childbearing understandably 
is the reduction of population numbers. The prolonged high fertility and pop-
ulation growth in the past and perhaps the mechanization of agriculture have 
created a surplus in the labor force. The threat is referred to by Davis (1963: 
362) as "the fear of invidious deprivation," which is a stronger force than the 
absolute sµndard of living in bringing about action on the part of populations 
involved. 
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The double-barreled approach effectively removed population pres-
sure in a relatively short time. The population in the North Central Region in 
1970 remained at about the same level as in 1960 (U.S. Bureau of the Census, 
1960 and 1970). It took about two decades only for the ND counties in the 
region to reach a low level of fertility-lower than that of the NI counties as a 
whole and of HNI counties in particular. But, do we have evidence that the 
fertility in the ND counties has bottomed out? Table 2 seems to indicate that 
it may have done so, but the evidence is not sufficiently clear to be conclusive. 
The differences in the total fertility rates in 197 0 seem mixed as compared 
with 1960. It seems that, when the socioeconomic conditions are no longer a 
restraint for status maintenance, fertility in the ND counties would not differ 
from that of the general population. 
The empirical findings of this study, however, have left several ques-
tions only partly answered. Is natural population decrease a necessary condi-
tion for the decline in fertility exhibited in the ND counties? From the limited 
direct evidence, it seems that fertility decline and natural population decrease 
are both responses to similar socioeconomic conditions. Their causal relation-
ship, however, is not established and must be explored in future research. 
To what extent is rurality represented by natural decrease and urbanity 
by natural increase? It is only partly accurate to assert that the differences 
between the ND and NI counties in general are primarily rural-urban differ-
ences; it is accurate, however, to make that assertion when fertility in the ND 
counties with zero percent of urban population is compared with fertility in 
the HNI counties with 60 percent or more urban population. 
As previously stated, the finding that rural fertility is lower than 
urban fertility is at variance with the inverse relationship between urbanization 
and fertility consistently reported in past literature. Although the phenomenon 
could very well be an ephemeral adjustment made by a population threatened 
by possible "invidious deprivation," it does not diminish its significance in the 
understanding of human reproductive behavior. 
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PHOTOSYNTHESIS IN CORN IN RELATIONSHIP 
TO LIMITED SOIL WATER
1 
2 
H.J. Harder, R. E. Carlson, and R. H. Shaw 
ABSTRACT. Among environmental factors controlling the rate of photosyn-
thesis, soil-water deficits are commonly considered to be of utmost importance. 
This is obviously true in arid and semi-arid parts of the world. In the more 
humid climates, the importance of soil-water availability depends on the sea-
sonal rainfall distribution and the water-holding capacity of the soil. 
This report deals with the relationships between leaf photosynthesis, 
soil-water treatments, and plant-water status studied in two corn hybrids. 
Leaf photosynthesis was directly influenced by the level of solar irradiance, leaf 
conductance (a measure of stomata! activity and plant-water status), and soil 
water. Crop variables, such as plant age, leaf level within the canopy, and 
genetic factors indirectly influenced leaf photosynthesis. These variables 
naturally differed during a sampling sequence over many days, and, therefore, 
the degree of significance for individual factors varied. Considering all factors, 
level of solar radiation and leaf conductance were most important. 
Addition index words: Zea mays, crop water deficits, leaf conductance, 
solar irradiance. 
INTRODUCTION 
The rate of photosynthesis in green plants is controlled by various 
environmental factors. Among key processes (Slatyer, 1967) are the diffusion 
process controlling C02 supply, the photochemical process utilizing light 
energy, and the enzymatic, "dark" reactions involved in the reduction of C0 2 • 
Any one of these can limit overall photosynthetic production. All can be 
affected by environmental factors of which two, light and water stress, are 
most likely to limit photosynthesis (Slatyer, 1967). 
Two main modes of action of water stress on photosynthesis are 
stomata! closure and a direct biochemical effect of water deficit on the pro-
cesses involved in photosynthesis (Slatyer, 1967). Working with sunflower 
(Helianthus annus), Boyer (1971) demonstrated that under low water potential 
photosynthesis was limited by reduced photochemical activity, as well as by 
decreased leaf conductance. Wardlaw (1967) came to similar conclusions with 
wheat (Triticum aestivum). 
Troughton ( 1969) studied young cotton ( Gossypium sp.) leaves in a 
controlled environment with constant irradiance and found that leaf-diffusive 
1 
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resistance (conductance) is the primary controlling factor resulting in reduction 
of C0 2 exchange in water-stressed plants. El-Sharkawy and Hesketh (1964) 
showed that in sorghum (Sorghum bicolor) stomatal area limits the rate of 
photosynthesis in intense light. In corn (Zea mays), Ackerson and Krieg (1977) 
found that sensitivity of stomatal response to water stress is less during the 
reproductive stages of growth than during vegetative growth. 
Irradiance levels influence stomatal opening, hence, leaf conductance. 
Light levels required for stomatal openings are small with respect to full sun-
light (Hsiao, 197 5 ). Light control of stomatal opening is perhaps indirect in 
that C02 concentration actually controls stomatal opening, light, however, 
being necessary for the photochemical activity of photosynthesis that reduces 
C0 2 concentration in the mesophyll, triggering stomatal response (Raschke, 
1975). In soybeans (Glycine max), Hatfield (1975) found that leaf-diffusive 
resistance did not increase in response to light until light levels had decreased 
to about 100 µE m- 2 sec-1 . 
The experiments described here are a part of a study examining the 
response of corn to both limited soil water and application of foliar-applied 
fertilizer during grain fill (Harder, 1979). They were conducted to explore 
relationships between irradiance, rate of photosynthesis, and conductance, 
with primary attention being directed to the relationships between leaf photo-
synthesis, soil-water stress, and environmental variables. 
MATERIALS AND METHODS 
Most of the experiments reported here were conducted in 197 6 to 
determine major environmental influences on photosynthesis. The data of 1976 
were then used to aid interpretation of the data collected in 1977 relating to 
photosynthesis and foliar fertilizer in corn (Harder et al., 1982a). A complete 
description of the many soil-water treatments used in both 1976 and 1977 is 
given by (Harder et al., 1982b). 
All experiments were conducted in the movable weather shelter at the 
Hind's Irrigation Farm near Ames, Iowa. Plants growing in large containers 
(110 £-called potometers) were subjected to various soil-water treatment com-
binations by controlled watering. 
Photosynthesis Studies 
Corn-leaf photosynthesis rates were monitored with a 14-carbon diox-
ide uptake technique developed for field use by Shimshi (1969) and by Incoll 
and Wright (1969). The method used in our experiments has been described by 
Hatfield (1975) and by Naylor and Teare (1975). The leaf-exposure chamber 
was modified from that described by Hatfield by attaching it to the handles of 
a single-hole punch for convenience in holding the chamber on the leaf. Both 
sides of the leaf segments were exposed to 14-carbon dioxide in the plexiglas 
flow-through chambers for 20 seconds. The exposed area was then sampled 
with a leaf punch (area= 1.04 cm
2 
), and the leaf disc was immediately dropped 
into 1 ml of NCS (a tissue solubilizer commercially available from Amersham 
Searle Corporation, Arlington Heights, Illinois) in a vial. After at least 48 hours 
of tissue digestion, the solution in the vial was bleached with 1 ml of saturated 
benzoyl peroxide in toluene. Scintillation fluid (Spectrofluor, available from 
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Amersham Searle Corp. and consisting of PPO and POPOP in toluene) was 
added to the vials. The vials were placed in a scintillation counter, permitted to 
cool, and then counted for one minute. The sample counts, as well as counts 
for a series of quenched standards, were automatically recorded on paper tape. 
The 14-carbon dioxide gas was obtained in a cylinder from Mattheson 
Gas Products, Joliet, Illinois, and transferred to the lecture bottle on the port-
able apparatus as needed. After the lecture bottle was refilled, several samples 
of the gas were drawn into 50-ml syringes for determination of the specific 
activity of the gas. Carbon dioxide uptake rate of the leaf sample was calcu-
lated by the equation: 
PS = (DPM)/(SpA X Time X Area) 




SpA = Specific activity of the labeled gas; that is, the amount 
of radioactive material per unit quantity of material. 
In 1976, SpA = 0.475 µCi/µMole C0 2 
In 1977, SpA = 0.503 µCi!µMole C02 
DPM = Decays per minute. This is obtained by first finding 
counting efficiency of a sample from a relationship 
obtained by regression of efficiencies on channels ratio 
of quenched standards. To obtain DPM, the Channel A 
counts are divided by efficiency for that sample. Effi-
ciencies generally range between 0. 5 0 to 0. 7 5 for field 
samples. 
Time = Exposure time = 2 0 seconds. 
2 
Area = Area of exposed leaf disc sampled = 1. 04 cm 
Leaf Diffusive Resistance 
(1 ) 
In conjunction with 14-carbon dioxide uptake sampling, leaf stomatal-
diffusive resistance (RL) was measured with an Ll-60 resistance porometer in 
1976 and with an Ll-65 autoporometer in 1977, both from Lambda Instru-
ments Co., Lincoln, Nebraska. The porometers were calibrated before use. 
The resistance measurements were taken on the same or closely adjoining leaf 
material as the 14-carbon dioxide sample, and under the same light conditions. 
Leaf conductance (Cond) was calculated by Cond = 1/RL. 
Light Measurements 
Solar irradiance was monitored as photosynthetic photon flux density 
measured in microEinsteins meter- 2 sec- 1 (µE m-2 sec- 1 ). These measurements 
were obtained by using a quantum sensor attached either to the leaf exposure 
chamber or to the leaf-resistance porometer. The quantum sensor and photo-
meter were obtained from Lambda Instruments Co., Lincoln, Nebraska. 
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Figure 1. Light response curve. PS as a function of PPFD under shading by 
successively increasing layers of cheesecloth. 
RESULTS AND DISCUSSION 
Light Response Curve 
On August 11, 1977, photosynthesis was monitored by measuring 14-
carbon dioxide uptake on four leaves from different plants in a field crop 
bordering the weather-shelter plot. Leaves were selected for good exposure to 
the sun along a large enough portion of the leaf to take six samples. Samples 
were taken under shading by successively increasing layers of cheesecloth to 
give a range of solar irradiances. 
The light response curve obtained on four leaves from different plants 
is given in Figure 1. The C02 uptake rate on the different leaves fits well into 
a single pattern showing that the rate of photosynthesis at a given light level 
is comparable between leaves. The results were fitted by using regression 
analysis to describe an equation of the form (Hesketh, 1963) 
(PPFD/PS) =a+ b(PPFD) (2) 
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Figure 2. Actual mean values of PS and PPFD in unstressed plants at five 
levels in the canopy. Level 1 is at the top of the plant, Level 5 
is generally one leaf below the ear leaf. Bars indicate 1/2 of a 
standard deviation of individual observations. 
where PS is the rate of photosynthesis (PS) in mg C02 dm-
2 hr- 1 and PPFD 
is the photosynthetic photon flux density measured in µE m-2 sec-
1 
(Shibles, 
1976). Except for overestimating at very low solar irradiances, the curve fits 
the data well. For all leaves combined, R2 = 0.96, a= 11.78, and b = 0.021. 
Leaf Canopy Position 
An experiment showing the PS response to light under natural condi-
tions was conducted August 3, 1976, by sampling PS at five levels in the 
canopy (Level 1 = top, Level 5 generally one leaf below ear leaf) over seven 
soil-water treatments and in two replications. On this date, two treatments 
were under water stress; hence, their rates of PS were very low. The means of 
all measurements of PS and PPFD for the remaining five soil-water treatments 
over two replications (n = 10) are displayed as a function of level in Figure 2. 
Mean values of PS decline with levels deeper into the canopy. This pattern 
is largely related to the decline in mean PPFD with depth into the canopy. 
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Diurnal Response 
On August 18, 1976, PS was measured at two-hour intervals over the 
day in six border potometers in which soil-water conditions varied over a large 
range. Leaf conductance measurements were taken about one-half hour earlier 
than the corresponding PS samples. In each potometer, leaves were sampled 
for PS at three levels, where Level 1 was at the top of the plant and Level 3, 
the ear leaf. Since Level 1 most consistently had good levels of PPFD, Level 1 
results from all six potometers are displayed in Figure 3. The curves are labeled 
by gravimetric soil water in the potometers. The pattern observed indicates 
that, if soil water is not a limiting factor, PS follows the diurnal pattern of 
available light, i.e., PPFD. In the most severely water-limited case, the first 
measurement in the morning had a PS value comparable to that in the other 
treatments. Nighttime recovery had occurred, but by midday, PS in this treat-
ment was reduced to a very low level and remained low the remainder of the 
day. In the intermediate range of soil water, the response pattern was influ-
enced by PPFD, leaf conductance (COND), and time of day. Generally, it 
appears that until gravimetric soil water falls below about 10% there is little 
evidence of reduction in photosynthesis caused by soil-water stress in these 
experiments. 
As can be seen in these examples, PS is strongly influenced by PPFD 
and by plant-water status. The data obtained in these measurements at all 
three levels constitute a set of field determinations with a large range of PPFD 
and different water-stress conditions. These individual data points are plotted 
to show PS as a function of PPFD in Figure 4. The data seem to separate into 
two categories: those in which PS is severely limited by soil-water stress and 
those which follow a normal light response curve not limited by soil-water 
stress. In these experiments, soil-water stress does not seem to limit PS through 
a continuous range. The data were tested by using multiple regression of PS 
on PPFD, COND, and an interaction term (PPFD*COND). All were significant 
(1 % level), and the overall R 2 was 0. 71. A similar pattern of PS, PPFD, and 
COND relationships also was observed in the "levels experiment" described in 
the previous paragraph. Boyer (1971) presented curves for sunflower at high 
and low water potential that show a similar pattern except that both curves 
are influenced by light saturation. Lawlor and Fock (1978) found a linear 
relationship between photosynthesis and the log of leaf conductance. In their 
work, however, PPFD levels were constant at 710 µEinsteins m-2 s- 1 . 
Experiments of 1977 
In 1977 more than 500 individual sets of PS, PPFD, and COND meas-
urements were collected on 11 days during grain-fill of two corn hybrids, 
Pioneer 3780 (early) and Pioneer 3360 (late), which were subjected to foliar 
fertilizer and soil-water treatments. Mean values of PS and COND calculated 
from only the irrigated treatments in both hybrids are listed in Table 1 to 
illustrate the seasonal decline of both variables as plant senescence progresses 
toward maturity. 
To test the relevance of the relationships evident between PS, COND, 
and PPFD from the 1976 data sets, a multiple regression model was tested 
using the 1977 data set. These results are given in Table 2, where the regression 
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Figure 3. Diurnal response of PS in upper leaves at six different soil-moisture 
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Figure 4. Light response curves. PS as a function of PPFD, in moisture-
stressed and unstressed corn plants. Data from diurnal curves. 
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Table 1. Mean values by hybrids in the irrigated treatment for 14-carbon 
dioxide uptake (PS) and leaf conductance (COND) for all days in 
1977. 
Hybrid Pioneer 3780 H~brid Pioneer 3 360 
Date PS COND PS COND 
July 19 46.8 0.33 50.8 0.32 
July 22 48.3 0.32 45.1 0.29 
July 23 42.9 0.31 44.5 0.30 
July 28 38.7 0.31 38.7 0.31 
Aug. 2 40.0 0.32 34.6 0.32 
Aug. 3 36.2 0.31 34.4 0.29 
Aug. 10 24.4 0.31 36.1 0.30 
Aug. 11 28.6 0.29 35.3 0.29 
Aug. 12 32.2 0.28 35.3 0.29 
Aug. 17 23.9 0.24 32.2 0.28 
Aug. 24 23.3 0.25 
1 
No data were collected from Pioneer 3780 on Aug. 24. 
Table 2. Analysis of leaf conductance (COND), leaf irradiance (PPFD), time 
of season (DAY), a variety term (VART), and an interaction term 
(DAY*VART), regressed on leaf photosynthesis (PS) in 1977 (n = 490) 
Regression coefficients 
Intercept PPFD COND DAY VART INT 
Regression 
estimatet -2.962 0.008* * 125.970* * -0.650* * -1.087* * 0.170* 
Standard error 
of the 4.152 0.001 6.771 0.124 1.900 0.074 
estimate 
2 
t, **,and * indicate significance at the 1 % and 5% levels, respectively. R = 0.58. 
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model includes independent terms describing solar irradiance (PPFD), stomata! 
activity (COND), time of season (DAY), variety designation (VART), and an 
interaction term between stage of growth and variety. The last three variables 
were included to reflect the PS pattern observed in Table 1. The dependent 
variable (PPFD/PS), as described in the preceding section: Light Response 
Curve, was not used. When PS is limited by soil-water stress and not PPFD, this 
ratio became exceedingly large and not meaningful. Therefore, PS was used for 
the dependent variable with the regression model given in Table 2. All terms in 
this model were significant at the 1% level, except the interaction term which 
was significant at the 5% level. The correlation, R 2 = 0. 5 8, indicates that not all 
variation in PS was explained using this model. This is not surprising since 
other factors that influence PS were not measured in these experiments, these 
including time of day, fertility, dynamic variations in plant water status due to 
changing cloud cover, and PS variations over the leaf material on individual 
plants. 
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TWO REGRESSION MODELS FOR PROJECTING 
FUTURE WILDERNESS USE 
1 
Steven E. Jungst and David W. Countryman2 
ABSTRACT. Two regression models were fitted to U.S. Forest Service Data 
on wilderness use. The first model utilized time-series cross-sectional regression 
techniques to determine the relation between wilderness use and four regional 
variables. The second model utilized generalized least squares regression to 
determine the relation between wilderness use, lagged wilderness use, and 
four other variables. Predictions for the year 2020 ranged from 2% to 7 .2% 
average annual rate of increase depending on model used and assumptions 
about increases in independent variables. 
Additional index words: Socioeconomic, distributed lag, regression, 
wilderness use. 
INTRODUCTION 
During the past three decades, outdoor recreation has increased rapidly. 
Wilderness recreation has shown a spectacular 15-fold increase since World 
War II (U.S. Forest Service, 1977). These increases have led to overcrowding 
of recreational sites and, in some instances, to adverse impacts on these areas 
as well as on other important uses of forests and rangelands. Population growth 
and presumed increases in available leisure time, disposable income, and mobil-
ity will further contribute to greater use of outdoor recreation facilities. 
In view of impending future utilization and in light of a distaste for 
congested areas on the part of participants (Cicchetti, 1973), it is evident that 
there is a need for a sound method for determining future use of recreation 
resources. Several techniques are available for projecting use or demand for 
outdoor recreation, but many, because of serious shortcomings, have not been 
widely used. 
The objective of this study, sponsored by the U.S. Forest Service's 
Resource Program and Assessment Staff, was to develop a technique for pro-
jecting wilderness use based on factors of wilderness supply and demand and 
socioeconomic characteristics of the regional population. 
METHOD I 
Projection Procedure 
Wilderness users have been categorized by selected socioeconomic 
characteristics (Burch and Wenger, 1967; Lucas, 1970; Lime and Lorence, 
1 
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1974). Based on these and similar studies, a set of socioeconomic variables was 
selected for possible inclusion in projection models. In addition to the socio-
economic variables, number of wilderness areas and wilderness acreage within 
each region were selected as proxies for supply variables, and national and 
regional population variables were selected as proxies for demand variables. 
Based on correlation with use, availability of data, and the need to include 
supply and demand type variables in the final models, seven variables were 
selected for model development. They were regional wilderness acreage, na-
tional wilderness acreage, regional population, national population, median 
family income, median male age, and median male education. 
Plots of residuals from initial regressions indicated a need for a trans-
formation of variables to bring about homogeneity of variance. A log/log 
transformation suggested by Kalter and Gosse (1969) resulted in the homo-
geneity of variance necessary for least squares regression. 
In this study, data for 1966 to 1975 for each of eight U.S. Forest 
Service regions were used in model development. Although Ordinary Least 
Squares Regression will give an unbiased estimate of (3 in this case, the estimate 
of variance of (3 is not unbiased due to correlations between regions and be-
tween years, and a modified form of regression analysis is required. 
A more appropriate model for analysis of data consisting of N cross 
sections observed in each of T time periods is given by 
p 
yij = k~1(3kXijk + uij• i = 1, ... N, j = 1, ... T (1) 
The random errors, uij' are assumed to be the sum of three components 
uij = vi + ej + Eij (2) 
where vi is the error component for region over time, e· is the error compon-
ent for year over regions and Eij is random error. Furfuer, the errors vi, ej, 
and Eij are independently distributed with zero means and variances a~ ~ 0, 
2 2 
ae ~ 0, and aE > 0 (Fuller and Battese, 1974). 
By using this formulation and Generalized Least Squares regression 
analysis, a minimum variance unbiased linear estimator of (3 can be obtained 
b = <xv- 1 xr 1 X'V 1 v (3) 
with a variance-covariance matrix of 
var(b) = (XV- 1 xr 1 (4) 
where V is the estimator of the covariance matrix for the time-series cross-
sectional model. 
By using this form of time-series cross-sectional regression, a model 
for projecting wilderness use was developed. The initial model included all 
seven independent variables. At each successive run of the model, an F test of 
the hypothesis that (3 = 0 was performed for the least significant variable in the 
model, and if the coefficient was not significantly different from zero at the 
5% level, the variable was excluded from the model. This process was continued 
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until a model in which all coefficients were significant was obtained. Table 1 
shows the final model where: 
LWA log1 0 (regional wilderness acreage), 
LPOP log1 0 (regional population), 
LMFI log1 0 (median family income), and 
LMME log1 0 (median male education). 
Table 1. Results of the four-variable regression using time-series cross-sectional 
regression with variance component estimates. 
Standard 
Source b values error 
Intercept -13.90 2.36 
LWA 0.84 0.08 
LPOP 0.46 0.12 
LMFI 1.31 0.67 
LMME 5.42 2.17 
Variance component for cross section 0.0363 
Variance component for time series 0.0002 
Variance component for error 0.0051 
All coefficients for the model are significantly different from zero at 
the 5% level with the exception of log median male education, which is signif-
icant at the 6% level. 
When time-series cross-sectional regression is used, regional effects are 
treated as random. This treatment causes predictions for some regions to be 
consistently high, while others are consistently low. When evaluating national 
trends in use, however, this is not a problem since accumulation of yearly 
totals across regions results in an unbiased projection of national use. 
To make regional wilderness use projections with this model, the re-
gional effect should be treated as fixed rather than random. Adjustments can 
be made in the model to allow for regional projections by determining the 
average residual across years for each region. These averages are then incor-
porated into the intercept term to yield a unique intercept for each region. 
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Once this is done, projections can be made for individual regions. The adjusted 
R 2 value for this model was 0.81. 
To make projections, it is necessary to have estimates of the four 
independent variables. Regional population estimates are based on Obers pro-
jections (U.S. Department of Commerce, 1972) for states within a region. 
Estimates of median male education are based on Bureau of Census informa-
tion and correspond to educational attainment estimates used in a study that 
estimates outdoor recreation demand for the 1980 Resource Planning Act 
assessment (Hof, 1978). 
Estimates of median family income for the projection years were not 
available so the trend from 1966 through 1975 was used to project median 
family income for the desired years. Estimates for median family income are in 
1975 dollars. 
Although only one set of values for population, education, and income 
was used, two scenarios of wilderness acreage increase were employed in mak-
ing projections. Scenario I assummed no increase in wilderness acreage beyond 
that presently in the system. Scenario II was based on Alternative D as de-
scribed in the RARE II report (U.S. Department of Agriculture, 1978). We 
have assumed that the 12 million acres suggested for addition in that alternative 
would be incorporated into the system by 1990, and that after that time, 
acreage would remain constant at approximately 27 million acres. 
Results 
By using the model 
LWU = -13.90 + .84(LWA) + .46(LPOP) + l.31(LMFI) + 5.42(LMME) 
(5) 
projections of wilderness use for each region were made for 1985, 1990, 2000, 
2010, and 2020 for both scenarios. Regional estimates were then accumulated 
for each projection year to determine national use. Using Scenario I, the model 
projects 18.3 million visitor days of use by 2020, or an average annual rate of 
increase of approximately 2 percent. Using Scenario II, the model projects 24 
million visitor days of use, an average annual rate of increase of 2.6%. 
METHOD II 
Projection Procedure 
Although the time-series cross-sectional model reasonably explains the 
variation in observed use, we wondered if incorporation of past wilderness use 
might result in a model that would more adequately explain use variation. 
Inclusion of a lagged use variable, however, violates the assumptions on which 
time-series cross-sectional regression is based. Because of this, it is necessary to 
use dummy variables with Ordinary Least Squares to remove regional effects. 
Since the data are in eight regions, seven dummy variables are required to re-
move all region effects. Any set of seven orthogonal variables will accomplish 
this, but the problem is complicated by the fact that we wish to incorporate 
some (less than 7) real regional variables into the model also. Therefore, our 
model would look like the following: 
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7-m m S 
yR = µ + ~ Cl'.·D~ + ~ {3·X~ + ~ 'YkX~ + A.Y~-l 
t i= 1 1 1 j= 1 J J k= 1 
Where Y ~ is wilderness use for region R in year t , 
Df are a set of dummy regional variables, 
X f are a set of real regional variables, 
X~ are a set of national variables, and 
Y~-l is regional wilderness use for the previous year. 
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(6) 
The X f variables partially explain regional differences, and the Df 
variables remove the remaining regional effects. However, the Df must be 
incorporated in such a manner that they do not effect the coefficients of the 
real regional variables; that is, they must be orthogonal to the xf. Cady and 
Fuller (1968) suggest a technique for calculating these orthogonal variables 
using standard regression techniques. 
For each X f, the average value (Xf) by region over time must be cal-
culated. These average values can then be used as independent variables in a 
standard regression with a dummy variable as the dependent variable. For ex-
ample, if two real regional variables are to be used, we can regress Df on 
X~ and X~ where the Xs are averages over time for two regional variables so 
(7) 
Once estimates are derived for {3 1 and {3 2 , residuals for the regression can be 
calculated by 
(8) 
This column of residuals is orthogonal to the original real regional variables. 
The process can be repeated using different columns of of until the 
number of real regional variables plus the columns of residuals equals seven. 
In this way, a set of dummy variables, orthogonal to the original real regional 
variables, can be constructed so all regional effects can be removed without 
effecting the coefficients of the real variables. 
It was hypothesized that number of wilderness areas within each 
region might be important when using this regression technique because addi-
tions to wilderness of ten take the form of new areas rather than acreage 
additions to an existing area. Wilderness use was modeled as a function of 
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regional wilderness acreage (LWA), regional number of areas (LNA), regional 
population (LPOP), national population (LNPOP), and previous years wilder-
ness use (LWUt_1). Again, log 1 0 transformations of all variables were used. 
Since there are three regional variables, LWA, LPOP, and LNA, only four 
dummy variables were regressed on an intercept and average logs of the three 
regional variables. From these regressions, four sets of residuals were calculated 
for inclusion in the final regression: 
4 
LWUjt = µ + i~l ai DVij + {3 1 LWAjt + {3 2 LNAjt + {3 3 LPOPjt 
+ 'Y 1 LNPOPt+ A.LWUjt-1 (9) 
Results of this regression are shown in Table 2. All log variables have coeff-
icients significantly different from zero at the 1 % level. As a check of the 
model's adequacy, a second regression, which substituted a set of seven dummy 
variables for the deviational variables, was run. An F test of the hypothesis of 
equal slopes for the two regressions was calculated and found to be not signif-
icant at the 10% level (calculated F 3 , 6 7 = 1.204), indicating that regional 
variation in wilderness use is appropriately modeled by the lagged use forma-
tion. Adjusted R 2 for the lagged model was 0.91. 
Results 
The model shown in Table 2 was used to make wilderness projections 
for the same years as the time-series model (Method I). The scenarios and 
values for LWA and LPOP were the same as described under Method I. Number 
of areas was determined by adding RARE II suggested numbers for Alternative 
D to the present number. National population was the sum of regional popula-
tions for each projection year, and the previous year's wilderness use was used 
for past use. 
Assuming no increase in wilderness acreage or number of areas, the 
model projects 81 million visitor days of use by 2020. This is equivalent to 
an average annual rate of increase of 5.6%. If acreage equivalent to Alterna-
tive D is included, 17 3 million visitor days of use are projected for 2020. 
Although the number of visits seems large compared with present figures, the 
average annual tate of increase of 7 .2% is very close to the 7% annual increase 
experienced for 1960 to 1975. 
DISCUSSION 
When selecting one of the models for predicting wilderness use, one 
must keep in mind that it is not only the independent variables that differ 
between the two. The time series model is based solely on regional variables 
and incorporates user characteristics that other studies have shown to be 
prevalent among people using wilderness areas. The lagged use model places no 
emphasis on user characteristics but, rather, focuses on the size of the resource 
base and the number of people within the region and nation. The lagged use 
variable also allows the model to respond to changes in user patterns which 
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might not be detected with the time-series model. These differences in focus of 
the two models are responsible for the substantial differences in levels of use 
projection. 
The models can be used in two ways. By holding regional wilderness 
acreage comtant, managers can assess the increase in wilderness use of the 
presently existing areas over time. Such an approach can provide a basis for 
determining impacts on the existing areas and of anticipating congestion prob-
lems before they occur. Once future use of existing wilderness has been evalu-
ated, one also can evaluate increases in use as a result of increasing wilderness 
acreage and/or number of areas by including them in a second projection. The 
difference between the two estimates then provides an estimate of use in the 
new areas. 
The models proved useful in the 1980 RPA analysis and lend them-
selves to other applications such as National Forest planning, evaluation of use 
of potential BLM wilderness areas, and future RPA analyses. By determining 
whether the regional emphasis of Method I or the national emphasis of Method 
II is most appropriate for their situation, planners can select the model style 
that best fits their needs. Periodically, it may be necessary to update the co-
efficients to reflect the expanding data base, but for the present, the models 
provide a sound basis for evaluation of future wilderness use. 
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Jerry McClelland and Ruth P. Hughes 
ABSTRACT. The purpose of the study was to develop a procedure to evaluate 
the effectiveness of selected components of parenthood education in secondary 
schools. The purposive sample, all female, included 26 former students from 
eight secondary schools in a midwestern state. Using an observation rating scale 
and an interview schedule, teachers collected data on parenting behaviors from 
15 former students who had parenthood education and 11 who had not. The 
evaluation procedure was judged feasible, and the evaluation devices had 
acceptable reliability and validity for local use. Following revisions, instruments 
and procedure could be used for program evaluation at state or regional level. 
Additional index words: evaluation, parenthood education, home econ-
omics, interview, and observation. 
INTRODUCTION 
Education for parenthood is an integral part of home economics 
programs in our secondary schools. Sometimes this preparation for the role of 
parent is taught as a separate course; at other times, it is a unit of work in a 
comprehensive or general course. Either way, those responsible for the program 
have sought ways to determine its effectiveness in helping high school students 
develop the knowledge and skills they will need as parents. 
Such studies have tended to focus on students' perceptions of programs 
(Findlay, 1976), surveys of concepts included in curricula (Moore, 1979), data 
about classes and numbers of students enrolled, and achievement tests (Sand, 
1980). These studies are useful in answering questions such as what participa,nts 
think about the program, what is being taught, who is being served, and what 
knowledge participants gained; however, they do not address the question of 
what impact the program had on participants' behavior. One compelling 
criterion of the effectiveness of parenthood education is behavior as parents. 
Although valid behavioral data are difficult and costly to gather and sometimes 
difficult to interpret, the behavioral outcomes of parenthood education should 
be assessed. 
STATEMENT OF THE PROBLEM 
The purpose of this study was to develop an evaluation procedure for 
selected components of parenthood education that could be functional at the 
1 Journal Paper No. 219 of the Home Economics Research Institute, College of 
Home Economics, Iowa State University, Ames, Iowa 50011. 
2 Division of Home Economics Education, University of Minnesota, St. Paul, 
Minnesota 55108; and Department of Home Economics Education, Iowa 
State University, Ames, Iowa 50011, respectively. The authors acknowledge 
George H. Copa's critical review and comments on the manuscript. 
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local school level yet useful also at state or regional level. Both males and 
females are enrolled in the courses, but because the majority have been female, 
the study was limited to them. 
PROCEDURE 
The sample of 26 females was selected from eight secondary vocational 
home economics programs in a midwestern state. Both urban and rural com-
munities were represented. The programs included similar content and had 
teachers who were willing to spend eight or ten hours in training and data 
collection. 
Subjects, aged 20 to 22, were former students who were mothers of 
infants between 12 and 24 months of age. Of the 26, 15 had studied parent-
ing three years previously. The other 11 were "like" the 15 except that they 
had not studied parenting, and thus served as a comparison group. 
Observation of behavior of parents of infants aged 12-24 months was 
selected for study because the second year of life is considered critical in the 
development of competence for children (White, 1975) and because parents of 
one-year-old infants have had time to develop new but stable role behavior. 
An average three-year time span between the parenting education and its 
application naturally introduces some conflicting variables. Allowance for a 
time interval between the parenting education and its application is the only 
realistic procedure for evaluating its usefulness. Some control was provided by 
use of the comparison group, and, in addition, the mothers were asked if they 
had had instruction in parenting after high school. 
INSTRUMENTATION 
The parenting behaviors to be assessed in this study were selected on 
the basis of their criticalness in all parent-infant dyads from topics included in 
a national census study of topics taught in parenting and child development 
classes (Hughes et al., 1980). Prior theory and research findings were examined 
to identify the specific aspects of each topic to be assessed. The resulting con-
tent included physical development of the child, parental response to the 
child's emotional needs, the parent as teacher, the parent's role in fostering 
openness to the environment, safety indoors, and in guiding the child's be-
havior. 
A combination of observation and interview methods of data collection 
was used in order to obtain behavioral data directly when behaviors were 
observable and self-report of behavior when observation was not possible. 
The Rating Scale for Parenting Behaviors (RSPB), which was based on the 
above content, was developed for use in this study to assess aspects of the 
parent's management of the child's physical environment and interaction of the 
parent with the child. Each of the ten items on the RSPB consists of three 
descriptors of a parenting behavior and is marked on a five point continuum. 
For example, the item for child's accessibility to living space has the following 
descriptors: "child's access to living space stimulates exploration and curiosity, 
child's access to living space does not stimulate exploration or curiosity, and 
child's access to living space inhibits exploration and curiosity," scored 5, 3, 
and 1 respectively. The content of the device was validated by subject matter 
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specialists, then reviewed by evaluation specialists and tried out with 12 moth-
ers before data collection. 
Reliability estimates for the rating scale were calculated from data 
gathered during orientation sessions for the teachers who were to collect data. 
A set of photographic slides and an audio tape simulated a visit to a subject's 
home which the teachers judged using the rating scale. Inter-rater reliability was 
estimated at .70; intra-rater reliability ranged from .83 to .98. 
The Parent Behaviors Interview (PBI), also based on the above content, 
was developed for use in this study. The interview focuses on the parent's 
awareness of and knowledge about the child's development and reasons for the 
parent's action. Each of the 15 items has two parts, the first a structured 
response and the second a semi-structured response. The key used for scoring 
the interview assigns two points to the first part and three points to the second 
part. An example of the interview items is: "When (your child) bumps his/her 
head hard and cries but is not injured, which do you do: pick him/her up and 
kiss the bumped spot, giving sympathy, or tell him/her that it didn't hurt and 
not to cry? Why is that better for (your child)?" The content of the PBI was 
also validated by child development specialists; then the device was reviewed by 
evaluation specialists and tried with 12 mothers before data collection. 
At the orientation session, data were gathered to estimate the reli-
ability of the interview schedule using a simulated interview which had been 
tape recorded. The teachers wrote the subjects' responses on the interview 
schedule and the interviews were scored. The device is considered to be reliable, 
but no numerical estimate could be calculated because there was so little 
variability in the teachers' recording of the responses on the simulated interview. 
DATA COLLECTION 
Teachers were oriented to the evaluation procedure in the two hour 
session described above. During the orientation, teachers practiced using the 
devices and were instructed how to select the sample. 
Teachers identified subjects from their high schools and made appoint-
ments to visit them individually in their homes when their infants would be 
awake. While in the homes, the teachers asked to see where the infants ate, 
slept, and played indoors, and gave the mothers a stacking toy to engage them 
and their children in play, all of which helped to standardize the situation for 
data collection. Observation occurred throughout the visit, but the rating 
scale was not marked until immediately after the teachers left the homes. 
On the other hand, responses to questions on the interview were 
recorded immediately. The teachers read each question and wrote the mothers' 
responses on the interview schedules before continuing to the next question. 
The teachers also noted additional information, such as sources of parenthood 
education and previous experiences with children. Identification of such ex-
periences was to determine if the mothers had had instruction in child develop-
ment since graduation. 
FINDINGS AND DISCUSSION 
Means were calculated for each item on the RSPB and PBI. Using the 
means, a correlation matrix was constructed. The inter-item correlations for 
Table 1. Observational item data for former students of parenting and comparison group. ~ 
°' 
Former students Comparison 
of parenting group 
Item n=15 n=ll 
No. Item Mean S.D. Mean S.D. 
1. Toys related to physical development 3.6 1.2 3.6 1.0 
2. Suitability of equipment and environment to child's 
development 4.0 1.2 3.8 1.0 
3. Parental expression of affection toward child 3.9 1.0 4.0 .8 
4. Parent's response to child's demand for attention 4.3 .8 4.1 .5 
5. Presence of books 3.6 1.6 3.0 1.4 
6. Parent's vocalization to child 3.9 1.1 3.5 1.4 
~ 
(') 
7. Child's accessiblility to living space 4.4 1.1 4.4 .7 n t""' 
t'rj 
8. Creative play materials 4.2 1.1 
t""' 
3.3 1.3 t""' 
> 
9. Safety in child's environment 4.1 1.1 
z 
4.1 .8 0 
~ 
::s 
10. Cleanliness of child's environment 4.5 .9 4.5 .9 0.. :r:: c 
~ 




Table 2. Interview item data for former students of parenting and comparison group. > ~ 
tr:l 
Former students Comparison z i--l 
of parenting group ::r: 
0 Item n=15 n=ll 0 
No. Item Mean S.D. Mean S.D. t:i 
tr:l 
t:i 




3. Labeling and explaining objects in the environment 2.9 1.6 1.6 1.6 i--l 
0 
4. Role of practice in coordination 3.9 1.2 2.8 1.2 z 
5. Use of punishment and explanation in guiding child's 
behavior 2.5 1.8 1.3 1.7 
6. Physical expression of affection 4.6 1.1 4.4 1.1 
7. Play provides practice for coordination 3.2 1.1 3.1 .8 
8. Access to living space 2.2 1.6 1.2 1.2 
9. Verbal expression of affection 4.3 1.3 3.4 1.7 
10. Setting limits for behavior 4.4 1.2 4.0 1.8 
11. Parent's role in structuring the environment for learning 2.4 1.0 1.9 1.4 
12. Giving the child sympathy 3.4 2.0 2.9 2.2 
13. Encouraging curiosity 4.1 1.0 3.6 1.1 
14. Teaching labels of objects 3.6 1.1 3.7 .6 
15. Positive approach to guiding the child's behavior 3.2 1.3 2.2 2.1 
.+-. 
'I 
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the rating scale were examined. Since more than half the correlations were .65 
or higher, it was concluded that the device was additive and total scores were 
used. An inspection of the inter-item correlations for the interview indicated 
that correlations were too low for items to be added so they were analyzed 
individually. 
Results of RSPB 
Because of the manner in which item-descriptors were written for the 
RSPB, 3.0 (on the 5.0 response pattern) was judged by specialists to be ade-
quate parenting. The former students' group mean for the scale was 4.1 and 
scores ranged from 3.6 to 4.5, so they were considered to be parenting at 
adequate or higher levels (Table 1). 
Results of PBI 
I tern 1 on PBI was omitted from the data analysis because of the 
irregularity of responses noted during the scoring of the interview. Because of 
the structure of the items, a score of 3.0 (on a 5.0 response pattern) was 
judged by specialists as adequate parenting behavior. The range of item means 
for the former students was 2.2 to 4.6 with ten of the 14 means being above 
3.0. For the comparison group, the range was from 1.2 to 4.4 with seven of 
the means above 3.0 (Table 2). 
Comparison Group 
Responses of the 11 former students who had not studied parenting 
were compared with responses of the former parenting students. Because the 
sample was small, the selection was not random, and the objectivity of teacher-
interviewers raises questions, the comparison was not used to judge program 
effectiveness. Yet it seemed feasible to determine possible differences. 
Scores of the comparison group are included in Tables 1 and 2. The 
observational data, Table 1, show that the group which had had instruction 
scored lower than the comparison group on one item, the same on four items, 
and higher on five items. Scores differed more on the interview data presented 
in Table 2. The group which had studied parent education scored lower on two 
items, but higher on the other 12 items, with differences of more than one full 
point (out of five) on five items. While the differences between the groups are 
small, the data suggest that the instruments may have potential to differentiate 
between groups. 
Feasibility of Evaluation Procedure 
In spite of limitations, the RSPB and PBI which were developed for use 
in this study were judged to be suitable for futher use in assessment of salient 
parenting behaviors. Identifying and enlisting the cooperation of subjects, scor-
ing the devices, and analyzing the data presented no difficulties. Teachers 
were oriented to the evaluation procedure in approximately two hours and 
used the materials effectively. Also the limited comparison of scores of parents 
who had parent education with scores of parents who had not had the instruc-
tion suggest that the procedures might be used to assess program effectiveness. 
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IMPLICATIONS 
Based on the results of this study, two recommendations are made. The 
first is that the assessment devices be refined and perhaps extended not only to 
include other aspects of behavior but to use with other students. The second is 
that the procedure be used for both local and state (or regional) program eval-
uation. 
In addition to review and refinement of instruments for content and 
clarity, reliability of the PBI should be estimated with a larger number of 
teachers. Following that, use of the devices can be extended to former male 
students and to adult students in parenthood education programs. At any 
time, content of the devices could be made more comprehensive, provided 
resources for assuring quality were available. 
Use of the procedures for curriculum planning could begin immedi-
ately. As local teachers review responses of former students, strengths and 
weaknesses of a program will be apparent. Curricula can then be adjusted to 
continue effective portions and revise those less effective. 
The evaluation procedure may be extended to a state or region when 
the devices have been refined. For purposes of addressing the effectiveness of 
education for parenthood, the interviews should be conducted by disinterested 
persons, perhaps members of local service organizations. This step is as impor-
tant for state planning as teacher interviewers are for local planning. Both are 
consistent with the original purpose: to develop a functional procedure for 
obtaining data on parenting behaviors. 
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A COMPARATIVE IMMUNOLOGICAL STUDY OF SPERM ANTIGENS 
IN THE GUINEA PIG, CA VIA PORCELLUS, ROOSTER, GALLUS 
DOMESTICA, AND PAINTED TURTLE, CR YSEMA PICT A 
1 
2 
Susan B. Jones and George G. Brown 
ABSTRACT. Three species of vertebrates, guinea pig, rooster, and painted 
turtle, were chosen for a comparative study of sperm antigens. Agglutination, 
cross-absorption agglutination, immunodiffusion, and immunoelectrophoresis 
analysis were utilized with the following objectives for each species: (1) to 
determine the number of sperm antigens which can be detected; (2) to localize 
antigens on the sperm surface; and (3) to identify similar and dissimilar sperm 
surface and subsurface antigens among the three species. WitJi guinea pig sper-
matozoa five to seven soluble antigens were detected, all of which are associated 
with the sperm surface. With rooster spermatozoa four soluble antigens were 
detected, three of which are associated with the sperm surface. These are 
present on the tail surface. With turtle spermatozoa four soluble antigens were 
detected, two of which are associated with the sperm surface: one on the sperm 
head and the other on the tail surface. Rooster and turtle spermatozoa share 
two tail surface antigens, one soluble and the other insoluble, and in addition 
one tail subsurface soluble antigen. Neither species share sperm surface antigens 
with the guinea pig sperm, although turtle sperm does share a soluble subsur-
face antigen. The rooster and turtle represent taxa which have developed and 
retained similar reproductive tracts; therefore, the antigenic and morphological 
similarity is not surprising. 
____.... Additional index words: Sperm antigens, Cavia porcellus, Gallus do-
--- mestica, Crysema pie ta, immunofertilization, and phylogeny. 
INTRODUCTION 
For fertilization to take place in vertebrates, sperm must have inde-
pendent motility, the ability to recognize the egg as distinct from other tissue 
cells, and the potential to penetrate the egg extraneous coats (Piko, 1969). The 
sperm apical region is involved with the secretion of acrosomal enzymes, the 
postacrosomal region is specialized for recognition and fusion with the egg, 
and the tail maintains motility (Fawcett, 1975). Thus, unique functions are 
associated with different sperm areas, and specific macromolecules are prob-
ably responsible for activating or inhibiting one or more of these functions. 
Immunological techniques have been used effectively to identify 
antigenic macromolecules for spermatozoa among different species. In general, 
these techniques have demonstrated closer antigenic relationships between 
spermatozoa of closely related species than between spermatozoa of distantly 
related species. For example, a greater antigenic similarity of spermatozoa 
1 
The authors wish to thank Drs. Yola Forbes, Melvin Hofstad, and James Red-
mond for the animals used in this study. This research was supported in part 
by the Iowa State University Graduate College and an Iowa State University 
Research Grant. 
2 
Department of Zoology, Iowa State University, Ames, Iowa 50011. 
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exist among rodent species than between spermatozoa of rodents and bull 
(Smith, 1949) or man (Hansen, 1972). However, cross reactivity (similar anti-
genicity) is often found between distantly related species (Hansen, 1972; Lopo 
and Vacquier, 1980; Hancock, 1978). 
Although immunobiology of gametes is receiving considerable attention 
(cf. Shulman, 1975; Edidin and Johnson, 1977; Johnson and Howe, 1975; 
Lopo and Vacquier, 1980), the extent of antigenic similarity between sper-
matozoa of more distantly related species and the manner in which this might 
relate to the fertilization process is unknown. The present study had two major 
objectives: to examine the surface and subsurface antigenicity of spermatozoa 
of a species from each of three major taxa of vertebrates (rodents, birds, and 
turtles), to examine the antigenic similarity among spermatozoa of these three 
species, and to consider the possible phylogenetic relevance. 
MATERIALS AND METHODS 
Collection and Preparation of Spermatozoa 
Guinea pig spermatozoa were collected from vas deferentia by flushing 
them with phosphate buffered saline (PBS - 24 ml 0.15 M KH2 P0 4 + 76 ml 
0.15 M Na2 HP04 + 100 ml 0.85% saline), and from epididymides after macer-
ating and washing them with PBS. Rooster spermatozoa were collected from 
epididymides and seminal vesicles dissected in chick saline ( 0. 7 g NaCl + 
0.043 g KCl + 0.024 g CaC1 2 /100 ml H2 0). Turtle spermatozoa were col-
lected by teasing apart the epididymides in 0.85% normal saline. Each species 
spermatozoa was washed three times in the appropriate saline and concen-
trated by centrifuging at 270 g for 10 minutes (turtle) and 480 g for 15 min-
utes (guinea pig and rooster). 
Concentrated spermatozoa were: (1) frozen in an equal volume of saline 
at -20°C for future use in injection of rabbits for production of antibody, (2) used 
in extract preparation, (3) diluted for use in agglutination studies, or (4) used 
in absorption studies. 
For some of the immunodiffusion experiments, semen of two other 
species were used. From a male pigmy rhinoceros, detained in the College of 
Veterinary Medicine, semen was removed from the vas deferens and epididy-
mides. From white bass, Morone cbrysops, obtained from Little Wall Lake near 
Jewell, Iowa, semen was "milked" from the males with gentle lateral pressure 
near the genital openings. These seminal samples were frozen at -20°C, and 
extract was prepared as described below. 
Preparation of Control and Immune Antibody 
Rabbits were bled three separate times for control sera. Concentrated 
spermatozoa (0.2-0.4 ml) were thawed, combined with saline (1:4), emulsified 
in Freund's complete rejuvant, and injected subscapularly into a rabbit. A 
second immunization followed 21 days later. Immunized animals were bled 
seven days after the second injection, and gamma globulin was prepared (Camp-
bell et al., 1970). For immunodiffusion and immunoelectrophoresis experi-
ments, 20 mg/ml proteins were used (Gornall et al., 1949). 
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For absorption techniques, concentrated fresh spermatozoa were com-
bined with equal volumes of the appropriate antibody, allowed to stand for 
three hours at 4°C, and centrifuged at 3020 g for 20 minutes. Absorption was 
considered complete, if absorbed antibody no longer agglutinated fresh sper-
matozoa. 
Preparation of Sperm Extracts 
Concentrated or frozen spermatozoa were mixed with saline (4: 1), 
frozen and thawed five times in liquid nitrogen, and centrifuged at 3020 g for 
20 minutes. The supernatant containing the soluble antigens was either frozen 
at -20°C or refrigerated at 4°C depending upon future use. 
Agglutination Experiments 
One drop of various antibody dilutions or of absorbed antibody was 
added to one drop of a 1 % suspension of freshly concentrated rooster or turtle 
spermatozoa or a 2% suspension of freshly concentrated guinea pig spermato-
zoa. The use of different percentages of suspensions was necessary to obtain 
a similar concentration of spermatozoa (about 1 x 103 spermatozoa/ml). Cross-
agglutination experiments were also performed using freshly concentrated 
spermatozoa. 
Immunodiffusion and Immunoelectrophoresis Analysis 
Gel for immunodiffusion plates was prepared using 1 g Agarose, 97 ml 
0.85% normal saline, 1 ml 0.2 M sodium azide as a preservative and 1 ml 
0.05 M CdCl 2 to enhance precipitation lines (Crowle, 1973). Glass plates, 
5 cm by 5 cm, were covered with 6 ml of hot gel and after cooling, wells, 
8 mm in diameter and 6 mm apart, were made. In each well 0.1 ml of the 
appropriate extract or antibody was added. Gel for immunoelectrophoresis 
was prepared with 0.2 g Agarose in 20 ml of barbitol buffer, pH 8.6. Glass 
microslides, rinsed in alcohol, were covered with 2 ml of gel. After adding the 
appropriate extracts, unless stated differently, these preparations were electro-
phoresed for 45 minutes at 15 mamps. Troughs were cut 5 cm long and 2 mm 
wide with a Gelman Punch Set and filled with 0.1 ml antibody preparation. All 
experiments were kept at 4°C in a humid environment and examined daily 
for precipitation lines for one week. 
All extracts were tested several times against gamma globulin prepared 
from nonimmunized animals in immunodiffusion and immunoelectrophoresis 
experiments. Since bands failed to appear between extract and gamma globulin 
in any of these control experiments, they were discontinued. 
RESULTS 
Agglutination 
In cross-agglutination studies (Table 1), anti-rooster sperm antibody 
agglutinates turtle spermatozoa tail to tail. In the reciprocal experiment, 
anti-turtle sperm antibody agglutinated rooster spermatozoa tail to tail. No 
Table 1. Agglutination and cross-agglutination experiments with antibodies prepared against guinea pig, rooster, and turtle Vl 
spermatozoa.a + 
Anti-guinea pig Anti-rooster Anti-turtle 
sperm antibody sperm antibody sperm antibody 
Sperm Antibody Agglutination b Agglutination Agglutination 
suspension mg/ml H-H T-T H-T M-M H-H T-T H-T M-M H-H T-T H-T M-M 
Guinea pig 20 +++ ++ 0 0 0 0 0 0 0 0 0 0 
2% 5 +++ + 0 0 
1.25 + 0 0 0 
Rooster 20 0 0 0 0 0 +++ 0 0 0 +++ 0 0 
1% 5 0 +++ 0 0 0 +++ 0 0 
1.25 0 ++ 0 0 + ++ 0 0 
Turtle 20 0 0 0 0 0 ++ 0 0 + +++ + ++ 
1% 5 0 ++ 0 0 + +++ + ++ ._ 
0 
1.25 0 ± 0 0 0 ++ 0 ++ z tri 
Cf) 
§ 
aExperiments were performed three times with the exception of guinea pig sperm suspensions which were treated two times 0... 
O:l 
with anti-rooster and anti-turtle sperm antibodies. ~ 
bH-H =head to head; T-T =tail to tail; H-T =head to tail; M-M = midpiece to midpiece; +=degree of agglutination; 0 =no 0 ~ 
agglutination; - = not done. z 
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cross-agglutination occurred in experiments between anti-turtle sperm or anti-
rooster sperm antibodies and guinea pig spermatozoa or in the reciprocal ex-
periments using anti-guinea pig sperm antibody and turtle or rooster spermato-
zoa. 
In cross-absorption-agglutination experiments (Table 2), anti-rooster 
sperm antibody absorbed with rooster spermatozoa no longer agglutinated 
turtle spermatozoa, thus indicating the presence of a similar tail antigen in each 
species. Anti-rooster sperm antibody absorbed with turtle spermatozoa still 
agglutinated rooster spermatozoa indicating that the rooster sperm also pos-
sesses a unique surface tail antigen. In a reciprocal experiment, anti-turtle 
sperm antibody absorbed with rooster spermatozoa agglutinated turtle sper-
matozoa head to head, tail to tail, head to tail, and midpiece to midpiece, 
indicating that a turtle sperm also possesses unique surface antigens. However, 
the antibody to the turtle tail antigen shared with rooster spermatozoa had 
been absorbed and as a result tail to tail agglutination is no longer the predom-
inant type. 
Immunodiffusion and Immunoelectrophoresis Analysis 
Guinea pig spermatozoa had five and seven soluble antigens demon-
strated by immunodiffusion (Figure 1) or immunoelectrophoresis (Figure 6) 
techniques respectively. Since anti-guinea pig antibody absorbed with guinea 
pig spermatozoa (C) does not demonstrate any precipitin bands (Figure 1), 
the soluble bands represent surface antigens. Four precipitin bands form be-
tween anti-guinea pig sperm antibody (D) and the absorbed antibody (C), 
because surface antigens are released in the absorption procedures. No band 
formation occurred between anti-guinea pig sperm antibody (D) and extracts 
of rooster (R) or turtle (T) spermatozoa. 
Four soluble antigens for rooster spermatozoa were demonstrated by 
four precipitin bands between anti-rooster sperm antibody (0) and rooster 
sperm extract (R) (Figures 2, 3, and 7). Three of these bands represented sperm 
surface antigens, since only one band appeared between anti-rooster sperm 
antibody absorbed with rooster sperm (M) and rooster sperm extract (R) 
(Figure 2). 
Turtle spermatozoa possessed three solu hie antigens indicated by three 
bands (Figures 4 and 5) or four bands (Figure 8) between anti-turtle sperm 
antibody (Y) and turtle sperm extract (T). Two of the antigens in immuno-
electrophoresis (Figure 8) may be represented by one band in immunodif-
fusion because of -identity indicated by the meeting of arcs (Crowle, 1973). 
Two of these bands (Figure 4) represented sperm surface antigens, because they 
did not appear between anti-turtle sperm antibody absorbed with turtle sper-
matozoa (W) and turtle sperm extract (T). 
By using anti-rooster sperm antibody (0) and the three species sperm 
extracts, a common soluble subsurface antigen was demonstrated between 
rooster and turtle spermatozoa (Figure 3 ). This was demonstrated between 
turtle extract (T) and anti-rooster sperm antibody (0) by a band which met 
and was continuous with a band between turtle extract (T) and anti-rooster 
sperm antibody absorbed with turtle spermatozoa (N) (Figure 3). This same 
band was continuous with a band between rooster extract (R) and anti-rooster 
sperm antibody absorbed with turtle spermatozoa (N) and between rooster 
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sperm extract (R) and anti-rooster sperm antibody (0). No bands appear 
between guinea pig sperm extract (G) and anti-rooster sperm antibody (0). 
By using anti-turtle sperm antibody and the three species sperm ex-
tracts, we found a shared surface antigen between turtle and rooster sper-
matozoa and a common subsurface antigen between turtle and guinea pig 
spermatozoa. The shared surface antigen was demonstrated as a precipitin 
band (Figures 4, 5, and 9) between anti-turtle sperm antibody (Y) and rooster 
sperm extract (R) and was removed by absorbing the antibody with rooster 
spermatozoa (X) (Figure 5) or turtle spermatozoa (W) (Figure 4). 
A precipitin band (Figure 4) between guinea pig sperm extract (G) 
and anti-turtle sperm antibody (Y) and a band between the same extract 
(G) and anti-turtle sperm antibody absorbed with turtle spermatozoa indicated 
a common antigen existing between turtle and guinea pig spermatozoa. This 
antigenic relationship is shown again in Figure 5. The position of these bands 
in Figure 5 is the same as the subsurface turtle sperm antigen indicated in 
Figure 4. Since the agglutination experiments indicated no shared surface 
antigens existing between the two species, the shared antigen between guinea 
pig and turtle spermatozoa must also be subsurface in guinea pig spermatozoa. 
A precipitin band (Figure 1) occurred between rhinoceros sperm 
extract (Rh) and the anti-guinea pig sperm antibody (D) but not between the 
same extract (Rh) and the absorbed anti-guinea pig sperm antibody (C) thus 
indicating that a surface antigen on the guinea pig sperm was shared with the 
rhinocerous sperm. This particular antigen shows no identity with the guinea 
pig sperm surface antigens. Thus, either an insoluble form of the antigen 
exists in guinea pig spermatozoa or the method used for making the guinea 
pig sperm extract was not sufficiently disruptive to release this particular 
antigen. 
A preciptin band (Figure 2) between anti-rooster sperm antibody (0) 
and bass sperm extract (B), but not between the same extract and anti-rooster 
sperm antibody absorbed with rooster spermatozoa (M), indicates a shared 
soluble surface antigen existing between the two species. A similar event 
occurred (Figure 5) between bass sperm extract (B) and anti-turtle sperm 
antibody (Y), but not between the same extract and anti-turtle sperm antibody 
absorbed with rooster spermatozoa (X), indicating a shared soluble surface 
antigen existing between rooster, turtle, and bass spermatozoa. From these 
experiments, it was not possible to be certain that the bass sperm surface 
antigen(s) shared with rooster and turtle spermatozoa was the same surface 
antigen which the rooster and turtle spermatozoa share. 
DISCUSSION 
Spermatozoa from three species of vertebrates, the guinea pig, rooster, 
and turtle, were compared for immunological similarity and dissimilarity. Ex-
periments involving agglutination, cross-agglutination, antibody absorption, 
immunodiffusion, and immunoelectrophoresis were used utilizing spermatozoa, 
sperm extracts, and antibody prepared against each species spermatozoa. 
Little antigenic similarity is found between guinea pig and the other two 
species spermatozoa, while a strong similarity is indicated between rooster 
and turtle spermatozoa (Figure 9). 
The close antigenic relationship between rooster and turtle spermato-
zoa is interesting, since a structural similarity of the male reproductive tract 
1 2 3 
Figures 1-5. Immunodiffusion. Legend identification follows Figures 6-8. 
V\ 
00 
I ~~-5 ___ ~----------~----~ll~~---====---0_~ ____ ~ ____ ____. 
Figures 6-8. Immunoelectrophoresis. 
Legends for Figures 1-8: (B) bass sperm extract, (C) anti-guinea pig sperm antibody absorbed with guinea 
- pig spermatozoa, (D) anti-guinea pig sperm antibody, (G) guinea pig sperm extract, (M) anti-rooster 
sperm antibody absorbed with rooster spermatozoa, (N) anti-rooster sperm antibody absorbed with 
turtle spermatozoa, (0) anti-rooster sperm antibody, (R) rooster sperm extract, (Rh) rhinocerous sperm 
extract, (T) turtle sperm extract, (T 1 ) half concentration turtle sperm extract, (W) anti-turtle sperm 
antibody absorbed with rooster spermatozoa, (X) anti-turtle sperm antibody absorbed with rooster 
spermatozoa, (Y) antiturtle sperm antibody, (NS) normal serum. 
Figure 7: rooster extract electrophoresed for only 20 minutes as opposed to 45 minutes for others. 
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Turtle sperm Rooster sperm 
Figure 9. Schematic representation of the distribution of sperm surface 







Midpiece antigen of turtle sperm; 
Tail antigen of turtle sperm; 
Insoluble tail antigen shared by turtle and rooster spermatozoa; 
Soluble tail antigen shared by turtle and rooster spermatozoa; 
Tail antigens of rooster sperm. 
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exists between the two species. For example, reptiles developed a separation of 
the urinary and reproductive tracts which has been retained through phylogeny 
by avians. Reptiles have evolved a completely terrestrial egg which contributed 
to the transition from aquatic to terrestrial reproduction that both species 
share (Sadlier, 1973) . Finally, reptilian and avian spermatozoa are similar 
morphologically on a macroscopic scale (Figure 9) as well as microscopically 
(Nagano , 1962 ; Furieri, 1970; Bakst and Howarth , 1975). 
The antigenic similarity between rooster and turtle sperm tails is 
especially interesting, since the sperm tail is responsible for motility. However, 
the initial stimulus of movement is in the surrounding medium and is probably 
chemical in nature. For instance, sea urchin spermatozoa are activated upon 
contact with sea water (Monroy, 1965). Sperm contact with a part icular 
medium initiating motility could be a universal phenomenon varying between 
groups of animals. Since rooster and turtle sperm tails are highly antigenic, 
perhaps an antigen on the sperm surface is a recptor for this initial stimulation 
of movement. Because these two species have retained reproductive similarity 
during phylogeny, a motility receptor on each could have a similar antigenic 
determinant. 
Prior to fertilization, mammalian spermatozoa must undergo capacita-
tion, a process in which a glycoprotein coat, which is deposited on the sperm in 
the epididymis and which stabilizes the plasma membrane over the acrosome, is 
removed by endogenous changes which depend upon maintaining the spermato-
zoa in a suitable medium permitting motility (Austin, 1975). Mammalian sper-
matozoa in the presence of antibody prepared against them readily agglutinate 
head to head. The glycoprotein coat or possibly hyaluronidase which is present 
on freshly seminated spermatozoa is antigenic (Morton, 1977), and in the 
presence of the appropriate antibody contributes to the head to head agglu tina-
tion. Rooster (and presumably turtle) spermatozoa do not require capacitation 
for fertilization to occur (Howarth, 1971), therefore, each may lack the coating 
material or hyalurinadase which is involved in capacitation and egg penetra-
tion of mammalian spermatozoa. This presumably accounts for the negligible 
head to head agglutination with antibody respectively prepared against them. 
The assymetrical distribution of protein components (antigens) over 
the sperm plasma membrane has been well substantiated. Fawcett (1975) 
and Friend ( 1977) have demonstrated regional particle differences in the sperm 
plasma membrane of guinea pig, through utilization of the freeze-fracture 
technique. For example, the plasma membrane over the acrosome exhibits 
areas of irregular ou dine suggesting a quilted pattern. The postacrosomal 
region has no quilted areas but does have a greater number of particles per unit 
area. Beaded strands in the midpiece of the guinea pig sperm are closely aggre-
gated where the membrane lies over the mitochondrial helix . The principal 
piece of the tail of a guinea pig sperm has a random distribution of par ticles 
with the exception of a longitudinal double row of staggered particles resembl-
ing a zipper. Such observations easily account for the high number of surface 
antigens herein reported for guinea pig spermatozoa. 
Because cell membranes are fluid and proteins are mobile within the 
membrane (Singer, 1974), the degree of mobility of specific proteins becomes 
an important factor in a discussion of the antigenicity of specific regions of a 
sperm. Lectins have been used to demonstrate the relative mobilities of agglu-
tinin receptors on plasma membranes of mammalian spermatozoa (Millette, 
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1977). The mobility of lectin receptors was higher on postacrosomal regions of 
the spermatozoa than on the acrosomal and tail regions. An indication of 
localized restraints on the mobilities of the lectin receptors was found, when 
lectin-induced clustering could not be demonstrated in the acrosomal or tail 
regions. Anti-sperm antibodies also demonstrate specific regional differences 
of protein components in the sperm plasma membrane of different species. 
Henle et al. (1938) have demonstrated specific head and tail antigens in bull 
spermatozoa. Metz (1967) has shown the location of four antigens in sea ur-
chin spermatozoa, a subsurface head antigen, a subsurface tail antigen, and two 
surface head antigens, one of which is also located on the sperm tail surface. 
A specific head antigen, hyaluronidase, an enzyme involved in penetration of 
cumulus cells, has been demonstrated on the acrosomal end of rabbit sper-
matozoa (Metz, 1973; Morton, 1977). 
In distinguishing surface and subsurface antigens in spermatozoa, 
absorption of the antibody preparation with spermatozoa is done to remove 
antibodies to sperm surface antigens (Flake and Metz, 1962). Is membrane 
damage and leakage of the subsurface antigens likely to be a consequence of 
attachments of antibodies to the sperm plasma membrane? Immunological 
immobilization of rabbit spermatozoa in the presence of complement with 
subsequent membrane damage has been demonstrated utilizing the transmis-
sion electron microscope, the scanning electron microscope, and immuno-
fluorescence (Russo and Metz , 1974; Russo et al ., 1975). However, in the 
absence of complement, membrane damage was not observed, indicating that 
the absorption technique utilized in distinguishing surface and subsurface 
antigens is a valid technique. 
Since Lillie's (1913) initial discovery of gamete surface component 
involvement in fertilization, a variety of techniques have been developed to 
try to understand the molecular interactions involved to that end. Because 
of the specificity of immunological techniques, they have proven extremely 
useful in this capacity. Some steps in fertilization have been inhibited by anti-
body prepared against whole spermatozoa (Menge and Protzman, 1967; Han-
cock, 1978) and by antibody prepared against specific factors on the sperm 
membrane such as hyaluronidase (Metz, 1973). Because identification of a 
specific component is a first step toward an understanding of a possible role, 
it seems likely that further experimentation involving specific macromolecular 
components of different regions of the sperm plasma membrane could answer 
some of the basic unsolved questions in fertilization. 
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FUELWOOD VOLUME TABLES FOR NORTHERN 
RED AND WHITE OAK IN IOWA 
1 
Carl W. Mize, Vernon L. Hartz, and 
Hugo Ramirez-Maldonado 
2 
ABSTRACT. Fuelwood volume tables were developed to estimate the whole 
tree and the topwood volume, in cords, for northern red and white oak in 
Iowa. The whole tree equations are for the form: volume = a X (DBH
2 
X 
Total Height)b, and the topwood equations are of the form: volume = a+ b 
X DBH2 X Total Height+ c X DHB 2 X Merchantable Height. 
Additional index words: Fuelwood, N orthem red oak, White oak, 
topwood, Quercus rubra, and Quercus alba. 
INTRODUCTION 
The increasing cost of heating homes with natural gas, oil, and electric-
ity has caused many people to turn to wood as an alternative source of heat. 
As the number of people burning wood has increased, so has the price of fire-
wood. In some major cities, firewood is selling for over $100 per cord (Palmer 
et al., 1980). 
As prices have increased, so has interest in cutting and selling firewood. 
This has helped to develop a market for low-quality hardwoods and has in-
creased the feasibility of timber stand improvement in many hardwood wood-
lots. To help determine the volume of firewood available from improvement 
cuts and thinnings, tree volume tables for firewood are needed. For this reason, 
we have developed whole-tree and topwood (the portion of a tree left after 
the merchantable stem has been removed) volume tables for northern red oak 
(Quercus rubra) and white oak (Q. alba) in Iowa. 
METHODS 
Data were collected at two sites in Iowa, a 100-acre woodlot near 
Newton and the 305-acre Brayton Memorial Forest near Hopkinton. Both are 
second-growth oak-hickory. At the Newton site, the forest cover averages 60 
years of age; the site index for oak is 50 feet (Schnur, 1937), and basal area 
1 Journal Paper No. J-10245 of the Iowa Agriculture and Home Economics 
Experiment Station, Ames, Iowa 50011. Project No. 2293. The study was in 
partial fulfillment of the requirements for the M.S. degree from the Graduate 
College, Iowa State University, for the second and third authors. 
2 Assistant Professor of Forestry, Department of Forestry, Iowa State Univer-
sity, Ames, Iowa 50011; formerly Graduate Research Assistant, Department of 
Forestry, Iowa State University, now with Weyerhaeuser Company, Mountain 
Pine, Arkansas; and formerly Graduate Research Assistant, Department of 
Forestry, Iowa State University, now with the Departamento de Bosques, 
Universidad Autonoma Chapingo, Chapingo, Mexico. 
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averages 76 square feet per acre. At the Brayton site, the average age is 110 
years; the site index for oak is 5 0 feet, and basal area averages 71 square feet 
per acre. 
At the Newton site, 25 white oaks and 25 northern red oaks, with 
DBHs between 4 and 16 inches and without defects such as broken limbs and 
hollowness, were selected. The DBH, crown diameter, branching habit (coarse, 
medium, or fine), merchantable height to a minimum 9.5-inch inside bark 
diameter, total height, length of crown, and number of in-trees counted around 
the tree with a 10-factor prism were recorded. The straight portion of each tree 
was cut into 8.5-foot bolts. The diameters outside the bark at both ends and 
the middle of each bolt were measured. Each bolt was then cut into pieces 
approximately 16 inches in length. These were stacked and measured for cord 
volume. The pieces were then split (maximum width after splitting, 6 inches), 
restacked, and measured again for cord volume. Finally, the remainder of 
the stem and all branchwood to a minimum size of 2-inches outside bark were 
cut into 16-inch pieces, and pieces more than 6 inches diameter were split. 
The split and unsplit pieces were stacked together, and the stack was measured 
for cord volume. 
At the Brayton site, 31 white oak and 21 northern red oak trees, 
with DBHs from 12 to 30 inches and without defects, were chosen. Cutting and 
measurement procedures were similar to those described in the preceding 
paragraph except as follows. The diameter of the merchantable portion of the 
stem was measured at 4-foot intervals before it was skidded away. The diam-
eters of the remaining portion of the stem and all branches also were measured 
at 2- to 4-foot intervals to a 2-inch outside bark diameter. The tops were not 
cut up to determine cord volume. Instead, cubic foot volume was estimated 
and conversion factors, developed from the Newton data, were used to estimate 
cord volume. As a validation of the Newton data, several piles were measured 
both for cubic foot and cord volume. 
ANALYSIS 
To estimate the whole-tree and topwood cord volume of the Brayton 
trees, the diameter and length measurements taken on each tree were used to 
calculate the cubic foot volume (using Smalian's formula) of (1) the merchant-
able stem, (2) the remaining stemwood and branches with a diameter greater 
than 6 inches, and (3) the portion of the stem and branches with a diameter 
of 6 inches or less. 
The cubic foot to cord conversion factors were determined by pooling 
the data from the 8.5-foot bolts measured for cubic foot volume and cord 
volume at the Newton site and the piles measured at the Brayton site (Table 1). 
The value of 106.1 cubic feet per cord of unsplit wood might seem to be high, 
but the short length (16 inches) should allow efficient stacking (Chapman 
and Meyer, 1949). 
Tree volume equations were developed to predict whole-tree volume in 
cords for both species (Tables 2 and 3). Coefficients were estimated by a 
least squares regression of log (volume) on log (DBH 2 X total height), using 
dummy variables for species effects. The bias introduced by converting from 
logarithmic to arithmetic units was small, and no adjustment was made (Basker-
ville, 1972). A weighted least squares regression of volume on DBH2 X total 
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Table 1. Conversion factors for cords to cubic feet and cubic feet to cords. 
Branches and stem wood less than 6 inches diameter (n = 13) 
Cubic feet/ cord 90.4 s2 140.5 
Cords/cubic foot 0.01123 s2 0.000001788 
Branches and stem wood greater than 6 inches diameter (n = 63) 
Cubic feet/unsplit cord 106.1 s2 96.8 
Unsplit cords/cubic foot 0.00949 s2 0.0000007766 
Branches and stem wood greater than 6 inches diameter (n = 59) 
Cubic feet/split cord 93.0 s2 123.7 
Split cords/cubic foot 0.01093 s2 0.000001573 
height, each term being divided by DBH 2 X total height, also was calculated, 
but the log-log model fit the trend of the data better and had a lower Furnival's 
index (Furnival, 1961). 
A least squares regression equation was developed to predict topwood 
volume for both species (Tables 4-6). Three models were developed and com-
pared. The first is: volume = a + b X DBH 2 X total height+ c X DBH 2 X 
merchantable height. Its merit is that DBH 2 X total height is strongly corre-
lated to whole-tree volume (r = .98), and DBH2 X merchantable height is 
strongly correlated to merchantable stem volume (r = .99). The second is: 
volume = a + b X DBH 2 X total height + c X merchantable height. The third 
is: volume = a + b X DBH
2 
X (total height - merchantable height) . All three 
models are similar in predictive ability, but the first model is not only intu-
itively more appealing, but it has the highest R-squared value and has more 
uniform residuals. No weighting was used because the variation of crown 
volume is fairly constant over the range of the independent variables. 
There were small differences between the two sites. For the whole-
tree and topwood volume equations, an analysis of residuals showed no effect 
of crown length, crown radius, coarseness of branching, or density. The two 
species were definitely different in cord wood volume for a given DBH and 
height, white oak being the larger. 
Table 2. Whole tree fuelwood volume table (standard cords) for white oak (Quercus alba) . °' 00 
Total height (feet) Basis 
DBH number 
(inches) 20 30 40 50 60 70 80 90 of trees 
4 .006 .010 .013 .017 .022 3 
6 .015 .02·5 .034 .045 .055 .066 6 
8 .030 .048 .067 .087 .11 .13 2 
10 .050 .081 .11 .15 .18 .22 .25 6 
12 .12 .17 .22 .28 .33 .38 .44 5 
14 .18 .25 .32 .39 .47 .55 .63 11 
16 .34 .43 .54 .64 .75 .86 6 
18 .44 .57 . 71 .85 .99 1.13 9 
20 .73 .90 1.08 1.26 1.44 3 
22 .91 1.13 1.35 1.57 1.80 3 
24 1.12 1.38 1.65 1.92 2.21 2 
26 1.34 1.66 1.98 2.32 2.66 0 
28 1.59 1.97 2.36 2.75 3.16 0 
30 1.87 2.31 2.77 3.23 3.70 0 
Basis 0 1 10 10 15 15 4 1 56 
Stump height 1. 5 feet. Italic numbers indicate sample trees. 
Includes all stem and limb wood to a 2-inch R
2 
= 0.986 
minimum diameter outside bark. Standard error of estimate= 15%. s: Wood cut into 16-inch lengths and split to N 
a maximum width of 6 inches. trl 
~ .... 
Volume (cords)= 0.00000743 X (DBH 2 X total height)
1 
·
1 9 0 8 ~ 




Total height (feet) Basis 
t""' :;; 
DBH number 0 
(inches) 20 30 40 50 60 70 80 90 of trees 
0 
tl 
4 .008 .012 .017 .022 .026 0 
<:: 
0 
6 .020 .030 .041 .052 .063 .074 3 t""' c 
8 .036 .055 .075 .095 .12 .14 4 s: 
t"rl 
10 .058 .089 .12 .15 .19 .22 .25 .28 5 ..., 
12 .13 .18 .22 .27 .32 .37 .42 7 >-o::l 
14 .18 .25 .31 .38 .45 .51 .58 3 t""' 
t"rl 
16 .33 .41 .50 .59 .68 .77 5 r;f) 
18 .42 .53 .64 . 76 .87 .99 6 
20 .66 .81 .95 1.09 1.24 5 
22 .81 .99 1.16 1.34 1.51 3 
24 .98 1.18 1.39 1.61 1.82 1 
26 1.16 1.40 1.65 1.90 2.16 0 
28 1.35 1.64 1.93 2.23 2.52 2 
30 1.57 1.90 2.24 2.58 2.92 1 
Basis 0 1 2 11 12 10 8 1 45 
Stump height 1.5 feet. Italic numbers indicate sample trees. 
Includes all stem and limb wood to a 2-inch R
2 
= 0.986 
minimum diameter outside bark. Standard error of estimate= 15%. 
Wood cut into 16-inch lengths and split to 
a maximum width of 6 inches. 
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Table 4. Topwood volume table (standard cords) for white oak (Quercus alba) . 
Number 
DBH of 16 Total height (feet) 
foot logs 
(inches) removed 40 50 60 70 80 90 
12 Yi .04 .10 .16 .22 
1 .06 .11 .17 
14 Yi .11 .19 .27 .35 .43 
1 .05 .13 .21 .29 .37 
1'h .07 .15 .23 .31 
16 Yi .19 .29 .39 .50 .60 .70 
1 .11 .21 .32 .42 .52 .63 
1'h .14 .24 .34 .45 .55 
2 .16 .27 .37 .47 
18 Yi .28 .41 .54 .67 .80 .93 
1 .18 .31 .44 .57 .70 .83 
1'h .21 .34 .47 .61 .74 
2 .25 .38 .51 .64 
2'h .28 .41 .54 
20 1 .42 .58 .74 .90 1.06 
1'h .30 .46 .62 .78 .94 
2 .34 .50 .66 .82 
2'h .38 .54 .70 
(Continued on the following page.) 
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Table 4. (Continued from preceding page.) 
Number 
DBH of 16 Total height (feet) 
foot logs 
(inches) removed 40 50 60 70 80 90 
22 1 .54 .73 .93 1.12 1.32 
!Yi .39 .59 .78 .98 1.17 
2 .44 .64 .83 1.03 
2Yi .49 .69 .88 
24 1 .67 .90 1.13 1.36 1.59 
!Yi .50 .73 .96 1.19 1.42 
2 .55 .79 1.02 1.25 
2Yi .61 .85 1.08 
26 !Yi .61 .88 1.15 1.42 1.69 
2 .68 .95 1.22 1.49 
2Yi .75 1.02 1.29 
28 !Yi 1.04 1.36 1.67 1.99 
2 .81 1.12 1.44 1.75 
2Yi .89 1.20 1.5 2 
Stump height 1.5 feet. 6 inches of trim per 16-foot log. 
Includes all limb wood and stem wood Italic numbers indicate sample 
above merchantable portion to a trees. 
2-inch minimum diameter. R
2 
= 0.901 
Wood cut into 16-inch lengths and split Mean squared error= 0.0074028. 
to a maximum width of 6 inches. n = 36 
Volume (cords)= -0.147 + 0.00004025 X DBH 2 X Total Height 
- 0.00003628 X DBH 2 X Merchantable Height 
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Table 5. Topwood volume table (standard cords) for northern red oak 
(Quercus rubra) . 
Number 
DBH of 16 Total height (feet) 
foot logs 
(inches) removed 40 50 60 70 80 90 
12 Yz .16 .20 .24 .28 
1 .16 .20 .24 
14 Yz .20 .26 .31 .36 .42 
1 .14 .20 .25 .30 .36 
1Yz .14 .19 .25 .30 
16 Yz .25 .32 .39 .46 .53 .60 
1 .17 .24 .31 .38 .46 .53 
1Yz .17 .24 .31 .38 .45 
2 .16 .23 .30 .37 
18 Yz .30 .39 .48 .57 .66 .75 
1 .21 .30 .39 .48 .57 .65 
1Yz .20 .29 .38 .47 .56 
2 .19 .28 .37 .46 
2Yz .18 .27 .36 
20 1 .36 .47 .58 .69 .80 
1Yz .24 .35 .46 .57 .68 
2 .23 .34 .45 .56 
2Yz .22 .33 .44 
(Continued on the following page.) 
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Table 5. (Continued from preceding page.) 
Number 
DBH of 16 Total height (feet) 
foot logs 
(inches) removed 40 50 60 70 80 90 
22 1 .42 .56 .69 .82 .96 
l1h .28 .41 .54 .68 .81 
2 .27 .40 .53 .67 
2Vi .25 .39 .52 
24 1 .49 .65 .81 .97 1.13 
l1h .32 .48 .64 .80 .96 
2 .31 .47 .63 .79 
2Vi .29 .45 .61 
26 rn .37 .56 .74 .93 1.12 
2 .35 .54 .73 .91 
2Yi .34 .53 .71 
28 rn .64 .86 1.07 1.29 
2 .40 .62 .84 1.05 
2Yi .39 .60 .82 
Stump height 1.5 feet. 6 inches of trim per 16-foot log. 
Includes all limb wood and stem wood Italic numbers indicate sample 
above merchantable portion to a trees. 
2-inch minimum diameter. R
2 
= 0.901 
Wood cut into 16-inch lengths and split Mean squared error= 0.0074028. 
to a maximum width of 6 inches. n = 31 
Volume (cords)= 0.043 + 0.00002762 X DBH 2 X Total Height 
- 0.00003628 X DBH2 X Merchantable Height 
Table 6. Equation to predict topwood volume for red and white oak for trees with at least one 8-foot bolt. Numbers 
in parentheses are standard errors. 
VOLUME -0.052 - 0.095 X X
0 
+ 0.00003394 X DBH2 X HT+ 0.00000631 X X
0 
X DBH2 X HT - 0.00003628 
(0.00000186) (0.00000094) (0.00000409) 
X DBH 2 X MERCH 
where VOLUME is volume in standard cords for topwood (the portion of the tree left after the merchantable portion has 




1 if white oak 
-1 if red oak, 
DBH is diameter at breast height in inches, 
HT is total height above 1.5-foot stump, in feet, 
MERCH is merchantable height in feet (must be at least 8 feet). 
Mean square error= 0.007403 
R 2 = 0.901 36 white oak, 31 red oak. 
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DISCUSSION 
The whole-tree and topwood equations fit the data well, as indicated by 
R-squares of .96 and .90, respectively. The equations should be useful for 
estimating the volume of northern red and white oak in Iowa that would be 
produced by a timber stand improvement operation in small diameter stands 
where entire trees are removed. Also, they should prove useful in estimating 
the cord volume in topwood that would result from a harvest or thinning 
operation. 
Although stand density did not seem to affect volume estimates, the 
trees sampled in this study were in closed stands, and it is very likely that open-
grown trees will have a larger volume for a given DBH and height than a stand-
grown tree. Thus, the whole-tree and topwood equations will probably under-
estimate the volume of open-grown trees. Careful application of these volume 
equations to actual stands is required. 
The volume tables can be used directly or their equations incorporated 
into an inventory program. However, for general inventory use, two factors 
need to be considered. First, volume estimates for other species are needed. 
Research presently is underway on five more species (burr oak, shagbark and 
bitternut hickory, white ash, and silver maple) to cover the most important 
fuelwood species in Iowa. Second, in most inventories, DBH and merchantable 
height are measured but not total height. Since total height is required for 
whole-tree and topwood volumes, it must be measured on each tree or esti-
mated from a sample. The later method will increase the error of estimation. 
Investigations similar to this on whole-tree and topwood volumes in 
other states and on other species could produce a data base from which equa-
tions independent of total height might be derived. The development of further 
information will help woodlot owners make more informed decisions concern-
ing total production management as well as for fuelwood. 
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LITIGATION INVOLVING THE ATHLETIC SCHOLARSHIP 
David K. Stotlar
1 
ABSTRACT. The general purpose of the study was to analyze the litigation 
involving the legal status of the athletic scholarship as governed by the National 
Collegiate Athletic Association (NCAA). The following pertinent questions 
were addressed: ( 1) Does the athletic scholarship represent a contractual 
agreement, and if it does, what are the legal responsibilities of the institution 
and the student-athlete? (2) Does the income received from an athletic scholar-
ship entitle the athlete to an employee status? .(3) What implications would 
that status or the lack of it have on the amateur standing of the athlete? 
( 4) Is it possible to formulate guidelines which would clarify the legal status 
of the athletic scholarship for the institution and the athlete? 
As a result of the study, it was found that the courts have consistently 
ruled that the athletic scholarship constitutes a contract. Examination revealed 
that the scholarship met the legally specified conditions of a contract by in-
cluding an offer, an acceptance, and the exchange of consideration. It was also 
found that an employee relationship could exist between the athlete and the 
institution, although this was not generally the case. The issue of "amateur 
status" has yet to be authoritatively decided. In this matter the NCAA states 
that the student-athlete qualifies as an amateur. However, the International 
Olympic Committee policy states that he does not qualify as an amateur. A 
further complication in this matter is the discrepancy that exists between the 
Internal Revenue Service and the Tax Courts. 
are: 






The athletic scholarship should be specified as a conditional educa-
tional grant. 
The difference in the terms "cancellation" and "non-renewal" 
must be clarified. 
The procedures required in a hearing should be understood by both 
parties of the agreement. 
The relationship between the athlete and the institution should be 
specified as one not establishing an "employee status." 
A statement of rights should be read and explained to all prospec-
tive student athletes assuring that all parties comprehend the docu-
ment prior to the signing of either a National Letter of Intent or a 
financial aid agreement. 
Additional index words: Physical Education, Athletics, Law. 
INTRODUCTION 
Undoubtedly the casual reader of the sports page in our nation's 
newspapers is aware of the significant role athletic scholarships play in amateur 
1 
Department of Physical Education, Iowa State University, Ames, Iowa 50011. 
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athletics throughout the United States (Weistart and Lowell, 1979). According 
to Shea and Wieman (1971), "the term scholarship has been applied loosely 
when associated with students who are also athletes" and generally refers to 
financial aid awarded primarily for athletic prowess. 
Since the proliferation of the practice of granting athletic shcolarships 
in the early 1950s, there has been continued controversy regarding this matter. 
Many authorities believe that the athletic scholarship should be eliminated as a 
source of educational assistance and that athletes should receive financial aid 
on the same basis and through the same sources as all other students attending 
the institution without regard to their athletic abilities (Schultz, 1979; Howes, 
1957). 
Conversely, there are those authorities who contend that our colleges 
and universities have a responsibility to develop the diverse talents of all stu-
dents, be that talent intellectual, verbal, mechanical, musical, artistic, or 
athletic (Shea and Wieman, 1971). Additional evidence as to the controversial 
nature of the scholarship issue was evidenced by the closeness of the vote to 
maintain the athletic scholarship system in intercollegiate athletics at the 1977 
National Collegiate Athletic Association (NCAA) Convention. 
The athletic scholarship continues to be a part of our institutions of 
higher education and will undoubtedly be increasingly affected by the growing 
amount of litigation which has become so common on the campuses of Amer-
ican colleges and universities. It has been pointed out that our society is relying 
upon the courts to solve educational questions rather than upon traditional 
sources within the administrative structure of the institution (Gee and Sperry, 
1978). Appenzeller (1975) stated that litigation has become a vital factor in 
the life of the athlete and coach. These factors together with the complex 
nature of the athletic scholarship have prompted this study. 
PROCEDURES 
The procedures followed standard methods for legal research. The 
descriptive word index of West's General Digest or Dicennial Digest was used to 
locate key numbers pertaining to the specific topics under investigation. 
Additionally, the West law computer system was used to find supplementary 
cases in which the NCAA was named as either plaintiff or defendant. Having 
identified the cases, the researcher located the cases in the National and Re-
gional Reporters of the West Publishing Company. No attempt was made by 
the researcher to present all the litigation available; rather, the most repre-
sentative cases in each area were presented. In addition, the study was limited 
to cases which involved the NCAA and its regulations. An analysis of the 
cases was then conducted to determine points of similarity and discrepancy. 
Through this legal process the answers to the following pertinent questions 
were identified: 
1. Does the athletic scholarship represent a contractual agreement, 
and if it does, what are the legal responsibilities of the institution 
to the student-athlete and the student-athlete to the institution? 
2. Does the income received from an athletic scholarship entitle the 
athlete to an employee status? 
3. What implications would that status or lack of it have on the 
amateur standing of the athlete? 
4. Is it possible to formulate guidelines which would clarify the legal 
status of the athletic scholarship for the institution and athlete? 
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RESULTS 
The first issue concerns the interpretation of an athletic scholarship as a 
contract. In Taylor v. Wake Forest University (1972), although the court ruled 
in favor of the university, the scholarship was established as a contract, because 
it contained an offer, an acceptance, and consideration. Taylor had signed an 
agreement in which he had agreed to maintain his eligibility (which the court 
said included physically participating in practice) in exchange for an athletic 
scholarship. When he failed to fulfill the conditions of that agreement (or 
contract), such agreement would have been broken by him; and he would, 
therefore, not be allowed to recover expenses incurred from the institution's 
not fulfilling its part of the contract. The interpretation of the scholarship as 
a contract was not of paramount importance to the case. The court could have 
reached the same conclusion if it had viewed the scholarship as an educational 
grant with conditions which Taylor had failed to fulfill. The importance of this 
case was that it established a precedent for future cases in that the scholarship 
was viewed as a contract. In Buckton v. NCAA (1973) the court viewed the 
scholarship as a contract based upon the Taylor (1972) decision and the fact 
that the scholarship was an inducement for the athlete to attend a specific 
institution. Similarly in Hunt vs. NCAA (1976), the athletic scholarship was 
perceived as an implied contract. 
The most rigid interpretation of the scholarship as a contract came in 
Begley v. Corporation of Mercer University (1973). The basis for denial of 
damages was that Begley was unable to perform his role in the contract, 
because after being offered a scholarship, he was found to be academically 
ineligible. Consequently, when one party could not perform, the contract 
became void. As a result of this decision and others, the court in Colorado 
Seminary v. NCAA (1976) conceded that the athletic scholarship was a con-
tract for services. An historical base and solid precedent had now been estab-
lished for the scholarship as a contract. 
Superficially, these rulings placed the student-athlete in a position of 
being able to hold the institution to the contract provided that he maintained 
his eligibility. The courts did not consider the possibility of a university pre-
cluding a student from leaving the institution. This problem has yet to surface, 
but the complications could be far-reaching. If an institution contracted with a 
student-athlete for his athletic abilities in exchange for financial assistance 
and the student decided not to attend the institution, or withdrew, the in-
stitution could file suit for breach of contract and ask for damages which were 
a result of the athlete's absence from the team. This ability of the institution 
to keep a student from leaving would further remove the student-athlete from 
the "normal" student body. 
This perception of the athletic scholarship as a contract has precipitated 
cases involved with the two other issues: employee status and taxation of 
scholarship monies. Following the reason that a contractual relationship be-
tween an athlete and an institution can yield an employee status for the stu-
dent-athlete, several cases have attempted to gain relief for injured athletes 
under workman's compensation legislation. The first case of this nature was 
University of Denver v. Nemeth (1953). Although it was an atypical case in 
that he was not the recipient of a traditional athletic scholarship consisting of 
tuition, board, and room grants but received monthly income for cleaning 
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tennis courts and an allowance for meals and housing, all of which were contin-
gent upon his playing football, Nemeth was allowed to recover as an employee 
of the university. 
Workman's compensation statues were established to protect employees 
from job related injuries which would affect either their long or short term 
employment. In application of this principle to athletics, an athlete who was 
found to be an employee of the university and was injured on the job (ath-
letics) should be entitled to the benefits of workman's compensation. An 
examination of the NCAA (1980) regulations shows that the award of athlet-
ically related financial aid cannot be made for a period in excess of one year. 
Therefore, a school could not promise that if an athlete was injured in the 
athletic program, the athlete's scholarship would be renewed for the remainder 
of his career. Although this is generally the policy of most athletic depart-
ments, the enforcement of the practice would be without legal base. 
Similarly the court found in Van Horn v. Industrial Accident Com-
mission (1963) that the payments which had been termed an "athletic scholar-
ship" comprised payment for participation in athletics. The contractual re-
lationship and the employee status were substantiated by the fact that the 
compensation which Van Horn received was not required to be used for edu-
cational expenses. The court did report that not all athletes who received a 
scholarship would have an employee status but that such a status was possible. 
In general, the conditions which would result in the finding of an 
employee status would be if the monies received are directly related to the 
performance of the athlete. The provision of a tuition waiver would not be as 
likely to indicate an employee relationship as would the payment of monies 
to a player where the use of the money was not restricted by the institution. 
In a third case, State Compensation Insurance Fund v. Industrial 
Commission (1957), the relationship was more typical. In this situation in 
which the student-athlete was the recipient of an athletic scholarship and also 
worked on campus, it was ruled that the work had no relation to either the 
granting of the scholarship or the athletic activities of the student-athlete. 
The student-athlete did enjoy an employee status with the university, how-
ever, the injury did not occur as the result of the job for which he was affirmed 
that status. 
Looking at the theory of workman's compensation permits an assump-
tion that the purpose of the legislation was to protect the employee from work 
related injury. If an employee were injured "by the job" as opposed to "on 
the job," the benefits would be awarded. For example, if a maintenance worker 
were to fall into dangerous machinery because of slick floors or poor safety 
precautions, he would be covered. However, if he suffered a heart attack prior 
to falling, recovery would probably be denied. Since Dennison in State Com-
pensation Insurance Fund was not "on the job" or injured "by the job" for 
which he enjoyed employee status, his widow was barred from recovery. 
Therefore, even though a student may be an employee of the university, that 
status is dependent upon a contractual relationship which is not generally pre-
sent in the context of the athletic scholarship. This does not mean that such 
a relationship cannot exist. 
In the cases which involve the issue of taxation of compensation 
received from athletic scholarships, athletes have attempted to classify their 
scholarship monies as payment for performance so that after signing 
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professional contracts they could income average to reduce their tax rate. 
In these cases, Heidel v. IRS (1971) and Frost v. IRS (1974) were barred from 
utilizing the income averaging rules of the Internal Revenue Service. In the 
Heidel (1971) case, Judge Drennen reasoned that the athletic scholarship qual-
ified as a non-taxable grant because it did not specify the requirement of 
participation. However, in reviewing the results of Taylor (1972) where parti-
cipation was required, the argument would seem extremely weak. 
Frost (1974) attempted to file on the same income averaging rules 
after the Taylor (1972) findings had apparently eroded the rationale in Heidel 
(1971). The Latin phrase quid pro quo is often used in law and pertains to a 
"this for that" relationship. The court in Taylor (1972) had denied him his 
expenses (this) because he had failed to participate (that). Unfortunately, 
the court again found against the plaintiff student-athlete, but it did concede 
that the scholarship was based on a promise to participate. The dilemma is 
evident. If the scholarship is perceived as a "no strings" educational grant and 
excludable from taxation, then the court in Taylor (1972) was in error. If, 
on the other hand, participation is a requirement, then the scholarship would 
be taxable and constitute "work" for the purposes of income averaging (In-
ternal Revenue Service, 1977). 
The results in Heidel (1971) and Frost (1974) indicated a discrepancy 
in findings. Regarding the taxation of the monies received from athletic schol-
arships, the Internal Revenue Code has indicated they were taxable, the In-
ternal Revenue Service has not responded, and the United States Tax Courts 
have ruled they were not taxable. Both athletes had received the traditional 
NCAA scholarship. Since work was required of them in the form of participa-
tion in athletics, they believed that they would qualify for the income averag-
ing benefits under Section 117 of the Internal Revenue Code. The conclusion 
must be made that the court's rulings have become law and that regardless of 
the IRS Code, the interpretations of the Code by the courts must prevail. 
Consequently, the athletic scholarship has been found to qualify as non-taxable 
aid provided for the athlete's educational expenses. This coincides with the 
International Olympic Committee's (1975) requirements for financial aid 
provided for an amateur athlete by his institution and would preserve his 
amateur status. 
RECOMMEND A TIO NS 
As a result of the study several recommendations have been proposed. 
Each recommendation has been established by the findings of the courts as 
rightfully within the jurisdiction of the institution and within the regulations 
of the NCAA. In an effort to insure that the membership of the athletic de-
partment has a clear understanding of the legal status of the scholarship, the 
following stipulations should be incorporated into the existing policy hand-
book of the athletic department: 
1. The athletic scholarship is awarded as an educational grant. The 
conditions of receiving and maintaining the grant are to be those set 
forth by the Constitution and Bylaws of the NCAA and the main-
tenance of eligibility. The eligibility of the student-athlete is mea-
sured in the academic standing as determined by the ins ti tu ti on, 
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and the physical eligibility is measured by the attendance of the 
athlete at the practice sessions of the sport for which the scholar-
ship was awarded. 
2. The award of an athletic scholarship in no way establishes an em-
ployee-employer relationship between the student-athlete and the 
institution. The intent of the award is to assist a regular member 
of the student body with expenses incurred in the pursuit of an 
education in return for the participation of the student in the 
athletic program. 
3. Any aid administered through the regular financial aid office that is 
not an athletically related educational grant should be so specified 
and entitle the recipient to the same benefits and protections as 
the members of the regular student body possess. 
4. The gradation and cancellation of the athletic scholarship shall be 
regulated by the rules of the NCAA only during the period of the 
award. This states that it is the responsibility of the head coach of 
the specific sport to decide the renewal or non-renewal of each 
scholarship award. In the event of non-renewal, a written statement 
must accompany the notification and be retained in the athletic 
director's file. The availability of this information shall be reserved 
for an official hearing on the matter if so requested by the student-
athlete (NCAA, 1980). 
5. The revocation of a scholarship, whether cancellation or non-
renewal, must afford the student-athlete an opportunity for a hear-
ing. The elements of the hearing should include: (a) written notice 
of the action including the specific time and place, and (b) the 
presentation of statements by both parties. These elements would 
minimally guarantee that procedural due process protections have 
been met. However, in that the seriousness of each incident may 
vary significantly, more formal hearings which allow a cross-exam-
ination of witnesses and the right to legal counsel may be required. 
Because student-athletes seldom read the policy handbook of the 
athletic department, a statement outlining the "Rights of the Scholarship Ath-
lete" must be developed by the department and be required to be read to each 
prospective student-athlete. This statement should include the following 
components: 
1. The athletic scholarship is a conditional education grant. 
The conditions are that the athlete abide by the rules and 
regulations of the NCAA and maintain both academic and 
physical eligibility. A violation of the conditions may result 
in the gradation, cancellation, or non-renewal of the scholar-
ship. 
2. Any financial aid not awarded for athletic ability must be so 
specified. 
3. The period of award for the athletic scholarship is initially 
one year and may be renewed in one-year intervals as a 
maximum. However, it is permissable for the scholarship to 
be renewed or not renewed on a term-to-term basis. 
LITIGATION INVOLVING THE ATHLETIC SCHOLARSHIP 
4. In the event that the scholarship is gradated, cancelled, or 
not renewed, the athlete is granted the opportunity for a 
hearing. The minimal requirement for the hearing shall 
include a notice of the action, a notice of the hearing, and 
the presentation of statements by both parties. As all 
financial aid must be administered through the institution's 
regular financial aid office, the conduct of the hearing also 
falls under the jurisdiction of that office. 
5. The award of an athletic scholarship does not entitle the 
student-athlete to an employee status and does not qualify 
for taxation by the Internal Revenue Service. 
6. The scholarship meets or exceeds all regulations of the 
United States Olympic Committee, the International 
Olympic Committee, and in no way endangers the amateur 
standing of the athlete. 
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If the above stated guidelines could become operational for an 
institution's athletic department and the student-athlete, much of the contro-
versy and misinterpretation which surround the athletic scholarship could be 
minimized. The importance of the resolution of these problems is becoming 
more apparent with the financial exigency with which many institutions must 
deal and the expenses incurred with the increase in the student-institution 
litigation. It is therefore suggested that the adoption of these guidelines and 
recommendations would curtail the litigation involving the legal status of the 
athletic scholarship. 
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INTERRELATIONSHIPS AND INHERITANCE OF PROTEIN 
QUALITY AND AGRONOMIC TRAITS IN AN OPAQUE-2 
SYNTHETIC OF MAIZE (ZEA MAYS L.) 
1 
M. Sadehdel-Moghaddam, P. J . Loesch, Jr., 
W. J. Wiser, and A. R. Hallauer
2 
ABSTRACT. The opaque-2 gene contributes to improved protein quality in 
maize (Zea mays L.), but increased lysine and tryptophan levels are negated by 
reduced grain yield, inferior grain quality, and increased ear rot susceptibility. 
Objectives of our study were a better understanding of the inheritance of 
protein traits and the genetic interrelationships among important agronomic 
and protein-quality traits. Heritability estimates based on progeny means 
from variance components generally were high for all traits measured. But 
heritability estimates of protein-quality traits based on individual plants from 
parent-off spring regression were less than those obtained from components 
of variance analysis. Moderate gains should be expected with selection in 
'BSBBo2o2' (S 2 ) for most traits. Although unfavorable correlations of protein 
traits with grain-yield and grain-quality traits (e.g., test weight, kernel hardness, 
kernel density, and ear rot) were detected, long-term recurrent selection pro-
grams that emphasize grain quality and agronomic performance should be 
effective for the gradual increase in favorable gene combinations. The use of 
an index was suggested as one alternative for the improvement of BSBBo2o2. 
Additional index words: Corn, Selection, Genetic gain, Zea may s. 
INTRODUCTION 
The discovery that the opaque-2 gene improved the amino acid pattern 
of the maize (Zea mays L.) kernel (Mertz et al., 1964) provided a promising 
method for the improvement of protein quality in maize. Maize breeders have 
introduced the opaque-2 gene into breeding populations and inbred lines. 
Breeding progress with opaque-2 maize, however, has been limited. Poor 
1 
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acceptance has been due to lower grain yield, increased kernel breakage, and 
higher grain-moisture content at harvest (Lambert et al., 1969). Lighter seed 
weight (Alexander, 1966), lower kernel density (Paez and Zuber, 1973), lower 
field germination rate and slower emergence (Gur'ev and Ol'Shanskii, 1974), 
kernel softness (Loesch et al., 1977), greater vulnerability to ear rotting dis-
eases (Asnani and Gupta, 1970; Ortega et al., 1975; and Loesch et al., 1976), 
and higher susceptibility to insect injury (Ortega et al., 197 5) have also been 
associated with introduction of the opaque-2 gene. 
The goal of the maize breeders working on protein quality is to correct 
these undesirable agronomic weaknesses. Many of these traits can be improved 
through introduction of modifier genes which result in vitreous kernels with 
little or no reduction in the protein quality when compared with opaque 
phenotypes (Paez et al., 1969; Pollacsek et al. , 1971). It has been suggested 
that recurrent selection is an appropriate method to gradually accumulate these 
modifier and other favorable genes into opaque-2 populations (Demopulos, 
1977; Motto et al., 1978). Recurrent selection is effective only when adequate 
genetic variation is available for selection and when genetic correlations are 
favorable in instances where multiple-trait selection is practiced. Thus, our 
objectives were to obtain estimates of: (1) genotypic variances, (2) heritabilities, 
( 3) genotypic correlations, and ( 4) expected genetic gains from selection in a 
maize synthetic variety homozygous at the o2o2 locus. 
MATERIALS AND METHODS 
BSBBo2o2 is a broad-genetic-base synthetic maize variety homozygous 
for the opaque-2 allele. The synthetic variety was developed from three back-
crosses to BSBB++ (Russell et al., 1971) in which an Illinois source of opaque-2 
gene was used as the nonrecurrent parent. About 1,000 phenotypically opaque 
seeds of BSBBo2o2 were planted in 1971, and all agronomically acceptable 
plants were selfed. Approximately 5 50 plants were discarded, primarily because 
of severe ear rotting. Percentages of protein and lysine for 450 selected ears 
were determined on a whole-kernel basis. Seed from each of the 450 selected 
ears was planted ear-to-row in two replications. All plants were self-pollinated. 
One or more S2 ears were harvested from agronomically acceptable rows and 
assayed for percentage of protein and lysine. The best 200 families were sel-
ected for evaluation in yield trials. These superior families were chosen on the 
basis of grain quality, agronomic merit, freedom of ear-rot disease, and yield. 
Protein data were not available for all families because of loss of samples in 
shipment. A 10 X 10 simple lattice design was used to test two sets of 100 
randomly assigned S2 families near Ames, Iowa. Tests were conducted in an 
area isolated from normal maize. A planting was made at a second location 
but not used because of extremely poor growing conditions. 
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Two-row plots with 13 hills per row were hand-planted at a rate of two 
kernels per hill. Rows were spaced 102 cm with 3 3 cm between hills. Plant den-
sity was 50,300 plant/ha. Ears were hand-harvested, and all ears in each plot 
were weighed and sampled to determine grain moisture content. Ten repre-
sentative ears with good seed set were placed in mesh sacks and dried at 38°C. 
The ten ears were shelled, and composite samples of grain from each plot were 
used for protein and other determinations. Based primarily on grain yield, pro-
tein content, and protein quality, the best 20 families (10% selection intensity) 
were selected for recombination. 
Protein and lysine concentrations were determined on a whole-kernel 
basis at 10.5% moisture. Protein was determined by micro-Kjeldahl methods, 
and lysine by a Beckman3 amino acid analyzer. Kernel shearing force was 
measured with a shear press in kg of force (Loesch et al., 1977). Volume was 
measured as cc of water displaced by 3 00 kernels in a graduated cylinder. 
Kernel density was obtained from the ratio of weight of 3 00 kernels (g) to 
volume. Ear-rot score was obtained at harvest by rating on a scale of 1 (no ear 
rot) to 5 (severe ear rot). Grain yield and test weight also were determined. 
Because of the very small gain in efficiency for the lattice analysis, data were 
analyzed as a randomized complete-block design. 
From the analyses of variance, estimates of genotypic and phenotypic 
variances, heritabilities, coefficients of variation, standard errors of the mean, 
expected genetic gains, and percentage of gain from selection were obtained for 
each trait. Heritability estimates also were obtained by the regression of off-
spring on parents for the protein traits. The regression estimates were deter-
mined for S2 lines on S 1 plants, S2 lines on S0 plants, and S 1 plants on S0 
plants. The formula h
2 = b
0
p/2r0 p (Smith and Kinman, 1965) was used to 
correct the regression estimates due to inbreeding of parents, where the quan-
tity r
0
p is a measure of the level of genetic relationship between parent (p) 
and its offspring (o). Heritability (h 2 ) estimates based on parent-offspring 
regressions (b
0
p) would be expected to be lower because h2 for parent-off-
spring (ap0 ) divided by variance (a~) of parents (i.e., ap0/a~), where a~ is 
h . . d' 'd l l (' 2 2 2 h 2 • h t e variance among m 1v1 ua pants i.e., apQ + age + ag, w ere apQ is t e 
plant-to-plant variance, a~e is interaction of genotype with environment, 
and a~ is the genotype variance). Heritability estimates based on S2 progeny 
. d h2 2_J 2 h 2 • th . . means were estimate as: = ag aph• w ere ag is e genotyp1c variance 
among S2 progeny means and a~h is the phenotypic variance among S2 prog-
eny means. The phenotypic variance (a~h) is determined as a~Qlnr + a~e + a~, 
where n is the number of plants and r the number of replications. Because 
3 
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Table 1. Means (X) standard errors of the means (SE), and coefficients of 
variation (C.V.) for nine traits for 200 S2 progenies derived from 
BSBBo2o2. 
Trait Mean± SE c.v. (%) 
Protein(%) 9.4 ± 0.2 3 
Lysine(%) 4.0 ± O.lt 4 
Grams lysine/100 g protein 4.3 ± 0.1 4 
Test weight (kg/hi) 66.1 ± 1.0 2 
Weight of 300 kernels (g) 69.4 ± 2.8 6 
300-kernel volume (cm 3 ) 64.0 ± 2.8 6 
Kernel density (g/ cm 3 ) 1.9 ± 0.3t 4 
Kernel shearing force (kg force) 351.0 ± 23.0 11 
Ear rot score (1-5)* 2.8 ± 0.4 22 
Grain yield ( q/ha) 41.0 ± 2.8 10 
..!. 
t Means multiplied by 10. 
*Rated on a scale where 1 is resistant and 5 is susceptible. 
a~h (phenotypic variance of S2 progenies) will be smaller than a~ (variance 
among individual plants), then h 2 estimates obtained from S2 progeny means 
will be greater than those obtained from parent-offspring regression. 
Genotypic and phenotypic correlations were estimated among traits 
from the mean squares and mean cross-products of the analyses of variance and 
covariance, respectively. 
RES UL TS AND DISCUSSION 
Means, standard errors of the means, and coefficients of variation for 
agronomic and protein traits are presented in Table 1. The relatively low mean 
grain yield of 41 q/ha for the S2 families occurred because: (1) there was no 
previous selection for yield in this opaque-2 synthetic variety; (2) two gener-
ations of inbreeding caused the expression of deleterious recessives alleles; 
Table 2. Genotypic variances (a{;) and their standard errors, broad-sense heritabilities (h 2) on an entry-mean basis, ~ ~ 
expected genetic gains, and percentage gains over the population mean per cycle estimated from S2 progenies 0 --i 
of BSBBo2o2. m z 
Expected gain ~ c 
Trait 2 h2 Per cycle Percent per cycle >-aG t""" --i 
Protein(%) 0.40 ± 0.40 0.89 1.0 11 
~ 
z 
Lysine(%) 0.12 ± o.01t 0.91 0.6* 15 s: >-
0.06* 
'N 
Grams lysine/100 g protein 0.46 ± 0.80 0.3 8 m 
Test weight (kg/hi) 9.60 ± 1.10 0.90 5.1 8 
Weight of 300 kernels (g) 87.20 ± 9.60 0.92 15.7 23 
300-kernel volume (cm3 ) 74.90 ± 8.40 0.90 14.3 22 
Kernel density (g/cm3 ) 0.07 ± o.02t 0.40 0.3* 3 
Kernel shearing force (kg force) 2122.00 ± 269.00 0.81 72.7 21 
Ear rot score (1-5) 0.80 ± 0.10 0.80 1.4 48 
Grain yield ( q/ha) 124.00 ± 13.00 0.94 18.9 46 
tEstimates multiplied by 1000. 
*Estimates multiplied by 10. 
00 
"° 
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Table 3. Comparison of estimates of heritabilities (h 2) obtained from parent-
offspring regression with those obtained from the analysis of variance 
of BSBBo2o2 S2 progenies. 
h2 
Parent-offspring regression t 
Trait S2 on S1 S2 on So 
Protein(%) 0.23 0.18 
Lysine(%) 0.19 0.33 
Grams lysine/100 g protein 0.11 0.28 
tEstimates obtained on an individual plant basis. 
:f Estimates obtained on a progeny mean basis. 









and (3) the interaction of the opaque-2 gene with essentially random, unsel-
ected genetic backgrounds. Kernel hardness ( 3 51 kg shearing force) was much 
lower than the average estimates (682 kg force) for normal maize (Loesch et 
al., 1977), confirming the general observation that opaque-2 kernels were 
structurally weaker than normal kernels. The average test weight of kernels of 
S2 lines (66.1 kg/hl) was less than the standard 72.2 kg/hl for No. 1 grade 
maize grain. Estimates of protein quality, i.e., percentages of protein and lysine 
content and g lysine/ 100 g protein, agree with findings in previous studies 
(Dudley et al., 1975). Differences among families were highly significant for 
all traits on the basis of pooled variance analyses of both sets (not shown). 
Estimates of the genotypic variances, standard errors of the genotypic 
variances, heritabilities, and genetic gains from selection are presented in 
Table 2. Genotypic variances were significantly different from zero for all 
traits as based on F-tests from the analysis of variance. Heritability estimates 
were high for all traits except kernel density. The heritability estimate for 
grain yield was 0. 94. The high h 2 estimate for yield resulted from the very large 
variation among S2 families; grain yield ranged from 4 to 84 q/ha and was 
consistent over replications. Because data were taken in one location in one 
year, confounding of the genotype by environment interactions may have 
inflated the estimates of genetic variance and heritability. 
Heritability estimates for three protein traits also were obtained from 
the regression of offspring on their parents. These estimates were based on an 
individual-plant basis and are considerably lower than the estimates based 
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upon S2 progeny means (Table 3). The parent-offspring regression estimates 
were determined from progenies grown in different years. Evaluation of parents 
and offspring in different years would tend to eliminate or greatly reduce any 
environmental correlations that would otherwise have inflated the heritability 
estimates. If one assumes only additive effects, the parent-offspring regression 
of S 1 on S0 would be a~ versus 3/2a~ for S2 on S0 progeny. Or, if the gene 
frequency of loci affecting protein traits was p = q = 0.5 , parent-offspring 
• 2 2 2 2 f regress10n of S 1 on S0 would be a A + 1/4aD versus 3/2a A + 3/16aD or S2 
on S0 progenies. Dominance effects would be expected to dissipate with in-
breeding. The parent-offspring regressions were lower, in all instances, for S2 
on S 1 and S2 and S0 • 
Estimates of predicted gains per cycle from selection, based on variance 
components, ranged from 3% for kernel density to 46% for grain yield and 48% 
ear-rot score (Table 2). Relative to predictions for grain yield and other agro-
nomic traits, the small predicted gains per cycle, as percentages of the popula-
tion mean, for percentage of protein (11%) and lysine (15%) and g lysine/100 
g protein (8%) suggest that the improvement of these traits would be a long 
term undertaking. These estimates also are probably biased upward as a result 
of the inflated estimates of genotypic variances and heritabilities. This can be 
attributed to the confounding of genotype by environment interaction effects, 
because only one year's data were available. 
The majority of genotypic correlations among protein traits were of the 
same size and magnitude as the phenotypic correlations (Table 4). These pro-
tein trait correlations were in agreement with results from other studies (Dud-
ley et al., 1975). Demopulos (1977) reported a significant negative correlation 
between percentage of protein and g lysine/100 g protein for BSAAo2o2. 
Our estimate for BSBBo2o2 and that of Sreeramulu and Bauman ( 1970), 
however, were nearly zero. Dudley et al. (1975) reported several estimates in 
SSSSo2o2 and DOo2o2 that were usually negative and small in magnitude. 
The nature of the relationship between percentage of protein and g lysine/100 
g or protein is of considerable importance, because it may set a practical upper 
limit to the level of crude protein that the breeder may logically set as a goal. 
The proportion of lysine (and tryptophan) in the protein is of nutritional 
importance and usually should not be compromised for high lysine per se, 
especially if achieved at the expense of additional grain yield. 
Phenotypic correlations of test weight with kernel density (0.68* *), 
kernel shearing force (0.30**), and ear-rot score (-0.40**) suggest that selec-
tion for only test weight probably would result in denser and harder kernels 
that are less susceptible to ear rot. Moderate unfavorable correlations of grain 
yield with percentage of protein and lysine and moderate-to-low correlations 
of test weight and kernel density with protein traits suggest that improvement 
of protein traits probably will be at the expense of grain yield and desirable 
Table 4. Phenotypic (upper number) and genotypic (lower number) correlations obtained for S2 progenies derived from '° N 
BSBBo2o2. 
Kernel 
Grams lysine/ Test Weight of Volume of Kernel shearing Ear rot Grain 
Trait Lysine(%) 100 g protein weight 300 kernels 300 kernels density force score yield 
Protein(%) 0.77** 0.00 -0.18** -0.02 0.02 -0.18* * 0.38* * 0.15* -0.39* * 
0.81 0.07 -0.19 -0.03 0.02 -0.33 0.42 0.18 -0.41 
Lysine(%) 0.63 * * -0.34* * 0.01 0.09 -0.30* * 0.08 0.18* * -0.32** 
0.65 -0.37 0.02 0.10 -0.47 0.08 0.21 -0.33 
CJ'J 
Grams lysine/100 -0.33 * * 0.02 0.10 -0.25** -0. 33 ** 0.11 -0.04 >-
0 





Test weight 0.15* -0.01 0.69** 0.30* * -0.40** 0.14* ~ 







Weight of 300 0.97** 0.09 0.18** -0.11 0.08 >-
kernels 0.98 0.09 0.18 -0.13 0.07 ~ (!) 
t""t 
~ 
(Table continued on following page.) 
Table 4. (Continued) 
Trait Lysine(%) 





Ear rot score 
Grams lysine/ Test Weight of Volume of 
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grain quality traits. The slight increase in the susceptibility of high-lysine and 
high-protein kernels to ear rotting pathogens is evidenced from low, but signifi-
cant, positive correlations of ear-rot score with percentage of lysine and pro-
tein. Based on high heritability values and low genetic correlations, however, 
it should be possible to select improved protein traits with greatly improved 
resistance to ear-rot-inciting pathogens. 
Correlations of kernel shearing force with percentage of protein 
(0.38**) and g lysine/100 g protein (-0.33**) were largely due to increasing 
levels of the zein fraction as protein content increases (Showalter and Carr, 
1922). The increased zein fraction was at the expense of glutelins; protein 
quality was thereby reduced. Improvement of the protein quality, therefore, 
probably will be associated with softer kernels, with reduced grain yield, and 
with increased damage from disease and insect pests. Nevertheless, the soft, 
opaque phenotype can be improved substantially by the accumulation of 
modifier genes that improve kernel texture (Paez et al., 1969). 
S2 recurrent selection was a simple mating design that had the advan-
tage of being an integral component of an active breeding program. The great-
est portion of the genetic variance among S2 families was shown by Horner 
et al. (1969) to be additive. Although our estimates of components of variance 
were biased because of genotype by environment interactions, the estimates 
of heritability and most of the pertinent genotypic correlations from S2 
families agreed well with results of Demopulos (1977) as based on a more 
complex mating design. 
Unfavorable correlations of protein-quality traits with grain yield 
and grain-quality traits, however, show the difficulty of obtaining maximum 
levels for all these traits simultaneously. Because the correlations were moder-
ate to low, simultaneous selection for protein-quality traits and grain yield 
could result in high-yielding genotypes with high lysine content. Selection 
based on grain yield and lysine, however, will likely exclude the majority of 
modifier genes that govern kernel texture because modified kernels usually 
are intermediate in protein quality. Thus, development of a selection index 
based on grain yield, lysine, protein, and one or more grain-quality traits 
would seem appropriate for developing acceptable varieties and lines (St. 
Martin et al., In press). 
It is unlikely that breeding efforts will lead to desirable opaque-2 
varieties and hybrids in the short term. Although these data (based on but one 
year's results and possibly including confounding environmental effects) must 
be interpreted with caution, we may suggest that on a longer-term basis, 
however, it should be possible to reach this goal through recurrent selection, 
which slowly accumulates desirable combinations of genes in the population. 
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ELONGATION, AL CONCENTRATION, AND HEMATOXYLIN 
STAINING OF ALUMINUM-TREATED WHEAT ROOTS
1 
Susan Ulmer Wallace, S. J. Henning, and I. C. Anderson
2 
ABSTRACT. Al-induced injury to roots of 'Eagle' wheat (Triticum aestivum 
L.) occurs soon after seedlings are placed in solutions containing toxic levels 
of Al. Root elongation in solutions containing 5 ppm Al at pH 4.0 was mark-
edly inhibited after 4 hours. After 10 hours, Eagle roots had lost the ability to 
recover when placed in Al-free solutions. Root elongation of 'Atlas 66' wheat 
roots was scarcely affected by parallel Al treatment. 
Al concentrations of whole roots of seedlings, which had been treated 
with 5 ppm Al at pH 4.0 for 0, 2, 4, 6, and 12 hours, were not consistently 
different for the two cultivars. Hematoxylin staining of roots treated with 
5 ppm Al (pH 4.0) for 2, 4, 6, and 12 hours showed dramatic qualitative 
differences between the two cultivars. Root tips of Eagle became stained after 
2 hours of the Al treatment; roots of Atlas 66 did not become stained after 
any of the Al-treatment periods. The portion of the root that became stained 
by hematoxylin after Al treatment in Eagle was small, comprising 5 mm or less 
of the root tip. 
The data suggest that Al accumulates in or on the root tip of an Al-
susceptible plant during brief exposures to Al. This accumulation may be 
related to the inhibition of root elongation also seen after brief exposures to 
Al. Al evidently accumulates in or on a relatively small portion of the root 
surface ; this may obscure the difference between Al-tolerant and Al-suscep-
tible plants when Al concentrations of whole roots are examined. 
Additional index words: Al susceptible, Al tolerant, soil acidity, root 
elongation, root tip, whole root, and Triticum aestivum. 
INTRODUCTION 
Aluminum toxicity is a part of the soil acidity problem in that Al is a 
deterrent to the growth of some crops on some acid soils. Differential toler-
ance to Al is found among plant species as well as among cultivars within some 
crop species (Foy, 1974). The mechanisms by which plants differ in tolerance 
to Al are not clear. Ideas about the nature of Al tolerance may be grouped 
into four broad categories. First, tolerance is related to the ability of the root 
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to change its microenvironment so that the solubility of Al at the root surface 
is reduced, e.g., by maintenance of a greater root zone pH so that Al is less 
soluble in the root zone (Foy et al., 1965, 1967). Second, tolerance to Al is 
related to reduced uptake of Al by the root and/or to reduced translocation of 
Al to the tops of tolerant plants (Vose and Randall, 1962; Foy et al., 1969; 
Moore, 1974). Third, tolerance is related to detoxification of Al on cell sur-
faces or within the plant (Clarkson, 1969; Jones, 1961). Fourth, tolerance 
to Al is related to reduced interference by Al in the plant's use of certain 
mineral nutrients, especially P and Ca or to reduced interference by Al in other 
vital processes such as the action of certain enzymes (Foy et al., 1978; Rhue, 
1979). These categories are not necessarily mutally exclusive, and, as Rhue 
(1979) pointed out, more than one mechanism may contribute to Al tolerance 
in a plant. 
Lower Al concentrations in tissues of tolerant versus susceptible plants 
grown in Al-rich environments, which is implied in the first two categories 
above, have not always been demonstrated. Foy et al. (1972) found slightly 
more Al in fractions containing cell walls, nuclei, and mitochondria of suscep-
tible than of tolerant snapbeans (Phaseolus vulgaris L.). Nevertheless, differ-
ential Al tolerance was not related to Al contents of tops or roots. Indeed, 
there was more Al in or on roots of tolerant snapbeans than in or on roots of 
the susceptible cultivar (Foy et al., 1972). Al concentrations were not related 
to tolerance in soybean (Glycine max (L.) Merr.) (Sartain and Kamprath, 
1978; Foy et al., 1969) or sunflowers (Helianthus annuus L.) (Foy et al, 
1974a). In wheat (Triticum aestivum L.), increased tolerance was not related 
to lower Al concentrations of tops or roots inasmuch as susceptible genotypes 
had lower Al concentrations in roots and tops than did tolerant ones (Foy 
et al., 1974b). 
In most of the cited studies, plants were exposed to Al for relatively 
long periods; i.e., days or weeks. Briefer exposures to Al may also result in 
symptoms of toxicity. A 2-hour exposure to 5 ppm Al at pH 4.0 caused a 
measurable inhibition of root elongation in 'Eagle' wheat (Ulmer, 1979). 
The purpose of this study was to determine whether a relationship between 
differential Al tolerance in wheat (as measured by root elongation) and Al 
concentrations of roots could be demonstrated after brief exposures to Al. 
Two methods for determining Al in root materials were used: (1) a quantita-
tive method in which Al concentrations of whole roots were measured cofori-
metrically, and (2) the technique of Polle et al. (1978) who reported that 
differential Al tolerance of wheat genotypes could be demonstrated by stain-
ing roots of Al-treated seedlings with hematoxylin. The assumption was made 
that the latter technique provided a qualitative measure of Al in or on roots. 
MATERIALS AND METHODS 
Growth of Seedlings 
Seedlings of Al-tolerant 'Atlas 66' and Al-sensitive 'Eagle' wheat 
(Triticum aestivum L.) were grown under conditions similar to those given by 
Moore et al. (1976). Seeds were briefly shaken in 5% household bleach solution, 
rinsed thoroughly, and imbibed in aerated distilled H2 0 or 0.2 mM CaS0 4 , 
pH 4, for 24 hours. Plants were then placed in cups or trays with nylon net 
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bottoms and suspended over 24 liters of complete nutrient solution. The 
nutrient solution was that given by Moore et al. (1976) except that Fe-EDDHA 
was substituted for Fe-CyDTA. The seedlings were grown in this solution for 
48 hours preceding Al treatment, and the pH was maintained at 4.0 ± 0.1 
during this time. Plants were grown in a growth chamber at 25 ± 2° C. Irradi-
ance (ca. 100 µE m-2 sec-1 ) was provided, and a 16-hour light, 8-hour dark, 
cycle was employed. 
After 48 hours in the complete nutrient solution, seedlings were trans-
ferred to Al treatment solutions (pH 4.0) containing either 5 ppm Al or 0 Al 
(controls). The treatment and control solutions were similar in composition to 
the complete nutrient solution with these exceptions: Al as Al2 (S04 )J · 18 
H2 0 was added, KH2 P04 was omitted, and the source of Fe was changed. 
FeC13 was used in place of FeEDDHA in the experiments determining root 
elongation and Al concentration of roots. In the hematoxylin-staining experi-
ment, Fe was omitted entirely from the Al-containing solutions. 
Root Elongation Experiment 
Seedlings were grown in cups so that repeated root length measure-
ments of individual plants could be obtained. Root elongation of the two 
cultivars in 0 or 5 ppm Al was examined. Root lengths (to the nearest mm) 
were measured at the beginning of the Al treatment period and then at 4 , 6, 8, 
and 10 hours later. After 10 hours of treatment, seedlings were returned to 
the original complete nutrient solutions (the recovery solutions) for 12 hours, 
and root lengths were measured at the end of this period. Twenty-one seedlings 
per cultivar for each Al level were used. 
Al Concentrations of Whole Roots 
Seedlings were grown in trays. After 48 hours in complete nutrient 
solutions, trays were transferred to 5 ppm Al-treatment solutions (pH 4.0) 
for 0, 2, 4, 6, and 12 hours. At the end of each treatment, the seedlings were 
returned to the complete nutrient solutions for a 30 min washing period. 
Roots were then harvested, dried, weighed, and ashed, and Al was determined 
by the "aluminon" method of Chenery (1948) essentially as outlined by 
Chapman and Pratt (1961). AlK(S04 ) 2 ·12 H2 0 was used as the Al standard. 
Determinations were made for two batches of roots per cultivar for each 
length of exposure to Al. 
Hematoxylin Staining of Al-Treated Roots 
Seedlings of Atlas 66 and Eagle were grown in cups for 48 hours and 
then transferred to 5 ppm Al solutions (pH 4.0). The Al-treatment solutions 
differed from the usual Al-treatment solutions in that Fe was omitted to pre-
vent interference by Fe in the staining process. After 2, 4, 6, and 12 hours of 
Al treatment, several cups were transferred to H2 0 for a 30 min washing 
period. The staining procedure of Polle et al. (1978) was used. The cups were 
placed in trays containing hematoxylin stain and were agitated in this solution 
for 15 min. Roots were rinsed in H2 0 and then washed with aerated H2 O 
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for 30 min. Observations were made of the degree of staining of the roots of 
each cultivar, and representative roots were photographed. 
RESULTS 
Root elongation of Eagle seedlings treated with 5 ppm Al was clearly 
inhibited after 4 or more hours Al treatment (Figure 1). After 6 hours in Al, 
root elongation in Eagle had virtually ceased, and when Eagle seedlings were 
returned to Al-free solutions after 10 hours of Al treatment, recovery of the 
ability to elongate was slight. Root elongation of Al-treated Atlas 66 seed-
lings was parallel to but slightly less than that of the controls. 
The Al concentrations of whole roots of Al-treated Atlas 66 and 
Eagle seedlings were not consistently different (Table 1). There were no detect-
able differences between cultivars at the 5 percent level, but differences owing 
to duration of treatment and the duration by cultivar interaction were highly 
significant (Table 2). When the cultivars were analyzed within treatment times 
(Table 1), the cultivars differed significantly only at the 2-hour Al treatment, 
when the Al concentrations of Atlas 66 roots were significantly greater than 
those for Eagle. The values for Atlas 66 seedlings tended to be slightly higher 
than for Eagle after 4 and 6 hours of Al treatment, but the differences be-
tween the two cultivars were not statistically significant for these two time 
periods. The Eagle roots contained somewhat greater concentrations of Al 
than did Atlas 66 seedlings after 12 hours of Al treatment, but the difference 
was not significant. 
Representative roots of the two wheat cultivars stained with hema-
toxylin solution after 2 to 12 hours of Al treatment are shown in Figure 2. 
The two cultivars were strikingly different in affinity for the stain, with Eagle 
root tips clearly stained after 2 hours of Al treatment, whereas Atlas 66 roots 
remained unstained even after 12 hours of Al treatment. The portion of the 
Eagle root that became stained by hematoxylin after Al treatment was small, 
comprising 5 mm or less of the root tip. The length of the stained area, as well 
as the intensity of the stain, appeared to increase with duration of Al treat-
ment. 
DISCUSSION 
In many species there seems to be little relationship between tolerance 
to Al and Al concentrations of whole root tissue (Sartain and Kamprath, 
1978; Foy et al., 1969, 1974a, 1974b). In this study, the Al concentrations 
of whole root tissue increased with duration of Al treatment during the first 
6 hours of treatment similarly in the susceptible cultivar and in the tolerant 
cultivar. The latter cultivar, however, appeared unaffected by the Al treat-
ment. Clarkson (1967) found that, in Al-treated barley (Hordeum vulgare L.) 
seedlings, Al contents of whole roots and of an extract containing root cell 
wall material increased with duration of Al treatment during the initial 12 
hours of Al treatment. Much of the Al found in whole roots could be ac-
counted for in the cell wall fraction. Turner and Marshall ( 1971) proposed 
that tolerance to high levels of Zn by some clones of Agrostis tenuis Sibth. was 
due to the ability of tolerant genotypes to accumulate Zn in cell walls so that 
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Figure 1. Cumulative root elongation during 4 to 10 hours Al treatment (5 ppm Al, pH 4.0) and during 
a 12 hour recovery period. 
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Table 1. Al concentrations in whole roots of Atlas 66 and Eagle seedlings 
treated with 5 ppm Al at pH 4.0. 
Duration of Al µg Al 
Treatment (hours) Cultivar g dry wt 
0 Atlas 66 58 
NS 
0 Eagle 63 
2 Atlas 66 328 * 
2 Eagle 211 
4 Atlas 66 342 
NS 
4 Eagle 312 
6 Atlas 66 442 NS 
6 Eagle 437 
12 Atlas 66 343 NS 
12 Eagle 420 
*Significant at the 5% level. 
Table 2. Analysis of variance of Al concentrations in whole roots of Atlas 66 
and Eagle seedlings treated with 5 ppm Al at pH 4.0. 
Degrees 
Source of Variation of Freedom Mean Squares 
Duration of Treatment 4 84176.7** 
Cul ti var 1 1259.3NS 
Duration X Cultivar 4 4493.5** 
Error 10 709.3 
* * Significant at the 1 % level. 




Figure 2. Staining of root tips by hematoxylin after 2 to 12 hours Al treat-
ment (5 ppm Al, pH 4.0). 
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by binding to cell walls has been suggested by Clarkson (1969). It may be that 
much of the Al found in whole roots in this study was Al bound to cell walls or 
more or less detoxified. 
Hematoxylin staining of Al-treated roots provided another approach 
for comparing Al associated with roots of the two cultivars. Qualitative dif-
ferences between the two cultivars could be seen even after 2 hours of Al 
treatment. Hematoxylin must react with multivalent cations for permanent 
staining to occur; hence Fe+ 3 usually is added to hematoxylin dye preparations 
to mordant the stain (Jensen , 1962). In the method used in this experiment, 
hematoxylin evidently reacted with Al ions on, and perhaps in, the roots so 
that this technique may provide a rough measure of Al content in the area of 
the root first affected by Al (Polle et al. ,1978). 
The staining technique demonstrated a difference in the two cultivars 
that the chemical analysis of Al concentration in whole roots failed to show. 
The amount of root material stained was quite small compared with the entire 
mass of the root; hence , when whole roots were analyzed, the differences in 
Al concentration at the root tip may have been masked. 
A quantitative analysis of Al concentrations in the terminal 5 mm of 
Al-treated root tips of Al-tolerant and Al-susceptible cultivars would be help-
ful to show whether detectable differences in total Al concentrations in this 
part of the root are related to Al tolerance. Naidoo et al. (1978) found that 
major accumulations of Al coprecipitated with P on or in root cap cells of 
Al-treated snapbean and cotton (Go ssypium hirsutum L.) roots. Rasmussen 
(1968) reported greater concentrations of Al in the root cap than in other 
root tissue in Al-treated corn (Zea mays L.) . Henning (1975) proposed that 
Al entered the root cells of susceptible wheat cultivars near the root tip where 
the endodermis was poorly developed. His observation that Al was primarily 
associated with the tip of the root in microscopic sections is consistent with 
the results of the hematoxylin-staining experiment reported here. 
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