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Introduction
Objectives of this report
The objective of the Financial System Inquiry Topical Analysis project was to provide assistance to the 2013-2014 Australian Financial System Inquiry 1 panel in compiling a topical survey of the overall content of submissions. This involved the statistical analysis of word patterns and the classification of similar submissions by topical content into natural groups.
The analysis described herein was provided to the Inquiry Panel at each stage during the course of their deliberations. This approach provided a valuable opportunity to trial text analysis software as parallel input to the traditional manual exercise of reading documents.
The larger research goal was to understand in what manner topic analysis might be employed as a tool to enhance the productivity of panel members charged with reading and analyzing a very large body of submissions. While we were unable, in the short time frame of the Inquiry, to gather any metrics on the merits of this approach, the method was proven in concept.
Appraisal and outputs
Developing a new approach to a common task is one thing. Appraising the performance of the new approach against more traditional methods is another. Our ability to assess the quality of the results was confined to sense checking against other manual means of topic assignment. Since topics are somewhat subjective by nature, drawing definitive conclusions is difficult.
Nonetheless, a parallel exercise of manual reading and interpretation of the documents, by a different research team 2 , was shown to be similar in many respects to the automated approach adopted here. There are differences of nuance and emphasis, reflecting the chosen category labels, but the automated methods appear to capture the essential features the text corpus.
Our appraisal centered on demonstrating the potential of machine-learning based methods to the partial automation of the reading and discovery task of a major public policy inquiry. The work may set a useful baseline for further studies in the digital analysis of text for policy analysis.
Another output of the research was a software text analytics pipeline based on state-of-the-art open source software tools for automated text analysis and topic discovery. With a small team of two, we were able to assemble such tools into a working proof of concept.
Key findings
In our view, these tools are ripe for use in research-oriented projects. However, there is a degree of experimentation and tuning to the use of these methods in practice. This means they are far from foolproof when shown entirely new information sets.
The most productive usage scenario is likely those situations where the number of documents to be examined is very large and there is some natural structure imposed on topic selection. Public inquiry processes have such features since there are very many voices raised about what are the dominant issues of the day. Our findings bear out the logic of this assumption.
The Financial System Inquiry Process
The Financial Systems Inquiry (FSI), chaired by David Murray AO, was charged with examining how the financial system could be positioned to best meet Australia's evolving needs and support Australia's economic growth 3 . Such Inquiries have been a feature of policy-making for some decades, occurring at intervals of approximately ten years.
Part of the Inquiry process involved eliciting public submissions from interested stakeholders in a multi-round process framed by the initial terms of reference. This led to the preparation of an Interim Report after the first round of submissions. The Interim Report comprised a summary of the material received up until that point and a framing of key issues by the Inquiry Panel.
The Inquiry Panel then issued a follow-on call for a second round of submissions and on the basis of that, and their community consultations, framed their Final Report to the Treasurer.
The filter for topic analysis in this study was to employ the Inquiry Panel summations of the content of submissions as training text for assignment of topical content to submissions. We chose this design to better assist the panel in their own deliberations.
Although not reported here, we also performed unfiltered topical clustering to the submissions without the use of any prior topical input. This proved to be a useful line of inquiry for placing documents into clusters, but lacked the direct reference to the Inquiry Panel deliberations.
The Inquiry process (and text analysis inputs) was as follows:
• The FSI called for first round submissions which closed on 31 st March 2014. There were over 270 public submissions from a variety of authors, including financial enterprises, regulators, individuals, not for profits, and research bodies. These were clustered for examination of the dataset but were not used in the Inquiry driven topical analysis.
• The FSI then released their interim report on the 15 th July 2014. This report identified 28 Observations about the Australian financial system formulated on the basis of submissions as well as meetings with various stakeholders. These 28 Observations formed one set of Topic Training Inputs used in the text analytics project. This design treats the Inquiry Panel as the arbiter of topics of interest to the inquiry as gleaned from the submissions. This means that the automated topic identification process was supervised by observation of the textual summaries generated by the Inquiry Panel reading of the initial 270 submissions.
• The Inquiry Panel then asked for comments (i.e. the second round of submissions), and requested stakeholders to focus on the 28 interim observations. This closed on 26th Aug 2014 with over 6,500 submissions, the vast majority of which related to two orchestrated campaigns: 5,173 very similar submissions on the too-big-to-fail observation and another 744 on credit card charges (all by individuals) 4 . The remaining 488 were deemed to be "normal" submissions, and formed our Test Documents (see Figure 1 ).
• The FSI released their final report on the 7 th December 2014. This contained 44 specific policy recommendations for the government to consider. Each recommendation had a detailed textual description. These descriptions were used as another set of Topic Training Inputs to provide an alternate means of classifying submissions. 
Input
Figure 1 Input to the text analysis project
In summary, the analysis reported here focused on classifying topics present in the 488 second round submissions according to two forms of prior topic inputs.
To understand the meaning of the results, we can say that the topic analysis was framed initially about the position of the Inquiry Panel prior to the second-round submissions and then looking back at those same submissions from the perspective of the final recommendations.
The analysis done with the Interim Report observations is sensitive to the overlap between what the Inquiry Panel thought to be the key issues and the subsequent community feedback.
The analysis done with the Final Report recommendations is sensitive to the overlap between the topics the community raised and the degree to which these were reflected in the outcomes.
Hence the design of the investigation is in the spirit of a natural experiment, where we look at the feedback relation between what the Inquiry Panel thought was important, how stakeholders responded to that, and then how the Inquiry Panel reflected those responses in their report.
At this stage, we could not find previous examples of such a study of the public inquiry process, but the literature of the digital humanities is quite scattered at this time. Quite possibly there are other works already in this area and it would be welcome to assemble such points of view as are expressed by different research designs about a very complex process of social interaction.
There are many different approaches one could take to analyzing the same text corpus, and so we do not claim the present results to be definitive. Rather they represent a scoping study to appraise how text mining and text analytics might prove useful in refining some common processes of policy development by public inquiry.
Text Analytics Research Design
The key task of a text analysis pipeline is to assemble the entire collection of documents into a form where they can be automatically read, parsed, and edited for ignorable punctuation. The goal of such document ingestion, preparation and indexing is to render human readable text into the specific mathematical form necessary for machine-learning analysis.
This may seem elaborate, but is necessary since most web documents today are presented in the form of Adobe 5 Portable Document Format (.pdf) files. The conversion of these files into plain text and the removal of punctuation symbols, special symbols and formatting relics is a major requirement for successful text analytics.
To accomplish this task, we employed a range of freely available open source software tools such as the Apache Tika 6 document parsing toolset and a range of libraries written in the very popular Python 7 programming language. Such tools are of increasing importance for research, and are widely used in web-oriented businesses that deal with large quantities of textual data.
A text analytics pipeline was developed to ingest the submissions in their original format, convert that to raw text, clean them up to remove punctuation and layout characters and differentiate the actual words from more complex material such as web-links, footnotes and references.
In addition to forming the database of cleaned text, we captured and classified the contributors according to a number of natural affiliation groups representing the structure of the financial services industry; from private citizens through academics, advisors and institutions.
Thereafter, the cleaned text was submitted for analysis using a state-of-the-art method termed Latent Dirichlet Allocation (LDA). This method characterises the topical content of documents through the statistical pattern of words employed. It is a so-called generative method, wherein the frequency of words employed is held to be influenced by the topics discussed. Through the use of Bayesian statistical analysis of the base frequency of words and the variations within and between documents the presence of topic clusters can be inferred.
An advantage of this approach is that we could influence the choice of topics identified through the selection of prior examples of topical content. In particular, since the Inquiry Panel had stated clearly their view of the important issues in their own words, and later their recommendations, we could use these texts as training examples to guide the LDA method in what to look for.
Consequently, one should view this form of analysis as a semi-supervised method. Topic labels and categories were generated from analysis of the Panel Inquiry writings. These prototypes for the topics of interest were then used to analyze the text written by the public submitters. This is an important subtlety of the research design. We are using the expert nature of the Panel, and their expression of the key ideas to organise the broader corpus of public submissions.
From a policy formation perspective, we believe this to be consistent with the general approach taken by public inquiry processes. The public is asked to provide input against a very specific set of issues defined in the Terms of Reference. An expert panel is convened to consider opinions expressed and to editorially organise these into a coherent set of issues. The intermediate step of reflecting back the expert panel views to the community then represents an important feedback step to re-focus the next round of submissions against the stated objects of the inquiry. Finally, we consider the recommendations of the inquiry to be the summation of public submissions in the context of the editorial oversight of the expert panel against the terms of reference.
Needless to say, this is a very complex social process of interaction which is why the process of running a public inquiry is so often mediated by persons with deep experience of the issues that are likely to be raised against the terms of reference. While far from perfect, we believe that our research design does at least capture the appropriate separation between the words of the Inquiry Panel as the Authority on "what matters" versus the general Cut-and-Thrust of public opinion, in their own words, of "what ails them". Finding this balance was the key research problem.
The additional analysis of author categories allowed us to answer the specific question as to who was commenting about what topic. Specifically we focused on answering two research questions: Such extensions of the research are certainly interesting and for this reason we hope to place the report materials and software developed for its analysis in a public repository.
Implementation
The text analytics pipeline was developed in Python, a widely used general purpose high level programming language which is freely available as Open Source Software for a wide range of operating systems. In addition to being open source, which means the source code is available to read and study, Python has enormous extensibility and there is a wide code-base (and support) around such topics as text analysis and machine learning.
To put the adoption of this language in context, Google has for many years conducted its own internal "Boot Camp" training programs for new developers in the Python language. Since that company earns substantial revenue from the real-time text analysis of web-pages for advertising placement, one may infer the suitability of such tools in the present context.
The Python software community has also benefited from close interaction with the High-Energy Physics community, Astrophysics and Supercomputing laboratories. This is down to the extreme importance of high-performance data pipelines for analyzing experimental results. Since many of the same people have switched careers to finance and investment at one time or other, the use of such tools is also very common in the technical branches of High Frequency Trading, Quant Hedge Funds and Commodity Trading Advisors. It is a popular platform for data analysis.
Additionally we integrated the Python pipeline with Apache's Tika software. This is a content analysis toolkit that can extract text from over a thousand different file types, known by their ubiquitous Windows file extensions such as .pdf, .doc, .ppt, and .xls (in our case the second round submissions Test Documents, as well as the Topic Training Documents).
The Apache Tika toolkit is capable of processing large numbers of documents quickly and easily scales to thousands of documents and beyond. It is a very popular front-end for the feeding of text indexing tools such as Apache Lucene and Apache Solr 8 . Such software platforms can provide additional functionality such as full text search and indexing.
To put this in perspective, the advent of cloud computing and automated software deployment has now made it fairly easy to deploy search, index and topic analysis capabilities into a public or private document storage infrastructure. This makes the pipeline and procedures discussed a fairly natural fit for government departments and regulators of any scale.
The ultracompetitive digital services business environment and fast pace of systems development means that researchers can now command extraordinary computing power. However, there is a steep learning curve involved in becoming fluent in this new mode of doing research and so we have paid attention to making the insights here useful to a wider audience.
High-level view of Pipeline
The concept of a "processing pipeline" speaks to the need to prepare and process data through a series of cleaning and processing stages to make it ready for computer analysis. This involves the steps necessary to extract text from the documents and then transform the text into word counts and associations so that the statistical fingerprints of topical meaning are brought to the fore.
At a high-level, the text analytics pipeline was split into two parts:
1. Preprocessing Pipeline, ( see Figure 2 ) a. extract text from pdfs using Apache Tika b. clean up and prepare for Topic Analysis pipeline 2. Topic Analysis Pipeline (see Figure 3 ) : a. train a text model on some topics (either the 28 Interim Observations or the 44 Final Recommendations), b. apply this model to the Test Documents (the second round submissions) in order to find exposure of each second round submission to the training topics Documents can be thought of as passing through this "pipeline" in assembly line fashion so that the complete analysis is performed with a minimum of human intervention.
The major research steps involved in building such a pipeline are to experiment with the order and composition of different steps. This was done repeatedly, in a flexible workflow, so as to figure out basic issues such as the order in which to strip punctuation and extract web-links.
Once the data has been prepared it is passed on for topic analysis. The training step took as input the topics as defined by the 28 interim observations or the 44 final recommendations. These are reduced at the training step to a statistical fingerprint of those words and combinations which best convey the uniqueness of the Inquiry Panel descriptions of that topic.
Once this information is at hand, it can be fed into a final set of procedures which measure the statistical similarity between the topic descriptions and the text body of the 488 second round "normal" submissions (normal in the sense of excluding the two single-topic groups).
At this stage, the result of the topical analysis consists of a Document-Topic matrix which has the documents as rows and topic strength as columns. Read one way this contains the topical content of a document. Read the other way it gives the weight of opinion devoted to topics across the full corpus and by contributor group.
In short, the Document-Topic matrix can be read in several ways and is intended to aid a more traditional reading of the documents. One may think of it as a "topical annotation" of the text. . However we set the upper limit to be 30 for safe keeping. Any word longer than this is either an error in the original document or a problem with how Tika has translated the pdf into text (for example by erroneously concatenating two words together).
[1] 2. This will also remove some urls which can be very long Convert n-grams to unigrams ConcatenateNgrams (see dedicated section below) n-grams are very useful to identify common themes/topics within the corpus: 1. This code removes all spaces from a pre-identified list of n-grams (bi-grams, tri-grams, quad-grams and quint-grams) that are found in the text (it needs to be run after RemoveLongWords). In other words n-grams are converted to unigrams. This must be run before RemovePunctuation. 2. Note that the user can choose to auto-generate this pre-identified list of ngrams. This is auto-generation is done on the entire corpus of documents before the individual text documents are cleaned up and includes n-grams which occur more than once. Uses NLTKs WordNetLemmatizer to convert plural words into singular (we impute plurals using WordNet Lemmatizer in combination with the most common rules for pluralisation in English. This is applied before removing stop words to increase the effectiveness of stop word removal, as well as before removing short words Remove unwanted content such as very frequently occurring "stop words" such as "the", "and", "but" etc
RemoveStopWords
Remove stop words which have low or no-value (these are common/generic words such as "and" and "the"). We implemented stop word removal based on the scikit learn dictionary which has about 320 word (other choices available are the nltk stop word dictionary of 127 words and MySQL stop word dictionary of 543 words, although the user can also define their own).
RemoveInfrequentWords
In general you might require a minimum frequency of at least 3 in a document (although if it's the training document that is quite small you may wish to make this 1) RemoveShortWords Remove short words. Short words should be defined as being either one or two characters long as acronyms, such as government agencies and corporates, typically have 3 character abbreviations
Details of the pre-processing pipeline
There are a number of tricks employed in social science text analytics research which are worth covering in a bit more detail. These methods are often couched in jargon phrases such as:
• Tokenizing • Porter Stemming • Full Lemmatizing While such methods are of great interest to the natural language processing expert, they are of limited relevance to our discussion. The primary focus of such techniques is to aid cleanup of text and disambiguate words with respect to parts of speech, singular versus plural forms and words having common root constructions and thus similar semantic content.
Stemming, for example, is a transformation which removes and replaces word suffixes to arrive at a common root form of the word. However, this can easily change the meaning of the word (e.g. "training" becomes "train") and so render it nonsensical in the given context. Experiments with the Porter Stemming approach appeared too harsh and resulted in word meanings being obscured and so we decided against applying it.
Lemmatization, on the other hand, differs from stemming in that a lemma is a canonical form of the word, while a stem may not be a real word. That is, a lemma is a root word as opposed to the root stem. We had less of an issue with Lemmatizing, although "training" still becomes "train" as per the stemming example above. However, we found that the main benefit of this method was really in treating plural and singular forms as equivalent. Our pipeline was then constructed to simply perform this form of Lemmatization via the step StemPlurals.
Treatment of n-grams
The term "n-grams" refers to a sequence of "n" words which commonly occur in sequence within a text, such as "good day" or "bad day". The frequency of these in a text can convey important topical information such as "laptop computer" vs "desktop computer" in two news articles about a newly released computer product.
Counting n-grams that typically occur together can be very useful to identify common themes and topics within a text corpus rather than monograms alone. In the context of the FSI there were a number of such terms with special meaning such as "impact investing". This made the tracking of n-grams a useful improvement in the tracking of thematic content.
The main problem with generating n-grams on a text corpus of any size is that the number of possible combinations grows very rapidly with the size of the text. If these are infrequent, the presence of them can simply add noise and complexity to the analysis. To limit the noise from meaningless n-grams we developed a method to filter for the more meaningful n-grams.
To generate meaningful n-grams we joined the entire corpus into one single text file as the input (i.e. aggregated all documents used in the training set into one file). This large text file was then fed through the preprocessing pipeline. Since the merged file still contains stop words, web-links and other material it generates many n-grams that are not in the output of the same process when applied across the cleaned files, when processed separately. The intersection of the two types of n-gram filtering process naturally cuts down the noise of n-grams due to stop words, line breaks and other punctuation-related sources of meaningless conjunctions of words.
We call this the process a preserved n-gram heuristic, and it was reasonably simple and effective in containing the growth of n-gram numbers while cutting down on obviously meaningless cases due to stringing together words across sentence boundaries and stop words. Using this method we generated n-grams of order 2 (bi-grams), 3 (tri-grams), 4 (quad-grams) and 5 (quint-grams).
Finally, only the in-common n-grams with count Frequency f >= 2 in the merged text corpus were kept 9 . This ensured that the implied phrase occurred at least once in the corpus and had the effect of tracking acronyms of up to five words. Further attention could be given to this procedure, but we found that the steps taken generated reasonable lists of common terms.
Note also that the order of preprocessing operations was adjusted to find the best combination for practical results. For instance, the step of concatenating n-grams was found to be best done after long words were removed since doing it in the reverse order tended to strip out some of the most meaningful n-grams. One should expect such tweaks to be part of the process.
Details of the topic analysis pipeline
The two alternative topic analyses centered on how the FSI Interim and Final reports related to the 488 second round "normal" submissions (i.e. excluding the orchestrated campaigns about single-issue topics). The output of each topic analysis is a Document to Topic Matrix.
The topic analysis pipeline was set up as outlined in Figure 3 . 
Process Step Description
Figure 3 Topic Analysis Pipeline
The formation of the output Document-Topic matrix first involved determining the vocabulary of the training document set. This involved performing word counts on each document in the training corpus. These are the Vocabulary generation and Vectorisation steps in the table. This was most efficiently performed using the Vectorizer functionality within a Python library called the Scikit-Learn package 10 . 11 9 We did experiment with the choice of cut-off threshold to maximize the precision and recall of meaningful ngrams, as measured by a performance criterion known as the F1 Score, and found that the choice f = 2 gave the best results, at least for the problem at hand. 10 As n-grams had already been dealt with in the preprocessing pipeline, there was no need to utilize the n-gram parameter setting within the "Vectorizer" functionality of Scikit-Learn. 11 For more detail on this package see: http://scikit-learn.org
Once the vocabulary and word counts had been determined on the training documents (using either the text from 28 Interim Observations or that from the 44 Final Recommendations), the training vocabulary was applied to the second round submissions. All words not in the training vocabulary were ignored, whilst counts were made of all Training vocabulary words within each Test document. This procedure naturally biases the analysis to the task of identifying topical overlap with that provided by the Inquiry Panel text.
The second step of the topic analysis was the actual modelling stage. There are several different models one can use in topic analysis. Initially, we experimented with Latent Semantic Analysis (LSA), which was developed by Deerwester et al [3] and first published it in 1990.
The LSA methodology is closely related to Principal Components Analysis (PCA). This is a very common statistical method for identifying the principal modes of variability in a data set. When similar reasoning is applied to textual data, the natural smoothing operation to apply to the data is to find a low-rank approximation to the term-document matrix of the corpus of text.
The appropriate mathematical operation is called Singular Value Decomposition (SVD). This step enables the term-document matrix to be re-expressed as a particular matrix product. While this method enables one to disentangle documents, topics and terms, or words, the method suffers from a number of drawbacks. These include the possibility of negative weights to topics, the failure to capture polysemy (multiple meanings of a word), and a tendency to allocate topics according to the corpus-wide trends. This means the dominant topic is really an amalgam of everything said, and must be pruned or otherwise removed.
With this in mind, we employed a more sophisticated topic model, known as Latent Dirichlet Allocation (LDA). This approach to topic analysis has been around since being introduced by Blei, Ng and Jordan [2] in 2001. This is a generative model that allows sets of observations to be explained by unobserved groups (topics). For LDA, each document can be viewed as a mixture of various topics using a Dirichlet prior which results in more reasonable mixture of topics [5] .
The implementation of the LDA algorithm we used is that due to Rehurek [4] , in the gensim Python package 12 . Using gensim the LDA model was trained on the text from the 28 FSI Interim Observations and the 44 Final Report Recommendations. Ideally one would set the number of topics to be 28 for the interim report and 44 for the final report. However this did not result in a clear one-to-one mapping from Training document to LDA Topic
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. Using a simple heuristic of expanding the topic search space by a factor of five resulted in an effective one-to-one mapping between the training documents and the learnt topics. For the 28 Interim Observations this was achieved by forcing the number of LDA topics to be 28*5=140 topics 14 , and similarly in the second case of the 44 Final Recommendations, by using 44* 5 = 220 topics.
Once the model was trained, the submission documents could be processed to assign topical content to each document. In this study, we applied the topic model to the second-round submissions and examined the resulting Document-Topic matrix. The result is a very large matrix of topical content assignments across 488 documents and 28 or 44 topics, depending on which source of Inquiry Panel text was used for training the topic assignment algorithm.
This procedure returns the exposure of each document to either of the 28 observation topics or the 44 recommendation topics. In this way, each document in the set can be classified as having a particular fingerprint of statistical exposure to each of the identified topics. This is the end point of the analysis and constitutes a representation of what each document is "about".
Author analysis
In addition to Topic Analysis, each author was also manually classified into one or more of the categories shown at Figure 4 , which organised all submission authors into a set of high level Author Groups and sub-level Author Types.
The major groupings identified include:
• Financial Enterprises • Professional Services Firms • All Other Authors This breakdown was driven by the clear presence of several industry interest groups organised on clear lines of topical concern and one mixed group reflecting a wider set of community and public interest concerns.
Ideally one might attempt to automate the Author Analysis, but considering the small number of submissions (and hence authors) as well as the time to gather the metadata needed to train a machine learning algorithm to automatically assign author categories, we did not pursue this.
In addition, 14 authors of submissions to the inquiry fell into multiple categories. These are shown in detail at Figure 5 , where complex financial institutions are split across groups in a rough reflection of their imputed business activities and exposures.
This included the four largest banks, Macquarie, AMP, Suncorp, Challenger, as well as three of the four largest accounting firms. Exposure to each category was determined on a case by case basis, applying knowledge of their current lines of businesses of these firms (for example the exposure of the largest banks 15 to the "Bank and ADIs" category was set at 75%, leaving some room for exposure to other categories like Asset Management or Financial Advice).
As can be seen from Figure 5 , the major areas for multi-category submission were in diversified groups operating across the areas of Asset Management, Banking and Approved Depositary Institutions, the provision of Financial Advice, and Insurance and Accounting Services. Given the concentration of industry revenues in Banking, Asset Management, Insurance the provision of Financial Advice and professional Accounting Services, it is not surprising that these author categories had the biggest concentration of multi-category authorship.
The same is generally true of the breakdown of Authors by share of submissions and pages of submissions. In Figure 6 , is shown the composition of Authors by percentage of submissions, by number. The three largest groups by number were Financial Enterprises, the Industry Associations and Individuals. The high number of submissions from individual citizen reflects the wide public significance attached to the Inquiry. During the lead-up to the Inquiry, the financial press had given significant coverage to the state of the Financial Advice industry and competition policy with regard to financial services delivery in a relatively concentrated market.
The level of media discussion of such matters clearly motivates some members of the general public to make their views known to the Inquiry. Although we excluded the obvious campaigns from the statistical analysis, one might legitimately say that, with the inclusion of these, the largest group of submissions, by number, came from members of the public.
Another noteworthy group was the Professional Services Firms, who were focused on areas of competition policy and regulation as these affect the goals of cross-border advisory groups who have an interest in promoting Australia as a financial centre. Among the remaining groups, there were some significant submissions by page count and breadth of scope, such as that from the Reserve Bank of Australia
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. One might expect this from organisations with a policy focus.
Another means to measure the importance authors attached to each topic is via the total number of pages from author groups. Since each submission typically addressed multiple topics, the overall score employed a weighted average of pages per submission by topical weight.
Recognising this, the analysis was repeated using percentage of total pages. The results shown in Figure 7 highlight how submissions from individuals were relatively short. The authors who were up-weighted in share of submissions by page count were: the government; regulatory; academic; and professional associations. This perhaps reflects the greater weight given to broader public policy by such organisations in the general conduct of their day-to-day business.
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The other interesting dimension of author analysis is to focus on submissions drawn from the two broadest commercial organisations groups of Financial Enterprises and Professional Services. Once the focus of contributions is shifted to page counts, then the picture shifted somewhat to give greater emphasis to Banks and Approved Depository Institutions, see Figure 9 . If one were to judge the importance to authors of the Inquiry by pages submitted, then Banks and Advisory and Research Services firms seem to have spent the greatest expenditure of words.
The foregoing analysis highlights the weight of voices expressed by the different author affinity categories, measured by number of submissions and by page counts. The voice of the public was clearly present by number, but the weight of words went to the policy-driven voices of academic, regulatory, government and professional association interests. This finding highlights how public 16 The Reserve Bank of Australia is the central bank with responsibility for conduct of monetary policy, financial stability and the payments system. As such, their submission covered a wide range of policy considerations. 17 One possible refinement of the textual analysis would be to examine measures of the complexity of the language used and the neutrality or otherwise of linguistic tone across the different groups. One might expect there to be significant differences due to the mix of academic, commercial, regulatory and public voices present. One simple analysis using a measure of the "complexity of language" employed highlighted the RBA submission. This would probably not surprise anyone who has listened to Central Bank deliberations on interest rates or the economy. inquiry processes naturally elicit a different depth and texture to submissions, depending on the affinity group of the authors. Certainly, such features are evident in the FSI submissions.
Topical Analysis
The main output of the topic analysis is a matrix showing the exposures of each Text Document to each of the Topics (i.e. the Document-Topic matrix). Unlike the preceding author analysis, the topical analysis is now driven by the topical content of documents as identified by a computer reading of the documents when trained on the words of the Inquiry Panel.
There are a couple of points worth understanding about this analysis. Of course, the computer cannot read the submissions in any ordinary sense of the term when applied to a human reading of the documents. The sense in which the term is used here connotes a statistical pattern that is common to the words and word sequences used by the Inquiry Panel to express an Observation or a Recommendation and the same words when used by any particular author submission.
To use a simple analogy, this is somewhat like classifying a book of recipes by the presence of words connoting ingredients. A recipe for French Onion Soup might reasonably be expected to mention the word "onion" at some point in the same way that a Texan Barbecue Ribs recipe might well mention "spare ribs" alongside "jalapeno chilies" or some other spicy addition.
One should understand, therefore, that computer analysis of public submissions is unlikely to replace the human legislature anytime soon. Policy makers are not out of a job anytime soon! However, there is value in considering how a computer reading of the submissions, in this very limited statistical sense, can unearth some of the patterns of concern that exist across the broad community in respect of a very wide range of topics that were touched on by the authors.
With this orientation, a fruitful way to consider the material is to view the statistical analysis as a kind of index into the body of submissions which may guide the interested reader to then dive into any one submission in order to potentially discover points of relevance to that topic.
Mindful of this potential usage of the output, the detailed output to be described will be made available on the public website for anybody who would like to use it in this way.
Document-Topic Matrix
Recall, the entire purpose of the computer analysis of text was to assemble a matrix which shows the proportion of each of a range of topics (the 28 Observations or 44 Recommendations) that was statistically evident in a computer reading of each of the 488 submissions. This is a large matrix and difficult to display in a report, although an extract is included at Figure 10 .
In the Excel version of this matrix, which is available online, one can drill down by any particular topic, or any particular submission. The Document-Topic matrix is simply a table which has each of the 488 submissions arrayed down the rows, and topics across the columns. The cells which lie at the intersection of a document with a topic have a weighting which shows an estimate of the weight of that topic within a given document.
Of course, every document has a total weight of 100% across all of the topics. Since the topics were driven by the Inquiry Panel, the topic allocation can be thought of as an edited version of the submissions, weighted according to topical similarity to the words of the Inquiry.
The results are presented in heat-map form, so that larger numbers have a darker shade on a colour pallete from white through light blue to dark blue and dark green.
Scanning across a row, or down a column, the darker cells indicate a topic which assumed a higher prominence in the document that corresponds to that row.
With such a large matrix of results, the visual display of topic weight is important for finding the patterns inherent in the data. The interested analyst may then go off and download the actual document to read more closely what it actually said about the indicated topic.
In general terms, there is greater statistical significance to be attached to higher topic weights in a given document. However, topic assignment is somewhat subjective at the best of times, and so such computer-driven assignments should be treated in much the same way one uses a search engine online. Search engines have improved a great deal, but they are not foolproof.
Document Exposure Tool
Another tool for investigating the submissions is provided in the form of an Excel explorer for each of the documents. This contains a database of all of the documents together with a Peer comparison and an All Authors comparison. An example is shown at Figure 11 .
In this example, the submission from Allianz is analysed with respect to the 28 Observations of the Interim Report. Summary information on the author of the submission, its classification and the source URL for retrieving the document is shown in the upper panel of this tool.
The lower panel of Figure 11 shows a simple "exposure chart" giving the relative weighting to each of the 28 Interim Observations across this particular submission, an average of the Peer group of submissions in the same category and across the entire group of submissions.
Noting the run of data points across this chart we can pick out two areas to illustrate how such a tool can be used to investigate the submissions. Firstly, under Observation 3, on the Openness of Australia's Capital Account, one can see that this had a higher weight in the Allianz document than that of Peers in Insurance, which was higher again than submissions in general. Secondly, the Observation 15, on Underinsurance risk, had a much higher weight in both the Allianz submission and that of Peers in Insurance than the broader group of all authors.
Used in this way, the computer analysis of topical content provides a form of index across the patterns of author interest in respect of the Inquiry Panel topics.
Of course, the tool in question is the product of a research project and not necessarily the most definitive expression of how text analytics might be used to aid a policy inquiry. Nonetheless, it may stand as an invitation for those charged with running policy inquiry processes on the utility of computer-aided analysis in helping to manage the consultation process.
Ideally, such tools might help an inquiry archive and analyse submissions as they were made to better understand the views of different interest groups. Topical groupings and pattern analysis, within and between author affinity groups, could potentially help an Inquiry Panel target their interactions and public consultations to sharpen understanding of the issues raised.
Perhaps the best way to test this vision for future policy development is simply to put the above tools in the hands of the interested public for download and exploration to elicit feedback.
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The Most Common Patterns of Interest
The preceding tools are most useful for the analyst intent on discovering their own reading path through the submission documents. At a higher level, it is better to distill the submissions by the most common topics of interest to the author affinity groups.
This form of analysis is much more suited to a policy maker who simply wishes to know "Who cares about which three topics most, and Why?". The final question of "Why" is best answered by a human reading of the situation.
However, to get to that point it is helpful to use the statistical analysis to summarize the three topics of greatest interest to each of the identified author affinity groups.
Since there were two types of topical analysis, reflecting first the 28 Observations of the Interim Report and then the 44 Recommendations of the Final Report, both results are given.
In Figure 12 , the three most important topics among the 28 Observations are shown. There are some noteworthy patterns. Firstly, the state of Banking Sector Competition was a hot topic for seven groups. It was the hottest topic of commentary for Banks and ADIs, but also among Individuals, Small Business Owners and Other. One may judge from this analysis that the state of competition in the banking sector generates a considerable amount of heat, in terms of level of interest.
Perhaps surprisingly, the role of technology in addressing differential insurance pricing and underinsurance risk was the hottest topic for insurers but seemed not to rate for others. This may serve to illustrate how it is possible for one topic to be well-understood by a particular industry segment but perhaps be deemed too arcane or technical to interest others.
On another front, the arcane topic of banking regulation and bank capital ratios seemed to be important across a wide range of submissions. This may be due to the high level of media commentary during the year of the Inquiry on this topic and its likely role.
From a research design perspective, there is a possible confounding factor present in real-life public commentary. Certain "single-topic" issues, like bank capital ratios, may well be "proxies" for a background issue such as the previously identified state of banking sector competition.
Turning to the 44 Recommendations in Figure 13 A more select hot-button issue was Interchange Fees and Customer Surcharging for Credit Card and Payment services authors along with Small Business Owners and Other. One may readily recognise these author groups as representing the two sides of an ongoing public debate on electronic payments, merchant fees and the consumer experience of the payments system.
In other areas, it is noteworthy to read down the columns and discover that Exchanges and Broking authors were most interested in the development of a Retail Corporate Bond Market along with the principle that regulators should embrace the principle of Technology Neutrality.
Summary and Conclusion
The purpose of this investigation was to adapt computer text-analytics tools to the analysis of a set of Public Inquiry submissions for topical content by author affinity groups.
To guide the computer analysis on the selection of topical material we used the text and words of the Inquiry Panel to frame a proxy for the editorial input of that expert panel in framing the public process of submission and consultation.
The Inquiry process is properly regarded as a natural experiment, over which the authors had no control in the specifics of how it was conducted. To control for a possible confounding of topics by submissions that "wandered" from the stated Terms of Reference, the text of the 28 Interim Observations and 44 Final Recommendations was used to train the text analytics engine to identify material similar to the stated concerns and final conclusions of the Inquiry Panel.
The before and after nature of this analysis can be used to see how the initial observations were reflected in the topical content of the later second-round submissions and how the subsequent recommendations of the Inquiry emphasized a related set of concerns, in the final analysis. One simple interpretation of this shift in emphasis might be to suppose that the Inquiry Panel recognized the State of Banking Completion as an important general topic, but further targeted this towards the specific areas of financial advice, mortgage broking and the regulation of managed investment schemes. Of course, the Inquiry process does not generate a priority ranking to recommendations, but the analysis of topical weight within the second-round submissions supports a narrative on imputed relevance. Such nuance is difficult to detect by other means.
To draw any sharp conclusions on the importance or implicit community weight that might be imputed to any recommendation is well outside what this research method was designed to accomplish. With that caveat in mind, such a narrative must be treated with caution.
However, for those with an interest in policy development, analysis and implementation, the heat-map of topical interest by author affinity group may at least frame where the important community discussions could be expected to lie against any given recommendation. This is where we anticipate such tools to be of practical use to experts in public policy. They cannot replace the wisdom and experience of those charged with leading and framing the "Listening Conversation" of public policy development. However, the computer analysis of public submissions might well prove to be helpful in sharpening the to-and-fro process of generating policy feedback on the issues of the day against stated Terms of Reference.
This work has really just scratched the surface of what is possible in using text analytics and the power of computers to inform the understanding of social behavior in public inquiry processes. Follow-on studies will explore the refinement of such methods for public policy input. 
