Abstract. Let X 1 , X 2 , . . . , Xn be a sequence of independent and identically distributed random variables with common distribution function F . Convergence rates for the moments of extremes are studied by virtue of second order regularly conditions. A unified treatment is also considered under second order von Mises conditions. Some examples are given to illustrate the results.
Introduction
Let (X n ) be a sequence of independent and identically distributed random variables with common distribution function F . Let M n = max{X 1 , X 2 , . . ., X n } denote the partial maximum of (X n ). Suppose that F is in the domain of attraction of an extreme-value distribution
which means that there exists normalizing constants a n and b n such that lim n→∞ P (M n ≤ a n x + b n ) = lim n→∞ F n (a n x + b n ) = G γ (x), (1.1) where γ ∈ R is referred to as the extreme value index. It is known that G γ (x) belongs to one of the following three classes: where the auxiliary function a(t) ∈ RV γ , i.e., a(tx)/a(t) → x r for x > 0. Note that (1.2) means f (t) is a general regular varying function, written as f ∈ GRV (γ, a). For more properties of general regular varying functions, see Geluk and de Haan [6] . Moreover, if γ > 0, then (1.2) is equivalent to
The auxiliary function a(t) ∼ γf (t). For the case γ < 0, f (∞) = x 0 < ∞ and (1.2) is equivalent to
The auxiliary function a(t) ∼ −γ{f (∞) − f (t)}. For the case of γ = 0, (1.2) implies that f is a Π regular varying function, i.e., Convergence rates related to (1.1) are interesting in theoretical and empirical analysis. Hall [8] and Hall and Wellner [9] considered convergence rates of the extremes of normal and exponential distributions to their ultimate extreme value distribution Λ(x). de Haan and Resnick [3] studied the convergence rates of (1.1) measured by the uniform metric and the total variation distance under a second von Mises condition to be mentioned later. Gomes and de Haan [7] and Kaufmann [10] considered some penultimate approximations under some second order regular varying conditions. Cheng and Jiang [1] derived Edgeworth expansions for the distribution of normalized maxima under some weak assumptions. It is well known that the weak convergence of a sequence of random variables does not imply convergence of the moments, see Resnick [14, pages 75-77] for the extremes. Liu and Peng [11] considered convergence rates of conditional moments studied by Geluk [5] and Peng et al. [12] under some additional assumptions. For the convergence of moments of normalized maxima, Pickands [13] showed that for given additional assumptions,
holds for some integer k. We cite Pickands' results here as a proposition.
where
is the kth derivative of the gamma function at x = 1.
where Γ(·) denotes the gamma function.
Remark 1. For any sequences α n and β n such that α n /a n → a > 0 and (β n − b n )/a n → b ∈ R, Proposition 1.1 also holds with some linear transform of the extreme value distribution, i.e., with G(x) replaced by G(ax + b). For the special case a = 1 and b = 0, see Exercise 2.1.2 of Resnick [14] .
The aim of this note is to consider the convergence rate of the moments of extremes. In order to obtain the desired results, we need to impose convergence rates on the general regular variation, or the regular variation and the Π regular varying function, i.e., we need the convergence rates of (1.2)-(1.5). In general, we use the second order regular varying function widely used in extreme value theory. The general second order regular varying function has been studied by de Haan and Stadtmüller [4] , i.e.,
Proposition 1.2. Suppose there exist a positive function a(t), a function A(t)
with constant sign near infinity, satisfying A(t) → 0 as t → ∞ and |A| ∈ RV ρ with ρ ≤ 0, and a function K(x) that is not a multiple of (x γ − 1)/γ, such that 
For details, see Theorem 1 of de Haan and Stadtmüller [4] , and Theorem 2.3.3 and Corollary 2.3.4 of de Haan and Ferreira [2] .
The following simple second order regular varying conditions may be useful in this note. The first condition is the so-called second order regular variation.
Condition 1. Suppose there exists measurable function A(t) with constant sign near infinity and A(t)
for all x > 0, where (
For the second order regular varying function, the following inequality holds.
Lemma 1.1. Assume that (1.7) holds for f (t). Then there exists C(t)
Proof. Clearly by (1.7),
. So, by Theorem B.2.18 in de Haan and Ferreira [2] , there exists
The following is the second order regular variation condition on Π regular varying functions.
Condition 2. Suppose that there exists A(t) with constant sign near infinity and A(t) → 0 as
for all x > 0, where
It is known that (
For the second order regular variation of the Π regular varying function, the following inequality holds.
Lemma 1.2. Suppose that (1.8) holds. Then there exist functions a t and A 1 (t) satisfying
and, for positive δ, ε, there exists
Proof. This is a special case of Theorem 2.3.6 in de Haan and Ferreira [2] . □ If f (x) is twice differentiable, then the following second order von Mises condition defined by de Haan and Resnick [3] can be used to analyze convergence rates. Definition 1.1. A function f : (0, ∞) → R satisfies a second-order von Mises condition with first-order parameter γ ∈ R and second-order parameter ρ ≤ 0 if f is twice differentiable, f ′ is eventually positive and the function
has constant sign near infinity and satisfies lim t→∞ B(t) = 0 and |B| ∈ RV ρ . We write f ∈ 2vonM ises(γ, ρ).
For the second-order von Mises function, the following results due to de Haan and Resnick [3] hold.
Lemma 1.3. Suppose f ∈ 2vonM ises(γ, ρ). Then both
hold. Furthermore, for γ ≥ 0,
and, for γ < 0, f (∞) := lim t→∞ f (t) < ∞ and
Proof. See Theorem 2.1 of de Haan and Resnick [3] . □
Furthermore, for γ ≥ 0,
and, for γ < 0,
Proof. See Theorem 2.3 of de Haan and Resnick [3] . □
The following result is immediate from Lemma 1.4.
Lemma 1.5. Suppose f ∈ 2vonM ises(γ, ρ) and set v(t) = f (exp(t)).
For given ε > 0, there exists n 0 = n 0 (ε) such that for n ≥ n 0 and log n+u ≥ log n 0 ,
ε (u) and
Main results
In this section, we give the main results. The proofs are deferred to Section 3.
We need some notations. Set
is strictly increasing for large t, then U (t) = − log(− log F (t)) is also strictly increasing for t in the neighborhood of x 0 = f (∞), the right end point of F . Note that a n x + b n → x 0 if F ∈ D(G). Define a new variable u such that −u = log n − U (a n x + b n ), implying a n x + b n = v(u + log n) for large n and u → log(− log G(x)) = u 0 say, as n → ∞.
is strictly increasing for large t.
(i) Suppose G = Λ and (1.8) holds. Assume further that (1.6) holds with a n = a(n),
(ii) Suppose G = Φ 1/γ and (1.6) holds with a n = f (n), b n = 0. Assume further that (1.7) holds,
(iii) Suppose G = Ψ −1/γ and (1.6) holds with a n = f
The second order von Mises condition allows us to treat the convergence rates for the moments of extremes uniformly.
Theorem 2.2. For F ∈ D(G), set f (t) = (1/ − log F ) ← (t) and assume that f ∈ 2vonM ise(γ, ρ) with auxiliary function B(t) = tf
Assume further that (1.6) holds for given a n and b n . Then
The following is a necessary condition for the convergence rate of the moments of extremes.
Theorem 2.3. Under the conditions of Proposition 1.1, assume that (1.1) holds and f (t) is strictly increasing. If there exists A * (t) such that A * (t) → 0 as t → ∞, and
as n → ∞, where c ̸ = 0, then P n (u)/A * (n) does not approach zero uniformly with respect to u as n → ∞, where
Now we obtain unique convergence rates for the moments of extremes. 
as n → ∞ and P n (u)/A * (n) approaches κH(exp(u)).
Proofs
In this section, we use the notations defined previously.
Proof of Theorem 2.1. We consider the cases G = Λ, G = Φ 1/γ and G = Ψ −1/γ in turn.
(i) Note that a n x + b n = v(u + log n) for large n. We have
and note that b n = f (n) = v(log n), a n = a(n). By (1.8), we have
for large n. Note that (3.1) also implies that P n (u) → 0 as n → ∞. Combining with (3.1) and Lemma 1.2, we obtain
as n → ∞, where the final step follows by dominated convergence theorem. The desired result follows for G = Λ.
(ii) Note that a n = f (n) = v(log n) and b n = 0. Put
So, by (1.7),
as n → ∞. By Lemma 1.1 and arguments similar to those of part (i), we obtain
as n → ∞, where the final step follows by dominated convergence theorem.
, and note a n = f
By (1.7), one has
as n → ∞. Combining with Lemma 1.1, we obtain
where the final step follows by dominated convergence theorem. Noting that Λ(log(−x) 1/γ ) = Ψ −1/γ (x) as x < 0, we obtain the desired result for G = Ψ −1/γ . The proof is complete. □
Proof of Theorem 2.2.
Firstly, note that for a n = v ′ (log n) and
Define a new variable u such that −u = log n+log(− log F (a n x+b n )), implying that a n x + b n = v(u + log n). Clearly,
Define s(u) = {exp(γu) − 1}/γ and
By Lemma 1.5, we obtain
as n → ∞. The proof is complete upon noting
locally uniformly for x as n → ∞, where v(t) = f (exp(t)). Define a new variable u such that −u = log n + log(− log F (a n x + b n )). The strictly increasing f (t) implies a n x + b n = v(log n + u). Let
and s(u) = {exp(γu) − 1}/γ. By arguments similar to those of Theorem 2.2, we obtain
Now suppose P n (u)/A * (n) → 0 uniformly with respect to u. Then since
is finite for all l each integral in (3.2) approaches zero by the dominated convergence theorem, a contradiction. □
Examples
For simplicity, the three examples given in this section satisfy the conditions of Theorem 2.2. Note F ∈ D(G γ ) if and only if
as t → ∞ (de Haan and Resnick, [3] ), where f (t) = (1/(− log F )) ← (t). The three examples are based on the exponential, uniform and Pareto distributions. So,
for x > 0, implying B(t) ∈ RV −1 and ρ = −1. So, by Theorem 2.2, we obtain
as n → ∞, where a n = nf ′ (n) = n −1 {exp(1/n) − 1} −1 and b n = f (n) = − log{1 − exp(−1/n)}. Example 4.2. Consider the uniform distribution with F (x) = x for 0 < x < 1. So, the right end point of F is x 0 = 1. One can check that f (t) = exp(−1/t), f ′ (t) = t −2 exp(−1/t) and f ′ (tx)
So, F ∈ D(G −1 ) with γ = −1. One can also check that
implying B(t) ∈ RV −1 and ρ = −1. So, by Theorem 2.2, we have
as n → ∞, where a n = nf ′ (n) = n −1 exp(−1/n) and b n = x 0 + γ −1 nf ′ (n) = 1 − n −1 exp(−1/n). One can check that
(
implying that B(t) ∈ RV −1 and ρ = −1. So, by Theorem 2.2, we obtain
as n → ∞, where y = (1 + γx) 1/γ , a n = n{1 − exp(−1/n)} −γ and b n = {1 − exp(−1/n)} −γ .
