More than one subject is scanned in a typical functional brain imaging experiment. How can the scientist make best use of the acquired data to map the specific areas of the brain that become active during the performance of different tasks? It is clear that we can gain both scientific and statistical power by pooling the images from multiple subjects; furthermore, for the comparison of groups of subjects (clinical patients vs healthy controls, children of different ages, left-handed people vs right-handed people, as just some examples), it is essential to have a "group map" to represent each population and to form the basis of a statistical test. While the importance of combining images for these purposes has been recognized, there has not been an organized attempt on the part of neuroscientists to understand the different statistical approaches to this problem, which have various strengths and weaknesses. In this paper we review some popular methods for combining information, and demonstrate the surveyed techniques on a sample data set. Given a combination of brain images, the researcher needs to interpret the result and decide on areas of activation; the question of thresholding is critical here and is also explored. © 2002 Elsevier Science (USA)
INTRODUCTION
Functional neuroimaging in its various forms is a powerful tool for the community of cognitive scientists and for clinicians interested in neuropathologies. Using methods such as positron emission tomography (PET) and functional magnetic resonance imaging (fMRI), researchers have been able to greatly increase their understanding of healthy and abnormal brain function. Consideration of a simple fMRI experiment might help to clarify the sorts of data that are of interest. Suppose a neuroscientist is interested in learning about eye movement. To study this process, the scientist might put a subject in an MRI scanner, and have the subject alternate between, say, periods of fixating on a cross-hair and periods of performing memory guided saccades (that is, a target would appear in the peripheral vision; after the target was extinguished, the subject would be required to direct both eyes to the place where the target had been). While the subject does this, the experimenter might acquire a set of 5-mm-thick slices covering the entire brain every 3 s. By comparing images obtained when the subject was performing the task with those when the subject was fixating, the areas of the brain "activated" during eye movement can be localized for this individual. Typically each "slice" of the brain is acquired in a grid form, for example, in 3 by 3-mm voxels of data, so that behavior-related changes in brain activity in these voxels can be evaluated. By identifying where these task-related changes occur, a map of brain activity can be created.
A major limitation to the usefulness of these techniques has been the difficulty in integrating the results from different subjects, since these results are not single numbers, but instead whole images. There are two aspects to this difficulty. The first is spatial, that is, the brains of different people are of different sizes and shapes and have idiosyncratic structure, and it is therefore necessary to find some way of equating them, or putting them on a similar spatial scale. The standard solution to this problem has become warping the brain images of the subjects onto a common atlas, using Talairach coordinates (Talairach and Tournoux, 1988) . The second issue is statistical, and involves methods of combining the functional information in the data in a reasonable fashion. Searching for a way to present the data from a neuroimaging study, researchers will often include one or two "representative" images, that show the effect of interest, or resort to ad hoc approaches for combining images, such as taking a simple average of the statistical maps for individual subjects. While there are circumstances where this might not be a bad thing to do (Cochran, 1954) , averaging should not be blindly applied as the default combination technique. In general, the ad hoc methods don't allow for the accumulation of evidence arising from multiple subjects who display similar patterns of activation. This paper addresses only the statistical question, looking at methods for combining data from independent studies, where for our purposes here, each subject is a study. We will not discuss the advantages and disadvantages of the Talairach approach for combining brain structure, but will instead assume that the researcher has processed the data so that image sets from different subjects are comparable, and hence combinable. We do, however, caution the reader to note the tremendous loss in real spatial resolution incurred by the use of the Talairach method (Woods, 1996 , gives examples of the distortions that can result from this approach).
Our goal, then, is to explore existing statistical techniques for combining data in the functional neuroimaging context. We don't think that there will be any argument with the goal itself; there is more power in data based on multiple subjects than there is in data based on one-this is the general statistical principle that we can learn more from a (well-chosen) large sample than from a small sample. Combining the data from many subjects will also result in a stronger signal; that is, if there is a reliable effect to be seen, pooling the data in a suitable way should make it more obvious. Finally, there is the issue of being able to generalize from one sample to a larger population. We extrapolate our inference from the specific subjects that we scanned, to others like them. As we pool together the data from more subjects, we are better able to make this generalization.
The rest of the paper proceeds as follows. Section 2 reviews common statistical techniques for combining information, and examines the problem of multiple tests, especially as related to the thresholding of brain images. Section 3 demonstrates the various proposals on a data set and compares the results. In the final section, we make recommendations for the optimal combination of functional brain maps across subjects.
SOME PROPOSALS FOR FUNCTIONAL NEUROIMAGING
In this section, we review a number of ideas suggested in the statistics literature for combining information across studies, where we think of each individual subject as a study. All of these methods have in common the aim of using the information acquired in different studies to get a clearer picture of the scientific question of interest, and to draw power from the accumulation of evidence. As pointed out in Hedges (1992) , there are two main approaches to this problem-combining hypothesis tests and combining estimates of treatment effects. Our discussion follows this dichotomy.
Combining Tests
Suppose we have k independent tests of a particular null hypothesis, with values T 1 , T 2 , . . . , T k of the test statistics and corresponding P values of P 1 , P 2 , . . . , P k . Recall that the P value of an observed test statistic T is the probability of seeing a value as extreme as or more extreme than T, if the null hypothesis is true (hence it will be a small number, close to 0, for significant test statistics). In what follows, we assume that tests are one-sided, since we are looking for areas of activation. The value k is the number of subjects from a functional neuroimaging study, and the methods that we describe in this section are applied on a voxel-by-voxel basis, to each of the v voxels in Talairach space. Since all of the individual maps have been translated into a common coordinate system, combining in this way is statistically sensible.
Many proposals of reasonable (according to some statistical or intuitive criterion) methods for combining these independent sources have been made over the years. Perhaps the most popular is due to Fisher (1950) , which uses the test statistic
(where log denotes the natural logarithm) and compares this to a 2 distribution with 2k degrees of freedom. Large values of T F relative to the reference 2 distribution lead to rejection of the null hypothesis of no effect (i.e., activation in imaging studies). It is instructive to consider the effect that an individual P value has on the summary statistic T F . If P i is near 1 for some i, then that term of the sum is close to zero and the statistic is nearly unchanged, although the degrees of freedom increase by two. On the other hand, if P i is close to zero, then a small change in P i changes T F by Ϫ2/P i .
Another early suggestion is that of Tippett (1931) , to look at
and reject the null hypothesis if this value is smaller than 1 Ϫ (1 Ϫ ␣) 1/k for a level ␣ test. Wilkinson (1951) gives a generalization of this procedure, namely looking at the r th smallest P value and rejecting the null hypothesis if this is smaller than a constant that depends on k, r, and ␣. The other extreme member of this family is the test suggested by Worsley and Friston (2000) T W ϭ max iϭ1 k P i , rejecting H 0 if T W is less than ␣ 1/k . Again, considering the same extreme cases, if some P i is near 1, then T W is near 1, and that statistic is useless. T T will not be affected. If a single P i is close to zero, then the i th subject has no effect on the value of T W , but renders T T less informative; if all the P i are close to zero then a small change in the largest of them changes T W by the same amount. If T W rejects the null hypothesis, then one can conclude that each individual subject would have rejected the null hypothesis. This is a very stringent requirement, probably too stringent for use in typical neuroimaging experiments. Stouffer et al. (1949) defined
as a combined test statistic, where ⌽ Ϫ1 is the inverse normal cumulative distribution function. The null hypothesis is rejected for large values of T s , as determined by critical points from the standard normal distribution. When P i ϭ 1, T s ϭ Ϫϱ and the statistic carries no information. If P i is near zero, then a small
Ϫ1 . Another P value method was put forth by Mudholkar and George (1979) : calculate
where c ϭ ͱ3͑5k ϩ 4͒/k 2 ͑5k ϩ 2͒, and reject the hypothesis of no effect if T M is large, in reference to critical points of the t distribution with 5k ϩ
An ad hoc method that is in common use is to average the t statistics computed for the individual subjects. Define
The null hypothesis is rejected for large values of T A , as determined by critical points from the standard normal distribution. Under the null hypothesis, T A is approximately equal to T S . Strictly speaking, T A is not a method for combining P values, but because of its similarity to Stouffer's method we have included it here.
Many methods based on combining P values and test statistics have been proposed (e.g., Pearson, 1933; see Lancaster, 1961 for a review); we have described here some of the simpler techniques. Discussion of methods for combining tests in the rest of the paper will focus on the six procedures presented: the methods due to Fisher et al., Stouffer et al., Mudholkar and George, and average t values. This approach to combining information is appealing, since the tests that are pooled together don't have to be similar in any way, they can be based on different kinds of measurements. The methods are therefore quite general in their applicability. Furthermore, the combinations suggested by Fisher (1950) and by Mudholkar and George (1979) satisfy an optimality criterion, Bahadur efficiency (Bahadur, 1967 (Bahadur, , 1971 , related to effective use of data as the number of subjects increases. (See also Littell and Folks, 1973; Berk and Cohen, 1979) . On the other hand, as noted by several authors (Iyengar, 1991; Hedges, 1992; Jones, 1995) , by combining tests in this way we do not obtain any information on the size, direction (from a two-sided test) or consistency of effects across the different studies. In our application, we will be interested in one-sided tests, specifically those corresponding to hypotheses regarding activation (deactivation being of somewhat lesser interest), so at least one of these drawbacks is eliminated here; it will be possible to make statements about the direction of effects, because this will be built into the analysis. Also, interpretation of the combined statistic may be difficult. Our underlying null hypothesis is that in every study, there was no effect. If we reject the null hypothesis based on a combined test procedure, what does this mean? Note that the null could be rejected on the basis of a nonzero effect in one study.
Combined Estimation
When all of the studies that are to be combined have similar designs and measure the outcome of interest in a similar fashion, several models exist for performing what is known in the medical and social sciences as "meta-analysis." These methods allow for inference about the direction, magnitude and consistency of effects, unlike the combining techniques outlined in the previous section. The most common meta-analysis models are the one-factor fixed effects and random effects. We now consider each of these in turn. Readers are also referred to Woods (1996) for a clear explication of these models in the imaging context.
If the studies are homogeneous in design, so that it is reasonable to think that they are measuring the same effect, a suitable statistical model is that
where y i is the effect observed in study i (the effect, not the t statistic!), or one subject in an fMRI study, is the common mean effect, and i is the error in the ith study. The errors are usually taken to be independent and normally distributed, with mean 0 and variance V i . Under this fixed effects model, a straightforward estimate for the overall is
, a weighted average of the y i , in which the weights w i are inversely proportional to the estimated variance of each study. The estimate is approximately Gaussian distributed, with mean and estimated variance 1/⌺w i . Based on this, it is possible to test whether , the common mean, is zero, by defining the usual t-type statistic,
and rejecting the null hypothesis for large values of T X . When the variances of the subjects are homogeneous and the errors are independent Gaussians, the fixed effects model and Stouffer's method coincide. That is, T S is basically an unweighted version of T X . An extreme subject might be one that shows the same level of activity in both conditions, and almost no variation. For this model, such a subject will have a very large weight and an effect size of 0, so will contribute nothing to the numerator of , but the denominator will be very large, and hence T X will be close to 0. The random effects model may be adopted on the basis of knowledge that the studies are heterogeneous (e.g., they used different experimental designs or sampling protocols) or as a result of rejecting the hypothesis of homogeneity of the effect for the fixed effects model. Even when identical experimental designs and protocols are used, intersubject variability is often much greater than intrasubject variability. Furthermore, investigators are usually interested in making inference about a hypothetical population, from which the particular subjects were drawn, rather than restricting conclusions to the sample. For all of these reasons, the random effects model is preferred to the fixed effects model. The differences between the observed y i are now assumed to come from experimental error, as before, and from real differences among the studies, so that the true effect in study i is a sample from a "hyperpopulation" of treatment effects. The model has the form
where the i are usually taken to be normal with mean 0 and variance V i , the e i are taken to be normal with mean 0 and variance 2 , and all the e i , i are independent. Other distributional assumptions are possible, but the normal case is the most convenient, and hence most widely used. When 2 ϭ 0, this model reduces to the fixed effects model.
As for the fixed effects model, an estimate for the expected value of the i is a weighted average of the observed effects,
where
. Now there are two sources of uncertainty, whose sum has to be estimated; as a result, random effects models are more complicated than fixed effects models. Researchers have proposed different ways of estimating 2 . One suggestion given in Hedges (1992) 
where S 2 is the sample variance of y 1 , y 2 , . . . , y k . This estimator has the drawback that it could be negative, in which case the standard recommendation is to truncate to 0. Other estimators that don't have this undesirable property also exist, but these are more complicated, requiring an iterative computational procedure (see, for example, Rao, 1971; Rao and Kleffe, 1988) . Any method of estimating the variance components, together with *, can be used to build a test for the hypothesis that ϭ 0. For the random effects model, an unusual subject such as the one described for the fixed effects will influence the estimate of 2 , but will otherwise not contribute to the outcome.
The standard errors for the fixed effects estimate, tend to be smaller than those for *, the random effects estimate, since the latter takes into account the variability across studies Ϫ the variance of is
whereas the variance of * is
For 2 ϭ 0, the fixed effects model, the two variances coincide, but otherwise, the random effects estimate has larger variance. In other words, the fixed effects assumption is an optimistic scenario. This is another reason that, even though they are harder to work with, it is generally advised to use random effects, rather than fixed effects models, in meta-analysis (National Research Council, 1992) . Holmes and Friston (1998) propose a convenient approach to the random effects problem where the variance is the same across subjects. They fit a simple model with a box-car reference function to each subject. The estimated activations are presented as images, which are then assessed using a one-sample t test.
A major problem when performing standard metaanalyses is publication bias (also known as "the file drawer problem"; Rosenthal, 1979) . This refers to the phenomenon that, in general, only studies with results which are statistically significant at, say, level ␣ ϭ 0.05 (or smaller) are published. Studies with nonsignificant results often are not even submitted for publication, instead being filed away. This complicates a metaanalysis, as researchers won't have access to the unpublished studies; as a result, findings could look more significant than they really are. Various corrections for this problem have been suggested. It is worth emphasizing that when combining image data, we can avoid the serious issue of publication bias, as "studies" are individual subjects, all of whom are available to the scientist. One should not eliminate subjects, as this can artificially understate the experimental variance.
On Testing Multiple Voxels
Regardless of the method that is used to combine functional images across subjects, when constructing statistical brain maps, it is important to take account of the large number of voxels involved, and to adjust significance levels accordingly. This is the problem of thresholding, that is, finding the appropriate cutoff value for declaring that a voxel is active. A common method for adjusting for multiple tests in neuroimaging is the Bonferroni correction (see, for instance, Miller, 1981) . Formally, the procedure may be used when the researcher is interested in performing a number of statistical tests, which are specified in advance. Suppose there are v such tests of interest; in a neuroimaging study, v would be the number of voxels in a statistical map (all the voxels in the brain in all slices acquired). The test statistic is calculated in the usual way. What changes is the critical point for deciding that a given test (voxel) is significant (active). For a t test, instead of setting a threshold of around t ϭ 2, for a significance level of ␣ ϭ 0.05, some adjustment needs to be made for the fact that v (independent) tests, each at level 0.05, are being carried out, in order that the overall statements of significance will still be appropriate. Each test is performed at level ␣/v (for one-sided tests; at level ␣/2v for two-sided tests) instead of ␣; this guarantees that the probability of one or more false positives (tests incorrectly declared as significant) is less than ␣. In imaging studies, v will typically be very large, which in turn means that the thresholds used for deciding significance of a voxel, using this method, will be very large, larger than they need to be in many situations (Benjamini and Hochberg, 1995; Forman et al., 1995) .
A further possible complication in neuroimaging studies is that the data are available in two coordinate systems-the original acquisition space, and Talairach space. It would be wrong to calculate the Bonferroni correction on the original data and then apply this criterion to the transformed voxels in Talairach coordinates, or vice versa, because the number of voxels changes when we go from one set of coordinates to the other and the correlation structure of the data is also affected (the switch to Talairach space induces dependence among voxels beyond that already present in the data).
The Bonferroni correction works on the principle of controlling the familywise error rate at level ␣, that is, of controlling the probability that even one of the null hypotheses under consideration is falsely rejected. This procedure in particular has been criticized because it lacks power, especially when the number of comparisons is large. Indeed, the inability of Bonferroni-corrected t maps to reveal important effects in functional neuroimaging data has been the starting point for a collaboration between neuroscientists and statisticians (Eddy, 1997) . A different approach is taken by Benjamini and Hochberg (1995) , via the false discovery rate. In this method, the expected proportion of falsely rejected hypotheses, in other words, the ratio of the number of wrongly rejected hypotheses to the total number of rejected hypotheses, is controlled, leading to a gain in statistical power. The technique is easily implemented. For testing v hypotheses H 1 , H 2 , . . . , H v , the first step is to order the P values corresponding to the hypotheses from smallest to largest. Write the ordered values as P (1) , P (2) , . . . , P (v) , with H (i) denoting the null hypothesis with P value P (i) . Let q be the desired rate of false discovery, that is, the rate of false discovery that the researcher is willing to tolerate, and let r be the largest i for which
where c(v) differs according to the correlation structure of the tests. For independent tests, or when the tests follow a technical condition (positive dependence), one instance of which is when the noise in the data is Gaussian with nonnegative correlation across voxels, c(v) ϭ 1 (Benjamini and Yekutieli, 2001) ; to accommodate an arbitrary joint distribution of P values, use
where ␥ Ϸ 0.577, Euler's constant. Then reject H (1) , H (2) , . . . , H (r) . An interesting aspect of this latter pro-cedure is that it does not require that the test statistics be independent or even of the same kind. Since the voxels in an individual subject's brain are almost certainly not independent, this is a desirable feature. When all null hypotheses are true, the false discovery rate is the same as the familywise error rate, hence the controlling parameter q may be chosen at conventional levels for significance testing, although for many applications values of q in the range of 15-20% might be deemed reasonable (Benjamini, personal communication) . Furthermore, the method is adaptive, in the sense that the chosen thresholds change (become more or less conservative) with the strength of the signal. This would solve the difficult problem of finding thresholds that work for all subjects under all conditions-instead of trying to find such a threshold, which is likely to be arbitrary and ad hoc, the researcher can keep the tolerated level of false discoveries at a constant across subjects and experiments, and the appropriate thresholds will be determined by the data. For a more in-depth examination of this thresholding technique, with applications to neuroimaging, see Genovese et al. (2001) .
A different slant on the thresholding problem, presented by Forman et al. (1995) , takes explicit advantage of the specifics of the neuroimaging setting. These authors note that an area of real activation is likely to be characterized by more than a single active voxel; rather, one should observe clusters of contiguous active voxels. On the other hand, the probability is small that a contiguous cluster of voxels will cross threshold by chance, that is, in the absence of any true signal. This difference in expected behavior can be exploited by calculating the probability that various sizes of clusters will happen by chance and that such clusters will be detected when there is a true signal. Forman et al. describe a simulation technique for determining the probability of a false detection of a voxel, on a per-voxel basis, for different cluster sizes and values of ␣, under assumptions of no spatial correlation and of the existence of spatial correlation. They also show that it is possible to pick combinations of cluster size and significance level that work like Bonferroni-type corrections, without the accompanying loss of statistical power. A consequence of the use of this technique is that clusters smaller than the chosen cluster size threshold will not be detectable. However, the increased power to discover larger groupings of contiguous active voxels is a worthy tradeoff.
Several other approaches to the thresholding question have been proposed in the imaging literature. We mention a few here, with the caveat that they all involve extra mathematical or computational resources. Genovese et al. (1997) take a test-retest approach, in which experiments are repeated more than once. The authors suggest several models for quantifying consistency of effects across the repetitions, what they call the test-retest reliability. Based on these models, and the estimates they yield of making different classification errors, it is possible to set thresholds for maps acquired from experimental paradigms similar to those under which the test-retest runs were obtained. This approach requires extra data collection, a cost that the researcher may not be able to bear. Worsley (1994) has advocated the use of random field theory for the analysis of statistical maps in neuroimaging (see also Worsley et al., 1996) . Regions of activation are determined according to excursion sets, which are areas in the random field where a given threshold value is exceeded. The observed excursion sets can be compared to those predicted by theory, in order to determine significance. It is quite difficult to calculate the probabilities exactly, however it is possible to approximate them. This approach has the advantage of naturally taking account of the spatial nature of the data when thresholding the images and the disadvantage of being sensitive to the assumptions.
The statistical theory of permutation tests drives the work of Holmes et al. (1996) . As with all permutation tests, the computational burden is heavy. It is also harder to incorporate spatial structure with this approach.
In what follows, we choose to look at simple thresholding methods for comparing the various combining techniques. Our focus in this study is on understanding the similarities and differences of the approaches for combining subjects in a neuroimaging studies. Toward this goal, thresholds that are easily determined are most expedient.
A DATA EXAMPLE

Description of an fMRI Experiment
Eleven non-mentally-retarded autistic adults (k ϭ 11), of whom two were female, performed a memoryguided visual saccade task. The average age of the subjects was 32.3 years, with a standard deviation of 9.3. All subjects were Caucasian; two of the patients were left-handed. While in the scanner, subjects carried out a test that required them to remember the spatial location of peripheral targets over time. The task was as follows. Initially, the subjects fixated on a cross hair in the center of the field of view for one second, after which a target appeared peripherally for 75 ms in one of four locations. During the presentation of the peripheral target, and for an additional 4925 ms, subjects remained fixated on the cross hair. The fixation point was then turned off and subjects had 1500 ms to look to the remembered location before the fixation target reappeared for the next trial. The control condition was a visually guided saccade task. Tasks were presented in a block design where subjects performed 10.5 cycles of memory guided saccade trials alternating with visually guided saccade trials every 30 s. In the half cycle at the end, only the memory guided saccade task was performed. Subjects were cued to a switch in trial type by a change in size of the fixation target. The neuroscientific rationale for this procedure is described in Sweeney et al. (1996) .
The study was performed on a 3.0 Tesla Signa wholebody MR scanner (General Electric Medical Systems, Milwaukee, WI) with echo-planar imaging capability (Advanced NMR Systems, Inc., Wilmington, MA). Gradient-echo echoplanar imaging was performed using a commercial head RF coil. Acquisition parameters were: TE ϭ 25 ms; TR ϭ 5.0 s; single shot; full k-space; 128 ϫ 64 acquisition matrix with a field of view (FOV) 40 ϫ 20 cm. In order to cover the whole brain and cerebellum, 23 3-mm-thick oblique slices with a 2-mm gap were aligned to the base of the genu and splenium of the corpus callosum, generating isotropic 3.125 ϫ 3.125 voxels. Subjects' heads were placed in an RF head coil packed with cushions in order to minimize head motion.
Comparison of Combining Methods
In this section we present the results of eight methods for combining information on the data from the eleven autistic adults. We examine the behavior of the following procedures: All methods were calculated on the data of the eleven subjects after these had been warped into Talairach space. In this comparison we do not deal explicitly with the time series nature of the data. Rather, we compare the results in each of the two conditions. Clearly, a more complete analysis would use the time course data directly; we plan to pursue this in future work. A slice from the middle of the head was chosen to represent each technique, the same slice in all eight cases. Figure 1 shows the P values for each method, ordered from smallest to largest. The x axis gives the order, from 1 to 30,751, of each voxel (each of the original slices is transformed in Talairach space to have dimension 161 ϫ 191, or v ϭ 30751 voxels in all); the y axis gives the corresponding P values, which range from 0 to 1.
In order to put all of the methods on an equal basis, we transformed them so that under the null hypothesis of no activity, the P values would be expected to fall on a diagonal line of slope 1. For T T , under the null hy- 
pothesis, (1 Ϫ T T )
k would be expected to fall on a diagonal line; for T W the appropriate transformation is 1 Ϫ T W k . For the other methods, calculating the significance levels, relative to the appropriate reference distributions, gives the required transformation. These are shown in Fig. 1 . Departures from the diagonal are helpful for understanding the behavior of the different methods. Only about 18,000 of the 30,751 voxels in the plots represent brain; the rest are air, and these are usually clipped out. We do not clip voxels outside the brain. We find that they serve a very useful (statistical) diagnostic purpose. If there is much activation detected outside the brain, then the threshold is probably set too high (since small P values are significant). If there is no activation outside the brain then the threshold is probably set too low.
Performing a one-tailed test, it is likely that the largest P values, in the upper right corner of each plot, come from those voxels outside the head. Small values, at the bottom left corner of each plot, correspond to voxels for which the null hypothesis of no activation should be rejected. The question that arises from inspection of these plots, and that is at the crux of the thresholding problem discussed above, is "Where do we draw the line to decide that a given voxel is active?" If we are interested in comparing different methods, the question is complicated because it is further evident from inspection of the graph that this can be done in at least two ways, in addition to the various more complex methods described in Section 2.3. We can either pick a significance level, that is, draw a horizontal line across the plot, and all voxels below the line will be declared active (this is equivalent to doing a Bonferroni correction); or we can pick some number of voxels, that is, draw a vertical line across the plot, and all voxels to the left of the line would be considered active (this is similar to using a false discovery rate procedure).
Even without doing this comparison formally, a number of characteristics of the methods are observable in Fig. 1 . The curves for T T and T W are mirror images of each other, which is reasonable since the former looks at the smallest of the P values and the latter looks at the largest. All of the curves are similar in appearance-they start off near 0, rising up in a more or less uniform fashion, before leveling off at 1. The methods differ in how long the initial plateau at 0 lasts, and how quickly the value 1 is reached, but qualitatively they are the same. Figure 2 shows a close-up of the lower-left corner of Fig. 1 , with just the 1500 most significant voxels. This allows for a more detailed comparison of the methods, and reinforces our comments on the general picture. Three groups are apparent from this close-up: the random effects model and T W are in one group, with curves that increase quickly and steeply away from the plateau at 0. Next, in a rough ordering, are T T , T S , and T X
FIG. 2.
Close-up of the first 1500 ordered P values for each of the methods, Fisher, Tippett, Stouffer, Mudholkar, and George, Worsley, and Friston, average t map, fixed effects model, random effects model. In the last panel the curves are ordered at the top edge, from left to right: Worsley and Friston, random effects; Tippett, fixed effects; Stouffer, average t; Mudholkar and George, Fisher. (which are very close to each other), and T A , which begin to rise from 0 after about 250 voxels. Finally come T M and T F , which start to rise at about 500 voxels. An interesting aspect of T M is that, while its curve starts to rise from the plateau at around 500 voxels, as does that of T F , the rate of increase of the curve itself is closer to that of the second group.
These general trends are confirmed by inspection of Table 1 . In that table we show the significance levels corresponding to designating a fixed number of voxels to be active, with that number increasing from just 64 voxels, or 0.2% of all voxels, to 8192, or just over 25% of all voxels. For all of the methods, the most significant voxels are very highly significant, with P values near 0. When averaging the t maps, it does matter greatly which reference distribution is used to calculate the P values. A "naive" comparison to the normal distribution with mean 0 and variance k, for instance, results in the 64 th most active voxel in the average t map having a P value of around 0.02, which would not be significant for a Bonferroni-corrected test, at level ␣ ϭ 0.05. The effect of the averaging is to smooth out any signal that is not strong and consistent across subjects, hence the need to refer it to a distribution with smaller variance. All the methods, with the exception of T W , can pick up patterns of activity that are manifested by some, but not all, subjects. The conjunction method of Worsley and Friston makes a rather extreme demand on the experiment, particularly in the light of the testretest results of Genovese et al. (1997) . In that paper the authors show that typical estimates of the probability that a truly active voxel will be active are on the order of 0.5; this means that using T W , even if all the subjects were one and the same individual, the probability of detecting a truly active voxel is on the order of 2 Ϫk . Figure 3 displays the 1024 most active voxels for each method. Looking at the same number of active voxels in each case provides us with a way of comparing the output of the different methods. The two methods based on extreme P values, T T and T W give qualitatively different results than the other six procedures. In addition, Worsley and Friston's method produces more noise (activity outside the brain) than do the others. It must be kept in mind, however, that for this method in particular, the corresponding significance levels are high-the 1024 th most active voxel has an uncorrected P value of 0.016. The random effects model seems to be a hybrid, sharing elements with both T W and T F (for example). The images produced by Fisher et al. average t and fixed effects are quite close to each other. The Tippett image looks significantly different from all of the rest, not so much in the areas that are picked out, as in the shape of the regions. We come back to this point in the later discussion. Table 2 presents the second way of comparing the procedures, that is, the numbers of voxels that would be picked up by each of the methods, for a given significance level. This is equivalent to drawing a horizontal line across each of the plots in Fig. 1 at the same height. The first column in the table gives the significance level that was applied to the individual voxel tests. In parentheses, we give the corresponding familywise rate, based on doing a Bonferroni correction on 18,000 brain voxels in a single slice. Even though the significance levels appear to be very small, the large number of voxels being tested more than compensates, with the net result that the overall significance levels are not at all small. By choosing to display only a single slice, we have also been "Bonferroni friendly" in this table-in practice, the correction would be on the number of brain voxels in each slice, summed over all the slices in the brain.
Based on Table 2 , it is evident that T F and T M are outlying because they pick up much more activity, especially for higher ␣ levels. This is expected from the connection between the two statistics which was pointed out in Section 2.1. T S is close to the fixed effects model, also as expected, and to T A ; both T W and the random effects model pick out fewer active voxels than the others. The differences we observe between the fixed effects and the random effects models might seem Note. Using Fisher's method to combine the data from the 11 subjects, the 64th most significant voxel has a P value of approximately 0, while using the random effects model, the 64th most significant voxel has a P value of around 0.000006.
surprising at first glance. However, they are due to the fundamentally different nature of the two approaches. While the fixed effects model allows the investigator to draw conclusions regarding the specific subjects in the study (who are presumed to be of interest in and of themselves), the random effects model gives the researcher the ability to generalize findings to a larger population. Figure 4 presents the results of one thresholding, for ␣ ϭ 0.0000028, corresponding to a significance level of 0.05, with a Bonferroni correction for the 18000 brain voxels in a single slice. The cutoff value from the standard normal distribution appropriate to ␣ ϭ 0.0000028 is approximately 4.5. As can be seen in the Fig. 4 , there are some interesting differences among the methods, which are consistent for various levels of the threshold. One of the most striking effects is that Tippett's method looks much less spatially refined or detailed than any of the other procedures; this was also evident in Fig. 3 . While the general pattern of activity is the same in this image as in the others, the overall impression is less satisfactory. An easy way to begin to understand why Tippett's method exhibits this blockiness, is to consider the location where the minimum (over all the brains) P value occurs. This location will be one of the "active" voxels. One of the subjects, subject j, has a P value equal to this minimum. Within each subject, in Talairach coordinates, adjacent voxels are very highly correlated. Thus, within subject j adjacent voxels will have values approximately equal to the minimum value and hence will be extreme as well.
For the same level ␣, the qualitative impression given by all methods is the same; more or less the same regions are picked up as active, but the combining procedures do differ in how much activation is picked up and in the size of the activated areas. Fisher's method and the method of Mudholkar and George are comparable in the amounts of activation detected. Both of these find more active voxels than are found, using the same threshold, by Stouffer's method or either of the "meta-analysis" models, particularly random effects. The difference between random effects and the other methods in the number of active voxels for a given threshold might be due to the random effects model's reduced sensitivity to contributions from more unusual subjects. Worsley and Friston's conjunction test also shows very small amounts of activation, because it requires every subject to have a significant result. We believe this to be a very strong requirement.
CONCLUSIONS AND RECOMMENDATIONS
In this paper we have discussed eight methods for combining image data from multiple subjects and interpreting the results. Five of the methods are based on the combination of tests, more specifically of the P values obtained from a statistical hypothesis test. The other three are based on the data themselves, in the form of means or t tests.
A serious question that must be confronted in any effort to compare different ways of combining the information of multiple subjects is picking fair and objective thresholds. We have suggested some ideas here; a more in-depth discussion, with a particular focus on the False Discovery Rate of Benjamini and Hochberg (1995) can be found in Genovese, Lazar and Nichols (2001) .
In addition, there is the practical issue of which method to use for the combining itself. It seems clear from the example described in the previous section that a simple averaging of the t maps (or other statistical maps) summarizing each subject is going to be an efficient use of data only if compensation is made in the form of a reference distribution with smaller variance than the individual t distributions. Otherwise the average will smooth away too much of the signal and the information available across subjects. For different reasons, Tippett's method is not to be recommended. The combined image is very blocky, and this, we believe, is a result of the transformation into Talairach coordinates. Tippett's method is one of only two methods we considered which does not apply some transformation to the combined values-aside from the conjunction (Worsley and Friston), the other P valuebased procedures take a logarithm (Fisher) , an inverse cumulative distribution (Stouffer) or a logit transform (Mudholkar and George) and then do some sort of averaging. The methods based on combined estimation (fixed and random effects, average t) also are based on weighted averages. The effect of this weighting is to smooth over the realigned voxels. On the other hand, Tippett's method performs no such smoothing. The coarseness evident in the image is caused by the use of extreme P values together with large correlation between neighboring voxels induced by the transformation into Talairach space. Worsley and Friston's approach apparently does not suffer from this problem, because it enforces a smoothing of its own, namely, that all voxels should show significant levels of activation. Note. Using Fisher's method to combine the data from the 11 subjects, and a significance level of 0.000004, 886 voxels will be declared active, whereas by using the average t map, 524 voxels will be picked out as active. In parentheses are the corresponding familywise significance levels, based on 18,000 voxels. A P value of 0.018, after Bonferroni adjustment for 18,000 voxels, gives a significance level of 0.000001 for each of the individual tests.
Of the remaining methods, we agree with the recommendation of the National Research Council (1992) that, if possible, random effects or fixed effects models should be used. Both of these methods involve going back to the original data-in our example, we needed to go to the level of mean and standard deviation maps for each subject in each of the two conditions of the experiment; furthermore, the mathematical manipulations, especially for the random effects model, are more complicated. The potential difficulties in fitting the random effects model, in particular in obtaining estimates of the variance components, are offset by the generalizability of the results to the populations from which subjects are drawn. As this is often the goal of neuroscience studies, the random effects approach is clearly advantageous (Woods, 1996 , makes a similar argument). It is worth keeping in mind for both of the model-based approaches that there is more statistical information in the raw data than in a transformation of the data. In addition, it is relatively straightforward to expand the two hierarchical models to include the case where we want to compare two or more groups of subjects. We plan to address this in a future study. If the raw data are not available at the level necessary for fitting the fixed or random effects models, there are small differences among the remaining methods. Stouffer's method is very close to the fixed effects model and might be preferred for that reason. For similar reasons, Worsley and Friston's method could be recommended on the basis of approximating the random effects model. Fisher's method has the advantages that it is well known, is easy to implement, and has certain statistical optimality properties. On the other hand, there is some evidence that it may be less effective for large numbers of subjects (Rosenthal, 1978) . It is worth pointing out that Fisher's method has been implemented in studies by local researchers (for example, Luna et al., 2001 ) and it appears to give satisfactory results.
