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Abstract—The combination of reducing birth rate and increas-
ing life expectancy continues to drive the demographic shift toward
an aging population. This, in turn, places an ever-increasing bur-
den on healthcare due to the increasing prevalence of patients with
chronic illnesses and the reducing income-generating population
base needed to sustain them. The need to urgently address this
healthcare “time bomb” has accelerated the growth in ubiquitous,
pervasive, distributed healthcare technologies. The current move
from hospital-centric healthcare toward in-home health assess-
ment is aimed at alleviating the burden on healthcare professionals,
the health care system and caregivers. This shift will also further
increase the comfort for the patient. Advances in signal acquisi-
tion, data storage and communication provide for the collection
of reliable and useful in-home physiological data. Artifacts, aris-
ing from environmental, experimental and physiological factors,
degrade signal quality and render the affected part of the signal
useless. The magnitude and frequency of these artifacts signifi-
cantly increases when data collection is moved from the clinic into
the home. Signal processing advances have brought about signifi-
cant improvement in artifact removal over the past few years. This
paper reviews the physiological signals most likely to be recorded in
the home, documenting the artifacts which occur most frequently
and which have the largest degrading effect. A detailed analysis
of current artifact removal techniques will then be presented. An
evaluation of the advantages and disadvantages of each of the pro-
posed artifact detection and removal techniques, with particular
application to the personal healthcare domain, is provided.
Index Terms—Adaptive Filter, artifact removal, blind source
separation (BSS), canonical correlation analysis (CCA), indepen-
dent component analysis (ICA), Kalman filter, personal healthcare,
Wiener filter.
I. INTRODUCTION
OVER the past few decades, hospital patient numbers haveincreased globally, placing an increased burden on health-
care systems. This growth in numbers is, in part, due to in-
creased life expectancy and the rise in chronic illnesses. The
increased burden is reflected in the growth of annual healthcare
expenditure of national governments. Expenditure on national
healthcare has risen dramatically in both the U.S. and in most
countries in the European Union (EU). For the member states of
the EU included in a study conducted by the Ministry of Health
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and Social Affairs in Sweden, it has risen from an average of
3.1% of the gross domestic product (GDP) in 1960 to 8.8% in
2006 [1]. In the U.S., healthcare was costing eight times more
in 2008 than in 1980 and accounted for 16.2% of the nations
GDP [2]. This increase in national expenditure is unsustainable
and a more cost-effective delivery of health services is an im-
perative. Recent advances in information and communications
technology (ICT) have enabled some of the more rudimentary
examinations performed during in-patient care to be performed
in an out-patient, personal healthcare domain. This ability to
monitor the patient in the comfort of their own home can greatly
improve quality of life, with the added benefit that out-patient
care can cost as little as 50% of their inpatient counterparts [3],
thus, making them a more feasible option in many instances.
In-home monitoring allows the acquisition of patient infor-
mation during activities of normal daily living, resulting in more
representative data over longer time frames and less inconve-
nienced patients. The added freedom for the patient can, how-
ever, come at a cost to the acquisition of clean useful data as
the in-home environment is poorly controlled for extraneous
sources of measurement noise (normally tightly controlled in a
hospital setting) and the lack of technical oversight to ensure
the measurement procedure is properly maintained at all times.
Consequently, the development of algorithms capable of re-
moving or at least identifying artifacts in the recorded data are
critically important. The term artifact has different definitions
in different application domains. In the context of this paper,
artifacts are defined as any undesired variation in the measured
signal due to sources external to the parameter of interest.
Personal healthcare systems for in-home monitoring are gen-
erally designed to operate for long periods without recharging
and to be inexpensive as patients may lose, damage or neglect to
return the device. This goal of a cheap, reliable, energy-efficient
device results in robust systems with limited computational ca-
pability limiting the complexity of the signal processing algo-
rithms that can be incorporated. In this paper, we review current
techniques employed for physiological signal artifact removal,
with a particular emphasis on those signals and techniques that
can be employed in a personal healthcare setting. Section II
describes biosignals most often recorded during clinical evalua-
tion. Next, Section III gives a brief explanation of the most com-
mon artifact types detected in physiological signal recordings.
In Section IV, the most common artifact removal techniques
currently utilized in signal processing are described. Finally,
Section V reviews the factors that impact on the choice of arti-
fact removal algorithm and discusses the challenges for future
development in this area.
1089-7771/$31.00 © 2012 IEEE
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II. MEASUREMENT TECHNIQUES
There are many clinically relevant signals that can be mea-
sured from the human body such as body temperature, pH lev-
els [4], and perspiration levels [5]. These signals tend to vary
slowly over time and as such do not warrant continuous moni-
toring. The primary physiological measurements of diagnostic
utility that require more regular monitoring are electrical or op-
tical in nature and this sets the character of the artifacts typically
encountered during their acquisition.
Electrocardiography (ECG) is the well-known electrical mea-
surement of cardiac activity recorded externally by skin elec-
trodes. The set of signals acquired during ECG are used by
clinicians to ascertain a patient’s cardiovascular health. The
transitory appearance or absence of specific features in the car-
diac waveform can be directly related to parameters of phys-
iological importance [6] necessitating high quality, continu-
ous, long duration monitoring during activities of normal daily
living [7], [8], [9].
Electromyography (EMG) is a technique for evaluating skele-
tal muscle contraction [10] and is largely used in movement
science studies and rehabilitation medicine [11]. For example,
Azzerboni et al. [12] used long-term EMG recordings to differ-
entiate between parkinsonian and essential tremor and correctly
diagnosed in 93% of their cases. The growth of wearables [13]
in a personalized-health context has led to the incorporation
of EMG sensors for a broader variety of uses; for example,
monitoring of trapezius muscle activity is used in [14] as an
indication of physiological stress. Another major application of
EMG recordings is in the control of prosthesis [15], [16]. By
utilizing the available functional muscles in the body, a sub-
ject is capable of controlling an inactive muscle group or limb
through the use of prosthesis. All the uses of EMG stated earlier,
along with many others, require long-term stable operation ne-
cessitating the need for good quality measurement in an external
environment.
Electroencephalography (EEG) is the recording of electrical
activity, produced by the firing of neurons within the brain [17]
and has a wide range of functions in modern medicine. One of
the most common uses is in the area of epilepsy [18]. Epileptic
activity can be very hard to measure due to the uncertainty of
the exact time an event will occur. Therefore, long-term mon-
itoring is often employed to increase the probability of detec-
tion. This long-term monitoring can cause discomfort to the
patient who must remain in a motion-free state for an extended
period of time. The recording of the EEG in an in-home, per-
sonal healthcare, domain can increase the users level of comfort
and allow for longer recording durations, while still record-
ing the data to a satisfactory level. Other uses of EEG include
the detection of sleep/drowsiness levels [19], [20], [21], cog-
nitive workload [20], [22] and in brain–computer interfaces
(BCI) [23], [24], [25], [26] all of which have applications in
a personal healthcare domain.
Photoplethysmography (PPG) is an optically obtained vol-
umetric measurement of an organ or tissue [27]. Simple and
inexpensive, it is often used to monitor heart rate and other pa-
rameters of the cardiac cycle as well as respiration [28]. Pulse
oximetry (POX) is a related technique using spectroscopic meth-
ods to derive a measure of arterial oxygen saturation (SpO2).
This quantity responds rapidly to hypoxemic events and is very
simple to interpret [29]. It is often used in situations, where there
is a need to monitor a patients oxygenation levels, for example,
in intensive care, critical care, and emergency department ar-
eas of a hospital. However, it can also be utilized in a personal
healthcare environment to supervise recovery after heart prob-
lems and to aid the diagnosis of some sleep disorders such as
apnea and hypopnoea [30].
A more sophisticated variation of POX is functional near in-
frared spectroscopy (fNIRS) which uses the same principles to
measure the changing oxygen levels in the brain. fNIRS em-
ploys light at different wavelengths (in the infrared band) to
penetrate the skull, and to indirectly measure the change in the
concentration levels of oxygenated (oxy-Hb) and deoxygenated
hemoglobin (deoxy-Hb) in the brain, through changes in the
optical absorption [31]. The fNIRS technique detects the acti-
vation changes in the cortex, allowing optical measurements to
be used for imaging brain functions [32].
Medical applications of fNIRS center on the noninvasive mea-
surement of the quantity and oxygen content of hemoglobin.
These measurements are then used in the determination of cog-
nitive tasks [33] and in BCI [34]. At present, the high cost of
fNIRS systems makes them less suitable for nonclinical settings,
but as the systems continue to be refined and become more af-
fordable they are becoming a more viable option for in-home
personal healthcare.
Respiration is the transport of oxygen from the air in the en-
vironment to the cells within tissues and the transport of carbon
dioxide in the reverse direction. The recording of respiration is
important in the evaluation of a patient’s well being. Medical
studies also suggest the volume of air inhaled per minute at rest
(6 L/min), greatly increases when a patient is unhealthy (Heart
disease 12 (±3) L/min [35], Diabetes 15 (±2) L/min [36], and
Cystic Fibrosis 11–14 L/min [37]), thus, providing a further
rationalism for the need for respiration measurements. The de-
tection of sleep apneas often requires the patient to be present in
a hospital for overnight respiratory monitoring. Using in-home
measurement systems allows for the same respiratory experi-
ments to be undertaken without the need for a hospital visit [38].
A number of different methods used to record respiration rate
are discussed in Tarrent et al. [39].
In the next section, we highlight in detail the etiology of the
most common artifacts present in such a measurement domain
and how these manifest in the instrumentation task.
III. ARTIFACTS
The presence of artifacts seriously degrades the clinical utility
of measurements taken in a home environment. There are three
distinct sources of artifacts that impact all physiological record-
ings; environmental artifacts, experimental errors, and systemic
physiological artifacts [32]. These three sources have different
properties and, thus, manifest themselves distinctively on the
measured signals.
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A. Environmental Artifacts
Environmental artifacts primarily originate from the mains
power leads that surround the body during day to day living and
can be seen in the form of 50/60 Hz hum. It can additionally
arise from electromagnetic interference (EMI); a disturbance
that affects the signal due to the electromagnetic radiation emit-
ted from an external source. This EMI can interact with the
measurement cables, or the human body which acts as an an-
tenna to the RF interference. Instrumentation artifact is a type
of environmental artifact which is said to originate from within
the circuit components themselves and can be observed in the
form of thermal noise (due to the changing temperature of com-
ponents), shot noise (due to the quantized nature of the electric
charge) or 1/f (pink) noise (due to the slow fluctuations of the
condensed-matter materials of the devices). Environmental ar-
tifact is a major source of interference in bioelectric measure-
ments due to the capacitive coupling of the measurement cables
with the mains [40] and other devices.
The recording leads can also be susceptible to magnetically
induced interference, but this can be reduced by shortening the
lead lengths and twisting the cables so both receive the same
interference. Further, the recording leads are also shielded to
avoid RF interference and capacitative coupling. Optical mea-
surement devices, such as PPG and NIRS, are not intrinsically
susceptible to capacitive coupling interference as no bioelec-
tric measurement is conducted. However, they are sensitive to
environmental artifacts from other natural and artificial light
sources. These interferences can be reduced by using correct
procedure and ensuring that no external lighting can affect the
recording.
Artifacts from environmental sources can normally be sup-
pressed by means of a simple filter. This is due to either the
narrow frequency band of the artifact (50/60 Hz hum) or be-
cause the frequency band that the artifact occupies is not in
the same range as the desired signal. Although white noise is
a broadband signal covering all frequencies, filtering the unde-
sired high-frequency components removes the majority of the
noise, thereby improving the signal-to-noise ratio (SNR).
B. Experimental Error
Experimental error is seen as uncontrolled/unwanted varia-
tion in the experimental setup. Experimental error can be re-
duced by proper procedure and planning, but it is almost im-
possible to eliminate completely. This inability to completely
eradicate the error is, in most part, due to human error during
experimental setup or subject motion during data acquisition.
Incorrect procedural setup, for example, the poor application of
the electrodes, can create discrepancies in the measured signal.
In the personal healthcare environment, the user is not always
a trained technician, and thus the correct procedure in prepa-
ration and recording may not always be adhered to. However,
these errors can often be observed prior to recording and, thus,
corrected. Motion of the subject can create a large amount of
experimental error and is commonly the most detrimental for
many physiological signal recordings, due to changes in the un-
derlying measurement geometry. This source of error, although
present in most recordings, is far more prominent in the personal
healthcare environment due to the patient having more freedom
of movement. Subject motion can also cause changes to the
coupling between the sensors and the tissue surface introducing
further distortion to the recorded signals.
With respect to optical methods, PPG and fNIRS for example,
motion of the subject causes two distinct types of artifact. First,
movement of the source or detector optodes with respect to
the skin causes a change in the path length taken by the light
transmitted by the source optode before it enters the detector.
Subject movement also causes a blood pooling effect observable
in the measurements. This blood pooling creates an increase in
the overall blood levels at the recording site [41] and disrupts
the ability to resolve the functional induced change.
Motion also has a damaging effect on biopotential measure-
ments in the body, such as ECG and EEG. Subject motion can
cause the position of the electrode on the skin to alter. This
movement can cause a variation in the distance between the
recording electrode and the skin, which results in a correspond-
ing change in the electrical coupling, causing signal distortion.
Subject motion can also cause a change in the conduction vol-
ume between the electrode and the signal source which induces
potential changes at the recording sites [42]. These changes cul-
minate in the production of artifact on the recorded output. The
movement of the recording devices with respect to the underly-
ing skin can be reduced by correct preparation of the interface
surface by abrasion and cleansing of the skin prior to the adhe-
sion of the electrodes [43].
Although the majority of breathing measurement devices
monitor chest movement to indirectly detect the volumetric
change of the lungs, they can equally be affected by undesired
motion of the subject. This undesired motion is due to twisting
or flexing of the torso. Care must, therefore, be taken to ensure
the measurement device is situated in a position that reduces the
probability of nonbreathing related movement.
Experimental artifacts, particularly those relating to motion,
in the recorded signals are more difficult to remove than instru-
mental artifact as they generally do not have a predetermined
narrow frequency band and their spectrum often overlaps that
of the desired signal [44], and thus classical filtering approaches
cannot be implemented.
C. Physiological Artifact
Physiological artifacts are variations in the desired signal
due to other physiological processes in the body. Major con-
tributors of artifacts most commonly detected in physiological
measurements are eye movement-related artifacts, cardiac sig-
nals and muscle tension signals measured using EMG. Other
physiological signals, such as brain signals, do not have suffi-
cient signal strength to cause major complications to the desired
measurements.
Eye movement-related artifacts have the largest detrimental
effect on EEG. As the eye alters position, the resting potential
of the retina changes and can be measured using an electroocu-
logram (EOG). Blinking also causes involuntary movement of
the retina as well as muscle movements of the eye lid. Due to
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the eyes’ close proximity to the brain, as the signal propagates
over the scalp, it can appear in the EEG as an artifact that can
present serious complications in EEG analysis [45]. The ampli-
tude of these signals can be many times greater than the EEG
signals of interest. This ocular signal can easily be measured
using electrodes placed above and below the eye.
Muscle movements can cause artifacts on a broad range of
electrophysiological signals as they can originate from any mus-
cle on the body, and thus can be in very close proximity to the
signal recording site. In terms of EEG recording, the tension of
the facial or jaw muscles has a large detrimental effect on the
desired signal. EMG does not, however, have an adverse effect
on the signals recorded using light, for example, fNIRS and
PPG, due to the different recording modalities.
The cardiac signal can cause artifacts on a number of differ-
ent recordings including EEG and EMG. The electrical signal
outputted from the heart has a high signal strength and so can
be picked up at numerous positions around the body. The beat-
ing of the heart also causes pulse artifacts, where the expansion
and contraction of the vessel introduce voltage changes into the
recordings [46]. These signals have a frequency range of around
0.5–40 Hz and 1.2 Hz, respectively, making it difficult to remove
them from most physiological signals, as these are also located
at these ranges.
Due to the overlapping spectra of the various physiological
signals, the vast majority of artifacts that can be embedded on
a signal have to be removed in a way that does not involve
basic filtering to minimize data loss. In the following section,
we review a number of the most commonly used algorithms
available at present for artifact removal.
IV. ARTIFACT REMOVAL TECHNIQUES
There are a number of general techniques used for artifact sep-
aration and removal. This separation can often be accomplished
using simple classical filtering techniques, such as low-pass fil-
tering. However, this can only be employed when the frequency
bands of the artifact and the desired signal do not overlap. When
there is spectral overlap, alternative techniques must be adopted.
Fig. 1 presents the general form of the artifact suppression
techniques discussed in this review. The signal recorded during
an experiment
(
x(n) ∈ RP ) is a combination of the original
desired signal
(
s(n) ∈ RM ) contaminated with artifact v(n).
The function f is used to describe how the two signals are com-
bined to produce the signal at the recording site. This allows for
both multiplicative [47] and additive artifacts; however, additive
artifacts are predominantly assumed as this leads to tractable
problem formulations, i.e.
x(n) = s(n) + v(n). (1)
Therefore, Fig. 1 evolves to Fig. 2. Label (i) depicts when a
reference signal u(n) is used to estimate v(n) (for example,
adaptive filtering) and (ii) depicts where v(n) is estimated di-
rectly from x(n) (for example, blind source separation (BSS)
techniques). While both (i) and (ii) can be employed together,
in practice, the methods developed fall into one or other of (i)
or (ii). The majority of artifact removal techniques also assume
Fig. 1. General framework for artifact removal.
Fig. 2. Linear framework for artifact removal.
that the number of recorded signals must be equal to or larger
than the number of sources, i.e., P ≥ M . Section IV-E describes
algorithms that operate when this is not the case.
The purpose of the numerous artifact removal techniques
described in this section is to adapt the filter parameters w so as
to minimize the mean square error between the output sˆ(n) and
the desired original signal s(n), i.e.
min
w
‖ s(n)− sˆ(n) ‖2 . (2)
A description of some of the main techniques and algorithms
currently employed in physiological signal artifact removal now
follows.
A. Adaptive Filtering
Adaptive filtering operates under the assumption that the de-
sired signal s(n) and the artifact v(n) are uncorrelated, i.e.
E[s(n)v(n)] = 0 (3)
where E[.] is the expectation operation. Using a tapped delay
line, the filter generates a signal vˆ(n) which is correlated with
the actual artifact signal v(n) from a reference signal u(n).
This estimate of the artifact is then subtracted from the recorded
signal x(n) and the residual sˆ(n) is an estimate of the original
signal s(n) [48]. The filter coefficients continue to adapt until
the artifact in the output, which is correlated with the provided
reference, has been minimized.
1) References: The choice of artifact reference u(n) is very
important when utilizing an adaptive filter. For motion artifact,
accelerometers are predominantly selected [49], [50] due to their
high sensitivity level combined with an ease of application; how-
ever, other sources such as anisotropic magnetoresistive (AMR)
sensors [51], optical bend sensors, impedance sensors [52] and
skin stretch sensors [53] have also been considered.
References for artifacts originating from undesired elec-
trophysiological signals can often be recorded using general
recording techniques. Examples of this include the record-
ing of EOG for the removal of eye movement artifact from
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Fig. 3. Adaptive filter framework for artifact removal.
EEG [45] and EMG recording for removing muscle move-
ment artifact from ECG [54]. However, other methods have
also been proposed which develop a model of the artifact to use
as a reference [44]. These model based methods can, however,
add unnecessary complexity to the system and are not often
implemented.
2) Algorithms: The choice of algorithm dictates the com-
putational cost and accuracy of the adaptive filter. The most
common algorithm employed in adaptive filtering is the least
mean-square (LMS) algorithm with a computational complex-
ity of O(L) (L is the filter length) [55] and which has a weight
update equation [56]
sˆ(n) = x(n)−wT (n)u(n) (4)
w(n + 1) = w(n) + 2μsˆ(n)u(n). (5)
This algorithm produces an estimate of the desired signal sˆ(n)
through adaption of the filter coefficients w(n). The filter coef-
ficients are adjusted so as to minimize the mean squared ampli-
tude of the estimated signal. The step size μ controls the rate of
adaption and hence the overall stability of the filter.
Another family of algorithms commonly used in adaptive fil-
tering is based on the recursive least square (RLS) algorithm.
This is a computationally more complex algorithm with a com-
putational complexity of O(L2) [55] and an update equation [57]
G(n) =
R−1(n− 1)u(n)
λ + uT (n)R−1(n− 1)u(n) (6)
R−1(n) = λ−1R−1(n− 1)−G(n)uT (n)λ−1R−1(n− 1)
(7)
w(n) = w(n− 1) + sˆ(n)G(n) (8)
where R(n) is an estimate of the input signal covariance ma-
trix and λ is a forgetting factor. The RLS algorithm exhibits
extremely fast convergence due its second-order nature. Many
papers describe the advantages of both families of algorithms
including others such as least mean absolute value and sign
(SIGN) [58]. The RLS family of algorithms consistently per-
forms to a higher accuracy than the other algorithms but in
doing so have a higher computational cost [50], [59]. In [58]
the authors tested five different algorithms from the two fami-
lies of algorithms and found that the RLS algorithms achieved
the highest accuracy (computed using correlation values) in 23
of the 28 computed tests, when removing ECG artifacts from
EMG recordings. This was especially true when the signal was
assumed stationary and a simplified formulation was used. In
2009, Zia Ur Rahman et al. [54] used a normalized signed LMS
algorithm in the cancelation of simulated artifacts on an ECG
signal. This algorithm was found to converge faster than the
basic LMS algorithm, had a lower computational cost and also
had a greater SNR improvement (3.9 dB versus 9.2 dB in some
cases), all of which are desired for operation in the personal
healthcare domain.
The adaptive filter is easy to implement and it also has an abil-
ity to operate on-line and without preprocessing or calibration,
but the requirement of additional sensors to provide reference
inputs can add to the complexity of the hardware system.
B. Wiener Filtering
Wiener filtering is another parametric technique used to re-
move unwanted artifacts from the measured signals [60]. The
Wiener algorithm is based on a statistical approach and thus
does not require the use of an external reference signal. The
signal and the (additive) artifact are assumed to be stationary
linear stochastic processes with known spectral characteristics
or known autocorrelation and cross-correlation. The desired sig-
nal and artifact are also assumed to be uncorrelated with each
other.
The purpose of the Wiener filter is to produce a linear time
invariant filter so that the mean square error between the true
desired signal s(n) and the estimated one sˆ(n) is minimized [61]
as stated in (2). This filter is determined using the power spectral
densities (PSDs) of the signal and the artifact as described in
[61]. These PSD are generally not available a priori and must
be estimated from measurements.
The necessity for calibration prior to usage, and its inability
to be employed in realtime applications, is a disadvantage of the
Wiener filter with respect to the adaptive filter. However, it elim-
inates the requirement for additional hardware on the recording
device necessary with the adaptive filter. In 2005, Izzetoglu
et al. [61] used both adaptive filtering and Wiener filtering in-
dividually to try to remove motion artifact from recorded NIRS
data. After calibration of the Wiener filter, the output was discov-
ered to have a better SNR than that achievable using the adap-
tive filter (average ΔSNR = 3.25 dB determined using epochs
of clean data as the true signal) demonstrating the advantage of
the Wiener filter.
C. Bayes Filters
Bayesian filtering is a method of probabilistically estimat-
ing a given systems state from available noisy observations.
Bayes filters express the state at the current time sample as
x(n). The probability distribution over these random variables
x(n) [known as belief , Bel(x(n))] is a representation of the
uncertainty. The Bayes filters operate by estimating the be-
liefs over the state space using all the available information
encompassed in the observed data [62], using the assumption
that the dynamic system is Markov. Markov systems assume
that the current state variable x(n) contains all the relevant in-
formation about the system.
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Bayes filters are implemented using a predictor–corrector
methodology. The predictor uses a time update model to de-
scribe the relationship between the states from one time sample
to the next. The corrector step then utilizes a measurement model
to describe the relationship between the observed data and the
internal state.
This approach overcomes some of the limitations of adaptive
filtering and Wiener filtering. Like Wiener filtering, the Bayes
filter technique does not require a reference signal to be capable
of removing the embedded artifact. However, unlike the Wiener
algorithm, Bayes filtering is capable of operating in real time.
There are a number of different methods that implement the
approximations of the Bayes filter technique currently utilized in
signal processing. The Bayes filter technique is not itself imple-
mented due to its algorithm being computationally intractable.
Two of these methods are detailed as follows.
1) Kalman Filtering: Kalman filtering was first described by
Kalman in 1960 [63]. The Kalman filter essentially implements
a mathematical predictor–corrector type estimator as stated ear-
lier. The filter uses feedback control to estimate a process: the
filter first estimates the process state at a given time and then
obtains feedback in the form of (noisy) measurements [64].
This creates two layers of calculations: time update equations
and measurement update equations as detailed by Welch and
Bishop in [64].
After each time and measurement update pair have completed,
the process is repeated with the previous a posteriori estimate
used to predict the new a priori estimate [64]. The filter models
must be created prior to implementation of the algorithm. These
models can be determined using a number of different modeling
methods, such as autoregressive and moving average models.
The requirement that the algorithm be calibrated before use [65]
could lead to problems in the personal healthcare environment.
There are a number of approaches for achieving artifact re-
moval using a Kalman filter. First, a model of both the de-
sired signal and the contaminating artifact can be produced. The
recorded signal can be described as the summation of these two
model signals and, thus, the process and measurement models
can be determined. The Kalman filter can then be implemented
to estimate the unknown system parameters by reducing the
variance of the error between the recorded output and the mod-
eled output. With the system parameters now known, artifact re-
moval can be accomplished by setting the parameters affiliated
with the artifact in the measurement model to zero. This method
was implemented by both Seyedtabaii et al. [66] and Morbidi
et al. [67] to remove motion artifact and transcranial magnetic
stimulation (TMS)-induced artifact from PPG and EEG signals,
respectively, with promising results. A second method models
just one of the combined signals, either the desired true sig-
nal or the contaminating artifact. Using this model, the Kalman
update equations are then produced. Again the Kalman filter
update equations are employed and the desired signal can be
determined either as the function of the state space equation or
as the residual [65], [68]. Reference signals can be used as an
aid in the modeling of the signals [66], if available. The Kalman
filter has also been implemented as part of an adaptive filtering
scheme in [69], in which the Kalman filter update equations
were employed to update the tap weights of the adaptive filter.
The Kalman filter operates on the assumption that the initial
uncertainty (belief) is Gaussian and that the system dynamics
are linear functions of the state [62]. However, as most systems
are not strictly linear, the Kalman filter has also been extended
to the nonlinear domain through the extended Kalman filter
(EKF) [64]. This EKF is capable of performing to the same
degree by linearizing around the current mean and covariance.
The main advantage of the Kalman filter is in the computational
efficiency of the algorithm due to its efficient use of matrix
operations. However, the filter can only function with unimodal
distributions which can be a problem in biomedical applications.
In 2001, Rohalova et al. [70] presented results showing the
advantage of the EKF in the detection of artifacts in sleep
EEG. Their results show that for that application, the nonlin-
ear Kalman filter has a sensitivity of almost twice that of the
linear Kalman filter. The EKF was also utilized by Sameni et al
in 2005 [71] and 2007 [72] with simulated ECG signals. Here,
the filter was used to remove environmental and muscle artifact
from noisy ECG showing positive results with a ΔSNR ranging
from 8.5 to 0.8 dB depending on the input SNR.
If the process and measurement models are available for the
required system, the Kalman filter stands as a very attractive
alternative to the adaptive filter for two major reasons. First,
it has a superior SNR and it also does not require an external
reference, thus, reducing the hardware costs of the system.
2) Particle Filters: Particle filtering also implements the
Bayes filter technique, but unlike the Kalman filter, it does not re-
quire the model to be linear or the distribution to be unimodal. In
order to overcome the mathematical intractability of the Bayes
method while incorporating multimodal distributions, a Monte
Carlo sampling approach is implemented as described in [73].
In order to be capable of expressing the state changes, N samples
(particles) are randomly selected from the probability density
function (pdf). These particles have weights proportional to the
amplitude of the pdf at their sample point and the weights have
the property that their sum is equal to 1. Each particle is then
passed through the process model to determine the next state of
that particle. As a result, the particle filter becomes more com-
putationally complex, but more accurate the more samples you
choose, to the point where if N = ∞, then the system will give
the optimal Bayesian solution. The weights of the new particles
are determined using an update equation that incorporates the
measurement model, and the estimated state is the mean of the
determined pdf. One issue with the particle filter is that over time
a small number of the particles become dominant, to the point
where only a single particle will have a nonzero weighting. To
prevent this from occurring, a number of different solutions have
been described [74]. One of the most common techniques used to
stop degeneracy is called the sampling-importance-resampling
technique. Using this technique, if the number of effective
particles is less than a given threshold, then the particles are
sampled with replacement from the current batch of particles
proportional to the weights of the particles. Once N particles
have been sampled the weights of each particle are reset to 1/N.
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These new particles are then passed through the process model
to determine the new states and the algorithm repeats.
Little work has been done to date for artifact removal using the
particle filter in physiological signals. However, artifact removal
using the particle filter is similar to that accomplished using the
Kalman filter. Process and measurement models are required
prior to employing the algorithm. In 2010, Hongxia and Jifang
[75] used the particle filter to remove noise from simulated and
actual motor bearing vibration signals. This was accomplished
by determining a nonlinear process model for the system and
having the measurement model as the current state plus the
added noise. Therefore, by determining the next state of the
system, the algorithm is determining the best estimate of the
signal without the added artifact.
Kalman filters require sensors with high accuracy levels and
fast update rates to perform optimally. They are one of the most
efficient filtering techniques, that use the Bayes’ method, in
relation to computation time and memory. However, if accurate
sensors are not available, or if there is no detailed model of
the process and measurements then particle filtering becomes
the more viable option. Particle filters do not require a detailed
model of the systems and, thus, are a very flexible tool with a
relatively low implementation overhead [62].
D. Blind Source Separation (BSS)
BSS is based on a wide class of unsupervised learning algo-
rithms with the goal of estimating sources (which are not nec-
essarily independent) and parameters of a mixing system [76]
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where si , vi , xi ∈ R1×L are row vectors of L samples for the ith
original underlying source signal with specific statistical prop-
erties, the ith contaminating artifact signal and the ith recorded
signal. A is the unknown mixing matrix and N is an unknown
matrix representing noise and error values. For the remainder of
this paper, the combined source and artifact signal matrix will
be referred to as S.
Estimation is performed using only the output signals from the
BSS algorithm, the recorded sensor signals and some assump-
tions on the signal; therefore, no additional reference signal is
required. Most BSS models can be expressed algebraically in
terms of matrix factorization, given observation X perform the
matrix factorization, X = AS. This is the general form of the
equation and it can be expressed as equation 1 with P = M = Q
and A = [IM ; IM ], where IM is the M×M identity matrix. As
only the observations X are known, the BSS technique is used to
generate an unmixing matrix to determine the original sources.
Sˆ = WX (10)
where Sˆ is the estimation of the original sources (and artifact)
and W is the unmixing matrix. Once the estimations of the
original sources are known, the sources representing the artifact
signals can be removed.
There are number of different algorithms available to per-
form BSS, including independent component analysis (ICA)
and canonical correlation analysis (CCA) described in the fol-
lowing. Each algorithm performs matrix factorization with the
aid of some particular assumptions about the signals, such as in-
dependence for ICA. The fundamental approaches underpinning
source separation algorithms, as described in Choi et al. [76],
are: 1) the use of higher order statistics (HOS) including skew-
ness and kurtosis; 2) second-order statistics (SOS) including
delayed correlations and spectral diversity; 3) SOS with non-
stationarity; and 4) the use of the signal characteristics (time,
frequency) to separate the sources.
The choice of the optimum algorithm to employ depends on
a priori knowledge of the signal. Some of the most common
BSS algorithms employed in research are described as follows.
1) ICA: ICA is a BSS technique [77] in which recorded,
multichannel signals are separated into their independent con-
stituent components or sources [78]. There are many assump-
tions that the sources and mixing must adhere to for ICA to be
allowed to be employed, including linear mixing, square mixing
and stationary mixing. These assumptions are clarified further
by James and Hesse [79].
One of the major limitations of ICA is the requirement for
the independent sources to be non-Gaussian. ICA can obtain
an estimate sˆ of the sources s iff the sources are non-Gaussian.
If a single independent component is Gaussian, it can be esti-
mated as the residual that is leftover after extracting all other
independent components, but ICA cannot account for more than
one Gaussian component. Unfortunately, a component is gen-
erally not known to be Gaussian or non-Gaussian a priori.
The data are commonly whitened prior to the computation of
the ICA. This can be achieved with principle component anal-
ysis (PCA). By doing so, the correlation between the signals
is canceled and the dimensionality of the data can often be
reduced.
There are a number of different algorithms used to determine
the unmixing matrix W. Some of the most commonly employed
include fast ICA [78], the Bell–Sejnowski algorithm [80], ex-
tended ICA [81], and JADE [82]. Fast ICA separates the sources
by maximizing the magnitude of the kurtosis or by maximizing
the negentropy. The Bell–Sejnowski algorithm uses negentropy
to try and separate the sources. The extended ICA algorithm
is similar to that proposed by Bell and Sejnowski, but allows
for sources that have a negative kurtosis. Finally, the JADE
algorithm maximizes the kurtosis of the pdf through a joint
diagonalization of the fourth-order cumulants.
When the recorded signals have been passed though the un-
mixing matrix W, the outputs are deemed to be the original
independent sources. The sources considered to be artifacts
can then be removed. The artifact signals can often be deter-
mined using heuristics such as signal shape, frequency, and
amplitude [83]. The remaining sources are thus the original de-
sired signal sources, and when put through the inverse of the
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unmixing matrix W−1 , the resulting outputs are the artifact-
corrected signals [84], [85], [86].
While propagation delays associated with physiological sig-
nals are generally small, they could potentially be sufficient
to violate the ICA assumptions of instantaneous mixing of the
sources. An extension to the ICA algorithm, known as Convolu-
tive ICA (CICA), has been developed which takes into account
both weighted and delayed contributions of sources in the gen-
eration of the observations [87]. In doing so, the coefficients of
the unknown mixing matrix A are substituted by finite impulse
response filters and the product term of (10) is replaced by the
convolution operator . Milanesi et al. [88] used a frequency
domain approach with the CICA algorithm for the removal of
motion artifacts from ECG and illustratively showed it to pro-
vide improved results compared to basic ICA. The algorithm
has also been shown to improve the separation of EEG compo-
nents [89] compared to the ICA algorithm.
ICA, as a nonparametric algorithm, has a major advantage
over some other parametric algorithms, such as adaptive filter-
ing, in that no a priori information is required for the algorithm
to function. Thus, no reference signals are required, reducing
the number of sensors allowing for a more portable device.
However, if a priori information is used in the model, the ICA
algorithm becomes much more informative as a technique [79].
2) CCA: CCA [90] is another BSS method for separating
a number of mixed or contaminated signals. The CCA method
uses second-order statistics (SOS) to generate components de-
rived from their uncorrelated nature. CCA solves the BSS prob-
lem by forcing the sources to be maximally autocorrelated and
mutually uncorrelated [91]. By looking for uncorrelated com-
ponents, the approach uses a weaker condition than statistical
independence sought by the ICA algorithm. ICA does not take
temporal correlations into account; thus, the samples can be ar-
ranged arbitrarily in time and the method will return the same
solution. CCA addresses this point by being capable of finding
uncorrelated components that, in addition, have maximum spa-
tial or temporal correlation within each component. Details on
the algorithm used to find the unmixing matrix W using CCA
can be found in [92]. Artifact removal can then be introduced
by setting the columns of the unmixing matrix, which repre-
sent the artifacts in the recording to zero when performing the
reconstruction.
Borga and Knutsson [92] compared both CCA and fast ICA
for the problem of separating five different EEG channels. Both
methods had qualitatively the same results, but as CCA em-
ploys SOS, where ICA employs HOS, the CCA method is more
computationally efficient. The authors repeated this test with
fMRI data in [93] and again showed that the CCA algorithm
performed better in terms of computational complexity by at
least an order of magnitude while having similar qualitative re-
sults, thus, lending itself toward implementation in the personal
healthcare domain. It is also noted that the CCA method always
returns the same result when employed with a given dataset,
this, however, is not true when using the ICA algorithm.
In 2006, Clercq et al. [91] used CCA to successfully remove
muscle artifacts from EEG. This method was also shown on
simulated data to outperform an ICA-based technique (JADE),
where the overall relative root MSE (RRMSE) for CCA was on
average 2.48 times lower than that achieved using ICA. This
result was again documented by Gao et al. [94] in 2010. The
possible reason for CCA’s improved performance over the ICA
method is due to the form of the muscle activity. As ICA em-
ploys statistical independence to separate the sources, it is able
to isolate those artifacts with stereotyped scalp topographies
into a single independent component. Muscle artifacts, how-
ever, involve the movement of a group of muscles, which do not
have a stereotyped topography and, thus, ICA does not function
correctly.
E. Artifact Removal From Single-Channel Measurements
In addition to some of the artifact removal techniques de-
scribed earlier which can operate on single channels (adaptive
filter, Wiener filter, Bayes filters), there are also a number of
additional algorithms devised to operate on systems that have
only a single channel. These algorithms are utilized more fre-
quently in the personal healthcare domain due to the desire
for low hardware costs and operational setup complexity. The
algorithms assume the same model as given in (9), but the ob-
servations are no longer multidimensional, hence (9) reduces
to
x = aS + n (11)
where x,n ∈ R1×L , a ∈ R1×(M +Q) and S ∈ R(M +Q)×L . As
there are deemed to be more sources then recorded signals,
the BSS methods described earlier can no longer operate. The
developed algorithms use a modified form of the previously
established methods (assuming the same signal properties) in
conjunction with some new algorithms. Three of these methods
are described as follows.
1) Single-Channel ICA: As stated in section IV-D1, the in-
dependent sources sˆ can only be separated from the recorded
mixed signals x if the inverted matrix W of the mixing ma-
trix A can be determined, i.e., sˆ = Wx. However, basic ICA
does not function if there are more sources than sensors. In
2007, Davies and James [95] demonstrated that ICA can be im-
plemented on single-channel signals if the PSD of the mixed
signals is disjointed. If this is the case, the recorded time series
is then fragmented into a sequence of contiguous blocks. With
these new vector observations, the problem of single-channel
ICA (SCICA) transforms into a multiple channel ICA problem.
Using the original ICA method, each signal can be decomposed
and reconstructed in the observation domain achieved through
the implementation of the mixing and unmixing matrices as de-
scribed by Davies and James [95]. This algorithm was shown to
be able to extract a number of spikes, seizure components, and
ocular artifacts from a recorded single-channel EEG signal.
2) Dynamical Embedding (DE): DE creates a series of delay
vectors of the recorded signal and uses these vectors to create an
embedded matrix, also known as a trajectory matrix, as observed
in [96]. This matrix needs to be further decomposed so as to
access the information required from the signal. There are a
number of different methods used to decompose these matrices,
two of which will be described in more detail later.
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James and Lowe [96] used fast ICA to deconstruct the embed-
ding matrix created using single-channel recordings from both
EEG and magnetoencephalogram (MEG) embedded with ocu-
lar and 50-Hz-hum artifact, into to its informative components.
The fast ICA algorithm was chosen due to its ease of implemen-
tation and speed of operation. The fast ICA algorithm performs
as stated in section IV-D1 and deconstructs the embedded ma-
trix into m ICs. The next step in the process is the selection of
the ICs that are not a result of artifacts, which is not always a
trivial task. With these ICs chosen, they are then projected back
onto the measurement space in isolation, where the embedding
is reversed, thus, producing the resultant single-channel signal
free of the detected artifacts.
Teixeira et al. [97] used an alternative method to extract the
desired information from the embedded matrix. In this paper,
the authors used local singular spectrum analysis (local SSA) to
extract high-amplitude and low-frequency artifacts from single-
channel EEG recordings. Similar columns of the trajectory ma-
trix are grouped together using a clustering algorithm such as
k-means creating a number of subtrajectory matrices. PCA is
then used to determine each individual cluster’s eigenvalues
and eigenvectors. Denoising is achieved by projecting the data
onto the eigenvectors corresponding to the k largest eigenvalues,
with the value of k (which can be different for each cluster) de-
termined using the minimum description length criterion [97].
After denoising, each subtrajectory matrix is reconstructed as
described in [97]. Each column of the new subtrajectory matri-
ces is then assigned to a column of a new trajectory matrix. The
columns, to which they are assigned, are determined according
to the columns of the original trajectory matrix used to create
the subtrajectory matrix. Finally, the 1-D signal is regenerated
by averaging over the entries of the corresponding descending
diagonals of the reconstructed trajectory matrix. This technique,
unlike conventional ICA methods, does not require any user in-
put in the selection of components of the reconstruction, thus,
allowing for fully automatic artifact removal. It is capable of
removing artifacts such as line noise, baseline drift and eye
and head movements, all common in the personal healthcare
measurement domain [97].
3) Morphological Component Analysis (MCA): MCA oper-
ates by decomposing the recorded signal into components that
have different morphological characteristics. Each component
is sparsely represented in an overcomplete dictionary, which is
comprised of a collection of waveforms, called atoms, which
can be used to describe the different underlying signals. The
overall signal is thus a linear combination of these individual
atoms multiplied by their coefficient vectors. The basis pursuit
denoise model [98] is then used to find the sparsest representa-
tion. Once this has been completed, the bases that represent the
artifact signal(s) can be removed.
In [98], the authors used the MCA algorithm to remove arti-
facts originating from eye-brow raising, jaw clenching, swallow-
ing, and eye blinks from a single-channel EEG recording. Three
dictionaries were chosen to represent the EEG signal, namely
the Daubechies wavelet, the discrete cosine transform (DCT),
and the Dirac basis. These bases were chosen as they are capa-
ble of representing the different morphologies of the recorded
EEG and artifact [98]. Their results visually demonstrate that the
MCA algorithm reduces the artifacts in the simulated contami-
nated EEG signal, while also producing an improved correlation
with the true signal (R = 0.5485) over that produced using the
stationary wavelet transform (R = 0.2925). The artifacts due
to 60-Hz hum are not removed using this method however, as
this artifact is also represented using the DCT basis. This can
be removed by post processing using basic filtering. The sys-
tem can be improved by adding more applicable dictionaries to
the already overcomplete dictionary. This method has also been
applied in multichannel systems by Yong et al. [99].
4) Wavelet ICA (WICA): WICA utilizes both the wavelet
transform and ICA in the removal of artifacts from the desired
signal. The wavelet transform has been used previously to re-
move artifacts from biomedical signals [100], [101], [102]. The
discrete wavelet transform (DWT) is unable to remove artifacts
which overlap in the spectral domain, for example, ECG ar-
tifact embedded on an EMG signal. ICA also has limitations
as described earlier in Section IV-D1. One main assumption
and limitation is the requirement that the number of sources
is equal to the number of measurement sensors. The method
ofWICA, as described in [12], combines the positive aspects of
both independent algorithms to overcome some of their individ-
ual shortcomings. WICA can be used for single-channel record-
ings due to the wavelets creating multidimensional data from
a single-channel measurement as described by Lin and Zhang
in 2005 [103]. The DWT is first applied to the single-channel
recording. The resulting wavelet resolutions are analyzed and
the resolutions that contain artifacts components are manually
selected. These artifact corrupted wavelet resolutions are then
used to create a new dataset, which is used as the input to the
chosen ICA algorithm. ICA is applied as specified in Section IV-
D1 and the components determined to be artifacts are removed.
Wavelet reconstruction is then performed using both the unse-
lected coefficients and the coefficients cleaned during the ICA
step. This produces the multichannel signals with the artifact
removed. Mijovic´ et al. [104] demonstrated how this approach
can be used to remove ECG artifacts from contaminated EMG
recordings.
5) Empirical Mode Decomposition ICA (EMD-ICA): The
EMD method was first described in 1998 [105] as a technique
for nonlinear signal processing and is well suited to nonstation-
ary signals. The EMD algorithm decomposes the signal into
components called intrinsic mode functions (IMF) with well-
defined instantaneous frequencies. These IMFs can then be used
as inputs to an ICA algorithm and the mixing and unmixing ma-
trices can be found [104]. The IC’s corresponding to the artifact
can be removed and the original signal minus the artifact can be
obtained by adding all the new derived IMFs.
Ensemble EMD-ICA (EEMD-ICA) was tested against WICA
and SCICA as a method for the removal of simulated arti-
facts from recorded physiological signals [104]. EEMD-ICA
was seen to perform slightly better than the WICA algorithm
(RRMSE ranging from 50.73% to 64.79% for EEMD-ICA
and RRMSE = 66.22% for WICA) at removing the artifacts
from EMG and EEG data, with both outperforming the SCICA
algorithm. As most biological signals are nonstationary and
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TABLE I
A COMPARISON OF THE ADVANTAGES AND DISADVANTAGES OF VARIOUS ARTIFACT REMOVAL TECHNIQUES
nonlinear, the EEMD-ICA algorithm adapts itself effectively to
real world situations.
V. DISCUSSION
The algorithms examined earlier are among the most com-
monly implemented in the biomedical signal processing field.
The choice of which algorithm to employ depends on a number
of different factors, some of which are discussed later.
Long-term patient monitoring is often required to evaluate a
patients well being and is commonly performed in an out-patient
domain. This requires that the systems implemented are capa-
ble of operating for prolonged periods, without the overhead of
frequent changing or charging of batteries. The computational
cost of the chosen artifact removal algorithm therefore becomes
an important concern. If significant power is consumed by on-
board processing, battery life will reduce and this may require
excessive changing or charging of the batteries, thus, disrupting
the desired recordings. It is also possible to perform long-term
recordings and to implement the artifact removal on a PC of-
fline. In these situations, the computational load of the algorithm
becomes less problematic, but the results are no longer reported
in real time.
The availability of reference signals should also be taken into
account when designing or selecting an algorithm. If available,
simple adaptive filter algorithms can be used, with a low compu-
tational cost. They can also improve the accuracy and robustness
of techniques, such as ICA [79]. Reference signals for the ar-
tifact can also be employed to determine the epochs of data,
where artifact removal techniques should be administered [41].
The reference data specify the samples in the recorded signals,
where artifacts are likely to be present, thus, manipulating this
information can reduce the computational cost of the system.
The number and quality of recording sensors also has an im-
pact on the choice of artifact removal technique employed. It
is a requirement in most BSS algorithms that there be as many
measurement sensors as underlying sources. In the personal
healthcare environment, there is often a reduction in the number
of sensors with respect to the clinical recording setting, due to
the complexity or time required during setup. Therefore, algo-
rithms utilized in these environments are required to be capable
of separating sources with no redundant sensors as described in
section IV-E. A reduction in the quality of the measurement sen-
sors, commonly observed outside the clinical setting, can often
necessitate the use of more computationally expensive artifact
removal techniques, for example, from the Kalman filter to the
particle filter. These techniques do, however, require accurate
models of the signals, which may not always be available.
Although a variety of algorithms have been developed for
removing unwanted artifacts, artifact removal continues to be
an open research problem. As evident from Table I, there is
currently no single best method that is efficient and robust over
a wide range of conditions. Therefore, in the future, custom
algorithms based on circumstances are likely to develop. Some
current algorithms, such as EEMD-ICA, incorporate many of the
previously mentioned desired attributes, but fail to satisfy them
all. It is felt that in the coming years the joint use of a number
of new and currently available methods will allow for all the
attributes to be fulfilled. For example, the use of EEMD-CCA
may allow for similar results to those achieved using EEMD-
ICA; however, there will be a significant drop in computational
complexity due to the use of a second-order algorithm, CCA.
Further, as hardware and signal processing techniques continue
to improve in computational resource and cost, respectively, the
artifact removal systems will continue to be implemented more
readily in nonclinical settings, increasing the comfort levels for
the users while reducing the deployment costs [3].
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