Noncommutative determinants, Cauchy-Binet formulae, and Capelli-type
  identities II. Grassmann and quantum oscillator algebra representation by Caracciolo, Sergio & Sportiello, Andrea
ar
X
iv
:1
30
9.
79
16
v2
  [
ma
th.
QA
]  1
8 O
ct 
20
13
Noncommutative determinants,
Cauchy–Binet formulae,
and Capelli-type identities
II. Grassmann and quantum oscillator algebra representation
Sergio Caracciolo
Dipartimento di Fisica dell’Universita` degli Studi di Milano and INFN
via Celoria 16, I-20133 Milano, ITALY
Sergio.Caracciolo@mi.infn.it
Andrea Sportiello∗
LIPN, UMR CNRS 7030 Universite´ Paris-Nord
99, avenue Jean-Baptiste Cle´ment 93430 Villetaneuse, FRANCE
Andrea.Sportiello@lipn.fr
Mathematics Subject Classification: 15A15 (Primary);
05A19, 05A30, 05E15, 13A50, 15A54, 16T20, 20G42 (Secondary).
September 5, 2018
Key Words: Invariant Theory, Capelli identity, Non-commutative determinant, row-
and column-determinants, Cauchy–Binet theorem, Weyl algebra, right-quantum ma-
trix, Cartier–Foata matrix, Manin matrix, Quantum oscillator algebra, Grassmann
Algebra, Campbell-Baker-Hausdorff formula,  Lukasiewicz paths.
∗On leave from Dipartimento di Fisica and INFN, Universita` degli Studi di Milano, via Celoria 16,
I-20133 Milano, ITALY.
Abstract
We prove that, for X , Y , A and B matrices with entries in a non-commutative
ring such that [Xij , Ykℓ] = −AiℓBkj , satisfying suitable commutation relations (in
particular, X is a Manin matrix), the following identity holds
col-detX col-detY = 〈0| col-det(aA+X(I − a†B)−1Y ) |0〉 .
Furthermore, if also Y is a Manin matrix,
col-detX col-detY =
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯Aψ)k
k + 1
(ψ¯XBkY ψ)
)
.
Notations: 〈0|, |0〉, are respectively the bra and the ket of the ground state, a† and
a the creation and annihilation operators of a quantum harmonic oscillator, while
ψ¯i and ψi are Grassmann variables in a Berezin integral. These results should be
seen as a generalization of the classical Cauchy–Binet formula, in which A and B
are null matrices, and of the non-commutative generalization, the Capelli identity,
in which A and B are identity matrices and [Xij , Xkℓ] = [Yij , Ykℓ] = 0.
2
1 Introduction
1.1 The Cauchy–Binet theorem
Let R be a commutative ring, and let M = (Mij)
n
i,j=1 be a n×n matrix with elements
in R. The determinant of the matrix M can be defined as
detM :=
∑
σ∈Sn
sgn(σ)Mσ(1)1 Mσ(2)2 · · · Mσ(n)n (1)
where Sn is the permutation group of the set [n] = {1, 2, . . . , n} and sgn(σ) is the sign
of the permutation σ.
Let X be a n×m matrix and Y a m×n matrix with elements in the commutative
ring R. For each subset I ⊆ [m] let be X[n],I the minor of X with columns in I and
similarly YI,[n] the minor of Y with rows in I. The classical Cauchy–Binet formula
relates the product of the determinant of these matrices to the determinant of the
product. More precisely ∑
L⊆[m]
|L|=n
detX[n],L detYL,[n] = det(XY ) . (2)
In order to generalize the definition (1) to matrices with elements in a noncommutative
ring R, the first problem encountered is that it is ambiguous without an ordering
prescription for the product. Rather, numerous alternative “determinants” can be
defined: for instance, the column-determinant
col-detM :=
∑
σ∈Sn
sgn(σ)
n∏
i=1
Mσ(i) i (3)
and the row-determinant
row-detM :=
∑
σ∈Sn
sgn(σ)
n∏
i=1
Mi σ(i) . (4)
(Note that col-detM = row-detMT.) It is intended above that, when dealing with
non-commuting quantities having indices depending on a single integer, the product
symbol Π denotes an “ordered product”, i.e.
k+ℓ∏
i=k
fi := fkfk+1 . . . fk+ℓ . (5)
In [1] we have proven, in collaboration with A.D. Sokal, non-commutative generaliza-
tions of the Cauchy–Binet formula. In order to express our result, we called the matrix
M column-pseudo-commutative in the case
[Mij ,Mkℓ] = [Miℓ,Mkj ] for all i, j, k, ℓ (6)
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and
[Mij ,Miℓ] = 0 for all i, j, ℓ . (7)
(Similarly, we said a matrix M to be row-pseudo-commutative in case MT is column-
pseudo-commutative)1. Furthermore, we said that M has weakly column-symmetric
(and row-antisymmetric) commutators if (6) holds for i 6= k (and (7) not necessarily
holds).
We proved [1, Proposition 1.2] that2
Proposition 1.1 (noncommutative Cauchy–Binet) Let R be a ring, and let X be
a n×m matrix and Y a m× n matrix with elements in R. Suppose that
[Xij , Ykℓ] = −Aiℓδkj for all i, j, k, ℓ (8)
with A a n× n matrix. Then
(a) If X is row-pseudo-commutative, then∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] = col-det(XY +Q
col) (9)
where
Qcolij := Aij(n− j) . (10)
(b) If Y is column-pseudo-commutative, then∑
L⊆[m]
|L|=n
row-detX[n],L row-detYL,[n] = row-det(XY +Q
row) (11)
where
Qrowij := Aij(i− 1) . (12)
(c) In particular, if [Xji,Xℓk] = 0 and [Yij , Ykℓ] = 0 whenever j 6= ℓ, then∑
L⊆[m]
|L|=n
detX[n],L detYL,[n] = col-det(XY +Q
col) = row-det(XY +Qrow) . (13)
With respect to the commutative case (2), the determinants are replaced by one of its
non-commutative generalizations, but the left-hand side keeps the same form, while on
the right-hand side the product XY requires an additive correction.
1Note that (6) implies 2[Mij ,Miℓ] = 0, i.e. twice equation (7), a subtlety, of relevance only when
the field K over which the ring R is defined is of characteristic 2, that will appear several times along
the paper.
2Here we perform a change of notation for future convenience (AT → X,B → Y, h → A) and
consider only the case r = n.
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An example of a non-commutative ring R is the Weyl algebra Am×n(K) over some
field K of characteristic 0 (e.g. Q, R or C) generated by a m×n collection Z = (zij) of
commuting indeterminates (“positions”) and the corresponding collection ∂ = (∂/∂zij)
of differential operators (proportional to “momenta”); so that[
zij ,
∂
∂zkℓ
]
= − δikδjℓ ; (14a)
[zij , zkℓ] =
[
∂
∂zij
,
∂
∂zkℓ
]
= 0 . (14b)
If we set m = n, X = ZT and Y = ∂, we soon get Aij = δij for each i, j ∈ [n] and
detX det ∂ =col-det[XT∂ + diag(n− 1, n− 2, . . . , 0)] (15)
= row-det[XT∂ + diag(0, 1, . . . , n− 1)] (16)
which are the Capelli identities [2–5] of classical invariant theory [6–8], a field of re-
search that, in more than a century, has remained active up to recent days (a forcerly
incomplete selection of papers on the subject includes [9–24]). Because of this exam-
ple, the correction term due to the presence of the matrix Q which appears in the
non-commutative case is sometimes called the “quantum” correction with respect to
the formula in the commutative case (2).
Chervov, Falqui and Rubtsov give in [29] an extremely interesting survey of the
algebraic properties of row-pseudo-commutative matrices (which they call “Manin ma-
trices”, because a similar notion has proven fruitful in the context of quantum groups,
where it arose already two decades ago in Manin’s work [25–28]), when the ring R is
an associative algebra over a field of characteristic 6= 2. In particular, [29, Section 6]
contains an interesting generalization of our result. Another recent interesting survey,
on combinatorial methods in the study of non-commutative determinants, is the PhD
Thesis of M. Konvalinka [30].
In this paper we will investigate a stronger version of Proposition 1.1. In particular
we relax the condition that for all i, j, k, ℓ
[Xij , Ykℓ] = −Aiℓδkj (17)
to
[Xij , Ykℓ] = −AiℓBkj (18)
where B is a m×m matrix whose elements are supposed to commute with everything.
Remark that, whenever B is invertible,3 from (18) by multiplication of B−1js and
sum over j we get
[(XB−1)is, Ykℓ] = −Aiℓδks (19)
3Recall that, in our case, this is not just a matter of the matrix being non-singular: as the entries
Bij are valued in a ring, not even the single entries, even when non-zero, are guaranteed to have a
multiplicative inverse, i.e. not even the case n = 1 is easy.
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which is of the form (17), and similarly by multiplication of B−1sk and sum over k
[Xij , (B
−1Y )sℓ] = −Aiℓδsj (20)
and, as if X is row-pseudo-commutative also XB−1 is such, while if Y is column-
pseudo-commutative also B−1Y is such. Thus, quite trivially, Proposition 1.1 can be
used to express, for example in the case (a)∑
I,L⊆[m]
|L|=|I|=n
col-detX[n],I detB
−1
IL col-det YL,[n] = col-det(XB
−1Y +Qcol) . (21)
In agreement with the philosophy of the original Capelli identity, our goal in this paper
is in another direction: we want to find generalizations of Proposition 1.1, under the
more general (18), in which the left-hand side of (9) (and variants) is kept exactly in
this form (with no dependence from B whatsoever), and investigate for a generalized
“quantum correction” on the right-hand side.
We have not been able to reach an expression as simple as we got previously in
Proposition 1.1, (not even in the case when B is invertible). However, we have found
closed formulas with the help of the algebra and the Hilbert space of a single “bosonic
quantum oscillator” (also known as Heisenberg-Weyl Algebra), and, also, as a Berezin
integral in Grassmann algebra, corresponding to “fermionic quantum oscillators” (see
respectively the following Propositions 1.2 and 1.4, which are the main results of the
paper).
We point out here a possible source of confusion. While, at the foundations of
invariant theory, Capelli identities have been discovered within their explicit realization
in Weyl Algebra (the example of equations (14)), it is nowadays clear, and along the
lines e.g. of [1], [29], and several other papers, that the appropriate context of this
family of identities is the identification of sufficient conditions on the commutation
rules for the elements of the involved matrices, regardless from the presentation of
rings R, and matrices valued in R, realizing these rules. To characterize and classify
these realizations (or, even, to determine their existence) is a problem that we find
important, but of separate interest, and we do not treat it here. The role of the Weyl-
Heisenberg and Grassmann algebras mentioned above is not at the level of the explicit
realization of the matrices. It consists instead of an auxiliary structure, implementing
certain combinatorial relations at the level of manipulation of commutators, that arise
along the lines of the proof.
We annotate here an interesting paper, by Blasiak and Flajolet [31], presenting
a collection of classical and new facts on the role of Weyl-Heinsenberg Algebra in
combinatorics, in the spirit of the discussion above.
1.2 The bosonic quantum oscillator
Following the classical treatment of the quantum oscillator by Dirac [33, Chapter 6],
let us introduce the operator a and its adjoint a†, called respectively annihilation and
creation operator, and the Hermitian number operator N = a†a.
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They satisfy the commutation relations of the Weyl-Heisenberg algebra
[a, a†] = 1 , [N, a] = −a , [N, a†] = a† . (22)
Let |n〉 with n ∈ N be the eigenstate of N corresponding to the eigenvalue n, that is
N |n〉 = n |n〉 . (23)
In particular the lowest eigenstate of N , |0〉, is annihilated by a
a |0〉 = 0 . (24)
Without loss of generality, we assume it to be of unit norm, 〈0|0〉 = 1.
Our first generalization of the Capelli identity is stated within this framework.
Proposition 1.2 Let R be a ring, and let X be a n×m matrix and Y a m×n matrix
with elements in R. Suppose that
[Xij , Ykℓ] = −AiℓBkj for all i, j, k, ℓ (25)
with A a n×n, and B a m×m matrix whose elements commute with everything. Then
(a) If X is row-pseudo-commutative, and
[Xij , Akℓ]− [Xkj , Aiℓ] = 0 for all i, j, k, ℓ (26)
then∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] = 〈0| col-det[aA+X(1 − a
†B)−1Y ] |0〉 . (27)
(b) If Y is column-pseudo-commutative, and
[Yij , Akℓ]− [Yiℓ, Akj ] = 0 for all i, j, k, ℓ (28)
then∑
L⊆[m]
|L|=n
row-detX[n],L row-detYL,[n] = 〈0| row-det[a
†A+X(1−aB)−1Y ] |0〉 . (29)
(c) In particular, if [Xji,Xℓk] = 0 and [Yij , Ykℓ] = 0 whenever j 6= ℓ, then∑
L⊆[m]
|L|=n
detX[n],L detYL,[n] =〈0| col-det[aA+X(1− a
†B)−1Y ] |0〉 (30)
=〈0| row-det[a†A+X(1 − aB)−1Y ] |0〉 . (31)
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The further commutation condition (26) (and the counterpart (28) for case (b)) appears
as a subtle technicality, that we did not succeed to avoid. Note however that, as shown
in Lemmas 3.6 and 3.7 through an analysis of the consequences of the Jacobi Identity,
it is implied by a very mild condition on B, (informally, that two vectors ~u,~v ∈ Rm
exist such that the scalar product (~u,B~v) is a regular element of the ring, i.e., it is
not zero, and not a divisor of zero). In particular, this is obviously the case under the
circumstances originally treated in [1], where B = I.
As an example, let the non-commutative ring R be the Weyl algebra Am×s(K) over
some field K of characteristic 0 (e.g. Q, R or C) generated by an m × s collection
Z = (zai ) with i ∈ [n] and a ∈ [s] of commuting indeterminates and the corresponding
collection ∂ = (∂/∂zai ) of differential operators; so that[
zai ,
∂
∂zbj
]
= −δijδ
ab ; (32a)
[zai , z
b
j ] =
[
∂
∂zai
,
∂
∂zbj
]
= 0 . (32b)
Let
Xij =
s∑
a=1
zai α
a
j , Ykℓ =
s∑
a=1
βak
∂
∂zaℓ
, (33)
with αaj , β
a
k commuting with everything, so that for all i, ℓ ∈ [n] and j, k ∈ [m]
[Xij ,Xkℓ] = [Yij, Ykℓ] = 0 (34)
and
[Xij , Ykℓ] = −δiℓ
s∑
a=1
βakα
a
j (35)
which, in our notation means that
Aiℓ = δiℓ , Bkj =
s∑
a=1
βakα
a
j . (36)
Remark that the rank of the m×m matrix B is min(m, s), in particular, when s < m,
B is not invertible.
In the particular case in which Bij = δij for each i, j ∈ [m], both Proposition 1.1
and 1.2 apply. As a consequence, the right hand sides must be equal and, for example,
if X is row-pseudo-commutative, then
col-det(XY +Qcol) = 〈0| col-det[aA+ (1− a†)−1XY ] |0〉 (37)
while, if Y is column-pseudo-commutative, then
row-det(XY +Qrow) = 〈0| row-det[a†A+ (1− a)−1XY ] |0〉 . (38)
These relations are indeed valid regardless from the fact that A is related to the com-
mutator of X and Y , i.e. they are a consequence of a stronger fact
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Proposition 1.3 Let R be a ring and U and V be two n × n matrices with elements
in R. Then
col-det(U +Qcol) = 〈0| col-det
(
aV + (1− a†)−1U
)
|0〉 (39)
where
Qcolij := Vij(n − j) , (40)
and
row-det(U +Qrow) = 〈0| row-det
(
a†V + (1− a)−1U
)
|0〉 (41)
where
Qrowij := Vij(i− 1) . (42)
This fact, together with a generalization, is proven in Section 2.
1.3 The Grassmann algebra
The determinant of a n × n matrix M with elements in a commutative ring can be
represented as a Berezin integral over the Grassman algebra generated by the 2n anti-
commuting variables {ψi, ψ¯i}i∈[n] (for an introduction to such a topic we invite the
interested reader to refer to [34, Appendix B]). More precisely:
detM =
∫
D(ψ, ψ¯) exp(ψ¯Mψ) (43)
where
D(ψ, ψ¯) :=
n∏
i=1
dψi dψ¯i . (44)
Therefore the Cauchy–Binet theorem can also be written as the identity
∑
L⊆[m]
|L|=n
detX[n],L detYL,[n] =
∫
D(ψ, ψ¯) exp(ψ¯XY ψ) . (45)
We have obtained the following generalization
Proposition 1.4 Let R be a ring containing the rationals, and let X be a n×m matrix
and Y a m× n matrix with elements in R. Suppose that
[Xij , Ykℓ] = −AiℓBkj for all i, j, k, ℓ (46)
with A a n× n, and B a m×m matrix whose elements commute with everything. Let
Im the m×m identity matrix. Assume that
[Xij , Akℓ]− [Xkj , Aiℓ] = 0 for all i, j, k, ℓ ; (47)
[Yij, Akℓ]− [Yiℓ, Akj] = 0 for all i, j, k, ℓ . (48)
Then
9
(a) If X and Y are row-pseudo-commutative, then
∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯Aψ)k
k + 1
(ψ¯XBkY ψ)
)
=
∫
D(ψ, ψ¯) exp
(
− ψ¯X
ln(1− (ψ¯Aψ)B)
(ψ¯Aψ)B
Y ψ
)
.
(49)
(b) If X and Y are column-pseudo-commutative, then
∑
L⊆[m]
|L|=n
row-detX[n],L row-detYL,[n] =
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯XBkY ψ)
(ψ¯Aψ)k
k + 1
)
=
∫
D(ψ, ψ¯) exp
(
− ψ¯X
ln(1− (ψ¯Aψ)B)
(ψ¯Aψ)B
Y ψ
)
.
(50)
The commutation condition (47) in the hypotheses above is identical to the condition
(26) in Proposition 1.2. Thus, as stated earlier, the following Lemmas 3.6 and 3.7
discuss mild conditions on B that would imply it.
However we are not aware of equally satisfactory conditions under which the hy-
pothesis (48) holds. In particular, the hypothesis that Y is row-commutative would
have rather suggested to interchange indices i and k in the second summand, instead
of j and ℓ. A sufficient condition would be that Y is both row- and column-pseudo-
commutative, i.e., that it is tout-court commutative, as in this situation the column-
analogue of Lemmas 3.6 and 3.7 would apply (note, with the hypotheses of the lemmas
now being on BT). We are not aware of any set of matrices realizing the hypotheses
of the proposition above and in which Y is not commutative, nor we have a proof that
such a realization cannot exist (see the discussion at the end of Section 3).
We will prove Proposition 1.3 in Section 2. Then in Section 3 we recall some basic
facts which were useful in our proof of Proposition 1.1, and will also be needed in the
following. This section includes also a discussion on the conditions on the commutation
of X and A. Section 4 is of combinatorial nature. It presents a lemma on the weighted
enumeration of a family of lattice paths, (of  Lukasiewicz type), that is used later on in
our proofs of Capelli-like identities. Section 5 presents the proof of Proposition 1.2, the
non-commutative Cauchy–Binet formula in Quantum oscillator algebra representation.
Section 6 presents a small variant of this formla, in which coherent states of the quantum
oscillator are used. In Section 7 we derive a useful specialization of the Campbell-
Baker-Hausdorff formula, which we use in Section 8 to give a proof of Proposition 1.4,
the non-commutative Cauchy–Binet formula in Grassmann Algebra representation. In
Section 9 we give a short proof of Proposition 1.4, for the case B = I.
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2 The bosonic oscillator and multilinear non-commutative
functions
At the beginning of Section 1.2, we set some notations for the bosonic oscillator. Among
other things, we fixed the normalization of the state |0〉. There exists a residual freedom
in choosing the relative norm of states |n〉, that we fix here, by setting for each m,n ∈ N(
a†
)n
|m〉 = |m+ n〉 , 〈m| an = 〈m+ n| , (51)
from which it follows
an |m〉 =
m!
(m− n)!
|m− n〉 , 〈m|
(
a†
)n
= 〈m− n|
m!
(m− n)!
, (52)
and
〈n|m〉 = n! δnm . (53)
As, for m ∈ N, the states |m〉 form a complete set, we have
1 =
∑
m≥0
|m〉
1
m!
〈m| , (54)
as operators acting on the Hilbert space.
In this section we prove Proposition 1.3. The two cases are analogous, and we study
the ‘row’ case, that is we choose to prove identity (41). We shall in fact prove a more
general result, for a family of multilinear non-commutative functions. Both results are
statements on the fact that, taking scalar products, implement substitutional rules on
suitable polynomials in the algebra of the quantum oscillator, in a way non dissimilar
to the content of ‘modern’ umbral calculus a’la Rota.
Proposition 2.1 Let R be a ring, k, n and {m(i)}1≤i≤n integers, and {x
(h)
ij } a col-
lection of expressions in R, for 0 ≤ h ≤ k, i ∈ [n] and j ∈ [m(i)]. Consider also a
Weyl-Heisenberg algebra as in (22), with operators commuting with the x’s. Take f(a)
a formal power series in a, such that f(0) = 1 and f ′(0) 6= 0, so that both f(a) and
f ′(a) are invertible. Consider a further indeterminate s, and let g(a, s) be the formal
power series in a and s defined as
g(a, s) := s
[
∂
∂a
f(a)−s
]−1
= −[f ′(a)]−1f(a)s+1 . (55)
Then, introduce the operators
χh(a, a
†) :=
1
h!
(
a†g(a, s)
)h
f(a)−sh−1 . (56)
Let
yij :=
k∑
h=0
(
i− 1
h
)
s
x
(h)
ij (57)
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with (
ℓ
h
)
s
:=
1
h!
ℓ(ℓ− s) · · · (ℓ− (h− 1)s) =
{
sh
(ℓ/s
h
)
s 6= 0 ;
ℓh
h! s = 0 .
(58)
Define
zij(a, a
†) :=
k∑
h=0
χh(a, a
†)x
(h)
ij . (59)
Then, for any polynomial φ of the N variables {yij} in the ring R, homogeneous of
degree n, and with monomials of the form
∏n
i=1 yij(i) (with the product in order),
4 the
following representation holds
φ({yij}) = 〈0|φ
(
{zij(a, a
†)}
)
|0〉 . (60)
We recognize the identity (41) as a special case, with k = 1, x
(0)
ij = Uij, x
(1)
ij = Vij and
f(a) = 1 − a. (Thus in particular, χ0 = (1 − a)
−1 and χ1 = a
†.) The polynomial φ is
chosen to be φ(y) = row-detY , for Y the matrix with entries yij = Uij + (i − 1)Vij .
This correspondence is valid regardless of s, as s appears explicitly only for k ≥ 2.
Towards the end of the proof of this theorem we will need a Lemma in quantum
oscillator algebra, which we prove immediately
Lemma 2.2 For any indeterminates ℓ and s, f(a) and g(a, s) as above, and any h
and m in N,
Cℓ,h,m :=
1
h!
〈0| f(a)−ℓ
(
a†g(a, s)
)h
f(a)ℓ−hs |m〉 =
(
ℓ
h
)
s
δm,0 . (61)
Proof. Indeed, if h = 0 we trivially have Cℓ,0,m = 〈0|m〉 = δm,0, while if h > 0 we can
write
Cℓ,h,m =
1
h!
〈0| f(a)−ℓa†g(a, s)
(
a†g(a, s)
)h−1
f(a)ℓ−hs |m〉
=
1
h!
〈0|
(
a†f(a)−ℓ +
[
f(a)−ℓ, a†
])
g(a, s)
(
a†g(a, s)
)h−1
f(a)ℓ−hs |m〉
=
ℓ
h!
〈0| f(a)−ℓ−1(−f ′(a)g(a, s))
(
a†g(a, s)
)h−1
f(a)ℓ−hs |m〉
=
ℓ
h!
〈0| f(a)−(ℓ−s)
(
a†g(a, s)
)h−1
f(a)(ℓ−s)−(h−1)s |m〉
=
ℓ
h
Cℓ−s,h−1,m ,
(62)
where we used the fact that 〈0| a† = 0, and the definition (55). So we get the result by
induction in h. ✷
4This means that φ is multilinear in each set Yi = {yij}j∈[m(i)].
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Proof of Proposition 2.1. A generic monomial of φ can be labeled by a vector
J = (j(1), . . . , j(n)) ∈ [m(1)] × · · · × [m(n)], thus φ has the form
φ({yik}) =
∑
J=(j(1),...,j(n))
cJ
n∏
i=1
yij(i) . (63)
Both yij’s and zij(a, a
†)’s are defined as a sum of k+1 terms. Perform the corresponding
expansion on both sides of (60), and label each term by a vector µ ∈ {0, . . . , k}n. For
the expression on the left hand side we have
φ({yik}) =
∑
J, µ
cJ
( n∏
i=1
(
i− 1
µ(i)
)
s
) ∏
i=1,...,n
x
(µ(i))
ij(i) , (64)
while for the one on the right hand side we have
〈0|φ
({
zik(a, a
†)
})
|0〉 =
∑
J, µ
cJ 〈0|
∏
i=1,...,n
χµ(i) |0〉
∏
i=1,...,n
x
(µ(i))
ij(i)
. (65)
As the x
(h)
ij are arbitrary non-commuting indeterminates, and φ is arbitrary, the identity
must hold separately for each summand labeled by a pair (J, µ), i.e. that for any vector µ
we have to prove that ∏
ℓ∈[n]
µ(ℓ)6=0
(
ℓ− 1
µ(ℓ)
)
s
= 〈0|
∏
i=1,...,n
χµ(i) |0〉 . (66)
Let (ℓ1, . . . , ℓk) be the ordered list of indices i such that µ(i) 6= 0, so that∏
i=1,...,n
χµ(i) = χ
ℓ1−1
0 χµ(ℓ1) χ
ℓ2−ℓ1−1
0 χµ(ℓ2) χ
ℓ3−ℓ2−1
0 χµ(ℓ3) · · · χµ(ℓk) χ
n−ℓk
0 (67)
where all the powers are non-negative integers, and all µ(ℓj)’s are in the range {1, . . . , k}.
The expression χ−10 = f(a) is defined as a formal power series, and we can write∏
i=1,...,n
χµ(i) =
( ∏
α=1,...,k
χℓα−10 χµ(ℓα) χ
−ℓα
0
)
χn0 . (68)
Let
Oˆℓ,h := χ
ℓ−1
0 χhχ
−ℓ
0 , (69)
we need to prove that, for any k-uple ℓ1 < · · · < ℓk,
k∏
α=1
(
ℓα − 1
µ(ℓα)
)
s
= 〈0|
( ∏
α=1,...,k
Oˆℓα,µ(ℓα)
)
f(a)−n |0〉 . (70)
First of all realize that f(a)−n |0〉 = |0〉. Then, because of Lemma 2.2,
〈0| Oˆℓ1,µ(ℓ1) |m〉 = δm,0
(
ℓ1 − 1
µ(ℓ1)
)
s
(71)
13
so that by introducing a resolution of the identity, equation (54), we get a recursion
in α
〈0|
∏
α=1,...,k
Oˆℓα,µ(ℓα) |0〉 =
∑
m≥0
〈0| Oˆℓ1,µ(ℓ1) |m〉
1
m!
〈m|
∏
α=2,...,k
Oˆℓα,µ(ℓα) |0〉
=
∑
m≥0
δm,0
m!
(
ℓ1 − 1
µ(ℓ1)
)
s
〈m|
∏
α=2,...,k
Oˆℓα,µ(ℓα) |0〉
=
(
ℓ1 − 1
µ(ℓ1)
)
s
〈0|
∏
α=2,...,k
Oˆℓα,µ(ℓα) |0〉 ,
(72)
which proves the statement of the theorem. ✷
3 Some properties of commutators
Let us begin by recalling two elementary facts [1, Lemma 2.1 and 2.2] that we used
repeatedly and shall use in this paper:
Lemma 3.1 (Translation Lemma) Let A be an abelian group, and let f : Sn → A.
Then, for any τ ∈ Sn, we have∑
σ∈Sn
sgn(σ) f(σ) = sgn(τ)
∑
σ∈Sn
sgn(σ) f(σ ◦ τ) . (73)
Proof. Just note that both sides equal
∑
σ∈Sn
sgn(σ ◦ τ) f(σ ◦ τ). ✷
Lemma 3.2 (Involution Lemma) Let A be an abelian group, and let f : Sn → A.
Suppose that there exists a pair of distinct elements i, j ∈ [n] such that
f(σ) = f(σ ◦ (ij)) (74)
for all σ ∈ Sn [where (ij) denotes the transposition interchanging i with j]. Then∑
σ∈Sn
sgn(σ) f(σ) = 0 . (75)
Proof. We have∑
σ∈Sn
sgn(σ) f(σ) =
∑
σ : σ(i)<σ(j)
sgn(σ) f(σ) +
∑
σ : σ(i)>σ(j)
sgn(σ) f(σ) (76)
=
∑
σ : σ(i)<σ(j)
sgn(σ) f(σ) −
∑
σ′ : σ′(i)<σ′(j)
sgn(σ′) f(σ′ ◦ (ij)) (77)
= 0 , (78)
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where in the second line we made the change of variables σ′ = σ ◦ (ij) and used
sgn(σ′) = − sgn(σ) [or equivalently used the Translation Lemma]. ✷
In the following we shall need of a less restrictive notion than the pseudo-commu-
tative matrix. Let us begin by observing that µijkl := [Mij ,Mkl] is manifestly anti-
symmetric under the simultaneous interchange i ↔ k, j ↔ l. So symmetry under one
of these interchanges is equivalent to antisymmetry under the other. Let us therefore
say that a matrix M has row-symmetric (and column-antisymmetric) commutators if
[Mij ,Mkl] = [Mkj,Mil] for all i, j, k, l, and column-symmetric (and row-antisymmetric)
commutators if [Mij ,Mkl] = [Mil,Mkj ] for all i, j, k, l.
Then we shall need the following two lemmas.
Lemma 3.3 For a n-dimensional matrix M with row-symmetric commutators, that is
satisfying
[Mij ,Mkl]− [Mkj,Mil] = 0 for all i, j, k, l , (79)
any vector (ℓ1, . . . , ℓn), and any permutation π ∈ Sn,
∑
σ∈Sn
sgn(σ)
n∏
i=1
Mσ(i) ℓi =
∑
σ∈Sn
sgn(σ)
n∏
i=1
Mσπ(i) ℓπ(i) . (80)
It suffices to prove the lemma for a single transposition of elements, consecutive after
the permutation σ, namely π = (σ(i)σ(i + 1)). We denote as Lσ and Rσ the factors
on left and on the right (note that they do not depend from σ(i) and σ(i + 1)). We
can write the statement as∑
σ∈Sn
sgn(σ)LσMσ(i) ℓiMσ(i+1) ℓi+1Rσ =
∑
σ∈Sn
sgn(σ)LσMσ(i+1) ℓi+1Mσ(i) ℓiRσ . (81)
The difference of the two expressions is, by definition,∑
σ∈Sn
sgn(σ)Lσ [Mσ(i) ℓi ,Mσ(i+1) ℓi+1 ]Rσ (82)
which vanishes because the hypothesis (79) allows the application of the Involution
Lemma. ✷
Now we have a sequence of lemmas exploring the consequences of the Jacobi identity.
Lemma 3.4 Let R be a ring, and let X and Y be matrices with elements in R.
(a) If X is row-pseudo-commutative then, at fixed Yef , for all a, b, c, d the antisym-
metric part of [Xab, [Xcd, Yef ]] in the exchange of a with c is symmetric in the
exchange of b and d, that is
[Xab, [Xcb, Yef ]]− [Xcb, [Xab, Yef ]] = 0 (83)
[Xab, [Xcd, Yef ]]− [Xcb, [Xad, Yef ]] + [Xad, [Xcb, Yef ]]− [Xcd, [Xab, Yef ]] = 0 .
(84)
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(b) If Y is column-pseudo-commutative then, at fixed Xef , for all a, b, c, d the anti-
symmetric part of [Yab, [Ycd,Xef ]] in the exchange of b with d is symmetric in the
exchange of a and c, that is
[Yab, [Yad,Xef ]]− [Yad, [Yab,Xef ]] = 0 (85)
[Yab, [Ycd,Xef ]]− [Yad, [Ycb,Xef ]] + [Ycb, [Yad,Xef ]]− [Ycd, [Yab,Xef ]] = 0 . (86)
Proof. (a) Start from the Jacobi Identity applied to the triplet (Xab,Xcd, Yef ),
[Xab, [Xcd, Yef ]] + [Yef , [Xab,Xcd]] + [Xcd, [Yef ,Xab]] = 0 (87)
If we set d = b, as X is row-pseudo-commutative, [Xab,Xcb] = 0 so that (83) follows.
For (84), consider also the Jacobi identity for the triplet (Xcb,Xad, Yef ) to obtain
[Xcb, [Xad, Yef ]] + [Yef , [Xcb,Xad]] + [Xad, [Yef ,Xcb]] = 0 (88)
so that, by subtraction and the hypothesis that X is row-pseudo-commutative then
[Xab, [Xcd, Yef ]]− [Xcb, [Xad, Yef ]] + [Xad, [Xcb, Yef ]]− [Xcd, [Xab, Yef ]] = 0 . (89)
The proof of (b) is similar. ✷
This lemma implies the following
Corollary 3.5 If X and Y are as in case (a) of the lemma above, and furthermore they
satisfy the commutation relation (18), [Xij , Ykℓ] = −AiℓBkj, then, for every a, b, c, e, f ,
([Xab, Acf ]− [Xcb, Aaf ])Beb = 0 ; (90)
and for every a, b, c, d, e, f ,
([Xab, Acf ]− [Xcb, Aaf ])Bed + (b↔ d) = 0 . (91)
We are now ready to state sufficient conditions on B, for having the commutation
relation (26), [Xij , Akℓ]− [Xkj , Aiℓ] = 0.
Recall that, in a ring R, a nonzero element x is a left zero divisor if there exists a
nonzero y such that xy = 0. Right zero divisors are analogously defined. A nonzero
element of a ring that is not a left zero divisor is called left-regular (and analogously
for right). Then
Lemma 3.6 Let X, A and B as in Corollary 3.5, of sizes respectively n ×m, n × n
and m ×m, and Bij commuting with every other matrix element. Suppose that there
exist an index d ∈ [m], and a vector ~u ∈ Rm, such that (~uB)d is left-regular. Then
[Xij , Akℓ]− [Xkj, Aiℓ] = 0 for all i, j, k, ℓ. (92)
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Proof. Equations (90) and (91) are valid with B written on the left or on the right,
as it commutes with everything. Consider equation (90), with arbitrary a, c, f , setting
b = d, and summing over e, after multiplying on the left by ue. This gives(∑
e
ueBed
)
([Xad, Acf ]− [Xcd, Aaf ]) = 0 . (93)
As (~uB)d is left-regular, we obtain [Xad, Acf ]− [Xcd, Aaf ] = 0. Now consider any other
index b 6= d, and equation (91), again summing over e, after multiplying on the left by
ue. We obtain(∑
e
ueBed
)
([Xab, Acf ]− [Xcb, Aaf ]) = −
(∑
e
ueBeb
)
([Xad, Acf ]− [Xcd, Aaf ]) . (94)
As the right-most factor on the right hand side is zero, the whole right hand side
vanishes. As the left-most factor on the left hand side is left-regular, we have that
[Xab, Acf ]− [Xcb, Aaf ] = 0, thus completing the proof. ✷
Furthermore, we can also state
Lemma 3.7 Let X, A and B as in Corollary 3.5, of sizes respectively n ×m, n × n
and m ×m, and Bij commuting with every other matrix element. Suppose that there
exist a vector ~u ∈ Rm, and a vector ~v ∈ Rm, with vi’s commuting with X, A and B
elements and among themselves, such that the scalar product 2(~u,B~v) is left-regular.
Then
[Xij , Akℓ]− [Xkj, Aiℓ] = 0 for all i, j, k, ℓ. (95)
Proof. Remark that, except for the annoying factor 2, this lemma is a generalization
of Lemma 3.6, to which it (almost) reduces for ~vi = δi,d.
Analogously to Lemma 3.6, consider equation (91), with arbitrary a, c, f , summing
over e, b, d, after multiplying on the left by uevbvd. This gives(∑
e,d
ueBedvd
)∑
b
([Xabvb, Acf ]− [Xcbvb, Aaf ])
+
(∑
e,b
ueBebvb
)∑
d
([Xadvd, Acf ]− [Xcdvd, Aaf ]) = 0 .
(96)
Performing the sums shows that the two terms are identical. As 2(~u,B~v) is left-regular,
we obtain [(X~v)a, Acf ] − [(X~v)c, Aaf ] = 0. Now take any index b, and consider again
equation (91), but summing only over e and d, after multiplying on the left by uevd.
We obtain(∑
e
ueBedvd
)
([Xab, Acf ]− [Xcb, Aaf ]) = −
(∑
e
ueBeb
)
([(X~v)a, Acf ]− [(X~v)c, Aaf ]) .
(97)
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As the right-most factor on the right hand side is zero, the whole right hand side
vanishes. As the left-most factor on the left hand side is left-regular, we have that
[Xab, Acf ]− [Xcb, Aaf ] = 0, thus completing the proof. ✷
An analysis similar to the one of Corollary 3.5, performed on matrix Y assumed
to be row-pseudo-commutative (remark that Lemma 3.4(a) exchanging X and Y is a
valid starting point at this aim), gives
[Yab, Aeb]Bcf = [Ycb, Aeb]Baf ; (98)
[Yab, Aed]Bcf + (b↔ d) = [Ycb, Aed]Baf + (b↔ d) . (99)
These equations are comparatively weaker w.r.t. equations (90) and (91), at the aim
of establishing sufficient conditions on B for the hypothesis (48) in Proposition 1.4 to
hold. Indeed, while in the previous case we have already the appropriate exchange
structure, mixed to further exchanges, in this new case the exchange of indices has
nothing in common with (48).
A simple sufficient condition is that Y is in fact commutative, [Yij , Ykℓ] = 0 for all
i, j, k, ℓ, as this would imply in particular that it is column-pseudo-commutative, and
the validity follows from the cases (b) of the lemmas above. Another case leading to
interesting simplifications is when B is the identity matrix, and m ≥ 2. In this case,
taking f = c 6= a gives
[Yab, Aeb] = 0 ; (100)
[Yab, Aed] + (b↔ d) = 0 . (101)
Thus we see that, in this case, either the field has characteristic 2, or the only possibility
for (48) to hold is that [Yij, Akℓ] = 0 for all i, k and j 6= ℓ.
4 A weighted enumeration of  Lukasiewicz paths
Let n an integer. For 0 ≤ t ≤ n, consider the ‘symbols’ ~νt = (ν1, · · · , νt|νt+1, · · · , νn),
n-uples of integers with νi ≥ −1 for i ≤ t and νi ≥ 0 for i > t. These symbols
are intended as formal indeterminates generating a linear space over Z. Consider the
quotient given by the relations
(ν1, · · · , νt−1|νt, · · · , νn) = (ν1, · · · , νt−1, νt|νt+1, · · · , νn)
+
n∑
k=t+1
(ν1, · · · , νt−1,−1|νt+1, · · · , νk + νt + 1︸ ︷︷ ︸
k-th
, · · · , νn) .
(102)
Remark that the sum |~νt| = ν1 + · · · + νn, that we call the norm of the symbol, is
homogeneous in all the terms of the relation, and that, if the left hand side of (102)
satisfies the bounds above on the νi’s, the bounds are satisfied also by all the summands
on the right hand side.
Let us call height of (ν1, · · · , νt|νt+1, · · · , νn) the integer H = νt+1+ · · ·+ νn. Then
the other combination ν1 + · · · + νt is just the norm minus the height. We shall call
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t the level of (ν1, · · · , νt|νt+1, · · · , νn). We define Vt,s as the space of all symbols with
level t and norm s.
Consider any triplet (t, t′, s) with 0 ≤ t ≤ t′ ≤ n and s ≥ −t. The relation (102) can
be seen as a recursion, allowing to write any symbol ~νt ∈ Vt,s as a linear combination
of symbols ~ν ′t′ ∈ Vt′,s. We will restrict our attention to the symbols with zero norm.
For t = 0, we have a unique possible symbol in V0,0, that is, ~ν0 = ( |0 · · · 0). As a
consequence, and from the closure property above, for each 0 ≤ t ≤ n there exists a set
of integers c(~νt) such that
~ν0 =
∑
~νt∈Vt,0
c(~νt) ~νt . (103)
In the following Lemma 4.1 we determine a formula for c(~νt), which is the main re-
sult of the section. Before going to the lemma, it is useful to introduce a graphical
interpretation for these symbols.
Symbols of maximal level, ~νn = (ν1, · · · νn| ), are in bijection with paths γ on the
half-line, that is, if represented as a ‘time trajectory’ in two dimensions, paths with
height remaining always non-negative, starting at (0, 0) and arriving at (n, 0), and with
steps of the form (1, s). The bijection just consists in performing a jump of −νi at the
i-th step. Thus, in our problem we have only steps s ≤ 1. Paths with exactly this set
of allowed steps are known as  Lukasiewicz paths (see [35, pag. 71] or [36, Example 3,
pag. 14]). An example of symbol-path correspondence is
(−1,−1, 0,−1, 2, 0,−1,−1, 1, 2| )
 
 
 ❆
❆❆  
 ❅
❆
❆❆r
r
r r
r
r r
r
r
r
r
More generally, symbols of level t and height H are in bijection with pairs (γ, π), where
γ is a path as above, terminating at (t,H), and π is a partition of H ‘stones’ into
n− t boxes (that we represent graphically as the columns with indices from t+1 to n,
following the path). For example
(−1,−1, 0,−1, 2,−1,−1|1, 0, 2)
 
 
 ❆
❆❆ 
 
r
r
r r
r
r
r
r
r r r r
✉ ✉
✉
Paths in one dimension can be described equivalently, either by the sequence of jumps
−νi, as above, or by the height profile hi =
∑i
j=1(−νj). Both notations will be useful
in the following.
One easily sees that a necessary condition for c(~νt) 6= 0 is that the corresponding
path never goes below the horizontal axis. Indeed, the recursion is such that, if the
left hand side of (102) has non-negative height H, then this is true also for all the
summands on the right hand side. Another way of seeing this property is to realize
that our graphical structures (γ, π) form a family which is stable under the recursion,
and H, which is both the final height in the path and the number of stones, must
remain always non-negative.
Our lemma states
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Lemma 4.1 For ~νt = (γ, π), the function c(~νt) depends only on γ (and not on π), and
is given by
c(γ) = ht!
∏
i∈[t]
hi≤hi−1
hi−1!
hi!
. (104)
In particular, when t = n, the path must have hn = 0 and therefore
c(γ) =
∏
i∈[n]
hi≤hi−1
hi−1!
hi!
. (105)
Proof. Consider equation (102) to derive a recursion for the coefficients. For the
symbol ~νt = (ν1, · · · , νt|νt+1, · · · , νn) we have
c
(
~νt
)
=


c
(
(ν1,· · ·, νt−1|νt,· · ·, νn)
)
if νt ≥ 0 ;
n∑
k=t+1
νk∑
ν′=1
c
(
(ν1,· · ·, νt−1|ν
′ − 1, νt+1,· · ·, νk − ν
′︸ ︷︷ ︸
k-th
,· · ·, νn)
)
if νt = −1 .
(106)
We proceed by induction in t, starting from the trivial unique solution c(~ν0) of (103)
for t = 0. Assuming the formula for c(~νt) valid up to t− 1, we have
c
(
~νt
)
=


ht−1!
∏
i∈[t−1]
hi≤hi−1
hi−1!
hi!
if νt ≥ 0 ;
ht−1!
∏
i∈[t−1]
hi≤hi−1
hi−1!
hi!
n∑
k=t+1
νk∑
ν′=1
1 if νt = −1 .
(107)
In the case νt ≥ 0, we have ht ≤ ht−1 and therefore
ht−1!
∏
i∈[t−1]
hi≤hi−1
hi−1!
hi!
= ht!
∏
i∈[t]
hi≤hi−1
hi−1!
hi!
(108)
as required. If νt = −1, remark that
n∑
k=t+1
νk∑
ν′=1
1 =
n∑
k=t+1
νk = ht , (109)
then, as ht = ht−1 + 1 > ht−1, we soon get that
ht ht−1!
∏
i∈[t−1]
hi≤hi−1
hi−1!
hi!
= ht!
∏
i∈[t−1]
hi≤hi−1
hi−1!
hi!
= ht!
∏
i∈[t]
hi≤hi−1
hi−1!
hi!
, (110)
which completes the proof. ✷
Now, for symbols of maximal level, (ν1, · · · νn| ), we give a representation in quantum
oscillator algebra of the combinatorial formula for the coefficients c(~νt)
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Lemma 4.2 For ν ≥ −1, define the operator in the Weyl-Heisenberg algebra
χ(ν) =
{
(a†)ν ν ≥ 0 ;
a ν = −1 .
(111)
Then, when the symbol ~νn = (ν1, · · · νn| ) corresponds to a path γ as described above,
〈0|χ(ν1) · · ·χ(νn) |0〉 = c(~νn) =
∏
i∈[n]
hi≤hi−1
hi−1!
hi!
, (112)
while otherwise
〈0|χ(ν1) · · ·χ(νn) |0〉 = 0 . (113)
Proof. We proceed by induction. Assume that, for a sequence ν1, . . . , νt such that the
corresponding path remains positive,
〈0|χ(ν1) · · ·χ(νt) = 〈ht|
∏
i∈[t]
hi≤hi−1
hi−1!
hi!
. (114)
Then, we analyse the application of the operator χ(νt+1) to the right. If νt+1 = −1,
because of (51), the application of a consistently brings 〈ht| to 〈ht + 1| = 〈ht+1|. If
νt+1 ≥ 0, because of (52), the application of (a
†)ν brings 〈ht| to 〈ht − ν|, with an extra
factor ht!/(ht − ν)! (which, in particular, is zero if the path goes below the horizontal
axis). Taking finally the scalar product with |0〉 ensures that the path ends at height
zero. ✷
5 The Capelli identity in Weyl–Heisenberg Algebra
We are now ready for the:
Proof of Proposition 1.2. (a) As a first step, by simply using the fact that X is
row-pseudo-commutative, in [1, Section 3] we get that
∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
∑
σ∈Sn
sgn(σ)
∑
l1,...,ln∈[m]
( n∏
i=1
Xσ(i) li
) n∏
j=1
Ylj j , (115)
because only li’s which are permutations in Sn have non-vanishing contribution in the
sum. This remark would be already enough to set the Cauchy–Binet theorem in the
simple case in which X commutes with Y [1, Proposition 3.1].
The second step of the proof comes from analysing which terms do arise from com-
muting the factor Yl11 to the position between Xσ(1)l1 andXσ(2)l2 , and so on recursively,
by using the general formula
x1[x2 · · · xr, y] = x1
r∑
s=2
x2 · · · xs−1[xs, y]xs+1 · · · xr . (116)
21
As an illustration, we consider the first application of this procedure( n∏
i=1
Xσ(i)li
)( n∏
j=1
Yljj
)
= Xσ(1)l1Yl11
( n∏
i=2
Xσ(i)li
) n∏
j=2
Yljj
+
n∑
k=2
( k−1∏
r=1
Xσ(r)lr
)
[Xσ(k)lk , Yl11]
( n∏
i=k+1
Xσ(i)li
) n∏
j=2
Yljj .
(117)
Then
∑
σ∈Sn
sgn(σ)
∑
l1,...,ln∈[m]
( n∏
i=1
Xσ(i)li
) n∏
j=1
Yljj
=
∑
σ∈Sn
sgn(σ)
[
(XY )σ(1)1
∑
l2,...,ln∈[m]
( n∏
i=2
Xσ(i)li
) n∏
j=2
Yljj
−
m∑
k=2
∑
l1,...,ln∈[m]
( k−1∏
r=1
Xσ(r)lr
)
Aσ(k)1Bl1lk
( n∏
i=k+1
Xσ(i)li
) n∏
j=2
Yljj
]
.
(118)
Consider the summands for each k in the second row on the right hand side of (118).
First of all, consider Lemma 3.3 applied to a matrix X ′, defined as X ′ij = Xij if i 6= k
and Aij if i = k. We are in the hypothesis of the Lemma because X is row-pseudo-
commutative and satisfies the condition (26). One can then write those summands
as
−
∑
σ∈Sn
sgn(σ)
∑
l1,...,ln∈[m]
Aσ(k)1
( k−1∏
r=2
Xσ(r)lr
)
Xσ(1)l1Bl1lk
( n∏
i=k+1
Xσ(i)li
) n∏
j=2
Yljj . (119)
Then, using the Translation Lemma for σ → σ ◦ (1 k), and performing the sum over l1
+
∑
σ∈Sn
sgn(σ)
∑
l2,...,ln∈[m]
Aσ(1)1
( k−1∏
r=2
Xσ(r)lr
)
(XB)σ(k)lk
( n∏
i=k+1
Xσ(i)li
) n∏
j=2
Yljj . (120)
When Bij = δij the product of matrices X becomes of the same form of the first
term of the right hand side of (118). This procedure can be repeated iteratively and,
ultimately, was enough to prove Proposition 1.1.
However, as the commutation of X’s and Y ’s now produces extra matrices B, we
have to deal with an induction expression of a more general form. One easily sees that,
at all steps, matrices B will only act on X’s from the right, so, in order to deal with
the generic step t of the procedure (beside t = 1 seen in detail above), we will consider
expressions of the form
∑
σ∈Sn
sgn(σ)L(σ)
∑
lt∈[m]
( n∏
i=t
(XBν(i))σ(i)li
) n∏
j=t
Yljj (121)
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where L(σ) depend only from σ1, . . . σt−1 and ν(i) are non-negative integers. This form
includes the initial situation at t = 0, and, as we see in a moment, is stable when t is
increased. Indeed we have∑
σ∈Sn
sgn(σ)L(σ)
∑
lt∈[m]
( n∏
i=t
(XBν(i))σ(i)li
) n∏
j=t
Yljj
=
∑
σ∈Sn
sgn(σ)L(σ)(XBν(t)Y )σ(t)t
( n∏
i=t+1
(XBν(i))σ(i)li
) n∏
j=t+1
Yljj
+
n∑
k=t+1
∑
σ∈Sn
sgn(σ)L(σ)
∑
lt∈[m]
( k−1∏
r=t
(XBν(r))σ(r)lr
)
× Aσ(k)t(B
ν(k)+1)ltlk
( n∏
i=k+1
(XBν(i))σ(i)li
) n∏
j=t+1
Yljj .
(122)
In the last summands, we would like to commute the term Aσ(k)t in front of all X’s, as
it carries the smallest column-index. This is indeed possible, at the light of Lemma 3.3.
Consider this lemma applied to a matrix X ′, defined as X ′ij = (XB
ν(j))ij if i 6= k
and Aij if i = k. We are in the hypothesis of the Lemma because X is row-pseudo-
commutative and satisfies the condition (26), and therefore the same is true when
replacing X with XBν(j) because Bν(j) acts on the column indices. Then apply the
Involution Lemma with (t k), and sum over lt where appropriate. We can thus write∑
σ∈Sn
sgn(σ)L(σ)
∑
lt∈[m]
( n∏
i=t
(XBν(i))σ(i)li
) n∏
j=t
Yljj
=
∑
σ∈Sn
sgn(σ)L(σ) (XBν(t)Y )σ(t)t
( n∏
i=t+1
(XBν(i))σ(i)li
) n∏
j=t+1
Yljj
+
n∑
k=t+1
∑
σ∈Sn
sgn(σ)L(σ)Aσ(t)t
( k−1∏
r=t+1
(XBν(r))σ(r)lr
)
× (XBν(k)+ν(t)+1)σ(k)k
( n∏
i=k+1
(XBν(i))σ(i)li
) n∏
j=t+1
Yljj .
(123)
The relevant point in this expression is that all of the n − t + 1 summands are of
the same form of the original left hand side, with one less matrix Y to be reordered.
However, while in the simpler case Bij = δij the various terms were identical up to the
prefactor, and could be collected together in a simple induction, here they differ in the
set of exponents {ν(i)}. Not accidentally, the combinatorics of these lists of exponents
has already been discussed in Section 4. Indeed we can identify
(ν1, · · · , νt−1|νt, · · · , νn) :=∑
σ∈Sn
sgn(σ)
( t−1∏
i=1
M
(νi)
σ(i)i
) ∑
lt,...,ln∈[m]
( n∏
j=t
(XBνj )σ(j)lj
) n∏
r=t
Ylrr , (124)
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where parameters νi have to be integers, and νi ≥ −1 for i = 1, . . . , t− 1, while νi ≥ 0
for i = t, . . . , n. The matrix elements M
(νj)
ij are Aij if νj = −1 and (XB
νjY )ij if νj is
non-negative. In particular
~ν0 = ( | 0 · · · 0︸ ︷︷ ︸
n
) =
∑
σ∈Sn
sgn(σ)
∑
l1,...,ln∈[m]
( n∏
i=1
Xσ(i) li
) n∏
j=1
Ylj j (125)
Our rule (123) coincides with (102) under this identification, and we can apply Lemma 4.1
to get
∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
∑
γ
c(γ)
∑
σ∈Sn
sgn(σ)
( n∏
i=1
M
(νi(γ))
σ(i)i
)
, (126)
where notations are as in Section 4, i.e. γ is a directed path in the upper half-plane
starting from the origin, the heights (h0, . . . , ht−1), are given by hi+1 − hi = −νi, each
νi is in the set {−1, 0, 1, 2, . . .}, and the coefficients c(γ) are given by (105).
Now we can use Lemma 4.2 to obtain
∑
L⊆[m]
|L|=n
col-detX[n],L col-detYL,[n] =
∑
~νn
〈0|
∑
σ∈Sn
sgn(σ)
( n∏
i=1
χ(νi)M
(νi)
σ(i)i
)
|0〉
= 〈0|
∑
σ∈Sn
sgn(σ)
n∏
i=1
( ∞∑
νi=−1
χ(νi)M
(νi)
)
σ(i)i
|0〉
= 〈0| col-det
( ∞∑
ν=−1
χ(ν)M (ν)
)
|0〉 ,
(127)
but
∞∑
ν=−1
χ(ν)M (ν) = aM (−1) +
∞∑
ν=0
(
a†
)ν
M (ν) = aA+X
∞∑
ν=0
(
a†B
)ν
Y
= aA+X
(
I − a†B
)−1
Y ,
(128)
so we got our thesis. ✷
6 Holomorphic representation
The results of Proposition 1.2 can also be expressed as a multiple integral in the complex
plain, a structure that, within the language of the quantum oscillator, is called a
holomorphic representation. We shall use the coherent states of the quantum oscillator,
which are the states |z〉 defined as
|z〉 := exp(za†) |0〉 (129)
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with z ∈ C a complex number. From the commutation relations (22) it soon follows
the fundamental property of these states
a |z〉 = z |z〉 (130)
that is, it is an eigenstate of the annihilation operator. And, of course
〈z| := 〈0| exp(z¯a) , 〈z| a† = 〈z| z¯ , (131)
where z¯ is the complex-conjugate of z. One easily verifies that two different coherent
states are not orthogonal 〈
z|z′
〉
= exp(z¯z′) . (132)
However, since coherent states obey a closure relation, any state can be decomposed
on the set of coherent states. They hence form an overcomplete basis. This closure
relation can be expressed by the resolution of the identity∫
dz dz¯
iπ
exp(−|z|2) |z〉 〈z| = 1 . (133)
Let us consider the evaluation of
〈0|
(
f1(a
†) + g1(a)
)
· · ·
(
fn(a
†) + gn(a)
)
|0〉 , (134)
where {fα, gα}1≤α≤n are 2n generic expressions in a ring R, for which we have a priori
no knowledge on the commutators5. We are ultimately interested in the case, corre-
sponding to Proposition 1.2,
〈0| col-det
(
F (a†) +G(a)
)
|0〉 =
∑
σ∈Sn
sgn(σ) 〈0|
n∏
j=1
(
Fσ(j)j(a
†) +Gσ(j)j(a)
)
|0〉 , (135)
(the product is ordered), with
F (a†) = X(1 − a†B)−1Y , G(a) = aA . (136)
Let z0 = zn = 0, and introduce n − 1 intermediate coherent states, with parameters
z1, . . . , zn−1, to get (with no more need of ordered products on the right hand side)
〈0|
n∏
j=1
(
fj(a
†) + gj(a)
)
|0〉 =
∫ n−1∏
j=1
(
dzj dz¯j
iπ
e−|zj |
2
) n∏
j=1
〈zj−1| fj(a
†) + gj(a) |zj〉 .
(137)
5We mean here that, for f(a†) =
∑
i
(a†)ifi, g(a) =
∑
j
ajgj , with fi’s and gj ’s in a commutative
ring, [f(a†), g(a)] =
∑
i,j
figj [(a
†)i, aj ], and the commutators are known, although complicated in
general. However, if the coefficients fi’s and gj ’s are valued in a generic non-commutative ring, even if
commuting with the Weyl–Heisenberg algebra, we have unknown extra terms of type [fi, gj ], namely:
[f(a†), g(a)] =
∑
i,j
(
gjfi[(a
†)i, aj ] + (a†)iaj [fi, gj ]
)
.
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Each scalar product is easily evaluated according to
〈u| f(a†) + g(a) |v〉 =
(
f(u¯) + g(v)
)
eu¯v , (138)
so that
〈0|
n∏
j=1
(
fj(a
†) + gj(a)
)
|0〉 =
∫ n−1∏
j=1
dzj dz¯j
iπ
e−
∑n
j=1 z¯j(zj−zj+1)
n∏
j=1
(
fj(z¯j−1) + gj(zj)
)
,
(139)
and in particular
〈0| col-det
(
aA+X(1− a†B)−1Y
)
|0〉 =
∫ n−1∏
j=1
dzj dz¯j
iπ
e−
∑n
j=1 z¯j(zj−zj+1) col-detM(z)
(140)
Mij(z) = Aij zj +
(
X(1 − z¯j−1B)
−1Y
)
ij
. (141)
The equation above, jointly with Proposition 1.2, provides a representation of the
non-commutative Cauchy–Binet expression in terms of an integral over n (commuting)
complex variables. This result is somewhat implicit in Proposition 1.2, and the standard
general facts on the holomorphic representation of the quantum oscillator.
Let us however observe that, in Section 5, we could have derived directly the holo-
morpic representation, from the Cauchy–Binet left hand side, instead of the repre-
sentation in terms of creation and annihilation operators. We only need to follow a
different track at the very final step of the proof, where, in equation (127), we use the
combinatorial Lemma 4.2.
The equivalent lemma for coherent states is based on the formula6∫
dz dz¯
iπ
zp z¯q exp
(
− z¯(z − η)
)
=
p!
(p − q)!
ηp−q , (142)
and reads (using notations as described in Section 4 for paths γ, symbols ~νn, coefficients
c(~νn), and conversion between νi’s and hi’s)
Lemma 6.1 For ν ≥ −1, define the monomials
χi(ν) =
{
z¯νi−1 ν ≥ 0 ;
zi ν = −1 .
(143)
6Which is easily proven, e.g. in generating function,
∑
p,q
ζpξq
p!q!
∫
dz dz¯
iπ
z
p
z¯
q exp
(
− z¯(z − η)
)
=
∫
dz dz¯
iπ
exp
(
− z¯(z − η) + z¯ξ + ζz
)
= exp
(
ζ(η + ξ)
)
,
while ∑
p,q
ζpξq
p!q!
p!
(p− q)!
η
p−q =
∑
p,q
ζp
p!
(η + ξ)p = exp
(
ζ(η + ξ)
)
.
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Then, when the symbol ~νn = (ν1, · · · νn| ) corresponds to a path γ, setting z0 = zn = 0,∫ n−1∏
j=1
dzj dz¯j
iπ
e−
∑n−1
j=1 z¯j(zj−zj+1)χ1(ν1) · · ·χn(νn) = c(~νn) =
∏
i∈[n]
hi≤hi−1
hi−1!
hi!
, (144)
while otherwise the integral above is zero.
Proof. We try to follow as closely as possible the reasoning in the proof of Lemma
4.2. We proceed by induction. Assume that, for a sequence ν1, . . . , νt such that the
corresponding path remains positive,∫ t−1∏
j=1
dzj dz¯j
iπ
e−
∑t−1
j=1 z¯j(zj−zj+1)χ1(ν1) · · ·χt(νt) = z
ht
t
∏
i∈[t]
hi≤hi−1
hi−1!
hi!
. (145)
This is indeed the case for t = 0 (where, as customary for products over empty sets,
we have 1 = 1), and in the more convincing case t = 1 (where we have no integrations
to perform, and, as z0 = 0, χ1(ν1) = z1, 1 and 0 respectively if ν1 = −1, 0 or strictly
positive).
Then, we analyse the consequence of increasing t on both sides of the equation. On
the left hand side, we should multiply by e−z¯t(zt−zt+1)χt+1(νt+1), and then integrate
over dzt dz¯t. If νt+1 = −1, χt+1(νt+1) = zt+1 and ht+1 = ht + 1, while if νt+1 ≥ 0,
χt+1(νt+1) = z¯
νt+1
t and ht+1 = ht − νt+1. In both cases, the integral is of the form
(142), and we get∫
dzt dz¯t
iπ
e−z¯t(zt−zt+1) zhtt zt+1 = z
ht+1
t+1 = z
ht+1
t+1 ; (146)∫
dzt dz¯t
iπ
e−z¯t(zt−zt+1) zhtt z¯
νt+1
t =
ht!
(ht − νt+1)!
z
ht−νt+1
t+1 =
ht!
ht+1!
z
ht+1
t+1 . (147)
In the two cases, the integration produces the appropriate relative factor, which, in
particular, is zero if the path goes below the horizontal axis (because of a 1/k! factor,
with k < 0). At the last step, we remain with a factor zhnn . As zn = 0, we select only
the paths terminating at height zero. ✷
7 A lemma on the Campbell-Baker-Hausdorff formula
The goal of this section is to prove the following relation, which is a preparatory lemma
to our Capelli identity in Grassmann representation, proven in the next section.
Proposition 7.1 Let a and a† be the generators of a Weyl-Heisenberg Algebra, i.e.
[a, a†] = 1, and f(x) a formal power series. Then, at the level of formal power series,
we have
exp
(
a† + f(a)
)
= exp(a†) exp
(∑
k≥0
1
(k + 1)!
(∂kf)(a)
)
= exp(a†) exp
(
exp(∂)− 1
∂
f(a)
)
.
(148)
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The proposition above is a special case of the Campbell-Baker-Hausdorff (CBH) for-
mula [37–40]. We give here a proof that makes use only of the existence of a CBH
formula (and not the explicit expressions known in the literature). Furthermore, an
additional argument provides a slightly longer variant, which instead is completely
self-contained.
We recall that, given two elements x and y in a non-commutative ring, the Campbell-
Baker-Hausdorff formula is an expression for ln(exp(x) exp(y)) as a formal infinite sum
of elements of the Lie algebra generated by x and y:
exp(x) exp(y) = exp (x+ y + z) ; z = S(x, y) ; (149)
The first few terms read
S(y;x) =
1
2
[x, y] +
1
12
[x− y, [x, y]] + · · · , (150)
and the generic summand in this series has the form
[zs(1), [zs(2), · · · [zs(k−1), zs(k)] · · · ]]
for some integer k ≥ 2, (s(1), . . . , s(k)) ∈ {0, 1}k , and the identification z0 = x, z1 = y.
Of course, terms with s(k) = s(k − 1) vanish in any Lie algebra, and many other
strings are redundant, e.g., besides the trivial [· · · , [x, y] · · · ] = −[· · · , [y, x] · · · ], a first
non-trivial relation is [x, [y, [x, y]]] = [y, [x, [x, y]]].
The existence statement is relatively easy to obtain. The full expression at all
orders with coefficients in closed form is complicated, but redundant forms (in the
sense above) are well-known in the literature (see e.g. [32, pp. 134 and 135]).
Formal inversion (that is, solving w.r.t. y, leaving z as an indeterminate) is easily
achieved. Define the inverse problem as
exp (x+ z) = exp(x) exp(z + y) ; y = S˜(x; z) ; (151)
then, multiplying both sides by e−x from the left, one obtains
S˜(x; z) = S(−x, x+ z) . (152)
The existence result for S˜ follows from existence for S and the relation above.
Proof of Proposition 7.1. Our proposition corresponds to the solution of the
inverse problem (151), finding an expression for S˜(x; z), in the special case of x = a†
and z = f(a).
In this case many commutators vanish. We have
[a†, [a†, · · · [a†︸ ︷︷ ︸
k
, f(a)] · · · ]] = (−∂)kf(a) (153)
where ∂kf denotes the k-th derivative of f (as a power series). So, all the expressions
above do commute with f(a) and we see that in our case all non-vanishing strings are
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the ones of the form (0, 0, · · · , 0, 1) (the ones (0, 0, · · · , 0, 1, 0) are also non-vanishing
but clearly redundant). In other terms, writing for a generic Lie algebra
S˜(x; z) =
∑
k≥1
ck [x, [x, · · · [x︸ ︷︷ ︸
k
, z] · · · ]] +O(z2) , (154)
(where O(·) is in the sense of polynomials in the enveloping algebra), we get in our case
S˜(a†; f(a)) =
∑
k≥1
ck [a
†, [a†, · · · [a†︸ ︷︷ ︸
k
, f(a)] · · · ]] =
∑
k
ck (−∂)
kf(a) . (155)
Observe that, again in the enveloping algebra,
[x, [x, · · · [x︸ ︷︷ ︸
k
, z] · · · ]] =
k∑
h=0
(−1)h
(
k
h
)
xk−hzxh (156)
and that
exp(x+ z) = exp(x) +
∑
k≥0
k∑
h=0
1
(k + 1)!
xk−hzxh +O(z2) . (157)
Appealing to the existence of a solution, we can determine the ck’s by matching the
coefficient of zxk on the two sides of (151), using (155) and (156), obtaining
ck =
1
(k + 1)!
(158)
that, with the fact
∑
k≥0 x
k/(k + 1)! = (ex − 1)/x (used here at the level of formal
power series), gives our statement.
Avoiding to appeal to the existence statement requires to match all possible other
linear monomials, of the kind xhzxk−h. Then, the consistency of the assignment of ck’s
boils down to the following relation: for each k and h positive integers,
h∑
i=0
(−1)h−i
(
k + 1
i
)(
k − i
h− i
)
= 1 . (159)
This is proven by observing that
(k−i
h−i
)
= (−1)h−i
(h−k−1
h−i
)
, and using Chu-Vandermonde
convolution,
∑
i
(n
i
)( m
k−i
)
=
(n+m
k
)
. ✷
If instead of a† we have c a†, with c some commuting quantity, the same reasoning
can be done, and a simple scaling applies to all formulas. The corresponding general-
ization of (148) is
exp
(
c a† + f(a)
)
= exp(c a†) exp
(∑
k≥0
ck
(k + 1)!
(∂kf)(a)
)
= exp(c a†) exp
(
exp(c ∂) − 1
c ∂
f(a)
)
.
(160)
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We shall need also the identity obtained by Hermitian conjugation
exp
(
c a+ f(a†)
)
= exp
(∑
k≥0
ck
(k + 1)!
(∂kf)(a†)
)
exp(c a)
= exp
(
exp(c ∂)− 1
c ∂
f(a†)
)
exp(c a) .
(161)
8 The Capelli identity in Grassmann Algebra
Besides column- and row-determinants, defined in (3) and (4) respectively, another pos-
sible non-commutative generalization of the determinant is the symmetric-determinant :
sym-detM :=
1
n!
∑
σ,τ∈S
sgn(σ) sgn(τ)
n∏
i=1
Mσ(i)τ(i) . (162)
In contrast to the cases of the column- and row-determinant, the definition (162) de-
mands in general the inclusion of rational numbers in the field K over which the ring
R is defined.
For any permutation τ ∈ Sn let us denote M
τ the matrix with entries (M τ )ij =
Mi τ(j), and
τM the matrix with entries (τM)ij = Mτ(i) j . We clearly have, for any
matrix M ,
col-det τM = sgn(τ) col-detM ; row-detM τ = sgn(τ) row-detM ; (163)
while in general the action of the symmetric group on columns and rows, respectively
for the two cases, is not simple.
Indeed, the symmetric-determinant reads
sym-detM =
1
n!
∑
τ∈Sn
sgn(τ) col-detM τ =
1
n!
∑
τ∈Sn
sgn(τ) row-det τM , (164)
and no relevant further simplifications are possible in general.
However, for a n-dimensional matrix M with weakly row-symmetric commutators,
(and thus in particular if M is row-pseudo-commutative), in [1, Lemma 2.6(a)] we
proved that both actions of the symmetric group are simple, i.e. also
col-detM τ = sgn(τ) col-detM ; (165)
(and similarly for the row-determinant, if M has weakly column-symmetric commu-
tators), and therefore for such a matrix the expression (164) simplifies (in particular,
rationals are not necessary)
Corollary 8.1 For a n-dimensional matrix M with weakly row-symmetric commuta-
tors
sym-detM = col-detM . (166)
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Our interest in the symmetric-determinant follows from the remark that it provides
the generalization of the Berezin integral representation (43) for the determinant of a
matrix with commuting elements. Indeed, for M a n × n matrix with elements in a
non-commutative ring R, if R contain the rationals (orM is row-pseudo-commutative),
and {ψ¯i, ψi}i∈[n] a set of 2n Grassmann variables commuting with the entries Mij , we
have ∫
D(ψ, ψ¯) exp(ψ¯Mψ) = sym-detM . (167)
Comparatively, the Grassmann formulas for the column- and row-determinant are more
cumbersome, as they require an ordering of the n factors∫
dψn · · · dψ1 (ψM)1 · · · (ψM)n = col-detM ; (168)∫
dψn · · · dψ1 (Mψ)1 · · · (Mψ)n = row-detM . (169)
Grassmann indeterminates present the advantage of encoding our commutation rela-
tions in a simple way. For example:
Lemma 8.2 Let R be a ring, and A a n×n matrix with elements in R. Let the {ψi}i∈[n]
be nilpotent Grassmann indeterminates, that is ψ2i = 0 and their anti-commutators
{ψi, ψj} = 0 vanish.
(a) Let X be a n×m matrix with elements in R such that
[Xij , Akℓ]− [Xkj , Aiℓ] = 0 for all i, j, k, ℓ . (170)
then
{(ψX)j , (ψA)ℓ} :=
∑
i∈[n]
∑
k∈[n]
{ψiXij , ψkAkℓ} = 0 . (171)
(b) Let Y be a m× n matrix with elements in R such that
[Yij, Akℓ]− [Yiℓ, Akj ] = 0 for all i, j, k, ℓ . (172)
then
{(Y ψ)i, (Aψ)k} :=
∑
j∈[n]
∑
ℓ∈[n]
{Yijψj , Akℓψℓ} = 0 . (173)
Proof. (a) We have that
{(ψX)j , (ψA)ℓ} =
∑
i,k∈[n]
(ψiXijψkAkℓ + ψkAkℓψiXij) =
∑
i,k∈[n]
ψiψk [Xij , Akℓ]
=
∑
1≤i<k≤n
ψiψk
(
[Xij , Akℓ]− [Xkj, Aiℓ]
)
,
(174)
where we have taken into account that i 6= k because the ψ’s are nilpotent and we have
put together the terms in which both ψi and ψk appears. But now each term in the
sum vanish by the hypothesis (170). The case (b) is identical. ✷
This result is used to prove the following:
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Lemma 8.3 Let R be a ring, and X a n × m, Y a m × n, A a n × n and B a
m × m matrix with elements in R. Let the {ψ¯i, ψi}i∈[n] be nilpotent Grassmann in-
determinates commuting with R, that is ψ¯2i = ψ
2
i = 0 and their anti-commutators
{ψ¯i, ψ¯j} = {ψ¯i, ψj} = {ψi, ψj} = 0 vanish. If
[Xij , Akℓ]− [Xkj, Aiℓ] = [Yij, Akℓ]− [Yiℓ, Akj] = 0 for all i, j, k, ℓ (175)
and the elements of B commute with the ones of A, then for each integer s
[ψ¯XBsY ψ, ψ¯Aψ] = 0 . (176)
Proof. Indeed, as Bij ’s and Akℓ’s do commute, we can write the commutator as
[ψ¯XBsY ψ, ψ¯Aψ] =
∑
r∈[n]
(ψ¯XBs)r[(Y ψ)r, ψ¯Aψ] + [(ψ¯X)r, ψ¯Aψ] (B
sY ψ)r . (177)
Consider separately each of the resulting commutators:
[(ψ¯X)r, ψ¯Aψ] =
∑
k∈[n]
{(ψ¯X)r, (ψ¯A)k}ψk = 0 ; (178)
[(Y ψ)r, ψ¯Aψ] =
∑
k∈[n]
ψ¯k {(Y ψ)r, (Aψ)k} = 0 ; (179)
where we used Lemma 8.2. ✷
We have now all the ingredients to prove Proposition 1.4.
Proof of Proposition 1.4. (a) As Y is row-pseudo-commutative, and we assumed
that our ring contains the rationals, using (165), we can rewrite the left hand side of
(49) as∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
1
n!
∑
τ∈Sn
sgn(τ)
∑
L⊆[m]
|L|=n
col-detX[n],L col-det(Y
τ )L,[n] .
(180)
From the hypotheses we soon have that, for any permutation τ ∈ Sn, the matrices
X,Y τ , Aτ , B satisfy the hypothesis of Proposition 1.2(a), and therefore, as X is row-
pseudo-commutative, we have that∑
L⊆[m]
|L|=n
col-detX[n],L col-det(Y
τ )L,[n] = 〈0| col-det(aA
τ +X(1− a†B)−1Y τ ) |0〉 . (181)
Note that, on the right hand side, the permutation τ has exactly the action from the
right on the matrix M = aA + X(1 − a†B)−1Y . Thus, the combination in (180)
corresponds to the definition (164) of the symmetric-determinant,
1
n!
∑
τ∈Sn
sgn(τ) col-det(aAτ+X(1−a†B)−1Y τ ) = sym-det(aA+X(1−a†B)−1Y ) . (182)
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We can use the Grassmann representation, (167), for the expression above, to conclude
that∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
∫
D(ψ, ψ¯) 〈0| exp
(
ψ¯Aψ a+ ψ¯X(1−a†B)−1Y ψ
)
|0〉 .
(183)
Now we use the result in (161) by posing c = ψ¯Aψ and f(a†) = ψ¯X(1 − a†B)−1Y ψ.
Using the hypotheses (47) and (48) of the proposition, we can verify the hypothesis
of Lemma 8.3, therefore our quantities c and f(a†) commute (as required for (161) to
apply), and we get
exp
(
ψ¯Aψ a+ ψ¯X(1− a†B)−1Y ψ
)
= exp(g(a†)) exp(ψ¯Aψ a) (184)
with g(a†) determined according to (161),7
g(a†) =
∑
k≥0
(ψ¯Aψ)k
k + 1
(ψ¯XBk(1− a†B)−k−1Y ψ) . (185)
Note that, in the sum, k cannot become larger that n− 1, because of the nilpotency of
the Grassmann indeterminates.
In (184) the creation and annihilation operators are ordered into a polynomial with
monomials of the form (a†)kah (i.e., they are antinormal–, or anti-Wick–ordered), and
the whole expression is drastically simplified because
exp(a ψ¯Aψ) |0〉 = |0〉 ; (186)
〈0| exp(g(a†)) = 〈0| exp(g(0)) = 〈0| exp
(∑
k≥0
(ψ¯Aψ)k
k + 1
(ψ¯XBkY ψ)
)
. (187)
As there are no more creation and annihilation operators, we can just drop the factor
〈0|0〉 = 1, to obtain the purely fermionic representation
∑
L⊆[m]
|L|=n
col-detX[n],L col-det YL,[n] =
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯Aψ)k
k + 1
(ψ¯XBkY ψ)
)
, (188)
or, by summing over k, intending ln(I −M) =
∑
k≥1
1
kM
k as a polynomial, truncated
by the nilpotence of ψ¯Aψ, and using [(ψ¯X)r, ψ¯Aψ] = 0 for every r (valid because of
Lemma 8.2, see equation (178)),
∑
L⊆[m]
|L|=n
col-detX[n],L col-detYL,[n] =
∫
D(ψ, ψ¯) exp
(
− ψ¯X
ln(1− (ψ¯Aψ)B)
(ψ¯Aψ)B
Y ψ
)
,
(189)
7Note at this aim that, if [Mij ,Mkℓ] = 0,
∂
∂ξ
(~u, (I − ξM)−s~v) = s (~uM, (I − ξM)−s−1~v).
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as announced.
For the case (b), consider now the matrices τX,Y, τA,B which satisfy the hypoth-
esis of Proposition 1.2(b) and therefore, as X and Y are column-pseudo-commutative,
following the procedure above,
∑
L⊆[m]
|L|=n
row-detX[n],L row-detYL,[n] =
∫
D(ψ, ψ¯) 〈0| exp
(
a†ψ¯Aψ + ψ¯X(1− aB)−1Y ψ
)
|0〉
(190)
and, to conclude, we proceed as in the previous case, except that we use the iden-
tity (160) instead of (161). ✷
9 Direct proof of the Grassmann representation for B = I
We have proven a Grassmann version of the non-commutative Cauchy–Binet formula as
a consequence of the Weyl–Heisenberg version. Considering also the necessary analysis
of combinatorics of  Lukasiewicz paths, for the latter, and of Campbell-Baker-Hausdorff
formula, for the former, the proof is quite composite. It is conceivable that a more
direct proof may exist.
In this section we give such a proof, in the simplified situation in which, besides
the hypotheses in Proposition 1.4, we have that B is the identity matrix. Indeed,
in this case, the version of non-commutative Cauchy–Binet formula obtained in [1]
(and reported here as Proposition 1.1(a)), and the Grassmann-Algebra representation
of Proposition 1.4(a), hold simultaneously. We produce here a short proof of the
specialized Proposition 1.4(a), taking Proposition 1.1(a) as the starting point.
Actually, just like in Proposition 1.3, we will end up proving that this relation
between the right hand sides of (9) and (49) is in fact valid regardless from the fact
that A is related to the commutator of X and Y , i.e. they are a consequence of a
stronger fact
Proposition 9.1 Let R be a ring containing the rationals, and U and V be two n×n
matrices with elements in R. Let ψ¯i, ψi, with 1 ≤ i ≤ n, be Grassmann indeterminates.
Define (
Qcol(V )
)
ij
:= Vij(n− j) . (191)
Assume that
[ψ¯Uψ, ψ¯V ψ] = 0 , (192)
and that, for any permutation τ ,
sgn(τ) col-det(U τ +Qcol(V τ )) = col-det(U +Qcol(V )) . (193)
Then
col-det(U +Qcol(V )) =
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯V ψ)k
k + 1
(ψ¯Uψ)
)
. (194)
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Proof. Remark that, for s and t commuting indeterminates, at the level of power
series,
exp
(
s
∑
k≥0
tk+1
k + 1
)
= (1− t)−s =
∑
n≥0
tn
n!
(
s+ (n − 1)
)(
s+ (n− 2)
)
. . . s . (195)
With the choice t→ tv and s→ u/(tv), with u, v and t commuting, we get that
exp
(
t u
∑
k≥0
(t v)k
k + 1
)
=
∑
n≥0
tn
n!
(
u+ (n− 1)v
)(
u+ (n− 2)v
)
. . . u . (196)
We apply this formula to the right hand side of (194), with u = ψ¯Uψ, v = ψ¯V ψ, and and
t a formal indeterminate that counts the degree in Grassmann variables (the coefficient
of order tk has k factors ψ¯i’s and k ψj ’s). In particular, Grassmann integration selects
only the term tn, and we get
∫
D(ψ, ψ¯) exp
(∑
k≥0
(ψ¯V ψ)k
k + 1
(ψ¯Uψ)
)
=
1
n!
∫
D(ψ, ψ¯)
(
ψ¯
(
U + V (n− 1)
)
ψ
) (
ψ¯
(
U + V (n− 2)
)
ψ
)
. . .
(
ψ¯Uψ
)
. (197)
The left hand side of (194), using (168), reads∫
dψ¯n · · · dψ¯1
(
ψ¯(U +Qcol)
)
1
· · ·
(
ψ¯(U +Qcol)
)
n
, (198)
that is, given the expression (191) for Qcol,∫
dψ¯n · · · dψ¯1
(
ψ¯(U + V (n − 1))
)
1
(
ψ¯(U + V (n− 2))
)
2
· · ·
(
ψ¯U
)
n
. (199)
We can introduce a trivial factor 1 =
∫
dψn · · · dψ1ψ1 · · ·ψn, and reorder the Grassmann
variables, and terms in the integration measure, to rewrite (199) as∫
D(ψ, ψ¯)
(
ψ¯(U +A(n− 1))
)
1
(
ψ¯(U +A(n− 2))
)
2
· · ·
(
ψ¯U
)
n
ψn · · ·ψ1 . (200)
We can exploit the invariance in the hypothesis (193), and the fact that our ring
contains the rationals, to replace the expression above by its symmetrization
1
n!
∑
τ
sgn(τ)
∫
D(ψ, ψ¯)
(
ψ¯(U τ +Aτ (n− 1))
)
1
· · ·
(
ψ¯U τ
)
n
ψn · · ·ψ1 . (201)
As (M τ )ij =Miτ(j), we just have
1
n!
∑
τ
sgn(τ)
∫
D(ψ, ψ¯)
(
ψ¯(U +A(n − 1))
)
τ(1)
· · ·
(
ψ¯U
)
τ(n)
ψn · · ·ψ1 . (202)
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Note that the factors (n − j), multiplying the matrix entries of A, remain unchanged
in their ordering, and in particular the values of j are distinct from the indices, now
τ(j), in the corresponding product. Reorder the factors ψi’s so to compensate for the
signature of the permutation
1
n!
∑
τ
∫
D(ψ, ψ¯)
(
ψ¯(U +A(n − 1))
)
τ(1)
· · ·
(
ψ¯U
)
τ(n)
ψτ(n) · · ·ψτ(1) , (203)
and extend the sum to all n-uples of integers
1
n!
∑
i1,...,in∈[n]
∫
D(ψ, ψ¯)
(
ψ¯(U +A(n− 1))
)
i1
(
ψ¯(U +A(n − 2))
)
i2
· · ·
(
ψ¯U
)
in
ψin · · ·ψi1 ,
(204)
(this is possible because repeated indices give zero, from the nilpotence of ψi variables).
Reordering the ψi’s next to the factors with the corresponding indices, and performing
the sum over indices iα’s, gives
1
n!
∫
D(ψ, ψ¯)
(
ψ¯(U +A(n − 1))ψ
)(
ψ¯(U +A(n − 2))ψ
)
· · ·
(
ψ¯Uψ
)
, (205)
which coincides with (197), as was to be proven. ✷
Our case of interest is recovered by setting U = XY and V = A. The hypothesis (192)
holds, as a consequence of Lemma 8.3 specialized to B = I (of which, because of Lemma
3.6, the hypotheses are satisfied), while the hypothesis (193) is verified by observing
that, for any permutation τ , the three matrices X, Y τ and Aτ satisfy the hypotheses
of Proposition 1.1(a), and by applying (165) to the left hand side of the proposition
statement (we use at this aim the fact that Y has weakly row-symmetric commutators,
as implied by the hypotheses of Proposition 1.4(a)). Conversely, equations (165) and
(193) are not immediately related, as, because of the factors n− j in Qcol, the matrix
on the left hand side of (193) does not correspond to the action of τ from the right.
Remark that, with respect to Proposition 1.3, the level of generality of this propo-
sition in comparison to the specialization pertinent to Capelli-like identities is less
pronounced. This is mainly due to the fact that the hypothesis (193) is in fact very
demanding. Indeed, it implies in particular that, for any permutation τ and any trans-
position (j j + 1) of consecutive elements,
col-det(U τ +Qcol(V τ )) + col-det(U τ◦(j j+1) +Qcol(V τ◦(j j+1))) = 0 . (206)
Using the representation (168) of column-determinants, gives∫
dψn · · · dψ1 L
[(
ψ(U + V (n− j))
)
r
(
ψ(U +V (n− j − 1))
)
s
+(r ↔ s)
]
R = 0 , (207)
where L and R are appropriate factors, corresponding to the product of (ψ(U +Qcol))i
for i 6= j, j+1. A sufficient condition for the integral to vanish is that the combination
in square brackets is zero. Strictly speaking, this is not also necessary, but it is hard
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to imagine a different mechanism for the quantity above to vanish, and still the orig-
inal column-determinant being non-trivial. So we keep on investigating under which
conditions on U and V we have, for every r, s and j,(
ψ(U + V (n− j))
)
r
(
ψ(U + V (n− j − 1))
)
s
+ (r ↔ s) = 0 . (208)
Matching the terms with different degree in j gives
{(ψV )r, (ψV )s} = 0 ; (209)
{(ψU)r , (ψV )s} = −{(ψU)s, (ψV )r} ; (210)
{(ψU)r , (ψU)s} = (ψU)r(ψV )s + (ψU)s(ψV )r . (211)
Incidentally, equation (210) implies (192), thus the three equations above are sufficient
for Proposition 9.1 to apply.
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