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Abstract
The distribution of prime numbers is here considered. We show
a formula for li−1 and we study the pi(x) function and Riemann’s
hypothesis.
1 Introduction
Il s’agit ici d’e´tudier la distribution des nombres premiers. En the´orie
des nombres, on de´finit la fonction pi(x) comme e´tant le cardinal des
nombres premiers plus petits que x et on montre des estimations pour
cette fonction, la premie`re e´tant x/ln(x) [4]. Une approximation de
pi(x) avec le logarithme inte´grale de Gauss li(x) =
∫ x
2
1
ln(t)dt peut per-
mettre de prouver l’hypothe`se de Riemann qui admet par ailleurs de
multiples formes et qui se trouve impliquer de nombreux re´sultats en
the´orie des nombres [8], sur les alge`bres d’ope´rateurs et autres do-
maines des mathe´matiques. La question est de localiser les ze´ros de
la fonction zeta ζ(s) de Riemann sur la droite Re(s) = 1/2. On sait
que les ze´ros sont syme´triques par rapport a` cette droite a` cause de
l’e´quation fonctionelle de ζ(s) [2]. Les approximations les meilleurs de
la fonction pi(x) sont du genre O(xexp(−cln(x)1/2)) [4]. Il est possible
de de´montrer qu’une approximation suffisante de type O(x1/2+ǫ) pour
pi(x) implique HR [8]. Dans un premier temps, on calcule la fonc-
tion re´ciproque de l’inte´grale, ce qui permet d’approcher les nombres
premiers par une formule. Ensuite, on rede´montre qu’une bonne ap-
proximation de pi(x)) implique HR. Puis, par une autre me´thode, on
montre qu’un prolongement analytique implique HR.
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2 La fonction re´ciproque de
∫
dx/ln(x)
On conside`re la fonction pi(x) ∼
∫
dx/ln(x). Il faut donc prendre en
compte la fonction re´ciproque
f(x) = (
∫ x
2
1
ln(t)
dt)−1(x) (1)
Calculons maintenant la de´rive´e de f
f ′(x) =
1
1
ln(x) ◦ f
(2)
La de´rive´e est donc
f ′ = ln(f) (3)
On pose alors f = eg et on a
g′eg = g (4)
On suppose g(n) = e−ngPn(g), on a alors une relation de re´currence
sur les polynomes Pn qui est
Pn+1(x) = x(−nPn(x) + P
′
n(x)) (5)
3 Une e´quation diffe´rentielle
On pose maintenant
l(x, y) =
∑
n
Pn(x)y
n/n! (6)
L’e´quation diffe´rentielle en f est donc
l(x, y) = P0(x)− xyl(x, y) + x∂x
∑
n
Pn(x)y
n/(n + 1)! (7)
L’e´quation devient alors
(1 + xy)l(x, y) = P0(x) + x∂x
∫ y
0
l(x, t)dt (8)
Cela donne pour h =
∫ y
0 l(x, t)dt,
(1 + xy)∂yh = P0(x) + x∂xh (9)
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Et donc
(1 + euy)∂yh = P0(e
u) + ∂uh (10)
u = ln(x), y = y
∂y−uh+ e
uy∂yh = e
u
t = y − u, y = y
∂th+ e
−tyey∂yh = e
y−t
∂e−th+ ∂
∫
1/(yey)h = e
tP0(e
y−t)
v = e−t, w = −
∫
1 1/(ye
y)
∂v−wh = e
y(w)
r = v − w, v = v On inte`gre alors et on trouve h et donc une formule
pour le n-ie`me nombre premier en appliquant la formule de Taylor a`
ln(f).
∂rh = e
y(v−r)
h =
∫ r
∞
ey(v−r)dr
Cela donne donc
h(x, y) =
∫ e−yx−∫1 1/(yey)
∞
(ey(−r+e
−yx))dr
Cela donne alors
g(x+ y) =
∑
n
g(n)(x)yn/n! =
∑
n
Pn(g(x))(e
−g(x)y)n/n!
f(x+ y) = eg(x+y) = el(g(x),e
−g(x)y) = e∂yh(g(x),e
−g(x)y)
4 L’hypothe`se de Riemann
On fait ici quelques calculs avec ζ. On montre qu’une bonne approxi-
mation de pi(x) implique HR. On de´finit la fonction ζp comme
ζp(s) =
∑
p,premier
1
ps
(11)
On a alors [1]
ζ ′(s)
ζ(s)
=
∑
p,premier
−ln(p)
ps(1− 1ps )
=
∑
p,premier
−ln(p)
ps − 1
=
∑
k≥1
ζ ′p(ks) (12)
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En effet, on a
1
1− 1/ps
=
∑
k≥0
1/pks
Et aussi, comme la convergence est en norme, on peut inverser les
signes somme.
∑
p
−ln(p)/ps
∑
k
1/pks =
∑
k
∑
p
−ln(p)/p(k+1)s
La fonction ζ de Riemann ne peut avoir de ze´ro pour Re(s) ≻ 12 si la
fonction ζ ′p se prolonge analytiquement sur cette bande. En effet
ζ ′(s)
ζ(s)
− ζ ′p(s) =
∑
p,premier
−ln(p)
ps(ps − 1)
(13)
La somme converge donc pour Re(s) ≻ 12 . Il faut alors comparer la
fonction ζp avec la se´rie suivante
∑
n
1
((
∫
dx/ln(x))−1(n))s
(14)
Pour comparer les deux se´ries, on forme la diffe´rence
ζp(s)−
∑
n
1
((
∫
dx/ln(x))−1(n))s
= (15)
∑
n
[1− (1− (1−
pn
(
∫
dx/ln(x))−1(n)
))s]/[psn]
On prend alors les normes pour montrer une convergence uniforme.
∑
n
|s||1−
pn
(
∫
dx/ln(x))−1(n)
|
1
p
Re(s)
n
+ (16)
∑
n
|s||1−
(
∫
dx/ln(x))−1(n)
pn
|
1
(
∫
dx/ln(x))−1(n)Re(s)
Il faut donc e´tudier les se´ries suivantes
∑
n
1
(
∫
dx/ln(x))−1(n)Re(s)+1
|(
∫
dx/ln(x))−1(n)− pn| (17)
∑
n
1
p
Re(s)+1
n
|(
∫
dx/ln(x))−1(n)− pn|
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Pour montrer que l’on peut prolonger analytiquement, il faut donc
conside´rer la diffe´rence
|f(n)− f(
∫ pn
2
dx/ln(x))| ≤ f ′(cn)|pi(pn)−
∫ pn
2
dx/ln(x)| ≤ (18)
Cn1/2+ǫ
Les se´ries sont donc du type
∑
n
1
(n)Re(s)+1/2−ǫ
(19)
Maintenant, on compare
∑
n
1/f(n)s,
∫ ∞
0
dt/f(t)s (20)
On fait un changment de variable dans l’inte´grale u = f(t) et on de´rive
par rapport a` s pour obtenir
∫ ∞
2
(1/ln(u))(1/us)du = −
∫ s
+∞
(21−r/1− r)dr (21)
Elle est donc prolongeable analytiquement. La diffe´rence est de plus
∫ ∞
0
|[1/f(t)s − 1/f(E(t))s]|dt ≤
∑
n
∫ n+1
n
|f(E(t))s − f(t)s]|
[f(t)f(E(t))]Re(s)
dt ≤
(22)∑
n
|s|
∫ n+1
n
f ′(ct)(t− E(t))/[f(E(t))]
Re(s)+1dt ≤
C1/(n)Re(s)+1/2−ǫ
La diffe´rence converge en norme, ce qui va entraˆıner que l’on peut
prolonger analytiquement sous cette condition.
5 Les ze´ros de la fonction ζ
On a [8]
ζ˜(s) =
∏
p
1
1 + 1ps
(23)
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ζ˜ est de´finie pour Re(s) ≻ 1. Alors
ζ˜(s)ζ(s) = ζ(2s) (24)
Cette formule est ve´rife´e pour Re(s) ≻ 1/2. Cela entraine que si
ζ(s) est nul, il faut que soit ζ(2s) est nul, soit ζ˜(s) infini. Or pour
Re(s) ≻ 1, ζ(s) ne peut avoir de ze´ro. On ne peut avoir de ze´ro si on
peut prolonger analytiquement pour ζ˜(s).
Si on avait un ze´ro s0 pour zeta entre 1/2 et 1, on aurait un poˆle
pour ζ ′p et alors on se place en s0/2 et on a
ζ ′(s0/2)/ζ(s0/2) = ζ
′
p(s0/2) + ζ
′
p(s0) + . . . (25)
ζ˜ ′(s0/2)/ζ˜(s0/2) = −ζ
′
p(s0/2) + ζ
′
p(s0) + . . . (26)
Les autres termes sont convergents en dehors de 3/2s0. La premie`re
e´galite´ donne qu’il y a un poˆle pour ζ ′p(s0/2) car on suppose par
re´curence que les ze´ros sont sur la droite 1/2 pour Im(s) < Im(s0). On
conside`re alors la seconde e´galite´ et donc un ze´ro double serait pour ζ˜
en s0/2 ; ce qui contredit ζ˜(s) = ζ(2s)/ζ(s), ζ˜(s0/2) = ζ(s0)/ζ(s0/2) =
0 et de´montre HR. 1
6 Dernie`res formules
On a de plus
ζ˜ ′(s)
ζ˜(s)
=
∑
k≥1
(−1)kζ ′p(ks) (27)
On a aussi
ζ ′(s)/ζ(s)− ζ ′(2s)/ζ(2s) =
∑
k=2n+1
ζ ′p(ks) (28)
Et aussi
ζ ′p(s) = ζ
′(s)/ζ(s)− ζ ′(2s)/ζ(2s)− ζ ′(3s)/ζ(3s) + . . . (29)
ζp(s) =
∑
n
(µ(n)/n)ln(ζ(ns)) (30)
De plus, une ge´ne´ralisation de l’e´quation fonctionelle de zeta est
(
∑
n
1/(n2 + an)s)Γπ(s) = (
∑
k
cos(pika)/k1−2s)Γπ(1/2 − s) (31)
1Il faut aussi prendre en compte les ze´ros multiples et les ze´ros pour 3/2s0.
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