We propose an iterative method for approximately computing the capacity of discrete memoryless channels, possibly under additional constraints on the input distribution. Based on duality of convex programming, we derive explicit upper and lower bounds for the capacity. The presented method requires O(
INTRODUCTION
A discrete memoryless channel (DMC) comprises a finite input alphabet X = {1, 2, . . . , N }, a finite output alphabet Y = {1, 2, . . . , M }, and a conditional probability mass function expressing the probability of observing the output symbol y given the input symbol x, denoted by W (y|x). In his seminal 1948 paper [1] , Shannon proved that the channel capacity for a DMC is
where ∆ N := {x ∈ R N : x ≥ 0, N i=1 x i = 1} denotes the N -simplex and I(p, W ) := x∈X p(x)D(W (·|x)||(pW )(·)) the mutual information. W (y|x) = P[Y = y|X = x] describes the channel law and (pW )(·) is the probability distribution of the channel output induced by p and W , i.e., (pW )(y) := x∈X p(x)W (y|x). D(·||·) denotes the relative entropy that is defined as D(W (·|x)||(pW )(·)) := y∈Y W (y|x) log W (y|x) (pW )(y) . Shannon also showed that in case of an additional average cost constraint on the input distribution of the form E[s(X)] ≤ S, where s : X → R ≥0 denotes a cost function and S ≥ 0, the capacity is given by
For a few DMCs it is known that the capacity can be computed analytically, however in general there is no closed-form solution. It is therefore of interest to have an algorithm that solves (2) in a reasonable amount of time. Since for a fixed channel the mutual information is a concave function in p, the optimization problem (2) is a finite dimensional convex optimization problem. Solving (2) with convex programming solvers, however, turned out to be computationally inefficient even for small alphabet sizes [2] .
Shannon's formula for the capacity of a DMC generalizes to the case of memoryless channels with continuous input and output alphabets, i.e. X = Y = R. However, when considering such channels, it is essential to introduce additional constraints on the channel input to obtain physically meaningful results, more details can be found in [3, Chapter 7] . In addition to average cost type constraints, peak-power constraints are also often considered. A peak-power constraint demands that X ∈ A for some compact set A ⊂ X with probability one. For such a setup, i.e., having average and peak-power constraints, the capacity is given by 
where P(A) denotes the set of all probability distributions on the Borel σ-algebra B(A) and the mutual information is defined as I(p, W ) := A D(W (·|x)||(pW )(·)) p(dx). The channel is described by a transition density defined by P[Y ∈ dy|X = x] = W (y|x)dy and (pW )(·) is the probability distribution of the channel output induced by p and W which is given by (pW )(y) := A W (y|x)p(dx) and the relative entropy that is defined as D(W (·|x)||(pW )(·)) := Y W (y|x) log
(pW )(y) dy. The optimization problem (3) is an infinite dimensional convex optimization problem and as such in general computationally intractable (NP-hard).
Previous Work and Contributions.-Historically one of the first attempts to numerically solve (2) is the so-called Blahut-Arimoto algorithm [2, 4] , that exploits the special structure of the mutual information and approximates iteratively the capacity of any DMC. Each iteration step has a computational complexity O(M N 2 ). It was shown that this algorithm, in case of no additional input constraints has an a priori error bound of the form |C(W ) − C ). As such the computational cost required for an acceptable accuracy for channels with large input alphabets can be considerable. This undesirable property together with the complexity per iteration prevents the algorithm from being useful for a large class of channels, e.g., a Rayleigh channel with a discrete input alphabet [5] . There have been several improvements of the Blahut-Arimoto algorithm [6] [7] [8] , which achieve a better convergence for certain channels. However, since they all rely on the original Blahut-Arimoto algorithm they inherit its overall computational complexity as well as its complexity per iteration step. Therefore, even with improved Blahut-Arimoto algorithms, approximating the capacity for channels having large input alphabets remains computationally expensive.
A more recent approach towards approximating (2) is presented in [9] by Mung and Boyd, where they introduce an efficient method to derive upper bounds on the channel capacity problem, based on geometric programming. Huang and Meyn [10] developed a different approach based on cutting plane methods, where the mutual information is iteratively approximated by linear functionals and in each iteration step, a finite dimensional linear program is solved. It has been shown that this method converges to the optimal value, however no rate of convergence is provided.
In this article, we present a new approach to solve (2) that is based on its dual formulation. It turns out that the dual problem of (2) has a particular structure that allows us to apply Nesterov's smoothing method [11] . In the absence of input cost constraints, this leads to an a priori error bound of the order
), where n denotes the number of iterations and each iteration step has a computational complexity of O(N M ). Thus, the overall computational complexity of finding an ε-solution is given by O(
). In particular for large input alphabets our method has a considerable computational advantage over the BlahutArimoto algorithm. In addition the novel method provides primal and dual optimizers leading to an a posteriori error which is often much smaller than the a priori error.
Due to the favorable structure of the capacity problem and its dual formulation, the presented method can be extended to approximate the capacity of memoryless channels having a bounded continuous input alphabet and a countable output alphabet, under some assumptions on the tail of W (·|x), i.e., problem (3) is addressed for a countable output alphabet. As a concrete example, this is demonstrated on the discrete time Poisson channel with a peak-power constraint. To the best of our knowledge, for this scenario up to now only lower bounds exist [12] .
Structure.-Section 2 introduces our method for approximating the channel capacity for DMCs. We provide a priori and a posteriori bounds for the approximation error and present two numerical examples that illustrate its computational performance compared to the Blahut-Arimoto algorithm. In Section 3, we generalize the approximation scheme to channels having bounded continuous input alphabets and countable output alphabets. We then show how the presented results can be used to compute the capacity of discrete-time Poisson channels under a peak-power constraint and possibly average-power constraints on the input. We conclude in Section 4 with a summary and potential subjects of further research. In the interest of readability, some of the technical proofs and details are given in the appendices.
Notation.-The logarithm with basis 2 is denoted by log(·) and the natural logarithm by ln(·). In Section 2 we consider DMCs with a finite input alphabet X = {1, 2, . . . , N } and a finite output alphabet Y = {1, 2, . . . , M }. The channel law is summarized in a matrix W ∈ R N ×M , where
We define the standard n−simplex as ∆ n := {x ∈ R n : x ≥ 0, n i=1 x i = 1}. The input and output probability mass functions are denoted by the vectors p ∈ ∆ N and q ∈ ∆ M . The input cost constraint can be written as E[s(X)] = p s ≤ S, where s ∈ R N ≥0 denotes the cost vector and S ∈ R ≥0 is the given total cost. The binary entropy function is denoted by H b (α) := −α log(α) − (1 − α) log(1 − α), for α ∈ [0, 1]. For a probability mass function p ∈ ∆ N we denote the entropy by H(p) := N i=1 −p i log(p i ). It is convenient to introduce an additional variable for the conditional entropy of Y given {X = i} as r ∈ R N , where
. For a probability density p supported at a measurable set B ⊂ R we denote the differential entropy by h(p) = − B p(x) log(p(x))dx. For two vectors x, y ∈ R n , we denote the canonical inner product by x, y := x y. We denote the maximum (resp. minimum) between a and b by a ∨ b (resp. a ∧ b). For A ⊂ R and 1 ≤ p ≤ ∞, let L p (A) denote the space of L p -functions on the measure space (A, B(A), dx), where B(A) denotes the Borel σ-algebra and dx the Lebesgue measure. The capacity of a channel W is denoted by C(W ). For the channel law matrix W ∈ R N ×M we consider the norm W := max
and note that an upper bound is given by
DISCRETE MEMORYLESS CHANNEL
To keep notation simple we consider a single average-input cost constraint as the extension to multiple average-input cost constraints is straightforward. In a first step, we introduce the output distribution q ∈ ∆ M as an additional decision variable, as done in [9, 13, 14] . 
If S < S max the optimization problem (2) has the same optimal value as P :
Proof. The proof can be found in Appendix A 1.
Note that we later add an assumption on our channel (Assumption 2.3) that guarantees uniqueness of the optimizer maximizing the mutual information, i.e., F is a singleton. In this case the optimizer to (6) (resp. (5)) is also feasible for the original problem (2) . Computing S max is straightforward once F is known. The singleton F can be seen as the maximizer of a channel capacity problem with no additional input cost constraint and can as such be computed with the scheme we present in this article.
For the rest of the section we restrict attention to (6) , since the less constrained problem (5) can be solved in a similar, more direct way. We tackle this optimization problem through its Lagrangian dual problem. The dual function turns out to be a non-smooth function. As such, it is known that the efficiency estimate of a black-box first-order method is of the order O 1 ε 2 if no specific problem structure is used, where ε is the desired abolute accuracy of the approximate solution in function value [15] . We show, however, that P has a certain structure that allows us to use Nesterov's approach for approximating non-smooth problems with smooth ones [11] leading to an efficiency estimate of the order O 1 ε . This, together with the low complexity of each iteration step in the approximation scheme leads to a numerical method for the channel capacity problem that has a very attractive computational complexity.
A. Input Constrained Case
In the following we focus on the input constrained channel capacity problem (6) and the scenario of no input constraints (5) is discussed as a special case within this section. As a preliminary result for some c ∈ R N we consider the following optimization problem, that, if feasible, has an analytical solution
Lemma 2.2. Let p = [p 1 , . . . , p N ] with p i = 2 µ 1 −c i +µ 2 s i , where µ 1 and µ 2 are chosen such that p satisfies the constraints in (7). Then p uniquely solves (7).
Proof. See Appendix A 2.
Consider the convex optimizaton problem (6), whose optimal value, according to Lemma 2.1 is the capacity C S (W ). The Lagrange dual program to (6) is
where F, G : R M → R are given by
Note that since the coupling constraint W p = q in the primal program (6) is affine, the set of optimal solutions to the dual program (8) is nonempty [16, Proposition 5.3 .1] and as such the optimum is attained. To ensure that the set of dual optimizers is compact, we need to impose the following assumption on the channel matrix W, that we will maintain for the remainder of Section 2.
Assumption 2.3 excludes situations where the channel matrix has zero entries. Even though this may seem restrictive at first glance, it holds for a large class of channels. Moreover, in a finite dimensional setting, for a fixed input distribution, the mutual information is well known to be continuous in the channel matrix entries. Therefore, singular cases where the channel matrix contains zero entries can be avoided by slight perturbations of those entries. Under Assumption 2.3 for a fixed channel, the mutual information can be seen to be a strictly concave function in the input distribution. Therefore, the capacity achieving input distribution is unique. With Assumption 2.3 one can derive an explicit bound on the norm of the dual optimizers, which is crucial in the subsequent derivation of the main result in this section, namely Theorem 2.9.
where
Proof. See Appendix A 3.
Lemma 2.5. Strong duality holds between (6) and (8).
Proof. The proof follows by a standard strong duality result of convex optimization, see [16, Note that the optimization problem defining F (λ) is of the form given in (7) . Hence, according to Lemma 2.2, F (λ) has a unique optimizer q with components q j = 2 µ−λ j , where µ ∈ R needs to be chosen such that q ∈ ∆ M , i.e.,
F (λ) is a smooth function with gradient
According to [11, Theorem 1] and the fact that the negative entropy is strongly convex with convexity parameter 1 [11, Lemma 3] , ∇F (λ) is Lipschitz continuous with Lipschitz constant 1.
The main difficulty in solving (10) efficiently is that G(·) is non-smooth. Following Nesterov's smoothing technique [11] , we alleviate this difficulty by approximating G(·) by a function with a Lipschitz continuous gradient. This smoothing step is efficient in our case because of the particular structure of (10). Following [11] , consider
with smoothing parameter ν ∈ R >0 and denote by p ν (λ) the optimizer to (13) , which is unique because the objective function is strictly concave. Clearly for any (13) is analytically given by
where µ 1 , µ 2 ∈ R have to be chosen so that s p ν (λ, µ) = S and p ν (λ, µ) ∈ ∆ N ; for this choice of µ 1 , µ 2 we denote the solution by p ν (λ).
Remark 2.6. In case of no input constraints, the unique optimizer to (13) is given by
whose straightforward evaluation is numerically difficult for small ν. One can circumvent this problem, however, by following the numerically stable technique that we present in Remark 2.11.
Remark 2.7. In case of additional input constraints, we need an efficient method to find the coefficients µ 1 and µ 2 in (14). In particular if there are multiple input constraints (leading to multiple µ i ) the efficiency of the method computing them becomes important. Instead of solving a system of non-linear equations, one can show that the µ i can be found by solving the following convex optimization problem [17, p. 257 ff.]
where y := (1, S). Note that (15) is an unconstrained maximization of a concave function, whose gradient and Hessian can be easily computed, allowing the use of efficient second-order methods.
Finally, we can show that the uniform approximation G ν (λ) is smooth and has a Lipschitz continuous gradient, with known Lipschitz constant. Proposition 2.8. G ν (λ) is well defined and continuously differentiable at any λ ∈ Q. Moreover, it is convex and its gradient ∇G ν (λ) = W p ν (λ) is Lipschitz continuous with Lipschitz constant 1 ν . Proof. The proof follows directly from the proof of Theorem 1 and Lemma 3 in [11] together with (4).
We consider the smooth, convex optimization problem
whose objective function has a Lipschitz continuous gradient with Lipschitz constant 1 + 1 ν . As such D ν can be be approximated with Nesterov's optimal scheme for smooth optimization [11] , which is summarized in Algorithm 1, where π Q (x) denotes the projection operator of the set Q, defined in Lemma 2.4, with R :
otherwise.
Algorithm 1: Optimal scheme for smooth optimization
Step 2:
Step 4: The following theorem provides explicit error bounds for the solution provided by Algorithm 1 after n iterations. Define the constants
Then after n iterations of Algorithm 1 we can generate the approximate solutions to the problems (8) and (2), namely,
which satisfy
Thus, the complexity of finding an ε-solution to the problems (8) and (2) does not exceed
Proof. The proof follows along the lines of [11, Theorem 3] and in particular requires Lemma 2.4, Lemma 2.5 and Proposition 2.8.
Note that Theorem 2.9 provides an explicit error bound (18) , also called a priori error. In addition this theorem gives an approximation to the optimal input distribution (17), i.e., the optimizer of the primal problem. Thus, by comparing the values of the primal and the dual optimization problem, one can also compute an a posteriori error which is the difference of the dual and the primal problem, namely
Remark 2.10 (Stopping criterion of Algorithm 1). There are two immediate approaches to define a stopping criterion for Algorithm 1.
(i) A priori stopping criterion: Choose an a priori error ε > 0. Setting the right hand side of (18) equal to ε defines a number of iterations n ε required to ensure an ε-close solution.
(ii) A posteriori stopping criterion: Choose an a posteriori error ε > 0. Choose the smoothing parameter ν(n ε ) for n ε as defined above in the a priori stopping criterion. Fix a (small) number of iterations that are run using Algorithm 1. Compute the a posteriori error e := F (λ) + G(λ) − I(p, ρ) according to Theorem 2.9. If e ≤ ε terminate the algorithm otherwise continue with another iterations. Continue until the a posteriori error is below ε.
Remark 2.11 (Computational stability).
In the special case of no input cost constraints, one can derive an analytical expression for G ν (λ) and its gradient as
In order to achieve an ε-precise solution the smoothing factor ν has to be chosen in the order of ε, according to Theorem 2.9. A straightforward computation of ∇G ν (λ) via (20) for a small enough ν is numerically difficult. In the light of [11, p. 148 ], we present a numerically stable technique for computing ∇G ν (λ). By considering the functions
The basic idea is to definef (λ) := max 1≤i≤N f i (λ) and then consider a function g :
, such that all components of g(λ) are non-positive. One can show that
where the term on the right-hand side can be computed with a small numerical error.
Remark 2.12 (Computational complexity). In case of no input cost constraint, one can see by (20) that the computational complexity of a single iteration step of Algorithm 1 is O(M N ). Furthermore, according to (19) , the complexity in terms of number of iterations to achieve an ε-precise
. This finally gives a computational complexity for finding an ε-solution of
).
B. Simulation Results
This section presents two examples to illustrate the theoretical results developed in the preceding sections and their performance. All the simulations in this section are performed on a 2.3 GHz Intel Core i7 processor with 8 GB RAM. Table I compare the performance of the Blahut-Arimoto algorithm with that of Algorithm 1, which has the a priori error bound predicted by Theorem 2.9, namely
where n denotes the number of iterations and γ is equal to the smallest entry in the channel matrix W . Recall that the Blahut-Arimoto algorithm has an a priori error bound of the form
Moreover, the new method provides us with an a posteriori error, which the Blahut-Ariomoto algorithm does not. 
CHANNELS WITH CONTINUOUS INPUT AND COUNTABLE OUTPUT ALPHABETS
In this section we generalize the approximation scheme introduced in Section 2 to memoryless channels with continuous input and countable output alphabets. The class of discrete-time Poisson channels is an example of such channels with particular interest in applications, for example to model direct detection optical communication systems [18, 19] . Consider X ⊆ R as the input alphabet set and Y = N 0 as the output alphabet set. The channel is described by the conditional probability W (i|x) := P[Y = i | X = x]. Given a channel W and an integer M , we introduce an M -truncated version of the channel by
W M can be seen as a channel with input alphabet X and output alphabet {0, 1, . . . , M − 1}. Figure 2 shows a pictorial representation of a channel and its M -truncated counterpart. The finiteness of the output alphabet of W M allows us to deploy an approximation scheme similar to the one developed in Section 2 to numerically approximate C(W M ).
FIG. 2. Pictorial representation of the M -truncated channel counterpart
The following definition is a key feature of the channel required for the theoretical results developed in this section which, roughly speaking, imposes a certain decay rate for the output distribution uniformly in the input alphabet. 
The following assumptions hold throughout this section.
Assumption 3.2.
(i) The channel W has a k-ordered polynomial tail for some k ∈ (0, 1) in the sense of Definition 3.1.
(ii) The mapping x → W (i|x) is Lipschitz continuous for any i ∈ N 0 with Lipschitz constant L.
Assumption 3.2 allows us to relate the capacity of the original channel to that of its truncated counterpart.
Theorem 3.3. Suppose channel W satisfies Assumption 3.2(i) with the order k ∈ (0, 1). Then, for any M ∈ N 0 we have
Proof. See Appendix A 4.
We consider two types of input cost constraints: a peak-power constraint P[X ∈ A] = 1 for a compact set A ⊆ X and an average-power constraint E[s(X)] ≤ S for S ∈ R ≥0 and a continuous function s on X . The primal capacity problem for the channel W M is given by
where P(A) denotes the space of all probability distributions supported on A, cf. (3). Our method always requires a peak-power constraint, whereas the average-power constraint is optimal. The following proposition allows us to restrict the optimization variables from probability distributions to probability densites.
Proposition 3.4. The optimization problem (23) is equivalent to
where D(A) is the set of probability densities functions, i.e.,
We consider the pair of vector spaces (L 1 (A), L ∞ (A)) along with the bilinear form
In the light of [20, Theorem 243G] this is a dual pair of vector spaces; we refer to [21, Section 3] for the details of the definition of dual pairs of vector spaces. Considering the standard inner product as a bilinear form on the dual pair (R M , R M ), we define the linear operator W : R M → L ∞ (A) and its adjoint operator W : L 1 (A) → R M , given by
Following similar lines as in Lemma 2.1, one can deduce that in problem (23) the inequality input constraint can be replaced by equality (resp. removed) is S < S max (resp. S ≥ S max ). That is, in view of Proposition 3.4, Lemma 2.1 and the discussion there, problem (23) (under Assumption 3.6, that we require later) is equivalent to P :
where r(·) :
is an element in L ∞ (A) by Assumption 3.2(ii). For the rest of the section we restrict attention to (24) , since unconstrained problem can be solved in a similar way. We call (24) the primal program. Thanks to the dual vector space framework, the Lagrange dual program of P is given by
and
Lemma 3.5. Strong duality holds between (24) and (25).
Proof. The proof follows from standard strong duality results of convex optimization, see [22, Theorem 6 ].
In the remainder of this article we impose the following assumption on the channel. In case j≥M W (j|x) > 0 for all x, Assumption 3.6 holds according to (21) and a lower bound can be given by γ M ≥ 1 M min x j≥M W (j|x). Under Assumption 3.6 we can show that we can again assume without loss of generality that λ takes values in a compact set. Note that F (λ) is the same as in Section 2 and therefore given by (11) and its gradient by (12) . As in Section 2, we consider the smooth approximation
with smoothing parameter ν ∈ R >0 and ρ denoting the Lebesgue measure of A. To analyze the properties of G ν (λ) we need one more auxiliary lemma.
is strongly convex with convexity parameter σ = 1.
Proof. See Appendix A 6.
Furthermore, we can show that the uniform approximation G ν (λ) is smooth and has a Lipschitz continuous gradient, with known constant. The following result is a generalization of Proposition 2.8. Proposition 3.9. G ν (λ) is well defined and continuously differentiable at any λ ∈ R M . Moreover, this function is convex and its gradient ∇G ν (λ) = W p λ ν is Lipschitz continuous with constant
Proof. See Appendix A 7.
We denote by p λ ν the optimizer to (26) , that is unique since the objective function is strictly concave. To analyze the solution to (26) we consider the following optimization problem, that, if feasible, has a closed form solution
with c, s ∈ L ∞ (A).
Lemma 3.10. Let p (x) = 2 µ 1 +c(x)+µ 2 s(x) , where µ 1 , µ 2 ∈ R are chosen such that p satisfies the constraints in (27) . Then p uniquely solves (27) .
The proof directly follows from [23, p. 409 ] and the proof of Lemma 2.2. Hence, G ν (λ) has a (unique) analytical optimizer
where µ 1 , µ 2 ∈ R have to be chosen such that p λ ν (·, µ), s = S and p λ ν (·, µ) ∈ D(A); for this choice of µ 1 , µ 2 we denote the solution by p λ ν (·).
Remark 3.11. In case of no input constraints, the unique optimizer to (26) is given by 
where y := (1, S) and µ := (µ 1 , µ 2 ). Note that (29) is an unconstrained maximization of a concave function. Unlike the finite input alphabet case, the evalutation of the gradient and the Hessian of this function involves computing moments of the measure p λ ν (x, µ)dx, for which efficient numerical schemes based on semidefinite programming have been proposed; see [17, p. 259 ff.] for details.
Note that the differential entropy h(p) ≤ log(ρ) for all p ∈ D(A) and that there exists a function ι : R >0 → R ≥0 such that
i.e., G ν (λ) is a uniform approximation of the non-smooth function G(λ). The following lemma, Lemma 3.15, provides an explicit expression for the function ι in (30) under some Lipschitz continuity assumptions, implying in particular that ι(ν) → 0 as ν → 0. 
where Proof. See Appendix A 9.
We consider the smooth, finite dimensional, convex optimization problem
whose solution can be approximated with Algorithm 1 presented in Section 2, as follows. Define the constant 
where y k computed at the k th iteration of Algorithm 1 and p x k ν is the analytical solution in (28). Then,λ andp are the approximate solutions to the problems (25) and (23), i.e.,
Therefore, Algorithm 1 requires O 1 ε log (ε −1 ) iterations to find an ε-solution to the problems (25) and (23).
Proof. See Appendix A 10.
Hence, under Assumption 3.14 we can quantify the approximation error of the presented method to find the capacity of any channel W , satisfying Assumptions 3.2 and 3.6, by
where ( ) and ( ) are addressed by Theorem 3.3 and Theorem 3.16, respectively. Let us highlight that for the term ( ) we have two different quantitative bounds: First, the a priori bound ε for which Theorem 3.16 prescribes a lower bound for the required number of iterations; second, the a posteriori bound F (λ) + G(λ) − I(p, W M ) which can be computed after a number of iterations have been executed. In practice, the a posteriori bound often approaches ε much faster than the a priori bound. Note also that by (30) and Theorem 3.16
which shows that F (λ) + G ν (λ) + ι(ν) is an upper bound for the channel capacity with a priori error ι(ν) + ε. This bound can be particularly helpful in cases where an evaluation of G(λ) for a given λ is hard.
Remark 3.17 (Optimal tail truncation)
. Given a fixed number of iterations, the term ( ) above is effected by the truncation level M for two reasons: the higher M the larger the size of the output as well as the lower the parameter γ M . Therefore, term ( ) increases as M increases, which can be quantified by (A19). On the other hand, term ( ) obviously has the opposite behavior. Namely, the higher M leads to the better approximation of the channel W by the truncated version W M as quantified in Theorem 3.3. Hence, given a channel W with the polynomial tail order k, there is an optimal value for the truncation parameter M , which thanks to the monotonicity explained above can be effectively computed in practice by techniques such as bisection. Note, that this truncation procedure could also be applied to a finite output alphabet, given that the channel satisfies Assumption 3.2(i), and for example improve the performance of the method presented in Section 2.
Remark 3.18 (Without average-power constraint). In case of considering only a peak-power constraint and no average-power constraint, our proposed methodology allows us to access a closed form expression for G ν (λ) and its gradient,
Discrete-Time Poisson Channel
The discrete-time Poisson channel is a mapping from R ≥0 to N 0 , such that conditioned on the input x ≥ 0 the output is Poisson distributed with mean x + η, i.e.,
where η ≥ 0 denotes a constant sometimes referred to as dark current. A peak-power constraint on the transmitter is given by the peak-input constraint X ≤ A with probability one, i.e., A = [0, A] and an average-power constraint on the transmitter is considered by E[X] ≤ S.
Up to now, no analytic expression for the capacity of a discrete-time Poisson channel is known. However, for different scenarios lower and upper bounds exist. Brady and Verdú derived a lower and upper bound in the presence of only an average-power constraint [24] . Later, for η = 0 and only an average-power constraint, Martinez introduced better upper and lower bounds [25] . Lapidoth and Moser derived a lower bound and an asymptotic upper bound, which is valid only when the available peak and average power tend to infinity with their ratio held fixed, for the presence of a peak and average-power constraint [12] . Lapidoth et al. computed the asymptotic capacity of the discrete-time Poisson channel when the allowed average-input power tends to zero with the allowed peak power -if finite -held fixed and the dark current is constant or tends to zero proportionally to the average power [26] .
Here, we numerically approximate the capacity of a discrete-time Poisson channel. For simplicity we consider the case where only a peak power constraint is imposed; the case where an additional average power constraint is present can be treated similarly.
The following proposition provides an upper bound for the k-polynomial tail for the Poisson channel W as defined in (35). 
Proof. See Appendix A 11.
In the following we present an example to illustrate the theoretical results developed in the preceding sections and their performance. Note that for the discrete-time Poisson channel Assumption 3.6 clearly holds. Example 3.20. We consider a discrete-time Poisson channel W as defined in (35) with a peakpower constraint A and dark current η = 1. Up to now, the best known lower bound for the capacity is given by [12, Theorem 4] 
To the best of our knowledge no upper bound for the capacity is known. In [12] an asymptotic upper bound is given which includes an unknown error term that is vanishing in the limit A → ∞. According to Theorems 3.3 and 3.16, the algorithm introduced in this article leads to an approximation error after n iterations that is given by
and α := 2 ( −1 −1) for any k ∈ (0, 1) and ∈ (0, 1]. The truncation parameter M was determined as described in Remark 3.17. This finally leads to the following upper and lower bounds on C(W ) 
CONCLUSION AND FUTURE WORK
We introduced a new approach to approximate the capacity of DMCs possibly having constraints on the input distribution. The dual problem of Shannon's capacity formula turns out to have a particular structure such that the Lagrange dual function admits a closed form solution. Applying smoothing techniques to the non-smooth dual function enables us to solve the dual problem efficiently. This new approach, in the case of no constraints on the input distribution, has a computational complexity per iteration step of O(M N ), where N is the input alphabet size and M the size of the output alphabet. In comparison, the Blahut-Arimoto algorithm has a computational cost of O(M N 2 ) per iteration step. More precisely for no input power constraint, the total computational cost to find an ε-close solution is O( ). We would like to emphasize that the computational cost of the smallest unit, i.e. the cost of one iteration is strictly better for the algorithm introduced in this article. As highlighted by Example 2.14, this can make a crucial difference especially for large input alphabets. Another strength of the new approach is that it provides an a posteriori error, i.e., after having run a certain number of iterations we can precisely estimate the actual error in the current approximation. This is computationally appealing as explicit (or a priori) error bounds often are conservative in practice. By exploiting this a posteriori bound we can stop the computation once the desired accuracy has been reached.
As a second contribution, we have shown how similar ideas can be used to approximate the capacity of memoryless channels with continuous bounded input alphabets and countable output alphabets under a mild assumption on the channels tail. This assumption holds, for example, for discrete-time Poisson channels, allowing us to efficiently approximate their capacity. As an [12] , which to the best of our knowledge is the tightest lower bound available to date (blue line). The parameter A is given in decibels where A[dB] = 10 log 10 (A).
example we derived upper and lower bounds for a discrete-time Poisson channel having a peakpower constraint at the input.
The presented optimization method highly depends on the Lipschitz constant estimate of the objective's gradient. The worse this estimate the more steps the method requires for an a priori ε-precision. For future work, we aim to study the derivation of local Lipschitz constants of the gradient. This technique has recently been shown to be very efficient in practice (up to three orders of magnitude reduction of computation time), while preserving the worst-case complexity [27] .
The approach introduced in this article can be used to efficiently approximate the capacity of classical-quantum channels, i.e., channels that have classical input and quantum mechanical output, with a discrete or bounded continuous input alphabet. Using the idea of a universal encoder allows us to compute close upper and lower bounds for the Holevo capacity [28] .
Proof of Lemma 2.1
The mutual information I(p, W ) can be expressed as
By adding the constraint
where p ∈ ∆ N . Since q = W p and W is a stochastic matrix, this implies q ∈ ∆ M . By definition of S max it is obvious that the input cost constraint s p ≤ S is inactive for S ≥ S max , leading to the first optimization problem in Lemma 2.1. It remains to show that for S < S max , the input constraint can be written with equality, leading to the second optimization problem in Lemma 2.1. In oder to keep the notation simple we define C(S) := C S (W ) for a fixed channel W . We show that C(S) is concave in S for S ∈ [0, S max ]. Let S (1) , S (2) ∈ [0, S max ], 0 ≤ λ ≤ 1 and p (i) probability mass functions that achieve C(S (i) ) for i ∈ {1, 2}. Consider the probability mass function p (λ) = λp (1) + (1 − λ)p (2) . We can write
Using the concavity of the mutual information in the input distribution, we obtain
where the final inequality follows by Shannon's formula for the capacity given in (1). C(S) clearly is non-decreasing in S since enlarging S relaxes the input cost constraint. Furthermore, we show that
Suppose C(S max −ε) = C(S max ) and denote C := max p∈∆ N I(p, W ). This then implies that there exists p ∈ ∆ N such that I(p, W ) = C and s p ≤ S max − ε, which contradicts the definition of S max . Hence, the concavity of C(S) together with the non-decreasing property and (A2) imply that C(S) is strictly increasing in S.
This proof is similar to the proof given in [23, Theorem 12.1.1]. Let q satisfy the constraints in (7). Then
The inequality follows form the non-negativity of the relative entropy. Equality (A4) follows by the definition of p and (A5) uses the fact that both p and q satisfy the constraints in (7) . Note that equality holds in (A3) if and only if q = p . This proves the uniqueness.
Proof of Lemma 2.4
Consider the following two convex optimization problems
Claim A.1. Strong duality holds between P β and D β .
Proof. According to the identity W p − q ∞ = max λ 1 ≤1 λ (W p − q) [29, p. 7 ] the optimization problem P β can be rewritten as 
Proof of Theorem 3.3
To prove Theorem 3.3 we need a preliminary lemma.
Proof. Note that for a fixed x ∈ [0, 1], the mapping p → (p + x) log(p + x) − p log(p) is nondecreasing; observe that the derivative of the mapping is non-negative for all x ∈ [0, 1]. Therefore, it suffices to verify the claim for p ∈ {0, 1}. 
Thus h(x) ≥ 0, and consequently xh(x) ≥ 0 for all x ∈ (0, 1], which concludes the proof.
Proof of Theorem 3.3. Note that
It thus suffices to bound the mutual information difference uniformly in the input probability distribution p ∈ P(X ). Observe that
By the definition of the truncated channel in (21) and applying Lemma A.2 to the above relation, we have
which concludes the proof.
Proof of Proposition 3.4
We show that the optimization problem (23) is equivalent to
where D(A) is the space of probability measures that are absolutely continuous with respect to the Lebesgue measure. This completes the proof since optimizing over D(A) is equivalent to optimizing over the space of probability densities D(A) according to the Radon-Nikodým Theorem [31, Theorem 3.8, p. 90].
It is known that the mapping p → I(p, W M ) is weakly lower semicontinuous [32] . It then suffices to show that D(A) is weakly dense in P(A). Let B be a countable dense subset of A, and ∆(B) be the family of probability measures whose supports are finite subsets of B. It is well known that ∆(B) is weakly dense in P(A), i. The proof follows the ideas of [11] . It can easily be shown that for d(p) := −h(p) + log(ρ)
Cauchy-Schwarz then implies
7. Proof of Proposition 3.9
It is known, according to Theorem 5.1 in [34] , that G ν (λ) is well defined and continuously differentiable at any λ ∈ R M and that this function is convex and its gradient ∇G ν (λ) = W p λ ν is Lipschitz continuous with constant L ν = Following [11] and using Lemma 3.7, Lemma 3.5, Propostion 3.9 and Lemma 3.15, after n iterations of Algorithm 1 the following approximation error is obtained 0 ≤ F (λ) + G(λ) − I(p, W ) ≤ ι(ν) + 4D 1 ν(n + 1) 2 + 4D 1 (n + 1) 2 =: err(ν, n),
where for ν <
or T 2 > 1 we have ι(ν) = ν log T 1 ν + T 2 + 1 , which is strictly increasing in ν. Let us redefine the smoothing term by ν := δ log(δ −1 ) for δ ∈ (0, 1) and define the function g(δ) := log(T 1 log(δ −1 )+T2δ)+1
log(δ −1 ) + 1 . One can see that ι(ν) = δg(δ) and that lim δ→0 g(δ) = 1.
where the first inequality is due to δ ≤ 2 −1 and the second follows from δ ≤ 2
We seek for a lower bound of n and upper bound δ such that the error term (A19) is smaller than the preassigned ε > 0, i.e., , n) = g(δ)δ + 4D 1 (n + 1) 2
To this end, we introduce an auxiliary variable ζ ∈ (0, 1) such that such that g(δ)δ = (1 − ζ)ε and 
where we have chosen β = 
Proof of Proposition 3.19
To prove Proposition 3.19, we need two lemmas. Proof. For the proof we make use of an induction argument. Note that for any a 1 ≥ 0 it trivially holds that a k 1 ≤ 2 1−k a k 1 . We now assume that for any sequence (
Let (a i )
where the first (resp. second) inequality in (A24) follows from (A23) (resp. Lemma A.3). 
Moreover, based on a Taylor series expansion, it is well known that for all M ∈ N and x ∈ R ≥0 i≥M
Therefore, it follows that 
