INTRODUCTION
Scalability. Few would disagree that the future of highperformance computing lies with massively parallel systems (MPS), since there are major physical limitations to the clock rate of a single processor. Massively parallel systems are required to be scalable in the sense that their performance should be proportional to the number of processors. However, a feasible architecture for a scalable massively parallel system is still wanting, as true, i.e., unlimited scalability is not only theoretically impossible but even in the practical sense cannot be achieved on a range of more than an order of magnitude in the number of processors. Whatever a system's architecture, interconnect, or programming model, something will not scale: the throughput or latency of the interconnect, its cost, or the synchronization overheads. Since all these components contribute to performance in different ways, the issue of scalability is a very complex one indeed.
So in what sense can one argue for scalability of massively parallel systems? There have been quite a few attempts to define it (see [1] ) on the basis of some strong assumptions regarding the nature of parallel computation. The most common assumption that is being made in such analyses is that the processors run some predominantly local processes which require little external communication (it manifests itself in the parameter "communication to computation ratio" assumed to be small and used in all but a few performance models). By migrating these self-contained processes and placing several of them per processor to balance out computational work across the system, it is believed that scalability may be achieved without requiring physically unfeasible networking and/or dramatically different computational models. In reality, however, process concurrency of such kind continues to face various fundamental limitations from data mapping to dynamic load balancing to program paradigm issues.
Data parallelism. We would like to address a simpler, and in our view more promising, way of doing parallel computing in a massively parallel distributed environment. It is commonly known as data parallelism and is sometimes mistakenly associated with SIMD processing. Data parallelism as a concept is merely a coordinated form of massive concurrency. A data-parallel system exhibits a pattern of coordinated traffic in the interconnect; i.e., data is requested by processors according to a certain mapping scheme that they all share. Although more than one pattern of traffic may exist at any given time owing to the multiplicity of data objects involved in the computation, a data-parallel system would always introduce a degree of synchronization which makes changes of the traffic pattern in accord with some well-defined global partial order.
Wide adoption of data parallelism as a computational concept owes much to the programming model underlying most numerical algorithms, which is one of array parallelism (see [2] ). Computation is defined in terms of parallel array updates occurring in strict sequence within a single von Neumann thread. This calls for global synchronization of activities across a parallel system at the end of each such update, while any computation required between updates can be viewed as a set of identical, independent, data-driven threads anchored by the elements of the array assignment target, but otherwise fairly mobile across the system. Instead of the full range of process migration and load balancing problems, we are faced with the data migration and communication issues, which are much simpler, as no distributed machine state is involved other than the single assignment target existing in some global time. Also, since a data-parallel process ensemble consists of identical threads, it can be controlled uniformly over a considerable period of time, making interconnect problems far more manageable.
Synchronization. It is entirely obvious that a scalable dataparallel platform cannot be synchronous with communication latency scaling up as the network diameter, which is a power of the system size (D / N 1=d for a d-dimensional torus).
The latency should not, therefore, be allowed to determine the performance but should be hidden by doing more work at a processing node between the instances of packet arrival. The processor should then be able to quickly multiplex between threads in a data-driven fashion, with a few threads keeping it busy most of the time. The only efficiency parameter that can remain effective under such conditions is the useful network throughput per processor, assuming that the parallelism of the program is sufficient to overcome both the communication latency and any extra synchronization overheads associated with the existence of a global state (i.e., bulk-synchronous concurrency). Both these assumptions are highly realistic, as array parallelism is abundant in numerical applications.
Locality. We do not wish to make the assumption that the program has much local work to do, as in the process concurrent situation. It seems that as soon as that is the case, the local work takes the form of a macroscopic procedure (as opposed to machine instructions) which, even being identical across the system, has data-dependent run-time duration, thus creating major imbalances of load and bringing us back to the standard process-concurrent problems we resolved to avoid. Alternatively, in some cases where local work predominates, there turns out to be no nontrivial network traffic, which makes those applications too specific to consider.
In interesting general cases, however, local work is not very significant, i.e., of the same order as nonlocal processing. Consequently, high-throughput interconnectivity is a major challenge; it is in fact the one that all-electronic systems have invariably fallen short of and where the strength of hybrid systems may lie.
Contribution of this paper. With optical communications coming of age, there are renewed expectations that issues associated with the interconnect may finally be resolved, at least those that are throughput-critical, for throughput is the parameter that optical communications have already been shown to have a clear advantage in. Another area in which optics seems to be uniquely poised to solve "bad" electronic problems is in providing massive connectivity to electronic chips. The flip-chip technology developed by the Edinburgh authors of this paper is unique in its ability to provide tens of thousands of optical "pins" to a processor, although still at a considerable cost. The main downside of optical communications is their apparent high reconfiguration latency as well as some extra latency incurred in optoelectronic conversions.
From a computer architect's point of view, these circumstances call for reconsidering the whole range of issues taken for granted in all-electronic design. Given that we may be virtually unconstrained in our use of communication channels, both in throughput and node degree, what is the best network topology for massively parallel computing? What role does the routing algorithms play in increasing the network bandwidth and how efficiently can the network and CPU resources be utilized in such a network? What does the physical implementation of optoelectronic modules look like? We attempt to answer these questions in the subsequent sections. To begin with, we introduce the computational model which we shall assume in all further analyses. Next we give a review of the network topologies used in all-electronic systems. We argue that the hypercube network is the only one to scale properly and, provided that the required number of channels per processor is attainable (which is what the optical interconnect is expected to provide), it is the topology to use in the design of a massively parallel machine.
Section 3 describes a free-space optical technology which we believe may be used to produce a large, scalable hypercube system.
The preliminary demonstrator design presented therein is based on the "smart-pixel" approach. In this section we provide some estimation of optical and electrical parameters that the demonstrator is expected to achieve. Section 4 discusses various routing strategies, from simple oblivious routing to complicated nonminimal adaptive routing. We argue later that for massively parallel systems oblivious routing is almost as good as adaptive routing, because each processor typically works in the request-response mode, accessing remote memory across the network. In this scheme there is always feedback from the network to the processor, which helps keep the channel load balanced. In order to quantify the influence of this feedback, a network simulator (see [3] ) was developed to perform some experiments with different network topologies. The results of these experiments are found in Section 5.
COMPUTATIONAL MODEL AND NETWORK TOPOLOGY
The behavior and performance of a data-parallel system strongly depends on data mapping. Arrays are distributed across parallel systems according to the patterns of access to them, which may be as simple as constant-strided, total access or as complex as indexing with a conforming index array. Compilers usually attempt to deduce array access patterns from the program code either by analyzing the index expressions in sequential loops or by considering the usage of array processing primitives as in Fortran 90, or else from explicit annotations as in HPF.
High-throughput, scalable networks could make it possible for the first time to consider nonlocal array access patterns as occurring in the machine often enough to be significant. If this is the case, all local (i.e., between a processor and its local memory) as well as nearest-neighbor communications can be ignored, as they only renormalize the processor speed and the channel throughput, respectively.
In considering nonlocal communications, one should take into account the effect they have on the balance of communication load across the system. If the traffic pattern is regular, this may result in severe congestion of some channels, while others may remain completely inactive. It is unlikely that a compiler could recognize potential traffic problems from the source code alone. At any rate, these problems arise during access to more than one object and are a result of the data mapping. Traffic problems may also be alleviated by distributing the array elements in a manner more suited to the pattern of access.
One of the promising ways of avoiding communication imbalances during nonlocal access is hashing the location of array elements so that every element has an equal chance of ending up at any processor node. Hashing as a means of achieving uniform memory access was proposed very early: the work by Mehlhorn and Vishkin [4] discusses its impact on the performance of a bulk-synchronous parallel system. We are aware of the way hashing affected the architecture of CS-2 form Meiko [5] .
There are other examples of dealing with random mapping in hardware and software which go beyond the framework of this paper. What is important is that uniform random traffic (URT) is a universal model that describes what we can hope to achieve in the general case of nonlocal access. It appears therefore that the URT model is worth investigating in conjunction with nonlocal computing on the optically enhanced generic parallel system.
Having stated the traffic model, let us now turn to the network topology. Networks may contain anywhere from two to hundreds of thousands of nodes, although to the best of our knowledge a network with more than 100,000 nodes has not been built as yet. Networks are usually very regular, most of them belonging to the class of k-ary d-cubes. Members of this class have d dimensions and k nodes along each dimension, so the total number of nodes is N = k d . Assuming a ddimensional address of the form (a d01 ; a d02 ; . . . ; a 1 ; a 0 ), where each a n is in the range (0; . . . ; k 0 1), a node is connected to 2d neighbors (except for k = 2, in which case every node has only d neighbors), whose addresses differ by 1 in exactly one of the d dimensions. When a neighbor would have a nonexistent address, i.e., its address in one of the dimensions is greater than k 0 1 or less than 0, there are two ways of connecting the link:
• One can ignore the nonexistent neighbor and not connect the link at all. This would give us an "open-ended" network, also known as a d-dimensional mesh.
• Another method of dealing with the edges is to add a wraparound link between the first and last elements in the dimension. The formula for the addresses of the neighbors in the ith dimension becomes (a i 6 1)mod k instead of just (a i 6 1). Such a network is known as a d-dimensional torus.
The main disadvantage of open-ended networks is that the channel load is not distributed evenly across the network, the channels in the corners are less loaded than those in the middle. This means that an open-ended system can utilize only 60-70% of its total throughput.
The advantage of open-ended networks is the simplicity of routing (see Section 4).
Network Characteristics
There are several characteristics of networks that are interesting for us:
1. A network diameter describes the maximum distance between any two nodes in the network. It can be computed as a sum of maximum distances in each dimension. It is d(k 0 1) for open-ended networks and dbk=2c for wrapped ones. Again, the hypercube is a special case: when k = 2, these values are equal.
2. The bisection bandwidth of a network gives an idea of the network's ability to move data from one side of the network to another. It is defined as the number of data carried by a minimum number of wires crossing a bisection of the network. Assuming that each wire carries one bit of data per unit time, this can be thought of as finding the minimum number of wires which must be cut in order to divide the network into two halves with equal numbers of nodes. If the channels are implemented as bidirectional buses of w wires, this bisection bandwidth is wk d01 bits/unit time for open-ended networks and 2wk d01 bits/unit time for wrapped ones.
3. The average distance from source to destination gives the number of network hops an average message must take in its path. It certainly depends on the nature of the traffic in the network but can be derived analytically in the URT case, which is the one that we are interested in. The average distance under URT is (d=3)k for open-ended networks and (d=4)k for wrapped ones [6] .
4. The maximum injection rate per node also depends on the network traffic. Under the URT, each message has a probability of 1 2 that it will cross the bisection of the network. To avoid overloading, nodes should not attempt to inject more messages on average than the bisection channels can cope with. Thus, the total amount of data injected into the network per unit time cannot be greater than twice the bisection bandwidth. Dividing that by the number of nodes results in 2(wk d01 =N ) = 2(w=k) bits per unit time for openended networks and 4(w=k) for wrapped ones.
These parameters are given in Table I for some popular special cases of k-ary d-cubes.
Notice that for the hypercube network only the maximum injection rate does not depend on the network size [7] , which makes it very attractive for building a scalable massively parallel system. Another attractive feature of the binary hypercube is that it combines advantages of open-ended and wrapped networks. The hypercube is totally symmetric, and so all its channels are loaded evenly; still, we can use the same simple dimension-order routing (see Section 4 ) as for openended networks. Note again that despite the very attractive properties of the hypercube the sheer density of connections makes it impossible to implement a large hypercube electronically. In the next section we shall see that an optical implementation may be possible.
OPTICAL TECHNOLOGY
The requirement for a large interconnect density can be met with optical free space technology. It is possible that such a technology may allow the interconnection of vast numbers of processors. For example, it is unlikely that one would (at present) conceive of interconnecting any more than 10 6 individually programmable processors (for reasons of cost alone!) and therefore if optical technology could be shown to support a 20-dimensional hypercube (for which the required interconnect density is not achievable in electronics) then such a system is scalable for all practical purposes. In this section a particular free space connected optical computing demonstration system is described in order to introduce aspects of the hardware which may prove useful in constructing such a large hypercube machine. The preliminary design is then considered.
The particular system discussed here is that being built in the Physics Department of Heriot-Watt University based on so-called "smart-pixel" technology [22] . This system is a dedicated sorting module rather than a general purpose machine, but the hardware proofs of principle are the same.
The Sorting Module
The architecture of the sorting demonstrator takes advantage of the potential of optics in nonlocal interconnects. The sorter is an example of a larger class of system that can be described as extended-interconnect cellular logic processors or EX-CLIPs [23] . Figure 1 shows a functional schematic of the sorting demonstrator. The data to be sorted are entered sequentially into the processing loop in the form of bit planes of optical data by an electrically addressed spatial light modulator array (SLM). Eight bit-planes of 32-by-32 optical channels are input into this memory array. The optical 2-D perfect shuffle is performed by the two arms of the feedback loops on each side of the memory array. A full 2-D folded perfect shuffle is completed in the course of each cycle of the machine. The total number of cycles is determined by the algorithm and the array size. At the end of the processing, the sorted set of data can be output from the loop. The sorting algorithm itself requires the use of 2-D sets of control signals ("control") in order to program the functionality of every pixel in the sorting node array during each cycle. These are generated optically within the EX-CLIP architecture by means of one single control bit-plane which is input into the memory array prior to the data. This bit-plane circulates along with the data planes and provides all the subsequent control.
The memory array can convert electrical or optical inputs into electrical or optical outputs. Four modes of operation are therefore possible. During the processing, the memory array receives optical data streams, stores them electronically and outputs them optically. The memory array can also function as input and output arrays by using the electronic-input/opticaloutput and optical-input/electronic-output modes of operation, respectively.
Electronic and Optical Design
A functional schematic of one of the sorting nodes is shown in Fig. 2 .
The node is self-routing in the sense that bit comparison and selection are implemented in the logic. The global signals BYPASS, LDCTRL, and CLOCK are fed electrically to each node. After the photoreceivers, the node has a single stage transimpedance amplifier followed by further voltage gain stages. A two stage pipeline configuration has been adopted using latches at the inputs and outputs of the node. All data bits flow through the comparator and the exchange/bypass module whereas the control bits, input either in optical format or as electronic signals, are received by the control logic unit. By using a pipelined approach to maximize the operational frequency, the sorting node has been designed initially to run at 100 MHz. The two stages of the pipeline must therefore each complete within a 10 ns clock period. One stage implements the electronic logic functionality with a latency of less than 10 ns. The second stage is a combination of optical output driver rise-time T driver , optical input amplifier rise-time T receiver , and optical time-of-flight through the Perfect Shuffle T prop . The total latency of the optical system is therefore T opt = T driver + T receiver + T prop < 10 ns.
The entire sorting demonstrator is built using the semikinematic slotted baseplate approach. The individual optical elements are held in magnetic stainless steel barrels of 25 mm diameter, constrained by magnets glued into the slots [24] . The optical system is designed to be completely telecentric in order to minimize spot deviation in the presence of a small defocus. A single diode-pumped Nd:YAG laser, expanded to fill the entrance pupil of the optics, is split into two to illuminate the two smart-pixel arrays. A diffractive optical element (DOE) is placed in the beam path in order to fan out the incident laser beams onto each of the 2048 modulators on each chip. These optical beams are focused onto the modulators by a 30 mm effective focal length five-element objective lens. All the lenses used within the demonstrator are custom designed in house and are capable of operating with wavelengths from 850 to 1064 nm. Final beam spot sizes on the optical inputs, after reflection off the output modulators and all optical aberrations within the system are taken into account, will be below 30 m diameter. Polarizing optics are used throughout, together with patterned mirror beam splitters, in order to decrease the optical losses which occur within the system.
Smart-Pixel Technology
The smart pixel approach that has been developed is based on CMOS chips flip-chip (solder bump) assembled with InGaAs optoelectronic chips. The latter act as detectors (receivers) and modulators (transmitters) and are made of strained-layer InGaAs quantum well structures which are grown with AlGaAs barriers on a GaAs substrate. This material has been chosen for two reasons: (i) electroabsorption modulators based on the quantum confined Stark effect [25] can be fabricated for operation around 1.047/1.064 m, matching high beam quality multiwatt Nd:YLF/Nd:YAG laser power sources; and (ii) the substrate is transparent to device band-edge wavelengths (unlike GaAs/AlGaAs MQWs), avoiding the need to remove the substrate, which itself is of value for heat sinking and electrical power connection purposes.
The basic device is a p-i-n diode formed by a 95-period, 1.4 m thick, strain-balanced multiple quantum well structure grown on a relaxed InGaAs buffer layer (Fig. 3) . The diodes are configured as pairs, biased in series in the same manner as for symmetric-SEEDs [26] . This design is employed for both the detector and the modulator elements in the array. Each operates in a differential manner with the electrical connection to the CMOS via the center link. The optical windows of the diode devices are of area 35 m 2 35 m and are laid on a square grid. As each node possesses eight optical windows (2 pairs of differential inputs, 2 pairs of differential outputs), the optoelectronic chips must accommodate 4096 windows and 2048 wettable pads, for the solder bumps, in order to sort a 32-by-32 array of parallel optical data inputs. The full system is then a 32 m 2 32 m 1-bit processor array geometry and aims to sort 1024 10-bit words in less than 10 ms. This corresponds to an on/off chip data rate of some 200 Gb/s. The interconnection is point to point and nonlocal while the architecture is essentially SIMD and special purpose. The hypercube interconnection of processors is also nonlocal and point to point but is more suited to general purpose MIMD computing. A hypercube network of 1024 multithreaded RISC processors (each 64 bits wide) would require 130 Gb/s from the optical interface (running at 100 Mb/s). Figure 4 shows a possible schematic implementation of an array of general purpose processors with distributed global memory. Each node, four of which are shown on a board, consists of a CPU, a quantity of RAM, and an optoelectronic routing chip. This routing chip uses the above mentioned GaAs/InGaAs on silicon, flip chip, solder bump technology. The communication between nodes always passes through the optoelectronic routing chip and, except for the two nearest neighbors on the same PCB, is accomplished using optical signals. These boards may then be stacked vertically so that the relevant routing chips can communicate with one another optically.
Hypercube Implementation
The hypercube topology is implemented optically by the use of carefully designed patterned mirrors (omitted from the schematic diagram for clarity) and relies heavily on the symmetry inherent within this particular interconnect. Data packets arrive optically and are directed to the appropriate GaAs/InGaAs detectors, converted to standard electrical signals, and fed to the inputs of the electrical cross-bar. Communication is asynchronous and the data are self-routing-the data packet destination address being embedded within the packet header. With on-chip buffering provided on the electronic cross-bar and the use of a latency tolerant, multithreaded microprocessor design this allows the hypercube network to operate at near 100% capacity. This therefore balances the very high bandwidth capability of free space optics with the potential throughput of a large network of high performance processors.
Using the optical smart-pixel technology pioneered in our 1024 element sorting demonstrator, it is currently possible to address 20 optical input and output channels onto a silicon chip-each channel being 64 bits wide to give a total of 2,560 optical input and output "pins." This could potentially provide enough channels to interconnect as many as 1 million 64 bit wide processors in a full hypercube topology, with a maximum bisection bandwidth of 6,400 Tb/s. As state-of-theart electronic design progresses the fabrication of a complete 20 2 20 2 64 bit cross-bar should eventually become feasible, holding out the possibility of building a 1 million node hypercube. Eventually though the optical design, physical factors, and in particular financial constraints will limit the overall size of machine.
NETWORK ROUTING
The previous section described the optical interconnect for hypercube connectivity which enables high-degree nodes of considerable throughput. One should bear in mind, however, that even high-throughput channels may not be effective in a parallel computing environment if messages are not routed efficiently to their destinations. This section will discuss the routing problems that arise in uniform random traffic.
Routing in an interconnection network is concerned with determining a path for a message to travel from its source to a destination. This path may be selected statically by a mechanism which has information about the network, or in real time by a distributed mechanism within the network. Distributed mechanisms usually take into account the distribution of load across the network to avoid congestion only as far as possible, but any algorithm must be deadlock-free.
A deadlock occurs when all members of a set of two or more messages require some resource held by another member of the set. None of the messages in such a situation can advance until at least one message releases resources it currently holds. Rather than try to detect and dissolve a deadlock, most routing algorithms impose some constraints on the relaying of messages so that no deadlock may occur.
Oblivious Routing
In an oblivious router the path of a message is determined by its source and destination addresses, regardless of the current state of the network. This path is usually chosen to be a topologically shortest path in the network. Thus, all messages which have the same source and destination will follow the same path through the network. This means, in particular, that all the packets of a message routed using the store-and-forward strategies arrive to their destination in the same order, which make the reassembling much easier.
Oblivious routers have gained wide acceptance because they provide reasonable service with great simplicity. For common networks, such as those in the k-ary n-cube family, topologically shortest paths are easy to find: a shortest path for a message in such a network is a path in which each hop takes the message closer to its destination in exactly one dimension. Several shortest paths may exist since the ordering of the hops with respect to dimensions does not effect the outcome; the path remains the topologically shortest one regardless of the order in which the dimensions are traversed.
Since an oblivious router must choose only one of the shortest paths, it is necessary to restrict the path-selection algorithm further so that only one path is chosen. Dimension order routing is a shortest-path algorithm which imposes an ordering on the dimensions of the network and requires that a message traverse the network in this order. A message will not traverse a link in dimension d until all dimensions earlier than d in the order have been traversed. Dimension order routing can be shown to be deadlock-free for open-ended k-ary n-cubes (those without "wrap-around" links) using simple resource-ordering arguments [8] . In order to provide deadlock-freedom for dimension order routing in networks with wrap-around links (such as torus networks), additional mechanisms must be provided to alleviate deadlock within a single dimension. Dally and Seitz [9] provide a solution to this using virtual channels which employs extra buffering to remove the possibility of cyclic dependencies within a single dimension.
Minimal Adaptive Routing
Since most networks provide multiple shortest paths between most source-destination pairs, it is intuitive to design a router that allows flexibility in choosing among these paths. Routers that allow some choice among minimal-length paths are known as minimal adaptive routers.
In the "basic" minimal adaptive router, the router computes the set of all outgoing links which lie on a minimal path for an incoming packet. These are known as profitable links. Some of these links may be currently unavailable due to traffic or faults in the network; these are removed from the set. The packet is then sent out on one of the remaining profitable links. If none is available, the packet waits for one to become available, in either a blocking or non-blocking manner depending on the router.
When more than one profitable link is available, the router must choose one of them somehow. There are a few alternative methods: random, dimension-order, and choice-preserving. The first two methods are obvious in implementation. Choicepreserving attempts to maximize the number of minimal paths still available at any time by choosing the dimension in which the packet has the largest displacement from its destination. Although this helps to preserve the largest set of profitable hops as the packet progresses towards its destination, its usefulness is marginal at best [6] .
The problem of deadlock is more serious in adaptive routing than in oblivious routing, because the constraints which prevented deadlock in dimension-order oblivious routing are no longer present in minimal adaptive routing, so other techniques must be used to guarantee deadlock-freedom. Some routers [10, 11] require extra buffering as well as extra constraints on possible paths for packets in order to prevent deadlock. Other routers [12, 13] are fully minimally adaptive. They allow all minimal paths, although some amount of extra buffering is still required. However, these algorithms require differing buffer capacities for different nodes in the network.
Nonminimal Adaptive Routing
While oblivious and minimal adaptive routers require that a packet always be routed on some path of minimal length, nonminimal adaptive routers allow packets to be routed on any path from source to destination, of any length. There are two primary motivating factors for allowing packets to follow longer-than-necessary paths: congestion avoidance and fault-tolerance. If all minimal paths for a packet are heavily congested, but longer paths are uncongested, it may be possible for a packet to travel out of its way but still arrive more quickly.
The main disadvantages of nonminimal routers are wasted bandwidth and the problem of livelock. Some packets may take more hops than would be required for the minimal path; i.e., they use more channel resources as compared to minimal routers. If there is no bound to the number of times a packet may be derouted it is possible that a packet never reaches its destination, even though it is continually moving. This is known as livelock. Some additional techniques should be used to avoid it [6, 10, 14] , which adds to the complexity of the router.
The nonminimal routers may be good for very irregular traffic, but the feedback in the multithreaded system helps to avoid such irregularities. If the traffic is still very irregular even in the multithreaded system, this can be attributed to poor program design or poor data mapping, and routers are not expected to be able to alleviate the traffic problems of poorly designed programs. Therefore, nonminimal adaptive routers do not seem to be particularly useful for massively parallel systems.
NETWORK SIMULATION
Unlike some other researchers [14] , we did not measure the dependency of the reception rate on the injection rate. We assume that messages cannot be lost on the way from their source to their destination. If the injection rate is smaller than the maximum throughput of the network, the reception rate is exactly equal to the injection rate. If the injection rate is greater than the maximum throughput, it cannot be sustained for any considerable period of time, because of the limited buffering capacity of the network. Since we are interested in the performance and scalability of a massively parallel system, we require answers to the following questions:
1. How many threads should a processor have for a given performance?
2. How does this number depend on the network configuration and routing strategy?
To answer these questions a special network simulator has been built [3] with which we have studied the behavior of different networks under several routing strategies.
Why uniform random traffic is relevant. As was mentioned earlier, we chose to use the URT model in which for each message from processor i to processor j, i and j are random and independent. Of course, no real program produces such traffic on a multicomputer network, there are always some deviations from complete uniformity. Many papers address the problem of "hot spots" in the network [6, 14, 15] , but none gives a clear and realistic definition of hot spot. We do not pretend to have one either, but we can offer some observations. Let us consider the network load as a function of coordinates and time l(r; t). This is the number of requests per unit time which are issued at time t by the processor located at node r. Then the integral load L(r) = R l(r; t)dt.
Obviously, the spatial irregularities of the integral load are much more important than the temporal ones at a given point. The former arise because of nonuniform data mapping and cannot be eliminated by any routing strategy. We made some experiments with spatially correlated and temporally correlated random traffic [3] , which still show that adaptive routers do not improve the performance significantly as compared to oblivious ones.
Dependency on load.
As any statistical system, a network has many macroscopic parameters. We can adjust some of them, and some of them can be measured, though these two sets are not mutually exclusive. For example, studying an ideal gas, one can measure the dependency of volume on pressure for an isolated system (i.e., with a constant number of particles), or the dependency of the number of particles on pressure within constant volume for an open system with quite different results.
Similarly, for the network simulation, we can choose one of the two models:
1. We can set the injection rate, and measure the latency, as many have done [14] [15] [16] [17] . Some have even measured the throughput under a fixed injection rate [14] , which is difficult to justify.
Even the latency under a fixed injection rate is not relevant, since almost any real program works in request-response mode. There is always feedback from the network to the program; i.e., if the network is slow, the program will reduce its injection rate as well.
2. Therefore, we chose another model which seems to be more adequate for massively parallel systems. The processor runs several independent activities (we use the term threads), each of which sends a request for data to another processor and waits for the result. Having received the result, the thread does some computations and sends another request. This model keeps the number of messages in the system fixed, so we can measure the throughput and the latency as functions of the number of messages per node. The latency, as we expected, depends almost linearly on the density of messages, but the throughput exhibits more interesting behavior (Figs. 5 and 6) .
The difference in throughput between two routing strategies proves to be rather small, at most 8-10%. Therefore, for uniform random traffic the excess complexity of the adaptive router is not worth the gain in performance. Similar conclusions were made by M. Pertel [17] .
It appears that the normalized throughput of a mesh or torus does not depend on its size under fixed density, but it does depend on size on a hypercube network. Note that Figs. 5 and 6 look very similar, up to the scale of the X-axis. A hypercube of 256 nodes requires almost twice as high a density to reach the same throughput as the torus, because it has twice as many links per router node. Thus, the density should be normalized on the number of links per node, as on Fig. 7 . Surprisingly, if this normalized density is constant, the throughput hardly depends on the network topology at all. The dependencies for a 2d torus, a 3d torus, and a hypercube are very similar. Thus, the throughput can be described as a function of a single argument (density of messages per channel), regardless of the network topology. This function tends to reach saturation at loads which are numerically small, about two or three messages per channel (see Fig. 7 ), which has some important implications for the processor node.
FIG. 7. Throughput versus normalized density of messages.
Since the computational model we are concerned with is a data-driven one, every message participates in the requestresponse loop, supported by a separate computational activity.
The number of such activities should be sufficient to be able to tolerate the communication latency, but if there are many more of them, this may lead to wasting the on-chip resources without any tangible increase in performance. The fact that it is sufficient to have only a small degree of parallelism (about 2d, where d is the degree of the node) can be exploited in the processor design to provide an optimized architecture (see [18] ).
CONCLUSIONS
For a hybrid optoelectronic parallel machine, a highperformance optical network is key. Simple point-to-point connectivity is sufficient for this purpose. The most common such networks are a low-dimensional torus and a hypercube, which belong to the k-ary d-cube family. Out of these, only the binary hypercube is truly scalable, since its throughput per node does not depend on its size.
We have shown that although a large binary hypercube is very difficult to implement in electronics, it can be a feasible topology using optical interconnect. The smart pixel technology delineated in this paper allows the design to achieve highdegree connectivity and provides high-throughput networking on-chip to any type of processor node. We propose to embed the hypercube link structure into a 3d configuration using infrared beams propagating in free space. This technology scales up to a level of 1 million 64-bit processors with a maximum bisection bandwidth of 6,400 Tb/s.
We have confirmed by extensive numerical experimentation that routing strategies do not play any significant role in a massively parallel situation, so a simple oblivious router may be used in a hybrid optoelectronic system, whose structure and physical design we briefly discuss. As we require reevaluation of network parameters for data-driven, randomly mapped parallel computation (which we consider to be the relevant computational model for the hybrid machine), we studied the network throughput versus some other traffic parameters. We have discovered that the only significant combination of such parameters is message density per channel. Our data show that the normalized throughput does not depend strongly on any other parameter including the size and topology of the network.
Finally, we have demonstrated that the requirement of data-driven computing does not necessitate an unrestricted asynchronous processor node. The number of concurrent threads per processor (which is equal to the number of messages per link times the node degree) turns out to be relatively small to make possible some special multithreading: in our experiments the density per channel required to achieve 90% of the throughput never exceeded a few units.
