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a b s t r a c t
In the present work we establish characterizations of some discrete distributions using
properties of the reversed hazard rate and reversed mean residual life. Discrete distribu-
tions having a constant reversed hazard rate, the reversed lack of memory property, and
the product of the reversed hazard rate and the mean residual life a constant are identi-
fied. Some properties of the reversed variance residual life and a characterization are also
discussed.
© 2013 The Authors. Published by Elsevier B.V.
1. Introduction
There has been growing interest in recent times in the studyof reliability functions in reversed time and their applications.
The functions of primary interest discussed in the continuous case in the literature are the reversed hazard rate (Block et al.,
1998; Finkelstein, 2002), the reversed mean (variance) residual life or mean (variance) inactivity time (Nanda et al., 2003;
Li and Lu, 2003; Kundu and Nanda, 2010), and the reversed percentile residual life (Nair and Vineshkumar, 2010). One
can also find applications of these concepts in different topics of investigation in the above papers and their references.
Some analogous results and characterizations in the case of the reversed hazard rate and mean residual life for discrete
distributions are discussed in Gupta et al. (2006) and Goliforushani and Asadi (2008).
It is known (Block et al., 1998) that in the case of absolutely continuous distributions on the positive real line there does
not exist a model with constant reversed hazard rate. The main objective of the present article is to show that this and
several other properties not enjoyed by absolutely continuous distributions can hold good in the discrete case. Specifically,
we identify discrete models for which the reversed hazard rate is constant, the product of the reversed hazard rate and the
reversed mean residual life is constant, etc. Some properties of the reversed variance residual life and a characterization are
also presented.
2. Characterizations
Let X be a discrete random variable taking values in the set S = (0, 1, 2, . . . , b), where b is a positive integer and can be
∞. We denote the probability mass function and distribution function of X by f (x) and F(x) respectively. Then the reversed
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hazard rate of X is defined as
λ(x) = P(X = x|X ≤ x) = f (x)
F(x)
. (2.1)
The distribution of X is determined uniquely by λ(x) through the formula
F(x) =
b
t=x+1
(1− λ(t)). (2.2)
Further, the random variable X is said to satisfy the reversed lack of memory property if and only if
P(X ≤ t|X ≤ t + s) = P(X ≤ 0|X ≤ s) (2.3)
for all t, s in S. The property (2.3) can be interpreted in the following way in the context of maintenance problems. When X
represents the lifetime of a device, its inactivity time (time since failure) is independent of the age of the device.
With these definitions, we have the following characterizations, in which we assume that b <∞.
Theorem 2.1. The random variable X is distributed as
F(x) =

(1+ c)x−b, x = 0, 1, 2, . . . , b; c > 0, b <∞
1, x ≥ b (2.4)
if and only if any one of the following conditions is satisfied:
(a) λ(x) = k, a constant for all x > 0, where 0 < k < 1;
(b) X has the reversed lack of memory property.
Proof. From (2.4),
f (x) =

(1+ c)−b, x = 0
c(1+ c)x−b−1 x = 1, 2, . . . , b,
and accordingly
λ(x+ 1) = c
1+ c , x = 0, 1, 2, . . . , b− 1.
Notice that λ(0) = 1 for all discrete distributions with zero as the left end point for their supports. The converse of (a)
follows from Eq. (2.2) on taking k = c1+c . That the distribution (2.4) satisfies (b) can be easily verified from (2.3). On the
other hand when the reversed lack of memory property holds, we have
F(t + s)F(0) = F(t)F(s)
or
a(t + s) = a(t)a(s), where a(t) = F(t)
F(0)
.
To solve the functional equation, set s = 1, so we have
a(t + 1) = a(t)a(1) = · · · = [a(1)]t+1
for all t = 1, 2, . . . , b− 1. Equivalently
F(x+ 1) = [F(1)]
x+1
[F(0)]x (2.5)
with
F(b) = p
b
[F(0)]b−1 = 1
or
F(0) = p bb−1 , p = F(1).
Substituting for F(0) in (2.5) and setting p = (1+ c)−1, we have (2.4), and the proof is completed. 
Remark 1. The terms in the probability mass function for x = 1, 2, 3, . . . are in increasing geometric progression with
common ratio (1+ c), as opposed to the usual geometric distribution where the terms are decreasing.We shall refer to (2.4)
as the reversed geometric distribution in view of the reversal of the monotonicity of successive probabilities. Thus λ(x) is
constant⇔ X has a reversed geometric law⇔ X has the reverse lack of memory property.
The reversed mean residual lifetime is defined as
r(x) = E(x− X |X < x) = 1
F(x− 1)
x
t=1
F(t + 1) (2.6)
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with r(0) defined as zero. Goliforushani and Asadi (2008) have shown that
λ(x) = 1− r(x+ 1)+ r(x)
r(x)
, x = 1, 2, . . . , b (2.7)
and
F(x) =

x
t=1
r(t)
r(t + 1)− 1
 b
t=1
r(t)
r(t + 1)− 1

, b <∞. (2.8)
In the case of the usual reliability functions, X having constant hazard rate, having constant mean residual life and having a
geometric distribution are all equivalent. Further the geometric law is characterized by the property that the product of the
hazard rate and themean residual life is unity. A different scenario ariseswhen the functions in reversed time are considered.
While λ(x) is constant for all x for the reversed geometric law, its reversed mean residual life is
r(x) = 1+ c
c

1− 1
(1+ c)x

,
a nonconstant function. In the next theorem we seek the distribution for which r(x) is constant. Since the stated result is
obtained by direct calculations using (2.6) and (2.8), we omit the proof. Notice that for any discrete distribution r(1) = 1:
Theorem 2.2. The random variable X has reversed mean residual life function
r(x) = c + 1
c
, c > 0, x = 2, 3, . . . , b, b <∞,
if and only if
F(x) =

c−1(1+ c)1−b, x = 0
(1+ c)x−b, x = 1, 2, . . . , b. (2.9)
Remark 2. The probability mass function corresponding to (2.9) is
f (x) =

c−1(1+ c)1−b, x = 0
c − 1
c
(1+ c)1−b, x = 1
c(1+ c)x−b−1, x = 2, 3, . . . , b
and accordingly c > 1.
Remark 3. It may be noted that the property λ(x)r(x) = 1 for all x = 2, . . . , b characterizes the model (2.9). This follows
from the fact that if the distribution is (2.9), λ(x) = c1+c for the assumed values of x. Conversely from (2.7), if λ(x)r(x) = 1,
then
r(x+ 1)− r(x) = 0
so r(x) is a constant and Theorem 2.2 applies.
3. Reversed variance residual life
The reversed variance residual life is defined as
v(x) = E((x− X)2|X < x)− r2(x). (3.1)
It can also be computed as
v(x) = E(X2|X < x)− E2(X |X < x).
Another useful representation of v(x) is given below; using (3.1), we have
E((x− X)2|X < x) = 1
F(x− 1)
x−1
t=0
(x− t)2f (t)
= 1
F(x− 1)
x
t=1
(x− t)2[F(t)− F(t − 1)]
= 2
F(x− 1)
x
t=1
(x− t)F(t − 1)− r(x)
= 2
F(x− 1)
x
t=1
t
u=1
F(u− 1)− r(x)
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giving
v(x) = 2
F(x− 1)
x
t=1
t
u=1
F(u− 1)− r(x)(r(x)+ 1). (3.2)
To throw further light on the characterization problems, we consider two examples.
Example 3.1. Let X follow the uniform distribution
F(x) = x
b
, x = 1, 2, . . . , b.
Then the functions calculated using the formulas given above are
λ(x) = 1
x
, r(x) = x
2
and v(x) = x(x− 2)
12
, x > 2.
Example 3.2. The arithmetic distribution is defined by the distribution function
F(x) = x(x+ 1)
b(b+ 1) , x = 1, 2, . . . , b.
Its probability mass function
f (x) = 2x
b(b+ 1)
is the length-biased version of the uniform distribution in Example 3.1. We have
λ(x) = 2
x+ 1 , r(x) =
x+ 1
3
and v(x) = (x+ 1)(x− 2)
18
, x > 2.
In the two examples, r(x)λ(x) is a constant less than 1. This motivates the following theorem.
Theorem 3.1. For a random variable X in the support of (1, 2, . . . , b), b <∞, the relationship
λ(x)r(x) = k, 0 < k < 1, (3.3)
holds for x = 2, 3, . . . , b if and only if the distribution of X is specified by
F(x) = (b− 1)!
(x− 1)!
(θ)x
(θ)b
, x = 1, 2, . . . , b, (3.4)
where θ = k1−k is a positive integer and
(θ)x = θ(θ + 1) · · · (θ + x− 1)
is the Pochhammer symbol.
Proof. When (3.3) holds true we appeal to identity (2.7) to obtain the first-order difference equation
r(x+ 1)− r(x) = 1− k.
To solve for r(x), we iterate for x values and use the boundary condition r(x) = 1, to obtain
r(x+ 1) = k+ (1− k)x
and hence
r(x+ 1)− 1
r(x)
= x− 1
θ + x− 1 .
Substituting in (2.6) we get the distribution (3.4). Alternatively, when the distribution is (3.4), the probability mass function
is
f (x) = (b− 1)!
(x− 1)!
θ(θ)x−1
(θ)b
.
Hence
λ(x) = θ
θ + x− 1 =
k
k+ (1− k)(x− 1)
and r(x)λ(x) = k, as required. 
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Remark 4. The special cases θ = 1 and θ = 2 correspond to the uniform and arithmetic distributions respectively.
There are some identities satisfied byλ(x), r(x) and v(x) that could be of use in characterization problems for determining
one from another. From (3.2),
[v(x)+ r(x)(r(x)+ 1)]F(x− 1) = 2
x
t=1
t
u=1
F(u− 1). (3.5)
Changing x to x+ 1 and then subtracting (3.5), we obtain
[v(x+ 1)+ r(x+ 1)(r(x+ 1)+ 1)]F(x)− [v(x)+ r(x)(r(x)+ 1)]F(x− 1) = 2r(x+ 1)F(x).
Dividing by F(x) and noting that
F(x− 1)
F(x)
= 1− λ(x) = r(x+ 1)− 1
r(x)
from Eq. (2.7), we have after some algebra
v(x+ 1)− v(x) = λ(x)[r(x)(r(x+ 1)− 1)− v(x)] (3.6)
and
v(x+ 1)
r(x+ 1)− 1 + r(x+ 1)− 1 =
v(x)
r(x)
+ r(x). (3.7)
Kundu and Nanda (2010) have identified the class of distributions in the continuous case for which the square of the
coefficient of variation of the residual life is a constant. In the discrete case, we have a slightly modified result.
Theorem 3.2. A random variable X in the support of (1, 2, . . . , b) satisfies the property
v(x)
r(x)(r(x)− 1) = a, (3.8)
a constant if and only if its distribution is (3.4) for 0 < a < 1 and (2.9) for a = 1.
Proof. To begin with, we note that
r2(x) = [E(x− X)2|X < x] = 1F(x− 1)
x−1
t=1
(x− t)2f (t)
= 2
F(x− 1)
x−1
t=1
(x− t)F(t)− r(x)
or
[r2(x)+ r(x)]F(x− 1) = 2
x−1
t=1
F(t).
Working as in the case of (3.6) and (3.7), we obtain
r2(x+ 1)r(x)− r2(x)(r(x+ 1)− 1)− r(x)(r(x+ 1)− 1) = r(x)r(x+ 1). (3.9)
Now assume that a = 1. Then
v(x) = r(x)(r(x)− 1) = v(x)+ r2(x)
giving
r2(x) = r(x)(r(x)− 1)+ r2(x).
Using this in (3.9) and simplifying, we obtain
r(x+ 1)− r(x) = 0, x = 2, 3, . . . , b
and hence r(x) is a constant, so the distribution is (2.9) by Theorem 2.2. When the distribution is (2.9), r(x) = 1+cc and so
r(x)(r(x)− 1) = c + 1
c2
.
Also v(x) = 2(c + 1)
c(1+ c)x−1

x
t=2
(1+ c)t−1−b + (1+ c)
t−b
c

− (1+ c)
2
c2
− 1+ c
c
= c + 1
c2
.
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For any distribution, v(1) = 0 and r(1) = 1, so
v(x) = r(x)(r(x)− 1)
is trivially satisfied for x = 1 and this completes the proof for a = 1. When 0 < a < 1 and the distribution is (3.4),
r(x) = k+ (1− k)(x− 1) = θ + x− 1
θ + 1
2
F(x− 1)
x
t=1
t
u=1
F(i− 1) = 2
F(x− 1)
x
t=2
r(t)F(t − 1)
= 2(b− 1)!
(θ + 1)(θ)bF(x− 1)
x
t=2
(θ)t
(t − 2)! . (3.10)
From the combinatorial identity
r
j=0

j+ a− 1
a− 1

=

r + a
a

,
x
t=2
(θ)t
(t − 2)! =
(x+ θ)!
(θ + 2)!(x− 2)! .
Substituting for F(x− 1) from (3.4) and simplifying (3.10), we obtain
2
F(x− 1)
x
t=1
t
u=1
F(u− 1) = 2(θ + x− 1)(θ + x)
(θ + 1)(θ + 2) .
The last expression together with
r(x)(r(x)+ 1) = (2θ + x)(θ + x− 1)
(θ + 1)2
yields
v(x) = θ(θ + x− 1)(x− 2)
(θ + 1)2(θ + 2)
and
v(x)
r(x)(r(x)− 1) =
θ
θ + 2 = a, 0 < a < 1.
Conversely, with the aid of the hypothesis (3.8) and our identity (3.7), one can arrive at the difference equation
r(x+ 1)− r(x) = 1− a
1+ a
which on solution using the boundary condition r(2) = 1 leads to
r(x) = 1+ 1− a
1+ a (x− 2)
= k+ (1− k)(x− 1), 0 < k < 1
when a = k2−k . Thus the distribution is (3.4) as required. 
4. Conclusion
We observe that there is no distribution on the positive real line satisfying properties similar to the above reliability
functions in reversed time when X is absolutely continuous. The distributions involved in the above theorems are not of
standard forms like the geometric, Waring and negative hypergeometric ones which figure in analogous characterizations
involving the usual hazard rate, mean residual life etc. Also, the distributions that we have obtained have finite integer
support.
The primary use of the results in this paper is to classify discrete life distributions with finite support using the
monotonicity of the reversed hazard rates from x = 1, 2, 3, . . . just as in the case of the usual hazard rates. Unlike the
case for continuous distributions, there exist discrete distributions with increasing, decreasing and constant reverse hazard
rates. For example, the model (2.9) has decreasing reversed hazard rate, the reversed geometric distribution has this rate as
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a constant and for the following distribution, the reversed hazard rate is increasing from x = 1:
x 0 1 2 3 4
f (x) 316
1
16
2
16
3
16
7
16
λ(x) 1 14
1
3
1
3
7
16
Note that λ(0) = 1 for any discrete distribution.
A second application of the distributions is for modeling discrete data in which the frequencies at successive values
increase. (Generally, most real discrete data are unimodal, multimodal or with decreasing frequencies). As an illustration,
we consider data on duckweed fronds for plants growing in pure water observed weekly (Hand et al., 1994).
Weeks 0 1 2 3 4 5 6 7 8
No. of weeds 20 30 52 77 135 211 326 550 1052
Since the reversed hazard rates are approximately constant, the model (2.4) is proposed for the data. In this case, b = 8
and parameter c has to be estimated. Using the method of maximum likelihood, we obtain the likelihood function as
L(c) = c2433(1+ c)−5875.
Hence the maximum likelihood estimate of c is cˆ = 0.7069. The goodness of fit is ascertained through the χ2 test, which
gives χ2 = 17.91 at eight degrees of freedom, so the model is not rejected at the 0.02 level of significance.
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