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The aim of this paper is twofold: First, we characterize an essen-
tially optimal class of boundary operators Θ which give rise to
self-adjoint Laplacians −Θ,Ω in L2(Ω;dnx) with (nonlocal and lo-
cal) Robin-type boundary conditions on bounded Lipschitz domains
Ω ⊂ Rn , n ∈ N, n  2. Second, we extend Friedlander’s inequali-
ties between Neumann and Dirichlet Laplacian eigenvalues to those
between nonlocal Robin and Dirichlet Laplacian eigenvalues associ-
ated with bounded Lipschitz domains Ω , following an approach
introduced by Filonov for this type of problems.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, there has been a ﬂurry of activity in connection with 2nd-order elliptic partial
differential operators, particularly, Schrödinger-type operators on open domains Ω ⊂ Rn , n ∈ N, n 2,
with nonempty boundary ∂Ω , under various smoothness assumptions (resp., lack thereof) on Ω , and
associated nonlocal Robin boundary conditions. We refer, for instance, to [2–4,10,12–15,17,25,26,28,
29,35,37,40,52], and the literature cited therein.
If Ω is minimally smooth, that is, a Lipschitz domain, these Robin-type boundary conditions are
formally of the type
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∂ν
∣∣∣
∂Ω
+Θ(u|∂Ω) = 0 (1.1)
in appropriate Sobolev spaces on the boundary ∂Ω , where ν denotes the outward pointing normal
unit vector to ∂Ω , and Θ is an appropriate self-adjoint operator in L2(∂Ω;dn−1ω), with dn−1ω the
surface measure on ∂Ω . The boundary condition in (1.1) is called local and then resembles the familiar
classical Robin boundary condition for smooth domains Ω , if Θ equals the operator of multiplication
Mθ by an appropriate function θ on the boundary ∂Ω (cf., e.g., [50]). Otherwise, the boundary condi-
tion (1.1) represents a generalized or nonlocal Robin boundary condition generated by the operator Θ .
The case Θ = 0 (resp., θ = 0), of course, corresponds to the case of Neumann boundary conditions
on ∂Ω . The case of Dirichlet boundary conditions on ∂Ω , that is, the condition u|∂Ω = 0 (formally
corresponding to Θ = ∞, resp., θ = ∞) will also play a major role in this paper.
Schrödinger operators on bounded Lipschitz domains Ω with nonlocal Robin boundary conditions
of the form (1.1), have been very recently discussed in great detail in [25] and [26], and our treatment
of nonlocal Robin Laplacians in this paper naturally builds upon these two papers.
In addition to presenting a detailed approach to nonlocal Robin Laplacians on bounded Lipschitz
domains, we also present an application to eigenvalue inequalities between the associated Robin and
Dirichlet Laplacian eigenvalues, extending Friedlander’s eigenvalue inequalities between Neumann and
Dirichlet eigenvalues for bounded C1-domains [21], employing its extension to very general bounded
domains due to Filonov [20]. We brieﬂy review the relevant history of these eigenvalue inequalities.
We denote by
0= λN,Ω,1 < λN,Ω,2  · · · λN,Ω, j  λN,Ω, j+1  · · · (1.2)
the eigenvalues for the Neumann Laplacian −N,Ω in L2(Ω;dnx), listed according to their multiplic-
ity. Similarly,
0< λD,Ω,1 < λD,Ω,2  · · · λD,Ω, j  λD,Ω, j+1  · · · (1.3)
denote the eigenvalues for the Dirichlet Laplacian −D,Ω in L2(Ω;dnx), again enumerated according
to their multiplicity.
Then, for any open bounded domain Ω ⊂ Rn , the variational formulation of the Neumann and
Dirichlet eigenvalue problem (in terms of Rayleigh quotients, cf. [11, Section VI.1]) immediately im-
plies the inequalities
λN,Ω, j  λD,Ω, j, j ∈ N. (1.4)
Moreover, Pólya [47] proved in 1952 that
λN,Ω,2 < λD,Ω,1, (1.5)
answering a question of Kornhauser and Stakgold [36]. For a two-dimensional bounded convex do-
main Ω ⊂ R2, with a piecewise C2-boundary ∂Ω , Payne [46] demonstrated in 1955 that
λN,Ω, j+2 < λD,Ω, j, j ∈ N. (1.6)
For domains Ω with a C2-boundary and ∂Ω having a nonnegative mean curvature, Aviles [8] showed
in 1986 that
λN,Ω, j+1 < λD,Ω, j, j ∈ N. (1.7)
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λN,Ω, j+n < λD,Ω, j, j ∈ N, (1.8)
for smooth bounded convex domains Ω , as well as
λN,Ω, j+n  λD,Ω, j, j ∈ N, (1.9)
for arbitrary bounded convex domains. In addition, they also proved inequalities of the type
λN,Ω, j+m < λD,Ω, j , j ∈ N, for all 1 m  n under appropriate assumptions on ∂Ω in [39] (see also
[38]). For additional eigenvalue inequalities we refer to Friedlander [22,23].
In 1991, and most relevant to our paper, Friedlander [21] proved that actually
λN,Ω, j+1  λD,Ω, j, j ∈ N, (1.10)
for any bounded domain Ω with a C1-boundary ∂Ω . We also refer to Mazzeo [43] for an extension to
certain smooth manifolds, and to Ashbaugh and Levine [5] and Hsu and Wang [32] for the case of sub-
domains of the n-dimensional sphere Sn with a smooth boundary and nonnegative mean curvature.
(For intriguing connections between these eigenvalue inequalities with the null variety of the Fourier
transform of the characteristic function of the domain Ω , we also refer to [9].) Finally, inequality
(1.10) was extended to any open domain Ω with ﬁnite volume, and with the embedding H1(Ω) ↪→
L2(Ω;dnx) compact, by Filonov [20] in 2004, who also proved strict inequality in (1.10), that is,
λN,Ω, j+1 < λD,Ω, j, j ∈ N. (1.11)
We emphasize that Filonov’s conditions on Ω are equivalent to −N,Ω , deﬁned as the unique self-
adjoint operator associated with the Neumann sesquilinear form in L2(Ω;dnx),
aN(u, v) =
∫
Ω
dnx (∇u)(x) · (∇v)(x), u, v ∈ H1(Ω), (1.12)
having a purely discrete spectrum, that is,
σess(−N,Ω) = ∅ (1.13)
(cf. also our discussion in Lemmas 2.1, 2.2), where σess(·) abbreviates the essential spectrum. While
Friedlander used techniques based on the Dirichlet-to-Neumann map and an appropriate trial function
argument, Filonov found an elementary new proof directly based on eigenvalue counting functions
(and the same trial functions). Friedlander’s result (1.10) was recently reconsidered by Arendt and
Mazzeo [2], which in turn motivated our present investigation into an extension of Filonov’s result
(1.11) to nonlocal Robin Laplacians −Θ,Ω . In fact, if
λΘ,Ω,1  λΘ,Ω,2  · · · λΘ,Ω, j  λΘ,Ω, j+1  · · · , (1.14)
denote the eigenvalues of the nonlocal Robin Laplacian −Θ,Ω , counting multiplicity, we will prove
that
λΘ,Ω, j+1 < λD,Ω, j, j ∈ N, (1.15)
assuming appropriate hypotheses on Θ , including, for instance,
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in the sense that 〈 f ,Θ f 〉1/2  0 for every f ∈ H1/2(∂Ω). Here, 〈 · , · 〉1/2 denotes the duality pairing
between H1/2(∂Ω) and H−1/2(∂Ω) = (H1/2(∂Ω))∗ . Filonov’s result was recently generalized to the
Heisenberg Laplacian on certain three-dimensional domains by Hansson [31].
Most recently, the relation between the eigenvalue counting functions of the Dirichlet and Neu-
mann Laplacian originally established by Friedlander in [21], was discussed in an abstract setting by
Safarov [49] based on sesquilinear forms and an abstract version of the Dirichlet-to-Neumann map.
When applied to elliptic boundary value problems, his approach avoids the use of boundary trace
operators and hence is not plagued by the usual regularity hypotheses on the boundary (such as Lips-
chitz boundaries or additional smoothness of the boundary). In particular, Safarov’s approach permits
the existence of an essential spectrum of the Neumann (resp., Robin) and Dirichlet Laplacians and
then restricts the eigenvalue inequalities of the type (1.10) to those Dirichlet eigenvalues lying strictly
beyond inf(σess(−Θ,Ω)). Hence, Safarov’s results appear to be in the nature of best possible in this
context. In addition, as pointed out at the end in Remark 5.5, Safarov’s novel approach considerably
improves upon conditions such as (1.16).
Condition (1.16) was anticipated by Filonov in the special case of local Robin Laplacians −Mθ ,Ω ,
where Mθ equals the operator of multiplication by an appropriate real-valued function θ on the
boundary ∂Ω . The case of local Robin Laplacians −Mθ ,Ω associated with C2,α-domains Ω ⊂ Rn ,
α ∈ (0,1], was discussed by Levine [38] in 1988. Assuming (n− 1)h(ξ) θ(ξ), ξ ∈ ∂Ω , h(·) the mean
curvature on ∂Ω , he established
λMθ ,Ω, j+1 < λD,Ω, j, j ∈ N. (1.17)
He also proved
λMθ ,Ω, j+n < λD,Ω, j, j ∈ N, (1.18)
under the additional assumption of convexity of Ω . (In addition, he derived inequalities of the type
λΘ,Ω, j+m < λD,Ω, j , j ∈ N, for all 1  m  n, under appropriate conditions on Ω .) Similarly, in the
case of local Robin Laplacians −Mθ ,Ω on smooth domains Ω ⊂ Sn and (n − 1)h(ξ) θ(ξ), ξ ∈ ∂Ω ,
Ashbaugh and Levine [5] proved λMθ ,Ω, j+1  λD,Ω, j , j ∈ N, in 1997.
We conclude this introduction with a brief description of the content of each section: Section 2
succinctly reviews the basic facts on sesquilinear forms and their associated self-adjoint operators.
Sobolev spaces on bounded Lipschitz domains and on their boundaries are presented in a nutshell
in Section 3. Section 4 focuses on self-adjoint realizations of Laplacians with nonlocal Robin bound-
ary conditions, and ﬁnally, Section 5 discusses the extension of Friedlander’s eigenvalue inequalities
between Neumann and Dirichlet eigenvalues to that of nonlocal Robin eigenvalues and Dirichlet eigen-
values for bounded Lipschitz domains, closely following a strategy of proof due to Filonov.
2. Sesquilinear forms and associated operators
In this section we describe a few basic facts on sesquilinear forms and linear operators associated
with them. Let H be a complex separable Hilbert space with scalar product ( · , · )H (antilinear in
the ﬁrst and linear in the second argument), V a reﬂexive Banach space continuously and densely
embedded into H. Then also H embeds continuously and densely into V∗ . That is,
V ↪→ H ↪→ V∗. (2.1)
Here the continuous embedding H ↪→ V∗ is accomplished via the identiﬁcation
H  v → ( · , v)H ∈ V∗, (2.2)
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adjoint space of continuous conjugate linear functionals on X , also known as the conjugate dual of X .
In particular, if the sesquilinear form
V 〈 · , · 〉V∗ :V × V∗ → C (2.3)
denotes the duality pairing between V and V∗ , then
V 〈u, v〉V∗ = (u, v)H, u ∈ V, v ∈ H ↪→ V∗, (2.4)
that is, the V,V∗ pairing V 〈 · , · 〉V∗ is compatible with the scalar product ( · , · )H in H.
Let T ∈ B(V,V∗). Since V is reﬂexive, (V∗)∗ = V , one has
T :V → V∗, T ∗ :V → V∗ (2.5)
and
V 〈u, T v〉V∗ = V∗ 〈T ∗u, v〉(V∗)∗ = V∗ 〈T ∗u, v〉V = V 〈v, T ∗u〉V∗ . (2.6)
Self-adjointness of T is then deﬁned by T = T ∗ , that is,
V 〈u, T v〉V∗ = V∗ 〈T u, v〉V = V 〈v, T u〉V∗ , u, v ∈ V, (2.7)
nonnegativity of T is deﬁned by
V 〈u, T u〉V∗  0, u ∈ V, (2.8)
and boundedness from below of T by cT ∈ R is deﬁned by
V 〈u, T u〉V∗  cT ‖u‖2H, u ∈ V. (2.9)
(By (2.4), this is equivalent to V 〈u, Tu〉V∗  cT V 〈u,u〉V∗ , u ∈ V .)
Next, let the sesquilinear form a( · , · ) :V × V → C (antilinear in the ﬁrst and linear in the second
argument) be V-bounded, that is, there exists a ca > 0 such that
∣∣a(u, v)∣∣ ca‖u‖V‖v‖V , u, v ∈ V. (2.10)
Then A˜ deﬁned by
A˜ :
{
V → V∗,
v → A˜v = a( · , v), (2.11)
satisﬁes
A˜ ∈ B(V,V∗) and V 〈u, A˜v〉V∗ = a(u, v), u, v ∈ V. (2.12)
Assuming further that a( · , · ) is symmetric, that is,
a(u, v) = a(v,u), u, v ∈ V, (2.13)
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a(u,u) C0‖u‖2V , u ∈ V, (2.14)
respectively, then,
A˜ :V → V∗ is bounded, self-adjoint, and boundedly invertible. (2.15)
Moreover, denoting by A the part of A˜ in H deﬁned by
dom(A) = {u ∈ V | A˜u ∈ H} ⊆ H, A = A˜|dom(A) : dom(A) → H, (2.16)
then A is a (possibly unbounded) self-adjoint operator in H satisfying
A  C0 IH, (2.17)
dom
(
A1/2
)= V. (2.18)
In particular,
A−1 ∈ B(H). (2.19)
The facts (2.1)–(2.19) are a consequence of the Lax–Milgram theorem and the second representation
theorem for symmetric sesquilinear forms. Details can be found, for instance, in [16, Sections VI.3,
VII.1], [18, Chapter IV], and [41].
Next, consider a symmetric form b( · , · ) :V × V → C and assume that b is bounded from below by
cb ∈ R, that is,
b(u,u) cb‖u‖2H, u ∈ V. (2.20)
Introducing the scalar product ( · , · )Vb :V × V → C (and the associated norm ‖ · ‖Vb ) by
(u, v)Vb = b(u, v)+ (1− cb)(u, v)H, u, v ∈ V, (2.21)
turns V into a pre-Hilbert space (V; ( · , · )Vb ), which we denote by Vb . The form b is called closed inH if Vb is actually complete, and hence a Hilbert space. The form b is called closable in H if it has a
closed extension. If b is closed in H, then
∣∣b(u, v)+ (1− cb)(u, v)H∣∣ ‖u‖Vb‖v‖Vb , u, v ∈ V, (2.22)
and
∣∣b(u,u)+ (1− cb)‖u‖2H∣∣= ‖u‖2Vb , u ∈ V, (2.23)
show that the form b( · , · ) + (1− cb)( · , · )H is a symmetric, V-bounded, and V-coercive sesquilinear
form. Hence, by (2.11) and (2.12), there exists a linear map
B˜cb :
{Vb → V∗b ,
v → B˜ v = b( · , v)+ (1− c )( · , v) , (2.24)cb b H
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B˜cb ∈ B
(Vb,V∗b ) and Vb 〈u, B˜cb v〉V∗b = b(u, v)+ (1− cb)(u, v)H, u, v ∈ V. (2.25)
Introducing the linear map
B˜ = B˜cb + (cb − 1)˜I :Vb → V∗b , (2.26)
where I˜ :Vb ↪→ V∗b denotes the continuous inclusion (embedding) map of Vb into V∗b , one obtains a
self-adjoint operator B in H by restricting B˜ to H,
dom(B) = {u ∈ V | B˜u ∈ H} ⊆ H, B = B˜|dom(B) : dom(B) → H, (2.27)
satisfying the following properties:
B  cb IH, (2.28)
dom
(|B|1/2)= dom((B − cb IH)1/2)= V, (2.29)
b(u, v) = (|B|1/2u,UB |B|1/2v)H (2.30)
= ((B − cb IH)1/2u, (B − cb IH)1/2v)H + cb(u, v)H (2.31)
= Vb 〈u, B˜ v〉V∗b , u, v ∈ V, (2.32)
b(u, v) = (u, Bv)H, u ∈ V, v ∈ dom(B), (2.33)
dom(B) = {v ∈ V ∣∣ there exists an f v ∈ H such that b(w, v) = (w, f v)H for all w ∈ V}, (2.34)
Bu = fu, u ∈ dom(B),
dom(B) is dense in H and in Vb. (2.35)
Properties (2.34) and (2.35) uniquely determine B . Here UB in (2.31) is the partial isometry in the
polar decomposition of B , that is,
B = UB |B|, |B| = (B∗B)1/2  0. (2.36)
The operator B is called the operator associated with the form b.
The norm in the Hilbert space V∗b is given by
‖‖V∗b = sup
{∣∣Vb 〈u, 〉V∗b ∣∣ ∣∣ ‖u‖Vb  1},  ∈ V∗b , (2.37)
with associated scalar product,
(1, 2)V∗b = Vb
〈(
B˜ + (1− cb )˜I
)−1
1, 2
〉
V∗b
, 1, 2 ∈ V∗b . (2.38)
Since
∥∥(B˜ + (1− cb )˜I )v∥∥V∗ = ‖v‖Vb , v ∈ V, (2.39)b
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(
B˜ + (1− cb )˜I
) ∈ B(Vb,V∗b ) and (B˜ + (1− cb )˜I ) :Vb → V∗b is unitary. (2.40)
In addition,
Vb
〈
u,
(
B˜ + (1− cb )˜I
)
v
〉
V∗b
= ((B + (1− cb)IH)1/2u, (B + (1− cb)IH)1/2v)H
= (u, v)Vb , u, v ∈ Vb. (2.41)
In particular,
∥∥(B + (1− cb)IH)1/2u∥∥H = ‖u‖Vb , u ∈ Vb, (2.42)
and hence
(
B + (1− cb)IH
)1/2 ∈ B(Vb,H) and (B + (1− cb)IH)1/2 :Vb → H is unitary. (2.43)
The facts (2.20)–(2.43) comprise the second representation theorem of sesquilinear forms (cf. [18,
Section IV.2], [19, Sections 1.2–1.5], and [34, Section VI.2.6]).
A special but important case of nonnegative closed forms is obtained as follows: Let H j , j = 1,2,
be complex separable Hilbert spaces, and T : dom(T ) → H2, dom(T ) ⊆ H1, a densely deﬁned operator.
Consider the nonnegative form aT : dom(T )× dom(T ) → C deﬁned by
aT (u, v) = (T u, T v)H2 , u, v ∈ dom(T ). (2.44)
Then the form aT is closed (resp., closable) in H1 if and only if T is. If T is closed, the unique
nonnegative self-adjoint operator associated with aT in H1, whose existence is guaranteed by the
second representation theorem for forms, then equals T ∗T  0. In particular, one obtains in addition
to (2.44),
aT (u, v) =
(|T |u, |T |v)H1 , u, v ∈ dom(T ) = dom(|T |). (2.45)
Moreover, since
b(u, v)+ (1− cb)(u, v)H =
((
B + (1− cb)IH
)1/2
u,
(
B + (1− cb)IH
)1/2
v
)
H,
u, v ∈ dom(b) = dom(|B|1/2)= V, (2.46)
and (B + (1 − cb)IH)1/2 is self-adjoint (and hence closed) in H, a symmetric, V-bounded, and V-
coercive form is densely deﬁned in H × H and closed in H (a fact we will be using in the proof of
Theorem 4.5). We refer to [34, Section VI.2.4] and [53, Section 5.5] for details.
Next we recall that if a j are sesquilinear forms deﬁned on dom(a j), j = 1,2, bounded from below
and closed, then also
(a1 + a2) :
{
(dom(a1)∩ dom(a2))× (dom(a1)∩ dom(a2)) → C,
(u, v) → (a1 + a2)(u, v) = a1(u, v)+ a2(u, v) (2.47)
is bounded from below and closed (cf., e.g., [34, Section VI.1.6]).
Finally, we also recall the following perturbation theoretic fact: Suppose a is a sesquilinear form
deﬁned on V × V , bounded from below and closed, and let b be a symmetric sesquilinear form
F. Gesztesy, M. Mitrea / J. Differential Equations 247 (2009) 2871–2896 2879bounded with respect to a with bound less than one, that is, dom(b) ⊇ V × V , and that there exist
0 α < 1 and β  0 such that
∣∣b(u,u)∣∣ α∣∣a(u,u)∣∣+ β‖u‖2H, u ∈ V. (2.48)
Then
(a+ b) :
{V × V → C,
(u, v) → (a+ b)(u, v) = a(u, v)+ b(u, v) (2.49)
deﬁnes a sesquilinear form that is bounded from below and closed (cf., e.g., [34, Section VI.1.6]). In
the special case where α can be chosen arbitrarily small, the form b is called inﬁnitesimally form
bounded with respect to a.
Finally we turn to a brief discussion of operators with purely discrete spectra. We denote by #S
the cardinality of the set S .
Lemma 2.1. Let V , H be as in (2.1), (2.2). Assume that the inclusion ιV : V ↪→ H is compact, and that the
sesquilinear form a( · , · ) : V × V → C is symmetric, V-bounded, and suppose that there exists κ > 0 with the
property that
aκ (u, v) := a(u, v)+ κ(u, v)H, u, v ∈ V, (2.50)
is V-coercive. Then the operator A associated with a( · , · ) is self-adjoint and bounded from below. In addition,
A has purely discrete spectrum
σess(A) = ∅, (2.51)
and hence σ(A) = {λ j(A)} j∈N , with λ j(A) → ∞ as j → ∞,
−κ < λ1(A) λ2(A) · · · λ j(A) λ j+1(A) · · · . (2.52)
Here, the eigenvalues λ j(A) of A are listed according to their multiplicity. Moreover, the following min–max
principle holds:
λ j(A) = min
L j subspace of V
dim(L j)= j
(
max
0 =u∈L j
Ra[u]
)
, j ∈ N, (2.53)
where Ra[u] denotes the Rayleigh quotient
Ra[u] := a(u,u)‖u‖2H
, 0 = u ∈ V. (2.54)
As a consequence, if NA is the eigenvalue counting function of A, that is,
NA(λ) := #
{
j ∈ N ∣∣ λ j(A) λ}, λ ∈ R, (2.55)
then for each λ ∈ R one has
NA(λ) =max
{
dim(L) ∈ N0
∣∣ L a subspace of V with a(u,u) λ‖u‖2H, u ∈ L}. (2.56)
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A closely related result is provided by the following elementary observations: Let c ∈ R and
B  cIH be a self-adjoint operator in H, and introduce the sesquilinear form b in H associated
with B via
b(u, v) = ((B − cIH)1/2u, (B − cIH)1/2v)H + c(u, v)H,
u, v ∈ dom(b) = dom(|B|1/2). (2.57)
Given B and b, one introduces the Hilbert space Hb ⊆ H by
Hb =
(
dom
(|B|1/2), ( · , · )Hb ),
(u, v)Hb = b(u, v)+ (1− c)(u, v)H
= ((B − cIH)1/2u, (B − cIH)1/2v)H + (u, v)H
= ((B + (1− c)IH)1/2u, (B + (1− c)IH)1/2v)H. (2.58)
Of course, Hb plays a role analogous to Vb in (2.21). As in (2.43) one then observes that
(
B + (1− c)IH
)1/2
:Hb → H is unitary. (2.59)
Lemma 2.2. Let H, B, b, and Hb be as in (2.57)–(2.59). Then B has purely discrete spectrum, that is,
σess(B) = ∅, if and only if Hb ↪→ H compactly.
Proof. Denoting by JHb = IH|Hb the inclusion map from Hb into H, one infers that
H (B+(1−c)IH)
−1/2
−−−−−−−−−−−→ Hb
JHb
↪→ H. (2.60)
Thus, one concludes that
Hb ↪→ H compactly ⇐⇒ JHb ∈ B∞(Hb,H)
⇐⇒ [ JHb (B + (1− c)IH)−1/2](B + (1− c)IH)1/2 ∈ B∞(Hb,H)
⇐⇒ JHb
(
B + (1− c)IH
)−1/2 ∈ B∞(H) ⇐⇒ (B + (1− c)IH)−1/2 ∈ B∞(H)
⇐⇒ (B − zIH)−1 ∈ B∞(H), z ∈ C\σ(B)
⇐⇒ σess(B) = ∅, (2.61)
since (B + (1− cb)IH)1/2 :Hb → H is unitary by (2.59). 
Throughout this paper we are employing the following notation: The Banach spaces of bounded
and compact linear operators on a Hilbert space H are denoted by B(H) and B∞(H), respectively.
The analogous notation B(X1,X2), B∞(X1,X2), etc., will be used for bounded and compact operators
between two Banach spaces X1 and X2. Moreover, X1 ↪→ X2 denotes the continuous embedding of
the Banach space X1 into the Banach space X2.
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The goal of this section is to introduce the relevant material pertaining to Sobolev spaces Hs(Ω)
and Hr(∂Ω) corresponding to subdomains Ω of Rn , n ∈ N, and discuss various trace results.
We start by recalling some basic facts in connection with Sobolev spaces corresponding to open
subsets Ω ⊂ Rn , n ∈ N. For an arbitrary m ∈ N ∪ {0}, we follow the customary way of deﬁning L2-
Sobolev spaces of order ±m in Ω as
Hm(Ω) := {u ∈ L2(Ω;dnx) ∣∣ ∂αu ∈ L2(Ω;dnx) for 0 |α|m}, (3.1)
H−m(Ω) :=
{
u ∈ D′(Ω)
∣∣∣ u = ∑
|α|m
∂αuα, with uα ∈ L2
(
Ω;dnx), 0 |α|m}, (3.2)
equipped with natural norms (cf., e.g., [1, Chapter 3], [42, Chapter 1]). Here D′(Ω) denotes the usual
set of distributions on Ω ⊆ Rn . Then one sets
Hm0 (Ω) := the closure of C∞0 (Ω) in Hm(Ω), m ∈ N ∪ {0}. (3.3)
As is well known, all three spaces above are Banach, reﬂexive and, in addition,
(
Hm0 (Ω)
)∗ = H−m(Ω). (3.4)
Again, see, for instance, [1, Chapter 3], [42, Section 1.1.14]. Throughout this paper, we agree to use the
adjoint (rather than the dual) space X∗ of a Banach space X .
One recalls that an open, nonempty, bounded set Ω ⊂ Rn is called a bounded Lipschitz domain if
the following property holds: There exists an open covering {O j}1 jN of the boundary ∂Ω of Ω
such that for every j ∈ {1, . . . ,N}, O j ∩ Ω coincides with the portion of O j lying in the over-graph
of a Lipschitz function ϕ j : Rn−1 → R (considered in a new system of coordinates obtained from the
original one via a rigid motion). The number max{‖∇ϕ j‖L∞(Rn−1;dn−1x′) | 1 j  N} is said to represent
the Lipschitz character of Ω .
The classical theorem of Rademacher of almost everywhere differentiability of Lipschitz functions
ensures that, for any Lipschitz domain Ω , the surface measure dn−1ω is well-deﬁned on ∂Ω and that
there exists an outward pointing normal vector ν at almost every point of ∂Ω .
In the remainder of this paper we shall make the following assumption:
Hypothesis 3.1. Let n ∈ N, n 2, and assume that Ω ⊂ Rn is a bounded Lipschitz domain.
As regards L2-based Sobolev spaces of fractional order s ∈ R, in a bounded Lipschitz domain Ω ⊂ Rn
we set
Hs
(
R
n) := {U ∈ S ′(Rn) ∣∣∣ ‖U‖2Hs(Rn) =
∫
Rn
dnξ
∣∣Û (ξ)∣∣2(1+ |ξ |2s)< ∞}, (3.5)
Hs(Ω) := {u ∈ D′(Ω) ∣∣ u = U |Ω for some U ∈ Hs(Rn)}. (3.6)
Here S ′(Rn) is the space of tempered distributions on Rn , and Û denotes the Fourier transform of
U ∈ S ′(Rn). These deﬁnitions are consistent with (3.1)–(3.2). Moreover, so is
Hs0(Ω) :=
{
u ∈ Hs(Rn) ∣∣ supp(u) ⊆ Ω}, s ∈ R, (3.7)
equipped with the natural norm induced by Hs(Rn), in relation to (3.3). One also has
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Hs0(Ω)
)∗ = H−s(Ω), s ∈ R (3.8)
(cf., e.g., [33]). For a bounded Lipschitz domain Ω ⊂ Rn it is known that
(
Hs(Ω)
)∗ = H−s(Ω), −1/2< s < 1/2. (3.9)
See [51] for this and other related properties.
To discuss Sobolev spaces on the boundary of a Lipschitz domain, consider ﬁrst the case when
Ω ⊂ Rn is the domain lying above the graph of a Lipschitz function ϕ :Rn−1 → R. In this setting, we
deﬁne the Sobolev space Hs(∂Ω) for 0 s 1, as the space of functions f ∈ L2(∂Ω;dn−1ω) with the
property that f (x′,ϕ(x′)), as a function of x′ ∈ Rn−1, belongs to Hs(Rn−1). This deﬁnition is easily
adapted to the case when Ω is a Lipschitz domain whose boundary is compact, by using a smooth
partition of unity. Finally, for −1 s 0, we set
Hs(∂Ω) = (H−s(∂Ω))∗, −1 s 0. (3.10)
From the above characterization of Hs(∂Ω) it follows that any property of Sobolev spaces (of order
s ∈ [−1,1]) deﬁned in Euclidean domains, which are invariant under multiplication by smooth, com-
pactly supported functions as well as compositions by bi-Lipschitz diffeomorphisms, readily extends
to the setting of Hs(∂Ω) (via localization and pull-back). As a concrete example, for each Lipschitz
domain Ω with compact boundary, one has
Hs(∂Ω) ↪→ L2(∂Ω;dn−1ω) compactly if 0< s 1. (3.11)
For additional background information in this context we refer, for instance, to [6,7], [18, Chap-
ters V, VI], [30, Chapter 1], [44, Chapter 3], [54, Section I.4.2].
Assuming Hypothesis 3.1, we introduce the boundary trace operator γ 0D (the Dirichlet trace) by
γ 0D :C(Ω) → C(∂Ω), γ 0Du = u|∂Ω. (3.12)
Then there exists a bounded linear operator γD
γD : H
s(Ω) → Hs−(1/2)(∂Ω) ↪→ L2(∂Ω;dn−1ω), 1/2< s < 3/2,
γD : H
3/2(Ω) → H1−ε(∂Ω) ↪→ L2(∂Ω;dn−1ω), ε ∈ (0,1) (3.13)
(cf., e.g., [44, Theorem 3.38]), whose action is compatible with that of γ 0D . That is, the two Dirichlet
trace operators coincide on the intersection of their domains. Moreover, we recall that
γD : H
s(Ω) → Hs−(1/2)(∂Ω) is onto for 1/2< s < 3/2. (3.14)
Next, retaining Hypothesis 3.1, we introduce the operator γN (the strong Neumann trace) by
γN = ν · γD∇ : Hs+1(Ω) → L2
(
∂Ω;dn−1ω), 1/2< s < 3/2, (3.15)
where ν denotes the outward pointing normal unit vector to ∂Ω . It follows from (3.13) that γN is
also a bounded operator. We seek to extend the action of the Neumann trace operator (3.15) to other
(related) settings. To set the stage, assume Hypothesis 3.1 and observe that the inclusion
ι : Hs0(Ω) ↪→ (Hr(Ω))∗, s0 > −1/2, r > 1/2, (3.16)
F. Gesztesy, M. Mitrea / J. Differential Equations 247 (2009) 2871–2896 2883is well-deﬁned and bounded. We then introduce the weak Neumann trace operator
γ˜N :
{
u ∈ Hs+1/2(Ω) ∣∣u ∈ Hs0(Ω)}→ Hs−1(∂Ω), s ∈ (0,1), s0 > −1/2, (3.17)
as follows: Given u ∈ Hs+1/2(Ω) with u ∈ Hs0 (Ω) for some s ∈ (0,1) and s0 > −1/2, we set (with ι
as in (3.16) for r := 3/2− s> 1/2)
〈φ, γ˜Nu〉1−s = H1/2−s(Ω)〈∇Φ,∇u〉(H1/2−s(Ω))∗ + H3/2−s(Ω)
〈
Φ, ι(u)
〉
(H3/2−s(Ω))∗ , (3.18)
for all φ ∈ H1−s(∂Ω) and Φ ∈ H3/2−s(Ω) such that γDΦ = φ. We note that the ﬁrst pairing on the
right-hand side of (3.18) is meaningful since
(
H1/2−s(Ω)
)∗ = Hs−1/2(Ω), s ∈ (0,1), (3.19)
and that the deﬁnition (3.18) is independent of the particular extension Φ of φ, and that γ˜N is a
bounded extension of the Neumann trace operator γN deﬁned in (3.15).
4. Laplace operators with nonlocal Robin-type boundary conditions
In this section we primarily focus on various properties of general Laplacians −Θ,Ω in L2(Ω;dnx)
including Dirichlet, −D,Ω , and Neumann, −N,Ω , Laplacians, nonlocal Robin-type Laplacians, and
Laplacians corresponding to classical Robin boundary conditions associated with bounded Lipschitz
domains Ω ⊂ Rn .
For simplicity of notation we will denote the identity operators in L2(Ω;dnx) and L2(∂Ω;dn−1ω)
by IΩ and I∂Ω , respectively. Also, in the sequel, the sesquilinear form
〈 · , · 〉s = Hs(∂Ω)〈 · , · 〉H−s(∂Ω) : Hs(∂Ω)× H−s(∂Ω) → C, s ∈ [0,1] (4.1)
(antilinear in the ﬁrst, linear in the second factor), will denote the duality pairing between Hs(∂Ω)
and
H−s(∂Ω) = (Hs(∂Ω))∗, s ∈ [0,1], (4.2)
such that
〈 f , g〉s =
∫
∂Ω
dn−1ω(ξ) f (ξ)g(ξ),
f ∈ Hs(∂Ω), g ∈ L2(∂Ω;dn−1ω) ↪→ H−s(∂Ω), s ∈ [0,1], (4.3)
where, as before, dn−1ω stands for the surface measure on ∂Ω .
We also recall the notational conventions summarized at the end of Section 2.
Hypothesis 4.1. Assume Hypothesis 3.1, suppose that δ > 0 is a given number, and assume that
Θ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) is a self-adjoint operator which can be written as
Θ = Θ1 +Θ2 +Θ3, (4.4)
where Θ j , j = 1,2,3, have the following properties: There exists a closed sesquilinear form aΘ0
in L2(∂Ω;dn−1ω), with domain H1/2(∂Ω) × H1/2(∂Ω), bounded from below by cΘ0 ∈ R (hence,
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uniquely associated with aΘ0 (cf. (2.27)), then Θ1 = Θ˜0, the extension of Θ0 to an operator in
B(H1/2(∂Ω), H−1/2(∂Ω)) (as discussed in (2.26) and (2.32)). In addition,
Θ2 ∈ B∞
(
H1/2(∂Ω), H−1/2(∂Ω)
)
, (4.5)
whereas Θ3 ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) satisﬁes
‖Θ3‖B(H1/2(∂Ω),H−1/2(∂Ω)) < δ. (4.6)
We recall the following useful result.
Lemma 4.2. Assume Hypothesis 3.1. Then for every ε > 0 there exists a β(ε) > 0 (with β(ε) =
ε↓0 O (1/ε)) suchthat
‖γDu‖2L2(∂Ω;dn−1ω)  ε‖∇u‖2L2(Ω;dnx)n + β(ε)‖u‖2L2(Ω;dnx), u ∈ H1(Ω). (4.7)
A proof from which it is possible to read off how the constant β(ε) depends on the Lipschitz
character of Ω appears in [25]. Below we discuss a general abstract scheme which yields results of
this type, albeit with a less descriptive constant β(ε). The lemma below is inspired by [2, Lemma 2.3]:
Lemma 4.3. Let V be a reﬂexive Banach space, W a Banach space, assume that K ∈ B∞(V,V∗), and that
T ∈ B(V,W) is one-to-one. Then for every ε > 0 there exists Cε > 0 such that
∣∣V 〈u, Ku〉V∗ ∣∣ ε‖u‖2V + Cε‖T u‖2W , u ∈ V. (4.8)
Proof. Seeking a contradiction, assume that there exist ε > 0 along with a family of vectors u j ∈ V ,
‖u j‖V = 1, j ∈ N, for which
∣∣V 〈u j, Ku j〉V∗ ∣∣ ε + j‖T u j‖2W , j ∈ N. (4.9)
Furthermore, since V is reﬂexive, there is no loss of generality in assuming that there exists u ∈ V
such that u j → u as j → ∞, weakly in V (cf., e.g., [45, Theorem 1.13.5]). In addition, since T (and
hence T ∗) is bounded, one concludes that Tu j → Tu as j → ∞ weakly in W , as is clear from
W 〈T u j,Λ〉W∗ = V 〈u j, T ∗Λ〉V∗ −−−→
j→∞ V
〈u, T ∗Λ〉V∗ = W 〈T u,Λ〉W∗ , Λ ∈ W∗. (4.10)
Moreover, since K is compact, we may choose a subsequence of {u j} j∈N (still denoted by {u j} j∈N)
such that Ku j → Ku as j → ∞, strongly in V∗ . This, in turn, yields that
V 〈u j, Ku j〉V∗ → V 〈u, Ku〉V∗ as j → ∞. (4.11)
Together with
‖T u j‖2W  j−1
∣∣V 〈u j, Ku j〉V∗ ∣∣, j ∈ N, (4.12)
this also shows that Tu j → 0 as j → ∞, in W . Hence, Tu = 0 in W which forces u = 0, since T is
one-to-one. Given these facts, we note that, on the one hand, we have V 〈u j, Ku j〉V∗ → 0 as j → ∞
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concludes the proof. 
Parenthetically, we note that Lemma 4.2 (with a less precise description of the constant β(ε))
follows from Lemma 4.3 by taking
V := H1(Ω), W := L2(Ω,dnx), (4.13)
and, with γD ∈ B∞(H1(Ω), L2(∂Ω;dn−1ω)) denoting the Dirichlet trace,
K := γ ∗DγD ∈ B∞
(
H1(Ω),
(
H1(Ω)
)∗)
, T := ι : H1(Ω) ↪→ L2(Ω,dnx), (4.14)
the inclusion operator.
Lemma 4.4. Assume Hypothesis 4.1, where the number δ > 0 is taken to be suﬃciently small relative to the
Lipschitz character of Ω . Consider the sesquilinear form aΘ( · , · ) deﬁned on H1(Ω)× H1(Ω) by
aΘ(u, v) :=
∫
Ω
dnx (∇u)(x) · (∇v)(x)+ 〈γDu,ΘγD v〉1/2, u, v ∈ H1(Ω). (4.15)
Then there exists κ > 0 with the property that the form
aΘ,κ (u, v) := aΘ(u, v)+ κ(u, v)L2(Ω;dnx), u, v ∈ H1(Ω), (4.16)
is H1(Ω)-coercive.
As a consequence, the form (4.15) is symmetric, H1(Ω)-bounded, bounded from below, and closed in
L2(Ω;dnx).
Proof. We shall show that κ > 0 can be chosen large enough so that
1
6
‖u‖2H1(Ω) 
1
3
∫
Ω
dnx
∣∣(∇u)(x)∣∣2 + κ
3
∫
Ω
dnx
∣∣u(x)∣∣2 + 〈γDu,Θ jγD v〉1/2,
u ∈ H1(Ω), j = 1,2,3, (4.17)
where Θ j , j = 1,2,3, are as introduced in Hypothesis 4.1. Summing up these three inequalities then
proves that the form (4.16) is indeed H1(Ω)-coercive. To this end, we assume ﬁrst j = 1 and recall
that there exists cΘ0 ∈ R such that
〈γDu,Θ1 γDu〉1/2  cΘ0‖γDu‖2L2(∂Ω;dn−1ω), u ∈ H1(Ω). (4.18)
Thus, in this case, it suﬃces to show that
max{−cΘ0 ,0}‖γDu‖2L2(∂Ω;dn−1ω) +
1
6
‖u‖2H1(Ω)
 1
3
∫
Ω
dnx
∣∣(∇u)(x)∣∣2 + κ
3
∫
Ω
dnx
∣∣u(x)∣∣2, u ∈ H1(Ω), (4.19)
or, equivalently, that
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6
∫
Ω
dnx
∣∣(∇u)(x)∣∣2 + 2κ − 1
6
∫
Ω
dnx
∣∣u(x)∣∣2, u ∈ H1(Ω), (4.20)
with the usual convention,
‖u‖2H1(Ω) = ‖∇u‖2L2(Ω;dnx)n + ‖u‖
2
L2(Ω;dnx)
, u ∈ H1(Ω). (4.21)
The fact that there exists κ > 0 for which (4.20) holds follows directly from Lemma 4.2.
Next, we observe that in the case where j = 2,3, estimate (4.17) is implied by
∣∣〈γDu,Θ jγDu〉1/2∣∣ 16
∫
Ω
dnx
∣∣(∇u)(x)∣∣2 + 2κ − 1
6
∫
Ω
dnx
∣∣u(x)∣∣2, u ∈ H1(Ω), (4.22)
or, equivalently, by
∣∣〈γDu,Θ jγDu〉1/2∣∣ 16‖u‖2H1(Ω) + κ − 13 ‖u‖2L2(Ω;dnx), u ∈ H1(Ω). (4.23)
When j = 2, in which case Θ2 ∈ B∞(H1(Ω), (H1(Ω))∗), we invoke Lemma 4.3 with V , W as in (4.13)
and, with γD ∈ B(H1(Ω), H1/2(∂Ω)) denoting the Dirichlet trace,
K := γ ∗DΘ2γD ∈ B∞
(
H1(Ω),
(
H1(Ω)
)∗)
, T := ι : H1(Ω) ↪→ L2(Ω,dnx), (4.24)
the inclusion operator. Then, with ε = 1/6 and κ := 3C1/6 + 1, estimate (4.8) yields (4.23) for j = 2.
Finally, consider (4.23) in the case where j = 3 and note that by hypothesis,
∣∣〈γDu,Θ3γDu〉1/2∣∣ ‖Θ3‖B(H1/2(∂Ω),H−1/2(∂Ω))‖γDu‖2H1/2(∂Ω)
 δ‖γD‖2B(H1(Ω),H1/2(∂Ω))‖u‖2H1(Ω), u ∈ H1(Ω). (4.25)
Thus (4.23) also holds for j = 3 if
0< δ  1
6
‖γD‖−2B(H1(Ω),H1/2(∂Ω)) and κ > 1. (4.26)
This completes the justiﬁcation of (4.17), and hence ﬁnishes the proof. 
Next, we turn to a discussion of nonlocal Robin Laplacians in bounded Lipschitz subdomains of Rn .
Concretely, we describe a family of self-adjoint Laplace operators −Θ,Ω in L2(Ω;dnx) indexed by
the boundary operator Θ . We will refer to −Θ,Ω as the nonlocal Robin Laplacian.
Theorem 4.5. Assume Hypothesis 4.1, where the number δ > 0 is taken to be suﬃciently small relative to the
Lipschitz character of Ω . Then the nonlocal Robin Laplacian, −Θ,Ω , deﬁned by
−Θ,Ω = −,
dom(−Θ,Ω) =
{
u ∈ H1(Ω) ∣∣u ∈ L2(Ω;dnx), (γ˜N +ΘγD)u = 0 in H−1/2(∂Ω)} (4.27)
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dom
(|−Θ,Ω |1/2)= H1(Ω), (4.28)
and −Θ,Ω has purely discrete spectrum bounded from below, in particular,
σess(−Θ,Ω) = ∅. (4.29)
Finally, −Θ,Ω is the operator uniquely associated with the sesquilinear form aΘ in Lemma 4.4.
Proof. Denote by a−Θ,Ω ( · , · ) the sesquilinear form introduced in (4.15). From Lemma 4.4, we know
that a−Θ,Ω is symmetric, H1(Ω)-bounded, bounded from below, as well as densely deﬁned and
closed in L2(Ω;dnx) × L2(Ω;dnx). Thus, if as in (2.34), we now introduce the operator −Θ,Ω in
L2(Ω;dnx) by
dom(−Θ,Ω) =
{
v ∈ H1(Ω)
∣∣∣ there exists a wv ∈ L2(Ω;dnx) such that
∫
Ω
dnx∇w∇v + 〈γDw,ΘγD v〉1/2 =
∫
Ω
dnx wwv for all w ∈ H1(Ω)
}
,
−Θ,Ωu = wu, u ∈ dom(−Θ,Ω), (4.30)
it follows from (2.20)–(2.43) (cf., in particular (2.27)) that −Θ,Ω is self-adjoint and bounded from
below in L2(Ω;dnx) and that (4.28) holds. Next we recall that
H10(Ω) =
{
u ∈ H1(Ω) ∣∣ γDu = 0 on ∂Ω}. (4.31)
Taking v ∈ C∞0 (Ω) ↪→ H10(Ω) ↪→ H1(Ω), one concludes∫
Ω
dnx vwu = −
∫
Ω
dnx vu for all v ∈ C∞0 (Ω), and hence wu = −u in D′(Ω), (4.32)
with D′(Ω) = C∞0 (Ω)′ the space of distributions on Ω . Going further, suppose that u ∈ dom(−Θ,Ω)
and v ∈ H1(Ω). We recall that γD : H1(Ω) → H1/2(∂Ω) and compute∫
Ω
dnx∇v ∇u = −
∫
Ω
dnx vu + 〈γD v, γ˜Nu〉1/2
=
∫
Ω
dnx vwu +
〈
γD v, (γ˜N +ΘγD)u
〉
1/2 − 〈γD v,ΘγDu〉1/2
=
∫
Ω
dnx∇v ∇u + 〈γD v, (γ˜N +ΘγD)u〉1/2, (4.33)
where we used the second line in (4.30). Hence,
〈
γD v, (γ˜N +ΘγD)u
〉 = 0. (4.34)1/2
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that
(γ˜N +ΘγD)u = 0 in H−1/2(∂Ω). (4.35)
Thus,
dom(−Θ,Ω) ⊆
{
v ∈ H1(Ω) ∣∣v ∈ L2(Ω;dnx), (γ˜N +ΘγD)v = 0 in H−1/2(∂Ω)}. (4.36)
Next, assume that u ∈ {v ∈ H1(Ω) | v ∈ L2(Ω;dnx), (γ˜N + ΘγD)v = 0}, w ∈ H1(Ω), and let
wu = −u ∈ L2(Ω;dnx). Then,
∫
Ω
dnx wwu = −
∫
Ω
dnx w div(∇u)
=
∫
Ω
dnx∇w∇u − 〈γDw, γ˜Nu〉1/2
=
∫
Ω
dnx∇w∇u + 〈γDw,ΘγDu〉1/2. (4.37)
Thus, applying (4.30), one concludes that u ∈ dom(−Θ,Ω) and hence
dom(−Θ,Ω) ⊇
{
v ∈ H1(Ω) ∣∣v ∈ L2(Ω;dnx), (γ˜N + Θ˜γD)v = 0 in H−1/2(∂Ω)}. (4.38)
Finally, the last claim in the statement of Theorem 4.5 follows from the fact that H1(Ω) embeds
compactly into L2(Ω;dnx) (cf., e.g., [18, Theorem V.4.17]); see Lemma 2.1. 
In the special case Θ = 0, that is, in the case of the Neumann Laplacian, we will also use the
notation
−N,Ω := −0,Ω . (4.39)
The case of the Dirichlet Laplacian −D,Ω associated with Ω formally corresponds to Θ = ∞ and so
we isolate it in the next result (cf. also [24,27]):
Theorem 4.6. Assume Hypothesis 3.1. Then the Dirichlet Laplacian, −D,Ω , deﬁned by
−D,Ω = −,
dom(−D,Ω) =
{
u ∈ H1(Ω) ∣∣u ∈ L2(Ω;dnx), γDu = 0 in H1/2(∂Ω)}
= {u ∈ H10(Ω) ∣∣u ∈ L2(Ω;dnx)}, (4.40)
is self-adjoint and strictly positive in L2(Ω;dnx). Moreover,
dom
(
(−D,Ω)1/2
)= H10(Ω). (4.41)
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tained in (0,∞), in particular,
σess(−D,Ω) = ∅. (4.42)
This follows from (4.41) since H10(Ω) embeds compactly into L
2(Ω;dnx); the latter fact holds for
arbitrary open, bounded sets Ω ⊂ Rn (see, e.g., [18, Theorem V.4.18]).
5. Eigenvalue inequalities
Assume Hypothesis 4.1 and denote by
λΘ,Ω,1  λΘ,Ω,2  · · · λΘ,Ω, j  λΘ,Ω, j+1  · · · (5.1)
the eigenvalues for the Robin Laplacian −Θ,Ω in L2(Ω;dnx), listed according to their multiplicity.
Similarly, we let
0< λD,Ω,1 < λD,Ω,2  · · · λD,Ω, j  λD,Ω, j+1  · · · (5.2)
be the eigenvalues for the Dirichlet Laplacian −D,Ω in L2(Ω;dnx), again enumerated according to
their multiplicity.
Theorem 5.1. Assume Hypothesis 4.1, where the number δ > 0 is taken to be suﬃciently small relative to the
Lipschitz character of Ω and, in addition, suppose that
〈
γD
(
eix·η
)
,ΘγD
(
eix·η
)〉
1/2  0 for all η ∈ Rn. (5.3)
Then
λΘ,Ω, j+1 < λD,Ω, j, j ∈ N. (5.4)
Proof. One can follow Filonov [20] closely. The main reason we present Filonov’s elegant argument
is to ensure that this continues to hold in the case when a nonlocal Robin boundary condition is
considered (in lieu of the Neumann boundary condition). Recalling the eigenvalue counting functions
for the Dirichlet and Robin Laplacians, one sets for each λ ∈ R,
ND(λ) := #
{
σ(−D,Ω)∩ (−∞, λ]
}
, NΘ(λ) := #
{
σ(−Θ,Ω)∩ (−∞, λ]
}
. (5.5)
Then Lemmas 2.1 and 4.4 ensure that for each λ ∈ R one has
ND(λ) =max
{
dim(L) ∈ N0
∣∣∣ L a subspace of H10(Ω) such that∫
Ω
dnx
∣∣(∇u)(x)∣∣2  λ‖u‖2L2(Ω;dnx) for all u ∈ L
}
, (5.6)
and
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{
dim(L) ∈ N0
∣∣∣ L a subspace of H1(Ω)with the property that
∫
Ω
dnx
∣∣(∇u)(x)∣∣2 + 〈γDu,ΘγDu〉1/2  λ‖u‖2L2(Ω;dnx) for all u ∈ L
}
. (5.7)
Next, observe that for any λ ∈ C,
H10(Ω)∩ ker(−Θ,Ω − λ IΩ) = {0}. (5.8)
Indeed, if u ∈ H10(Ω) ∩ ker(−Θ,Ω − λ IΩ), then u ∈ H1(Ω) satisﬁes (− − λ)u = 0 in Ω and
γDu = γ˜Nu = 0. It follows that the extension by zero of u to the entire Rn belongs to H1(Rn), is
compactly supported, and is annihilated by − − λ. Hence, this function vanishes identically, by
unique continuation (see, e.g., [48, pp. 239–244]).
To continue, we ﬁx λ > 0 and pick a subspace Uλ of H10(Ω) such that dim(Uλ) = ND(λ) and
∫
Ω
dnx
∣∣(∇u)(x)∣∣2  λ∫
Ω
dnx
∣∣u(x)∣∣2, u ∈ Uλ. (5.9)
Then the sum Uλ +˙ker(−Θ,Ω −λ IΩ) is direct, by (5.8). Since the functions {eix·η | η ∈ Rn, |η| =
√
λ}
are linearly independent, it follows that there exists a vector η0 ∈ Rn with |η0| =
√
λ and such that
eix·η0 does not belong to the ﬁnite-dimensional space Uλ +˙ ker(−Θ,Ω − λIΩ). Assuming that this is
the case, introduce
Wλ := Uλ +˙ ker(−Θ,Ω − λ IΩ) +˙
{
ceix·η0
∣∣ c ∈ C}, (5.10)
so that Wλ is a ﬁnite-dimensional subspace of H1(Ω). Let w = u + v + ceix·η0 be an arbitrary vector
in Wλ , where u ∈ Uλ , v ∈ ker(−Θ,Ω − λ IΩ), and c ∈ C. We then write
∫
Ω
dnx
∣∣(∇w)(x)∣∣2 + 〈γDw,ΘγDw〉1/2
=
∫
Ω
dnx
∣∣∇(u + v + ceix·η0)∣∣2 + 〈γD(v + ceix·η0),ΘγD(v + ceix·η0)〉1/2
=
∫
Ω
dnx
(|∇u|2 + |∇v|2 + |cη0|2)
+ 2Re
(∫
Ω
dnx
[∇v · ∇(u + ceix·η0)+ ∇(ceix·η0) · ∇u])
+ 〈γD(v + ceix·η0),ΘγD(v + ceix·η0)〉1/2
=: I1 + I2 + I3. (5.11)
An integration by parts shows that
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Ω
dnx |∇v|2 = −
∫
Ω
dnx vv + 〈γD v, γ˜N v〉1/2
= λ
∫
Ω
dnx |v|2 − 〈γD v,ΘγD v〉1/2, (5.12)
where the last equality holds thanks to −v = λ v and γ˜N v = −ΘγD v . We now make use of this,
(5.9), the fact that |η0|2 = λ, in order to estimate
I1  λ
∫
Ω
dnx
[|u|2 + |v|2 + |c|2]− 〈γD v,ΘγD v〉1/2. (5.13)
Similarly,
I2 = −2Re
(∫
Ω
dnx
[
v
(
u + ceix·η0)+(ceix·η0)u])+ 2Re (〈γD(ceix·η0), γ˜N v〉1/2)
= 2λRe
(∫
Ω
dnx
[
v
(
u + ceix·η0)+ ceix·η0u])− 2Re (〈γD(ceix·η0),ΘγD v〉1/2). (5.14)
Thus, altogether,
∫
Ω
dnx
∣∣(∇w)(x)∣∣2 + 〈γDw,ΘγDw〉1/2
 λ
∫
Ω
dnx
∣∣w(x)∣∣2 + |c|2〈γD(eix·η0),ΘγD(eix·η0)〉1/2. (5.15)
Upon recalling (5.3), this yields
∫
Ω
dnx
∣∣(∇w)(x)∣∣2 + 〈γDw,ΘγDw〉1/2  λ ∫
Ω
dnx
∣∣w(x)∣∣2, w ∈ Wλ. (5.16)
Consequently,
NΘ(λ) dim(Wλ) = dim(Uλ)+ dim
(
ker(−Θ,Ω − λ IΩ)
)+ 1
= ND(λ)+ dim
(
ker(−Θ,Ω − λ IΩ)
)+ 1. (5.17)
Specializing this to the case when λ = λD,Ω, j then yields
#
{
σ(−Θ,Ω)∩ (−∞, λD,Ω, j)
}= NΘ(λD,Ω, j)− dim(ker(−Θ,Ω − λD,Ω, j IΩ))
 ND(λD,Ω, j)+ 1 j + 1. (5.18)
Now, the fact that #{σ(−Θ,Ω)∩ (−∞, λD,Ω, j)} j + 1 is reinterpreted as (5.4). 
We brieﬂy pause to describe a class of examples satisfying the hypotheses of Theorem 5.1:
2892 F. Gesztesy, M. Mitrea / J. Differential Equations 247 (2009) 2871–2896Example 5.2. Consider the special case s = 1/2 in the compact embedding result (3.11). Then a class of
(generally, nonlocal) Robin boundary conditions satisfying the hypotheses of Theorem 5.1 is generated
by any operator T ∈ B(L2(∂Ω;dn−1ω)) satisfying T  0 since the composition of T with the compact
embedding operator
J H1/2(∂Ω) : H
1/2(∂Ω) → L2(∂Ω;dn−1ω) (5.19)
yields a boundary operator Θ = T J H1/2(∂Ω) ∈ B∞(H1/2(∂Ω), L2(∂Ω)) and hence Θ ∈ B∞(H1/2(∂Ω),
H−1/2(∂Ω)) is of the type Θ2 in Hypothesis 4.1.
We note that condition (5.3) in Theorem 5.1 can be further reﬁned and we will return to this issue
in our ﬁnal Remark 5.5.
The case treated in [20] is that of a local Robin boundary condition. That is, it was assumed that
Θ is the operator of multiplication Mθ by a function θ deﬁned on ∂Ω (which satisﬁes appropriate
conditions). To better understand the way in which this scenario relates to the more general case
treated here, we state and prove the following result:
Lemma 5.3. Assume Hypothesis 3.1 and suppose that Θ = Mθ , the operator of multiplication with a measur-
able function θ : ∂Ω → R. Suppose that θ ∈ Lp(∂Ω;dn−1ω), where
p = n− 1 if n> 2, and p ∈ (1,∞] if n = 2. (5.20)
Then
Θ ∈ B∞
(
H1/2(∂Ω), H−1/2(∂Ω)
)
(5.21)
is a self-adjoint operator which satisﬁes
‖Θ‖B(H1/2(∂Ω),H−1/2(∂Ω))  C‖θ‖Lp(∂Ω;dn−1ω), (5.22)
where C = C(Ω,n, p) > 0 is a ﬁnite constant.
Proof. Standard embedding results for Sobolev spaces (which continue to hold in the case when the
ambient space is the boundary of a bounded Lipschitz domain) yield that
H1/2(∂Ω) ↪→ Lq0(∂Ω;dn−1ω), where q0 := { 2(n−1)n−2 if n> 2,
any number in (1,∞) if n = 2. (5.23)
Since the above embedding is continuous with dense range, via duality we also obtain that
Lq1
(
∂Ω;dn−1ω) ↪→ H−1/2(∂Ω), where q1 := { 2(n−1)n if n> 2,
any number in (1,∞) if n = 2. (5.24)
Together, (5.23) and (5.24) yield that
B(Lq0(∂Ω;dn−1ω), Lq1(∂Ω;dn−1ω)) ↪→ B(H1/2(∂Ω), H−1/2(∂Ω)) (5.25)
continuously. With p as in the statement of the lemma, Hölder’s inequality yields that
Mθ ∈ B
(
Lq0
(
∂Ω;dn−1ω), Lq1(∂Ω;dn−1ω)) (5.26)
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‖Mθ‖B(Lq0 (∂Ω;dn−1ω),Lq1 (∂Ω;dn−1ω))  C‖θ‖Lp(∂Ω;dn−1ω), (5.27)
for some ﬁnite constant C = C(∂Ω, p,q0,q1) > 0, granted that
1
p
+ 1
q0
 1
q1
. (5.28)
Inequality (5.28) then holds with equality when n > 2 and, given p ∈ (1,∞), q0, q1 can always be
chosen as in (5.23) and (5.24) when n = 2 so that (5.28) continues to hold in this case as well.
In summary, the above reasoning shows that Θ = Mθ ∈ B(H1/2(∂Ω), H−1/2(∂Ω)) and the estimate
(5.22) holds. Let us also point out that Θ is a self-adjoint operator, since θ is real-valued.
It remains to establish (5.21), that is, to show that Θ is also a compact operator. To this end, ﬁx
p0 > p and let θ j ∈ Lp0(∂Ω;dn−1ω), j ∈ N, be a sequence of real-valued functions with the property
that θ j → θ in Lp(∂Ω;dn−1ω) as j → ∞. Set Θ j := Mθ j , j ∈ N. From what we proved above, it follows
that
Θ j → Θ in B
(
H1/2(∂Ω), H−1/2(∂Ω)
)
as j → ∞, (5.29)
and there exists r ∈ (1/2,1) with the property that
Θ j ∈ B
(
Hr(∂Ω), H−1/2(∂Ω)
)
, j ∈ N. (5.30)
Since the embedding Hr(∂Ω) ↪→ H1/2(∂Ω) is compact, one concludes that
Θ j ∈ B∞
(
H1/2(∂Ω), H−1/2(∂Ω)
)
, j ∈ N. (5.31)
Thus, (5.21) follows from (5.31) and (5.29). 
We end by including a special case of Theorem 5.1 which is of independent interest. In particular,
this links our conditions on Θ with Filonov’s condition∫
∂Ω
dn−1ω(ξ) θ(ξ) 0 (5.32)
in the case where Θ = Mθ .
Corollary 5.4. Assume Hypothesis 4.1, where the number δ > 0 is taken to be suﬃciently small relative to the
Lipschitz character of Ω and, in addition, suppose that
Θ  0 (5.33)
in the sense that 〈 f ,Θ f 〉1/2  0 for every f ∈ H1/2(∂Ω). Then (5.4) holds.
In particular, assuming Hypothesis 3.1 and Θ = Mθ , with θ ∈ Lp(∂Ω;dn−1ω), where p is as in (5.20), is a
function satisfying (5.32), then (5.4) holds.
Proof. The ﬁrst part is directly implied by Theorem 5.1. The second part is a consequence of
Lemma 5.3 and the conclusion in the ﬁrst part of Corollary 5.4, since (5.33) reduces precisely to
(5.32) for Θ = Mθ . 
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of Safarov’s paper [49] in which an abstract approach to eigenvalue counting functions and Dirichlet-
to-Neumann maps was developed. His methods permit a considerable improvement of condition (5.3)
as described in the following: First, we note that in order to obtain the particular inequality
λΘ,Ω, j+1 < λD,Ω, j for some ﬁxed j ∈ N, (5.34)
the proof of Theorem 5.1 uses condition (5.3) for only one value η j ∈ Rn with |η j |2 = λD,Ω, j . Unfor-
tunately, we have no manner to determine which η j to choose on the sphere |η| = λ1/2D,Ω, j such that
eix·η j does not belong to the ﬁnite-dimensional space UλD,Ω, j +˙ ker(−Θ,Ω − λD,Ω, j IΩ).
On the other hand, applying Remark 1.11(3) of Safarov [49] (and using that σess(−Θ,Ω) = ∅), to
prove that the slightly weaker inequality
λΘ,Ω, j+1  λD,Ω, j for some ﬁxed j ∈ N, (5.35)
holds, it suﬃces to ﬁnd just one element u j ∈ H1(Ω)\H10(Ω) satisfying
u j ∈ L2
(
Ω;dnx), −u j = λD,Ω, ju j, (5.36)
and
aΘ(u, v)− λD,Ω, j‖u j‖2L2(Ω;dnx)  0. (5.37)
Since one can choose u j(x) = eix·η j for any η j ∈ Rn with |η j | = λ1/2D,Ω, j , as long as (5.3) holds for
η = η j , this proves that (5.35) holds whenever
〈
γD
(
eix·η j
)
,ΘγD
(
eix·η j
)〉
1/2  0 (5.38)
for a single vector η j ∈ Rn with |η j | = λ1/2D,Ω, j .
Going further, and applying Remark 1.11(4) of Safarov [49] (see also the proof of Corollary 1.13
in [49]), one obtains strict inequality in (5.35) if there exist two elements u j,1,u j,2 ∈ H1(Ω)\H10(Ω)
satisfying (5.36) and (5.37) and lin.span {u j,1,u j,2} does not contain an element satisfying the bound-
ary condition in −Θ,Ω . But the latter follows from (5.8). The two elements u j,1,u j,2 can again be
chosen as u j,k(x) = eix·η j,k for any η j,k ∈ Rn with |η j,k| = λ1/2D,Ω, j , k = 1,2, as long as (5.3) holds for
η = η j,1 and η j,2. Summing up,
λΘ,Ω, j+1 < λD,Ω, j for some ﬁxed j ∈ N, (5.39)
holds whenever
〈
γD
(
eix·η j,k
)
,ΘγD
(
eix·η j,k
)〉
1/2  0 (5.40)
for two vectors η j,k ∈ Rn with |η j,k| = λ1/2D,Ω, j , k = 1,2.
While (5.38) as well as (5.40) assume the a priori knowledge of λD,Ω, j , one can ﬁnesse this depen-
dence as follows: For instance, (5.35) holds for all j ∈ N whenever the set of η satisfying inequality
(5.38) intersects every sphere in Rn centered at the origin. Similarly, if for some λ0 > 0,
〈
γD
(
eix·η0
)
,ΘγD
(
eix·η0
)〉
< 0 for some η0 ∈ Rn with |η0| = λ0, (5.41)1/2
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H−1/2(∂Ω))), one infers that (5.39) holds for all eigenvalues suﬃciently close to λ0, etc.
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