INTRODUCTION
Let G = (V, E) be a graph with vertex set V = V(G) = {u,, 02,. . . , wn} and edge set E = E(G) = {el, e2,. . . , e,).
For each edge ej = {vi, ok), choose one of ui, vk to be the positive "end' of ej and the other to be the negative "end." Thus G is given an orientation [ll] . The vertex-edge incidence matrix (or "cross-linking matrix" [33] ) afforded by an orientation of G is the n-by-m matrix Q = Q(G) = (qi .I, where qij = + 1 where x = (x,, x2,...,
x,,), and the sum is over the pairs i < j for which (4,~~) E E. So L(G) is a symmetric, positive semidefinite, singular M-matrix.
We are primarily interested in nondirected graphs without loops or multiple edges. However, many of the results we discuss have extensions to edge weighted graphs. A C-edge-weighted graph, Cc, is a pair consisting of a graph G and a positive real-valued function C of its edges. The function C is most conveniently described as an n-by-n, symmetric, nonnegative matrix C = (cij) with the property that ci. > 0 if and only if (vi, uj} E E. With ri denoting the ith row sum of C, define L(G,) = diag(r,, r2,. . . , r,> -C. Another way to describe L(Gc) is by means of its quadratic form:
xL(Gc)xt = ccij( xi -xj)',
where, as before, the sum is over the pairs i < j for which {z)~, v~} E E.
Forsman [47] and Gutman [66] have shown how the connection between In view of this result, it is not surprising to find L(G) referred to as a Kirchhof matrix or matrix of admittance (admittance = conductivity, the reciprocal of impedance). Reflecting its independent discovery in other contexts, L(G) has also been called an information matrix [25] , a Zimm matrix [47] , a Rouse-Zimm matrix [130] , a connectivity matrix [35] , and a vertex-vertex incidence matrix [I53] . Perhaps the best place to begin is with a justification of the name "Laplacian matrix."
L(G)
and
Denote by L(ilj) the (n -I)-by-(n -
In a seminal article, Mark Kac posed the question whether one could "hear the shape of a drum" [74, 1151 . C onsider an elastic plane membrane whose boundary is fixed. If small vibrations are induced in the membrane, it is not unreasonable to expect a point (x, y, z> on its surface to move only vertically. Thus, we assume z = .z(x, y, t). If the effects of damping are ignored, the motion of the point is given (at least approximately) by the wave equation v22 = z,,/c", where V2z = z,, + zYy is the Laplacian of .z. Since we are assuming the membrane is elastic and the vibrations are small, the restoring force is linear (Hooke's law), i.e., z,, = -kz, where k > 0 encompasses mass and "spring constant." Combining these equations, we obtain z xx + zyy = -kz/c2.
(1)
The classical solution to this "Dirichlet problem" involves a countable sequence of eigenvalues that manifest themselves in audible tones. An alternate version of Kac's question is this: can nonisometric drums afford the same eigenvalues? (The recently announced answer is yes [146, 1481.) To produce a finite analog, suppress the variable t and use differential approximation to obtain the estimates z( x -h, y) A z( x, y) -zx( x, y)h, z( x, y) G z( x + h, y) -z.J x + h, y)h.
Subtracting the second of these equations from the first and rearranging terms, we find
Another approximation by differentials leads to q( x + h, y) A q( x, y) + .q,( x, y)h.
Putting this into (2) gives h2z,, A z(x + h, y) + z(x -h, y) -2z(x, y).
Similarly,
h2zw
A z( x, y + h) + z( X, y -h) -22(x, y).
Substituting these estimates into (11, we obtain
~Z(X,Y)
-dx+h,y)
where A = kh2/c2. But (3) is the equation L(G)z = AZ, where G is the "grid graph" of F g i ure 1. So the eigenvalue problem for L(G) is, arguably at least, a finite analog of the continuous problem (1). (M. E. Fischer suggested that discrepancies between discrete models like (3) and continuous models like (1) may well reflect the "lumpy nature of physical matter" [46] .) The first examples of nonisomorphic graphs G, and G, such that L(G,) and L(G,)
have the same spectra were found in [31, 69, 1471 . In fact, as we will see in Theorem 5.2, below, there is a plentiful supply of nonisomorphic, Laplacian cospectral graphs.
THE SPECTRUM
Strictly speaking L(G) d p d e en s not only G but on some (arbitrary) ordering of its vertices. However, Laplacian matrices afforded by different vertex orderings of the same graph are permutation-similar.
Indeed, graphs G, and G, are isomorphic if and only if there exists a permutation matrix P such that
L(G,)
= PtL(G1)P.
(4)
Thus, one is not so much interested in L(G) as in permutation-similarity invariants of L(G). Of where we assume the eigenvalues to be arranged in nonincreasing order:
A, > A, > *** > A,, = 0. When more than one graph is under discussion, we may write hi(G) instead of Ai. It follows, e.g. from the matrix-tree theorem, that the rank of L(G) is n -w(G), where w(G) is the number of connected components of G. In particular, A,_ i f 0 if and only if G is connected. (Already, we see graph structure reflected in the spectrum.) This observation led M. Fiedler [37, to define the algebraic connectivity of G by a(G) = A,, _ i(G), viewing it as a quantitative measure of connectivity. In the next section we will discuss the algebraic connectivity and some of its many applications.
Denote the complement of G (in K,) by G", and let J,, be the n-by-n matrix each of whose entries is 1. Then, as observed in [5] 
Letting m,(h) denote the multiplicity of A as an eigenvalue of L(G), one may deduce from (5) that h,(G) < n and m,(n) = w(G') -1. (See [65] for another interpretation.)
In Section 1, we defined D(G) to be the diagonal matrix of vertex degrees. We now abuse the language by also using D(G) to denote the nonincreasing degree sequence 
For any graph G, S(G) mujorizes D(G).
Proof. It was proved in [125] ( see, e.g., [84, p. 2181 ) that the spectrum of a positive semidefinite Hermitian matrix majorizes its main diagonal (when both are rearranged in nonincreasing order). The first inequality arising from Theorem 2.1 is A, > d,. It is not surprising that a result holding for all positive semidefinite Hermitian matrices should be subject to some improvement upon restriction to the class of Laplacian matrices. Indeed [62] , if G has at least one edge, then
For G a connected graph on n > 1 vertices, equality holds in (7) if and only if d, = n -1. In fact, (7) is the beginning of a chain of inequalities that 
D(G)* mujorizes D(G).
Let D(G) be the degree sequence of u graph. Then 
Let L(G) = ( Ljj) be the block matrix partitioned by T(G) as described above. Let A = (aij) be the t-by-t matrix defined by a.. = (n.n .)-l/'
times the sum of the entries in Lii. Then the characteristic pzlynomiai of A is a factor of the characteristic polynomial of L(G).
The eigenvalues of the matrix A in Theorem 2.7, multiplicities included, constitute the symmetric part of the spectrum of L(G). The remaining eigenvalues of L(G), multiplicities included, constitute the alternating part.
If T(G) = {e}, then the aiternating part of the spectrum is empty. On the other hand, it may happen that some multiple eigenvalue of L(G) belongs to both parts.
We now discuss some results directly relating S(G) to various structural properties of G.
THEOREM 2.8 [62]. Let u be a cut vertex-of the connected graph G. Zf the largest component of G-u contains k vertices, then k + 1 2 h,(G).
A pendant vertex of G is a vertex of degree 1. A pendant neighbor is a vertex adjacent to a pendant vertex. We suppose G has p(G) pendant vertices and q(G) pendant neighbors.
THEOREM 2.9 [36]. Let G be a graph. Then p(G) -q(G) < me(l).
See Theorem 6.1 (below) for the permanental analog of this result. Extensions of Theorem 2.9 can be found in [59] THEOREM 2.11 [96] . Let G be a connected graph satisfying 2q(G) < n.
Then 9(G) < m,(2, n].
A subset S of V(G) is said to be stable or independent if no two vertices of S are adjacent. The maximum size of an independent set is called the interior stability number or the point independence number and is denoted by a(G).
THEOREM 2.12. Let G be a graph. Then m,[d,, nl z a(G) and
mJ0, d,l 2 a(G).
Proof.
We require the following well-known fact from matrix theory: Suppose that Z3 is a principal submatrix of the symmetric matrix A. Then the number of nonnegative (respectively, nonpositive) eigenvalues of B is a lower bound for the number of nonnegative (respectively, nonpositive) eigenvalues of A. Suppose S = {vr,va,. 
Let G be a connected graph. Zf t is the length of a longest path in G, then m,(2, n] > [t/2].

Proof.
If G is a tree, then t is the diameter and we use Theorem 2.13. Otherwise, the longest path in G is part of a spanning tree T. Since G may be obtained from T by adding edges, the result follows from Theorem 2.16. 
eigenvalues of L(G) interlace the eigenvalues of L(G+).
If u E V, denote by N(u) its set of neighbors, i.e., N(u) = {v E v:{u,v} E E). Let G, and G, be graphs on n, and n2 vertices, respectively.
Then the eigenvalues of L(G, V G,) are 0; n1 + n2; n2 + Ai( 1 < i < n,; and nl + A,(G,), 1 < i < n2.
The product of G, and G, is the graph G, X G, whose vertex set is the Cartesian product V(G,) X V(G,). Suppose v1,v2 E V(G,) and u1,u2 E V(G,). Then (vi, ui) and (v,, u2) are adjacent in G, X G, if and only if one of the following conditions is satisfied: (i) vi = v2 and (ur, uZ} E E(G,), or
(ii) {vi, vZ] E E(G,) and u1 = u2. For example, the line graph of K,,, is K, X K,, and the "grid graph" is a product of paths.
Let G, and G, be graphs on n1 and n2 vertices, respectively. Then the eigenvalues of L(G, X G,) are all possible sums Ai + h,(G,), 1 < i < n, and 1 <j < n2.
Majorization results involving products can be found in [24] .
The study of graphs whose adjacency spectra consist entirely of integers was begun in [68] . Cvetkovic 1, 1, . . . , 1, O), the star is the only Laplacian integral tree on n vertices. Additional results on Laplacian integral graphs can be found in [62] . We conclude this section with a pair of results that guarantee the existence of certain particular integers in S(G).
A cluster of G is an independent set of two or more vertices of G, each of which has the same set of neighbors. The degree of a cluster is the cardinality of its shared set of neighbors, i.e., the common degree of each vertex in the cluster. An s-cluster is a cluster of degree s. The number of vertices in a cluster is its or&r.
A 
Proof.
The clique corresponds to an (n -s -l&cluster of G" of order r. Zf G # K,, then a(G) < v(G) . (a(G)[2d, -a(G) THEOREM 3.7 [58] .
Let T be a type-l tree with characteristic vertex uT and algebraic connectivity a(T). Then, for every branch B of T at I+, a(T) < the least eigenvalue of L+( B), with equality if and only if B is active, in which case a(T) is a simple eigenvalue of L+( B).
It is a consequence of 
Let T be a type-l tree with characteristic vertex uT and simple algebraic connectivity a(T). Zf x and y are the numbers of vertices in the two active branches of T at uT, then a(T) < (x + y)/(2 ry).
Proof. Let T' be the subtree induced by T on ur and the two active branches. It is proved in [93] that a(T') = a(T). The result is an immediate consequence of Theorem 3.8. n
It is known [58] that a(T) is in the alternating part of the spectrum if and only if at least two of the active branches at ur are isomorphic. If T has just two isomorphic branches at ur, then a(T) Q 2/( n -1) (x = y in Corollary 3.9).
The algebraic connectivity for trees on n vertices ranges from a(P,> =
2[1 -cos(r/n)]
to a( K,, n_1) = 1. Clearly, then, all trees are not equally connected. Some results explaining the partial ordering imposed on trees by a(T) were obtained in [60] . (Also see [113] .) Other approaches appear in Theorems 3.10 and 3.13. The first of these shows that graphs with large a(G) do not contain small separators. 
CONGRUENCE AND EQUIVALENCE
As we have seen [Equation (411, G, and G, are isomorphic if and only if there is a permutation matrix P such that PtL(G1)P = L(G,). Thus, one necessary condition for two graphs to be isomorphic is that they have similar Laplacian matrices, partially explaining all the interest in the Laplacian spectrum. But there are other ways to view (4). Recall that an n-by-n integer matrix U is unimodulur if det U = + 1. So the unimodular matrices are precisely those integer matrices with integer inverses. Two integer matrices A and B are said to be congruent if there is a unimodular matrix U such that UtAU = B. Because permutation matrices are unimodular, another interpretation of (4) is that two graphs are isomorphic only if they have unimodularly congruent Laplacian matrices. Henceforth, we will say G, and G, are congruent if there is a unimodular matrix U such that UtL(G1)U = L(G,).
The first significant work on congruent graphs was done by William Watkins. for any graph G with a square-free number of spanning trees. Lorenzini [80] discusses a bound for b(G) in terms of the number of independent cycles of G.
THEOREM 4.5 [64] .
Let G be a connected graph of diameter d. Then b(G) 2 d.
At the present time, a clear understanding of the relation of the invariant factors, si(G), 1 < i < n -1, to graph structure seems rather distant. In rather stark contrast, however, the Smith normal form of K(G) has been described completely. THEOREM 4.7 [97, 1401. Let G, . G, be any coalescence of G, and G,.  Then el(G, -G,) = el(G, + G,) = el(G,) U el(G,) .
CHEMICAL APPLICATIONS
Modern organic chemists have synthesized and/or isolated several million different molecules [118] . Perhaps even more remarkable has been their ability to predict certain properties of chemical substances even before they have been synthesized. Among the tools used in such predictions are numerous "topological indices" Hosoya [70, 711 was among the first to study the distance matrix from a chemical perspective. It has since become a standard tool used in a variety of applications from investigating evolutionary distances in DNA sequences to predicting carcinogenicity in arene systems [llQ] . In the mathematical literature, distance matrices seem first to have appeared in [56] , where the following remarkable result was proved:
Let T be a tree on n vertices. Then det A(T) = (-l)"-r(n -1) 2"-'.
One surprising thing about Theorem 5.1 is that det A(T) depends only on n and not at all on the structure of T. In any event, it follows that A(T) is an invertible matrix with exactly one positive eigenvalue. In spite of this elegant beginning, results about the distance matrix have not come easily. (See [2I, 22, 32, 54, 55, 1231.) If there were a "Holy Grail" in graph theory, it would be a practical test for graph isomorphism. In the early days, it was incautiously conjectured that two graphs are isomorphic if and only if they have similar adjacency matrices, i.e., that two adjacency matrices could not be similar without being permutation-similar. The disproof of this conjecture began the study of adjacency cospectral graphs: G, and G, are adjacency cospectral if A(G,) and A(G,) have the same characteristic polynomial. One of the most dramatic results in algebraic graph theory is Allen Schwenk's "almost all trees are cospectral" theorem [128] : Let t, be the number of nonisomorphic trees on n vertices.
Let r,, be the number of such trees T for which there exists a nonisomorphic tree T' such that T and T' are adjacency cospectral. Then lim. ~30 r,,/t, = 1.
Perhaps A(G) is just the wrong matrix. Maybe it is too sparse. What about the distance matrix, whose only zeros occur on the main diagonal? Not surprisingly, it was conjectured that two trees could not be distance-cospectral without being isomorphic [32, 711. Th' IS conjecture eventually led to the following worthy successor of Schwenk's theorem.
THEOREM 5.2 [86] . Let t, be the number of nonisomorphic trees on n vertices. Let r,, be the number of such trees T for which there exists a nonisomorphic tree T' such that, simultaneously, [106] .)
The expression (11) has turned up in some other contexts. It is, for example, n2 times the mean squared radius of gyration of a polymer molecule [33] [34] [35] 1101 . If S(n, m) denotes the set of all graphs on n vertices having at most m edges, then minimizing (11) over S(n, m) corresponds to the A-optimality criterion in statistical design [25, p. 1561. 
t=o Since the permanent is invariant under permutation similarities, the coefficients and roots of f,(x) are graph-theoretic invariants. The following result is the permanental analog of Theorem 2.9. THEOREM 6.1 [36] .
The multiplicity of 1 as a root of the permanent& polynomialf,(x) is at least p(G) -q(G).
There are, of course, a number of obstacles to be overcome in the study of f,(x), not the least of which is the notorious computational intractability of the permanent function. (Only in some special cases, e.g. for trees, has this challenge been overcome [13, 831.) A no th er obstacle concerns the roots of The other factor is x2 -nx + 2(n -1). Thus, Ki,.-, is permanently real for all n > 7.
Denote the characteristic polynomial of L(G) by
Graph-theoretic interpretations of the coefficients b,(G) were given in [30, 75, 761 . (See [45] for the edge-weighted version.) 
In (151, the left-hand inequality is immediate from Schur's theorem [126] .
In the right-hand inequality [93] , equality holds for t = n -1 if and only if G is a tree; if n 2 4, then equality holds for t = n -2 if and only if it holds for all t if and only if G = Ki,._i. Now, determinants and permanents are but two examples of matrix functions that have come to be known as immanants.
If x is an irreducible it is the monomial group consisting of all nonzero scalar multiples of permutation matrices [48] . Thus, each of the immanantuZ polynomials d,( XI -L(G)), as x ranges over the characters of S, (irreducible or not), is a graph-theoretic invariant.
At present, only a little is known about general immanantal roots. While they need not all be real, those that are lie in the interval [0, h,(G)] [89] . After determinant and permanent, the most widely studied immanantal polynomial is d,(xZ -L(G)). It is known that the &roots lie in the Gerigorin circles [72] . The coefficient of x: in the &polynomial is related to moment sums in graphs, leading to an extension of the notion of centroid point [92] .
It turns out that immanantal polynomials, even when they are all taken together, are not much better than the characteristic polynomial when it comes to distinguishing nonisomorphic graphs. J. Turner [135] Let t, be the number of nonisomorphic trees on n vertices. Let r,, be the number of such trees T for which there is a nonisomorphic tree T' such that, simultaneously, for every character x of S,, both (iv) dx( xl -A(T)) = dx( rZ -A(T ')) and
(v) d&Z -L(T)) = d,(xz -L(T')).
Then lim n+cc r,/t, = I.
We have used (iv) and (v) in the statement of Theorem 6.6 because it may be viewed as a continuation of Theorem 5.2.
