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あらまし  複数のスレッドコンテキストから同時にインストラクションを発行し，実行できる，SMTプロセッサ
では，同時実行されるスレッドの組合せがシステム利用効率に影響する．従来研究では，より適切なスケジュー
ルを探索するためにスケジューリングを２つのフェーズに分けた．1 つ目は，いくつかのスケジュールを評価す
るための情報を集める，2 つ目は，得られたサンプリング結果からその時点において最適と予期されるスケジュ
ールを決定するフェーズである．本稿では，各ジョブの振る舞いを表すプログラムフェーズを用いることで 1つ
目のフェーズにおけるサンプリング処理を効率化し，スレッドの実行パフォーマンスが向上することを示す． 
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Abstract  How to combine threads to be executed simultaneously must effect the performance of SMT processor systems 
in which multiple instructions can be issued from multiple thread contexts and executed. A conventional research divides a 
scheduling method into two phases for generate a good schedule: one is to collect information in order to evaluate candidate 
schedules, and the other is to decide the best schedule among them at that moment.  In this paper, we extend the former 
phase to make it efficiency by exploiting program phase, which represents the behavior of each job. We also report some 
simulation results showing that our proposal can improve the performance of an SMT processor system. 
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1. はじめに 
Simultaneous Multithreading（SMT） [1,2]は，各サイ
クルで複数の独立するジョブの実行単位，すなわち，
スレッドから同時にインストラクションを発行し，ス
ーパースカラプロセッサに実行させることを可能にし
た技術である．SMT プロセッサを用いたシステムでは，
スレッドレベル並列性（ TLP）が命令レベル並列性
（ ILP）に転換され，命令実行スループットが増大し各
スレッドの実行速度が向上する．  
図 1 に，複数のスレッドが存在する状況での SMT
および既存アーキテクチャの振る舞いを示す．この図
では，システム上に実行可能スレッドが 5 つ存在し，
SMT プロセッサが同時実行をサポートする数，すなわ
ち，ハードウェアコンテキスト数が 4 つある場合での，
サイクルが進むにつれて各スレッドからインストラク
ションが発行されることでスレッドの同時実行が行な
われる様子を示している．このような，実行可能スレ
ッドがハードウェアコンテキスト数を超える状況では，
スレッドスケジューラは，ハードウェアコンテキスト
の数だけを実行可能スレッドから選択し，選択された
スレッドにインストラクションを発行させることで同
時実行を行なっている．SMT プロセッサ上で同時実行
を行なう場合，ハードウェアリソースが選択されたス
レッド集合間で共有されるため，実行スレッドの組合
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せによってシステムの利用効率に違いが生じることに
なる．そのため，SMT システムではスケジューラが適
切な実行スレッドの集合を決定できるかが重要となる． 
 
図 1 複数の実行スレッドが存在する環境での  
各アーキテクチャの振る舞い [1] 
Fig1. Behavior of each architecture in an environment 
where two or more execution threads exist [1] 
 
このような課題に対し，従来研究ではあらかじめい
くつかの候補スケジュールを比較するための情報をサ
ンプリングすることで，より適切なスケジュールの探
索を行い，結果として応答速度の向上に繋がったこと
を示している [3]．しかし，この研究ではサンプリング
に必要となるサイクル数が過多にならないようサンプ
ル数を少ない数に抑えている．そのため，実行スレッ
ドの組合せが多くなる環境では，サンプル数が候補ス
ケジュール数に比べてわずかなものとなる．もし，比
較する候補スケジュール数を全候補数に近づけたなら
ば，より適切なスケジュールを探索することができる
といえる．本研究では，サンプリングに必要とするサ
イクル数を増加せずに，これを行う方法について考え
る．  
本研究では，従来手法のスケジューリングにプログ
ラムフェーズを用いて，比較する候補スケジュールの
数を増加し，より性能の高いスケジュールの実行をね
らうことで，スレッドの実行パフォーマンスを向上す
ることを目的とする．プログラムフェーズとは，等し
い命令間隔で各ジョブの振る舞いを分類したものであ
る．プログラムフェーズが同一の場合は，該当する範
囲間でその性能が類似すると考えられている [5]．この
性質を利用し，提案手法では，サンプリング結果をシ
ステム上に保持し以降のスケジューリングで使用する． 
本手法の特徴として，比較する候補スケジュールの
数の増加が挙げられる．従来手法では，ある時点にお
ける適切なスケジュールの探索は，その直前に得られ
た比較対象の候補スケジュールのサンプリング結果に
基づいて行われる．それに対し，本手法ではプログラ
ムフェーズの性質により過去に取得した結果も利用す
ることができる．スケジューラは，サンプリング処理
の開始時に，システムが保持する過去のサンプリング
結果を参照する．もし，開始されるサンプリング処理
に関するプログラムフェーズが，ある過去の結果に関
するものと同一であるならば，これから行われるサン
プリング処理の結果もそれと類似すると考えることが
できその処理を省略することができる．同一のものが
存在しない場合は，サンプリング処理を行いその結果
をシステムに格納する．省略された処理の数が増加す
れば，サンプリングに用いるサイクル数を増やさずに，
従来と比べて多くの候補スケジュールを比較すること
ができる．これにより，スケジューラがより完全に適
切なスケジュールを探索することができ，各スレッド
のシステム利用効率が向上することが期待できる．実
験では，従来手法と同一のサンプリングに使用するサ
イクル数で，平均の候補スケジュール比較数が増大し
たことが確認できた．  
以下，2 章で関連研究について述べ，3 章で提案手
法について説明する．4 章で提案手法の性能評価を行
ない，最後に 5 章で本研究のまとめを行なう．  
 
2. 関連研究 
Symbiotic Jobscheduling [3]は，SMT プロセッサで発
生する実行スレッド間でのハードウェアリソースに対
する相互作用に着目したスケジューリング手法である．
この研究では，システム上にハードウェアコンテキス
トの数を超えるスレッドが存在し，それぞれが公平に
サイクルを割り当てられ実行される環境を想定してい
る．また，スケジューリングを 2 つのフェーズに分け
ることでより適切な候補スケジュールを探索しジョブ
実行効率を向上させている．  
候補スケジュールは，タイムスライスが複数集まる
ことで構成される．タイムスライスは，ハードウェア
コンテキストの数だけスレッド識別子を持ち，ある時
点においてどのスレッドを同時実行するかを示す．タ
イムスライスが開始されるとき，それが持つ識別子に
該当するスレッドにインストラクションを発行させる
ことでスレッドの同時実行が行なわれる．同時実行の
対象であるスレッドをアクティブスレッド，それ以外
のものをノンアクティブスレッドと呼ぶ．候補スケジ
ュールの生成は，スレッド数，ハードウェアコンテキ
スト数，また，タイムスライス終了時にアクティブ・
ノンアクティブを切り替えるスレッド数，というパラ
メータで候補スケジュールの生成が行なわれる．  
図 2 に，スレッド数を 8，ハードウェアコンテキス
ト数を 4，切り替えスレッド数を 1 としたときの候補
スケジュールの例と SMT 上での実行の様子を示す．ま
ず，候補スケジュールの生成は，それがいくつのタイ
ムスライスを持つか決定することから始まる．図 2 で
は，最も左の初期タイムスライスがスレッド識別子，0，
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2，3，5，を持つ．これらは，8 個のスレッドの識別子
0～7 よりランダムに 4 つ選択したものである．次のタ
イムスライスでは，選択されているスレッド識別子を，
切り替えスレッド数の数，ここでは 1 つだけを選択さ
れていないスレッド識別子と入れ替える．図 2 では，2
番目のタイムスライスで，スレッド識別子 3 の代わり
に 4 が含まれている．このようにして，各スレッドが
アクティブになる回数が同一になるまでタイムスライ
スを増加する．  
ある候補スケジュール内で各スレッドがアクティ
ブになる回数を同じにするのは，システムが各スレッ
ドに対して公平に同時実行のためのサイクルを割り当
てることを考えなければならないからである．候補ス
ケジュールに与えられるサイクルは，それを構成する
タイムスライス間で等しく分割される．図 2 では，候
補スケジュールに n サイクル与えられたとき，各タイ
ムスライスは 1n/8 サイクルの間だけ開始されること
が示されている．また，ここでは各スレッドが 4 回ず
つアクティブになる．よって，それぞれが 4*1n/8 サイ
クルだけ同時実行のためのサイクルが与えられること
になる．また，候補スケジュールは複数存在する．候
補スケジュールは，各スレッドがアクティブになるタ
イミングによって異なる．例えば，図 2 で示した候補
スケジュールは，初期タイムスライスのアクティブス
レッドが，0，2，3，5，であるが，別の候補スケジュ
ールでは，これが，1，2，4，7，になる場合もある．  
 
 
図 2 候補スケジュールの例と SMT 上での実行  
Fig2. Example of a possible schedule 
and execution on SMT 
 
タイムスライスでは，アクティブスレッドがハード
ウェアリソースを競合する可能性がある．競合の度合
いは，同時実行される各スレッドの動作よって変化す
る．例えば，ある実行スレッドがメモリアクセス待ち
状態で SMT プロセッサに対しインストラクションを
発行しないとき，その分別の実行スレッドがハードウ
ェアリソースを利用することができる．従って，候補
スケジュール間でシステムの利用効率に違いが生じる
ことになる．  
スケジューリングは Sample Phase，Symbiosis Phase
という 2 つのフェーズで行なわれる [3]．これらは，各
自設定されたサイクル数に基づいて順番に切り替えて
いく．初期状態は Sample Phase であり，ここではスケ
ジューラがより適切なスケジュールを探索するための
情報を集める．まず，候補スケジュールをいくつかラ
ンダムで選択する．選び出された候補スケジュールは
サンプルスケジュールとして扱い，それぞれ順番に同
じサイクル数を割り当てタイムスライス内のスレッド
を実行する．その際，スケジューラは CPU のハードウ
ェアパフォーマンスカウンタより候補スケジュールを
比較するための情報を集める．これは， IPC やキャッ
シ ュミス 率 を計算す る こ と で 行 な わ れ る ． Sample 
Phase 終了後，スケジューラは Symbiosis Phase に切り
替わる．Symbiosis Phase では，直前に得られたサンプ
ルスケジュールの内，最も良い結果を出したものをそ
の時点における最適なスケジュールとして考え，タイ
ムスライス内のスレッドを実行する．  
Symbiotic Jobscheduling[3]によって応答速度の向上
が示されている，しかし，サンプリングに使用するサ
イクル数が過多にならないよう，サンプル数を少ない
数に抑えている．[3]では，候補スケジュール数が 2520
に対してサンプル数が 10 である実験が行なわれてい
た．この場合，サンプリングによって判断したスケジ
ュールが全スケジュールの中でどのくらい適切である
かが疑問となる．本研究では，この問題に着目し，
Symbiotic Jobscheduling[3]を従来手法とすることで，新
しい SMT 上でのスレッドスケジューリング手法を提
案する．  
[4]では，[5]で示されているプログラムフェーズを利
用して，SMT 上で 2 つのプログラムを動かした場合で
の性能評価を行う研究を行っている．この研究では，
プログラムフェーズの性質を利用することで，プログ
ラム同時実行を終始行うことなく，同時実行全体の性
能を計測する．[4]と本研究の違いは，まず，本研究で
はハードウェアコンテキストの数を超えるスレッドが
存在する環境を想定している．そして，同時実行全体
の性能を計測することではなく，多数の実行スレッド
の組合せが存在する状況で適切なスケジューリングを
行うためにプログラムフェーズを用いることを考える
点である．  
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3. プログラムフェーズを考慮したスレッドス
ケジューリング 
本研究では，従来手法 [3]のスケジューリングにプロ
グラムフェーズを用いて，比較する候補スケジュール
の数を増加し ,より性能の高いスケジュールの実行を
ねらうことで，スレッドの実行パフォーマンスを向上
させることを目的とする．ここでは，まず，プログラ
ムフェーズを用いた場合の特徴を述べる．続いて， 2
で説明した従来手法を拡張し，プログラムフェーズを
考慮したスレッドスケジューラの実装に関して具体的
に説明する．  
3.1. プログラムフェーズ 
プログラムフェーズとは，あるジョブを等しい命令
間隔で分割し，それぞれをその振る舞いに関して分類
したものである．プログラムフェーズが同一の場合は，
該当する範囲間でその性能が類似すると考えられてい
る [5]．各ジョブのプログラムフェーズは，SimPoint[6]
によって得ることができる．  
プログラムフェーズの性質を利用することで，スケ
ジューラは過去に得られたサンプリング結果を利用す
ることができる．つまり，あるタイムスライスのサン
プリング開始時に，システムが保持する過去のサンプ
リング結果を参照し可能ならばサンプリング処理を省
略することができる．その結果，従来手法 [3]に比べ多
くの候補スケジュールに対して比較を行うことができ
る．  
サンプリング処理を省略できるかどうかは，スケジ
ューラが実行中のタイムスライスに関するプログラム
フェーズ，すなわち，そのタイムスライスを構成する
スレッドの ID とプログラムフェーズの集合と同一の
ものがシステム上に保持されているかで判断する．こ
のために，本研究では，システム上にサンプリング結
果を保持する仕組みを用意し，スケジューラは必要に
応じてこれにアクセスする処理を追加することを考え
る．具体的には，TaskPhaseTable，CoPhaseTable という
2 つのテーブルを追加し，スケジューラがこれらを利
用して目的を達成するよう処理を拡張する．  
3.2. スレッドスケジューラの実装 
本手法では，スケジューラが過去に取得したサンプ
リング結果を利用するための仕組みとして，まず，
TaskPhaseTable，CoPhaseTable という 2 つのテーブルを
追加する．図 3，図 4 に各テーブルの例を示す．  
TaskPhaseTable は，SimPoint[6]によって得られたあ
るジョブに関するプログラムフェーズ識別子を保持す
るものである．本研究ではその識別子として整数を使
用した．TaskPhaseTable の各レコード間には等しい命
令間隔があり，スケジューラは，あるスレッドが現在
のプログラムフェーズ識別子を取得する．図 3 では，
あるジョブが 10M のインストラクション間隔で分割
され，各間隔が整数値，例えば，0～ 10M の範囲では
プログラムフェーズ識別子が 10，を持つことが示され
ている．そして，TaskPhaseTable を作成する際は，ジ
ョブ開始方向から終了方向に向けて，各インストラク
ション間隔のプログラムフェーズ識別子を格納してい
く．スケジューラが，TaskPhaseTable よりスレッドの
現在のフェーズを取得するときは，そのスレッドが実
行したインストラクション数を引数にする．図 3 を例
に取ると，スレッドが 11M インストラクション実行し
たならば，11/10=1.1≦2 より TaskPhaseTable の 2 番目
のレコードに格納されているプログラムフェーズ識別
子 8 が得られる．  
CoPhaseTable は，サンプリング処理が行われたとき
の，タイムスライスが持つスレッド識別子と，処理が
開始された時点で TaskPhaseTable より取得した各スレ
ッドのプログラムフェーズ識別子からなる CoPhase エ
ントリと，サンプリング終了時に計算する性能結果
SCORE で構成される．図 4 を例に取ると，ある候補ス
ケジュールの，左より 3 番目のタイムスライスに関し
てサンプリング処理が行われるとき，まず，スレッド
識別子， 2， 4， 5， 7，のスレッドそれぞれに関して
TaskPhaseTable よりプログラムフェーズ識別子を取得
する．ここでは，得られたプログラムフェーズ識別子
をそれぞれ，16，6，14，3，とする．これら 2 種類の
識別子により，このタイムスライスに関する CoPhase
エントリは，  
{{ThreadID}{ProgramPhaseID}} 
= {{2,4,5,7}{16,6,14,3}} 
となる．そして，サンプリング終了時に計算した性能
結果，例えば，IPC=2.13，を開始時に作成した CoPhase
エントリと共に CoPhaseTable に格納する．  
 
 
図 3 TaskPhaseTable の例  
Fig3. Example of a TaskPhaseTable 
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図 4 CoPhaseTable へのサンプリング結果の格納  
Fig4. Example of inserting a sampling result 
into CoPhaseTable 
 
本研究では，従来手法 [3]のスケジューリング処理に
対し，上の 2 つのテーブルにアクセスする処理を追加
し，拡張する．図 5，図 6 に，本手法におけるスケジ
ューリング処理の実行の流れを示す．  
Sample Phase では，あるタイムスライスのサンプリ
ング開始時に，まずそれを構成するスレッド ID およ
びプログラムフェーズの集合から CoPhase エントリを
生成し，それと同一のものが CoPhaseTable 内に存在す
るか調べる．同一のエントリが存在した場合，スケジ
ューラは，そのレコードに含まれるサンプリング結果
値を，開始したタイムスライスの結果値として扱い以
降のサンプリング処理を省略する．エントリが存在し
ない場合は，従来通りそのタイムスライスのサンプリ
ング処理を行う．そして，得られた結果を開始時に作
成した CoPhaseエントリと共に CoPhaseTable に格納す
る．このとき，CoPhaseTable に設定されている最大レ
コード数を上回る場合は，既存のレコードを上書きす
る．本実験では，最後に参照されたレコードを上書き
する方式で更新することとした．  
 
 
図 5 Sample Phase の実行の流れ  
Fig5. Flow of execution in Sample Phase 
 
図 6 Symbiosis Phase の実行の流れ  
Fig6. Flow of execution in Symbiosis Phase 
 
従来手法に対し，本手法では，Symbiosis Phase でも
スケジュールの性能に関する情報の収集を行なう．こ
れは，Sample Phase で得られたサンプリング結果値と
Symbiosis Phase における実測値の違いを考慮するため
である．従来手法では，両方の値に違いが見られても
以降のスケジューリングにそれが活かされることはな
かった．それに対し，本手法では Symbiosis Phase で取
得したサンプリング結果値を CoPhaseTable に反映する
ことができる．Symbiosis Phase において取得したサン
プリング結果は，CoPhaseTable 内に同一の CoPhase エ
ントリが存在する場合でも結果値を上書きさせる．こ
れにより，より精度の高い適切な候補スケジュールの
探索を行うことができると考えられる．  
 
4. 実験 
4.1. 実験環境 
本実験では，システム上にハードウェアコンテキス
ト数を超えるジョブが存在する状況における複数のス
ケジューリング手法の比較実験を行った．実験対象と
なるスケジューリング手法には，本手法，従来手法 [3]，
およびラウンドロビンスケジューリングを選択した．
ラウンドロビンでは，スケジューラはサンプリング処
理を行わず，一定のサイクル間隔でランダムに候補ス
ケジュールを 1 つ選択し各ジョブを実行する．このサ
イクル間隔は，他の手法における Symbiosis Phase で使
用するサイクル数と同一とする．  
本実験を行った環境について説明する．SMT プロセ
ッサのシミュレータとして SMTSIM[7,8]を選択し，実
行ジョブには SPEC ベンチマーク [9]より， crafty，
equake，gcc-166，gcc-200，gcc-expr，gzip-log，gzip-graphic，
gzip-source，を使用した．また，実験を行う上で設定
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する必要があるパラメータがいくつか存在する．まず，
スケジュールを生成するための，ジョブ数，ハードウ
ェアコンテキスト数，および，タイムスライス終了時
にアクティブ・ノンアクティブを切り替えるスレッド
数である．また，Sample Phase，Sample Phase で取得
するサンプルの最小数，Symbiosis Phase で使用するサ
イクル数，TaskPhaseTable の各レコード間にある命令
間隔，そして CoPhaseTable の最大レコード数が挙げら
れる．表 1 に今回設定したパラメータとその値を示す． 
実験では，各スケジューリング手法を比較するため
の指標として IPC を選択した．そして，各スケジュー
リング手法のスレッド実行パフォーマンスを求めた．
スレッド実行パフォーマンスは，以下の式によって計
算する．  
 
 
この式におけるスケジュールは，本手法および従来
手法 [3]では Symbiosis Phase で選択された候補スケジ
ュール，ラウンドロビンスケジューリングではランダ
ムに選択された候補スケジュールとなる．  
また，本手法の性能を確認するために，Sample Phase
で比較した候補スケジュールの数と，他の手法に対す
る性能の増加率を次の式を用いて求めた．  
 
 
表 1 本実験で設定したパラメータ  
Table1. Parameters set by our experiment 
Number of Jobs  8 
Multithreading  4 
Number of 
Swapped Threads 
 1 
(Possible Schedules)  (2520) 
Number of Samples 10 
CYCLE of 
Sample Phase 
 100000 
CYCLE of 
Symbiosis Phase 
 1000000 
Instruction Interval 
of TaskPhaseTable 
 10000000 
Max Records 
   of CoPhaseTable 
 5000000 
 
4.2. 実験環境 
本研究の目的は，従来手法のスケジューリングにプ
ログラムフェーズを用いることで，比較する候補スケ
ジュールの数を増加し，より性能の高いスケジュール
の実行をねらうことでスレッドの実行パフォーマンス
を向上させることである．それを確認するために 4.1
で説明した実験の結果を示す．  
まず，図 7 に本手法における各 Sample Phase で比較
した候補スケジュールの数を示す．図 7 では確認でき
ないが，実験開始直後ではシステムが保持するサンプ
リング結果が少ないため，比較した候補スケジュール
が 15 前後といった数であった．この数は，スケジュー
ラが，サンプリング結果を CoPhaseTable に格納するに
つれて増加し，実験終了時まで従来手法より多くの候
補スケジュールを比較したことが分かる．  
 
 
図 7 Sample Phase で比較した候補スケジュールの数  
Fig7. Number of possible schedules that 
compared in Sample Phase 
 
続いて，各スケジューリング手法のスレッド実行の
パフォーマンスを図 8，図 9，図 10 に示す．ラウンド
ロビン形式では，スケジュールの実行パフォーマンス
にばらつきが見られた．これは，ランダムに選択され
た候補スケジュールの中に適切でないものが含まれる
ことで，実行スレッド間でのハードウェアリソース競
合の度合いが高くなる状況が発生したからだと考えら
れる．それに対して，本手法および従来手法 [3]は，ス
ケジュールの実行パフォーマンスが安定する結果とな
った．これにより，スケジューラはサンプリングを行
うことでスレッドに安定したシステム利用効率を提供
することができるといえる．  
最後に，図 11，図 12 で，ラウンドロビンスケジュ
ーリング，および従来手法に対するに本手法の性能増
加率を示す．本手法では，ラウンドロビンスケジュー
リングに対しては大幅にスケジュール実行パフォーマ
ンスを伸ばすことができた．従来手法に対しても，実
行したスケジュールの 50.7%が 1 を超える性能増加率
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を示し，その内 12.5%が 1.3 を超える結果となった，
また， 0.7 を下回る性能増加率を示したものは全体の
6.32%であった．以上より，本手法は，従来手法に対
して，スレッド実行パフォーマンスを向上させること
ができるといえる．  
 
 
図 8 ラウンドロビンスケジューリングの  
スレッド実行パフォーマンス  
Fig8. Execution performance of threads 
for Round-Robin Scheduling 
 
 
図 9 従来手法のスレッド実行パフォーマンス  
Fig9. Execution performance of threads 
for the conventional method 
 
 
図 10 本手法のスレッド実行パフォーマンス  
Fig10. Execution performance of threads for our method 
 
 
図 11 ラウンドロビンスケジューリングに対する  
本手法の性能増加率  
Fig11. Performance improvement rate of our method 
against Round-Robin Scheduling 
 
 
図 12 従来手法に対する本手法の性能増加率  
Fig12. Performance improvement rate of our method 
against the conventional method 
 
5. まとめ 
本稿では，比較する候補スケジュールの数を増加し ,
より性能の高いスケジュールの実行をねらうことで，
スレッドの実行パフォーマンスを向上させることを目
的とし，従来手法にプログラムフェーズを用いたスレ
ッドスケジューリング手法を提案した．本手法では，
TaskPhaseTable，CoPhaseTable という 2 つのテーブルを
追加し，スケジューラがこれらにアクセスするよう処
理を拡張する．スケジューラは，サンプリング処理の
開始時に，システムが保持する過去のサンプリング結
果を参照する．もし，開始されるサンプリング処理に
関するプログラムフェーズが，ある過去の結果に関す
るものと同一であるならば，これから行われるサンプ
リング処理の結果もそれと類似すると考えることがで
きその処理を省略することができる．実験によって，
本手法は，比較する候補スケジュールの数が増え，他
の手法に対してスケジュール実行性能の増加したこと
が確認できた．  
今後の課題として，使用したジョブの性質と候補ス
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ケジュールを比較するための指標との関係に着目し，
本手法の性能評価を行なうことが挙げられる．今回は，
指標として IPC を選択したが，もし使用するジョブが
データ集中的なものであるならば， IPC ではなくキャ
ッシュミス率で候補スケジュールの比較を行なった方
が，スケジューラが判断した適切なスケジュールによ
るスレッド実行パフォーマンスが高くなるのではない
かと考えられる．  
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