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ABSTRACT
Geise, Gregory. M.S. Earth and Environmental Sciences, Wright State University, 2016.
APPLICATION OF GEOGRAPHICAL INFORMATION SYSTEMS TO DETERMINE
HUMAN POPULATION IMPACT ON WATER RESOURCES OF YELLOW
SPRINGS, OHIO, AND THE USE OF LIDAR INTENSITIES IN LAND USE
CLASSIFICATION

The purposes of the following studies were to investigate natural and human influences
on several spatial and temporal aspects of a local and regional environment.
The decreasing discharge rate of the ground water supplied Yellow Spring may be caused
by the increase in population of the nearby Village of Yellow Springs, Ohio. Periodic
measurements of Yellow Spring’s discharge rate compared to changes in the town’s
population showed an inverse relationship, where spring discharge declined as population
grew. A sharp decrease in discharge occurred during a period when the spring’s façade
was modified and an airport was built partially overlying the spring’s recharge area.
These events are believed to have had a greater impact on spring discharge rate than
changing population because discharge rate remained relatively constant after its sharp
decline, while population began to decline. Aquifer volume change was determined by
calculating the volume difference between decadal average water tables that were
modeled with ArcMap from water well depth to water measurements and LiDAR
elevation data. Counterintuitively, aquifer volume generally increased with population
then fell sharply as the population gradually decreased. A slight increase in aquifer
volume after withdrawal wells were installed suggests that human consumption
iii

had little impact on aquifer volume. When compared to the average Palmer Hydrological
Drought Index, aquifer volume generally lowered during dry periods, and rose during wet
periods. Minor variations in climate can greatly impact aquifer volume because
precipitation only needed to have decreased by 0.26 percent over a 40 year period to
account for the lowest calculated aquifer volume.
Determining the composition and spatial extent of land uses through land use
classification increases our understanding of processes that are harmful to the
environment. Because of LiDAR’s high spatial resolution, the ability to classify
marginally rural land uses of Greene County, Ohio with LiDAR intensity data was
assessed to improve the accuracy of land uses previously classified from lower resolution
satellite images. Trends in frequency distributions of intensity values extracted from
sample sites of six major land uses reveal that LiDAR, measuring in the near-infrared
(1064 nm), is spectrally insufficient to distinguish between land use elements (grass,
trees, pavement, buildings, etc.), where each intensity value identifies between 3 and 6
land use elements. Land use elements with the same intensity values can be distinguished
when remotely sensed data of other wavelengths are added to create spectral variation.
The ability to classify land uses with LiDAR intensity data is further reduced by its poor
temporal resolution and large file size. LiDAR surveys are typically conducted in early
spring when trees are leafless to allow for ground elevation measurements in forested
areas. LiDAR .las files are large because of its high spatial resolution, and require
significant computing resources to process.
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1.0
INTRODUCTION TO STUDIES
1.1 Environmental Issues Related to Location
Most if not all environmental issues caused by humans are related to location. Studying
the spatial extent and distribution of natural phenomena and human activities will help us
understand the processes that impact our environment. Geographic Information Systems
are ideal tools to model and assess environmental issues on local, regional, and world
scales. Using GIS, high phosphate was found to correlate with local residential land use,
indicating that its source is discharge from a waste-water treatment plant, rather than
excess nutrients from agricultural runoff (Huff, 2015). Waterways in North Carolina were
investigated to determine geographic “hotspots” of health concern, where endocrinedisrupting compounds have led to fish declines resulting from fish reproductive
impairments and increased susceptibility to infection (Sackett and others, 2015). In
locations throughout the world, GIS and high-resolution remotely sensed data have been
used to determine the spatial extent and distribution of impermeable surfaces, such as
pavement and roofs of buildings, because they prevent ground water recharge and
increase Earth surface temperature (Jennings and others, 2004; Lu and Weng, 2009; Xu,
2013).
The purpose of the following studies was to investigate natural and human influences on
several spatial and temporal aspects of a local and regional environment. Natural ground
1

water fluctuations, and those caused by human activity, can manifest as changes in spring
discharge and aquifer volume. By comparing periodic measurements of spring discharge
and volumetric changes in ground water levels in an area to changes in local human
population and climate, or by determining the composition and spatial extent of regional
land use, the influence natural and human events have on an environment can be better
understood.
1.2 What is GIS?
A Geographic Information System (GIS) is a suite of computer software used to display,
manipulate, measure, analyze, and store spatial data. GIS consists of: an interface to
display and manipulate map features, and run geoprocessing tools; and a database toorganize and store data and map features. Data is added to the interface as layers in two
major forms: vector and raster. Vectors represent real-world features as points, lines and
polygons. Point vectors may be cities, points of interest, or signify a location where some
type of measurement was made. Line vectors represent features such as rivers, roads, and
utility lines. Polygon vectors are features that represent an area, such as states, counties,
parks, and property boundaries. Raster data are images consisting of a series of pixels,
where each pixel represents a spatial extent. Examples of raster data are satellite and
aerial images. USGS LandSat series satellite images consist of pixels with each
representing a 30 by 30 meter area of land. Raster data can be used to create vector data
by digitizing features. Spatial data is georeferenced using a coordinate system based on
its real-world location to accurately represent distances at local scales.
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1.3 LiDAR Overview
Many analyses performed in the following studies utilize elevation and intensity
reflectance data acquired by an active remote sensing technique called Light Detection
and Ranging (LiDAR). LiDAR systems measure distances by emitting a laser beam,
traveling at the speed of light, towards a target object and recording the time it takes the
beam to return after reflecting from the object. Distances from sensor to object can be
calculated from the relationship between distance, velocity and time. Digital Elevation
Models of topography are made from aerially measured LiDAR and play key roles in
geographic, geologic, and environmental studies.
Aerial LiDAR is measured from small aircraft traveling at a consistent speed and altitude.
A LiDAR system is attached to the aircraft and scans the terrain in a grid pattern with a
series of laser pulses. The lasers typically operate in the infrared electromagnetic (EM)
spectrum at a wavelength of 1064 nanometers. The system measures the time taken for
each pulse to return after reflecting from an object on the ground. Distances from aircraft
to terrain are calculated from these time measurements and subtracted from the aircraft’s
altitude, resulting in terrain elevation. The system uses the aircraft’s onboard GPS unit to
record the x -y coordinate of each measurement. The lateral spacing between each
measured ground point determines the spatial resolution of the resulting elevation model.
Resolutions range from centimeters to meters.
Often there is more than one returned pulse for each geographic location the beam is sent,
resulting in more than one elevation measurement. The first return of the beam is
reflected from what it encounters first. In forested areas, the beam first reflects from
leaves or branches of trees, becoming the first return, then may penetrate the canopy and
3

reflect from the ground, creating a second return. LiDAR is usually performed in spring,
during leaf-off conditions to include elevation measurements below tree canopies.
Many types of models can be made with the different returns. Digital Surface Models
(DSMs) using only first returns will include trees, buildings, cars and any object
considered non-ground. Digital Elevation Models (DEMs) of the bare ground are made
from second or last returns after processing to remove buildings and other non-ground
objects. Because buildings and other non-ground objects represent abrupt changes in
elevation, processing removes these and other elevation anomalies to create a model of
purely ground elevations.
The strength, or intensity, of pulse returns is also measured and can be used to identify
objects. EM energy interacts with matter in different ways. Vegetation is highly
distinguishable on images measured in the 700 - 900 nanometer range of wavelengths in
the near-infrared spectrum of EM. Wavelengths in this range penetrate leaves to their
spongy parenchyma layer and reflect very intensely, while red and blue energy is
absorbed by the leaf (Sabin, 1997). The 1064 nanometer wavelength of EM used by
LiDAR systems is very close to this range and vegetation will reflect a high intensity
signature. The health of vegetation can also be determined from the intensity of the
return. Healthy vegetation will reflect a higher intensity than stressed vegetation, where
water shortage has caused the parenchyma layer to collapse (Sabins, 1997). Other
materials reflect this wavelength at lesser intensities. Water will not reflect LiDAR and
damp soil will reflect a much lower intensity than dry soil because of the water it
contains.
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1.4 Description of LiDAR Data and High-Resolution Color Imagery Sources
LiDAR elevation measurements and high-resolution color imagery were provided by the
Ohio Statewide Imagery Program (OSIP). OSIP is a joint effort between state, local and
federal agencies to provide high-resolution color imagery and elevations of the State of
Ohio for use by all public and governmental GIS users (OSIP Program Description,
2006). The design, geospatial, and infrastructure management firm Woolpert, of
Beavercreek, Ohio, was contracted to perform the imaging. Currently, the program
consists of two phases: OSIP I and OSIP II.
Color imagery and LiDAR measurements were collected simultaneously from small
aircraft traveling at 170 knots and an altitude of 7300 feet above mean terrain. Color
imagery was taken on Leica ADS40/51/52 digital cameras. LiDAR sensors were Leica
ALS50 digital LiDAR Systems with a laser wavelength of 1064 nm.
OSIP I began in the spring of 2006 by imaging the northern half of Ohio in 30 cm (1.0 ft)
spatial resolution color imagery and 2.1 m (7.0 ft) spatial resolution LiDAR elevation
measurements. The southern half of Ohio was imaged in the spring of 2007. Imaging was
conducted in spring to measure ground elevations below trees. State and local
governments also had the option to order 15 cm (0.5 ft) color imagery through a
Cooperative Purchase Agreement.
Southern Ohio OSIP data is georeferenced in the Ohio State Plane South projected
coordinate system. Color imagery has a horizontal accuracy of ± 1.5 m (5.0 ft) while
LiDAR has a vertical accuracy of ± 30 cm (1.0 ft). LiDAR was used as a high-accuracy
base during image rectification.
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All data is divided into tiles 1524 x 1524 m (5000 x 5000 ft) and are available for
download individually or by county on OSIP’s Data Download Page. Imagery files are
packaged in GeoTIFF format and are on average 75 megabytes in size. LiDAR files are
available in LAS format and are generally less than 15 megabytes. LiDAR LAS files
contain non-ground (first return), ground (second return), and low point classes and their
intensity values.
The program continued with OSIP II in the spring of 2011 and provided aerial 1-foot
resolution 4-band (blue, green, red, and near-infrared) color infrared digital imagery of
Ohio by the end of 2014.

6

2.0
THE IMPACT OF HUMAN POPULATION CHANGE ON WATER RESOURCES
OF YELLOW SPRINGS, OHIO
2.1 Introduction
Fluctuations in ground water level can be caused by many natural and human induced
hydrological phenomena (Freeze and Cherry, 1979). Natural fluctuations are caused by
events primarily related to climate, including recharge from precipitation and loss from
evapotranspiration. Human activities that cause ground water fluctuations include
pumping and well injection. It is typical that these events occur simultaneously. An
increase or decrease in one can offset the effects of the other, or can compound and
dramatically change ground water levels.
Springs are natural outlets for ground water, and their discharge rates are directly affected
by fluctuating ground water levels. The Village of Yellow Springs (Yellow Springs) in
northern Greene County, Ohio, has many nearby springs, with the most famous and
namesake of the town being Yellow Spring. Yellow Spring has had a record of declining
discharge rate since it was first measured in 1854. A reason for the decline may be the
increase in human population the area experienced when a new railway improved access
to the village, a local resort featuring Yellow Spring was built attracted visitors, and the
nearby Antioch College grew in popularity. As human population increases, the need for
ground water will lead to a lowering of the local water table, and therefore a decrease in
7

spring discharge. This study attempts to determine the impact population change of
Yellow Springs has had on water resources in the area, including Yellow Spring
discharge rate and volume of the aquifer that feeds it.
2.1.1 Study Area

Figure 2.1: Study area covering 83 km2 (32 mi2) in northern Greene and southern Clark
Counties, Ohio. The area includes The Village of Yellow Springs and several nature
parks.
With Yellow Spring directly in its center, the 83 km2 (32 mi2) study area extends as far
north and east as to include the recharge area of the spring, and south and west the same
respective distances (figure 2.1). Several places of interest in the area are The Village of
Yellow Springs, Glen Helen Nature Preserve, John Bryan State Park, Clifton Gorge State
Nature Preserve, and Springfield Beckley Airport. The headwaters of the Little Miami
8

River are found just upstream of Clifton Gorge State Nature Preserve. The Little Miami
Bike Trail was created in the footprint of the Little Miami Railroad that once passed
through Yellow Springs when connecting the cities of Xenia and Springfield. Land use in
the area is approximately 76 percent agricultural, 18 percent forested, and 6 percent
developed.
In Greene County, ground water accounted for 82 percent of water used (ODNR, 2005).
The county withdrew 59,203 m3 (15.64 million gal) of ground water per day for a variety
of uses: public (89.9 percent), mineral extraction (5.8 percent), miscellaneous (1.9
percent), golf course (1.3 percent), and agriculture (1.1 percent).
2.1.2 History of The Village of Yellow Springs
Although its post office has maintained an unbroken record dating to May 10, 1805,
William Mills officially founded the town in 1825 when he and other followers of the
social reformer Robert Owen settled in the area to recreate the utopian community of
New Harmony, Indiana. The population rose quickly when The Little Miami Railroad
passed through the town to connect Xenia and Springfield in 1846. Visitors were
attracted to the area because of Yellow Spring and the supposed healing qualities of the
iron rich water. Neff house was built into a 300 room hotel and resort in 1871 to
accommodate the influx of visitors to Yellow Spring.
2.1.3 Geologic Setting
Bedrock stratigraphy (figure 2.2) of the study area consists of Pleistocene glacial deposits
of variable thickness overlying shale and carbonate bedrock of the Silurian aged Niagara
Group (summarized by Evers, 1991). The Niagara Group is composed of six stratified
9

formations. The Osgood Shale at its base is 11 m (36 ft) of soft, blue-gray to green shale
with dolomite lenses increasing towards the top. Above the Osgood Shale is the 0.9 m
(2.9 ft) thick blue, dense and shaley Laurel Limestone, followed by the 1.7 m (5.6 ft)
gray, dense Massie Clay Shale; 1.2-2.6 m (3.9-8.5 ft) gray-blue coarsely crystalline
Euphemia Dolomite; 2.0-4.5 m (6.6-14.8 ft) gray, dense, medium to coarsely crystalline
and jointed Springfield Dolomite; 3.1 m + (10.2 ft +) gray-white, coarsely crystalline and
porous Cedarville Dolomite; and 0-50 m (0-164 ft) thick glacial deposits of unstratified
sand to gravel size carbonate till in clay matrix.
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Glacial Drift: 0-50m (0-164ft)
highly variable sand, gravel, and clayey
sediments.
Cedarville Dolomite: 3.1m + (10.2ft +)
gray-white, gray-blue streaked,
coarsely crystalline, porous, massive.

NIAGARAN GROUP

Springfield Dolomite: 2-4.5m (6.6-14.8ft)
gray-buff, dense, medium-coarsely
crystalline, regularly jointed, thin bedded.
Euphemia Dolomite: 1.2-2.6m (3.9-8.5ft)
gray-blue, mottled, coarsely crystalline,
irregularly bedded, variable porosity,
springs common at base.

Massey Clay Shale: 1.7m (5.6ft)
gray, dense, calcareous shale.
Laurel Limestone: 0.9m (2.9ft)
blue, weathers gray, dense, shaley,
regularly bedded with shale partings,
gradational lower contact.
Osgood Shale: 11m (36ft)
blue-gray to gray green shale with
dolomite lenses, bioturbated, with
dolomite increasing towards top.

Figure 2.2: Stratigraphy of study area (Evers, 1991).
2.1.4 Hydrogeology
In addition to depositing glacial sediments, melt wash from the Scioto ice lobe of the
Wisconsinan Stage ice sheet carved the Yellow Spring Creek, Little Miami River, and
Birch Creek gorges, exposing the Cedarville Dolomite bedrock (Norris and others 1950).
Logs of wells drilled in the area indicate that the glacial deposits contain water. The
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aquifer extends into the Cedarville formation (Norris, 1950). The Cedarville Dolomite
aquifer is anisotropic and transports water through joints and bedding planes that have
been enlarged by solution activity (Norris, 1952). The impermeable Osgood Shale is
considered the lower confining layer in the Glen Helen area.
Natural springs in the area emit water from exposed contacts between the Cedarville
Dolomite and Springfield Dolomite. Water is directed to Yellow Spring by fractures in
the Cedarville Dolomite (Waren, 1988). Figure 2.3 shows the location and orientation of
fractures in relation to the spring.

Figure 2.3: Location of Yellow Spring’s recharge area (Evers, 1991) and bedrock
fractures (Waren, 1988) that direct water to springs in the area.
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The recharge area for Yellow Spring proposed by Evers (1991) is the flat area devoid of
surface drainage channels southwest of the Beckley-Springfield Airport. The lack of
surface drainage channels is due to a reduced component of runoff, which indicates a
recharge area (Birtles and Reeves, 1977). The presence of streams draining the
surrounding area suggests that water in the recharge area does not drain by way of
overland flow, but infiltrates the ground and is discharged through the spring. Figure 2.3
shows Yellow Spring’s primary and secondary recharge areas proposed by Evers, 1991.

13

2.2 Materials
2.2.1 Population
Human population statistics of The Village of Yellow Springs spanning decennial years
1850 to 2010 were obtained from the Population and Housing page of the U.S. Census
Bureau’s website (census.gov, 2013). Population and Housing statistics are available for
each census beginning with the 1790 Census, and are downloadable as PDF files.
Censuses are scans of physical publications from 1790 to 1980, and then became digital
beginning with the 1990 Census. The information and organization of each census varies,
but generally include the national population and populations of each state, county, city
and smaller communities typically referred to as towns, villages or incorporated places.
The Village of Yellow Springs is always listed as one of these smaller communities.
Other census sections include demographic and economic statistics. Only the total
population of Yellow Springs from each census was considered in this study.
2.2.2 Spring Discharge
Discharge of Yellow Spring has been measured periodically beginning in 1854. Orton
(1874) reported the first published discharge rate of Yellow Spring in his overview of
Greene County geology:
According to measurements made 20 years ago under the direction of Hon. William
C. Mills, at that time its (Yellow Spring’s) proprietor, its volume of water is one
hundred and seven and one-half gallons (407 liters) per minute.
In Fuller and other’s (1912) chemical analysis of the spring and the travertine mound at
its base, discharge was measured at “about 100 gallons (379 liters) per minute”. Rhoades
14

(1933) reported the discharge to be “a little under 100 gallons per minute” in an
unpublished manuscript on file at Antioch College. No methods of measurement were
mentioned in these studies.
Using a weir, Antioch College student Allen P. Bennison found that the spring’s
discharge ranged from 60 to over 100 gallons (227-379 liters) per minute during a
yearlong study beginning in June 1941 (Norris and others 1950).
The May 7, 1942 issue of The Yellow Springs News quoted Antioch College Professor
A.C. Swinnerton as saying “…our measurements show a variation in the flow of the
spring between 60 and 80 gallons (227-303 liters) per minute, with a noticeable increase
a day after a local rainstorm” (Nora, 1942). This range falls within the range of
measurements made by Bennison during the first half of 1942.
Stout and others (1943) reported a discharge rate of 107.5 gallons (407 liters) per minutes
without mention of their method. This is the same discharge rate as that measured by
Judge Mills in 1854.
Evers (1991) measured discharge to range from 63 to 74 gallons (238-280 liters) per
minute during a 9 month period beginning in March, 1990. He used a 30 degree Vnotched weir placed in the method of Ackers and others (1978).
On April 17 and May 19, 2012, Wright State University students under the direction of
Dr. Songlin Cheng measured discharge to be 63 and 65 gallons (238-246 liters) per
minute, respectively, during dry periods using a bromide tracer test.

15

Chemical tracer tests can measure spring discharge because the dilution of a tracer of
known concentration added at a constant rate to a spring is proportional to the discharge
rate of the spring. After a tracer test is performed, discharge is calculated by
𝑄𝑏 = 𝑄𝑡 [(𝐶𝑡 − 𝐶𝑒𝑞 )/(𝐶𝑒𝑞 − 𝐶𝑏 )]
Where,
𝑄𝑏 is spring discharge rate
𝑄𝑡 is tracer stock solution discharge rate
𝐶𝑡 is tracer stock solution concentration
𝐶𝑒𝑞 is downstream tracer concentration
𝐶𝑏 is upstream tracer concentration
2.2.3 Water Well Logs
Water well logs of Clark and Greene counties were provided by Wayne Jones of the Ohio
Department of Natural Resources as Microsoft Access .accdb database files. These logs
contain the well location in NAD83 coordinates, depth to bedrock, depth to water,
drawdown, the type and color of geologic material drilled through, and drill date. This
information was recorded by the well drill operator at the time of drilling.
The files contained logs of more than 80,000 wells in Greene and Clarke counties from
May 1905 to December 2012. There were relatively few wells drilled before 1940, and
not all wells had complete logs. Only wells located in the study area, drilled between
1940 and 2010, and that had complete logs containing depth to water measurements were
used in this study. Of the 80,000 wells contained in the original Access files, only 406
met these criteria.
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2.2.4 GIS Data
OSIP LiDAR and Color Imagery
A Digital Elevation Model (DEM) and a high-resolution color image basemap of the
study area from the year 2006 were created with data downloaded from the Ohio
Geographically Referenced Information Program’s interactive online map application
(http://gis5.oit.ohio.gov/geodatadownload/). The map application allows users to
download data by zooming in on a map of Ohio and selecting tiles that cover their area of
interest. A list of links to available data for the selected tiles appears at the bottom of the
screen. The current study area consists of 36 tiles, each measuring 1524 x 1524 m (5000
x 5000 ft). Data is georeferenced using the Ohio State Plane South projected coordinate
system.
The DEM was created with LiDAR elevation measurements downloaded in LAS format
on 1/15/2013. The average x-y spacing between elevation measurements is 2.1 m (7.0 ft),
which totals more than 5x105 measurements per tile. The 15.2 cm (0.5 ft) resolution color
image basemap (figure 2.1) was created with GeoTIFF images downloaded on 5/23/2013.
Other Features
State and county borders, and streams and roads displayed on figures 2.1-2.4 were
contained in a National Hydrography Dataset (NHD) geodatabase of the Middle Ohio
sub-region watershed (NHD 0509) downloaded from the US Geological Survey’s
National Map Viewer (http://viewer.nationalmap.gov/basic/#startUp, 6/14/2012). The
2010 border of Yellow Springs on figures 2.1, 2.4, and 2.6 was downloaded as a shapefile
from the US Census’ 2010 Tigerline dataset of Census Places
(http://www.census.gov/cgi-bin/geo/shapefiles/index.php, 5/28/2013). Park boundaries
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on figure 2.1 were downloaded as a shapefile named ODNR_Lands_2014 from the Ohio
Department of Natural Resources’ GIS website (http://geospatial.ohiodnr.gov/datametadata/search-by-category, 5/2/2014).
2.2.5 Climate
Variations in climate of the study area were considered as mitigating factors in spring
discharge rate and aquifer volume fluctuations. The Palmer Hydrological Drought Index
(PHDI) was used as it assesses the impact of drought on ground water, which takes
longer to develop and recover. This index represents the severity of wet or dry spells and
is calculated from precipitation and temperature. Evapotranspiration reduces the moisture
content of upper soil layers in times of low precipitation and high temperatures. Droughts
are slow to onset and dissipate and can only be identified after it has been well
established. The algorithms used to create the indices take into consideration the
influence of previous and subsequent months’ index values. Index values have been
calculated monthly from 1895 for multiple drought regions within each state.
Index values range from -6 to 6 but generally fall between -4 to 4. Negative values denote
dry periods where < -4 = extreme drought, -3.00 to -3.99 = severe drought, -2.00 to -2.99
= moderate drought, -1.00 to -1.99 = mild drought, -0.99 to -0.50 = incipient drought,
-0.49 to 0.49 = near normal. Positive values denote wet periods and have similar
descriptions of degree.
PHDI values of southwest Ohio, Climate Division 8 from January 1940 to December
2009 were obtained from the National Oceanic and Atmospheric Administration’s
National Climatic Data Center website
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(http://www7.ncdc.noaa.gov/CDO/CDODivisionalSelect.jsp#, 7/9/2013). Values were
then averaged by decade to compare with fluctuations in aquifer volume of the study
area.
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2.3 Methods
Comparing periodic fluctuations in the level of a water table or discharge from a spring to
recent natural and human induced hydrological events can determine the influence these
events have on water resources. Periodic fluctuations in the discharge rate of Yellow
Spring were compared to the village’s population from 1850 to 2012 to discover if
changing population correlates to changes in spring discharge. Average water tables of
the aquifer underlying the village and surrounding area were modeled each decade from
1940 to 2000 and their changes were compared to the village’s population and average
climate each decade to determine influences on aquifer volume change.
2.3.1 Determining Change in Average Aquifer Volume by Decade
The unique method developed to determine aquifer volume change each decade is based
on the theory that with a constant topography, the change in volume of the unsaturated
zone between the ground surface and the water table is inversely equal to the change in
volume of the aquifer, where an increase in unsaturated zone volume is equal to a
decrease in aquifer volume. Since aquifer volume change is determined by changes in the
water table surface, it is not necessary to know total aquifer volume.
Water tables were created with ESRI ArcMap 10.1 by interpolating a 3D surface between
elevations of water in water wells and in streams. Below is a summary of the method
used to create each decade’s average water table, and will be explained further.
 Data Preparation: create a Digital Elevation Model (DEM) for use in determining
stream elevations and elevations of water table in water wells from well location
and depth to water
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 Interpolation of 3D average water table surfaces for each decade from elevation of
water table in wells and stream elevations
 Determination of volume of unsaturated zone between ground surface and water
tables
 Conversion of unsaturated zone volumes to aquifer volume change to show aquifer
volume change each decade relative to the 1940s’ volume
DEM Creation
A Digital Elevation Model of the bare ground needed to be created first, as all data in
intermediate steps are related to ground elevation. LiDAR .las files of each of the study
area’s 36 tiles were loaded in a new LAS_Dataset layer using the Create LAS Dataset
tool (default settings). The LAS Dataset toolbar was used to adjust the display of the
LAS_Dataset from the default of first return point elevation measurements to an
interpolated surface of second return ground measurements. LAS Datasets must be
converted to raster to be used for further geoprocessing. The LAS_Dataset adjusted to
ground elevation was converted to raster using the LAS to Raster tool (Value Field:
ELEVATION; Interpolation Type: Binning; Cell Assignment Type: AVERAGE; Void
Fill Method: LINEAR; Output Data Type: Float; Sampling Type: CELL SIZE; Sampling
Value: 7). This raster was the final DEM and consists of pixels representing ground
elevation at 2.1 m (7.0 ft) intervals.
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Figure 2.4: Locations of water wells displayed on the Digital Elevation Model (DEM).
Wells are colored by decade. Wells have non-uniform spatial and temporal distributions.
Most wells are investigation wells, drilled only for a one time measurement of the water
table. Relatively few wells extract water for domestic use. An industrial well owned by
Morris Bean and Company capable of extracting 2271 liters (600 gallons) per minute is
just south of the study area on the Little Miami River.
Assignment of Elevation to Water Table in Wells
The water tables were created by interpolating between known water table elevations.
The elevation of the water table at each water well was determined by subtracting the
well’s depth to water measurement from its surface elevation. The surface elevations of
the wells were found using their location and the DEM. Specific steps are described
below.
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Water_Wellxxxx (xxxx denotes decade) layers were created for each decade by first
displaying well locations on the DEM (figure 2.4) using their x-y State Plane Ohio South
coordinates. Using the DEM, the elevation of the top of each well was added to the
attribute table of each decade’s Water_Well layer with the Add Surface Information tool
(Input Feature Class: Water_Wellxxxx; Input Surface: DEM; Output Property: Z). This
created a column Z in each Water_Wellxxxx layer’s attribute table containing the ground
elevation of each well. The water table elevation in each well was calculated within the
Water_Wellxxxx layers’ attribute tables by subtracting the depth to water
(S_WATER_LEVEL) in each well from the well’s ground elevation. The Add Field tool
was used to add a new column “WT_Z” to each Water_Well layer’s attribute table. The
Field Calculator tool was used on the WT_Z column to create the function [WT_Z] = [Z]
- [S_WATER_LEVEL], which subtracted the depth to water from each well’s ground
elevation.
Stream Digitization and Elevation Assignment
Streams can be thought of as the water table exposed at the surface and must be included
as inputs in the creation of interpolated water table surfaces. Stream features are available
from many sources, including the USGS’s National Hydrography Dataset, but none were
found to contain smaller tributaries or were sufficiently accurate for the current study.
Therefore, it was necessary to create a digitized stream network specific to this study.
A Stream layer was created by tracing lines over stream networks visible on the OSIP
high-resolution colored basemap. Stream channels with steep banks are well defined on
the DEM, which was consulted where overhanging trees obscure the view of streams on
the color imagery. All visible streams including the Little Miami River, Yellow Springs
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Creek, Jacoby Branch, Clark Run, other minor streams and irrigation ditches were
digitized to tie the interpolated water tables to surface waters. To reduce computing time
and data volume, the Stream layer was converted from lines to less data intensive points.
The Stream_Pts layer was created with a point every 30.5 m (100 ft) of stream using
XTools Pro’s Convert Features to Points tool (Equidistant Points: 100). Elevations were
assigned to these stream points using the Add Surface Information tool (Input Feature
Class: Stream_Pts; Input Surface: DEM; Output Property: Z). The resulting Z column in
the Stream_Pts layer’s attribute table was changed to WT_Z for naming consistency with
the water well layers. Only this 2006 stream network was used to create each decade’s
water table because sufficiently accurate historic imagery could not be found to digitize
past stream networks.
Other waterbodies in the study area are primarily farm ponds. Their surface elevations
were not included as inputs to the water table interpolations because they can be lined
with impermeable clay that prevents their water levels from fluctuating with the water
table.
Combination of Water Well and Stream Layers
The interpolation method accepts only one layer as an input making it necessary to
combine the Stream_Pts layer with each decade’s Water_Well elevation layer. Layers
containing all water table elevation points each decade, Elevation_Ptsxxxx, were created
by combining each Water_Wellxxxx elevation layer with the Stream_Pts layer using the
Merge tool (Input datasets: Water_Wellxxxx, Stream_Pts; Field map: WT_Z). The Field
Map option allows control over which attributes from each merged layer are combined in
the resulting merged layer’s attribute table. Only water table elevations (WT_Z) from
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both the Water_Wellxxxx layers and the Stream_Pts layer were needed. Water table
surfaces were interpolated between these final water table elevations layers.
Water Table Interpolation
Surface interpolation methods use algorithms to predict values between two or more
known values. By interpolating between points of known water table elevation, the
elevation of the water table anywhere within the study area’s extent can be predicted.
Interpolating elevation values (3rd dimension) of points on a two dimensional plane
allows for a 3D surface to be created.
The Spline interpolation method was chosen to create the water table surfaces because it
creates surfaces that pass directly through their input values, minimizing surface
curvature, and result in smooth surfaces as one would expect for a water table.
Water_Tablexxxx surfaces of each decade, beginning with 1940, were created with the
Spline tool (Input point features: Elevation_PtsXXXX; Z-value field: Z; Cell size: 7;
Spline type: TENSION [Weight: 100; Number of points: 150]).
The tension type of spline interpolation was chosen because it creates a smoother surface
and limits the surface from extending outside the range of input values. A higher tension
(Weight and Number of points settings) reduces curvature of the surface. Through trial
and error, and visualization in ArcScene, a weight of 150 and 100 points resulted in the
smoothest, most realistic water table surfaces that minimally breach the ground surface.
This Weight and Number of points setting was used in the creation of each water table for
consistency.

25

The water table surfaces created span the full range of input water elevation
measurements. Other methods create average surfaces that stay well within the range of
input values, or that over- and underestimate surfaces by extending above and below the
range. Using the Spline method, the predicted water table elevation values will generally
not exceed the values of the known points. In cases of large differences in values of
closely spaced known points, the interpolated surface near these points may be much
greater or less than the known values, creating anomalous peaks or depressions. The
spline technique is appropriate for interpolating between well-spaced, gradually changing
values, such as water table elevations, and results in smooth water table surfaces. Other
interpolation methods do not create surfaces that pass directly through known values,
which can greatly over- or under- estimate predicted values between points of known
value. Figure 2.5 below shows examples of interpolations in cross section for
comparison.
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Figure 2.5: Examples of three interpolation methods in profile view. Spline was chosen
for this study because it creates a surface that passes through input points, creating a
smooth surface that does not greatly exceed the range of input values (Kriging) or pass
through the weighted average of input points (IDW). Kriging can create exaggerated
peaks and depressions. IDW creates an average surface that can underestimate
interpolated values.
Determination of Unsaturated Zone Volume
The unsaturated zone volume between each water table and the ground surface was
determined using the Cut Fill tool (Input raster before: DEM; Input raster after:
Water_Tablexxxx). The tool compares two surfaces that have the same geographical
extent by determining areas that have gained or lost volume compared to the original
(before) surface, and then calculates that volume difference. Areas that have lost volume
are considered cut, where volume has been removed from the original surface, and areas
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that gain volume are considered fill, where volume has been filled or added to the original
surface. This tool is particularly useful in determining the location and volume of erosion
and deposition.
The unsaturated zone is represented by cut volumes because it is the space below the
original ground surface. These cut volumes were summed for each decade. Any fill
volumes are a result of shortcomings in the water table creation process and occur where
the interpolated water tables extend above the ground surface. The few fill areas were of
relatively minimal volume and therefore disregarded.
Conversion of Unsaturated Zone Volume to Aquifer Volume Change
The change in aquifer volume is equal to the negative of the change in unsaturated zone
volume. Aquifer volume changes were calculated to show change since the 1940s by
subtracting the 1940s’ unsaturated zone volume from the unsaturated zone volume of
subsequent decades and multiplying by -1. Decades with unsaturated zone volumes larger
than the 1940s’ value represent a decreased (-) aquifer volume, while smaller unsaturated
zone volumes represent an increased (+) aquifer volume.
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2.4 Results and Discussion
2.4.1 Variations in Spring Discharge Rate
The discharge rate of Yellow Spring remained relatively constant at 379 to 407 liters (100
- 107.5 gallons) per minute from 1854 until a sharp decrease to 227 to 303 liters (60 - 80
gallons) per minute from 1942 to 2012. The sharp decrease in discharge rate coincides
with a modification of the spring face in the 1940s. M. Evers (1991) reports from a
personal communication he had with R. Ramey in 1989 that the spring’s façade was
modified to localize discharge, although an image in Fuller and Clapp (1912) of the
spring prior to the landscaping shows water already discharging from a single point in the
hillside. Figure 2.6 shows the modified spring as of May 2012. The iron-rich water
emanates from two primary locations, with seeping between, and has stained the face of
the spring. The water pools below the spring before traveling down a narrow channel to
its left (north). Farther downstream, the spring water flows over a small precipice and
onto a travertine mound that has precipitated from carbonate minerals in the water. The
water finally flows into the nearby Yellow Springs Creek.
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Figure 2.6: Yellow Spring as of May 2012 showing discharging water and red iron
deposits. The spring face was modified in the 1940s to localize discharge. Water
emanates from two locations on the face and pools below. All discharge flows down a
small channel to the left of the image. Discharge rate was measured in this channel
periodically in 1991, and in April and May, 2012.

Figure 2.3 shows the estimated recharge area of the Yellow Spring and bedrock fractures
that direct water to it. Land use in the recharge area is mostly agricultural but does
include a large portion of Springfield-Beckley Airport’s runway. The airport was built in
1946, which coincides with the reduced discharge rate beginning in the 1940s.
Spring discharge rate varies throughout the year. Increases in discharge are observable in
fall, winter, and spring with a lag of approximately two days following storm events
(Evers, 1991). This accounts for the range of discharge rates over the year-long
measurements conducted in 1942 and 1990. Years when only one discharge rate was
reported would likely show variations within that year if discharge was measured more
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than once. Variations reported in 1942 and 1990 are less than the total decrease in
discharge rate occurring in the 1940s, which suggests that a possible significant event,
such as the landscaping of the spring face or building of the airport in its recharge area,
occurred that permanently reduced discharge beyond fluctuations within a year.
2.4.2 Variations in Average Aquifer Volume
Aquifer volume remained relatively constant from the 1940s to the 1950s, only
decreasing by 2.5x105 m3 (8.9x106 ft3). By the 1960s the aquifer was at its highest
volume, 3.1x107 m3 (1.1x109 ft3) greater than in the 1940s. After two decades of loss, the
aquifer reached its lowest volume in the 1980s, 2.2x107 m3 (7.8x108 ft3) less than the
1940s. The aquifer increased steadily nearly to its 1940s’ volume, being only 4.2x106 m3
(1.5x108 ft3) less in the 2000s. It must be emphasized that only volume change has been
calculated, not total volume. Since the lower extent of the aquifer is not known, the total
aquifer volume could not be determined. It is not necessary to know total aquifer volume
to determine the change in aquifer volume because aquifer volume change was calculated
from changes in the elevation of the water table. It is uncertain whether these changes in
volume are significant in comparison to the aquifer’s total volume.
The water tables created with the spline interpolation method model characteristics of
unconfined aquifers as they exist in nature (figure 2.7). The surfaces of the modeled
water tables follow the rise and fall of ground topography and connect to streams in low
laying areas just as hydraulic gradients would in natural aquifers. Seemingly anomalous
depressions in the water table surfaces occur in locations of wells and may represent
cones of depression from pumping. Parameters chosen for the tension technique of spline
interpolation limited the water tables from breaching the ground surface. Breaching did
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occur near streams where steep banks transition to broad, flat channels or flood plains.
Natural seeps and springs can typically be found in these locations. Again, ground
surface breaches were relatively few and of minimal volume, and were therefore
disregarded in determining aquifer volume change.

Figure 2.7: DEM, 2000s water table and water wells. Surfaces have a 10x vertical
exaggeration to emphasize topography, and are offset by 152 m (500 ft) to make water
table surface visible. Wells are extruded by their depth to water plus 152 m (500 ft),
extending from the surface of the DEM to the water table. When the water table is
displayed in its true position relative to the DEM, the two surfaces touch at stream
channels because streams and other surface waters are the water table exposed at the
surface. The border of the Village of Yellow Springs is outlined in red. View is to the
west.
Possible shortcomings in the accuracy of the modeled water tables can be attributed to the
non-uniform spatial and temporal distribution of water wells and depth to water
measurements. The number and location of wells, and when depth to water was
measured, weighs heavily on the accuracy of the modeled water tables. Water tables of
decades with a greater number of evenly distributed wells are more accurate because the
accuracy of interpolated values decreases the farther known values are apart. Similarly,
water tables of decades with depth to water measured at evenly distributed times are more
representative of the average water table of that decade. Many depth to water
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measurements made over a relatively short period of time will have more weight on a
decade’s average water table than a few subsequent measurements made evenly
throughout the remainder of the decade. The Little Miami River and Yellow Spring
Creek divide the study area into three distinct watersheds, each of which may have
responded to hydrological events differently over time. Ideally, water tables that are most
representative of a decade’s average would be created from averaged depth to water
measurements that were taken at regular intervals of time from wells distributed in an
evenly spaced grid pattern. This will have the added benefit of accounting for seasonal
variability in aquifer volume.
2.4.3 Variations in Population
The Census of Population of Yellow Springs conducted in 1850 shows the village had
only 138 residents. By 1860, the population had increased to 1319 residents; owing to the
accessibility the newly established Little Miami Railroad provided the village. The
population remained under 1500 until another sharp increase beginning in the 1940s with
the ending of World War II and the increasing popularity of Antioch College. The
population reached a high of 4624 residents by 1970 and had steadily decreased to 3487
by 2010.
2.4.4 Variations in Climate
Palmer Hydrological Drought Index (PHDI) values indicate that climate possessing the
potential to influence aquifer volume varied widely in southwest Ohio, but was generally
wet relative to the 1940s’ value of -0.38. The PHDI increased slightly by 0.16 in the
1950s. The 1960s was the driest decade, at 0.43 below the 1940s’ value, while the 1970s
was the wettest decade, at 1.27 above the 1940s’ value. The following three decades
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experienced minor variations in climate with index values of 0.26, 0.99, and 0.73 greater
in the 1980s, 1990s, and 2000s, respectively, than the 1940s.
2.4.5 Yellow Spring Discharge Rate, Population, and Climate Comparison
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Figure 2.8: Plot of Yellow Spring discharge rate in gallons per minute (dark blue
triangles) and population of Yellow Springs (red squares) showing an inverse relationship
over time. Black bars show discharge variation within that year. As population increases,
spring discharge decreases with an inflection in the 1940s. Population change appears to
affect discharge rate, but other factors such as spring face modification and the building
of an airport on the spring’s recharge area may have greater influence on discharge.
Changes in population of Yellow Springs and discharge rate of Yellow Spring appear
inversely related (figure 2.8). As population increases, spring discharge rate decreases. A
sharp decrease in spring discharge between 1933 and 1942 occurred as the population
began to rise in the 1940s. Spring discharge then varied between 227 to 303 liters (60 - 80
gallons) per minute as population declined beginning in the 1980s.
It is unlikely that population change of the village has had great influence over spring
discharge rate. The spring’s recharge area (figure 2.3) lies in a watershed separated by
Yellow Springs Creek, some distance away from the populous village center. There was
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no noticeable change in discharge rate from 1991 to 2012 after domestic wells were
installed in the recharge area in the late 1990s. The significant decrease in discharge rate
occurred in the 1940s, when the spring face was modified and the Springfield Beckley
Airport was built. The airport’s impermeable runway likely limits recharge to the water
table below, reducing water available to discharge at the spring.
There was no correlation from 1900 to 2010 between fluctuations in spring discharge rate
and changes in the decadal average Palmer Hydrological Drought Index. The discharge
rate remained relatively stable before and after the abrupt change in the 1940s, while
climate varied widely. Even in the 1930s, when drought was at its most severe,
(PHDI -2.56) spring discharge remained at a heavy 379 liters (100 gallons) per minute.
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Figure 2.9: Plot of average aquifer volume and percentage population change of Yellow
Springs relative to the 1940s. Aquifer volume change determined by comparing average
water table surfaces of each decade to the 1940s’ average water table. Population
estimated by averaging population of the beginning and end of each decade then
calculated percent change.
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Figure 2.9 shows an interesting relationship between changes in average aquifer volume
and population of Yellow Springs. As the population increased in the 1940s and 1950s to
its maximum in the 1960s, aquifer volume remained relatively unchanged in the 1950s
but increased abruptly to its maximum, also in the 1960s. Population then decreased
gradually from the 1960s to the 2000s, while aquifer volume decreased dramatically to its
lowest in the 1980s and then rose to its near 1940s’ volume by the 2000s.
This relationship is counter to the theory that with an increased population, aquifer
volume would lower because of the greater human demand for ground water. Well logs
indicate that of the 88 wells within the 2010 village borders, 5 are capable of withdrawing
ground water. Three are domestic wells, owned by private residences and were installed
between 1999 and 2002. Two are agricultural/irrigation wells owned by Friends Care
retirement community and Yellow Springs School, and were installed in 1999 and 2001,
respectively. All others are monitoring wells or do not have a listed use. The recent
installation of the only withdrawal-capable wells suggests that any past fluctuations in
volume of the aquifer underlying the village borders were not caused by human
consumption. The same conclusion can be made for the portion of the study area that
includes Yellow Spring’s recharge area. The area is sparsely populated and there are very
few wells capable of withdrawing ground water. It would be difficult to compare aquifer
volume change to water consumption by individual.
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Figure 2.10: Plot of average aquifer volume and average Palmer Hydrological Drought
Index (PHDI) values of southwest Ohio relative to the 1940s. Aquifer volume change
was determined by comparing average water table surfaces of each decade to 1940s’
average water table. Monthly PHDI values were averaged for each decade and compared
to 1940s’ average monthly PHDI value.
Figure 2.10 shows that with the exception of the 1960s, changes in average aquifer
volume and average climate appear related. Both remained relatively unchanged in the
1950s, and then separated in the 1960s when aquifer volume was at its greatest and
climate was the driest. In the 1980s and 1990s, population and relative PHDI decreased
then increased by nearly the same degree. In the 2000s, aquifer volume remained almost
unchanged while the climate became slightly drier.
The relationship between changes in aquifer volume and climate from the 1970s through
the 2000s, and from the 1940s to the 1950s to a lesser extent, appear to follow the basic
hydrologic principle that aquifer volume will increase during wet periods because of
ground water recharge, and will decrease during dry periods when evapotranspiration is
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dominant. The high aquifer volume of the 1960s, when the climate was driest, cannot be
explained.
Actual PHDI values must be considered to assess the significance these variations in
climate have on aquifer volume. The 1940s PHDI value of -0.33 is in the range of near
normal conditions (-0.49 to 0.49). Subsequent decades do not exceed incipient drought or
incipient wet conditions (-0.99 to 0.99). A water budget calculation reveals how sensitive
aquifer volume is to changes in precipitation. Assuming a porosity of 40 percent for
unconsolidated glacial till (Davis, 1969), there was 8.8x106 m3 (3.1x108 ft3) less water in
the aquifer in the 1980s than the 1940s. This volume equates to 10.7 cm (4.2 in) over the
entire 83 km2 (32 mi2) study area. With the amount of discharge, extraction, runoff, and
evapotranspiration constant, precipitation only needed to decrease by an average of
0.0225 cm (0.0088 in), or 0.26 percent, per month between the 1940s and 1980s to
account for the 1980s’ lower aquifer volume. This shows that either the difference in
aquifer volume between decades was relatively small, or minor variations in
precipitation, and therefore climate, can greatly impact aquifer volume.
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2.5 Conclusions
Human activity such as pumping and well injection, and natural hydrological events
including changes in climate, have the potential to impact ground water levels, and
therefore spring discharge rate and aquifer volume.
Periodic measurements of discharge rates of Yellow Spring from 1854 to 2012 were
compared to decadal changes in human population of the nearby Village of Yellow
Springs from 1850 to 2010. An inverse relationship was found where spring discharge
declined as population grew. This appeared to agree with the theory that an increased
population creates a higher demand for ground water and would decrease water available
for spring discharge. A sharp decrease in discharge from Yellow Spring occurs during a
period where the spring’s façade was modified and an airport was built partially on the
spring’s recharge area. These events are believed to have had a greater impact on spring
discharge rate than changing population because the spring discharge rate remained
relatively constant after its sharp decline while population varied widely.
Changes in volume of the aquifer underlying The Village of Yellow Springs and
surrounding area, determined after modeling average water tables each decade from 1940
to 2000, were compared to changes in human population of the village and average
climate of the region. Aquifer volume generally increased with population until the 1960s
then fell sharply as the population gradually decreased. This trend is counter to the theory
that an increased population would decrease aquifer volume because of a higher demand
for ground water. Well logs of the area show that only five wells are capable of
withdrawing water. A slight increase in aquifer volume after two wells were installed in
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the 1990s suggests that human consumption had little impact on the area’s aquifer
volume. With the exception of the 1960s, aquifer volume changed with climate variations
in an expected way. Aquifer volume lowered during dry periods, and rose during wet
periods. A water budget calculation determined that with all other factors constant,
precipitation need only to have decreased by 0.26 percent between the 1940s and 1980s
to account for the aquifer volume decrease over the same time period. This shows that
minor variations climate can greatly impact aquifer volume.
The study is limited by available data. A decade timescale may be too long to reveal short
term fluctuations in spring discharge rate and aquifer volume. Yearly trends determined
from monthly spring discharge and water table measurements would result in a more
accurate study. Averaging monthly values by year will reduce the influence of seasonal
variability. A decade timescale is appropriate to study trends in climate fluctuations.
Although climate varies year to year, trends in climate develop over longer periods of
time.
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3.0
AN INVESTIGATION OF GREENE COUNTY, OHIO LAND USE
CLASSIFICATION USING LIDER INTENSITY DATA
3.1 Introduction
The way land is used has wide-ranging implications in biogeochemical processes,
hydrologic cycles (Vitousek and others, 1997), and the degradation of ecosystem services
(Turner, 2010). Vegetated areas are important because plants convert the Sun’s energy
into a form usable by humans through the process of photosynthesis, and fixate carbon
and other greenhouse gases from the atmosphere (Defries, 2008). Impermeable surfaces
such as pavement and roofs of buildings prevent local ground water recharge by
redirecting precipitation to artificial drainage outlets and streams (Xu, 2013). Excess
nutrients from agricultural runoff can cause toxic algal blooms and eutrophication in
streams and other surface waters (Anderson and others, 2002).
GIS has been used to determine the composition, spatial extent, and distribution of land
uses in a region through the process of land use classification. Land uses are identified by
their spectral signature of remotely sensed data, including aerial and satellite imagery,
and are categorized into classes based on themes such as agriculture, natural areas,
residential, or urban uses. Land uses are often composed of multiple land use elements.
Residential land use can be composed of land use elements such as homes, grass lawns,
trees, and pavement; each having their own spectral signature. Spectral signatures
41

must be unique to distinguish land use elements. Algorithms are used by the GIS
program’s classification methods to group elements into land use classes based on their
spatial proximity to one another.
Many completed land use classifications exist, but can be limited by inaccuracies caused
by low spectral and spatial resolutions. The most well-known and comprehensive land
use classification may be the National Land Cover Database (NLCD), produced by the
Multi-Resolution Land Characteristics Consortium (MRLC). The NLCD is a multi-year,
11-class, land use classification of all 50 US States. It was completed in the years 1992,
2001, 2006, and 2011 to show land use change over time. The NLCD used multi-spectral
reflectance data from Landsat series satellites which have a spatial resolution of 30
meters. Land use elements such as buildings that are spaced less than 30 meters apart
cannot be distinguished at this low resolution and will result in classification
inaccuracies. An overall accuracy of the 2001 NLCD has been assessed at 83.9 percent
(Homer and others, 2007). This is below the 85 percent accepted minimum standard for
total accuracy in land cover mapping investigations (Anderson, 1976; Rogan and others,
2003).
LiDAR intensity data has the advantage of having higher spatial resolution than other
remote sensing techniques, and has been used to classify urban environments. Singh and
others (2012) classified land uses of Charlotte, NC, and found that using LiDAR intensity
in addition to Landsat imagery increased overall classification accuracy. Zhou (2013)
used 1m spatial resolution LiDAR intensity data alone to classify land uses of Baltimore,
MD. Their classification resulted in an overall accuracy of 90.67 percent. Inaccuracies in
both intensity studies resulted from the inability to distinguish certain land use elements.
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Many elements had the same intensity signatures because of the limited spectral range of
LiDAR intensities.
Urban environments are relatively homogenous, consisting of few land use elements.
Marginally rural settings such as the Upper Little Miami Basin watershed of Greene
County, Ohio, can be more complex, and include a variety of natural, agricultural, and
developed areas. Because of the strength LiDAR, measured in the near-infrared
wavelength, reflects from vegetation, natural and agricultural land uses composed of
different types of foliated land use elements can potentially be easily identified. The
purpose of this study is to assess the ability to identify land use elements of a more
heterogeneous, rural setting than previously studied using LiDAR intensity data.
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3.2 Materials
3.2.1 OSIP LiDAR and Color Imagery
A Digital Intensity Model (DIM) and a high-resolution color image basemap of the study
area were created with data downloaded from the Ohio Geographically Referenced
Information Program’s (OGRIP) interactive online map application
(http://gis5.oit.ohio.gov/geodatadownload/). The map application allows users to
download data by zooming in on a map of Ohio and selecting tiles that cover their area of
interest. A list of links to available data for the selected tiles appears at the bottom of the
screen. The current study area of the Upper Little Miami River Basin of Greene County,
Ohio, consists of 456 tiles, each measuring 1524 x 1524 m (5000 x 5000 ft). Data is
georeferenced using the Ohio State Plane South projected coordinate system.
The DIM was created with LiDAR intensity measurements downloaded in LAS format
on 2/9/2014. The average x-y spacing between intensity measurements is 2.1 m (7.0 ft),
for a total of more than 2.3x106 measurements in the study area. Each pixel of the DIM
raster represents an intensity measurement. The original intensity measurements were
normalized to an unsigned 8 bit pixel depth of 256 unique values ranging from 0 to 255.
When displayed in grayscale, the intensity value of 0 is black and lightens through shades
of gray, to white at the value of 255.
The 2006 six-inch high-resolution color image mosaic of Greene County was
downloaded in MrSid format on 2/13/2014.
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3.2.2 Other Features
State and county borders, and streams displayed on figures 3.1 and 3.2 were contained in
a National Hydrography Dataset (NHD) geodatabase of the Middle Ohio sub-region
watershed (NHD 0509) downloaded from the US Geological Survey’s National Map
Viewer (http://viewer.nationalmap.gov/basic/#startUp, 6/14/2012).
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3.3 Methods
Six primary land use classes were identified in the study area based on classes defined by
Anderson (1976) and used in the National Land Cover Datasets. The classes used in this
study include: Barren; Cultivated Crop; Developed, High Density; Developed, Low
Density; Forest; and Pasture. Developed, High Density land use is distinguished from
Developed, low density by having < 20 percent grass or natural open space.
Land uses are often composed of different proportions of the same land use elements.
Land use elements must have unique spectral signatures to be distinguished from one
another. Spectral signatures of each land use, in the form of frequency distributions of
intensity measurements, were made with intensity values extracted from sample sites
representative of each land use and assessed by:
1. Creating a first-return LiDAR Intensity Model (LIM)
2. Outlining sample sites of each land use type
3. Plotting frequency of intensity values extracted from sample sites of each land use
4. Assessing distributions for trends and determine the land use element each
intensity value represents through reclassification of the LIM
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Figure 3.1: LiDAR Intensity Model (LIM) of the Upper Little Miami Basin watershed of
Greene County, Ohio.
3.3.1 Creating the LiDAR Intensity Model
A LiDAR Intensity Model was created with the same process used to create the Digital
Elevation Model of the previous study. LiDAR .las files of each of the study area’s 456
tiles were loaded in a new LAS_Dataset layer using the Create LAS Dataset tool (default
settings). The LAS Dataset toolbar was used to adjust the display of the LAS_Dataset
from the default display of first-return point elevation measurements to an interpolated
surface of first-return intensity measurements. First returns were used because they
include non-ground objects that can define a land use class such as trees or buildings.
LAS Datasets must be converted to rasters to be used in geoprocessing. The adjusted
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LAS_Dataset was converted to a raster using the LAS to Raster tool (Value Field:
INTENSITY; Interpolation Type: Binning; Cell Assignment Type: AVERAGE; Void Fill
Method: LINEAR; Output Data Type: Float; Sampling Type: CELL SIZE; Sampling
Value: 7). This raster was the final LiDAR intensity model and consists of pixels
representing the intensity of the reflected LiDAR beam at 2.1 m (7.0 ft) intervals.

Figure 3.2: Sample sites of each land use from which intensity values were extracted.
Land uses and their number of sites are: Barren, 10; Cultivated Crop, 116; Developed,
High Density, 4; Developed, Low Density, 12; Forest, 99; and Pasture, 76.
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3.3.2 Outlining Land Use Sample Sites
Frequency distributions of intensity measurements were made from intensity values
contained in sample sites representative of each land use. A new layer to contain sample
site outlines was made for each land use with the Create Feature Class tool (Geometry
Type: POLYGON; Coordinate System: State Plane Ohio South). Multiple sites of each
land use were identified on a high-resolution aerial color image of the study area and
manually outlined in ArcMap using the Polygon Construction Tool in editing sessions.
These outlines were merely shapes designating areas of a particular land use from which
to extract intensity values. Figure 3.2 shows the distribution of sample sites for all land
uses. Figures 3.3.1-2 are large scale examples of a single outlined sample site and
extracted intensity values of each land use.
Initially, each sample site within a land use layer was an independent feature, where an
entry existed for each site in the land use layer’s attribute table, and sites could be
selected individually on the map without all example sites of that layer also being
selected. Running the tool that determines the intensity value number distribution on
these land use layers would return a separate frequency distribution for every sample site
within each land use layer. To find the frequency distribution of a land use as a whole,
sites within each land use layer were combined into a single feature by selecting all sites
of that land use layer and using the Merge option on the Editing Toolbar. The modified
land use layers’ attribute tables then contained one entry with the total area of the
example sites within that land use.
The number of sample sites varied by land use. Visually, the majority of the study area is
agricultural; therefore Cultivated Crop and Pasture sample site layers contain many sites.
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There were few barren or highly developed locations in the study area and their
respective land use layers contain few example sites. The number of sample sites and
their combined area per land use were: 10 Barren, 2.0 km2; 116 Cultivated Crop, 34.4
km2; 4 Developed High Density, 2.0 km2 ; 12 Developed Low Density, 29.9 km2 ; 99
Forest, 17.3 km2; and 76 Pasture, 3.6 km2.
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A
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C
A

Figure 3.3: Examples of sample site outlines (left panel) and extracted intensity values
(right panel) for land uses: (A) Barren; (B) Cultivated Crop; (C) Developed, High
Density. Intensities range from 0 to 255 and are displayed in grayscale, where an
intensity of 0 is black and 255 is white.
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Figure 3.3 (cont’d): Examples of sample site outlines (left panel) and extracted intensity
values (right panel) for land uses: (D) Developed, Low Density; (E) Forest; (F) Pasture.
Intensities range from 0 to 255 and are displayed in grayscale, where an intensity of 0 is
black and 255 is white.
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3.3.3 Creating Frequency Distributions of Intensity Values
Intensity values were extracted from the sample sites of each land use (figure 3.3.1-2) and
plotted to determine their frequency distribution. The Extract by Mask tool was used to
determine the number (count) of each intensity value contained in each land use’s sample
sites (Input raster: DIM; Input mask: each land use’s sample site layer). The resulting
rasters’ attribute tables contained columns listing the intensity values present in the
sample sites of each land use, and the count of each intensity value. The count of each
intensity value was converted to a percentage of the total count. For example, Barren land
use’s sample sites contained a total count of 424598 intensity values ranging from an
intensity of 0 to 255. The intensity of 248 was the most frequent, with a count of 11287
values, or 2.7 percent of the total count. Count percentages were calculated for all
intensities and plotted against their intensity value.
3.3.4 Assessing Frequency Distributions
Frequency distributions of intensity values were used to assess the heterogeneity of land
use composition. Land uses can be distinguished when their spectral signatures, such as
frequency distributions of LiDAR intensity values, are unique.
Individual land uses are comprised of a consistent, and often interchangeable, set of land
use elements. Land uses in the study area were identified to consist of the following
elements:
Barren: gravel, sand, and wet sediment
Cultivated Crop: dry cut crop and wet cut crop
Developed Low Density: bare soil, grass, trees, houses, and pavement
Developed High Density: buildings, pavement, and grass
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Forest: trees, forest floor, and grass
Pasture and Hay: grass
Each intensity value, or range of values, in the frequency distribution will represent a
land use element. The intensity values of each element were found by reclassifying the
values into classes. Reclassification involves changing raster cell values, or ranges of
values, to new values (classes) manually or by statistical methods. Class values can then
be assigned different colors and displayed as thematic maps such as the National Land
Cover Database. Reclassifications were performed on the intensity values extracted from
each land use’s sample site layer. The Reclassify tool was used to manually assign values
to classes (Reclass field: Value). The tool included a table where the number of classes
and their values could be entered. Class values were determined by assessing the
frequency distributions of each land use for any trends. Values in regions of the
distributions with distinct peaks or large concentrations of values were set as separate
classes. The remainders of the distributions were divided into classes so that the number
of classes equaled the number of elements in the land use. Classes were assigned colors
generally matching the element’s natural color, and class values were adjusted until the
resulting reclassified image visually resembled a simplified version of the land use it
represents, when compared to the aerial image. For example, the class values of the
Barren land use were adjusted until the locations of a class representing sand correspond
to sandy areas on the image, and gravel and wet sediment classes to areas of gravel and
wet sediment. Class values remained consistent for land use elements common to
multiple land uses.
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Class values were assigned manually as opposed to using an automated classification
method that determines class values based on statistical breaks in a distribution. Several
of the automated methods were tried but many of their resulting classes contained two or
more land use elements. Automated methods are often used when classifying multielement land uses because they assess the spatial relationship within and between
elements. These methods would determine that a class representing grass belongs to a
developed land use and not a pasture land use if the grass near buildings and pavement.

55

3.4 Results and Discussion
3.4.1 Intensity Value Frequency Distributions
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Figure 3.4: Frequency distributions of LiDAR intensity values by land use, reported in
percent of the total number (count) of values in each distribution. Distinct peaks and
groupings of values exist in each distribution. Distributions were used to assess the
heterogeneity of land use composition. Note the scale change for Pasture land use.
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Figure 3.4 shows the frequency distributions of intensity values for each land use,
reported in percent of total count. The distributions range from generally evenly
distributed, with some minor and sharp peaks, to a single sharp peak.
The majority of Barren land use’s values are distributed evenly between intensities of 150
and 240. It has relatively few low intensity values, and there is a sharp peak of high
intensity values between 240 and 255, with its most frequent intensity of 248 being 2.66
percent of the distribution. The frequency of Cultivated Crop values begins to gradually
increase beginning at an intensity of 120, and then rapidly at 200 before reaching a peak
of 6.1 percent at an intensity of 248. The two Developed land uses have visually similar
distributions, with peaks occurring at the beginning, center, and end of their distributions.
These distributions begin with small concentrations of values between 0 and 30.
Developed, High Density’s distribution transitions to a broad, gently increasing slope at
its center that reaches a peak of 0.65 percent at an intensity of 111, while the central
portion of Developed, Low Density’s distribution is fairly evenly distributed with a minor
peak of 0.39 percent at an intensity of 127. Both of the Developed distributions’ most
prominent peak occurs at a value of 248, being 1.8 percent of Developed, High Density’s
distribution, and 4.1 percent of Developed, Low Density’s. Forest land use’s distribution
decreases sharply from a high of 2.5 percent at an intensity of 1 to an intensity of 25, and
then gradually between 25 and 120 until increasing to a minor peak of 0.19 percent at an
intensity of 125. Forest land use’s distribution ends with a minor peak of 0.4 percent at a
value of 248. Similar to Cultivated Crop’s distribution, Pasture land use’s distribution is
concentrated around a single peak of 13.3 percent at an intensity of 248.
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To classify land uses with remotely sensed data, the land use’s spectral signature must be
unique. Any similarities in spectral signatures between land uses, such as peaks or
concentrations of values occurring in the same region of their frequency distributions, can
arise from two possibilities: the land uses are composed of the same land use element, or
multiple elements have the same spectral signature. Cultivated Crop and Pasture land
uses are types of plant based agriculture and therefore it is reasonable to expect their
distributions to be similar. Developed land uses are composed of different proportions of
the same land use elements, which is reflected in the similarity of their distributions. By
definition, Barren land use should be void of elements found in other land uses such as
Cultivated Crop or Pasture, yet all three have prominent high intensity peaks. The
following sections assess each land use’s intensity frequency distribution to determine the
spectral signature of the land use elements of which they are composed.
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3.4.2 Barren Land Use
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Figure 3.5: Barren land use: (A) sample site example; (B) image of intensity values
reclassified using ranges found in the (C) intensity value frequency distribution with
regions defined by land use element: Wet Sediment, values 0-114 (6.4 percent of
distribution); Gravel, 115- 215 (55.4 percent); Sand, 216-255 (38.2 percent).
By comparing its aerial image, raster of extracted intensity values, and intensity value
frequency distribution, Barren land use was determined to consist of three land use
elements: wet sediment, gravel, and sand. Trends in the land use’s intensity value
frequency distribution were used to determine the intensity values of each land use
element. Values creating the high intensity peak were found to correspond to sandy areas
on the aerial image. The majority of values in the distribution are moderate in intensity
and correspond to gravel; the land use element of which Barren land is primarily
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composed. The relatively few low intensity values were found to represent wet sediment.
These trends guided the reclassification of intensity values into land use element classes.
Class values were adjusted until the color-coordinated reclassified raster (figure 3.5 (B))
most closely resembled its corresponding aerial image (figure 3.5 (A)). Reclassification
determined intensities 0 to 114 represent wet sediment, 115 to 215 represent gravel, and
216 to 255 represent sand. Figure 3.5 (C) shows Barren land use’s frequency distribution
divided and colored by land use element using these value ranges. Summing the count
percentages of each element found that 55.4 percent of barren land is gravel, followed by
38.2 percent sand, and 6.4 percent wet sediment.
Typical Barren land use sites are active and abandoned sand, gravel, and limestone
surface mines. The site featured in figure 3.5 (A) and (B) is Philips Sand and Gravel, Inc.,
located three miles west of Xenia, Ohio. Large gravel piles cover the majority of the
property, which are well represented by the gravel class of figure 3.5 (B). Sandy paths
used by the mining equipment also stand out as the sand class of the reclassified image.
The few locations of wet sediment have weak intensity signatures because of the
influence of water.
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3.4.3 Cultivated Crop Land Use
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Figure 3.6: Cultivated Crop land use: (A) sample site example; (B) image of intensity
values reclassified using ranges found in the (C) intensity value frequency distribution
with regions defined by land use element: Wet Cut Crop, values 0-210 (23.1 percent of
distribution); Dry Cut Crop, 211-255 (76.9 percent).
Using the same methods as above, Cultivated Crop land use was determined to consist of
two land use elements: wet cut crop, and dry cut crop. Values creating the high intensity
peak were found to correspond to dry cut crop on the aerial image. The relatively few low
intensity values were found to represent wet cut crop. Reclassification of intensity values
determined intensities 0 to 210 represent wet cut crop, and 211 to 255 represent dry cut
crop. Figure 3.6 (C) shows Cultivated Crop land use’s frequency distribution divided and
colored by land use element using these value ranges. Summing the count percentages of
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each element found that 76.9 percent of cultivated crop land is dry cut crop, and 23.1
percent is wet cut crop.
Typical Cultivated Crop land use sites are harvested corn and soybean fields. The sites
featured in figure 3.6 (A) and (B) are crop fields located two miles north of Cedarville,
Ohio. The fields appear dry in the aerial image, and include several natural and manmade drainage channels. The drainage channels are emphasized on the classified image,
revealing areas of high moisture. LiDAR intensity images classified by field moisture
content would help farmers improve drainage of their fields by identifying wet areas.
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3.4.4 Developed, High Density Land Use
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Figure 3.7: Developed, High Density land use: (A) sample site example; (B) image of
intensity values reclassified using ranges found in the (C) intensity value frequency with
regions defined by land use element: Dark Roofs and Pavement, values 0-84 (24.1
percent of distribution); Light Roofs and Pavement, 85-227 (57.0 percent); Grass, 227255 (18.9 percent).
Developed, High Density land use was determined to consist of three land use elements:
dark roofs and pavement, light roofs and pavement, and grass. Low intensity values were
found to represent dark roofs and pavement, while moderate intensities represent light
roofs and pavement. Values creating the high intensity peak were found to correspond to
grass on the aerial image. Reclassification of intensity values determined intensities 0 to
84 represent dark roofs and pavement, values 85 to 227 represent light roofs and
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pavement, and values 228 to 255 represent grass. Figure 3.7 (C) shows Developed, High
Density land use’s frequency distribution divided and colored by land use element using
these value ranges. Summing the count percentages of each element found that 57.0
percent of highly developed land is light roofs and pavement, 24.1 percent is dark roofs
and pavement, and 18.9 percent is grass. This percentage of grass meets the < 20 percent
grass or open space requirement that distinguishes highly developed land from less
developed land.
Typical Developed, High Density land use sites are shopping and town centers. The
majority of these areas are impermeable surfaces, consisting of buildings and pavement.
The site featured in figure 3.7 (A) and (B) is the North Fairfield Mall and surrounding
area located in Beavercreek, Ohio. Buildings with dark colored roofs and dark colored
pavement both have similar intensity signatures and are therefore indistinguishable, just
as light roofed buildings are indistinguishable from light pavement. Large buildings with
flat roofs are covered in an asphalt material similar to that of pavement, which can
explain their similarity in intensities. The darkness of buildings and pavement seems the
only visual distinction between asphalt based land use elements. Grass is represented by a
narrow range of intensity values and is highly visible on the reclassified image of figure
3.5 (B). Grass can be seen between parking lots and lining roadways. Infrequently, light
roofed buildings and pavement are misrepresented as grass when the buildings and
pavement have anomalously high intensity values.
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3.4.5 Developed, Low Density Land Use
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Figure 3.8: Developed, Low Density land use: (A) sample site example; (B) image of
intensity values reclassified using ranges found in the (C) intensity value frequency with
regions defined by land use element: Trees, values 0-24 (13.5 percent of distribution);
Houses and Pavement, 25-134 (30.7 percent); Bare Soil, 135-227 (20.4 percent); Grass
228-255 (35.4 percent).
Developed, Low Density land use was determined to consist of four land use elements:
trees, houses and pavement, bare soil, and grass. Low intensity values were found to
represent trees, while moderate intensities represent light houses, pavement and soil.
Values creating the high intensity peak were found to correspond to grass on the aerial
image. Reclassification of intensity values determined intensities 0 to 24 represent trees,
values 25 to 134 represent houses and pavement, values 135 to 227 represent bare soil,
and values 228 to 255 represent grass. Figure 3.8 (C) shows Developed, Low Density
65

land use’s frequency distribution divided and colored by land use element using these
value ranges. Summing the count percentages of each element found that 35.4 percent of
lightly developed land is grass, 30.7 percent are homes and pavement, 20.4 percent is
bare soil, and 13.5 percent are trees.
Typical Developed, Low Density land use sites are residential neighborhoods. The site
featured in figure 3.8 (A) and (B) is the Hunter’s Ridge neighborhood in Beavercreek,
Ohio. This community was newly built at the time the aerial image and LiDAR
measurements were taken, as evident by some lots still without lawns. Bare soil may
seem an insignificant component of lightly to moderately developed land, but it is a
major component of construction sites. Bare soil also may be an indicator of climate, as
areas of bare soil will become more prevalent in times of drought. Houses and roadways
are easily identified on the reclassified image, figure 3.8 B, but are indistinguishable from
one another because the houses’ shingles and roads are made of asphalt. Grass is
represented by a narrow range of intensity values and is highly visible on the reclassified
image. Concrete driveways of the homes are misrepresented as grass possibly because
they contain sand, which has a high intensity signature like grass.
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3.4.6 Forest Land Use
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Figure 3.9: Forest land use: (A) sample site example; (B) image of intensity values
reclassified using ranges found in the (C) intensity value frequency distribution with
regions defined by land use element: Trees, values 0-24 (49.5 percent of distribution);
Forest Floor, 25-227, (45.7 percent); Grass, 228-255 (4.8 percent).
Forest land use was determined to consist of three land use elements: trees, forest floor,
and grass. Low intensity values were found to represent trees, while moderate intensities
represent forest floor. Values creating the high intensity peak were found to correspond to
grass on the aerial image. There was no discernable land use element represented by the
minor peak around the intensity of 125. Reclassification of intensity values determined
intensities 0 to 24 represent trees, values 25 to 227 represent forest floor, and values 228
to 255 represent grass. Figure 3.9 (C) shows Forest land use’s frequency distribution
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divided and colored by land use element using these value ranges. Summing the count
percentages of each element found that 49.5 percent of forested land is trees, 45.7 percent
is forest floor, and 4.8 percent is grass.
Typical Forest land use sites are located in nature parks and along the Little Miami River
and its tributaries. The site featured in figure 3.9 (A) and (B) is a northern section of the
Glen Helen Nature Preserve adjacent to the Village of Yellow Springs, Ohio. Trees have
very low intensity signatures. LiDAR measurements used in this study were made in
early spring, in leaf-off conditions to allow for accurate ground elevation measurements
in areas with trees. Intensity values of trees would likely be similar to those of grass in
later months, when trees are leaved, because of the strong reflectance from the internal
structure of leaves. Grass again is represented by a narrow range of intensity values and
can be seen in a small clearing in the top left of the reclassified image of figure 3.9 (B).
The portion of the frequency distribution trees represent would increase when the
visibility of the forest floor and grass clearings is obscured by tree leaves.
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3.4.7 Pasture Land Use
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Figure 3.10: Barren land use: (A) sample site example; (B) image of intensity values
reclassified using ranges found in the (C) intensity value frequency distribution with
regions defined by land use element: Soil, values 0-227 (4.5 percent of distribution);
Grass, 0-255 (95.5 percent).
Pasture land use was determined to consist of two land use elements: soil and grass.
Values creating the single high intensity peak represent grass and the very few lower
intensity values soil. Reclassification of intensity values determined intensities 0 to 227
represent soil and values 228 to 255 represent grass. Figure 3.10 (C) shows Pasture land
use’s frequency distribution divided and colored by land use element using these value
ranges. Summing the count percentages of each element found that 95.5 percent of
pasture land is grass and 4.5 percent is soil.
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Typical Pasture land use sites are fields for livestock grazing, hay, or have been left
fallow. The sites featured in figure 3.10 (A) and (B) are fields south of Yellow Springs,
Ohio that appear to have been cut for hay. One would consider pastures to be composed
of only grass, yet, although few, lower intensity values can be seen on Pasture land use’s
extracted intensity values raster.
3.4.8 Comparison of Land Use Element Intensities
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Figure 3.11: Summary of intensity value ranges by land use element illustrating that each
intensity value identifies multiple land use elements.
Figure 3.11 summarizes the intensity value ranges of each land use element. The ability
to classify land uses employing LiDAR intensity measurements can be evaluated by
determining the number of land use elements each intensity value identifies. From the
fewest to the greatest number of land use elements identified by intensity value, values
228 to 255 identify three land use elements, values 0 through 24 identify five elements,
and values 25 through 114, 115 through 134, 135 through 210, 211 through 215, and 216
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through 227 each identify six land use elements. Intensities most likely to correctly
identify a land use element occur between values of 228 and 255, where there are only
three possible land use elements: sand, dry crop, and grass. Intensities between 25 and
227 are least likely to correctly identify land use elements. A range of values unique to
each land use element is necessary to classify land uses with LiDAR intensity
measurements. A narrow range is preferable in highly diverse areas to allow for
identification of many land use elements.
These ranges are not fixed, however. Intensity values of land use elements influenced by
water can vary with weather and the time of day. In general, land use elements with
higher water content will have lower intensity values. Because LiDAR reflects strongly
from plant leaves, any seasonal or plant health related changes in plant based land use
elements will affect intensity signatures. The difference in intensity values between
growing and harvested fields of Cultivated Crop land use is expected to be large.
Intensity values of trees are dependent upon tree leaf content and will therefore vary by
season. The proportions of forest floor and grass in Forest land use will change with leaf
content, but their intensity values will not. LiDAR intensity measurements should be
taken during different seasons and weather conditions to determine the influence these
events have on a land use element’s intensity signature.
Subjectively determining intensity values for each land use element by adjusting class
values until the classified image resembles its real-world counterpart understandably
solicits accuracy concerns. General ranges of values were considered sufficient because
the overlap of ranges for some land use elements is so great that small adjustments to
improve accuracy would be insignificant. The frequency and magnitude of these overlaps
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leads to the conclusion that LiDAR intensity measurements are too spectrally limited to
distinguish land use elements, and therefore cannot be used alone to classify land uses of
marginally rural settings.
3.4.9 Combining Intensities with other Spectral Data to Distinguish Land Use Elements
Land use elements with the same intensity values can be distinguished when remotely
sensed data measured in other wavelengths are added to create spectral variation.
Multiple elements may have the same values within a given wavelength, but differ in
other wavelengths. By combining values of each element in the different wavelengths,
the elements will begin to have unique spectral signatures.
The following is a hypothetical example demonstrating that combining intensity values
with values measured in another wavelength can create spectral variation sufficient to
distinguish land use elements. An area to be classified consists of a house, paved
driveway, a grass lawn, and trees. Figure 3.12 (A) is a portion of a hypothetical low
spatial resolution satellite image of the area, measured in a wavelength different than
LiDAR’s. Because it is low resolution, four image pixels are enough to cover the area of
interest. Figure 3.12 (C) is a portion of an intensity image of the same area. Note that
shapes of features are visible on the higher resolution intensity image but not on the
satellite image. To create a high resolution classification, the satellite image must be
resampled to match the resolution of the intensity image. Figure 3.12 (B) is the satellite
image resampled, where each pixel is divided into 16 pixels to match the intensity image.
With matching resolutions, the two images can be combined by adding values of
corresponding pixels. Figure 3.12 (D) is the resulting classified image, where each land
use element has a unique range of values, and can therefore be distinguished.
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Figure 3.12: Combining a satellite image (A,B), measured in another wavelength, with an
intensity image (C) can create a combined image (D) where land use elements can be
distinguished because each has a unique range of pixel values.
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3.5 Conclusions
Classifying land uses will help increase our understanding of processes that are harmful
to the environment. The ability to classify land uses of the marginally rural Upper Little
Miami Basin watershed of Greene County, OH, with LiDAR intensity data was assessed
and the limited range of intensity values was found to be spectrally insufficient to
distinguish elements of which land uses are composed. All land use elements in the study
area share the same spectral range of intensity values with 3 to 6 other elements. A range
of intensity values unique to each land use element is necessary to classify land uses with
LiDAR intensity data. A narrow range of values for each element is preferable in highly
heterogeneous areas to allow room in the spectrum for identification of many land use
elements. A hypothetical demonstration showed that land use elements with the same
intensity values can be distinguished when remotely sensed data measured in other
wavelengths are added to create spectral variation. The usefulness of LiDAR intensity
data to classify land uses is further reduced by its poor temporal resolution and large file
size. Intensity data is included in LiDAR’s primary purpose of measuring ground
elevations. Measurements are typically only made in early spring, when trees are leafless,
allowing for ground elevation measurements. Intensity values of vegetated land uses such
as cultivated crop, forests, and pasture will likely have very high intensity signatures if
they were to be measured in late spring and summer. Since water does not reflect LiDAR,
measurements must be made in dry weather and after morning dew has evaporated to
avoid artificially low intensity returns from wet or damp land use elements. Additionally,
LiDAR .las files are large and require significant computing resources for processing
because of its high spatial resolution, and the number of elevation returns included.
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Because of the limited spectral information LiDAR provides, the specific weather and
seasonal conditions needed to produce accurate measurements, and the infrequency
LiDAR surveys are conducted, there are few instances when LiDAR’s high spatial
resolution can improve the accuracy of land use classifications. It is recommended to use
LiDAR intensity measurements to improve the accuracy of land use classifications made
shortly after the LiDAR measurements are made and when other sources of spectral data
are available to create spectral variation sufficient to distinguish individual land use
elements.
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