Abstract: A quasi-one-dimensional steady-state Poisson-Nernst-Planck model of two oppositely charged ion species through a membrane channel is analyzed. The model problem is treated as a boundary value problem of a singularly perturbed differential system. Our analysis is based on the geometric singular perturbation theory but, most importantly, on specific structures of this concrete model. The existence and (local ) uniqueness of solutions to the boundary value problem is established. In particular, an approximation of both the individual flux and the I-V (current-voltage) relation are derived explicitly from the zeroth order approximation (in ε) solutions, from which the boundary layer effects on ionic flows are studied in great details.
Introduction
One of the fundamental concerns of physiology is the function of ion channels. Ion channels are approximately cylindrical, hollow proteins with a hole down their middle that provides a controllable path for electrodiffusion of ions (mainly Na + , K + , Ca ++ and Cl − ) through biological membranes, establishing communications among cells and the external environment. In this way, ion channels control a wide range of biological functions. In biological devices, macroscopic flows of charges are driven through tiny (atomic scale) channels that link one macroscopic reservoir to another. The reservoirs are macroscopic regions in which the concentration of charges is nearly constant (because the dimensions of the reservoirs are macroscopic and so the total number of charges is hardly changed by the flows) and electrical potentials are nearly constant too. To describe the actual behavior of channels (or useful transistors) (see [7, [22] [23] [24] [47] [48] [49] [50] , etc.), macroscopic reservoirs must be included in the mathematical formulation. Macroscopic boundary conditions that describe such reservoirs introduce boundary layers of concentration and charge. It is very interesting and worthy to analyze the effects on ionic flows from the boundary layers. Ionic flows are governed by fundamental physical laws of electrodiffusion which relate rates of quantities of interest. The macroscopic properties of ionic flows through ion channels with given structures rely further on external driving forces, namely, boundary potentials and concentrations of ion species involved. Two most relevant biological properties of a channel are permeation and selectivity, both of which are characterized by the current-voltage (I-V) relations measured experimentally under different ionic conditions. Taking the structural characteristics into consideration, the basic continuum model for ionic flows is the Poisson-Nernst-Planck (PNP) system, which treats the aqueous medium (within which ions are migrating) as a dielectric continuum (see [7, 8, 10, 12, 14-19, 22-25, 30, 31, 38, 54] , etc.). Under some reasonable conditions, the PNP system can be derived from more fundamental models such as the Langevin-Poisson system (see, for example, [13, 31, 46, 52, 54, 55] ) or the Maxwell-Boltzmann equations (see, for example, [2, 30, 31, 54] ), and from an energy variational analysis (see [27-29, 60, 63] ).
The simplest PNP model is the classical PNP (cPNP) system that contains only the ideal component of electrochemical potential. The cPNP system treats ions essentially as point-charges, and neglects ion size effects. It has been simulated (see, e.g., [9, 10, 12, 14, 22, 26] ) and analyzed (see, e.g., [1, 3-5, 20, 21, 33, 39, 41-43, 53, 56, 57, 59, 61] ) to a great extent. Very often, the so-called electroneutrality boundary conditions are enforced at both ends of the channel in the study (see, e.g., [5, 6, 32, 33, 40-42, 45, 61] ). This greatly reduces the difficulty in mathematical analysis of qualitative properties of ionic flows because, under the assumption of electroneutrality boundary concentrations, the boundary layers disappear in the study of PNP model for membrane channels (see, e.g., [1, 6, 33, 34, 40, 62] ). Therefore, to consider the boundary layer effects on ionic flows, one should remove the neutral conditions on boundary concentrations. However, if those boundary layers reach into the part of the device performing atomic control, they dramatically affect its behavior. Boundary layers of charge are particularly likely to create artifacts over long distances because the electric field spreads a long way. Therefore, a first step to analyze boundary layer effects on ionic flows is to study the state that is not neutral but close, which is our main focus in this work.
The rest of the paper is organized as follows. In Section 2, we describe the quasi-one-dimensional PNP model of ion flows, the formulation of the boundary value problem of the singularly perturbed PNP system, and the basic assumptions. In Section 3, we cast our problem in the language of geometric singular perturbation theory. Upon introducing new dependent variables, we rewrite the PNP system as a standard singularly perturbed system of first order differential equations. Making use of the inner and outer limiting systems, we construct a singular orbit for the PNP boundary value problem. We then apply geometric singular perturbation theory, such as Exchange Lemma, to show that, for small ε > 0, there is a true solution shadowing the singular orbit. Our main results are stated in Section 4. In this part, without the assumption of electroneutrality conditions, we study the boundary layer effects on ionic flows in terms of both the individual flux and the total flux of charge. Some critical potentials are identified, which play a key role in characterizing the effect from boundary layers, more precisely, from the violation of electroneutrality boundary conditions. It also turns out that the effect depends sensitively on multiple physical parameters such as boundary concentrations, ion valence and diffusion coefficients. The paper ends with a concluding remark provided in Section 5.
Models and assumptions
In this section, we briefly recall the model of Poisson-Nernst-Planck (PNP) systems, and set up our problem with some concrete assumptions.
We assume the channel is narrow so that it can be effectively viewed as a one-dimensional channel that connects the interior and the exterior of the channel. A quasi-one-dimensional steady-state PNP model for ion flows of n ion species though a single channel is (see [44, 51] 
where X ∈ [0, l], e is the elementary charge, k B is the Boltzmann constant, T is the absolute temperature; Φ is the electric potential, Q(X) is the permanent charge of the channel, εr(X) is the relative dielectric coefficient, ε 0 is the vacuum permittivity; A(X) is the area of the cross-section of the channel over the point X ∈ [0, l]; for the ith ion species, C i is the concentration (number of ith ions per volume), z i is the valence (number of charges per particle) that is positive for cations and negative for anions, µ i is the electrochemical potential, J i is the flux density, and D i (X) is the diffusion coefficient.
For system (2.1), we impose the following boundary conditions (see, [20] for justification), for k = 1, 2, · · · , n,
For ion channels, an important characteristic is the so-called I-V relations (current-voltage relations). For a solution of the steady-state boundary value problem (2.1)-(2.2), the rate of flow of charge through a crosssection or current I is
For fixed boundary concentrations L i 's and R i 's, J j 's depend onV only and formula (2.3) provides a relation of the current I on the voltageV. This relation is the I-V relation.
The steady-state boundary value problem and assumptions
The main goal of this paper is to examine the boundary layers effects on ionic flows via the steady-state PNP system (2.1)-(2.2). For definiteness, we will take the following setting:
(A1). We consider two ion species (n = 2) with z 1 > 0 and z 2 < 0. (A2). We assume the permanent charge Q(X) to be zero. (A3). For the electrochemical potential µ i , only the ideal component µ id i (X) is included, which is defined by
(A4). The relative dielectric coefficient and the diffusion coefficient are constants, that is, εr(X) = εr and
In the sequel, we will assume (A1)-(A4). We first make a dimensionless rescaling following ( [21] ). Set C 0 = max{L i , R i : i = 1, 2} and let
Using expressions (2.4) for the ideal component µ id i (X), the boundary value problem (2.1)-(2.2) becomes
with boundary conditions, for i = 1, 2, 
)).
One may also refer to [11] for more information related to the dimensionless parameter ε.
Geometric singular perturbation theory for (2.6)-(2.7)
We first rewrite system (2.6) into a standard form for singularly perturbed systems and convert the boundary value problem (2.6)-(2.7) to a connecting problem. Denote the derivative with respect to x by overdot and introduce u = εφ and τ = x. System (2.6) becomes
(3.1) System (3.1), the so-called slow system, will be treated as a singularly perturbed system with ε as the singular parameter. Its phase space is R 7 with state variables (ϕ, u, c 1 , c 2 ,
For ε > 0, the rescaling x = εξ of the independent variable gives rise to the so-called fast system
where prime denotes the derivative with respect to the variable ξ . For ε > 0, slow system (3.1) and fast system (3.2) have exactly the same phase portrait. But their limiting systems at ε = 0 are different. The limiting system of (3.1) is called the limiting slow system, whose orbits are called slow orbits or regular layers. The limiting system of (3.2) is the limiting fast system, whose orbits are called fast orbits or singular (boundary and/or internal) layers. In this context, a singular orbit of system (3.1) or (3.2) is defined to be a continuous and piecewise smooth curve in R 7 that is a union of finitely many slow and fast orbits. Very often, limiting slow and fast systems provide complementary information on state variables. Therefore, the main task is to patch the limiting information together to form a solution for the entire ε > 0 system. Let B L and B R be the subsets of the phase space R 7 defined by
Then the original boundary value problem is equivalent to a connecting problem, namely, finding a solution of (3.1) or (3.2) from B L to B R (see, for example, [35] ). We would like to point out that the existence and uniqueness result of the classical PNP model with n ion species under the framework of geometric singular perturbation theory has been well-established (see e.g., [41, 42] ). For completeness and readers' convenience, we briefly describe the process of constructions of singular orbits for this special case with two ion species, one positively charged and one negatively charged. A detailed proof of the existence and uniqueness result of system (3.1) or (3.2) for ε > 0 small is provided in this work (see Theorem 3.6).
Geometric construction of singular orbits
We will first construct a singular orbit on [0, 1] that connects B L to B R ( [20, 41, 42] ). Such an orbit will generally consist of two boundary layers and a regular layer.
Limiting fast dynamics and boundary layers
By setting ε = 0 in (3.1), we obtain the so-called slow manifold
By setting ε = 0 in (3.2), we get the limiting fast system
Note that the slow manifold Z is the set of equilibria of (3.5). The following result can be established directly by linearizing the limiting fast system at points from Z, its equilibrium set ( [42] ). Lemma 3.1. For system (3.5) , the slow manifold Z is normally hyperbolic. One can easily verify the next result, which is crucial to study the boundary layers of our problem.
Proposition 3.2.
The following functions are the first integrals of system (3.5),
From Proposition 3.2, together with the definition of first integrals, we have (see also [42] )
where J i for i = 1, 2 are arbitrary, and
(ii) The unstable manifold W u (Z) intersects B R transversally at points
For later use, let Γ 0 denote the boundary layer at x = 0 and let Γ 1 denote the boundary layer at x = 1 for system (3.5).
Limiting slow dynamics and regular layers
Next we construct the regular layer on Z that connects ω(N L ) and α(N R ). Note that, for ε = 0, system (3.1) loses most information. To remedy this degeneracy, make a rescaling u = εp and −z 2 c 2 = z 1 c 1 + εq in system (3.1) (see also [20, 41, 42] ). In term of the new variables, system (3.1) becomeṡ
It is again a singular perturbation problem and its limiting slow system iṡ 1 ,
For system (3.7), the slow manifold is
Therefore, the limiting slow system on S iṡ
where J 1 and J 2 are uniquely determined as
The slow orbit
given in Lemma 3.4 connects ω(N L ) and α(N R ). LetM L (resp.,M R ) be the forward (resp., backward) image of ω(N L ) (resp., α(N R )) under the slow flow (3.8). One has the following result whose proof can be established by a similar argument as those in [34, 40, 42] . To end this section, we would like to point out that the capability of constructing an explicit solution to the limiting slow system, from which the approximated individual flux can be extracted explicitly in terms of boundary conditions and other physical parameters, is crucial for us to further examine the qualitative properties of ionic flows (see Section 4 for details).
Existence of solutions near the singular orbit
We have constructed a unique singular orbit on [0,1] that connects B L to B R . It consists of two boundary layer orbits Γ 0 ∪ Γ 1 and a regular layer Λ with Γ 0 from the point
and Γ 1 from the point
and finally Λ ⊂ Z connecting the two landing points
of the two boundary layers. We now establish the existence of a solution to (2.6)-(2.7) near the singular orbit constructed above which is a union of two boundary layers and one regular layer Γ 0 ∪ Λ ∪ Γ Proof. Fix δ > 0 small to be determined. Let 
where the vector Vτ is the tangent vector to the τ-axis as a result of the interval factor (1 − ρ, 1 + ρ). From Proposition 3.5, ω(N L ) · 1 and α(N R ) are transversal on Z ∩ {τ = 1}. Therefore, at 1 , the tangent spaces
and the other four from T 1 (ω(N L ) · 1) and
transversally. We thus conclude that, there exists 0
For uniqueness, note that the transversality of the intersection 
Qualitative properties of ionic flows without electroneutrality conditions
Note that, under electroneutrality boundary conditions, two boundary layers disappear. Therefore, to examine the boundary layer effects on ionic flows, a first step is to remove the neutral conditions, more precisely, we assume
for some positive constants σ and ρ, which are not both equal to 1 (σ = 1 and ρ = 1 in (4.1) implies electroneutrality conditions on boundary concentrations).
Recall from (3.10) that
,
Notice that c
Our main interest in this paper is to study the qualitative properties of individual fluxes and total flux defined in (2.3) close to the state of electroneutarlity, more precisely, under our setups, that is the case when (σ, ρ) → (1, 1) . To get started, we first expand J k at the point (σ * , ρ * ) = (1, 1) up to the first order (we neglect higher order terms). For convenience, we introduce functions
One can easily observe that
In particular, as
Together with (4.4), system (4.3) can be written as (neglecting higher order terms in both σ and ρ)
We use J EN k (resp. I EN ) to denote the individual flux (resp. the total flux of charge) with the assumption of electroneutrality boundary conditions, and J k (resp. I) to denote the individual flux (resp. the total flux of charge) without the assumption of electroneutrality boundary conditions. To investigate the boundary layer effect on ionic flows, which is equivalent to the effects from the violation of electroneutrality boundary concentrations under our setups, we define three functions
as follows:
where Proof.
where
Note that h 1 (1) = 0,
from which one has the following four cases (A1) σ > 1 and ρ > 1, which implies that h (A32) σ + ρ < 2, which implies that 0 < x * < 1. A direct argument leads to g 1 (L 1 , R 1 ; σ, ρ) < 0 for
(A4) σ > 1 and 0 < ρ < 1, which implies h (A41) σ + ρ > 2, which implies that 0 < x * < 1. For this subcase, one has g 1 (L 1 ,
(A42) σ + ρ < 2, which implies that x * > 1. There exists another critical valuex 2 > x * of h 1 (x) such that h ′ 1 (x) < 0 for 1 < x <x 2 and h ′ 1 (x) > 0 for x >x 2 . Note that h 1 (1) = 0 and h 1 (∞) = ∞. There exists x 2 >x 2 such that h 1 (x) < 0 for 1 < x <x 2 , and h 1 (x) > 0 for x >x 2 . Therefore, g 1 (L 1 , R 1 ; σ, ρ) < 0 for 1 < 
Concluding Remarks
In this work, we consider the classical PNP model to study the boundary layer effects on ionic flows for two ion species, one positively charged and one negatively charged. Mathematically, we examine the qualitative properties of ionic flows, in terms of both individual fluxes J k and the total flux I without the assumption of electroneutrality conditions, which is more realistic in the study of ion channel problems. It turns out that the flow properties of interest depend very sensitively on boundary concentrations (in terms of (L 1 , R 1 )) in addition to other physical parameters such as boundary potentials, ion valences and diffusion coefficients. For the relatively simple setting and assumptions of the model studied in this paper, we are able to characterize the distinct effects of the nonlinear interplay between these physical parameters. The dynamical behaviors of ionic flows studied in this work are much more rich compared to previous studied under the assumption of electroneutrality conditions. Our study also provides a nice way to adjust the ionic flows through membrane channels by controlling boundary potentials for fixed boundary concentrations.
We finally comment that the model studied in this paper is oversimplified and the specific setting (such as zero permanent charge assumption) of our problem may not reflect precisely any realistic biological settings. However, we believe the existence of these critical potentials are generally in valid (even for PNP model with nonzero permanent charge, and the awareness of the potential existence of these critical voltage itself would be useful for further numerical studies and stimulate further analytical studies of ionic flows through ion channels.
