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ABSTRACT 
The determinant on 2 by 2 matrices of trace zero gives a quadratic form. Linear 
algebra shows that its orthogonal group is the matrix algebra automorphisms together 
with scalars of square 1. As this holds over all commutative rings, descent theory can 
be applied to it to get a quick classification of all nonsingular quadratic forms of rank 
3. Further descent arguments show how this classification yields the Witt invariant 
and discriminant. 
INTRODUCTION 
I shall show in this paper that a nonsingular quadratic form of rank 3 over 
a commutative ring R is determined precisely by two invariants: its Witt 
invariant (an Azumaya algebra of rank 4) and its discriminant (a nonsingular 
form of rank 1). Furthermore, these two invariants can be prescribed 
independently. 
This result is well known over fields [8, p. 781, and Knus and others [4, 51 
have established it more generally. But the published proofs for rank 3 forms 
require other theorems dealing with the more complicated structure of forms 
of rank 4; and the Clifford algebra of the form plays a major role in the 
analysis. What I shall do in this paper is to start with a “naturally occurring” 
form of rank 3, the determinant on 2 by 2 matrices of trace zero, and use 
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simple linear algebra to find what maps preserve it. Knowing this informa- 
tion over arbitrary rings, we can apply the general ideas of descent theory (cf. 
[ll, 121) and read off the classification directly. The classification we get does 
indeed introduce the same invariants as are obtained using Clifford algebras, 
and we shall go on to prove this; the proof again will combine descent theory 
with specific computations for matrices of trace zero. 
1. AUTOMORPHISMS OF THE SPLIT FORM 
Let R be a commutative ring. Let pu,(R) ={x E R lx2 = 1). Clearly 
pcLz( R) is the orthogonal group of the rank one quadratic form given on R by 
9r(x) = x2; it is also the group preserving the bilinear form b,(r, y) = xy 
from which 9r arises. Let M,(R) be the 2X2 matrices, let sl,(R) be the 
matrices of trace 0, and let - 9 be the quadratic form given on sl,(R) by the 
determinant (the negative sign is merely a convenience). The elements 
are a basis of sl,(R), and 9(rrfr + x2fZ + x,fs)= x1x2 +(x3)*. The first 
step in our proof is the following bit of linear algebra: 
THEOREM 1. ,?A A and B be matrices of square zero in sl,(R) with 
AB + BA = 1. Then there is an automorphism cp of M,(R) such that (P(E,~) = 
A, cp(E,,)= B, cp(E,,) = AB, and qdE2J= BA. 
Proof. Multiplying AB + BA by AB and by BA, we see that those two 
maps are idempotent; and clearly ABBA = BAAB = 0. Thus R2 breaks into a 
sum P,@ P, where AB and BA are the projections onto the two summands. 
Since AAB = 0, we have A( PI> = 0, and so A( P,) = P,. Similarly B( PI) = P,. 
As AB is the identity on P, and BA is the identity on Pz, the restrictions of 
A to Pz and B to P, are inverse isomorphisms. Hence P, and P, have rank 
one, and Horn,,, Pi, Pi> is free of rank 1 for all choices of i and j. Thus the 
elements A, B, AB, and BA are a basis for M,(R) = Hom,(R2, R2)== 
CBij Hom,(Pi, Pj). Their products match those for the standard elementary 
matrices Eij, and thus the stated map on basis elements yields an automor- 
phism. n 
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THEOREM 2. The group Aut M,(R) maps immorphically onto the special 
orthogonal group of (sl,( R), q), and the orthogonal group i-s the direct 
product Aut M,(R) X /.LJ RI. 
Proof. Every inner automorphism of M,(R) preserves trace and deter- 
minant, and hence it gives an orthogonal mapping on sl,( R). It is easy to 
compute directly that it has determinant 1 on sl,(R) and is not trivial there 
unless it is trivial on all of M,(R). All automorphisms of M,(R) are locally 
inner [3, p. 1071, so they also have these properties. Thus we have an 
injective homomorphism from Aut M,(R) to the special orthogonal group of 
(sl,(R), q). 
Let + now be an orthogonal mapping. Let A, B, C be the images of the 
fi, another basis of ~1,. The characteristic polynomial, for elements 2, in sl,, 
gives us v2 - q(v)Z = 0; as J, preserves q, we have A2 = B2 = 0 and C2 = 1. 
The same reasoning applied to fi + fi then tells us that AB + BA = Z and 
AC + CA = BC + CB = 0. This last equation shows us that ABC = CAB and 
BAC = CBA, so when we apply Theorem 1 to A and B, we have C 
preserving each Pi and therefore given by a scalar on each. As C has trace 
zero, we have C = (Y(AB - BA) for some (Y; and o2 = 1, since C2 = 1. 
Applying Theorem 1 to (YA and aB gives an automorphism (p of M,(R) 
sending fi, f2, fs to CYA, crB, crC. n 
With a different proof, this is a standard theorem ([7, p. 1491 or [8, 
p. 771) over fields of characteristic different from 2. 
2. THE CLASSIFICATION THEOREM 
As Swan [9] pointed out, it is possible to give a reasonable definition of 
nonsingular forms of odd rank even when 2 is not invertible. Specifically, we 
say that a quadratic form q over a field k is nonsingular if for every nonzero 
v we have either q(v) # 0 or q(v + WI- q(v)- q(w)+ 0 for some w. 
[When char(k) z 2, the first condition implies that the second holds for 
w = v, so there we have the usual definition of nonsingularity.] We say that a 
quadratic form on a projective module P is nonsingular if its reduction 
modulo every maximal ideal of R is nonsingular. Swan proved a splitting 
theorem [9, Proposition 1.11 which in our case is this: 
THEOREM S. A quadratic fm on a projective module P of rank 3 over 
R is nonsingular iff there is a faithfully flat extension S of R such that the 
extension of the form to P BR S is isometric to the form x1x2 +(x3)” on S3. 
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The proof in [9] does establish the theorem as stated here, though the 
wording there is slightly different. When i is in R, the result was known 
earlier [6, p. 421. In any case, the idea is just that locally on R you can find a 
nice basis of P and then use quadratic extensions to standardize the form. 
Restated in the language of descent theory (see [2], or the introductory 
treatment in Section V of [lo]), this th eorem says that the nonsingular forms 
of rank 3 are the “twistings” of (sl,(R),q). Hence these twistings are 
classified up to isomorphism by H’(R,Aut(q)). The definition of this set 
involves Aut(9) over extensions of R, but Theorem 1 is still valid for them 
all, and so 
In this product, the first factor classifies twistings of M,(R), which we know 
[3, p. 1051 are exactly the Azumaya algebras of rank 4 over R. The remarks at 
the beginning of Section 1 show similarly that H’( R, /.L~) classifies nonsingu- 
lar forms of rank 1. Thus we have: 
THEOREM 3. The nonsingular quadratic forms of rank 3 over R are 
determined by two invariants: an Azumaya algebra of rank 4 and a nonsingu- 
lar quadratic form of rank 1. These two can be prescribed independently. n 
This is the main result; what is striking is that it can be established so 
quickly by combining descent theory with the linear algebra computations in 
Theorems 1 and 2. The rest of the paper will simply set up the correspon- 
dence between this proof and other approaches to the subject. 
3. CONSTRUCTING THE FORM FROM THE INVARIANTS 
The cohomology argument allows us to construct the forms explicitly just 
by tracing cocycles through the isomorphism. Let us start with an Azumaya 
algebra A of rank 4. As a twisting of M,, it carries a reduced trace, whose 
kernel A0 is a direct summand of rank 3; this A0 carries a nonsingular 
quadratic form given by reduced norm (the twisting of the determinant). If 
(M, h) is a nonsingular form of rank 1, then it comes from a bilinear form, 
and so [8, p. 261 we naturally have a product form on the tensor product 
A0 @a M. 
THEOREM 4. The form on A”BR M is the one with invariants A and 
04, h). 
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Proof. We can find faithfully flat extensions S and T of R such that 
A8S z M,(R)@S and (M,h)@T z(R,q,)BT. Let cp be the cocycle giving 
A inside AQDS; explicitly [lo, $17.51, this means that Q is a (particular kind 
of) automorphism of M,(R)@S@S, and A consists of those elements Ca,@ si 
in M,(R) @ S for which Cai 8 163 si = Q&Z, 8 si 8 1). Exactly the same condi- 
tion determines A0 inside sl,(R)@S. Let rC, similarly be the cocycle giving 
(M, h) inside RBT. Set U = S@T, so we have both cocycles defined over the 
faithfully flat extension U. Their product as an automorphism of sl,(R)@S@ 
T 8S8T will by definition give the quadratic form with invariants A and 
(M, h). As they commute, the product is simply Q Q J/ as an automorphism of 
[sl,( R) @ S @S] @ [ R @ T Q T]. Clearly then (as both factors are faithfully flat) 
the elements determined by this cocycle are exactly those in A0 8 M. n 
COROLLARY 5. The special orthogonal group of the jinm is Autn(A). 
Proof. The theorem shows there is a natural map from Aut(A) to the 
special orthogonal group of the form. It becomes an isomorphism over U by 
Theorem 2, so it is itself an isomorphism. n 
4. RELATION TO THE CLIFFORD ALGEBRA 
The relation of our invariants to the Clifford algebra of a form can be 
derived by arguments dealing basically with the split case (sl,, 9). Recall 
[l, $91 that the algebra C(9) . g IS enerated by the space {C(v)]o E sl,] with 
C(V)’ = q(v)l; it has a basis 
and it is a graded algebra C+@C-. Every orthogonal mapping Q of sl, can 
be extended to give a graded algebra isomorphism C(Q) of C(9). We need 
one nontrivial fact that I cannot recall seeing before: 
DEFINITION. Let 0 be the linear mapping from M, to C+(9) given by 
@(&f-I) = C(fI)C(f3)> @(f-i> =-w-&w-3), 
@(f-d-2) =C(fdC(_f-11, @(f2.fI) = C(fI)C(f2). 
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THEOREM 6. 
(a) The map 0 is an algebra isomorphism. 
(b) For each automorphism cp of M,, let cp” be its restriction to sl,. Then 
0 0 40 = C(cpO) 0 0. 
Proof. Using the formula for C(V>~, which in particular yields 
C(fr)C(j-,I+ C(f,>C(f,) = 1, we can easily see that the listed images of 0 
are a basis of C+(q) and that the products match up. But the mere existence 
of an isomorphism is well known; the significant point is (b). It suffices to 
verify it for all inner automorphisms, since (as mentioned in Section 1) all 
automorphisms are locally inner. This verification could be done directly, but 
a bit of reasoning will save time. The equation in (b) for inner automor- 
phisms can be multiplied through by the determinant of the conjugating 
matrix, and it then becomes an equality of polynomials (with integer coeffr- 
cients) whose variables are the entries of 2 by 2 matrices. It is therefore true 
in general if it is true for matrices in the algebraic closure of the rationals. 
But there every matrix is a product of a scalar and elementary transforma- 
tions of the form Z + AE,, and Z + AE,,. It is very easy to compute that (b) 
holds for such mappings. n 
We also need a complementary result that is essentially standard (cf. [9] 
and [l, p. 1491). 
THEOREM 7. The center of C(q) is the free submodule spanned by 1 and 
the element w = C(fs)[l -ZC(f,)C(f,)], with w2 = 1. Every orthogonal 
transformation II, satisfies C(I,!J)W = (det $1~. 
Proof. It is trivial to determine which elements of C(q) commute with 
the generators C( fi> and thus to determine the center, and obviously we can 
compute w2. The second statement is clear for scalars in Z.L~(R). For Cc, 
coming from automorphisms of M,, again it reduces to a polynomial identity 
that can be directly checked for conjugations by Z + A E,, and Z + A E,,. n 
THEOREM 8. The Azumaya algebra A assigned to a quadratic form in 
Theorem 2 is C+ in the Clifford algebra of the form, and the rank 1 invariant 
is the negative of the fx-m induced by squaring on the intersection of C- with 
the center of C. 
Proof. A cocycle twisting (sl,, q) to another quadratic form will (by 
functoriality of the Clifford algebra) twist C(q) to the Clifford algebra C of 
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the new form. The same is true of intrinsically defined submodules; thus 
c+(q) will be twisted to the new C+, and Rw will be twisted to the 
intersection of C- with the center of C. Theorem 6 shows that the Aut(M,) 
part of the cocycle acts in the same way on C+(q) as on M, itself, and hence 
it twists C+(9) precisely to A. Theorem 7 shows that the /..~a part of the 
cocycle acts on Rw by exactly the same scaling factor as it does on (R, 91). 
Hence it changes the form on Rw by the same factor in the group 
HO&a). n 
When $ is in R, the invariant here is the usual (Witt) discriminant [S, 
p. 361. 
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