Abstract. This paper extends results concerning efficient exponentiation in groups where inversion is easy (e.g. in elliptic curve cryptography). It examines the right-to-left and left-to-right signed fractional window (RL-SFW and LR-SFW) techniques and shows that both RL-SFW and LR-SFW representations have minimal weight among all signed-digit representations with digit set {±1, ±3, . . ., ±m, 0}. (Fractional windows generalize earlier sliding-window techniques, providing more flexibility for exponentiation algorithms in order to make best use of the memory that is available for storing intermediate results.) Then it considers the length of representations: LR-SFW representations are an improvement over RL-SFW representations in that they tend to be shorter; further length improvements are possible by post-processing the representations.
Introduction
Many public-key cryptosystems involve exponentiation in some finite group, and often (e.g. for elliptic curve cryptography) group elements are represented such that the inversion operation is almost immediate. It is well known that signeddigit representations of integers e are useful to perform exponentiations g e in such groups. A particular signed-digit representation is the right-to-left signed fractional window (RL-SFW) representation introduced in [14] . Fractional windows provide more flexibility for exponentiation algorithms than the previously known sliding-window representations; the purpose of this flexibility is to make best use of the memory that is available for storing intermediate results. The present paper also considers the left-to-right signed fractional window (LR-SFW) representation (cf. [19] and [9] ); it complements [14] by proving minimality of weight for both RL-SFW and LR-SFW representations. A general motive for preferring the left-to-right variant is that it generates the digits in the order in which they are usually needed for exponentiation. We also examine the length of representations and see that the LR-SFW method actually provides an improvement in this respect, and that further improvements are possible. Finally, we observe that no finite-state machine can always generate a minimal-length representation among the representations of minimal weight employing a prescribed set of signed digits.
To motivate and explain the goals of this paper, let us first look at typical exponentiation techniques in some detail. Given integers b , . . ., b 0 as digits, we write (b . 
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Increasing parameter m makes additional digit values available, typically allowing for lower-weight representations at the cost of an increased precomputation stage effort. Parameter m also determines the amount of memory needed for storing the precomputed values G 1 , . . ., G m , so implementations may have to take into account some upper limit on m.
For given m and e, there is a lower limit on (i.e. there is a lower limit on the length + 1 of B m -representations of e). There is no upper limit on (since e.g. (111 . . . 1) 2 = 1), but low-weight B m -representations never need be more than one digit longer than the binary representation: the bounds log 2 |e| − log 2 m ≤ ≤ log 2 |e| hold for the following well-known representations and for the newer representations that will be discussed afterwards.
-Let w ≥ 1 be an integer parameter and W = w + 1. The width-W nonadjacent form (W -NAF) of e is a specific B 2 w −1 -representation such that for |e| → ∞, on average
assuming that e consists of random bits. As the W -NAF is a signed-digit equivalent of the well-known sliding-window technique for unsigned digits (cf. [4] ), we also call it a right-to-left signed window representation with window width W . (The origin of the 2-NAF is "property M" in [18] ; the generalization to arbitrary W ≥ 2 was alluded to in [20] and described independently in [12] , in [22] as an improvement of a technique from [21] , and in [2] .) -Now consider an arbitrary odd m ≥ 1 and let w m = log 2 m + 1,
. Generalizing right-to-left signed window representations, there is a right-to-left signed fractional window (RL-SFW) representation of e, the m-RL-SFW representation (details follow in Section 2). This is a B m -representation such that for |e| → ∞, on average
For ≥ 1, an immediate optimization to the algorithm as written is to skip the first evaluation stage assignment and squaring if b = 1 (just keep g 2 in A from the precomputation stage) or b = −1 (just invert A to obtain g −2 ).
assuming that e consists of random bits. If m is of the form 2 w − 1 (so that ∆ m = 0), the m-RL-SFW representation is the same as the W m -NAF; otherwise the effective window width W m − ∆ m is a fraction between w m and W m : · · · (The RL-SFW representation was introduced in [14] .)
The (finite-state) algorithms to obtain these representations given the binary representation of e read the least significant bit first and output the least significant signed digit first, proceeding towards the most significant input bit and output digit. This means they work right to left assuming big-endian notation; thus we speak of RL-transformations. The use of an RL-transformation with LR-exponentiation means that usually the B m -representation would be computed and stored before the actual exponentiation begins. This is unfortunate if memory is scarce. (Alternatively, the RL-transformation could be used repeatedly to determine the signed digits in the order in which they are needed, but this would mean an increased computational cost.) It is possible to perform RL-exponentiation instead so that the signed digits are used in the order in which they are generated (using algorithms from [23] and [11-exercise 4.6.3-9] as summarized in [14] ); however, there are drawbacks:
-The group operation count to perform an RL-exponentiation is slightly higher than for an LR-exponentiation, given the same B m -representation. A left-to-right analogue of the 2-NAF was described in [8] , and recently, general left-to-right analogues of the signed window representation have appeared in [16] , [1] , and [17] . The latter two publications use an inherently identical LRtransformation, but describe it differently; see also . Also recently, proofs have appeared that the right-to-left signed window representation and its left-to-right variants are optimal in the sense of always achieving minimal weight ( [15] , [16] , [1] ): that is, given any e and w, no B 2 w −1 representation b . . . b 0 of e can have lower weight than the (w + 1)-NAF or its left-to-right analogues.
We generalize and extend these results by examining the right-to-left signed fractional window (RL-SFW) technique from [14] as well as its left-to-right variant (LR-SFW) implied by the approach of [17] and . (For unsigned windows, right-to-left and left-to-right variants are equally simple: unsigned fractional windows, originally only presented for an RL-transformation in [14] , have an immediate left-to-right analogue [5] . Signed-digit representations are trickier since they involve carries, but the approach of [17] and [7] makes it straightforward to come up with a left-to-right analogue of the RL-transformation from [14] ; cf. [19] and [9] .) We give minimality proofs for the weight of both RL-SFW and LR-SFW representations, and we examine the length of representations to study efficiency improvements beyond weight minimization. We always assume that e is positive: the case e = 0 is trivial; for negative e, apply the technique to −e and replace all resulting digits by their negatives.
Section 2 looks at the RL-SFW representation and proves that it has minimal weight. Then Section 3 develops the LR-SFW representation and shows that it too has minimal weight. Section 4 points out that the left-to-right method is advantageous in that it tends to achieve slightly shorter lengths than the rightto-left method (and never yields a greater length), with details in Appendix A. It also considers how modified representations can further reduce the length in some cases; however, Appendix B observes that no finite-state transformation algorithm can always achieve minimal length among the representations of minimal weight.
Right-to-Left Signed Fractional Windows (m-RL-SFW)
The right-to-left signed fractional window (RL-SFW) representation was introduced (plainly as the "signed fractional window representation") in [14] . Here we describe the technique in a way that encompasses the non-fractional case as well First we define a mapping digit m : {0, 1, . . ., To see that the average weight for |e| → ∞ with e composed of random bits satisfies
as claimed in Section 1, assume that the RL-transformation algorithm has to process an endless sequence of independently uniform random bits b i . Whenever the loop generates a non-zero digit b i , the current value of D has its least significant bit set and is an otherwise random W m -bit integer. Thus from the definition of digit m it is clear that with probability p = 1 + m 2 wm we have 2
and with probability 1 − p we have D − digit m (D) = 2 wm . In the latter case, the next non-zero output digit will follow after exactly W m − 2 intermediate zeros; in the former case, the next non-zero output digit will follow after W m intermediate zeros on average. This means that the total average a for the number of intermediate zeros is
and thus the density 1 a + 1 of non-zero digits is as claimed above.
Minimality of Weight
To prove that the m-RL-SFW representation has minimal weight among all B m -representations of any integer e, we show that
always holds if the transformation algorithm is applied to any B m -representation b . . . b 0 to obtain the corresponding RL-SFW representation b . . . b 0 . For the analysis, we look at a variant of the algorithm from Fig. 2 , shown in Fig. 3 . This variant is easily seen to generate results that are identical except for leading zeros. The algorithm as written assumes that all variables b i are initially zero.
Fig. 3. RL-transformation (variant) for fractional windows
While the input and output consist only of digits from B m ∪ {0}, the variable b i at the beginning of the loop body may contain other values; we call this digit the current carry digit. We can verify as a loop invariant that at the beginning of the loop body digits b h other than the carry digit (h = i) will always satisfy b h ∈ B m ∪ {0} (thus |b h | ≤ m) while the carry digit will always satisfy |b i | ≤ 2m. This clearly holds for i = 0. If for any i it holds at the beginning of the loop body, then it will also hold at the end of the loop body:
-If at the beginning of the loop body b i is even, then it follows from |b i+1 | ≤ m and |b i | ≤ 2m that |b i+1 + b i /2| ≤ 2m.
-If at the beginning of the loop body b i is odd, then
and thus
So in both cases, the absolute value of the subsequent carry digit indeed cannot exceed 2m. It is clear that no other digit will be set to values not in B m ∪ {0}. Now we consider the value
as observed at the beginning and at the end of the loop body (remember that b i is the only digit among b l . . . b 0 that is not necessarily an element of B m ∪ {0}, so H exceeds the weight of b l . . . b 0 at most by one). Given the loop invariant, we can show that H will never increase within the loop body. It is clear that the loop body will not change any of the digits and thus not H if b i is zero. If b i is non-zero and even, following the algorithm it is easy to see that the changes done to b i and b i+1 cannot increase H. For b i odd, at the beginning of the loop body define
now we can distinguish between the following cases: 
Left-to-Right Signed Fractional Windows (m-LR-SFW)
To arrive at a left-to-right version, we use an approach from [17] and (building on [6] and [1] ) from . This provides another way to view the RL-SFW method, and it yields an LR-SFW method (which was new at time of writing, but meanwhile has independently been described in [19] and [9] .) Given the binary representation β λ . . -The left-most non-zero digit is a 1.
-Skipping any zeros, the neighbors of a 1 digit will always have value 1 and the neighbors of a 1 digit will always have value 1. -The right-most non-zero digit is a 1.
Because of this structure, we call b . . . b 0 a sign-alternating B 1 -representation. (This representation has previously been called "reversed binary representation" [10-exercise 4.1-27], "alternating greedy expansion" [6] , and "mutual opposite form" [17] .) If we write * for any digit of value either 1 or 1, we get a simplified form from which the B 1 -representation b . . . b 0 can unequivocally be reconstructed due to its structure. We call * and 0 compressed digits. The compressed-digit form of any subsequence of digits b i . . . b h allows reconstructing the digits except for possible sign reversal (i.e. reconstruction would yield a sequence of digits that is identical to either
The approach from [17] and [7] to obtain related RL-and LR-transformations is to apply a sliding-window technique to the sign-alternating B 1 -representation: this can be done right to left, giving the well-known right-to-left signed window representation (W -NAF); or left to right, giving a left-to-right signed window representation. Generalizing this technique, we describe how a similar approach can be used with fractional windows. As before, let w m = log 2 m + 1 and W m = w m + 1 given an odd integer m ≥ 1.
The sliding-window technique scans the representation b . . . b 0 in one direction, either right to left (RL-scanning) or left to right (LR-scanning), starting a new window whenever a non-zero digit is encountered. Observe that for a window b i+w . . . b i of any width w + 1 in a sign-alternating B 1 -representation, the window value (b i+w . . . b i ) 2 will have absolute value at most 2 w , or 2 w − 1 after dividing out powers of two. (In a B 1 -representation that is not necessarily sign-alternating, the maximal absolute window value would be 2 w+1 − 1.) To accommodate fractional windows, the width of the current window is set to W m if this is admissible, or w m otherwise (or less than w m when less than w m digits are left for scanning). Here a window width is considered admissible if the window value is either some digit in B m or even. (Window widths smaller than W m are always admissible.) In any case, the window value will be the product of a power of two and a digit from B m . Thus, each of the windows requires just one of the digits from B m , appropriately positioned, to achieve the proper window value.
As an illustration of the transformations, we consider an example for m = 5. We have w m = 3 and W m = 4. Now windows of the form * 0 0 * and * 0 * * are not admissible while windows of the form * * 0 * and * * * * are admissible (because (1001) It is easy to see that this procedure with RL-scanning will always determine the same B m -representation as the algorithms shown in Section 2 (ignoring any leading zeros); that is, this is just another way to view the RL-SFW technique. With LR-scanning, this is a new technique, giving us a left-to-right signed fractional window (LR-SFW) representation of e, the m-LR-SFW representation.
So far we have seen how to obtain LR-SFW representations using an intermediate sign-alternating B 1 -representation (following [17] with appropriate changes for fractional windows). This intermediate step is helpful for describing and analyzing the method, but it is not necessary for implementation. Instead, the algorithm in Fig. 4 (following [1] with appropriate changes for fractional windows) can be used to obtain the m-LR-SFW representation b . . . b 0 of a positive integer directly from the binary representation β λ . . . β 0 . The algorithm as written assumes that β λ+1 = 0 and β i = 0 for i < 0; also, all variables b i are initially zero. In comments, we use b i as defined above (b i = β i−1 − β i ) to show that this algorithm expresses exactly the LR-transformation that we have introduced in terms of LR-scanning; to verify the correspondence, observe that for i ≥ h
Minimality of Weight
As discussed in Section 1, there are general advantages of LR-transformations over RL-transformations. A natural question to consider is whether despite of these advantages, the LR-SFW representation might be worse for exponentiation than the RL-SFW representation. To address this issue, here we show that for given m and e, the weight of the m-LR-SFW representation of e is the same as the weight of the m-RL-SFW representation. Thus, by the result from Section 2.1, the weight is minimal among all B m -representations of e. (Later in Section 4 we will see that the LR-SFW representation actually has advantages beyond the general advantages of LR-transformations.) Let be a positive integer and S = s ∈ {0, * } | * occurs an even number of times in s { LR-transformation: determine the left-to-right signed fractional window (m-LR-SFW) representation of (β λ . . . β0)2 on binary input . Thus we are interested in representations that provide not only low weight, but also a short length + 1. Sometimes these goals are in conflict: for example, for B 7 -representations of 255 = (10000001) 2 = (70071) 2 , minimal weight and minimal length exclude each other; one or the other representation might provide better efficiency for LR-exponentiation depending on the relative speed of squarings and general multiplications in the group. We prioritize weight over length and consider only ways to reduce the length that do not increase the weight. A first observation is that the LR-SFW representation can never be longer than the RL-SFW counterpart: Consider the scanning process on signalternating B 1 -representations as described in Section 3, which yields a B mrepresentation when each window value is expressed through a single non-zero digit from B m . The maximal index of such a B m -representation is the index of the right-most non-zero digit within the left-most window over the signalternating B 1 -representation. For RL-scanning, the left-most (final) window will cover some number of non-zero digits of the sign-alternating B 1 -representation, including its most significant digit. All of these non-zero digits, and possibly more, would also be covered by the left-most (first) window obtained by LRscanning. Thus, the maximal index cannot increase for LR-scanning compared with RL-scanning.
The example in Section 3 has already shown us that the m-LR-SFW representation is indeed shorter than the m-RL-SFW representation in some cases. In fact, the m-LR-SFW representation is advantageous for every m. For example, for m = 1, the average length saving for m-LR-SFW representations of long random integers e compared with m-RL-SFW representations is 1/6; for m = 3, it is 1/2; for m = 7, it is 37/40. (Consider m = 1. If the left-most window over the sign-alternating B 1 -representation is 1 0 or 1 , the 1-LR-SFW or 1-RL-SFW representation will be one digit longer than it is for the window 1 1 . The latter case happens with probability 1/2 for LR-scanning, but only with probability about 1/3 for RL-scanning. See Appendix A for more details.)
The m-LR-SFW representation does not guarantee minimal length among all B m -representations of minimal weight. Substitution rules resulting in a modified (right-to-left) signed fractional window representation have been given in [14-Section 5.1], and these can similarly be applied to the left-to-right case to obtain shorter representations in some cases. Additional rules not mentioned in [14] are possible. 
A LR-SFW versus RL-SFW: Length Comparison
We want to compare the expected lengths of left-to-right and right-to-left signed fractional window representations of long random integers by looking at LRscanning and RL-scanning as described in Section 3. Assume an -bit integer e is given (so that b = 1 in the sign-alternating Consider m = 2 w − 1 such that windows over the sign-alternating form have width w + 1. For LR-scanning over random compressed-digit forms of sufficient length, the left-most window is - * 0 . . . 0 with probability 2 −w ; - * * 0 . . . 0 also with probability 2 −w ;
-of the form * ? * 0 . . . 0 with probability 2 1−w ; -. . .; -of the form * ? . . . ? * with probability 2 −1 .
As the resulting B m -representations will be successively shorter (the maximal index of the B m -representation is the index of the right-most non-zero digit within the left-most window over the compressed-digit form), this is in favor of generating short B m -representations. No m ≥ 2 w − 1 will have average lengths longer than this.
For RL-scanning over long random compressed-digit forms, however, the leftmost window is - * (width 1) with probability about 2/(w + 2); - * * (width 2) with probability about 1/(w + 2); -of the form * ? * (width 3) with probability about 1/(w + 2); -. . .; -of the form * ? . . . ? * (width w + 1) with probability about 1/(w + 2).
Again the resulting B m -representations will be successively shorter, but here the probabilities are in favor of generating long B m -representations. No m ≤ 2 w − 1 will have average lengths shorter than this. (To derive these estimates, assume that RL-scanning is applied to a long sequence of independently uniformly random compressed digits. Any given * in a width-w window well within such a sequence, after earlier windows have provided plenty of randomization of window positions, will be at the right-most position of its window with probability about 2/(w + 2), and at any other position of its window with probability about 1/(w + 2) each. This is seen by counting how many of the 2 w possibilities for the content of a width-(w + 1) window in RL-scanning have a * in the respective position: the right-most position sees twice the proportion of * 's as each other position. Since the start of a window does not depend on what follows, the left-most * in a [finite but long] compressed-digit form is similar except that the window abruptly ends there.)
B Limitations of Length Reduction
Let m be a shorthand notation for a digit string consisting of w m − 1 zeros concatenated with the digit m, and m for w m zeros (e.g. 5 = 005, 5 = 000). The m-LR-SFW representation for an integer of the second form is longer as well, but the weight remains unchanged; the original representation as given above already has minimal weight. For example, (11 01 01 . . . 01 01 0) 2 has no B 1 -representation of lower weight. There is no bound on the number of digits that one might have to examine to distinguish between such cases, so no finite-state machine could always generate the shortest representation among those of minimal weight.
