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Abstract. Consider the following Kolmogorov type hypoelliptic operator L := n j=2 x j · ∇ x j−1 + ∆ x n , where n 2 and x = (x 1 , · · · , x n ) ∈ (R d ) n = R nd . Let {T t ; t 0} be the semigroup associated with L . For any p ∈ (1, ∞), we show that there is a constant C = C(p, n, d) > 0 such that for any
where · p is the usual L p -norm in L p (R 1+nd ; ds × dx). To show this type of estimates, we first study the propagation of regularity in L 2 -space from variable x n to x 1 for the solution of the transport equation ∂ t u + n j=2 x j · ∇ x j−1 u = f .
Introduction
Let n 2 and d ∈ N. In this paper we consider the following Kolmogorov type hypoelliptic operator: where x = (x 1 , x 2 , · · · , x n ) ∈ R nd with x j = (x j1 , · · · , x jd ) ∈ R d for each j = 1, · · · , n, ∇ x j = (∂ x j1 , · · · , ∂ x jd ), and a t = (a We can rewrite L t as the following compact form:
where "tr" denotes the trace of matrix. Notice that if a t = a does not depend on t (i.e., time homogeneous), then
In this case, Z t (x) is an (nd)-dimensional Gaussian random variable with density
where Θ r : R nd → R nd is the dilation operator defined by
and Σ := 1 0 e rA σ a (σ a ) * e rA * dr is the covariance matrix (see [7] or (2.2) below). For
It is well-known that L t is the infinitesimal generator of T s,t , i.e.,
The goal of this paper is to show the following L p -maximal regularity estimate.
) and λ 0, 10) where
is the fractional Laplacian acting on the variable x j . 2 One of the motivation of studying the estimate (1.10) comes from the study of the following n + 1-order stochastic differential equation:
where X (n) t denotes the n-order derivative of X t with respect to the time variable and
t ), then X t solves the following one order stochastic differential equation
In particular, the infinitesimal generator of Markov process X t (x) is given by
which takes the same form as (1.1). Thus, the estimate (1.10) could be used to study the well-posedness of SDE (1.11) with rough coefficients b and σ. Indeed, when n = 1 and σ is bounded and uniformly nondegenerate, the second named author [10] studied the strong well-posedness of SDE (1.11) with (
See also [5] for similar results when σ = I.
Let us now recall some related results in literature about the estimate (1.10). In [3] , the authors adopted Coifman-Weiss' theorem to show the estimate (1.10) for j = n. When n = 2, in [4] , we used Fefferman-Stein's theorem to show the estimate (1.10) for j = 1, 2 even for nonlocal operators. It should be noticed that the methods used in [3] and [4] are quite different. In [3] , the key point is to show some weak 1-1 type estimate. While in [4] , the main point is to show that the operator in (1.10) is bounded from L ∞ to some BMO spaces. In particular, to show the propagation of the regularity from the nondegenerate component to the degenerate component, in [4] , we have used Bouchet's result [2] . More precisely, Bouchet studied the following transport equation:
and showed that for any α 0,
2 , where C = C(α, d) > 0. A simplified proof of this type estimate was provided in [1] . Thus, the first goal of this paper is to extend the above estimate to the following more general transport equation:
That is, we want to show that for any j = 1, · · · , n − 1 and α 0, there is a constant
It seems that this type estimate is not trivial compared with [1] , see Section 3.
Although the above result is proven for Laplacian operator, we can extend it to more general nonlocal operator as in [4] without any difficulty. Indeed, let us consider the following nonlocal operator:
where σ ∈ M d is a d × d matrix and ν is a symmetric Lévy measure. Let n 2 and
where L ν t σ t ,x n means that the operator acts on the variable x n . Suppose that
2 , where ν (α) 1 and ν (α) 2 are two symmetric and nondegenerate α-stable Lévy measures (see [4] ). Under the above assumptions, as in [4] , we can show that for any j = 1, · · · , n,
where T ν,σ s,t is defined as in (1.8) by using the non-stationary Lévy process L t with Lévy measure ν t to replace the Brownian motion. We note that at the almost same time, Huang, Menozzi and Priola [6] have obtained (1.12) for time-independent σ and ν by using Coifman-Weiss' theorem. As mentioned above, our proof is based on Fefferman-Stein's theorem. This paper is organized as follows: In Section 2, we prepare some estimates about the distribution density of X s,t (x), and give the necessary Fefferman-Stein's theorem. In Section 3, we show the propagation of the regularity for transport equation. In Section 4, we prove our main result.
Throughout this paper, we use the following convention: The letters C and c with or without subscripts will denote a positive constant, whose value may change in different places. Moreover, we use A B to denote A CB for some constant C > 0.
Preliminaries
Estimate of density of X s,t (x)
. In this subsection we show some necessary estimate about the density of X s,t (x). 4 Lemma 2.1. Under (1.2), X s,t (0) admits a smooth density p
, where N 0 = {0} ∪ N, there are constants C, c > 0 only depending on n, β, d and κ such that for all s < t and x, y ∈ R nd ,
where Θ r is the dilation operator defined by (1.7).
Proof. Since (cW ·/c 2 )
= W for c 0, by the change of variables, we have
Hence, by definitions (1.5), (1.6) and (1.7),
Since Z is a nd-dimensional Gaussian random variable with mean value zero and covariance matrix
we have
On the other hand, by (1.5), (1.6) and (1.3), we have for all y ∈ R nd ,
Since the unit sphere in R nd is compact, and for each R nd ∋ ω 0,
we obtain that for some c 0 = c 0 (n, κ, d) > 0 and all y ∈ R nd ,
3)
The desired estimate now follows by the chain rule, (2.2) and (2.3).
For α ∈ (0, 2], the fractional Laplacian
where S(R d ) is the space of Schwartz rapidly decreasing functions. For α ∈ (0, 2), up to a multiplying constant, an alternative definition of ∆ α/2 is given by the following integral form (cf. [8] ):
Observe that for α ∈ (0, 1),
where ∆ α/2
x j means that the fractional Laplacian acts on the variable x j . Proof. Below we only show (2.6) and (2.7) for α ∈ (0, 2). Let p s,t (x, y) be the distribution density of X s,t (x) = e (t−s)A x + X s,t (0). We have
For simplicity of notation, we write
By (2.1), (2.8) and the chain rule, we have 9) and also by the mean value formula,
for somex ∈ R nd depending on z j . By formula (2.4), we have
For I 1 (x, y), by (2.9) we have
where we have used that
For I 2 (x, y), by (2.10) we have
Combining the above calculations, we obtain
Thus we proved (2.6). Similarly, we can show (2.6).
2.2.
Fefferman-Stein's theorem. First of all, we introduce a family of "balls" in R 1+nd . For any r > 0 and point (t 0 , x 0 ) ∈ R 1+nd , we define
The set of all such balls is denoted by Q. We have
where | · | denotes the Euclidean volume and ω d is the volume of the unit ball in
and for (t 0 , x 0 ) ∈ R 1+nd and r > 0,
Proof. (i) and (ii) are direct by definition.
(iii) We only prove the second inequality in (2.11). The first one is similar. Observing that for all (t, x), (s, y) ∈ R 1+nd ,
For simplicity, we write
By the definition of ℓ, we have
Hence, for each i = 1, · · · , n,
and
(iv) and (v) are easy consequences of (iii).
, we define the Hardy-Littlewood maximal function by
and the sharp function by
where for a Q ∈ Q,
. Clearly, f ∈ BMO(R 1+nd ) if and only if there exists a constant C > 0 such that for any Q ∈ Q, and for some c Q ∈ R,
The 
where the constant C depends only on p, q and the norms of P L q →L q and P L ∞ →BMO .
Propagation of regularity in L 2 -space for transport equations
Fix n 2 and λ 0. Let A be as in (1.3) . In this section we consider the following linear transport equation in R nd :
Taking Fourier's transformation in the spatial variable x, we obtain
where A * is the transpose of A, and ξ is the dual variable. Multiplying both sides by the complex conjugate ofû, we get
Let φ(ξ) be a smooth function and define
We have
and ifû has compact support, then
where e −tA * = (e −tA ) * is the transpose of exponential matrix in (1.6). The following propagation of regularity in L 2 -space is the key step in the proof of Theorem 1.1. 
(3.6)
In particular,
Proof. Let ρ : [0, ∞) → [0, 1] be a smooth function with ρ(s) = 1 for s < 1 and ρ(s) = 0 for s > 2. For R > 0, let χ R (s, ξ) := ρ(s/R)ρ(|ξ|/R) and
2 , then letting R → ∞, we get (3.6). Hence, without loss of generality, in the following, we may and shall assume thatû has compact support. We use the induction method.
Let us first look at the case of j = 1. We follow the simple argument of Alexander [1] . For any ε > 0, by Planchel's identity, we have
For I 1 (ε), we have
For I 2 (ε), letting Ω := {ε|ξ 2 | |ξ 1 | 1/(1+α) } and by (3.5) with φ = 1, we have
Observing that
Hence, by Young's inequality we have
which in turn gives (3.6) for j = 1 by letting
. Suppose now that (3.6) has been proven for j = 1, · · · , k with k n − 2. We want to show that (3.6) holds for j = k + 1. For δ > 0, we define
and write
We first treat K 1 (δ). By the induction hypothesis, one sees that for j = 1, 2, · · · , k,
(3.9)
by (3.9) and Young's inequality, we have
Next we treat the trouble term K 2 (δ). Let
and define
Integrating both sides of (3.4) with respect to variable ξ (k) , we get
We make the following decomposition:
For K 21 (δ, ε), we have
and recalling
we may write
As in estimating (3.8), we have
and also by the definition of g φ δ
Hence,
. Moreover, by elementary calculations, we also have
Thus, sinceû has compact support, by the integration by parts formula, we have
13
, which then yields (3.6) for j = k + 1 by letting ε = ( f 2 / ∆ 
Thus, by the change of variables and Fubini's theorem, we further have
The proof of (1.10) for p = 2 is thus complete by (3.7).
4.2.
Case: p ∈ (2, ∞). For j = 1, · · · , n and ε ∈ (0, 1), let us define
where
is a family of mollifiers with ̺ ∈ C ∞ c (R nd ) and ̺ = 1, and the superscript a denotes the dependence on the diffusion coefficient a. To use Theorem 2.4, our main task is to show that P ε j is a bounded linear operator from L ∞ (R 1+nd ) to BMO. More precisely, we want to prove that for any f ∈ L ∞ (R 1+nd ) with f ∞ 1, and any Q = Q r (t 0 , x 0 ) ∈ Q,
where c Q j is a constant depending on Q and f ε , and C only depends on n, κ, p, d, and not on ε. 
where c ∈ R,ã s := a r 2 s+t 0 andf ε (t, x) := f ε r 2 t + t 0 , Θ r x + e tA x 0 . Here Θ r is the dilation operator defined in (1.7).
Proof. Let us write
By the change of variables, we havẽ
by the change of variables again, we have
The proof is finished.
Noticing that
Convention: Without extra declaration, all the constants contained in " " will depend only on n, κ, p, d.
Since f ∞ 1, we have
By (2.6), we have for any s ∈ [−1, 1],
Let ϕ be a nonnegative smooth cutoff function in R nd with ϕ(x) = 1 for |x| n and ϕ(x) = 0 for |x| > 2n. Notice that
It is easy to see that u ε ϕ satisfies
16 which implies by (1.9) that
By the definition of P ε j1 , we have
For I 1 , by (1.10) for p = 2 and (4.4), (4.5), we have
1.
For I 2 , if j = n, then by (4.4) and (4.5),
if j = 1, · · · , n − 1, then by definition (2.4) and (4.4),
z j u ε δ
(1)
The proof is complete.
The next lemma is crucial for treating P Proof. Noticing that by (1.9), for each s ∈ (0, t) and x ∈ R nd ,
we have For I
