Abstract. We study relaxation of nonconvex integrals of the calculus of variations in the setting of Cheeger-Sobolev spaces when the integrand has not polynomial growth and can take infinite values.
Introduction
In this paper we are concerned with relaxation of integrals of type ż X Lpx, ∇ µ upxqqdµpxq, (1.1)
where pX, d, µq is a metric measure space, with pX, dq a length space separable and compact, satisfying a weak p1, pq-Poincaré inequality with p ą 1 and such that µ is a doubling positive Radon measure on X, u P W 1,p µ pX; R m q with m ě 1 an integer and ∇ µ u is the µ-gradient of u, and L : XˆM Ñ r0, 8s is a Borel measurable integrand not necessarily convex with respect to ξ P M, where M denotes the space of all mˆN matrices with N ě 1 an integer. Such a relaxation problem in such a metric measure setting was studied for the first time in [AHM15] (see also [BBS97, Man00, AHM03, Fra03, AHM04, Man05, Moc05, HKLL14] and the references therein) when L has p-growth, i.e., there exist α, β ą 0 such that for every x P X and every ξ P M, α|ξ| p ď Lpx, ξq ď βp1`|ξ| p q, (1.2) where it is proved (see [AHM15, Theorem 2.21 and Corollary 2.27]) that if (1.2) holds then the relaxation of (1.1) with respect to the norm of L µ -norm with Lip 0 pA; R m q :" u P LippX; R m q : u " 0 on XzA ( , where LippX; R m q is the class of Lipschitz functions from X to R m (see §3.1 for more details).
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Our motivation for developing relaxation, and more generally calculus of variations, in the setting of metric measure spaces comes from applications to hyperelasticity. In fact, the interest of considering a general measure is that its support can modeled a hyperelastic structure together with its singularities like for example thin dimensions, corners, junctions, etc. Such mechanical singular objects naturally lead to develop calculus of variations in the setting of metric measure spaces. In this way, having in mind the two basic conditions of hyperelasticity, i.e., "the non-interpenetration of the matter" and "the necessity of an infinite amount of energy to compress a finite piece of matter into a point", it is then of interest to study relaxation of nonconvex integrals of type (1.1) when the integrand has not p-growth and can take infinite values: this is the general purpose of the present paper. For related works in the Euclidean case, i.e., when pX, d, µq " pΩ, |¨´¨|, L N q where Ω is a bounded subset of R N and L N is the Lebesgue measure, we refer the reader to [Syc04, Syc05, AHM07, AHM08, Syc10, AH10, AHM12b, Man13, CD15, MS16b, MS16a] and the references therein.
Generally speaking, in this paper our main contribution (see §2.1, §2.2 and §2.3 for more details and more precisely Theorem 2.7) is to prove that for p ą κ, with κ :"
where C d ě 1 is the doubling constant, see (2.1), if L is radially uniformly upper semicontinuous, i.e., there exists a P L where L x denotes the effective domain of Lpx,¨q, and if L has G-growth, i.e., there exist α, β ą 0 such that for every x P X and every ξ P M, αGpx, ξq ď Lpx, ξq ď βp1`Gpx, ξqq,
where G : XˆM Ñ r0, 8s is a Borel measurable and p-coercive integrand satisfying some "convexity" assumptions, see (2.6), (2.7), (2.10) and (2.11), then the relaxation of (1.1) with respect to the norm of L Corollary 2.8, which is a consequence of Theorem 2.7, is proved at the end of Section 2. Section 3 is devoted to several auxiliary results needed for proving Theorem 2.7.
Notation. The open and closed balls centered at x P X with radius ρ ą 0 are denoted by:
Q ρ pxq :" ! y P X : dpx, yq ă ρ ) ;
Q ρ pxq :" ! y P X : dpx, yq ď ρ ) .
For x P X and ρ ą 0 we set BQ ρ pxq :" Q ρ pxqzQ ρ pxq " ! y P X : dpx, yq " ρ ) .
For A Ă X, the diameter of A (resp. the distance from a point x P X to the subset A) is defined by diampAq :" sup x,yPA dpx, yq (resp. distpx, Aq :" inf yPA dpx, yq).
The symbolş stands for the mean-value integraĺ ż B f dµ " 1 µpBq ż B f dµ.
Main results
2.1. Setting of the problem. Let pX, d, µq be a metric measure space, where pX, dq is a length space which is separable and compact, and µ is a positive Radon measure on X.
In what follows, we assume that µ is doubling, i.e., there exists a constant C d ě 1 (called doubling constant) such that µ pQ ρ pxqq ď C d µ´Q ρ 2 pxq¯(2.1)
for all x P X and all ρ ą 0, and X supports a weak p1, pq-Poincaré inequality with 1 ă p ă 8, i.e., there exist C P ą 0 and σ ě 1 such that for every x P X and every ρ ą 0, ż Qρpxqˇf´ż Qρpxq
for every f P L p µ pXq and every p-weak upper gradient g P L p µ pXq for f . (For the definition of the concept of p-weak upper gradient, see Definition 3.2.) As µ is doubling, for each Q r pxq with r ą 0 andx P X we have µpQ ρ pxqq µpQ r pxqq ě 4´κ´ρ r¯κ (2.3)
for all x P Q r pxq and all 0 ă ρ ď r, where κ :"
(see [Haj03, Lemma 4.7] ). From now on, we suppose p ą κ and we fix an integer m ě 1. Let OpXq be the class of open subsets of X and let E : W 1,p µ pX; R m qˆOpXq Ñ r0, 8s be the variational integral defined by Epu, Aq :"
where L : XˆM Ñ r0, 8s is a Borel measurable integrand not necessarily convex with respect to ξ P M, where M denotes the space of all mˆN matrices with N ě 1 an integer.
The space W 1,p µ pX; R m q denotes the class of p-Cheeger-Sobolev functions from X to R m and ∇ µ u is the µ-gradient of u (see §3.1 for more details). Let E : W 1,p µ pX; R m qˆOpXq Ñ r0, 8s be the "relaxed" variational functional of the variational integral E with respect to the strong convergence in L p µ pX; R m q, i.e.,
The object of the paper is to study the problem of finding an integral representation for Ep¨, Xq in the case where L has not p-growth and can take infinite values.
2.2. General growth and ru-usc condition. Let G : XˆM Ñ r0, 8s be a Borel measurable integrand which is p-coercive, i.e., there exists c ą 0 such that for every x P X and every ξ P M,
and for which there exists r ą 0 such that
Remark 2.1. If sup |ξ|ďr Gp¨, ξq P L 8 µ pXq then (2.6) is satisfied. In particular, this latter condition holds when G depends only on ξ and is convex.
We also assume that there exists γ ą 0 such that for every x P X, every t Ps0, 1r and every ξ, ζ P M, Gpx, tξ`p1´tqζq ď γp1`Gpx, ξq`Gpx, ζqq.
(2.7)
Remark 2.2. If (2.7) holds and if 0 P int`tξ P M : Gp¨, ξq P L Remark 2.3. If (2.7) holds then the effective domain G x of Gpx,¨q is convex.
Let G, G : W 1,p µ pX; R m q Ñ r0, 8s be the integral functionals defined by:
Let us denote the effective domains of the functionals G and G by G and G respectively. We futhermore assume that:
Remark 2.4. The assumptions (2.11) is satisfied in the following cases:
(1) if Gp¨, ξq P L 1 µ pXq for all ξ P M then (2.11) holds; (2) if G only depends on ξ then (2.11) holds; (3) if Gpx, ξq " G 1 pxq`G 2 pξq for all x P X and all ξ P M and if G 1 P L 1 µ pXq then (2.11) holds; (4) if Gpx, ξq " G 1 pxqG 2 pξq for all x P X and all ξ P M and if G 1 P L 1 µ pXq then (2.11) holds Throughout the paper, we assume that L has G-growth, i.e., there exist α, β ą 0 such that for every x P X and every ξ P M, αGpx, ξq ď Lpx, ξq ď βp1`Gpx, ξqq.
(2.12)
Remark 2.5. If (2.7) and (2.12) hold then the effective domain L x of Lpx,¨q is equal to G x , and so is convex.
Remark 2.6. If (2.12) is satisfied then the effective domain of the functional Ep¨, Xq is equal to S, and so to S when (2.10) holds.
When Gpx,¨q " |¨| p we say that L has p-growth. The p-growth case was already studied in [AHM15] . The object of this paper is to deal with the G-growth case. For this, in addition, we need to suppose that L is radially uniformly upper semicontinuous (ru-usc), i.e., there exists a P L with C d ě 1 given by the inequality (2.1), and m ě 1. Let Q µ L : XˆM Ñ r0, 8s, called the µ-quasiconvexification of L, be given by
14)
where, for each A P OpXq, W 1,p µ,0 pA; R m q is the closure of Lip 0 pA; R m q with respect to W 1,p µ -norm with Lip 0 pA; R m q :" u P LippX; R m q : u " 0 on XzA ( , where LippX; R m q is the class of Lipschitz functions from X to R m (see §3.1 for more details). The main result of the paper is the following.
As a consequence of Theorem 2.7, we have Corollary 2.8. Under the hypotheses of Theorem 2.7, if Q µ G " G and if, for each x P X, Q µ Lpx,¨q is lsc on the interior intpL x q of the effective domain L x of Lpx,¨q, then (2.15) holds and
if x P X and ξ P intpL x q lim tÑ1´Q µ Lpx, tξq if x P X and ξ P BL x 8 otherwise.
(2.16)
where QL x denotes the effective domain of Q µ Lpx,¨q. Moreover, from (2.7) is is easily seen that L x is convex for all x P X, hence (3.38) holds, and (2.16) follows from Theorem 3.23.
Auxiliary results
3.1. The p-Cheeger-Sobolev spaces. Let p ą 1 be a real number, let pX, d, µq be a metric measure space, where pX, dq is a length space which is separable and compact, and µ is a positive Radon measure on X. We begin with the concept of upper gradient introduced by Heinonen and Koskela (see [HK98] ). 
Denote the algebra of Lipschitz functions from X to R by LippXq. (As X is compact, every Lipschitz function from X to R is bounded.) From Cheeger and Keith (see [Che99, Theorem 4 .38] and [Kei04, Definition 2.1.1 and Theorem 2.3.1]) we have Theorem 3.3. If µ is doubling, i.e., (2.1) holds, and X supports a weak p1, pq-Poincaré inequality, i.e., (2.2) holds, then there exists a countable family
N pkq with ξ k i P LippXq satisfying the following properties: (a) there exists an integer N ě 1 such that Npkq P t1,¨¨¨, Nu for all k; (b) for every k and every f P LippXq there is a unique
where
where 1 X k denotes the characteristic function of X k , is linear and, for each f, g P LippXq, one has
e. on every µ-measurable set where f is constant.
Remark 3.4. Theorem 3.3 is true without the assumption that pX, dq is a length space.
Let LippX; R m q :" rLippXqs m and let ∇ µ : LippX; R m q Ñ L 8 µ pX; Mq given by
with u " pu 1 ,¨¨¨, u m q.
From Theorem 3.3(c) we see that for every u P LippX; R m q and every f P LippXq, one has µ pX; R m q and every A P OpXq, if upxq " 0 for µ-a.a. x P A then ∇ µ upxq " 0 for µ-a.a. x P A; (b) X supports a p-Sobolev inequality, i.e., there exist C S ą 0 and χ ě 1 such that
for all 0 ă ρ ď ρ 0 , with ρ 0 ą 0, and all v P W Lip 0 pA; R m q :" u P LippX; R m q : u " 0 on XzA ( ; (c) X satisfies the Vitali covering theorem, i.e., for every A Ă X and every family F of closed balls in X, if inftρ ą 0 : Q ρ pxq P F u " 0 for all x P A then there exists a countable disjointed subfamily G of F such that µpAz Y QPG Qq " 0; in other words, A Ă`Y QPG Q˘Y N with µpNq " 0; (d) for every u P W 1,p µ pX; R m q and µ-a.e. x P X there exists u x P W 1,p µ pX; R m q such that:
where κ :"
with C d ě 1 given by the inequality (2.1); (e) for every x P X, every ρ ą 0 and every τ Ps0, 1r there exists a Uryshon function ϕ P LippXq for the pair pXzQ ρ pxq, Q τ ρ pxqq 1 such that
Remark 3.8. As µ is a Radon measure, if X satisfies the Vitali covering theorem, i.e., Proposition 3.7(c) holds, then for every A P OpXq and every ε ą 0 there exists a countable family tQ ρ i px i qu iPI of disjoint open balls of A with x i P A, ρ i Ps0, εr and µpBQ
Proof of Proposition 3.7. Firstly, X satisfies the Vitali covering theorem, i.e., the property (c) holds, because µ is doubling (see [Fed69,  [HK95, HK00] ), since µ is doubling and X supports a weak p1, pq-Poincaré inequality, we can assert that there exist c ą 0 and χ ą 1 such that for every 0 ă ρ ď ρ 0 , with ρ 0 ě 0, every v P W 1,p µ,0 pX; R m q and every p-weak upper gradient
On the other hand, from Cheeger (see [Che99, Theorems 2.10 and 2.18]), for each w P W 1,p µ pXq there exists a unique p-weak upper gradient for w, denoted by g w P L p µ pXq and called the minimal p-weak upper gradient for w, such that for every p-weak upper gradient g P L p µ pXq for w, g w pxq ď gpxq for µ-a.a. x P X. Moreover (see [Che99, §4] and also [BB11, §B.2, p. 363], [Bjö00] and [GH13, Remark 2.15]), there exists θ ě 1 such that for every w P W 1,p µ pXq and µ-a.e. x P X, 1 θ g w pxq ď |D µ wpxq| ď θg w pxq. (3.8)
for µ-a.a. x P X, where g v :" pg v i q i"1,¨¨¨,m is naturally called the minimal p-weak upper gradient for v. Combining (3.7) with (3.9) we obtain the property (b). Fourthly, from Björn (see [Bjö00, Corollary 4.6(ii)] we see that for every k, every u P W 1,p µ pX; R m q and µ-a.e.
Hence the property (d) is verified. Fifthly, given ρ ą 0, τ Ps0, 1r and x P X, there exists a Uryshon function ϕ P LippXq for the pair pXzQ ρ pxqq, Q τ ρ pxqq such
where for every y P X, Lipϕpyq :" lim dpy,zqÑ0 |ϕpyq´ϕpzq| dpy, zq .
But, since µ is doubling and X supports a weak p1, pq-Poincaré inequality, from Cheeger (see [Che99, Theorem 6 .1]) we have Lipϕpyq " g ϕ pyq for µ-a.a. y P X, where g ϕ is the minimal p-weak upper gradient for ϕ. Hence }D µ ϕ} L 8 µ pX;R N q ď θ ρp1´τ q because |D µ ϕpyq| ď θ|g ϕ pyq| for µ-a.a. y P X. Consequently the property (e) holds. Finally, as pX, dq is a length space, from Colding and Minicozzi II (see [CM98] and [Che99, Proposition 6.12]) we can assert that there exists δ ą 0 such that for every x P X, every ρ ą 0 and every τ Ps0, 1r, µpQ ρ pxqzQ τ ρ pxqq ď 2 δ p1´τ q δ µpQ ρ pxqq, which implies the property (f).
The following result comes from Haj lasz and Koskela (see [HK00, Theorem 5.1] and [Haj03, Theorem 9.7 and Remark 9.8]).
Theorem 3.9. Assume that the assumptions of Theorem 3.3 hold and let κ :"
where C d ě 1 is given by the inequality (2.1). If p ą κ then for every r ą 0 and everyx P X there exists Cpr,xq ą 0 such that |upyq´upzq| ď Cpr,xqdpy, zq
Proof of Theorem 3.9. Since pX, d, µq is a compact (and so complete) doubling metric space, pX, d, µq is proper, i.e., every closed ball is compact (see [HKST15, Lemma 4.1.14]). Moreover, by assumption, pX, dq is a length space, i.e., the distance between any two points equals infimum of lengths of curves connecting the points. So, from [Haj03, Theorem 9.7 and Remark 9.8] we can assert that there exists c ą 0 such that
for all w P W 1,p µ pXq, allx P X, all r ą 0 and all y, z P Q r pxq, where g w P L p µ pXq denotes the minimal p-weak upper gradient for w. On the other hand, from (2.3) it is easy to see that for every r ą 0 and everyx P X there exists θpr,xq ą 0 such that µpQ r pxqq ě θpr,xqr κ .
Moreover, by the left inequality in (3.8) we haveş Qρpxq g p w dµ ď α pş Qρpxq |D µ w| p dµ. Thus, for each r ą 0, eachx P X and each y, z P Q r pxq, (3.10) can be rewritten as follows |wpyq´wpzq| ď Cpr,xqdpy, zq
with Cpr,xq " cα θpr,xq ą 0. It follows that for every r ą 0 and everyx P X, we have |upyq´upzq| ď Cpr,xqdpy, zq for all u P W 1,p µ pX; R m q and all y, z P X.
Proof of Corollary 3.10. Applying Theorem 3.9 with r " diampXq and for a fixedx " x 0 P X, where diampXq " suptdpy, zq : y, z P Xu ă 8 because pX, dq is compact, we see that
for all u P W 1,p µ pX; R m q and all y, z P X. Hence (3.12) holds with K 1 " C pdiampXq, x 0 q and every u P W 
But, by (3.13) we havê ż
Hence, combining (3.14) and (3.15) we deduce that for every y P X,
, and (3.11) follows.
As a consequence of Corollary 3.10 we have the following L 8 µ -compactness result in the framework of the p-Cheeger-Sobolev spaces with p ą κ. then, up to a subsequence, lim
Proof of Corollary 3.11. From (3.16) we deduce that sup ně1 }u n } W 1,p µ pX;R m q ă 8, and using Corollary 3.10 we can assert that sup ně1 }u n } CpX;R m q ă 8, i.e., tu n u n is bounded in CpX; R m q with pX, dq a compact metric space. On the other hand, using (3.12) it is easy to see that tu n u n is equicontinuous, and (3.17) follows from Arzelà-Ascoli's theorem.
3.2. The De Giorgi-Letta lemma. Let X " pX, dq be a metric space, let OpXq be the class of open subsets of X and let BpXq be the class of Borel subsets of X, i.e., the smallest σ-algebra containing the open (or equivalently the closed) subsets of X. The following result is due to De Giorgi and Letta (see [DGL77] and also [But89, Lemma 3.3.6 p. 105]).
Lemma 3.12. Let S : OpXq Ñ r0, 8s be an increasing set function, i.e., SpAq ď SpBq for all A, B P OpXq such A Ă B, satisfying the following four conditions: (a) SpHq " 0; (b) S is superadditive, i.e., SpA Y Bq ě SpAq`SpBq for all A, B P OpXq such that A X B " H; (c) S is subadditive, i.e., SpA Y Bq ď SpAq`SpBq for all A, B P OpXq; (d) there exists a finite Radon measure ν on X such that SpAq ď νpAq for all A P OpXq.
Then, S can be uniquely extended to a finite positive Radon measure on X which is absolutely continuous with respect to ν.
3.3.
Integral representation of the Vitali envelope of a set function. What follows was first developed in [BFM98, BB00] (see also [AHM16] ). Here we only give what you need for proving Theorem 2.7. Let pX, dq be a metric space, let OpXq be the class of open subsets of X and let µ be a positive finite Radon measure on X. We begin with the concept of differentiability with respect to µ of a set function.
Definition 3.13. We say that a set function Θ : OpXq Ñ R is differentiable with respect to µ if
exists and is finite for µ-a.e. x P X.
Remark 3.14. It is easy to see that the limit in (3.18) exists and is finite if and only if 8 ă dμ Θ ď dμ Θ ă 8, where dμ Θ : X Ñ r´8, 8r and dμ Θ : X Ñs´8, 8s are given by: where BapX, x, ρq denotes the class of open balls Q of X such that x P Q, diampQq Ps0, ρr and µpBQq " 0, where BQ :" QzQ. We then have
Remark 3.15. In (3.19) and (3.20) we can replace BapX, x, ρq by BapA, x, ρq whenever A P OpXq and x P A.
For each ε ą 0 and each A P OpXq, we denote the class of countable families tQ i :" Q ρ i px i qu iPI of disjoint open balls of A with x i P A, ρ i " diampQ i q Ps0, εr and µpBQ i q " 0 such that µpAz Y iPI Q i q " 0 by V ε pAq.
Definition 3.16. Given Θ : OpXq Ñ R, for each ε ą 0 we define Θ ε : OpXq Ñ r´8, 8s by
By the Vitali envelope of Θ we call the set function Θ˚: OpXq Ñ r´8, 8s defined by
The interest of Definition 3.16 comes from the following integral representation result whose proof is given below.
Theorem 3.17. Let Θ : OpXq Ñ R be a set function satisfying the following two conditions: (a) there exists a finite Radon measure ν on X which is absolutely continuous with respect to µ such that |ΘpAq| ď νpAq for all A P OpXq; (b) Θ is subadditive, i.e., ΘpAq ď ΘpBq`ΘpCq for all A, B, C P OpXq with B, C Ă A, B X C " H and µpAzB Y Cq " 0. Then Θ is differentiable with respect to µ, d µ Θ P L 1 µ pXq and
As a direct consequence, we have 
µ pXq because ν is a finite Radon measure which is absolutely continuous with respect to the finite Radon measure µ. So λ´pAq, λ`pAq P R for all A P OpXq, where λ´, λ`: OpXq Ñ R are given by:
In what follows, we consider Θ˚: OpXq Ñ R defined by
(3.23) (It is clear that Θ˚ď Θ˚. In fact, we are going to prove that under the assumptions (a) and (b) of Theorem 3.17 we have Θ˚pAq " Θ˚pAq " ş A d µ Θpxqdµpxq for all A P OpXq.) We divide the proof into three steps.
Step 1: proving that Θ˚" λ´and Θ˚" λ`. Define θ´, θ`: OpXq Ñ R by:
In what follows, θ˚(resp. θ˚) is defined by (3.22) (resp. (3.23)) with Θ replaced by θ´(resp. θ`).
Lemma
for all A P OpXq, whereν :" ν`|ν| is absolutely continuous with respect to µ (with |ν| denoting the total variation of ν). Secondly, we can assert that dμ θ´" 0, (3.25) where for any set function s : OpXq Ñ R, the function dμ s : X Ñ r´8, 8r (resp. dμ s : X Ñ s´8, 8s) is defined by (3.19) (resp. (3.20)) with Θ replaced by s. Indeed, for any x P X, it is easily seen that dμ Θpx, ρq´dμ λ´px, ρq ď dμ θ´px, ρq ď dμ Θpx, ρq´dμ λ´px, ρq.
for all ρ ą 0, and letting ρ Ñ 0, we obtain dμ Θpxq´dμ λ´pxq ď dμ θ´pxq ď dμ Θpxq´dμ λ´pxq.
But dμ λ´pxq " dμ λ´pxq " dμ Θpxq, hence dμ θ´pxq " 0. Finally, to conclude we prove that (3.24) and (3.25) imply θ˚" 0. Proof of (3.26). Fix A P OpXq. Fix any ε ą 0. Then dμ θ´ă ε, and so in particular lim ρÑ0 dμ θ´px, ρq ă ε for all x P A. Hence, for each x P A there exists tρ x,n u n Ăs0, εr with ρ x,n Ñ 0 as n Ñ 8 such that dμ θ´px, ρ x,n q ă ε for all n ě 1. Taking Remark 3.15 into account, it follows that for each x P A and each n ě 1 there is Q x,n P BapA, x, ρ x,n q such that for each x P A and each n ě 1,
Moreover, since diam`Q x,n˘" diampQ x,n q ď ρ x,n for all x P A and all n ě 1, we have inf diam`Q x,n˘: n ě 1 ( " 0 (where Q x,n denotes the closed ball corresponding to the open ball Q x,n ). Let F 0 be the family of closed balls of X given by
.
As X satisfies the Vitali covering theorem, from the above we deduce that there exists a disjointed countable subfamily tQ i u iPI 0 of closed balls of F 0 (with Q i Ă A, µpBQ i q " 0 and diampQ i q Ps0, εr) such that µ`Az Y iPI 0 Q i˘" 0, which means that tQ i u iPI 0 P V ε pAq. From (3. 
and, choosing x i P Q i X B n for each i P I n and noticing that Y iPIzIn Q i Ă AzB n , it follows that ÿ
Taking (3.33) into account, we conclude that θ´, ε pAq ě inf xPBn dμ θ´px, εq ÿ iPIn µpQ i q´νpAzB n q´ε for all ε ą 0 and all n ě 1, which gives θ˚pAq ě 0 by letting ε Ñ 0 and using (3.32) and then by letting n Ñ 8 and using (3.31).
As λ´and λ`are absolutely continuous with respect to µ, it is easy to see that:
θ˚" Θ˚´λ´; θ˚" Θ˚´λ`.
Hence Θ˚" λ´and Θ˚" λ`by Lemma 3.19.
Step 2: proving that Θ˚" Θ˚. We only need to prove that Θ˚ď Θ˚. For this, it is sufficient to show that for each open ball Q of X with µpBQq " 0, one has ΘpQq ď Θ˚pQq. Since µ`Qz Y iPI Q i˘" 0 there is a sequence tI n u n of finite subsets of I such that
Fix any n ě 1. As Θ is subadditive, see the assumption (b), we have
y using again the subadditivity of Θ, and consequently ÿ
Thus, using the assumption (a), we get ÿ
But, νpBQ i q " 0 for all i P I n because ν is absolutely with respect to µ, hence and (3.34) follows by letting n Ñ 8 and using (3.36) and then by letting ε Ñ 0.
Step 3: end of the proof. From steps 1 and 2 we have ż
Thus ş X pdμ Θpxq´dμ Θpxqqdµpxq " 0. But dμ Θ ě dμ Θ, i.e., dμ Θ´dμ Θ ě 0, hence dμ Θ´dμ Θ " 0, i.e., dμ Θ " dμ Θ, and the proof of Theorem 3.17 is complete.
3.4. Ru-usc integrands. Let pX, d, µq be a metric space measure, where µ is a positive Radon measure on X, and let L : XˆM Ñ r0, 8s be a Borel measurable integrand. For each x P X, we denote the effective domain of Lpx,¨q by L x and, for each a P L 1 loc,µ pX; s0, 8sq, we define ∆ Remark 3.21. If L is ru-usc then lim tÑ1´L px, tξq ď Lpx, ξq for all x P X and all ξ P L x . On the other hand, if there exist x P X and ξ P L x such that Lpx,¨q is lsc at ξ then, for each a P L and Lpx,¨q is lsc on intpL x q, where intpL x q denotes the interior of L x , then:
Lpx,¨q is the lsc envelope of Lpx,¨q. Lpx, ξq for all x P X and all ξ P M. The following proposition shows that ru-usc is conserved under µ-quasiconvexification.
Proof of Proposition 3.24. Fix any t P r0, 1s, any x P X and any ξ P Q µ L x where Q µ L x denotes the effective domain of Q µ Lpx,¨q. Then Q µ Lpx, ξq " lim ρÑ0 H ρ µ Lpx, ξq ă 8 and without loss of generality we can suppose that H ρ µ Lpx, ξq ă 8 for all ρ ą 0. Fix any ρ ą 0. By definition, there exists tw n u n Ă W 1,p µ,0 pQ ρ pxq; R m q such that:
Lpy, ξ`∇ µ w n pyqqdµpyq; (3.39)
ξ`∇ µ w n pyq P L y for all n ě 1 and µ-a.a. y P Q ρ pxq. . So, taking (3.40) into account, for every n ě 1 and µ-a.e. y P Q ρ pxq,
Lpy, ξ`∇ µ w n pyqqdµ¸ for all n ě 1. Letting n Ñ 8 and using (3.39) and (3.41), it follows that
for all ρ ą 0, and so
L ptq`apxq`Q µ Lpx, ξqb y letting ρ Ñ 0 in (3.42), which implies that ∆ a QµL ptq ď ∆ a L ptq for all t P r0, 1s, and the proof is complete.
Proof of the integral representation theorem
This section is devoted to the proof of Theorem 2.7 which is divided into six steps.
Step 1: integral representation of the E. For each u P W 1,p µ pX; R m q we consider the set function S u : OpXq Ñ r0, 8s given by
Recall that G is the effective domain of the functional u Þ Ñ ş X Gpx, ∇ µ upxqqdµpxq.
Lemma 4.1. If (2.5), (2.6), (2.7), (2.12) and (2.13) hold then
for all u P G and all A P OpXq with λ u P L 1 µ pXq given by
Proof of Lemma 4.1. Fix u P G. Using the right inequality in (2.12) we see that
for all A P OpXq. Thus, the condition (d) of Lemma 3.12 is satisfied with ν " β`1G px, ∇ µ upxqq˘dµ (which is absolutely continuous with respect to µ). On the other hand, it is easily seen that the conditions (a) and (b) of Lemma 3.12 are satisfied. Hence, the proof is completed by proving the condition (c) of Lemma 3.12, i.e., S u pA Y Bq ď S u pAq`S u pBq for all A, B P OpXq.
(4.2) Indeed, by Lemma 3.12, the set function S u can be (uniquely) extended to a (finite) positive Radon measure which is absolutely continuous with respect to µ, and the theorem follows by using Radon-Nikodym's theorem and then Lebesgue's differentiation theorem.
Remark 4.2. In fact, Lemma 4.1 establishes that for every u P G, Epu,¨q can be uniquely extended to a finite positive Radon measure on X which is absolutely continuous with respect to µ.
To show (4.2) we need the following lemma.
Lemma 4.3. If U, V, Z, T P OpXq are such that Z Ă U and T Ă V , then
Proof of Lemma 4.3. Let tu n u n and tv n u n be two sequences in W 1,p µ pX; R m q such that:
Since L is p-coercive (see (2.5) and the left inequality in (2.12)), from (4.6) and(4.7) we see that sup n }∇ µ u n } L p µ pX;Mq ă 8 and sup n }∇ µ v n } L p µ pX;Mq ă 8. As p ą κ, taking (4.4) and (4.5) into account, by Corollary 3.11 we can assert, up to a subsequence, that:
Fix δ Ps0, distpZ, BUqr with BU :" U zU, fix any q ě 1 and consider Wí , Wì Ă X given by:
Wí :"
Wì :"
where i P t1,¨¨¨, qu. For every i P t1,¨¨¨, qu there exists a Uryshon function ϕ i P LippXq for the pair pWì , Wí q. Fix any n ě 1 and define w 
Noticing that Z Y T " ppZ Y T q X Wí q Y pW X W i q Y pT X Wì q with pZ Y T q X Wí Ă U, T X Wì Ă V and W :" T X tx P U :
u we deduce that for every i P t1,¨¨¨, qu, ż
(4.11)
Fix any i P t1,¨¨¨, qu. From the right inequality in (2.12) and the inequality (2.7) we see that ż
and by using again the inequality (2.7) and the left inequality in (2.12) we obtain ż
On the other hand, we havěˇˇˇt 1´t
for µ-a.a. x P X. But lim nÑ8 }u n´vn } L 8 µ pX;R m q " 0 by (4.8) and (4.9), hence for each t Ps0, 1r and each i P t1,¨¨¨, qu there exists n t,i ě 1 such thaťˇˇˇt 1´t D µ ϕ i pxq b pu n pxq´v n pxqqˇˇˇˇď r for µ-a.a. x P X and all n ě n t,i with r ą 0 given by (2.6). Hence ż
Gpx, ξqdµpxq (4.13) for all n ě N t,q with N t,q " maxtn t,i : i P t1,¨¨¨, quu. Moreover, we have:
where a P L 1 µ pX; s0, 8sq is given by (2.13) (and lim tÑ1´∆ a L ptq ď 0 because L is ru-usc). Taking (4.13) into account and substituting (4.12), (4.14) and (4.15) into (4.11) and then averaging these inequalities, it follows that for every q ě 1, every t Ps0, 1r and every n ě N t,q , there exists i n,t,q P t1,¨¨¨, qu such that ż
, where ş X sup |ξ|ďr Gpx, ξqdµ ă 8 by (2.6). Thus, letting n Ñ 8, t Ñ 1´and q Ñ 8 and using (4.6) and (4.7), we get
(4.16)
On the other hand, taking (4.10) into account and using (4.4) and (4.5) we see that
By diagonalization, there exist increasing mappings n Þ Ñ t n and n Þ Ñ q n with t n Ñ 1´and q n Ñ 8 such that:
whereŵ n :" t n w in,t n,qn n . Hence
and (4.3) follows from (4.16).
We now prove (4.2). Fix A, B P OpXq. Fix any ε ą 0 and consider C, D P OpXq such that C Ă A, D Ă B and
Then S u pEq ď ε by (4.1). LetĈ,D P OpXq be such that C ĂĈ,
Applying Lemma 4.3 with U "Ĉ YD, V " T " E and Z " C Y D (resp. U " A, V " B, Z "Ĉ and T "D) we obtain S u pA Y Bq ď S u pĈ YDq`ε`resp. S u pĈ YDq ď S u pAq`S u pBq˘, and (4.2) follows by letting ε Ñ 0.
Step 2: another formula for E. Let E 0 : W 1,p µ pX; R m qˆOpXq Ñ r0, 8s given by
Lemma 4.4. If (2.5), (2.6), (2.7), (2.12) and (2.13) hold then for every u P G and every A P OpXq, one has:
Epu, Aq ď E 0 pu, Aq; (4.17)
where a P L 1 µ pX; s0, 8sq is given by (2.13). As a direct consequence we have
for all u P G and all A P OpXq.
Proof of Lemma 4.4. Fix u P G and A P OpXq. Clearly, E 0 pu; Aq ě Epu, Aq because W
is satisfied. Thus, it remains to prove (4.18). Let tu n u n Ă W 1,p µ pX; R m q be such that:
Remark 4.5. Without loss of generality we can always suppose that Epu, Aq ă 8. So, in fact, if we futhermore assume that (2.10) is satisfied, Lemma 4.4 remains true if we replace "u P G" by "u P W 1,p
Since L is p-coercive (see (2.5) and the left inequality in (2.12)), from (4.21) we see that sup n }∇ µ u n } L p µ pX;Mq ă 8. As p ą κ, taking (4.20) into account, by Corollary 3.11 we can assert, up to a subsequence, that:
Fix δ ą 0 and set A δ :" tx P A : distpx, BAq ą δu with BA :" AzA. Fix any n ě 1 and any q ě 1 and consider Wí , Wì Ă X given by
where i P t1,¨¨¨, qu. (Note that Wí Ă A.) For every i P t1,¨¨¨, qu there exists a Uryshon function ϕ i P LippXq for the pair pWì , Wí q. Define w 
Noticing that A " Wí Y W i Y pA X Wì q we deduce that for every i P t1,¨¨¨, qu, ż
Fix any q P t1,¨¨¨, qu. From the right inequality in (2.12) and the inequality (2.7) we see that ż
Remark 4.6. As u P G and (2.12) holds, we have ş E Lpx, ∇ µ uqdµ ă 8 for all E P OpXq.
for µ-a.a. x P X. But lim nÑ8 }u n´u } L 8 µ pX;R m q " 0 by (4.22), hence for each i P t1,¨¨¨, qu there exists n i ě 1 such thaťˇˇˇt 1´t D µ ϕ i pxq b pu n pxq´upxqqˇˇˇˇď r for µ-a.a. x P X and all n ě n i with r ą 0 given by (2.6). Hence ż
for all n ě N q with N q " maxtn i : i P t1,¨¨¨, quu. Moreover, we have:
where a P L 1 µ pX; s0, 8sq is given by (2.13) (and lim tÑ1´∆ a L ptq ď 0 because L is ru-usc). Taking (4.26) into account and substituting (4.25), (4.27) and (4.28) into (4.24) and then averaging these inequalities, it follows that for every q ě 1 and every n ě N q , there exists i n,q P t1,¨¨¨, qu such that ż Step 3: using the Vitali envelope. For each u P W The set function q mů is called the Vitali envelope of q m u , see §3.3 for more details. (Note that as X satisfies the Vitali covering theorem, see Proposition 3.7(c) and Remark 3.8, we have V ε pAq " H for all A P OpXq and all ε ą 0.) Lemma 4.7. If (2.5), (2.6), (2.7), (2.12) and (2.13) hold then Epu, Aq " q můpAq (4.32)
Proof of Lemma 4.7. Fix u P G. Given any A P OpXq, it is easy to see that m tu pAq ď E 0 ptu, Aq for all t Ps0, 1r, hence On the other hand, we have
with χ ě 1 given by (3.3). As X supports a p-Sobolev inequality, see Proposition 3.7(b), and diampQ i q Ps0, εr for all i P I, we have
with C S ą 0 given by (3.3), hence
and consequently
Taking (2.5), the left inequality in (2.12), (4.34) and (4.35) into account, from (4.37) we deduce that Step 4: differentiation with respect to µ. This step consists of applying Theorem 3.17 (with Θ " q m u where u P S). More precisely, we have Lemma 4.8. If (2.6), (2.7) and the left inequality in (2.12) hold then
for all u P S and all A P OpXq. As a consequence, if futhermore (2.5), the right inequality in (2.12) and (2.13) hold then
for all u P S and all A P OpXq.
Proof of Lemma 4.8. Fix u P S. The integral representation of Epu,¨q in (4.42) follows from (4.41) by using Lemma 4.7 and the definition of q m u in (4.30). So, we only need to establish (4.41). For this, it is sufficient to prove that q m u is subadditive and there exists a finite Radon measure ν on X which is absolutely continuous with respect to µ such that q m u pAq ď νpAq But, from (2.7) we see that Gpx, t∇ µ upxqq ď γ`1`Gpx, ∇ µ upxqq`Gpx, 0q˘for µ-a.a. x P X, hence m tu pAq ď βµpAq`βγµpAq`βγ
Letting t Ñ 1´, we conclude that
with c :" βp1`γq. Thus (4.43) is satisfied with the Radon measure ν :" cp1`Gpx, ∇ µ upxqqG px, 0qqdµ which is necessarily finite since u P S and Gp¨, 0q P L 1 µ pXq because Gp¨, 0q ď sup |ξ|ďr Gp¨, ξq and sup |ξ|ďr Gp¨, ξq P L 1 µ pXq by (2.6).
Step 5: removing by affine functions. According to (4.42), the proof of Theorem 2.7 will be completed (see Remark 4.9 and also Step 6) if we prove that for each u P S and µ-a.e. x P X, we have: On the other hand, it is easily seen that
where Q µ L is the µ-quasiconvexification of L defined in (2.14). Hence
We only give the proof of (4.44). As the proof of (4.45) uses the same method, its detailled verification is left to the reader.
Proof of (4.44). Fix u P S. Fix any ε ą 0, any τ Ps0, 1r, any ρ Ps0, εr, any t Ps0, 1r and any s Pst, 1r. By definition of m su pQ τ ρ pxqq, where there is no loss of generality in assuming that µpBQ τ ρ pxqq " 0, there exists w : X Ñ R m such that w´su P W D µ ϕ b pu´u x q`t`ϕ∇ µ u`p1´ϕq∇ µ upxq˘in Q ρ pxqzQ τ ρ pxq. and (4.44) follows by letting ε Ñ 0.
As
Step 6: end of the proof. From (2.12) we see that αGpuq ď Epu, Xq ď β`1`Gpuqf or all u P W 1,p µ pX; R m q, where G is defined (2.9). Hence, Epu, Xq " 8 if u P W 1,p µ pX; R m qzS, where S is the effective domain of G, and (2.15) follows because it is assumed that S " S, where S denotes the effective domain of G defined in (2.8).
