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Abstract: We propose an optical correlation algorithm illustrating a new 
general method for reconstructing the phase skeleton of complex optical 
fields from the measured two-dimensional intensity distribution. The core 
of the algorithm consists in locating the saddle points of the intensity 
distribution and connecting such points into nets by the lines of intensity 
gradient that are closely associated with the equi-phase lines of the field. 
This algorithm provides a new partial solution to the inverse problem in 
optics commonly referred to as the phase problem. 
© 2014 Optical Society of America 
OCIS codes: (260.2160) Energy transfer; (260.5430) Polarization; (350.4855) Optical tweezers 
or optical manipulation; (350.4990) Particles. 
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1.Introduction 
Solving the phase problem in optics has attracted much attention, primarily in problems of 
diagnostics of an object structure within microscopy, pattern recognition, terrestrial telescopy, 
and biomedical optics [1, 2]. In general, the phase problem consists in deriving the spatial 
phase distribution for complex fields, including speckle fields from a measured intensity 
distribution. In general, the inverse problem has no universal solution. The-state-of-the-art in 
this area of investigations is reflected in a series of original publications and reviews [3–15]. 
(See specifically paper [16] containing a comprehensive list of references.) A novel 
promising approach in solving the phase problem arises from the concept of singular optics 
[17]. To be precise, the following propositions are assumed as a basis for this approach [18]: 
(i) amplitude zeroes (also named optical vortices, or wave front dislocations, or phase 
singularities) are the ‘reference’, structure-forming elements, whose set constitutes a singular 
skeleton of a field; (ii) spatially distributed amplitude zeroes obey the specific sign principle 
governing the characteristics (signs) of adjacent zeroes; (iii) the spatial distributions of 
intensity and phase in complex fields are interconnected. Therefore, knowing the locations 
and signs of amplitude zeroes, one can predict, at least in a qualitative manner, the behavior 
of a field (including spatial phase distribution, with accuracy not exceeding 2π ) in all 
regions between the amplitude zeroes. Within this approach, solving the phase problem for 
scalar, viz. homogeneously polarized coherent optical fields, is reduced to (i) the development 
of reliable and practicable algorithms for location of amplitude of an intensity distribution 
with randomly located zeroes, and (ii) searching for the physically most attractive algorithm 
for reconstruction of the spatial phase distribution (spatial phase map) of a field. Routinely, 
the phase problem of this kind is solved efficiently by imposing a coherent reference wave 
onto the field to be analyzed [19–21]. But the use of a reference wave is impractical or even 
impossible in many cases, especially for distant diagnostics or in microscopy. Besides, the 
feasibility for obtaining an integrated phase map of a field based on the amplitude zeroes 
alone has not found substantial justification. At the same time, reconstruction of a phase 
skeleton of a complex optical field by finding the ‘reference’, structure-forming elements 
whose positions and characteristics provide reliable prediction of the behavior of the field 
parameters at all other areas is important for one more reason. As a matter of fact, 
reconstruction of the phase skeleton from a measured intensity distribution can provide vast 
possibilities for data compression within problems associated with optical 
telecommunications involving complex optical fields. That is why looking for new algorithms 
for obtaining at least partial solutions of the phase problem hinges not only to fundamental 
problem of modern optics, but can have important impact in applications of optical 
technologies. 
The aim of this paper is to substantiate - proceeding from simple intuitive suppositions - 
the algorithm for reconstruction of the spatial phase distribution from a measured spatial 
intensity distribution of a complex (speckle) field. As a result, in contrast to the standard 
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singular optical approach dealing with amplitude zeroes, we consider just the saddle points of 
a spatial intensity distribution as the structure-forming elements, as these points are 
interconnected by the lines of intensity gradient and really constitute (together with these 
lines) the phase skeleton of a field. In our opinion, the proposed algorithm might be 
considered as a partial case of a more general new method for solving the inverse problem in 
optics. We will represent the initial results of computer simulation within the scalar 
approximation, viz. assuming a homogeneously polarized field. 
The proposed algorithm includes the following three actions: (i) bicubic spline 
interpolation [22]; (ii) location of the saddle points of intensity; (iii) connecting the saddle 
points of intensity by the gradient lines. 
2. Location of the saddle points of intensity 
A saddle point is the point from the function domain that is stationary not being a local 
extremum. Derivative of the function equals zero at this point in the transverse directions. 
That is why, primary analysis consists in choosing all points where the two derivatives 
simultaneously equal zero. As maximas and minimas of the function obey this condition, one 
must determine the criterion for selecting only the saddle points. The algorithm implemented 
by us is illustrated in Fig. 1. When passing a saddle point of intensity (blue point) one goes by 
turns through the points of alternate minima and maxima shown in Fig. 1 by green and red 
points, respectively. Therefore, the magnitudes of maxima (minima) are always larger (less) 
than the magnitude of a function at the saddle point. Thus, one initially identifies the 
stationary points of a field, where dI/dx = 0 and dI/dy = 0. Then, if passing a stationary point 
one meets alternating minima and maxima (with magnitudes larger and smaller than at the 
specified stationary point), this point is identified as a saddle point. 
3. Connecting saddle points by intensity gradient lines 
As a rule, viz. with probability 95%-98% as it will be argued later, see Fig. 4, the saddle 
points of intensity are located within the regions of rapid changing phase [18]. Therefore, the 
regions with small intensity gradients (smooth spatial changes of intensity) are the regions 
with rapid change of phase. In average, the modulo of the gradient of phase at the saddle 
points of intensity exceeds by 2  times its average magnitude [20, 21]. In turn, the gradient 
lines of intensity (whose reconstruction is described below) going from the saddle points 
correspond to equi-phase lines with the same probability. For this reason, the saddle points of 
intensity are chosen as ‘structure-forming’, steady-state points from which the gradient lines 
of intensity are reconstructed facilitating phase mapping of complex, spatially inhomogeneous 
optical fields. 
From a saddle point of intensity, S (see Fig. 2), one draws the (dashed) line connecting the 
points with the maximal numerical gradient directed towards the specified saddle point. At 
the phase map, this line corresponds to the area of the smoothest spatial change of the phase. 
Passing the saddle point of intensity, one always meets two minima, which means that each 
saddle point is the origin of two gradient lines (lines 3-2-1-S and 3*-2*-1*-S). These lines 
approach the spatial area with increasing intensity. As a rule, such gradient lines for the 
intensity in complex fields intersect and eventually form a spatial net. 
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 Fig. 1. Saddle point of intensity (blue) with two maxima and two minima (red and green, 
respectively) in its vicinity. Green lines are the iso-intensity lines. 
 
Fig. 2. Gradient lines of intensity in the vicinity of the saddle point S. Solid lines are the iso-
intensity lines. 
Figure 3 illustrates implementation of the described algorithm for a random speckle field. 
Fragments Figs. 3(a) and 3(b) characterize the intensity distribution and the phase 
distribution, respectively. The spatial phase distribution is represented as areas with 
magnitudes of phase within the limits: 0 to π/2, π/2 to π, π to 3π/2, and 3π/2 to 2π, associated 
with areas with different gray graduations, from white to dark-gray. The saddle points and the 
maxima of intensity are depicted by light-blue triangles and rhombuses, respectively; the 
phase singularities (amplitude zeroes) of opposite signs are depicted by red and dark-blue. 
The intensity gradient lines reconstructed following the described algorithm are shown in 
yellow. Zero lines for real and imaginary parts of the field’s complex amplitude are shown in 
red and dark-blue, respectively. 
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 Fig. 3. a. Spatial intensity distribution with the saddle points and the gradient lines of intensity 
(a) and spatial phase distribution associated with frame 3 a with the saddle points and the 
gradient lines of intensity. 
Figure 3 illustrates two peculiarities of the reconstructed gradient lines: (i) non-
intersecting lines passing the saddle point connect phase singularities of opposite signs; (ii) 
the form of most of the gradient lines approximately reproduces the boundaries of areas of 
changing phase within the intervals: 0 to π/2, π/2 to π, π to 3π/2, and 3π/2 to 2π. (Note that the 
choice of the mentioned intervals of changing phase is, to a certain extent, conventional. This 
digitization of phase is the closest one to the Rayleigh’s criterion in classical optics. In some 
cases, depending on the required accuracy, this criterion can be replaced by a stronger one.) 
These conclusions have been proven by the following analysis: We simulate a speckle 
field with specified phase distribution (within the far-field diffraction approximation). 
Reconstructing a pair of intensity gradient lines (as an analogue to the equi-phase lines for a 
field) originating from a saddle point, we compute the phase difference at the saddle point and 
at each point of the gradient line. Then, for the set of found magnitudes of phase difference, 
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we establish histograms and estimate the confidence interval for deviation of a phase 
magnitude at each point of the gradient line from the phase at the initial saddle point. 
Analysis has been performed for four different speckle field distributions. The histograms for 
the corresponding phase distributions are shown in Fig. 4. 
 
Fig. 4. Histograms for phase distribution of the analyzed speckle field: distributions of phase 
deviation along the phase gradient line from a phase at the initial saddle point for mean: 0°, 
confidence interval with probability 95%: – 1.71° -> + 1.71° (a), mean: −10.31°, confidence 
interval with probability 95%: – 12.03° -> −8.60° (b), mean: −10.31°, confidence interval with 
probability 95%: – 12.03° -> −8.60°, and mean: 4.25°, confidence interval with probability 
95%: 2.85° -> 5.66°. 
For versatile proving the proposed approach, we have performed simulation for several 
groups of objects including both random and quasi-deterministic sets of point coherent 
sources. Quasi-deterministic objects are modeled as sets of point sources randomly distributed 
within a small area but spatially repeated, so that the total distribution of sources takes up 
regularity, viz. periodicity. Figures 4(a)–4(c) correspond to speckle fields from a quasi-
deterministic object whose linear size equals 1/20 of the shown speckle field. Therefore, the 
objects consist of 3 and 2 groups of sources for Figs. 4(a) and 4(c), respectively. Figures 4(b) 
and 4(d) correspond to speckle field from random set of point sources whose linear size 
equals 1/20, Fig. 4(b), and 1/10, Fig. 4(d), of the shown speckle field. 
Analysis of the represented dependences shows that the width of the confidence interval 
does not exceed 4°, i.e. the reconstructed gradient lines of intensity are really the equi-phase 
lines of a field, within the accepted accuracy. 
To estimate the calculation time of implementation of the proposed algorithm here 
realized in Delphi software, note that this time mainly depends on the matrix size. There are 
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estimations for processor Intel5, 2.6 GH, for intensity distribution for a set of 20 speckles: 
200 × 200 matrix – 0.4 sec, 400 × 400 matrix – 2.1 sec ( + 425%), and 800 × 800 matrix – 14.3 
sec ( + 3725%). For comparison, for intensity distribution for the set of 60 speckles: 
200 × 200 matrix – 0.5 sec (plus 25% for 20 speckles), 400 × 400 matrix – 2.4 sec ( + 380%) 
or plus 14% for 20 speckles, and 800 × 800 matrix – 15.4 sec ( + 2980%) or plus 1% for 20 
speckles. 
Let us shortly discuss the sources of errors in this simulation. At first, both in recording of 
the speckle pattern using a CCD camera (as in this study) and in attempts to compensate for 
the effect of atmospheric turbulence in terrestrial telescopy by means of adaptive optics [6–8], 
one meets the serious (and universal) problem of digitization of ‘rough’ (intrinsically 
analogue) spatial distributions of intensity and phase. As a matter of fact, the edges and 
corners of cells in both cases inevitably produce additional phase singularities, whose number 
may be commensurable or even exceed the number of ‘true’ singularities intrinsic to the field 
per se. This circumstance can drastically distort the processed data and the result of 
processing. Thus, one must search for proper procedures for data smoothing, based either on 
bicubic spline interpolation [22] used by us, or based on Gaussian smoothing [23]. This 
circumstance serves for estimating the boundaries of applicability of the proposed algorithm. 
So, discreteness of the sensitive area of a detector and the necessity for data smoothing 
(spatial averaging) presume the structural elements of an analyzed field, viz. speckles be 
much larger than CCD camera pixels, at least by two orders of magnitude to provide correct 
data processing. In the described simulation, average linear speckle size exceeds the linear 
size of pixels by a factor of approximately 500. Secondly, available means for registration of 
complex intensity distributions (such as CCD cameras) are characterized by strong 
nonlinearities, especially within regions of vanishing intensity (amplitude zeroes). That is 
why, at least now, data proceedings based on CCD registration cannot be considered reliable 
enough. Correct compensation of recording nonlinearity presumes development of adequate 
data processing algorithms going beyond the framework of this paper. 
4. Conclusions 
We have introduced an optical correlation algorithm for reconstructing the phase skeleton of a 
complex optical field from a measured two-dimensional intensity distribution. The algorithm 
consists in location of the saddle points for the intensity distribution and subsequently 
connecting these points into nets by the lines of intensity gradient, which are closely related to 
the equi-phase lines of the field. It has been demonstrated that the set of saddle points of 
intensity and the intensity gradient lines facilitates the reconstruction of the phase skeleton of 
a complex scalar (homogeneously polarized) coherent optical field. The proposed algorithm 
provides a new partial solution to the phase problem in optics. Significance of this result 
follows from the possible use of complex two-dimensional optical fields within optical 
telecommunications. Actually, the proposed algorithm can be implemented for any 
polarization projection selected at the output of a detector even for an inhomogeneous 
polarized field. Moreover, finding out the skeleton of a speckle field consisting of a set of 
saddle points and connecting the lines of intensity gradient, being a rather time- and labor-
consuming operation of processing of the measured field intensity distribution, nevertheless 
results in essential data compression undergoing transmission. So, even in the reported initial 
computer experiment such compression reaches a factor of 14.9, approximately. Namely, 
from 600x600 pixels of a frame, skeleton is reproduced by 13706 (3.8%), 22920 (6.4%), 
30868 (8.6%), and 29290 (8.1%) pixels for frames of Figs. 4(a)–4(d), respectively. Note, the 
mentioned data compression is unprecedented for 2D signals of high complexity. Therefore, 
the behavior of a field at all other areas is reliably predicted (within the above mentioned 
accuracy), which provides saving coding with the option of high-quality recovering of the 
transmitted data. Consequently, the introduced algorithm might be considered as a partial case 
of a more general new method for solving the inverse problem in optics. 
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Generalization of the proposed approach with experimental verification will soon be 
reported elsewhere. 
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