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ПАМЯТИ ПРОФ. ГУННАРА КАНГРО 
Советская наука понесла тяжелую утрату; 25 декабря 1975 г, 
в возрасте 62 лет, в полном расцвете творческих сил, научных 
планов и намерений, скоропостижно скончался выдающийся 
математик Советской Эстонии профессор Гуннар Каягро. Еще-
днем на кафедре он занимался обычной своей работой, закон­
чил годовой отчет кафедры, подготовил материалы к итоговому 
заседанию Совета Математического факультета ТГУ, беседовал 
с коллегами и давал советы. Он был бодрым и веселым. Вече­
ром же дома, готовя на завтра свою последнюю лекцию семе­
стра, он за письменным столом внезапно ослаб и в течение полу­
часа его не стало: отказало сердце. 
Г. Кангро родился 21 ноября 1913 года в городе Тарту в 
семье инженера-строителя. После окончания Тартуского реаль­
ного училища в 1931 году, он поступил в Тартуский универси­
тет, который окончил в 1935 году. До Великой Отечественной, 
войны Г. Кангро работал ассистентом в Таллинском политех­
ническом институте. С начала войны он служил в рядах Крас­
ной Армии, а в начале 1942 года был направлен в Челябинский 
инстиут механизации сельского хозяйства и затем в 1943 году 
в Московский государственный университет. С ноября месяца 
1944 года до последних дней своей жизни Г. Кангро работал 
в Тартуском государственном университете. В 1938 году ему 
была присуждена ученая степень кандидата математических 
наук. С 1948 года он доктор физико-математических наук, а с 
1951 года — профессор кафедры математического анализа. 
В 1961 году Г. Кангро был избран членом-корреспондентом Ака­
демии наук Эстонской ССР. В 1965 дроф. Г. Кангро присвоено 
звание заслуженного деятеля науки ЭССР. 
После окончания университета Г. Кангро развернул широ­
кую научную деятельность. Под влиянием идей проф. X. Яак-
сона и проф. Ю. Нуута его любимой областью исследований 
становится теория расходящихся рядов. В первых же работах 
он изучает возможность применения теории суммируемости в 
теории функций и вводит новый обобщенный метод Бореля ßxa, 
чем значительно расширилась сфера применения метода Бореля, 
в частности, при решении функциональных уравнений при по­
мощи степенных рядов. 
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В первых послевоенных работах Г. Кангро изучает вопросы 
суммируемости произведения Коши рядов, которые он пол­
ностью решает для метода суммирования взвешенных средних 
Рисса, а также обобщает классические теоремы о сходимости, 
непрерывности, дифференцирования и интегрирования степен­
ных рядов на ряды, суммируемые матричным методом. 
В теории множителей суммируемости Г. Кангро получил 
окончательные результаты для метода взвешенных средних 
Рисса в общем случае, когда к ряду со множителями приме­
няется произвольный регулярный матричный метод. Эти же 
проблемы Г. Кангро решает и для (абстрактных) рядов, чле­
нами которых являются элементы банаховых пространств, до­
казав при этом основополагающие теоремы о преобразовании 
абстрактных рядов матрицами непрерывных линейных опера­
торов из одного банахова простравнства в другое. 
Велики заслуги Г. Кангро также в теории двойных рядов. Он 
сдвинул с мертвой точки теорию множителей суммируемости 
двойных рядов, дав метод .нахождения необходимых условий. 
Это дало ему возможность найти множители сходимости для 
целого класса нормальных матричных методов суммирования 
двойных рядов, в частности для методов Чезаро и Рисса. 
Г. Кангро занимался также тауберовыми теоремами. Он при­
менил теорию множителей суммируемости для ослабления тау-
беровых условий для рядов и последовательностей, а также для 
функций. Он показал, что точные тауберовы условия не зависят 
•от порядка суммирования. 
В вопросах приближения функций и в теории ортогональных 
рядов особенно важно оценить скорость приближения преобра­
зованной последовательности к пределу. Для изучения этой 
•скорости Г. Кангро создал основы теории суммируемости со ско­
ростью. Он находит различные точные условия для сохранения 
сходимости со скоростью и решает более общие задачи. В част­
ности, получает глубокие результаты по теории тауберовых тео­
рем с остаточным членом, в том числе при односторонних тау­
беровых условиях. Он разрабатывает топологические основы 
обобщения понятия совершенности для суммируемости со ско­
ростью. 
Важные общие результаты Г. Кангро получает в теории 
ортогональных рядов, суммируемых со скоростью. В частности, 
он находит условия для множителей Вейля, выраженные через 
множители суммируемости и в других терминах, а также нахо­
дит связи между множителями Вейля для суммируемости орто­
гональных рядов и для их суммируемости со скоростью для 
широкого класса методов суммирования. Теория Кангро сумми­
руемости со скоростью позволяет многие трудные задачи (на­
пример, касающиеся мультипликаторов рядов Фурье) решать 
проще, ибо дает более естественный подход к их решению. 
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Последней печатной работой Г. Кангро была его обзорная 
статья «Теория суммируемости последовательностей и рядов» 
(Итоги науки и техники. Математический анализ, 1974, 12, 
5—70). В ней изложены достижения теории суммируемости за 
последнее десятилетие и указаны связи теории суммируемости 
со многими другими областями математики. Эта обзорная ра­
бота стала настольной для всех математиков, работающих по 
теории суммируемости и смежным ей областям. 
Еще многие годы в высших школах Эстонии математику 
будут изучать по учебникам Г. Кангро по высшей алгебре и по 
математическому анализу, написанным на высоком научном 
уровне и с большим педагогическим мастерством. 
Неоценима заслуга проф. Г. Кангро в воспитании научных 
кадров республики. Из его аспирантов около 30 защитило кан­
дидатские диссертации. 
Ученики проф. Г. Кангро еще долго будут под впечатлением 
его замечательных университетских лекций по многим областям 
математики, которые отличались тщательной подготовленностью 
и в которых он, в первую очередь, ставил научные проблемы и 
дискуссионные вопросы. 
Все математики Эстонии, большинство которых являются 
учениками проф. Г. Кангро, сохранят о профессоре Г. Кангро 
светлую память и продолжат начатые им традиции, оказавшиеся 
столь плодотворными в подготовке новых математических кад­
ров Советской Эстонии. 
С. Барон, Э. Реймерс 
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УСЛОВИЯ ВСЮДУ ПЛОТНОСТИ В НЕКОТОРЫХ 
ПРОСТРАНСТВАХ НЕПРЕРЫВНЫХ ФУНКЦИЙ 
М. Абель 
Кафедра математического анализа 
§ 1. Введение 
Пусть X — топологическое пространство, А — локально вы­
пуклое пространство над F (т. е. над полем R вещественных 
или над полем С комплексных чисел) и €> — семейство замкну­
тых подмножеств, покрывающих X. Через Dp (X, А;<5) будем 
обозначать совокупность всех тех непрерывных функций /: Х-+А, 
д^я которых f(S) относительно компактно в А для любого 
5 e S  и  f ( F )  =  { ( ?А } ,  г д е  £ А  —  ну л е в ой  э л ем ен т  в  А  и  F  —  
замкнутое подмножество в X. Как известно (см. [6], стр. 103), 
пространство 1  D F(X,A\ <3) локально выпукло в топологии рав­
номерной сходимости на множествах из <3. При этом, если 
{ря:Яе/1} — семейство непрерывных полунорм, порождающее 
(отделимую) локально выпуклую топологию на А, то топология 
равномерной сходимости на множествах из <5 определяется се­
мейством полунорм {ps> :  Se@, ЯеЛ}, где 
Ps,x(f)= sup Px ( f ( x ) )  
х es 
для всех f  е Dp (X , A ;  @ ) .  
В частности, если F  = 0 и @ является семейством всех не­
п у с т ы х  к о м п а к т н ы х  п о д м н о ж е с т в  и з  X ,  п р о с т р а н с т в о  D P ( X , A ;  @ )  
с о вп а д а е т  с  п р о с т р ан с т в ом  в с е х  н е п р е рывных  ф ункций  f : X - ^ A  
с топологией компактной сходимости. В этом случае вместо 
D F(X,A;<&) будем пользоваться обозначением С(Х,А). Кроме 
того, если F — 0, а @ = {X}, то пространство D F  (Х,А] @) сов­
падает с пространством С С{Х,А) всех непрерывных функций 
/: А, для которых f(X) относительно компактно в А с топо­
логией равномерной сходимости на X. 
Пусть теперь X — локально компактное хаусдорфово про­
странство. Говорят, что функция f:X-+A стремится к нулю на 
бесконечности пространства X, если для каждой окрестности 
1  Алгебраические операции над. функциями в D r  ( X ,  А ; 6) определяются 
как обычно поточечно. 
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нуля О  пространства X  существует такое компактное подмно­
жество XqczX, что f(x)eO для всех х е -Х\Х 0. Множество 
всех Л-значных непрерывных функций, стремящихся к нулю на 
бесконечности пространства X, обозначим через С 0(Х,А) и наде­
лим топологией равномерной сходимости на X. Нетрудно прове­
рить, что 
Co {X , A )  =  { f l X : f  eD F ( X a o , A ;  { * „ }  )  }  
при F = {ae«}, где ХОО — бесконечная точка пространства X и 
ХСО = X И F. 
Для каждого аеЛ и a^Dp (X, F;<5) через аа будем обо­
значать функцию, удовлетворяющую на X условию (аа) (х) = 
=а(х)а, а через L(%,B) — линейную оболочку множества 
{аа: «еЗI, aeß}, где %c^.D F(X, F;<5) и В а А. 
В настоящей статье, в § 2, показывается, что если 9t всюду 
плотно в D F(X, R;<S) и В всюду плотно в А, то линейное под­
пространство ЪАГ)Р(Х, А;©}, содержащее 1(Ж, В), всюду 
плотно в D F(X,A; <5). Этим мы обобщаем результаты, доказан­
ные в [2, 4, 8, 9, 11, 12, 16, 19]. В § 3 обобщается теорема Стоу­
на— Вейерпгграсса на алгебр- С(Х,А), С С(Х,А) и СО(Х,А) в 
случае, когда А является локально выпуклой алгеброй с едини­
цей над F. Это обобщение результатов, доказанных в [1, 3, 14, 
15, 17, 18]. 
§ 2. Условия всюду плотности в D F { X , A \  <5) 
Для решения многих проблем важно узнать, является ли рас­
сматриваемое линейное подпространство Ъ <=.D F(X, А;@) всюду 
плотным в D F(X, А;@) или нет. Достаточное условие для этого 
дает следующая 
Теорема 1. Если Щ и В — всюду плотные множества в 
D F  (X, R; ©) и в А соответственно, то каждое линейное подпро­
странство Ъ с: Dp(X, А;@), содержащее 1(Ж, В), всюду плотно 
в  Dp ( X , A ; < 3 ) .  
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о  п о к а з а т ь  в с ю д у  п л о т н о с т ь  
L(% В) в Dp(X,A;<&). Для этого, пусть 2  е > 0, Se8, Ae Л, 
/ е Dp(X, А; @) и A s  = cl f (S). Пусть, далее, £Л>е(а) является 
«-окрестностью точки H G A s  относительно полунормы рх.. В силу 
компактности A S, существуют такие а\, а 2, ..., а„еА 8, что 
множества U\ j t(a k) с k= 1,2, ... , п покрывают AS. Учитывая 
это, существуют ць. е C(A S, [0,1]) с & = 1,2, п такие, что 
для каждого k справедливо ць.(а) = 0 при а £= £/*,,, (а&) и 
'2;,цА(а) = 1 
й=1 
на A s  (см. [5], стр. 260). Так как локально выпуклые простран­
s  Здесь и всюду в дальнейшем cLY обозначает замыкание подмножества 
X с: Y в топологии пространства У. 
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ства вполне регулярны (см. [13], стр. 453), то А х  = cl f (X) — 
вполне регулярное пространство. Поэтому каждая имеет про­
должение 
)fih €= С (Ах, R) 
(см. [10], стр. 43), Пусть теперь 
а ( х )  =min{l, p x ( f ( x ) ) / e } .  
Тогда 3  G H  =  A ( { I K ° F ) < ^  D F ( X ,  R; <a) для каждого & e 1,2, ... , N  
и 
Р у. ( f  ( * )  —  2  G H  ( x )  а л )  s S p * [  ( 1  —  A  ( x )  ) / ( * ) ]  +  
h=1 
+ a ( x ) p b [ f ( x )  —  j t  ( j i k ° f )  ( x ) O f c ] <  
Ä=1 




для всех Теперь по предположениям существуют такие 
ß h  е  5 t  и  b k ^  В  с  k  =  1 , 2 ,  . . .  ,  п ,  что для каждого k  справед­
ливо 4  
»<*-*><{? ;р: 1=1: 
:: ̂ о°: 
где 
та п 
?=^Spx(a k) и 0= 2Jps(j6ft). 
fe=l k=l 
Поэтому 
p * . { f ( x )  —  j t  ß h  ( X )  b h )  sS/?x (f (*) —  j ž g h  ( X )  a h )  +  
Ä=1 fc=l 
+ Jj/>s(gft — ß h ) p * . ( a h )  +  
ft—1 
П 
+ ̂ Jps (jöft) px(flft — bfc) <4e 
fe=i 
для всех x G S. Следовательно, 
P sA f - S ß k b b )  <4e. 
ft=i 
Таким образом, L(9t, В) всюду плотна в £)*• (X, Л;©). 
3  Относительная компактность множества g u ( S )  в А  следует из спра­
ведливости включения dgk(S) с (ckz(S))/z*(A s) для каждого 5 ё S. 
* Здесь ps(а) = sup |а(дс)| при а е 0(Х, R). 
*eS 
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Следствие 1. Если St всюду плотно 5  в С (X, R) (или в 
Сь(Х, R) или в С 0(Х, R)) и В всюду плотно в А, то каждое ли­
нейное подпространство ®сС(Х, Л) (соответственно 2) с: 
<аСс(Х,А) или ® с С 0(Х, Л)), содержащее £(31, В), всюду плот­
н о  в  С  ( X ,  А )  ( с о о т в е т с т в е н н о  в  С с ( Х ,  А )  и л и  в  С 0 ( Х ,  Л ) ) .  
Д о к а з а т е л ь с т в о .  П о л о ж и в  в  т е о р е м е  1  м н о ж е с т в о  
F = 0 и @ множеством всех компактных подмножеств (F — 0 
и @ = {Х}), получаем всюду плотность L(3t, В) в С(Х,А) (со­
о т в е т с т в е н н о  в  С е  ( X ,  Л ) ) .  
Для доказательства всюду плотности L(9t, В )  в С 0  ( X ,  А )  по­
ложим X — локально компактным хаусдорфовым простран­
ством, F = {Хсо}, У = U F, © = {К} и 
ПР И  Х^ Х ' 
Х @ А  П р и  Х = Хоо, 
для каждой f е С 0(Х, А). Так как / е Др(У, A;<3), то по тео­
реме 1 существуют для каждых е > 0 и такие ан е 
•еDp(Y, R, (В) и 6ft G ß с & = 1, 2, ..., я, что 
Рх,х ( f  — 2  («ft I *) Ы <£. 
ft=l 
Теперь, по предположению, существуют ßk^% с &=1,2 л 
такие, что 
IIЯ , ум _ f ela при (Т>0, 
IljÖft — «А -^11 < I n  





PxA f - S ß k b k ) ^ p ^ { f - 2  ( a h \ X ) b k )  +  
ft=i ft=i 
+  l l ß f t  —  « f t  I  X \ \ p x ( b h )  <2e. 
ft=i 
Итак, следствие 1 доказано. 
Следствие 1, в частности, известно: всюду плотность 
Ь(Сь(Х, R), А) в С с(Х,А) показана в [16]; всюду плотность 
L(C(X, F), Л) в С(Х,А) — в [8], стр. 206, а в случае, когда 6  
X компактно — в [9], [11], стр. 28, и в [12], стр. 247, и всюду 
5  Как хорошо известно, С с(Х, R) совпадает с пространством С ь  (X, R) 
всех ограмияеняых непрерывных функций f : X R. 
6  См. также [2], стр. 147, и [4], стр. 245. Обобщение следствия 2 на 
случай, когда А — линейное топологическое (не обязательно локально вы­
пуклое) пространство, но X — компактное пространство конечной покры­
вающей размерности, доказано в [20], теоремы 1 (см. также [22], стр. 
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плотность L (C 0 ( X ,  F) , A )  в  C 0 ( X , A ) ,  если А  — банахово про­
странство в [19], стр. 357 (см. также [И], стр. 128). 
З а м е ч а н и е  1 .  Е с л и  А  —  о г р а н и ч е н о  к о м п а к т н о е  ( с м .  [ 7 ] ,  
стр. 695) локально выпуклое пространство, в частности, бана­
хово пространство конечной размерности, то С с{Х,А) совпадает 
с пространством Сь (Х,А) всех непрерывных ограниченных 
функций /:Х->-А. Кроме того, С с(Х,А) = Сь(Х,А) для любого 
нормированного пространства, если X псевдокомпактно, так как 
f(X) компактно в А (см. [21], теорема 2.3). В этих случаях 
с л е д с т в и е  1  с п р а в е д ли в о  и  д л я  С ь { Х , А ) .  
§ 3. Обобщения теоремы Стоуна — Вейерштрасса 
I 
Пусть X — топологическое пространство. Множество Z с= X 
называется нуль-множеством пространства X, если Z = 
= {х^Х: f(x) = 0} для некоторой f ^ С(X, R). Говорят, что 
множество Жсп С (X, R) отделяет 
а) нуль-множества пространства X, если для каждых двух 
непересекающихся непустых нуль-множеств Z\ и Z 2  простран­
ства X существует в 91 такая f, что 
clf(Z 1)nclf(Z 2)=0; 
б) точки пространства X, если для каждых двух различных 
точек Xi и х 2  из X существует в ЗГ такая f, что 
f ( x i ) = £ f ( x 2 ) .  
В 1967 г. Нель ([18], стр. 229) доказал следующее обобще­
ние теоремы Стоуна — Вейерштрасса: 
Пусть X — топологическое пространство. Для того, чтобы 
подалгебра % с= Сь (X, R) была всюду плотна в Сь (X, R), необ­
ходимо и достаточно, чтобы подалгебра Е 
а) отделяла нуль-множества пространства X 
и 
б) содержала g с inf |g(x)| > 0. 
jteZ 
Если X — компактное хаусдорфово пространство, то условие 
а) равносильно условию 
а') отделяла точки пространства X. 
Справедливо следующее обобщение теоремы Неля: 
Теорема 2. Пусть X — топологическое пространство и А — 
локально, выпуклая алгебра с единицей е над F. Подалгебра 
31 с= С с{Х,А) всюду плотна в С с(Х,А), если подалгебра 91 
а) содержит все постоянные А-значные функции 
и 
б) отделяет нуль-множества пространства X функциями вида 
ае, где аеСь (X, R). 
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Если X — компактное хаусдорфово пространство, условие 
б) равносильно условию 
б') отделяет точки пространства X функциями ßuda ae, где 
а£ С(X, R). 
Д о к а з а т е л ь с т в о .  П у с т ь  
«0={eeCi(I, R): ae eSt}. 
По предположениям, 2t 0  является подалгеброй в Сь  ( X ,  R), удов­
летворяющей условиям теоремы Неля. Поэтому % всюду плотна 
в Сь(Х, R). Так как L(2t 0, Л)сзЖ, то 2t всюду плотна в С с(Х, А), 
в силу следствия 1. Доказательство равносильности условий б) 
и б') аналогично доказательству теоремы 2 из [1]. 
Применяя вместо теоремы Неля, теорему Стоуна — Вейер­
штрасса для алгебры С(X, R) (см., например, '[17], стр. 286) 
и для алгебры С0(Х, R), в силу следствия 1, справедливы сле­
дующие теоремы. 
Теорема .3. Пусть X — хаусдорфово пространство и А — 
локально выпуклая алгебра с единицей над F. Подалгебра 
91с=С(Х, А) всюду плотна в С(Х,А), если при F = R подал­
гебра 21 удовлетворяет условиям а) и б') теоремы 2, а при 
F = С, кроме того, содержит множество 7  
. {ае : ае е 2t}. (a) 
Теорема 4. Пусть X — локально компактное хаусдорфово 
пространство и А — локально выпуклая алгебра с единицей 
над F. Подалгебра 2t с С 0(Х,А) всюду плотна в С 0(Х,А), если 
подалгебра 8  3t 
а) содержит множество {aa: ae е St, а е С 0(Х, R), ae А},. 
б) отделяет точки пространства X функциями вида ае, где 
а е С 0(Х, F), 
в) для каждой х е X содержит функцию уе, где у е С 0(Х, F) 
и  у  ( х )  О ,  
г) содержит множество (а) при F = С. 
Автор признателен Е. Л. Аренсону за полезные замечания. 
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KÕIKJAL TIHEDUSE TINGIMUSED MÕNEDES PIDEVATE 
FUNKTSIOONIDE RUUMIDES 
M. Abel 
R e s ü m e e  
Olgu X — topoloogiline ruum, А — lokaalselt kumer ruum üle kompleks-
arvude või reaalarvude korpuse, в — ruumi X kinniste alamhulkade hulk, mis 
katab ruumi X niing DF(X, А; в) kõigi selliste pidevate funktsioonide 
f  :  X - * - A  r u u m ,  m i l l e  k o r r a l  f ( S )  s u l u n d  o n  k o m p a k t n e  r u u m i s  A  i g a  S e 8  
korral ning f(F) = {8A} mingi kinnise alamhulga F с X korral. Algebralised 
operatsioonid ruumis DF(X, Л; в) defineerime nagu tavaliselt funktsioonide 
korral ning varustame ruumi DF (X, А; в) ühtlase koonduvuse topoloogiaga 
alamhulkadel S e Selles topoloogias on D?(X, Л; в) lokaalselt kumer 
ruum [6]. 
Käesolevas artiklis leitakse piisavad tingimused selleks, et lineaarne 
alamruum 5) <r DP(X,,A; 9) oleks kõikjal tihe ruumis Df{X, А;в), üldistades 
töödes [2, 4, 8, 9, 11, 12, 16, 19] tõestatuid tulemusi. Saadud tulemust kasu­
tatakse Stone-Weierstrassi teoreemi üldistamiseks algebratele C(X, A), Cc(X, A) 
ja C0(X, A) juhul, kui A on lokaalselt kumer ühikuga algebra. 
T H E  D E N S I T Y  P R O P E R T Y  I N  S O M E  S P A C E S  O F  C O N T I N U O U S  
FUNCTIONS 
M. Abel 
S u m m a r y  
Let X  be a topological space, A be a locally convex space over the 
f i eld of real or complex numbers, @ be the set of closed subsets of X the union 
of which is X, and DF(X, A; в) be the space of all continuous functions 
f : X - » - A  f o r  w h i c h  t h e  r a n g e  f ( S )  i s  r e l a t i v e l y  c o m p a c t  i n  A  f o r  a n y  S e 8  
and which vanish on the closed subset F сгл. The algebraic operations on 
Dp(X, A; ©) we define pointwise as usual for functions. It is known that 
Dp(X, A; @) with topology of uniform convergence on Se8 is a locally-
convex space. In particular, if F = 0 and @ is the .set of all non-empty 
compact subsets of X, the spce DF(X, A; 0) coincides with space C(X, A} 
(of all continuous functions f:X^>-A) with topology of compact convergence, 
but if F=0 and 9={X} — then with space Cc(X, A) (of all continuous 
functions f:A'-»-A for which f(X) is relatively compact in A) with topology 
o f  u n i f o r m  c o n v e r g e n c e  o n  X .  
In the present paper the sufficient condition for the density of linear 
subspace A; 9) in DF(X, A; 9) is found. The case when A is an 
locally convex algebra with unit is considered separately, generalizing the 
theorem of Stone-Weierstrass for algebras C(X, A), Cc(X, A) and C0(X, A) 
(of all continuous function }: X -*• A which vanish at the infinity of the locally 
compact Haustorff space Л"). The theorems of this paper generalize the results, 
proved in [1—4, 8, 9, 11, 12, 14—18]. 
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ОПИСАНИЕ ЛИНЕЙНЫХ МУЛЬТИПЛИКАТИВНЫХ 
ФУНКЦИОНАЛОВ В АЛГЕБРАХ НЕПРЕРЫВНЫХ 
ФУНКЦИИ 
М. Абель 
Кафедра математического анализа 
Пусть X — вполне регулярное ^-пространство- и А — ло­
кально выпуклая алгебра над F (т. е. над полем С комплексных 
чи с е л  и ли  н а д  п о л ем  R  в еще с т в енных  ч и с е л ) .  Ч е р е з  С (Х , А )  
•будем обозначать алгебру всех А-значных непрерывных функций 
н а  X ,  ч е р е з  С с ( Х , А )  —  по д а л г е б р у  в с е х  f  е  С (Х , А ) ,  о б р а з  f ( X )  
которых относительно компактен в А, а в случае, когда X явля­
ется локально компактным хаусдорфовым пространством, через 
С 0(Х,А) будем обозначать алгебру всех f е С(Х, А), стремя­
щихся к нулю на бесконечности пространства X. Алгебраические 
операции в этих алгебрах определяем поточечно. Алгебру 
С(Х,А) будем наделять топологией компактной сходимости, а 
алгебры С с(Х,А) и Со(Х,А) — топологией равномерной сходи­
мости. Тогда все рассмотренные выше алгебры локально вы­
пуклы (см. [6], стр. 103). Топология компактной сходимости на 
С (Х , А )  с о вп а д а е т  с  т опо л о г и ей  р а вном е рной  с х о димо с т и  н а  X ,  
если пространство X компактно (см., например, [5], стр. 178). 
Поэтому будем говорить о топологии компактной сходимости 
на С(Х,А) только в том случае, когда X не является компакт­
ным. 
В дальнейшем предположим, что (отделимая) локально вы­
пуклая топология на А определена семейством {р\: Л е Л} не­
прерывных полунорм. Тогда топологию компактной сходимости 
на С(Х,А) и топологию равномерной сходимости на С с(Х,А) 
и С 0(Х, А) можно определить семействами полунорм 
{psx- S компактно вХ,2е А} и {q\\ ЯеЛ} соответственно, где 
P s , x ( f ) =  supp* (/(*)) 
xeS 
для всех / е С (Х ,  А )  и 
" "  q x { f ) = p x , x { f )  
для всех / е С с(Х, А). 
14 
Пусть 1  hom А — множество всех непрерывных нетривиаль­
ных F-значных гомоморфизмов на А, наделенное слабой топо­
логией а(А\А). Используя результаты Маллиоса [12] о тен­
зорных произведениях локально выпуклых алгебр, Дитрих [8] 
показал, что hom С(Х,А) и X X hom А гомеоморфны, если X — 
вполне регулярное ^-пространство 2  и А — полная локально вы­
пуклая алгебра с локально равностепенно непрерывным 3  hom Л. 
Кроме того, Маллиос (см. [12], теорема 5.1) показал, что 
hom С 0(Х,А) и X X hom Л гомеоморфны для любого локально 
компактного пространства X, если Л является m-выпуклой ал­
геброй, для которой пополнение есть т-выпуклая Q-алгебра 4. 
Оказывается, что в статье Дитриха требования полноты алгеб­
ры Л и того, что X есть ^-пространство, а в статье Малиоса тре­
бование m-выпуклости алгебры Л являются излишними. Спра­
ведлива 
Теорема. Пусть 6  X — вполне регулярное Т^пространство и 
А — локально выпуклая алгебра 6  над F. Для каждого Фе 
shorn С(Х,А) (или Фе hom Со(X,А) и Ф еhom С с(Х,А)) су­
ществуют такие однозначно определенные хеХ (соответствен­
но 7, JteZ и xeßX) и <р <= hom Л, что 0(f) = ̂ [fM] (соответ­
ственно 8, 0(f) = <p[f(x)] и 0(f) = <p[f ß(x) ]) для всех f е 
е С(Х,А) (соответственно, f е С 0(Х, Л) и f е С е(Х,А)). При 
этом, отображения 
являются непрерывными биекциями. Если, кроме того, hom Л 
локально равностепенно непрерывно, то JJ,, и ц с  являются 
гомеоморфизмами. 
З а м е ч а н и е  1 .  В  с л у ч а е ,  к о г д а  а л г е б р а  Л  б о ч е ч н а ,  т о >  
условие локальной равностепенной непрерывности пространства 
hom Л равносильно следующим условиям: hom А локально ком­
1  Здесь и всюду в, дальнейшем предполагается, что hom А Ф 0. Как 
известно (см. [16], стр. 111), существуют локально выпуклые алгебры с: 
hom А — 0. 
2 Определение fe-пространства см., например, [11], стр. 230. 
3  Пространство X называется локально равностепенно непрерывным, если 
каждая точка из X обладает равностепенно непрерывной окрестностью в X. 
4  Определения m-выпуклой алгебры и Q-алгебры см., например, [13] 
или [16]. 
5  В случае алгебры С 0(Х,А) предполагается X локально компактным, 
хаусдорфовым пространством. 
6  В случае, когда А — коммутативная банахова алгебра, теорема, в-, 
частности, доказана в [1, 3, 9, 10]. 
7  Через рХ обозначается стоун -чеховское компактное расширение про­
странства X. 
1  Через /Р обозначается продолжение функция f на. ßX. 
U 
ц : hom С(Х,А) ->-XXhom А, 
//о: hom Со (X, А) ->- XXhom А 
Не: hom С с(Х, A)-^-jSXXhom Л 




пактно и каждая компактная часть из hom Л равностепенно не­
прерывно (см. [4], стр. 213, теорема 1). Кроме того, если Л — 
банахова алгебра, то hom Л равностепенно непрерывно и, сле­
довательно, отображения ц, и ji c  всегда являются гомеомор­
физмами. 
З а м е ч а н и е  2 .  Т е о р е м а  о с т а е т с я  с п р а в е д л и в о й  и  д л я  а л ­
геб ры  С ь ( Х , А )  в с е х  о г р анич енных  н епр е рывных  ф ункций  f  :  Х — г А  
в случае, когда алгебра Л ограниченно компактна (см. [7], стр. 
695), так как >в этом случае Сь(Х,А)=С с(Х,А). Отметим здесь, 
что нормированные алгебры являются ограниченно компактными 
только тогда, когда размерность алгебры конечна. При этом, 
Сь(Х, А) — С с(Х, А) для любой нормированной алгебры Л, если 
X псевдокомпактно, так как f(X) компактно в Л (см. [15], 
стр. 438). 
Как известно (см. '[13], стр. 10), если Л является коммута­
тивной локально выпуклой алгеброй над С с непрерывным ква­
зиобратным, то существует биекция между hom Л и множеством 
Ж(Л) всех замкнутых регулярных максимальных идеалов ал­
гебры Л. Учитывая это, из теоремы непосредственно следует 
Следствие. Если А — коммутативная локально выпуклая 
алгебра (над С) с непрерывным квазиобратным и X — вполне 
р е г у л я р н о е  Т х - п р о с т р а н с т в о 9 ,  т о  д л я  к а ж д о г о  М  < =  З К ( С ( X ,  А ) )  
(каждого М 0  е9№(С 0(Х, Л)) и М сеШ1(С с(Х, Л)) существуют 
такие однозначно определенные хеХ (соответственно, х е X 
H/G ßX) и М еЗИ (Л), что 
М  =  { f ^C (X , A ) : f ( x ) <=M} ,  
M 0 ={ f <=C 0 ( X , A ) : f ( x ) eM } ,  
M c={f е С с(Х,А): Р(х)^М}. 
Следствие известно 1 0  для алгебры С с ( Х , А ) ,  если Л — ком­
мутативная банахова алгебра (см. [10], стр. 1792) и для алгеб­
ры С 0(Х,А), если Л является В*-алгеброй (см. [3], стр. 82). 
1 .  Д о к а з а т е л ь с т в о  т е о р е м ы  д л я  а л г е б р ы  
С(Х,А). Пусть Ф Е hom С(Х,А). Тогда Ф нетривиален на ли­
н е й н о й  о б о л о ч к е  L ( X , A )  м н о ж е с т в а  1 1  { a a :  a e C ( I , F ) ,  а е Л } ,  
так как Ь(Х,А) всюду плотна в С(Х,А) (см. [2], следствие 1). 
В силу этого, существуют такие ао^ С(Х, F) и а^еЛ, что 
a=z0(a oao) ¥=0. (4) 
Пусть тр(а) = Ф(ааъао)1о и 1 2  <р(а) — Ф(еа) для всех <ze 
9  См. сноску 5. 
1 0  См. также [1], стр. 149 и [9] стр. 247. 
11 Через аа обозначается функция, удовлетворяющая на X условию 
{аа) (дс) = а(х)а. 
'в Здесь и всюду в дальнейшем через е обозначается единица в С  ( X ,  F). 
16 
E  C ( X ,  F )  и  а е А  Т о г д а  i p  и  < p  являются F-значными гомомор­
физмами на C(X, F) и на Л соответственно. Кроме того 1 3, 
Ф(аа) =\р(а)<р(а) (5) 
для всех aeC(X,F) и аеЛ. Учитывая (4) и (5), имеем 
1р{аъ)ф<!) и <р(а й)Ф 0. Поэтому тр и <р нетривиальны. Пусть 
V: а !->- аа^ао/о для каждой а е С (X, F) и q : а |->- еа для каждого 
йёЛ. Так как v и Q непрерывны, то гр = ф°г непрерывен на 
С(Х, F) и <р = ф°() непрерывен на Л. Следовательно, хр е 
е hom С (X, F) и <р<= hom Л. В оилу этого (см. [8], стр. 203), 
существует такая что 
i p ( a )  = а ( х )  (6) 
для всех aeC(X,F). 
Пусть g е L(X, Л), т. е. 
П 
g = ̂  XkO-hO-h, 
ft=l 
где X h  eF, a f t  е C ( X ,  F )  и  а » е Л  п р и  k  =  1 , 2 ,  . . .  ,  п .  Учиты­
вая (5) и (6), убеждаемся в том, что 1 4  
П 
Ф ( ё )  =  2 ,Л к а к ( х ) < р ( а и )=Ф ( х , < р )  ( g )  
k=i 
на L (X , A )  для некоторых JCEX И с р  е hom Л. Поэтому Ф =  
—  Ф( х , с р )  и  н а  С (Х , А ) .  
Покажем теперь, что каждый Ф е hom С(Х, Л) определяет 
точку (х, <р) е X X hom Л однозначно. Для этого, пусть (JCi, 9?i), 
(х 2, <р 2) е X X hom Л (определяющие гомоморфизмом Ф е 
•е hom С(Х, Л)), причем (aCI,<PI)¥= (х2,<р2). Если <р\ф<р 2, то 
существует аеЛ такой, что <р\ (а) Ф <ср 2(а). Поэтому 
Ф{х\,<р\) {еа)ф Ф(х 2,<р 2) (еа). Пусть теперь Х\ ф х 2. Тогда су­
ществует а Е С(Х, R) с a(xi) = 1 и а(х 2) = 0. В силу этого, 
Ф(х\,<р\) (аа)ф Ф(х^,<р 2) (аа) при а е Л\кег cp v  независимо от 
того, равны ф, и ф2 или нет. Следовательно, из (хи <р\) ф (х2, ср2) 
следует, что Ф(х ъщ)ф Ф(х 2,<р г). 
Пусть теперь ( х ,  < р )  — любая точка в XX hom Л. Тогда 
Ф(х,<р) является нетривиальным F-значным гомоморфизмом на 
С ( Х , А ) .  В  с и л у  н е п р е р ы в н о с т и  < р ,  с у щ е с т в у ю т  Л и  Л з  . . .  ,  Я « е Л  
и К > 0 такие, что 
\ф(х,<р) (/)!</<supРх»[/(*)] <^supPSM( f )  
k h 
1 3  Отметим, что f не зависит от выбора «о е С(X, F) и а 0  е А, удовле­
творяющих условию (4). Действительно, если, кроме того, существуют 
а' е С(Х, F) и а' е А такие, что а' — Ф(а'а') ф 0, то из Ф(ааоао)а' = 
= оФ{аа'а') следует, что Ф(аа 0а 0) /а = Ф(аа'а')1а'. 
1 1  Здесь и всюду в дальнейшем через Ф ( х , < р )  обозначается отображе­
ние ,  у д о в л е т в о р я ю щ е е  у с л о в и ю  Ф ( х , у )  ( f )  =  < p [ f ( x ) ]  д л я  в с е х  f  е  С ( Х ,  А ) ,  
хе X и 9? shorn А. 
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для всех /<= С (Х , А ) ,  где SaX  — компактное множество, со­
держащее {*}. Поэтому Ф(х,<р) непрерывен на С(Х,А) и, сле­
довательно, Ф(х,<р) е hom С(Х, А). Таким образом, нами опре­
д е л ен а  б и е кция  ц ,  у д о в л е т в о р яющая  у с л о вию  р , (Ф( х , * р ) )  =  { х ,  ф )  
при (х,<р)еХ X hom А. 
Остается показать непрерывность биекции ji. Для- этого, 
пусть {Ф(Xi,<pi) : i ̂  1} — сеть в hom С(Х,А), сходящаяся к 
Ф(*о, <ро) Е hom С(Х,А). Тогда {Ф(х {,щ) (f) : i е /} сходится к 
Ф(хо,<ро) (/) для каждой f ̂  С(Х,А). Поэтому, в силу равенства 
Ф(Xu <pi) (еа) =крг(а), сеть {<р,(a) :ie/} сводится к <р 0(а) для . 
любого а е А. Следовательно, {q>i: f е /} сходится к f)o в сла­
бой топологии пространства hom А. 
Пусть теперь а е А с <ро(а) — 1, а е Сь(Х, F) и õ ( x )  ( а )  — 
= а(х) на X. Так как д(х)е hom Сь(X, F) для каждой хеХ и 
a(Xi)~ а(х 0) = \Ф{хи*рх) (аа) — Ф(х 0,щ) (аа)] — а(х<).[ф<(а) — 
— <Ро(а) ], то {d(Xj) (а): i е /} сходится к 6(х 0) (а) для каждой 
а е Съ(Х, F). Поэтому {ö(Xi): i е /} сходится к д(хо) в слабой 
топологии пространства hom Сь (X, F). В силу гомеоморфности 
про с т р ан с т в  h om  Сь ( Х ,  F )  и  ß X ,  с е т ь  { х { :  t  е  / }  с х о ди т с я  к  х 0  
относительно топологии пространства X. Следовательно, 
{(JCi, q>i) : i<= 1} сходится к (х 0, <ро), чем непрерывность биекции 
{I доказана. 
Пусть теперь hom А локально равностепенно непрерывно. 
Для каждой <ра е hom А через 0\ (<р 0) обозначим равностепенно 
непрерывную окрестность гомеоморфизма щ. Пусть х 0  е X, <р 0  s 
е hom А и feC(X, А). Тогда для каждого s > 0 существует 
такая окрестность О (f (хо)), что 
( а  —  f ( x o )  )||<е/2 
для всех а  е O( f ( x 0 ) )  и Oi(g> 0). Теперь, в свою очередь,s 
существует такая окрестность О (х 0), что 
i < p ( f ( x )  —  f ( x o ) ] < £ / 2  
д л я  всех х <= О (х 0) и <р& O t  (кр 0). Поэтому, в силу 
\<Р [/(*)] — «*>[/ (*о) II <j<P [ f  (X) —  f  (ХО) ]  14-1 (<Р — <PO) ( f  (ХО) )  I, 
справедливо 
I IФ  ( х ,  < р )  ( Л  —  ф  (Хо ,  ф о )  ( f ) \ < s  
для всех (х, ф) G О (х 0) X О (<р 0), где 
О (w) = Oi(tpo) f|{<pe= hom А : \(<р — <р0) (f (х 0)) \<е]2). 
Следовательно, ф ( х , < р )  ( f )  непрерывно на X  X homA при f  е 
еС(Х,А). Поэтому ^t - 1  является непрерывным. > 
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2 .  Д о к а з а т е л ь с т в о  .  т е  о  р е м ы  д л я  а л г е б р ы  
С 0(Х,А). Пусть X — локально компактное хаусдорфово про­
странство, Хоо — бесконечная точка пространства X, Я» == 
X (J {я«,} и 
/со = {f<=C (Х„, Л):/(х 0 0)=<9 д}, 
где — нулевой Элемент алгебры А .  Кроме того, для каждой 
/ е С 0(Х, Л) пусть 
? М  =  ЛМ ПР И  
I ÖA При X = X®. 
Нетрудно проверить 1 б, что отображение т:/!-»-/ является топо­
логическим изоморфизмом между С 0(Х, А) и /®. Поэтому сопря­
женное т* отображения т отображает hom/» гомеоморфно на 
homC 0(X,А). Так как /® является двухсторонним идеалом в 
С(Ха,,Л), сопряженное v* вложения v\Ioo-^C(X o a,A) отобра­
жает 1 6  hom С(X®, A)\h(/„) гомеоморфно на hom/®, где 
А(/®) — оболочка идеала /®. Учитывая равенство 
Л(/=о) = {Ф (х®, <р): е hom Л}, 
отображение (1), определенное в первой чайти доказательства, 
отображает hom С(Х®, Л)\Л(/„) биективно на X X hom Л. Итак, 
Po = °(т*) - 1  является непрерывной биекцией между 
hom С 0  (X, Л) и X X hom Л. Если, кроме того, hom Л локально 
равностепенно непрерывно, то цо является гомеоморфизмом. 
3 .  Д о к а з а т е л ь с т в о  т е о р е м ы  д л я  а л г е б р ы  
С с(Х,А). Пусть а: X-*•ßX — гомеоморфизм на всюду плотное под­
множество. Как известно (см. [11], стр. 153), каждая f е 
^С с(Х, А) обладает таким однозначно определенным продол­
жением е C(ßX, А), что f=ft°o. С другой стороны, если 
/  е  С  ( ß X ,  А ) ,  т о  f ° o  н епр е рывн а  н а  X .  Так  к а к  ( f ° o ) ( X ) c z  
cf(ßX) и f(ßX) компактно в Л, то f°o^C c(X,A). Кроме того, 
( q k )C c ( X , A ) ( f  °  ° )  —  ( q * . ) c t f x , A ) ( f )  
для всех f  <=  C ( ß X , A ) .  Итак, если X  — вполне регулярное 7\-
пространство и А — локально выпуклая алгебра над F, то ал­
гебры C(ßX, А) и С с(Х,А) топологически изоморфны 1 7. 
Поэтому, с одной стороны, пространства hom С с(Х, А) и 
hom C(ßX, А) гомеоморфны, а, с другой стороны, существует 
непрерывная биекЦия (1) между homC(ßX, А) и ßX X hom Л, 
определяемая в первой части доказательства. Следовательно, 
композиция этих отображений ц с  является непрерывной биек-
1 4  См., например, [3], стр. 83—84. 
16 Доказательство этого утверждения аналогично доказательству тео­
ремы 3.1.18 из [14]. 
I 1 7  В случае, когда А является банаховой алгеброй, алгебры C(ßX, А) и 
С с(Х, А) изометрически изоморфны. Если, при этом, размерность алгебры А 
конечна, то и алгебры C(ßAf,А) и Сь(Х,А) изометрически изоморфны. 
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ци-ей между hom С с(Х,А) и ßX X hom Л. Если, кроме того, hom Л 
локально равностепенно непрерывно, то является гомеомор­
физмом. 
Итак, теорема полностью доказана. 
Автор признателен Е. Л. Аренсону за полезные замечания. 
П р и м е ч а н и е  п р и  к о р р е к т у р е .  К о г д а  р у к о п и с ь  э т о й  с т а т ь и  у ж е  
была в печати, автору стало известно о статье [17], где при помощи резуль­
тата Маллиоса (см. [12], стр. 248) о тензорных произведениях локально-
выпуклых алгебр доказывается часть теоремы данной статьи, касающаяся 
алгебры С(Х, А). Кроме того, недавно появилась статья J18], в которой 
наша теорема доказывается для алгебр С(Х, А\ и С с(Х, А) в случае комму­
тативной Q-алгебры А с единицей. Мы, однако, не требуем коммутативности 
алгебры А и наличие единицы в нем. При этом локально выпуклая алгебра-
А, рассматриваемая нами, не обязательно является Q-алгеброй, но суще­
ствуют Q-алгебры, не являющиеся локально выпуклыми (см. [16], стр. 10 
и 17). 
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LINEAARSETE MULT1PL1KATIIVSETE FUNKTSIONAALIDE KIRJELDUS 
ALGEBRATE KORRAL, MIS KOOSNEVAD PIDEVATEST 
FUNKTSIOONIDEST 
M. Abel 
R e s ü m e e  
Olgu X — täielikult regulaarne TVruum, A — lokaalselt kumer algebra üle 
reaal- või kompleksarvude korpuse, C(X, A) — kõigi pidevate funktsioonide 
f : X - + A  r u u m ,  C c { X ,  A )  —  k õ i g i  s e l l i s t e  p i d e v a t e  f u n k t s i o o n i d e  f :  X A  
ruum, mille korral ЦХ) sulund on kompaktne algebras A ning C„(X, A) — 
kõigi pidevate funktsioonide f: X-+A ruum, mis lähenevad nullile lokaalselt 
kompaktse hausdorffi ruumi X lõpmatuses. Algebralised operatsioonid nendes 
algebrates defineerime nagu tavaliselt funktsioonide korral. Varustame algebra 
C(X, A) kompaktse koonduvuse topoloogiaga ning algebrad Cc(X, A) ja 
C0(X, A) — ühtlase koonduvuse topoloogiaga. 
Olgu hom A — algebra A kõigi pidevate mittetriviaalsete lineaarsete multi-
plikatiivsete funktsionaalide hulk, mis on varustatud nõrga topoloogiaga 
<7(A', A). Käesolevas artiklis näidatakse, et eksisteerivad pidevad bijektsioonid 
(1), (2) ja (3), mis on homöomorfismid juhul, kui hom A on lokaalselt võrd-
pidev. Erijuhul on nimetatud homöomorfismide olemasolu näidatud töödes 
[1, 3, 8—10, 12]. Järeldusena saadud tulemustest kirjeldatakse eespool nimeta­
tud algebrate kõiki kinniseid regulaarseid maksimaalseid ideaale juhul, kui А 
on kommutatiivne lokaalselt kumer algebra (üle kompleksarvude korpuse), mil­
les kvaasipööramine on pidev operatsioon. 
T H E  D E S C R I P T I O N  O F  L I N E A R  M U L T I P L I C A T I V E  F U N C T i O N A L S  
IN THE ALGEBRAS OF CONTINUOUS FUNCTIONS 
M. Abel 
S u m m a r y  
Let X  be a completely regular TVspace, A be a locally convex algebra over 
the field of complex or real numbers, C(X, A) be the space of all continuous 
f u n c t i o n s  f : X - * - A ,  C c ( X ,  A )  b e  t h e  s p a c e  o f  a l l  c o n t i n u o u s  f u n c t i o n s  f : X - < ~ A  
for which f (X) is relatively compact in A and C0(X, A) be the space of all 
continuous functions f\X-*A which vanish at the infinity of the locally com­
pact Hausdorff space X. The algebraic operations on all of those algebras we 
define pointwise as usually for functions. The algebra C(X, A) we endow 
w i t h  t o p o l o g y  o f  c o m p a c t  c o n v e r g e n c e ,  b u t  t h e  a l g e b r a s  C c ( X ,  A )  a n d  C 0 ( X ,  A )  
— with topology of uniform convergence. 
Let hom A denote the set of all non-zero continuous linear multiplicative 
functionals on A endowed with the weak topology o(A',A). In the present paper 
it is shown that there are exist the continuous bijections /i: hom C(X, A) 
-•XX hom A, fio- hom C„(X, A) -*• X X hom A and p.c. hom Cc(X, А) -и/?Х X 
X hom A (ßX denotes the Stone-Cech compactification of X), which are homeo-
morphisms when hom A is locally equicontinuous. In particular case, the' 
existence of the above mentioned homeomorphisms have been shown in1 
[1, 3, 8—10, 12]. As a corollary of those results, all closed regular maximal 
ideals of the algebras С(X, A), Co(X, A) and C c(X, A) are described in the 
case when A a commutative locally convex algebra (over the field o£ 
complex numbers) with continuous quasi-inversion. 
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ОБОБЩЕНИЕ ТЕОРЕМЫ БАКА 
Э. Кольк 
Кафедра математического анализа 
В данной заметке обобщается на операторные матрицы из­
вестная из теории суммируемости числовых последовательностей 
теорема Бака (см. [4], стр. 401) и некоторые результаты из 
' статьи [3] автора. 
1. Пусть Е  = ( Е ,  т Е )  и  F = (F, x F )  — секвенциально полные 
отделимые топологические векторные пространства над полем 
X, где К = R или К = С. Обозначим через s(E) множество всех 
последовательностей 1  
* =  ( X i )  
из элементов Xi^E, а через т(Е )  и с ( Е )  — его подмножества, 
состоящие соответственно из всех ограниченных и ТЕ-СХОДЯЩИХСЯ 
последовательностей X. Пусть, далее, L C(E,F) — совокупность 
всех линейных секвенциально непрерывных операторов из Е в F. 
Пус т ь  Л  е  L C ( E , F )  —  фиксиро в анный  оп е р а т о р  н  Т :  G  s  ( F )  —  
линейное отображение, где Gc.s(E) является линейным много­
образием. Отображение Т называется А-регулярным, если 
G с(Е) и из TE-lim X = х следует т>-Нт ТХ — Ах. Обозначим 
символом £(Л) (коротко £) множество всех Л-регулярных ото­
бражений Т. 
Введем следующие понятия. Последовательность X^s(E) 
мы называем Т (А)-сходящейся к элементу х^Е, коротко 
7(A)-limX = х, если г>-Нт ТХ = Лх в пространстве F. Из опре­
деления ясно, что Г (Л)-предел в общем однозначным не явля­
ется. Он будет однозначным, например, в случае, когда опера­
тор Л инъективный 2. Последовательность Ies(£) мы назы­
ваем Т°(Л)-сходящейся к точке х, коротко Г°(Л)-ИшХ = х, если 
для каждой Y е 9t(X) верно Т(Л)-lim Y = х, где 9t(X) — мно­
жество всех подпоследовательностей последовательности X. По­
следовательность X мы называем Т 1  (Л)-сходящейся к элементу 
хе£, коротко 7 м(Л)-limX = х, если для каждой Уе9£(Л") су­
ществует Ze9t(y) с T(A)A\mZ = х. Из определений непосред­
ственно следует, что Т°(Л)- и 7 1  (Л)-предел обладают свойством 
1  Свободные индексы принимают значения 1, 2, ... . 
5  Т. е. из xi ф х 2, Xi, x teE следует Axi Ф Лх 2. 
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наследственности, а в случае инъективного Л они оба также 
однозначно определены и 7 м  (Л)-сходимость является т. н. L*-
сходимостью (см. [5], стр. 197). 
Поля Т(Л)-, Т°(Л)- и Т 1  (Л)-сходимости определяются ра­
венствами 
с ( Е ,  Г (Л)) ={Xes(£) :3 Т  (Л )  A im  X  е в  Е } ,  
c ( E , T ° ( A ) )  =  { X e = s ( E )  :  Э Р ( Л ) - П т Х  е  Е ) ,  
c ( E , T i { A ) )  =  {X<= s (E )  :ЗЛ(Л)A imX<=E } .  
При этом, разумеется, с ( Е ,  Т 1  ( Л ) )  c z  с ( Е ,  Р ( Л ) ) .  
В случае 7'е2: имеем 
С ( £ ) С С(Е,Р(Л) ) С С ( £ , Г ( Л ) ) .  ( 1 )  
Следовательно, если ГеХ и Л — инъективный оператор, то • 
7°(Л)- и Т ]  (Л)-сходимости являются обобщениями секвенциаль­
ной ТЕ-СХОДИМОСТИ. 
Приведем несколько примеров. 
П р и м е р  1 .  П у с т ь  F = Е и Л = /, где I — тождественное 
отображение. Тогда, опуская в обозначениях символ Л, полу­
чаем 
Т Aim X=x<=^tE-\im ТХ=х, 
T 0 A imX=x ^TA imY=xVY  <=$1 ( Х ) ,  
7' 1-limХ=х<=>УУ (=9?(X) 3Z е 9?(У): 7*-limZ=x. 
В частности, если также Т = I, то Г-сходимость явно совпадает 
с ТЕ-СХОДИМОСТЬЮ. Равенство /4imX'=X выполняется тогда и 
т о л ь к о  т о г д а ,  к о г д а  д л я  к а ж д о й  У е 9 i ( X )  с у щ е с т в у е т  Z ^ y i ( Y )  
с тя-limZ = л. Но последнее равносильно ТЕ-СХОДИМОСТИ, ибсг 
ГЕ-СХОДИМОСТЬ является /."-сходимостью. Таким образом, учиты­
в а я  у с л о ви е  ( 1 ) ,  п о л у ч а ем  с ( Е )  =  с {Е ,  I )  =  с (Е ,  / ° )  =  с (Е , Р ) .  
П р и м е р  2 .  П у с т ь  Е и F суть пространства Фреше и А пи ̂  
еL C{E,F). Матрица §С ==(Л„й) определяет линейное отображе­
ние ЭГ: G s (F) по формуле %Х = (t nX), где 
t nX= AnhXh 
k 
И 
G={X  e  s (E ) :  Э  2 j A n k x h (=  F } .  
ft 
Известно, что 9t является Л-регулярным, если (см. [10], стр. 368У 
\° TFA\mAnkX=0 Vxe £, (2) 
П 
2° TF-lim „2'Л п кх=Лх Vx e E, (3) 
n Jt 
3° для каждого ограниченного M c z  E  и для каждого ин­
декса j существует постоянное Км,}, так что 
т , 
Я  j  (  A n h X h )  ̂ K MJ  
ft=l 
при Хь e M, где топология r F  определена семейством полунорм 
(</;)• 
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Отображение Ж приводит нас к понятиям Ж (А)-, 21° (А)- и 
'Ж 1  (А) -сходимостей. Если F = E и Л = 1, то, следуя примеру 1, 
мы будем говорить соответственно о 31-, Ж 0- и ЗР-сходимости. 
'Отметим, что Ж-сходимость совпадает с Ж-суммируемостью. 
Б частности, при А „у: = а чъ.х с a nh е ТС мы имеем дело с поня­
тиями А-, А 0- и А'-сходимости из статьи [3], где А — (а„ь). 
2. Пусть, в дальнейшем, А — инъективный оператор из 
L C ( E , F )  и  T<=Z .  
Теорема 1. Последовательность X, Т 1  (Л)-сходящаяся (или 
Т°(Л)-сходящаяся) сходится в топологии тЕ  тогда и только 
тогда, когда множество 3  X относительно секвенциально ТЕ-КОМ-
пактно. 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  в  с и л у  Г е Л  
очевидна. 
Д о с т а т о ч н о с т ь .  П у с т ь  Г 1  ( А ) - l i m X  =  х .  П о с л е д о в а т е л ь ­
ность X сходится к элементу хе£ в топологии ге тогда и 
только тогда, когда (см. пример 1) для каждой Уе5№(1) най­
дется Z е 9t(y) со свойством тв-lim Z •= х. Так как X относи­
тельно секвенциально компактно, то для каждой У е 91 (X) су­
ществует такая Z^yi(Y), что тя-limZ = х(Z)е Е. Если теперь 
допустить, что x(Z)=£ х для всех Z е 5R (У), то, ввиду ГеЗ!, 
имеем Г 1  (А)-lim У ф х. Но последнее противоречит предполо­
жению Г 1  (A)-limX = х. Следовательно, % Е-\imX = x. Доказа­
тельство теоремы завершается применением соотношения (1). 
Из доказанной теоремы непосредственно вытекает 
Теорема 2. В случае ограниченно компактного 4  метризуемого 
Е имеют место равенства 
с  ( Е ,  Т °  ( А ) )  Г )  m  (Е )  =  с  ( Е ) ,  с ( Е ,  Г (Л ) )Пт  (Е )  =  с {Е ) .  
Следствие 1. Пусть F=E суть монтелевские 5  пространства 
•фреше и А = /. Последовательность X Е т(Е) сходится к точке 
х в топологии тЕ тогда и только тогда, когда Ж^Нт X = х для 
некоторого Ж = (А яь) е Z. 
Следствие 2. Пусть F = E = K и A = (a nk) s Ж. Дл я  
X  ̂  m = m(K) равенство A 1-Mm X = х (или А 0-МтХ — х) рав­
носильно соотношению lim X — х. 
3. Дальше мы рассмотрим случай операторных матриц Ж = 
= (Апь)е2, где А пь е L c(£, F), а Е и F — пространства Фре­
ше. Мы говорим, что последовательность X <= s(E) имеет свой­
ство (31°), если существует Ж(А)-Нт У для каждой У е 9t(X). 
По определениям ясно, что каждая Ж 0(А)-сходящаяся последо­
вательность обладает свойством (Ж 0). В случае скалярной мат­
з Последовательность X можно рассматривать как подмножество про­
странства Е, если повторяющиеся элементы в X считать однюкратно. 
* Топологическое векторное 'пространство называется ограниченно ком­
пактным (см. [6], стр. 695), если каждое его ограниченное подмножество 
относительно компактно. 
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рицы А верно и обратное (см. [3], лемма 1). Здесь мы обоб­
щаем последнее на операторные матрицы, не пользуясь при этом 
теоремой Бака. 
Лемма 1. Пусть Ж — конечно строчная 6  матрица со свойства-
м и  ( 2 )  и  ( 3 ) .  И з  с в о й с т в а  ( 3 1 ° )  п о с л е д о в а т е л ь н о с т и  X ^ s ( E )  
следует ее 21°(Л) -сходимость. 
Д о к а з а т е л ь с т в о .  П у с т ь  X — последовательность со 
свойством (31°). Предположим от противного, что существуют 
У, Y" е 9?(Х), так что 2t (А) -lim У = у' Ф у" — 2t(Л) -lim У". 
Покажем, что тогда можно построить последовательность У = 
= 9t(X) с элементами 
_ f y'h При П 2гп+1<^<"2т+Ь -
У к  I при n 2 m +i+l<^<n 2 m  (т = 0, 1, По=0) 
такую, что Y$ £ c ( E , ' 2t(Л)). 
Обозначим Anu = А (п, k), y k  = y(k) и t nY = t(n)Y. Пусть 
d — инвариантная метрика, которая порождает топологию x F, и 
(е п) с E* eR — положительная строго монотонная нуль-после­
довательность. В силу 2t (Л) -сходимости последовательности У 
можем  выбр а т ь  щ  >  п 0  т а ким ,  ч т о бы  d ( t ( n x ) Y ' , А у ' )  <  £ \ .  
Обозначим, далее, через A(n,k(n)) последний отличный от нуля 
член в ряде с номером п. По условиям (2) и (3) последователь­
ность индексов k(n) не равномерно ограничена. Поэтому в силу 
2t(Л)-сходимости последовательности Y" и условия (2) можно 
выбрать п 2  > п х  столь большим, чтобы d(t(n 2) Y",Ay") <. 
и 
d ( 2A  ( п 2 ,  k )  [ y ' ( k )  -  у"  (k )  ], 0) <2-' £ 2. 
ft=i 
Тогда имеем 
d ( tЫ  Y ,Л у " )  = d ( J j j A ( n 2 , k )  [ y ' ( k )  —  y " ( k ) ]  + t ( n 2 )  Y " , Лу " )  <  
ft=i 
П1 
<d ( j g A { n 2 , k )  [ y ' ( k )  —  y " ( k ) ] , 0 )  +  
+  d ( t ( n 2 )  Y " , Лу " )  <2-i £ 2+2-i £ 2=e 2. 
В общем случае, если п\ <С п 2  <... .< п 2 т  уже определены, та 
n 2m+i > п 2 т  можем выбрать столь большим, чтобы 
d(t(n 2 m+1) Y', Л</') <2 - 1e 2m+i, 
и 
т  »2, 
]2d( Л (п 2 т + и  k) [у'(k) — у"(k)], 0)'<2-%2m+i. 
Р=1 f t=n,p-,+l 
5  Монтелевским пространством (см. [2], стр. 240) называется отделимое 
бочечное ограниченно компактное пространство. 
6  Т. е. для каждого п  существует k ( n ) , так что А п н  — нулевые опера­




d ( t ( n 2 m + i )  У, Лу ' )  <  22  d (  - Š  A ( n 2 m + i ,  k )  [ у ' ( к )  
р=1 к=п 1 р„,+1 
- { - d ( t ( l l 2 m+l) У, Лу ' )  <1 е 2т+1 -
Далее, фиксируя n 2 m + 2  > «2m+i таким, что 
d(t(tl2m+2) У",Лг/");<2 -1£2тп+2, 
и 
'2JD( J; Л (n 2 m + 2, fc) [</'(А)- у " ( к ) ], 0) <2-I£ 2 M + 2, 
Р=0 h=n, p+, 
аналогично условию (4) получаем 
d  ( t  (/ХЙТ+Г) У> Лу  ),<е 2Т+2- (5) 
Таким образом, последовательность индексов (п*), и тем самым 
последовательность У, определены. Так как Л — инъективный 
оператор, то Лу'фЛу". Поэтому из (4) и (5) непосредственно 
вытекает, что У<£с(Е,%(Л)). Лемма доказана. 
Теорема 3 (см. [8], стр. 898;'[7]). Пусть F = Е = К и ЛеЖ. 
Последовательность Х^.ш[\с(К,А) сходится тогда и только 
тогда, когда Y^c(K,A) для каждой Уе31(1). 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Е с л и  X  е  с ,  т о  
ввиду Л е Ж имеем У е с(/(, А) при всех У е 91 (X). 
Д о с т а т о ч н о с т ь .  П у с т ь  X  ̂  m  обладает свойст!вом (А 0) 
для некоторой Ле2. По одной теореме Брудно [1] (см. также 
[11], теорема 1) найдется такая треугольная матрица 5<=ЗЕ, 
ч т о  c (K ,A ) [ \m  =  c (K ,B ) [ \m  и  и з  Л - \ i r nX  —  х  с л е д у е т  B - l imХ=  
= х. Следовательно, X обладает свойством (В 0) и в силу лем­
мы 1 она В°-сходится. Доказательство теоремы завершается 
применением следствия 2. 
4. Обозначим символом La (E , F )  множество всех обратимых 
операторов f е L C(E,F) с секвенциально непрерывным обратным 
f~K Если / ^ E d(E,F), то (fxh) <=s(F)\m(F) для любой X <= 
<= s(E)\m(E). Обозначим через совокупность всех матриц 3t, 
ненулевые элементы которых принадлежат Ld(E,F) и пусть 
= £ Л 2R. 
Лемма 2. Лусгь Ж =. (А„А) <= ТО — матрица со свойствами 
(2) и (3). Каждая последовательность X <г s(E)\m(E) содер­
жит подпоследовательность У со свойством Z ф с(Е, 2t(A)) при 
всех Z е 9t(X). 
Д о к а з а т е л ь с т в о  н а ш е й  л е м м ы  а н а л о г и ч н о  д о к а з а т е л ь ­
ству леммы 2 из [3], если только заменить там абсолютную ве­
личину  н а  р а с с т ояние  о т  н ул е вой  т очки  в  про с т р анс т в е  F .  
-У " (Ь ) ] ,  0)4-
(4) 
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Лемма 2 показывает, что для матриц Ж = (Л**) е ЭД со свой­
ствами (2) и (3) верно соотношение 
с (Е ,Ж°(Л) )сг с(£,Ж*(Л))с т(Е ) .  
Отсюда по теореме 2 выводим, что справедлива 
Теорема 4. Пусть Е и F — монтелевские пространства Фре-
ше. Равенство тя-Нт X = х равносильно каждому из соотношений 
Ж 1 (Л ) -ПтХ  =  х  и  Ж°(Л ) -НтX  • = =  х ,  г д е  Ж е  Xd .  
Эта теорема позволяет нам усилить утверждение следствия 2 ,  
ибо любая матрица ЛеХ принадлежит Xd. 
Следствие 3 (см. [3], теорема 4). Пусть А и X е s. Ра­
венства Л'-НтХ = х и Л°-НтХ = х равносильны соотношению 
lim X — х. 
Теорема 4 содержит в себе. следующую теорему тауберова» 
типа. 
Теорема 5. Пусть Е и F — монтелевские пространства Фре-
ше и Ж Е Xd. Из Ж (Л)-lim X = х следует ТЕ-НГП X = Х, если: 
каждая У е 9t(X) содержит Z е 9t (У) со свойством 
Ж (Л)-lim Z = х (или Ж(Л)-lim Y — х для каждой У е 9t(X)). 
Теорема 6. Пусть Е и F — монтелевские пространства Фре--
ше. Последовательность X е s(E) является хв-сходящейся тогда 
и только тогда, когда она обладает свойством (Ж 0), где Ж е Xd — 
конечно строчная матрица. 
Д о к а з а т е л ь с т в о .  П о  л е м м е  1  с в о й с т в о  ( Ж 0 )  п о с л е д о ­
вательности X равносильно ее Ж°-сходимости. Доказательство 
завершается теперь применением теоремы 4.. 
Следствие 4 (Бак [9]). Пусть ЛеГ. Последовательность 
X G с(К, А) сходится тогда и только тогда, когда она обладает 
свойством (А 0). 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  о ч е в и д н а .  
Д о с т а т о ч н о с т ь .  П у с т ь  А  е  X  и  X  о б л а д а е т  с в о й с т в о м  
(А 0). По лемме 2 последовательность X ограничена., Точно так 
же, как и в доказательстве теоремы 3 можно показать, что X 
обладает свойством (В 0) для некоторой треугольной матрицы 
В ̂ Х. Следовательно, по теореме 5 последовательность X схо­
дится. Достаточность условия (А 0) доказана. 
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BUCKI TEOREEMI ÜLDISTUS 
E. Kolk 
R e s ü m e e  
Käesolevas töös üldistatakse operaatormaatriksitele tuntud Bucki teoreem 
(vi. [4], lk. 401) ja mõned autori [3] tulemused. Tõestatakse näiteks järgmine 
•teoreem. 
Teoreem 4. Olgu E ja F Frechet-Monteli ruumid, Л : E -*• F — injektiivne 
pidev lineaarne kujutus ja А = (A„Ä) niisugune Л-regulaarne (v-t. [10], lk, 368) 
üldistatud maatriks, mille kõik nullist erinevad elemendid on pideva pöördope-
raatoriga pööratavad operaatorid. Jada (xh), Xk GE E, on koonduv elemendiks x 
ruumis E parajasti siis, kui tema iga osajada (z/t) sisaldab osajada (z/,), 
mis on A-summeeruv ruumi F elemendiks Лх (ehk jada (x h) iga osajada (yk) 
•on A-summeeruv elemendiks Лх). 
E I N E  V E R A L L G E M E I N E R U N G  D E S  S A T Z E S  V O N  B U C K  
E. Kolk 
Z u s a m m e n f a s s u n g  
In diesem Aufsatz werden der bekannte Satz von Buck (siehe [4], 
Seite 401) und einige Sätze des Autors [3] in dem Fall der aus den stetigen 
linearen Abbildungen bestehenden Matrix verallgemeinert. Als Beispiel wird 
der folgende Satz bewiesen. 
Teoreem 4. Es seien E und F die Frechet-Montel-Räume, Л die injektive 
stetige lineare Abbildung von E in F und (A nk) eine Л-reguläre (siehe [10], 
Seite 368) Matrix mit den Nichtnullelementen als intakte stetige lineare Ab­
bildungen mit stetigen Reziproken. Die Folge (Xk), konvergiert gegen 
x im Raum E genau dann, wenn jede Teilfolge (ун) der Folge (Xh) eine 
Teilfolge (zu) mit 
lim 2A n hz h=Ax (1) 
n h 




Кафедра математического анализа 
Введение 
Целью настоящей статьи является изучение мультипликато­
ров ß/(-пространств, в частности, пространств с базисом сум­
мирования. Мультипликаторы для конкретных пространств три­
гонометрических рядов изучались многими авторами. Назовем 
здесь Гёса [13, 14], Скворцову [7] и Тыннова [8—10]. Для про­
извольных ß/(-.пространств известно меньше результатов (см. 
i[l, 15, 16]). Оказывается, что многие свойства мультипликато­
ров тригонометрических пространств имеют место и в случае 
произвольных ß/(-пространств. Здесь мы займемся обобщением 
результатов работ [6—10] на произвольные ß/(-пространства. 
В § 1 приведем символику и основные понятия. Следующие 
$ 2 и § 3 содержат вспомогательные результаты. Некоторые из 
них имеют и самостоятельное значение, в частности, обобщают 
многие результаты работ [7—10, 14]. Вопросам, связанным с 
понятием опредеЗгяющиего многообразия, посвящен § 4. Это 
понятие определяется здесь в несколько более общем виде, чем 
в [9] (см. определение 4.2). В § 5 обобщается понятие инвари-
•атности тригонометрического пространства относительно сдвига, 
что позволяет распространить теоремы 4.1, 4.2 и 4.4 из [9] на 
произвольные В/(-пространства. 
В последнем параграфе рассматривается суммируемость раз­
ложений элементов ß/(-пространств в более общем смысле (ох­
ватывающую, например, вместе с обычной суммируемостью еще 
и суммируемость и ограниченность со скоростью (см. [4]), почти 
суммируемость (см. [18]) и /p-суммируемость). Получены до­
статочные условия для мультипликаторов, которые во многих 
случаях легко проверяемы. Следует отметить, что случай огра­
ниченности со скоростью разложений по тригонометрической си­
стеме рассмотрен в [6]. 
Мы будем часто пользоваться результатами статьи [12]. От­
метим, что следствия 25 и 27 из [12] не верны, но в настоящей 
статье они не используются. 
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§ 1. Основные понятия 
Через Е, а также Е и  Е 2, F, G, если не оговорено иное, обо­
значим ВК-пространства, т. е. банаховы пространства числовых 
последовательностей, непрерывно вложенные в пространство s 
всех числовых последовательностей с топологией покоординат­
ной сходимости. При этом предполагается, что õn е Е при лю­
бом 1  п, где д п  = {dnft}. Через õ обозначим последовательность 
{<Jnn}- Вообще, будем числовые последовательности обозначать 
греческими буквами /л, А, <р, |, ц, имея в виду, что ц = {/х„} 
и т. д. 
Линейную оболочку множества {<?"} обозначим через L( Ö n ) ,  
а замыкание /-(<?") в Е через Е 0. Единичный шар пространства Е 
обозначается через S(E). Мультипликатором (Е и  £2) называ­
ется множество таких последовательностей д, что для любого 
Jef] верно pg <= £2, где = {/*„£„}. 
Для топологически сопряженного к Е пространства Е* опре­
делим пространство 
л£*={ф <= s: 3/ е£*, (ö n,f)=<p n  V п). 
Легко видеть, что имеется алгебраический изоморфизм между 
пространствами А£* и Е*1Е 0 1, где 
Яо 1-{/е= £*:(<?»,Л =0 Vn}. 
Действительно, поставим в соответствие к <р е л£* множество 
ф <= Е'/Ео 1  таких функционалов f е Е*, что <р„ = (d n, f) при 
каждом п. Если определить норму на ЛЕ* через ||ф|| = ||Ф||, то 
Л£* становится В/(-пространством. Если Е — Ео, то простран­
ства Е* и Л£* изометрически изоморфны. В этом случае не 
будем их различать, т. е. считаем Е* В/(-пространством. Обо­
значим также S(Е*) = {f е Е*: ||/|| <: 1}. 
Через А  обозначим бесконечную числовую матрицу {«a n h )  с 
lim« anh = 1 при каждом k. Будем писать Л„ = {«„'&}. В част­
ности, через S обозначим матрицу с элементами 
{1 при n^k ,  0 при n<.k. 
Таким образом, S n —  {1, • • - , 1, 0, ...}. 
п единиц 
Обозначим 
FA=  {I е s : Л|<= F } ,  
где предполагается существование последовательности 
Al— anhih}-
1 Если не указаны дополнительные ограничения, то свободный индекс 
принимает веб значения 1, 2, 3 Аналогично для индекса суммирования 
'2 = Ž • 
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При этом всегда считаем, что <? n  е FA при любом п. Полу­
нормы 
л(|) = ||A|||F, ^ 
я п(I) = supа п&\ :k=l, 2, ...}, 
i=i 
задают F/C-топологию 2  на FA. В дальнейшем, говоря о FA ,  
часто предполагаем, что А обратима на F, т. е. уравнение 
Al = г) имеет единственное решение | при любрм jjeF, Тогда 
FA становится В/С-пространст,вом относительно нормы л(1), 
и для каждого л найдется константа q n  > 0, так что 
я(1) (I) • (1-2) 
Будем писать А п т  = SmA„. Через А пт*<р обозначим функ­
ционал на Е, Определяемый равенством 
т 
( I t  Апт*<р )  == anhškVh, h=l 
где <р щ s, а |е£.. Если на Е существует litn m  (|, А п т\), то 
обозначим его через (|, Лп*<р). Тогда А п*<р<^Е*. 
Мы будем *iacTO рассматривать мультипликатор ( A£*, F A ) .  
Как  и  в  [ 1 2 ] ,  о бо зн ачим  д ля  кр а тко с ти  ( л £ \  тА)  =  Е ° (А ) .  
Обозначим еще E F(А) = ( AE*,FA) П Е. • 
Наконец, E F N ( A )  =  { £  е E f ( A ) :  {||А„| — |||} eF}, где до­
полнительно предполагается, что 
(a) найдется В/(-пространство F °  с F  такое, что 3  F  =  
:=  F °  ( В  L  ( д ) ,  
(b) inf {М„||} > 0 в F ,  
(c) норма в F° монотонна в следующем смысле: если 
и J|n| ̂  Ы при любом га, то е Р и ||£ | |  ̂  Ц77Ц (ср. с поня­
тием нормального пространства в [17]., стр. 409). 
Заметим, что пространство E F N (Л) можно определить, на­
пример, для пространств F = /га, с, l p  ® L(<$) (при р ̂  1),/ (см. 
[18]), т х,с х  (см. [2, 4]). Но, например, в пространстве w 0  аб­
солютно сходящихся к нулю последовательностей норма не мо­
нотонна. 
В дальнейшем нам будет полезна следующая. 
Лемма 1.1. Если F удовлетворяет условиям (а), (Ь) и (с) 
в определении множества E F N(A), то Farn и lim inf ||„| = 0 
для каждого | GP. 
•  Д о к а з а т е л ь с т в о .  П р и  к а ж д о м  I  е F °  имеем ||„] ||<У П | | = 
= llf»d»ll ^ Illil, откуда I е /га. Но тогда и I'+Ctfem при 
любом числе С, т. е. Fe m. Так как |ет, то lim inf j£ n| С oo. 
Далее, I — Sh(l— д) e F° ф 6 при любом k, поэтому (с) дает 
нам, что lim inf j||„| = 0. Лемма доказана. 
2  Т. е. вложение FA s непрерывно и FA полно. 
3  Через L(õ) обозначим множество всех векторов вида Сд, где С — 
произвольная константа. 
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Следствие 1.1. Если |, tjef и J| n— rjn\ < £ при всех п, 
то Iр — <7,| < Е, где | = f -f põ, rj = rj° + qõ и |°, rf <= F3. 
Д о к а з а т е л ь с т в о .  Т а к  к а к  | ° ,  e  P ,  т о  и  f  —  ? ? °  e  E 0 .  
По лемме 1.1 найдется подпоследовательность натуральной по­
следовательности {n(k)}, так что |J°n(fc)—ifn(k{ 0, откуда 
следует \р — q\ < г. 
Следует отметить, что определенный в работах [6—10] муль­
типликатор (см. [9], определение 1.3) пространства тригономет­
рических рядов является подмножеством мультипликатора в оп­
ределении настоящей статьи. Но это различие не существенно. 
Во-первых, все утверждения относительно ВК-пространств на­
стоящей статьи можно совершенно аналогично доказать для 
.пространств тригонометрических рядов и мультипликаторов в 
смысле статей [6—10]. Во-вторых, все утверждения работ 
[6—10] имеют аналоги для комплексных пространств, где 
мультипликатор понимается уже в смысле настоящей статьи. 
§ 2. Некоторые алгебраические соотношения 
Приведенные в этом параграфе результаты могут быть сфор­
мулированы для произвольных подмножеств Е, £h £2 простран­
ства s. Доказательства, кроме доказательства последнего пред­
ложения, ввиду их очевидности опускаются. 
Предложение 2.1. Имеет место включение 
( Е и  Е 2 )  а  ( (Е ,  E i ) ,  ( Е ,  Е г ) ) .  
Из предложения 2.1, в частности, вытекает первое утверж­
дение теоремы 5.1 из [9]. 
Предложение 2.2 Имеет место включение 
( E u E 2 ) c z ( ( E 2 , E ) ,  ( £ ь £ ) ) .  
Из предложения 2.2 вытекает теорема 4.5 из [9]. 
Предложение 2.3. Имеет место включение 
( £ , , £ , )  с  ( £ , ( ( £ , £ , ) , £ , ) ) ' .  
Из предложения 2.3 вытекает второе утверждение тео­
ремы 5.1 из [9]. 
Предложение 2.4. Если £ э <$, то (£, £i)c= £t. 
Следствием предложения 2.4 является теорема 3.1 из [9], 
а также предложение 2 из [11]. 
Предложение 2.5. Если Е а (£,, £2) и Е, э<5, то (Е 2, £3) а 
c z  ( £ , £ 3 ) .  
Из предложения 2.5 вытекает теорема 3.3 из [9]. Действи­
тельно, если £ = V и £ | = AV*, а £2 — поле абсолютной сум­
мируемости матрицы А и £3 — поле суммируемости матрицы В, 
где А и В заданы в виде преобразования ряда в последователь­
ность, то в предположениях теоремы 3.3 из [9] условия пред­
ложения 2.5 выполнены. 
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Предложение 2.6. Ес ли  (Е ,  Е )  э^э <5, то  
( Е и  (Е ,  Е 2 \ )  =  (Е ,  ( Е и  Е 2 ) )  =  (Е ,  £ 2 ) .  
Д о к а з а т е л ь с т в о .  П у с т ь  д  е  ( £ ,  £ 2 ) ,  |  е  £ , r j ^ E \ .  
Так как £ t  с: (Е, Е), то grj е £ и поэтому д|г? е £2. Ввиду про­
извольности г) ̂  Е х  имеем д£е(£ ь£ 2). Значит, (£, £2) сг 
cz (Е, (£ ь£ 2)). Так как £, 3d, то по предложению 2.4 имеем 
(Е иЕ 2) а £2, И поэтому (£, (£ь £2)) <= (Е,Е 2). В итоге 
(Е, (Е и  Е 2)) = (Е,Е 2). Далее, по предложению 2.4 справед­
ливо (£], (Е,Е2) CZ (£, £2). ЕСЛИ же JUE (£, (£I, £2)), то при 
любом I G £, ))Е£] выполняется д|?7 е £2, т. е. дт/ е (£, £2) 
и^е (£ь (£, £2)). Значит, (£,, (£, £2)) = (£, (£ь£2)). 
§ 3. Некоторые вспомогательные результаты 
Ниже докажем несколько предложений, которые нам будут 
нужны в следующих параграфах. Некоторые из них имеют и 
самостоятельное значение. 
Предложение 3.1. Имеет место 
(Ed, (£1) 0) = (£0, £1) <= (£, £1). 
Д о к а з а т е л ь с т в о .  П о  н е п р е р ы в н о с т и  д  е  ( £ 0 ,  £ ] ) ,  ( с м .  
предл. 4 из [12]) при каждом |е'£о элемент д| е (£1)0,  т. е. 
(£о, (£|)o) cz (£0, £i). Обратное включение очевидно из-за 
£ 1 ID (£,)0. Также из £0 с: £ выводим, что (£ 0, £1) =э (£,£]). 
Предложение 3.2. Имеет место включение 
(E UE 2)<=( AE 2*, A£j*) .  
Д о к а з а т е л ь с т в о .  О п р е д е л я я  д л я  /  е  £ 2 *  и / / е  ( £ ь  £ 2 )  
функционал д/ на £] равенством 
(|,д/) = (д|,Л, 
по предложению 4 из [12] имеем д/ <= £1*, т. е. д е ( АЕ 2*, л£i*). 
Предложение 3.3. £слы £ = £0, то 
(£, тЛ) = (£, сА). 
Д о к а з а т е л ь с т в о .  О ч е в и д н о  ( £ ,  т А )  г э  ( £ ,  с А ) .  Н о  
(£, тА) с £* (см. лемму 2 из [12]), и поэтому, если ц> е 
е (Е,тА), то по теореме Банаха—Штейнгауза (£, А«*^) 
-> (|,«р) при любом |е£, т. е. ,ср е (£, сА). 
Предложение 3.4. Имеет место равенство 
(£, тА) = (<р G л£* :ЗА„>=0(1)}, 
а если Е — Е 0, то (£, тА) =£*°(А). 
Д о к а з а т е л ь с т в о .  П е р в о е  у т в е р ж д е н и е  с л е д у е т  и з  
леммы 2 в [12]. Для доказательства второго утверждения за­
метим, что в случае £ — £0 имеет место £ с Л  (£*)*, и поэтому 
(£, тА) из £*°(А). Обратное включение следует из первого ут­
верждения. 
Заметим, что предложения 3.3 и 3.4 обобщают теорему 13 
из [8]. 
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Предложение 3.5. Если Е — EcN(A), то 
A (E o (A ) ) *= {E ° ( A ) , m A )  =  ( Е ,  тА )  =  (Е ,  с  А )  =Е* .  
Доказательство. Для любых £ е Е°(А), <р е 
Е л(£°(Л))* суммы рядов 
Чпк^кфк 
к 
ограничены, так как по леммам 3 и 23 из [12] имеем 
Л(Е°(А))* АЕ*. Тем самым по предложению 3.4 
Л (Е ° ( А ) ) *  =  (Е ° (А ) ,тА )  =  (Е ,  тА )  =Е* .  
Наконец, Е  =  E c N ( А ) влечет Е*  =  (Е , сА ), и предложение до­
казано. 
Предложение 3.5, в частности, обобщает теорему из [10]. 
Заметим еще, что при Е ~ Е 0  равенство (Е,тА) — Е* также 
до с т а т очно  д л я  Е  —  E c N ( A ) .  
Предложение 3.6. Если EczE°(A), то 
(Е й ,  mA )  =  (Е ,  тА )  —  ( Е ° (А ) ,тА ) .  
Д о к а з а т е л ь с т в о .  П о  п р е д л о ж е н и ю  1 9  и з  [ 1 2 ]  и м е е м  
Eo = E c N(A) = EQ c N(A), по предложению 23 из [12] выполня­
ется Е°(А) — Е 0°(А). Доказательство следует теперь из пред­
ложения  3 . 5 ,  т а к  к ак  (Е 0 ,  тА )  Z D  (Е ,  тА )  Z D  (Е ° ( А ) ,  тА ) .  
Следствие 3.1. Если Е cz Е° (А) з б, то при любом Е 2  
( (Е ,  тА ) ,  Е 2 )  C Z  (тА ,  Е 2 )  
Д о к а з а т е л ь с т в о  с л е д у е т  и з  п р е д л о ж е н и й  3 . 6  и  2 . 4 .  
Заметим, что следствие 3.1 обобщает теорему 3.3 из [9]. 
Предложени е  3 . 7 .  Ес ли  E  =  E c N ( A ) ,  то  Е*  —  Е* ° ( А )  и  
(Е* ) о  =  E* c N  ( А ) .  
Д о к а з а т е л ь с т в о  с л е д у е т  и з  п р е д л о ж е н и й  3 . 4  и  3 . 5 ,  и  
из предложения 19 из [12]. 
Предложение 3.8. Если Е — EcN(A), то (Е*)о* — Е°(А). 
Доказательство следует из предложений 3.5 и 3.7. 
След с т в и е  3 . 2 .  Ес ли  Е  —  E c N ( A ) ,  то  л £ * *  =  Е ° (А ) .  
Доказательство следует из леммы 23 из [12]. 
Предложение 3.9. Если Е = Е 0, то 
(Е ,  (Е* ,  mA ) )  —  ( Е ,  ( Е \  сА ) )  =  (Е ,  Е<*  (Л ) ) .  
Д о к а з а т е л ь с т в о .  Я с н о ,  ч т о  ( Е ,  ( Е * ,  т А ) )  ZD 
Z D  (Е ,  (Е* ,  с  А )) ZD (Е, E c N(A)). Пусть р е (Е, (Е*, тА)), т. е. 
(Anjul, <р) = 0(1) для любых И д> е Е*. По принципу 
равномерной ограниченности и теореме Банаха—Штейнгауза 
A „ j u |  p i  в  Е  при  любом  I  <= Е ,  т .  е .  ц  <= (Е ,  E c N ( А ) ) .  
Следствие 3.3. Если Е = Е 0  и Е cz (Е*,Еi), то  ( Е и  тА)  с= 
с=  (Е ,Е^ (А ) ) .  
Д о к а з а т е л ь с т в о .  П о  п р е д л о ж е н и я м  2 . 1  и  3 . 9  и  в к л ю ­
чению  Е  c z  (Е* ,  E i )  имеем  (Е и  тА)  c z  ( (Е* ,  Е \ ) ,  ( Е * ,  тА ) )  c z  
er (Е, (Е*, тА)) = (Е, E' N(A)). 
Заметим, что из следствия 3.3 вытекает теорема 5.2 из [9]. 
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§ 4. Определяющие многообразия 
В этом параграфе нашей конечной целью будет обобщение 
теоремы 4.3 из [9] на произвольные В/(-пространства. Сперва 
введем для В/(-пространства £ понятие определяющего много­
образия более общее, чем аналогичное определение 4.2 в [9]. 
Будем говорить, что банахово пространство fc£' есть оп­
ределяющее многообразие для Е, если полунорма 
115110= sup{|(!,/)| :/s5(F)} 
эквивалентна исходной норме на Е. 
Следующая теорема показывает, что определяющие много­
образия встречаются довольно часто. 
Теорема 4.1. Пусть Е = E c N(А). Тогда (£*)о — определяю­
щее многообразие для Е. 
Д о к а з а т е л ь с т в о .  П о  л е м м е  3  и з  [ 1 2 ]  н о р м а  в  Е экви­
валентна норме в Е°(А) для |е£, а предложение 3.8 дает, что 
для I е Е норма в Е°(А) эквивалентна норме в (£*)о*. 
Следующая теорема есть обобщение теоремы 4.3 из [9]. 
Теорема 4.2. Пусть F cz Е* — определяющее многообразие 
д л я  Е  =  Е 0 .  Т о г д а  ( F ,  (Е ,  тА ) )  =  ( £ * ,  ( Е ,тА ) ) .  
Д о к а з а т е л ь с т в о .  Я с н о ,  ч т о  ( £ ,  ( £ ,  тА ) )  Z D  (£*, (£, тА ) ) .  
Обратно, пусть ц е(£, (Е,тА)) = (F,E*°(Л)), где последнее 
равенство имеет место на основании предложения 3.4. Тогда 
l|Anm/t||(.E»vE» ) = s u p { | 9 > ) ] :  I € =  S ( £ ) , p e S ( £ * ) }  —  
~ sup {j {Аптц£,<р)\ :|eS(£), <p<=S(F)} = 
= ИЛNMJUII(F,E»)= On (1) • 
ибо А пц<р G E* для любого <p (= F. Ho l|A n m ju|| ( £., s.)= ||AntnVi/||(E,E), 
и поэтому, учитывая £ = £0, по теореме Банаха — Штейнгауза 
получаем A n/i <= (£, £) cz (£*, £*). Аналогично 
IIЛ n,u|l(£«,E«) ~ IIА n/J, ||(JT,E«) = 0 ( 1 ) , 
т. е. для любого f е £* выполняется \\A npif\\ =0(1) в £*. 
§ 5. Инвариантность относительно сдвига 
Под комплексным тригонометрическим пространством обыч­
но понимается некоторое пространство формальных тригоно­
метрических рядов 
njtjne i n t, 
где t е [—st, л]. Чтобы согласовать это понятие с понятиями 
В/(-пространства и мультипликатора в § 1, нам придется рас­
сматривать ряды 
» (-!)»[-]« 
и ine 2 . 
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Таким образом, инвариантность относительно сдвига 4  триго­
нометрического пространства Е означает, что при любом t е 
•е [—я, я] последовательность (т п(^)} е (Е, Е), где 
sup {II {т„ (/)} ||(Е,Е) : t  е [—я ,  я ] } < 00. 
Так как в пространстве 5  С функционалы <p t  с (x,<p t) = x(t) 
равномерно непрерывны на [—я,я], то для инвариантности про­
странства Е относительно сдвига достаточно включение dV cz 
cz (Е, Е). Более того, справедлива 
Теорема 5.1. Тригонометрическое ВК-пространство Е = 
= Е° (А) или Е — EcN(А) при некоторой А, инвариантно отно­
сите л ь н о  с д в и г а  то г д а  и  то л ь к о  то г д а ,  к о г д а  (Е ,  Е )  г з  dV .  
Д о к а з а т е л ь с т в о .  Н а д о  д о к а з а т ь  т о л ь к о  н е о б х о д и ­
мость. Аналогично доказательству теоремы 4.1 из [9] можно из 
инвариантности относительно сдвига вывести равенство 
(Е, (dV, mA)) = (Е, тА). Предположим, что найдется 
е dV\(Е, Е). По лемме 3, теореме 24 из [12] и предложению 3.5, 
имеем ((Е, тА), тА) = Е°(А). Учитывая теорему 20 из [12] и 
пр е дложение  3 . 1 , пол учим  (Е ,  Е )  =  (Е °  ( А ) ,  Е °  ( А ) )  =  (Е ,  Е °  ( А ) ) .  
Тогда найдется rj^E, такое что г}1ф.Е°(А), т. е. найдется 
т а кой  <р  е  (Е ,  тА ) ,  ч то  <р г \ 1  ф .  тА .  Таким  обр а з ом ,  <р г )  ф  ( dV ,  тА )  
и <р ф (Е, (dV, тА)). Значит, Е не инвариантно относительно 
сдвига. Теорема доказана. 
Теорема 5.1 дает нам возможность обобщать теоремы 4.1, 
4.2 и 4.4 из [9] относительно тригонометрических пространств 
на произвольные ß/(-пространства. Например, теорема 4.1 из 
[9] следует теперь из предложения 2.6. Аналогом теоремы 4.2 
из [9] будет^(вместе с предложением 2.6) следующая 
Теорема 572. Пусть АЕ{* cz (Е, Е) или AE*cz((E,cA), (Е,сА)) 
и  A E x * ^ õ , a  Е  =  Е 0 .  Т о г д а  (Е ,  E l c N ( A ) )  =  (Е ,  с А ) .  
Д о к а з а т е л ь с т в о .  П о  п р е д л о ж е н и ю  2 . 4  м ы  и м е е м  
( АЕ\*, с A) cz с А, и поэтому 
(Е ,Е^ (А ) ) с (Е ,  сА ) .  
Пусть /ie(£,сА ) .  Тогда при любых с р ^ А Е*  и | <= ß имеем 
lupŠ^cA. Таким образом, (A n{i£,f) сходится при любом 
При этом Anßi^Ei. Действительно, A n m/t|e ̂  и ||А п тд|| ̂  
С п, поэтому по теореме Банаха — Штейнгауза A„m/U£->-А„ ; |ц£ 
в Е1 при каждом |е£, т. е. е E\ c N(А). Теорема доказана. 
Аналогом теоремы 4.4 из [9] будет 
* Мы определяем »»вариантность относительно сдвига без требования 
сохранения нормы (ср. [8], опр. 1.5), а предположим только равномерную 
непрерывность сдвига. 
5  Будем пользоваться обозначениями [8] для комплексных тригономет­
рических пространств. 
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Теорема 5.3. Пусть  <9 е £ t  с: ( £ ,  Е)  и  А„ е (Е и  (£1) 0 )  при 
каждом  п .  Т о г д а  (E i ,  ( Е ,  тА ) )  =  ( ( £ 1 ) 0 ,  ( Е ,  тА ) )  —  ( £ ,  тА) .  
Д о к а з а т е л ь с т в о .  У ч и т ы в а я  п р е д л о ж е н и е  2 . 6  и  
(Ей  ( £ , тА ) )<= ( ( £ 1 ) 0 ,  ( £ , тА) ) ,  
остается доказать, что (£ ь  (£, mA))^((£i)0, (£, mA)). Возьмем 
/z е ((£1)0, (£, тЛ)) и |е£. Тогда на основании леммы 2 и 
предложения 4 из [12] имеем е(£ 1 ) 0* .  Так как A„£i с: (£1 ) 0 ,  
то для любого г)^Е х  имеем (г], А п*р,%) — (Anrj, /л|), где A„*/z| е 
е£ 1* и из принципа равномерной ограниченности выводим 
l|A n*jU|||(E,)o* =  0 (1 ) . 
Таким образом, p,r] е (£, тЛ) при каждом 77  е £ ь  т. е. jti е 
<=(£ ь  (£, тЛ)). Теорема доказана. 
Заметим еще, что теорема 5.1 является обобщением, теорем 2 
и 3 из [7]. Теорема 6 из [7] также следует из теоремы 5.1. 
§ 6. Пространства ( A£*, F A ) ,  E F ( А )  и E F N ( А )  
В этом параграфе предположим, что Л обратима на F. Опре­
деленные в § 1 пространства ( л£*, FA), а также E F(A) и 
E F N(А) можно нормировать так, что они становятся В/(-про­
странствами. Для ( Л£*, FA) и E F(A) это очевидно, так как 
E F  (А) — пересечение В/(-пространств и L(õ n)cz EF (А). По­
этому, для I е ( Л£*, FA) положим 
|Ц|Ц= sup{||^||F A:'9>eS(A£*)}, (6.1) 
а для |G£ f(A) 
111112= IIIIII+IIIIIE. (6.2) 
Для I е E F N ( A )  обозначим 
11511З=11111Е+11{1|А п |-||1}||Е. (6.3) 
Имеет место следующая 
Теорема 6.1. Пространство E F N(А) есть ВК-пространство 
относительно нормы (6.3). 
Д о к а з а т е л ь с т в о .  И з  с в о й с т в  н о р м  в  £  и  £  в ы т е к а е т ,  
что равенство (6.3) определяет норму в E F N(А). Возьмем из 
E F N(А) любую последовательность Коши | s, т. е. пусть 
lim (III s- !11в+ II {IIЛ „I 3  - АпГ+Г - l sll} Ы =0. (6.4) 
Тогда ^->-1 в £. Так как 
I IIA„| S  — АПГ+Г — ISII — IIA„|S — А„Г+Р +Г+Р — ISII I< 
< W A n F + p  —  A„r+|r — |r+P||, 
то на основании (6.4) последовательность 
г] г= {11А„| 3  — А„ГН-Г — l sll}n=i 
сходится в F° при каждом s. Но £° у нас В/(-пространство, и 
поэтому 
— Л„|+| — |*||} 
в Р. Таким образом, i^E F N(A) и (6.4) дает теперь, что 
в E F N(A). Теорема доказана. 
Теорема 6.2. Имеет место включение 
(Е 0 ,  ( £ 1 ) o ) c ( £ F j V ( A ) , £ 1 ^ ( A ) ) .  
Д о к а з а т е л ь с т в о .  П у с т ь  ц ^ ( Е 0 , ( Е , ) 0 )  и  | < = £ ™ ( А ) .  
По лемме 1.1 имеем | е £0 и поэтому Неравенство 
1Ы1 Mn|-|II^IIA n^-^lll 
дает теперь, что {||A n j U | — ̂ |||} <= f°, откуда ^ef^fA). 
Следствие 6.1. Справедливо (Е, E ])cz(E F N(A), £1-FjV(А)). 
Доказательство следует из предложения 3.1. 
Лемма 6.1. Пусть EczE°(A) и А п  ̂  (Е, Е) а (Е и  ЕЛ. Тогда 
Е ]  а  Е ] ° ( А ) .  
Д о к а з а т е л ь с т в о  с л е д у е т  и з  н е р а в е н с т в а  
Я \\^n\\(E,E)^\\An\\( E i,E t), 
где q — некоторая постоянная. 
Оказывается, что пространство E F N  (А) имеет базис сумми­
рования, если F = lp Ф 1(d), с, с\ т\ где Л п¥= О (1). Заметим, 
что во всех этих случаях £nSnõ->- 0, если 
Теорема 6.3. Пусть EczE°(A) и для каждого 7 г о  выпол­
няется inSnd^O в F. Если F°c"(S) = Р 3, го £™(A)CJV(A) = 
= £™(А). 
Д о к а з а т е л ь с т в о .  П у с т ь  | e £ F J V ' ( A ) .  Т о г д а  в в и д у  ( 6 . 3 )  
IIAml — £|1з= l|Am| — ||1ё+11 {liA nAm£ An| — Am|-)~ill}n=lllF^ 
=^IIAm|— |ИЯ+l|5m({||A„Am| — An!ll}n=i) IIf+ 
:+ II HAmf-|||Smd||,+ ||/?»;({l|A„A«|-Am|||}w!l1)||,+ 
i+ ll/?«({Mn|-|ll}n"i)IIF<( K + l )  ( I I  l | A m . | - 5 l | S m t f | | F +  
, + l|/?m({l|An|—^11} n=i) Hi?) +11 Ami — Ills. 
где Rm = ö — Sm, а К = sup n  | |А П | | < oo на основании следствия 
6.1 и леммы 6.1. Ввиду имеем lim m  \\A mi—1|| Smõ = О 
в F .  Так как F °  —  F ° c N ( S ) ,  то и lim m/?m({IIA„£ — £)}) = 0 в F .  
Теорема доказана. 
Займемся теперь изучением мультипликаторов пространств 
(лE*,FA), E F(A) и E F N(А). Имеет место теорема, аналогичная 
теореме 6.2. 
Теорема 6.4. Справедливо включение 
(Е 0 ,  (£,)») с: ((ЛЕ*,РА), (Л£,*,£А)). 
Д о к а з а т е л ь с т в о  о п и р а е т с я  н а  п р е д л о ж е н и я  3 . 1 ,  3 . 2 ,  2 . 2 ,  
и на лемму 23 из [12]. 
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Следствие 6.2. Имеет место 
(£,£,)с((*£•, Л4), (ЛЕ,*,£А)). 
Д о к а з а т е л ь с т в о  а н а л о г и ч н о  д о к а з а т е л ь с т в у  с л е д ­
ствия 6.1. 
Предложение 6 из [12] дает необходимое и достаточное 
у с ловие для принадлежности ц к мультипликатору (Е, Ei), но 
это условие трудно проверяемое. Поэтому важно найти более 
простые условия. Такое достаточное условие дает нижеследую­
щая теорема 6.5, так как мультипликаторы (FA, GB) для мно­
гих А, В и F, G известны [2—5, 16]. 
Теорема 6.5. Имеет место включение 
( FA ,  GB ) c z ( ( A E* ,FA ) ,  ( Л Е* ,  GB ) ) .  
Д о к а з а т е л ь с т в о  с л е д у е т  н е п о с р е д с т в е н н о  и з  п р е д л о ж е ­
ния 2.1. 
Оказывается, что при некоторых условиях норма ЦЩг, задан­
ная равенством (6.2), эквивалентна норме 1151h (см. (6.1)) на 
E F(А). Это поможет нам получить для пространств E F(А) 0  и 
E G(B)о результат, аналогичный теореме 6.5. Но прежде нам 
нужна следующая 
Лемма 6.2. Пространство E F(A) является замкнутым под­
пространством в ( AE*,FA) тогда и только тогда, когда при не­
котором q > 0 для всех £^EF(A) выполняется неравенство 
U\\i>qU\\E. (6.5) 
Д о к а з а т е л ь с т в о .  П у с т ь  в ы п о л н я е т с я  ( 6 . 5 )  и  п о с л е д о ­
вательность {^'} cz E F(А) сходится в ( л£*, FA) к некоторому 
£ е( л£*, FA). Тогда (6.5) дает нам, что |е£, т. е. Š^EF(A) и 
E F(A) замкнуто в ( ЛЕ*, FA). Обратно, пусть E F(A) замкнуто в 
( E*,FA). Тогда || | | | 2  ~ llllli на E F(А), откуда следует (6.5). 
Лемма доказана. 
Теорема 6.6. Пусть  (Е* ) 0  —  о п р е д е л яюще е  мн о г о о б р а з и е  д л я  
Е  =$= Е 0 ,  a  F< z :m .  Т о г д а  E F ( A )  з амкн уто  в  (E* , FA ) .  
Д о к а з а т е л ь с т в о .  И з  FA с тА и леммы 2 из [12] сле­
ду е т , что (E*,FA)cz AE**, и поэтому, учитывая, что (Е*) 0  — 
определяющее многообразие, имеем 
II£IIesS II III АЕ«< <7II Illi-
Для доказательства теоремы остается применить лемму 6.2. 
Теперь мы можем доказать теорему, аналогичную теоре­
ме 6.5. 
Теорема 6.7. Пусть  (Е* ) 0  —  о п р е д е л яюще е  мн о г о о б р а з и е  
д л я  Е  =  Е 0 .  Т о г д а  ( FA ,GB ) c (E F ( A ) 0 ,  E G ( B ) 0 ) .  
Д о к а з а т е л ь с т в о  с л е д у е т  и з  т е о р е м  6 . 5  и  6 . 6  и  и з  п р е д ­
ложения 3.1. 
Теперь сделаем еще одно предположение относительно про­
странства F, удовлетворяющего условиям леммы 1.1. 
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Предположение 6.1. Если | е F°, где = sup {II**«] :а е /}, 
а / — некоторое множество, то sup {|[| а|| е /} = ]|£Ц. 
Отметим, что предположению 6.1 удовлетворяют простран­
ства F — ш, с, f, m %, с х. Но пространства 1 Р  при р ̂  1 не удо­
влетворяют предположению 6.1. 
Следующая теорема позволяет установить для пространств 
E F N(А) и E G N(B) результат, аналогичный теоремам 6.5 и 6.7. 
Теорема 6.8. £СУШ F удовлетворяет предположению 6.1, то 
E F N ( А )  з амкн уто  в  E F ( A ) .  
Д о к а з а т е л ь с т в о .  И з  в к л ю ч е н и я  E F N  ( А )  с E F  ( А ) и из 
предположения 6.1 следует эквивалентность норм |]Щ 2  и |[|..|[д на 
E F N ( A ) .  
Следствие 6.3. Пусть  F  и  G  у д о в л етв о р яют  п р е д п о л ожению  
6.1 и для любого выполняется | nSnd->0 в F, а Е 0  = 
—  E c N ( А ) .  Т о г д а  ( FA ,  GB ) a  (E F N ( A ) ,  £ G j V ( B ) ) .  
Д о к а з а т е л ь с т в о .  П о  т е о р е м а м  6 . 3  и  6 . 8  с п р а в е д л и в о  
E 0 F{A)o = E 0 F N(A)= E F N(A) = E F(A) 0. Утверждение следствия 
следует из теоремы 6.7, так как по теореме 4.1 пространство 
(Ео * ) о  —  опред е ляющее  мно гообр а зи е  д л я  Е 0 ,  a  E G N ( B ) z>  
=> Е а  ( А ) о  =  E 0 G  (Л ) 0 .  
Здесь уместно привести еще один результат, обобщающий 
теорему 4.6 из [9]. 
Теорема 6.9. Имеет место включение 
( £ , £ 1 ^ ( A ) ) c = ( A £ 1 * ,  ( £ , £ А ) ) .  
Д о к а з а т е л ь с т в о .  В о з ь м е м  р  е (Е ,  E ] F N  ( А ) ), и 
<р  G A£,*. Тогда p £ < p ^ F A .  Действительно, {||A n ß i — д|||} е F °  
и поэтому {(A npi — p£,f)}<=F° при любом fe£i*. Таким об­
разом, цср е (£, FА) и теорема доказана. 
Следующая теорема выясняет более точно структуру про­
с тр анс т в  (Е ,  FA )  и  ( л £ * ,  FA ) .  
Теорема 6.10. Пусть  п р о стран ств о  F  у д о в л етв о р я ет  у с л о в и ям  
леммы 1.1. 
( d )  Е с л и  Е  • =  Ео ,  то  
(Е ,  FA )  = {ср е Е*: {(А я |-1,<р)}<= F° V|e£}. 
(e) £слы Ec zE ° ( B )  и  £0*о слабо секвенциально полно, то 
(E,FA) = {«p^Eo*o:  { (Л П | - | ,<Р) }Е  F °  V | E £ } .  
(f) £слы £ = £cJV (Л), то 
Р(Л) = {|е£: {(Л„|-5,<р)}е£° Vpe£*}. 
( g )  £ с л ы  £ 0  слабо секвенциально полно, то 
(А£*,£Л) = {|Е£ 0: {(Л п|-|,<р)}е£° У,РЕ Л£*}. 
Д о к а з а т е л ь с т в о .  Е с л и  { ( Л п | ,  f)} е £, где |е£ и 
f Е £*, то на основании леммы 1.1 найдется число (§, f), так что 
lim (A„ (ft,5,/)!, f) =<i, f), (6.6) 
где {n (&,|,/)} — зависящая от | и / подпоследовательность по­
следовательности натуральных чисел. 
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Если E  —  E c N ( A ) ,  то А„|-> £ при £е£ и, следовательно, 
(£,<р) — (I, у) для всех <р^Е*, т. е. утверждение (f) доказано. 
Пусть с р  е (Е ,  FA )  и Е  =  Eq .  Тогда А п*<р е £*, по лемме 1.1 
и по принципу равномерной ограниченности \\А п*<ср\\ = О(1), и 
по лемме 2 из [12] получаем ср^Е*. Если теперь в Е, 
то на основании следствия 1.1 имеем (£т, <р) (|, <р). Но (6.6) 
дает, что (д п,<р) = {ö n,cp), поэтому (|,ф) = (š,<p) для всех 
I е £ = £0. Тем самым утвреждение (d) доказано. 
Пусть теперь выполнены предположения (е) и #>е(£, £А). 
Тогда по предложению 19 из [12] имеем £0 = E 0 c N(B), поэтому 
предложение 3.8 дает £ с: £0*0*. Так как (|, А п*гр) = 
= limm(i,A„m*(p), Апт*<р е £0*0 и Е 0*о слабо секвенциально 
полно, то А„*Ф Е £0*0. По (6.6) имеем также (•, <ср) <= £0*О, И 
{(У, ф)} = {<р п} означает, что (£,<р) = (£, <р) при всех |е£. 
Таким образом, доказано и утверждение (е). 
Если E Q  слабо секвенциально полно, то А я |е £о при 
е( л£*,FA), и по (6.6) имеем также |е£ 0. Аналогично дока­
зательству утверждения (d) получим {£, <р) — (£, <р) для всех 
<р е Л£*. Этим доказано утверждение (g) и теорема 6.10. 
Следствие 6.4. Если F = т 1  с неограниченной скоростью Я, 
а Е = £0, то 
(£, £А) = £*FJV(A). 
Д о к а з а т е л ь с т в о  с л е д у е т  и з  т е о р е м ы  6 . 1 0  и  и з  п р и н ц и п а  
равномерной ограниченности. 
Следствие 6.5. £слы F = m l  с неограниченной Я, а £*0 явля­
ется определяющим многообразием для Е = £0, то 
(£*, £А) = £™(А). 
Д о к а з а т е л ь с т в о .  Т а к  к а к  £ * 0  е с т ь  о п р е д е л я ю щ е е  м н о ­
гообразие для £ = £0, то £*о*о = Е. Теперь по следствию 6.4 
имеем (£*о, FA) = E F N(А). Доказательство следствия 6.5 сле­
д у е т  и з  в ключения  £ F J V ( A )  с :  ( £ * ,  £ А)  с :  ( £ * 0 ,  FA ) .  
З а м е ч а н и е  6 . 1 .  В  д о к а з а т е л ь с т в е  с л е д с т в и я  6 . 5  н а д о  ( д л я  
В/(-пространства £*) использовать равенство 
Е™(А )=  £0™(А), 
справедливость которого для произвольного ß/(-пространства £ 
и ß/(-пространства F, удовлетворяющего условиям (а), (Ь) и 
(с) из § 1, следует из определения пространства E F N(А) и из 
леммы 1.1. Следствия 6.4 и 6.5 являются аналогом предложе­
ния 7 из [6], где речь идет о конкретных пространствах триго­
нометрических рядов. 
Из следствия 6.5 вытекает следующее 
Следствие 6.6. Если F = т\ где Я неограничено, а Е* 0  — 
определяющее многообразие для Е = £0, то 
E F { A )  —  E F N ( A ) .  
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Д о к а з а т е л ь с т в о  в в и д у  в к л ю ч е н и я  (Е*, FA) ZD E F ( A )  ZD 
ZD E F N  (A) очевидно. 
Следствие 6.5 дает возможность для F = т%  обобщить след­
ствие 6.3. Имеет место 
Следствие 6.7. Если F = т 1  и G = т* с неограниченными 
Я и р, а Е*о — определяющее многообразие для Е 0, то 
(.FA, GB) cz (E F N (Л), E G N ( B ) ) .  
Д о к а з а т е л ь с т в о  с л е д у е т  и з  т е о р е м ы  6 . 5 ,  с л е д с т в и я  6 . 5  
и замечания 6.1. 
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BAASIGA Btf-RUUMIDE MULTIPL1KAAT0RID 
T. Täht 
R e s ü m e e  
Artiklis üldistatakse tööde [6—10, 14] tulemusi konkreetsete trigonomeetri­
liste ruumide multiplikaatorite ja täiendruumide kohta suvalistele õK-ruumidele. 
MULTIPLIERS OF BK-SPACES 
T. Täht 
S u m m a r y  
Let E, F and G be the В./(-spaces including the sequence <$" = {õnk} for 
each n = 1, 2, .... . Denote 
FA = {{5*}: 
where A = («„*) is a summability matrix, and 
A£'={{<?"J)} :  fs£*} .  
The properties of the multipliers (£, G), (E, FA) and (£*, FA) are studied. 
Jn § 2—5 we discuss the cases Fm and F = c. Some results of [7—10, 14] 
about complementary spaces and multipliers of the concrete spaces of trigo­
nometric series are generalized to the BK-spaces. In § 6 we define the space 
(A) = {£<=£: {1|A„|-5ll}eFflc„} 
where A„| = {«„j,!*}. It is shown (Theorem 6.1) that E F N ( A )  is a BK-space, 
if A is reversible on F and F satisfies some conditions. For example, F may 
be the space m, c, c>- (see [2, 4], lP(SL(õ) — {{£„} e с : {|„ — lim |n} e Ip}, 
where p 5$ 1, and f (see [18]). Some results of [6] are generalized to the 
BK-spaces. 
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МНОЖИТЕЛИ АБСОЛЮТНОЙ СХОДИМОСТИ 
СО СТЕПЕНЬЮ 
С, Барон 
Кафедра математического анализа 
Числовой ряд 1  
2  и п  ( 1 )  
называется сходящимся абсолютно со степенью р ̂  1, или 
\E\p-сходящимся, если 
2,п р- х\и п\Р <оо. (2) 
Отметим, что |£ Р]-сходящийся ряд может расходиться. Таким 
является, например, ряд 
• y j .  1 
(n+l)ln(n+2) 
С другой стороны, если 
пи п  = 0( 1), (3) 
то \Е \ р  с \Е\г при 1 ^ р ^ г, ибо из (3) вытекает 
п>' 1 \и пу=п?- 1  \и„Р(п\и п\) Т~Р=О ( 1 ) ПР"1 \Un\V-
Следовательно, всякий абсолютно сходящийся ряд (1), удовле­
творяющий условию (3), сходится абсолютно со степенью р> 1. 
Пусть А — треугольный метод суммирования рядов с мат­
рицей (anh) преобразования ряда в последовательность и с мат­
рицей (anh) преобразования ряда в ряд. Ряд (1) называется 
абсолютно суммируемым со степенью р ^ 1, или \А\ р-суммируе-
мым, если ряд 1и' п  с 
и п = =  a,ikUk (4) 
fc=0 
удовлетворяет условию (2), т. е. если (ср. [9] и [26], стр. 548) 
[2J n p~ i  !|и'п| р<°о- (5) 
Вопросы включения для |Л| р-суммируемости сложны. 
Для метода Чезаро С а  порядка а > —1 Флетт (см. [11], 
теорема 1) показал, что |Oj p  с= ,|СР| Г  при г ̂  р > 1 для любого 
ß  ̂  а  +  р ~ 1  —  г ™ 1 .  В  ч а с т н о с т и ,  | 0 | р  с  ] С е | р  п р и  ß  >  а  > — 1 .  





С другой стороны, Флетт (см. [11], стр. 123) показал, что 
|С а |р ф jCß| r  при г > р для любых а, ß > — 1 и |OJ p  ф ; |СР| :  
при г > р для любого ß < а + р- 1  — г~ 1. Далее, Флетт (см. 
[11], теорема 4) показал, что при р > 1 и а > 1/р всякий 
|С а | р-суммируемый ряд (1) суммируем методом С р, если он 
суммируем методом Абеля А и ß > а— 1 -+ р~К 
В статье Боруэйна (см. [9], стр. 125) показано, что имеются 
методы А (регулярные и нерегулярные) такие, что jА\ г  cz \А\ Р  
при г >• р > 0, однако (см. [9], теорема 11) для широкого 
класса методов Хаусдорфа Н и любого А имеет место вклю­
чение \A\ V  cz |ЯА| Г  при г > р ̂  1. Там же (стр. 135) для лю­
бого А доказано: если а > —1, то СМ] Р  czi|CM| r  при г ̂  р ̂  1 
с ß > o|+ р™ 1  — г- 1  или при г > р > 1 с ß = а + р - 1  — г~К 
Ряд (1) называется |А р-суммируемым (см. [11], стр. 113), 
если степенной ряд 2а пх п  сходится при 0 ̂  х < 1 к f(x) и 
1 
(1 — х) Р- 1  f (х)\Р d x<  oo .  
Абсолютная суммируемость со степенью р ̂  1 для других полу­
непрерывных методов определяется аналогично (см. [26] или 
[7]). Флетт (см. [11], теорема 2) показал, что |С а | р  с: |А| Р  при 
р ̂  1 для любого а >—1, однако |А| Р  ф ]А| Г  при г Ф р (см. 
[24], стр. 185). Слепенчук и Ярковая (см. [8], теорема 5) нашли 
условия включения ]0;| р  cz \Щ Р  при р ̂  1 для полунепрерывных 
методов К, сохраняющих сходимость, и показали (см. [8], тео­
рема 9) равносильность методов |№) Р  и Гельдера \Н а\ р  при 
р > 1. Для полунепрерывного метода Рисса [R, X, а) с 
О < Хп f oo Мазхар [ 14] показал, что включение \R, Я, а] р  cz 
cz IR, X, ß|r при г ̂  р > 1 имеет место, если а > 1 —р~]  > 0 и 
ß ^ а + р - 1  — г~ х. 
Комплексные числа ,е п  называются множителями суммируе­
мости типа (]А| Р, |В| Р), если для любого |А ;] р-суммируемого ряда 
( 1 )  Р Я Д  
£nUn (6^ 
,|В|р-суммируем. Краткая запись: ,e n  е (|А,| Р, '|В] Р). 
Множители суммируемости других типов определяются к 
обозначаются аналогично. При В = Е говорят о множителях 
сходимости. 
Множители суммируемости типов (|А:|, |В;| Р) и (|А] Р, В) и др. 
со степенью р > 1 для конкретных методов А и В найдены в 
ряде статей. Перечислим эти результаты. Мехди (см. [24], 
стр. 195) нашел множители суммируемости типа (|С®|, jC^p) 
при а = 0,1, ... и ß ^ 0. Для регулярных методов взвешенных 
средних Рисса Р = (R, р„) с р„ > 0 и Вороного—Нёрлунда 
Q — (WN,qn) с 0 ̂  q n  | Мазхар [17—19] нашел множители 
суммируемости типа (|Р], |СР| р) при ß > —1, типа (]С"] Р, |/>|) 
п р и  а ^ О  и  т и п а  ( j C ^ | p ,  J Q | )  п р и  а  =  0 ,  1 ,  . . .  .  
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Мазхар (см. [21, 22], лемма 6) также показал, что 
(гаЦ- I) - 1  е (|0 + 1 |р,0) при а >—1. Слепенчук (см. [5], лем­
ма, и [6], теоремы 1 и 2) нашел множители сходимости типа 
(|£;|р, Е). Мехди (см. [24], стр. 189) нашел множители сумми­
руемости типа (|С«|, ]А;|р) при а 0. 
Множители суммируемости типов (|0] р, С р) и (|0| р, |СР|) 
нашел Кольк [4] при а, ß = 0, 1, ... и типа (|Oj p, jC^j) при лю­
бых 0 ̂  ß ^ а — Мазхар [20]. В их результатах множитель 
пР~' условия (5) заменен более общим. 
Некоторые теоремы об абсолютной суммируемости со сте­
пенью р > 1 ряда (6) доказаны в статьях [25, 16, 13, 10, 27]. 
Что касается множителей сходимости или суммируемости 
типов (|А|р, |ß|p) при р > 1, то здесь рассматривались лишь 
конкретные с„. Мазхар [15] для метода Рисса (/?,А, а) порядка 
«—1,2, ... показал, что Я,г а + 1 - | /Р е (|У?,Я, ai| P, \R, I, а|р) при 
р > 1 и /„ = ехрЯп. Джейн [12] показывает, что rv~] In(п + 1)Е 
Е (|СЧ|р, i|Q|p) при р ̂  1 и q n  = (n + I)- 1. 
В настоящей заметке находим достаточные условия для того, 
чтобы £п е (Щр, ,|£ |р) при р > 1, где А — любой нормальный 
метод, удовлетворяющий условию Мура—Кангро (см. [1], 
стр. 165), и тем самым для рассматриваемого случая распро­
страняем метод Мура—Кангро [3]. 
Нахождение таких условий сводится к исследованию некото­
рого матричного преобразования G: Для такого преоб­
разования известны лишь достаточные условия. А именно: как 
показал Мехди (см. [23], стр. 55—56), треугольная матрица 
G = (ynh) переводит любую последовательность {хп} <= 1Р В 
последовательность {</„} е 1р при выполнении условий 
1Ы-0(1), iw=0( 1). (7) 
h—0 n—k 
Как обычно обозначим q  =  p ] ( p — 1), 
П 
(Onft) — 1 = =  (j?nft) » (<Zjih) 4 = ( f ] n k )  , 7?n— Yjnk, 
;l h—0 
Dn— sup \<Zn+k,n+k T)n+h,h|. k 
Теперь может быть доказана 
Теорема. Пусть метод А нормален и удовлетворяет условию 
^ MD„<;OO. (8) 
Комплексные числа е п  являются множителями сходимости типа 
(|А|р, \Е\р) при р> 1, если выполнены условия 2  
£п== О (<Znn) , (9) 
EtiTJn = 0(1 jfl) , (Ю) 
2Jn^\ e nr, n\=0(k^). (11) 
n=k 
2  Во всех оценках под знаком О свободные индексы п, k= 1,2, ... . 
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Как следует из теоремы Кангро (см. [1], стр. 51), условия 
(10) и (11) выполнены для всех нормальных методов А, для 
которых апо = 1, т. е. для всех практически важных методов 
суммирования. Условие (8) Мура—Кангро также выполнено для 
многих методов суммирования, например, для всех методов А«-
(см. [2], стр. 165), если существуют конечные D n, для регуляр­
ных методов Чезаро О, и др. (см. [1], стр. 166—168). 
Для доказательства теоремы обозначим 
а— l l p ,  ß=l/<7, 
Хо=и'о, x k= u' h  {k^l), у п  = п^е пи п-
Тогда из (4) выводим 
та 
Уп^=  2Ü ynhXht (12)i 
А=0 
где 
yn0=nh n r)n0, у п  h= (n/k)^Enrjnk 
Так как \у п\ р— n*~ l  \е пи п\ р, то е п  Е (||Л| Р, '£ ,,) тогда и только 
тогда, когда матричное преобразование (12) сохраняет /Р. Как 
сказано выше, для этого достаточно выполнение условий (7). 
К этим условиям приходим также, применяя теорему 1 статьи 
[7], если G сохраняет сходимость. Но условия (7) неэффектив­
ны. Поэтому наша главная задача: показать, что из эффектив­
ных условий (8) — (11) вытекают условия (7). 
Начнем с первого из условий (7). Для этого заметим, что 
при помощи формулы (9.6) из [1] получаем 
_ _ fc-i 
Упй — П^£пГ]п, y n k= (n/k)^e n (rjn — 2 r]nv)  (Ä^l). (13) 
t v=0 
Отсюда и из условия (10) вытекает 
2 >»/ii<" ß(2 ß„rjn k-V + ß„) = 0 ( 1 ) ;+nßß„, 
fe=0 ft=l 
где 
Bn=\e n\2k-Z 2\П п^. 
f t=l v=0 
Применяя условие (9), получаем 
ß n  = 0 ( l )  £k~b2\annr]nv}= 0(1)  J£D„_V= 
fe= 1 v=0 6=1 v=0 
=  0 ( l ) £ k - f i 2 D 4 = 0 ( l ) ( C n + E n ) ,  
ft=l v=n—ft 
где, положив m  —  [ n / 2 ] ,  имеем 
ш n m п 
с„= 2kr* 2 D v=0(n~i) 2 k-t 2 vD v. 
k—i v=n—A k—l v—n—k 
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Применяя условие (8), получаем 
m 
nßC„= О (nß- 1) JJ А-Р= О (nß-'m-ß+i) =0(1). 
fe=i 
Далее, из условия (8) также выводим 
nß£„ = nß ij/г-Р JJ Z) v< 
h—m v=n—k 
i ; D v = i ; b + i ) D v = o ( i ) .  
ft—0 v=n—ft v=0 
Теперь рассмотрим второе из условий (7), которое ввиду 
представления (13) перепишем в виде 
OO K—T 
2 nß ( \епГ]пШЕп 2 Vnv\ )  =  О  ( Ä P )  ( f e > l ) .  
n—ft v=0 
Отсюда, применяя условие (11), видим, что остается доказать 
оценку 
f n  =  0 ( £ ß ) ,  
где 
оо ft—1 
F n —  Jen ??nv|. 
n~h v=0 
Далее, имеем 
f  „ = О  ( 1  ) |£n»?nv| =  0 ( l )  ( G k + H h ) ,  
n=h и=0 v=0 
где 
ft ft oo ft oo oo 
G f t= Л7 2JA,r a2;Mnv], Я й= j; 
v—0 x—0 n—h v=öx=ft n=x 
Из условий (9) и (8) вытекает (ср. [1], стр. 166, или [3], 
стр. 968) 
ft ft OO ft ^ ft oo 
Gh~  Ax  J'£n+v^n+v,v] =  0(1) J£J/4X D n  =  
v=0 x=0 n=ft—v x=0 v—0 n—k—v 
= 0(1) Ja"" ̂  (n+l)D„ = 0(Afti_a)=0(^). 
x=0 n 
Наконец, из условия (9) выводим 
Hk= ZA* «  £  i - Ž J  l ^ n + v ^ m + v . v J ^ O  ( 1 )  ( K h - \ - L h ) ,  
K=ft v=0 n—x—v 
где 
oo X . oo 0 0  
Ka = ̂  A x - a  2J Ak+n-xDn, L f c= ̂  Ax JJ (6+1)D„. 
x=ft n—x-k n=k n=X 
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Теперь из условия (8) и свойств чисел Чезаро (см. [1], стр. 70— 
72) следует 
k n+k OO n+fe _ 
D n  ̂  A n +k-y.A x-k Jr Jt] Dn ̂  A n+k-xAx- n  = 
71=0 %=k U—k y.=Yl 
=  2 A t a D n + A f a 2 D n = 0 ( k V )  2 n D n  =  0 ( k t ) ,  
n—0 n=h n 
ибо 2 — а = 1 + ß, Из (8) также следует 
0 0  п  -а °° в е 
Lk  =  (k - \ - 1 )  D n  ̂  A x  = (k- \ - 1 )  ̂  D n  ( A n  —  A h - i )  =  
n=k x,—k n—k 
C O  CO 
—  O ( k )  ̂ n ^ n D n  =  0 ( k - k P - 1 )  2 n D n  =  0 ( k V ) .  
n=h n=k 
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ASTMEGA ABSOLUUTSE KOONDUVUSE TEGURID: 
S. Baron 
R e s ü m e e  
Olgu А — normaalne menetlus. Rida (1) nimetatakse astmega p ^ I abso­
luutselt A-summeeruvaks, ehk |A | p-summeeruvaks, kui tema Л-keskmised (4) 
t ä i d a v a d  t i n g i m u s t  ( 5 ) .  T ö ö s  t õ e s t a t a k s e :  k u i  A  r a h u l d a b  t i n g i m u s t  ( 8 )  j a  e n  
rahuldavad tingimusi (9), (10) ja (11), siis iga ||AJp-summeeruva rea (1) 
korral rida (6) on sama astmega p absoluutselt koonduv. 
ABSOLUTE CONVERGENCE WITH DEGREE FACTORS 
S. Baron 
S u m m a r y  
Let A be a normal method. The series (1) is called absolutely A-summable 
with degree p^\ or ]А|Р-summable, if its A-means (4) fulfills the condition 
(5). In this paper the following result is proved: if A satisfies the condition 
(8) and e n  satisfies the conditions (9), (10) and (11), then for every |A,| P-
summable series (1) the series (6) is absolutely convergent with same 
degree p. 
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ТАУБЕРОВЫ ТЕОРЕМЫ ДЛЯ ЧИСЛОВЫХ РЯДОВ 
Э. Реймерс 
Кафедра математического анализа 
Введение 
Пусть 1  А = (cink) — треугольная числовая матрица, х = 
= (Xh) — числовая последовательность, у = {</„} — последова­
тельность, где 
П 
Уп = =Ап (х) = CLnhXh• 
h—O 
Пусть 
Dn (х) = (Jžj @nv) 1» 
h=0 v=o 
где u k  = AhX h. 
Множества с  =  { x  =  ( x h ) :  lim x k  = |} и а  = 
= {x = (Xk): 2\Xk — Xh-\\ <. 00} называют множествами сходя­
щихся и абсолютно сходящихся последовательностей, а множе­
ства сА = {х = (хи): у е с} и аА ={х — (x fe): yea} — полями 
суммируемости и абсолютной суммируемости метода А, соот­
ветственно. Число А (х) = lim Уп называют Л-суммой последо­
вательности х. 
Метод А  называют регулярным, если С Е С Л и А  ( х )  = lim х и  
при  в с е х  х  е  с ,  и  а б солютно  р е г у л ярным ,  е с ли  а*=аА  и  А  ( х )  =  
= lim Xu при всех *ев. 
Метод А = (a„ f t) регулярен тогда и только тогда, когда 
1° lim anft=0, 
П 




1 Если пределы изменения индексов не указаны, то они имеют значе­
ния 0, 1, 2, .... Ниже 
2 cih = 2а к= 2 ак, lim а к— lim ан, Akx k=x h  — (jcfc_i =0). 
к к—0 k-*- oo 
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и абсолютно регулярен тогда и только тогда, когда выполнены 
условия 1°, 2° и 
n — p  v = p  
В статье [1] автор доказал следующие теоремы тауберова 
типа. 
Теорема А (см. [1], теорема 2.2.1). Пусть метод А регулярен. 
Из х е с А следует х <= с тогда и только тогда, когда 
Y\mD n{x) =0. (0.1) 
Теорема В (см. [1], теорема 2.2.2). Пусть метод А абсолют­
но регулярен. Из х е аА следует хе а тогда и только тогда, 
когда 
{D„(x)}ea, lim Dn{x) =0. (0.2) 
Теорема С (см. [1], теорема 3.2.1). Пусть метод А регуля­
рен и числа Ck ф 0 удовлетворяют условию 
2J 
1 h  
&nv 
h—0 ' Ch v=0 
:M. (0.3) 
Если x = (x k) удовлетворяет условию ckUh+\ = o( 1), то из 
x  с  А  с л е д у е т  i e c ,  п р и ч е м  l i m  X k  =  A ( x ) .  
Теорема D (см. [1], теорема 3.2.2). Пусть метод А абсолют­
но регулярен и числа сьФ 0 удовлетворяют условию 
оо _ 71 1 h 
:2J AnJŠ~J£ a* 
п=р k—p ^ v=0 
:М. (0.4) 
Если х = (x h) удовлетворяет условиям (СЬМЙ + 1) Е а и cuUh+\ = 
= о (1), то из х е аА следует х е а. 
В настоящей статье мы изучим более детально выполни­
мость условий этих теорем и дадим некоторые обобщения. 
В § 1 мы покажем, как выбирать числа с&, чтобы условие (0,3) 
было выполнено, а также дадим рекуррентное соотношение 
между числами Си- В § 2 мы распространим теоремы А и С на 
нетреугольные методы. В § 3 мы рассмотрим некоторые прило­
жения полученных результатов к методам Чезаро (С, а) и 
Р и с с а  ( R ,  р п ) .  
§ 1. Рекуррентное соотношение для Си 






Определим числа Си равенством 
Ch—Wvn. \dnk\- ( 1 1 )  
П 
Оказывается, если 
SUp |:a„ftK/(CA, (1.2) 
П 
то условие (0.3) выполнено. Действительно, тогда \а пи\ ^ Kck 
и, ввиду регулярности метода А, будет 
п J h п k п 
I ' ^nvj К jlOJnftj ' j önvj1—— К К.Л1. 
fe=0 * v=0 h=0 v=0 h=0 
Следовательно, из теоремы С вытекает 
Теорема 1.1. Пусть треугольный метод А регулярен, си опре­
делены равенством (1.1) и выполняется (1.2). Если ChUu+1 = 
= о(1), то из х е сА следует х е с, причем lim Xk = А (х). 
Из (1.2) видно, что Си можно определить и равенством 
Cfc=supJ.a nft|, (1.3) 
П 
тогда также условие (0.3) выполнено и теорема С имеет место. 
Теорема 1.2. Пусть а пи > 0 и Ck определены равенством 
(1.1). Тогда Си удовлетворяют рекуррентному соотношению 
Ck=\-\-Ch~i lim .• (1.3) 
п Q-nh 
Д о к а з а т е л ь с т в о  в ы т е к а е т  и з  р а в е н с т в а  
,. önft . ,. 0,nh — 1 
Cft=lim Ч-lim anh-i . 
n ßnft n CLnh 
§ 2. Обобщение результатов на нетреугольные матрицы 
Пусть Л = (a nh) — произвольный регулярный метод сумми­
рования. Как известно, для регулярности метода Л необходима 
и достаточно выполнения условий 
Г lim a n h=0, 
2° lim ̂ anft= 1, 
n h—O 





Arim{x) == Jjjj &nkXki 
h=О 
тп k 
Enm{ x )  — J S  ( ^ ̂nv) ^A+i» 
fc=0 v=0 
OO fe 
£„ (x) = £ a»v) "ft+i-
A=0 v=0 
Если строка матрицы Л конечна, т. е. ßnp(„) #0 и а„& = 0 
при k>p(n), то будем полагать, что 
р(п) ft 
Е п { х )  =  2  (2a n v ) i t k+ i .  (2.1) 
ft—0 v=0 
Для каждой последовательности х  = ( Xh )  выполняется ра­
венство 
m  
Хщ+i Q'7ik = =Anm (x) ~\~Enm (•*•) • (2.2) 
k=0 
Действительно, 
m m  m  
Xm+i JS a>nk= a n f e  (x f t+ u i + i) = 
h=0 h=0 
m  m  
~Anm(x)+ Jg a n h  2 "i+1-
/i=0 
Изменив порядок суммирования в последнем слагаемом, мы и 
получим (2.2). 
Теорема 2.1. Пусть метод А регулярен. Из х е сА следует 
jtec тогда и только тогда, когда 
Y \mE n { x )  =0. (2.3) 
Д о к а з а т е л ь с т в о .  Е с л и  х  е  с ,  т о  в в и д у  р е г у л я р н о с т и  
метода Л существует предел А п(х) = lim A n m(x), причем 
limxm = lim Л„ (х). Из равенства (2.2) видим, что должен су­
ществовать конечный предел Е п  (х) = lim E n m  (х), т. е. выпол­
няется равенство 
lim x m +i a„ft=A n  (x) (x). (2.4) 
771 fe=0 
Если имеет место равенство (2.1), то в (2.4) нужно считать, что 
т-+р(п). Следовательно, при п-*-оо должно выполняться усло­
вие (2.3). 
Наоборот, если условие (2.3) выполняется для хесЛ, то 
пз (2.2) получим (2.4), т. е. хес. Теорема доказана. 
Теорема 2.2. Пусть нетреугольная матрица А регулярна и 
а Пк > 0. Если ле с А и ChUh+i = 0(1), где си определены равен­
ством  ( 1 . 3 ) ,  то  х<=с  и  l im  x h  = А ( х ) .  
Д о к а з а т е л ь с т в о .  Д о л ж н о  в ы п о л н я т ь с я  у с л о в и е  ( 2 . 3 ) .  
Для этого ввиду равенства (2.4) величина Е п(х) должна суще­
ствовать. Мы имеем 




Из равенства (2.4) видно, что zee. Теорема доказана. 
§ 3. Применения 
Поставим вопрос: для каких методов А = (a ns) числа с& = 
= 6 + 1 удовлетворяют условию (0.3), т. е. когда 
I 
ттт il :^ dfivl < М- (3.1> 
ft=0 fe+1 'Lo 1 
Последнее условие выполняется, если 
h b-L-1 
С 3- 2) 
v=0 ' 
Следовательно, мы имеем следующую теорему как частный слу­
чай теоремы С. 
Теорема 3.1. Пусть треугольный регулярный метод А удо­
в л е т в о р я е т  у с л о в и ю  ( 3 . 2 ) .  Е с л и  х < = с А  и  k U h  =  o (  1 ) ,  т о  х е с ,  
причем  l im  x h  = A(x ) .  
Условие (3.2) выполнено, если 
,Ы<М/(п+1). (3.3) 
Поэтому из теоремы 3.1 как частный случай вытекает следую­
щая х  
Теорема 3.2 (Соколенко [2]). Если треугольная матрица 
удовлетворяет условию (3.3), то из х е с А и kuu = о (1) следует 
н е с .  
Рассмотрим теперь приложения рассмотренных выше теорем 
к классическим методам суммирования Чезаро (С, а) и Рисса 
(R, Рп), где мы (получим известные результаты. 




Здесь Ао а  = 1, а 'При п > О 
л«_,(а+1) (я+2).. .(а+л) 
и! 
При а ̂  О метод (С, а) регулярен, определение (1.1) дает из­
вестный результат 
Ch — k-\- 1, 
а рекуррентное соотношение (1.3) принимает вид 
Ck= l'-f-Cfc—1. (3.4) 
При 0 ̂  а ̂  1 выполняется условие (1.2), следовательно, 
имеет место теорема 1.1. При а ̂  1 непосредственно можно 
проверить выполнение условия (0.3), так как тогда 
ü n h ^ a j ( а~ \ - п ) .  
Условия (3.3) и (3.2) будут также выполнены. Итак, теорема 1 
имеет место при каждом а ̂  0. 
Ь) Метод взвешенных средних Рисса (R ,  р п )  определяется 
матрицей А — (апь), где 
П 
Ct"nh^ =Pk/Pпу Рп = =  РкФ^0. 
k=0 
Для регулярности метода (R ,  р п )  необходимо и достаточно вы­
полнение условий 
1° lim \Рп\= со, 
2° ŽJ\Ph\:!PnS^M, 
ft—о 
ii для абсолютной регулярности условий 1° и 
РпР  h  
и 
n=fe+l РпРп-
:М .  
При ph> 0 определение (1.1) дает известный результат 
Ck = Pk/ ph , (3.5) 
а рекуррентное соотношение (1.3) принимает вид 
Ch=\+Ch+iPk+i/Ph- (3.6) 
Условие (0.3) -выполнено, если метод (R ,  р п )  регулярен. Значит 
теорема 1.1 имеет место для регулярного метода (R, р„). 
Если метод (R ,  р п )  абсолютно регулярен, то -при (3.5) усло­
вие (1.2) также выполнено, т. е. для абсолютно регулярного 
метода (R, р п) имеет место теорема D с Си, определенными ра­
венством (3.5). 
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TAUBER! TEOREEMID ARVRIDADE JAOKS 
E. Reimers 
R e s ü m e e  
Käesolevas töös iildistatakse Tauberi tüüpi teoreemid mittekolmnurksele 
juhule tööst [1 ] Samuti uuritakse töös [1] saadud tulemuste kehtivuse tingi­
musi ning vaadeldakse nende kehtivust Cesäro ja Rieszi menetluste korral. 
TAUBER1AN THEOREMS FOR NUMBER SERIES 
E. Reimers 
S u m m a r y  
Let A  =  ( a n h )  be a triangular regular matrix method of summability irr 
sequence-to-sequence form and cA its summability field. Denote by с the set 
of convergence sequences. Let 
У n =  S  d n h X h ,  
h = 0  
D n ( x )=  2  (  2  a n v ) u k + l .  
h—0 v=0 
I n  [ 1 ]  t h e  a u t h o r  p r o v e d  t h e  f o l l o w i n g  t h e o r e m s .  
Theorem A (cf. [1], theorem 2.2.1), The condition x e cA implies x <= с if 
and only it lim D„ (x) = 0. 
Theorem С (cf. [ 1], theorem 3.2.1): Let numbers Ch ф 0 satisfy the condition 
( 0 . 3 ) .  I f  C h U k + 1  =  o ( l ) ,  t h e n  x  e  c A  i m p l i e s  z e e .  
In the present paper in § 1 we investigate how to choose the numbers ck 
that the condition (0.3) will hold. Define c#, by the equality (1.1). 
Theorem 1.1 If condition (1.2) holds and CkUk+i = o(l), then x e cA 
implies x e  c. 
The numbers c h  defined by the equality (1.1) satisfies the recurrence formula 
(1.3). 
In § 2 the theorem A is generalized to the case of nontriangular matrices. 
In § 3 we obtain from the definition equality (1.1) the classical results for 
Cesäro method (C, a) that ck = k-\-\ and for Riesz method (R, pn) that 
Ch = Ph/Ph. The recurrence formulas (1.3) for these methods are (3.4) and 
(3.6), respectively. 
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К ВОПРОСУ ПРИБЛИЖЕНИЯ ФУНКЦИИ ПОСРЕДСТВОМ 
ПОЛОЖИТЕЛЬНЫХ ОПЕРАТОРОВ 
В. Жук и Г. Натансон 
Ленинградский государственный университет 
В работе изучается точность приближения функций, задан­
ных и равномерно непрерывных на вещественной оси R, сингу­
лярными интегралами с положительными ядрами. Класс таких 
функций будем обозначать через С. Удалив из С постоянные, 
.получим класс С 0. Аналогично определяются классы 2гг-периоди-
че ских  функций  С(2 л )  и  С 0 ( 2 л ) .  
Положим 
\\f]\= sup]f( х ) |, ü>(A,f) = sup \ \ f ( x + t )  —  f(x)||. 
jeR |1| Ch 
Мы будем рассматривать функции В. А. Стеклова: 
h l  2 
Sh ,i( f )=Sh ,i( x , f )  =h~ l  f  f ( x+t ) d t ,  
-h/2 
а при г > 1 
Sh , r ( f )  =S h,r( x ,  f) =S h , i ( x ,  S h,r-i(f)) = Jf(x+t)B hAt)dt. 
Всюду далее N — множество натуральных чисел. 
Лемма 1. Пусть функция К задана, суммируема и неотрица­
тельна на R, причем 
]K ( t ) d t= \ ,  J l t \K ( t ) d t<+<x> .  ( 1 )  
Тогда, если h > О, то 
\ \ f - f f ( x+ t )K ( t ) d t \ \  ~  
sup — - = l + J[ ~ \ K ( t ) d t .  (2) 
/ес„ 0){h, Л _ 0 0 L  " 
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Д о к а з а т е л ь с т в о .  Я с н о ,  ч т о  п р и  /  е  С ввиду (1) будет 
W f - J f ( x ^ t )K ( t ) d t \ \ ^  J <o ( \ t \ , f )K ( t ) d t ^  
^<o(h,f) f ( [ ^ ]+ l) K (t)dt=. 
=<o ( h , f ) ( l  +  f [ ^ \K ( t ) d t ) .  
Тем самым показано, что в (2) левая часть не превосходит пра­
вой. Для доказательства обратного неравенства, взяв k > h~ l» 
положим  g h ( t )  =  k t  при  f  е  [0 ,  l / k ] ,  g h { t )  —  1  при  t ^ ( k~ l , h ] ,  
gk(t) = gh(t — h[tlh]) |+ h[tlh] при t>h и g h(t) — gh(—t) при 
t < 0. Нетрудно проверить, что gfcS=C 0, <t>(h,gh)= 1 и 
gA(f)->[|t|//i] + 1 при k-+oo почти везде. Имеем далее 
\ \ f - l f ( x+ t )K ( t ) d t \ \  »  
s u p  — —  > \ g h { 0 )  —  J  g h ( t ) K ( t ) d t \ - +  
feCo w(/t, /) ДГ 
/([f3+1)*(,)<" 
при &-> oo. Отсюда требуемое. 
Теорема 1. Пусть К — целая функция конечной степени не 
превосходящей 1, удовлетворяющая условиям (1) и К (t) ̂  (X 
K( - t )  =  K( t ) .  
Для О > 0, f Е С положим 
U f )  =  J  f ( x+L)K ( t ) d t ,  ( 3 )  
n-.uultzMll •Ls Slip . . у 
1<вСо (o(hJa, f) 
l ( z )  =  J  К  ( t )  cos zt dt. 
Тогда при h е (0,2jr] 
°=-Иг l 'KW+rj ( (4) 
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Д о к а з а т е л ь с т в о .  В  с и л у  л е м м ы  1  
D=\+2  j [ ± - \ K { t ) d t .  
О 
Рассмотрим интеграл 
;= Лт ]*(')<"= 
= /([-f]-- j )  Kmd t+Y  / tmdi=i,+h. 
Имеем 
где 
/i= lim / P n ( t )K { t ) d t=  lim / P„(z)/((z)dz, 
П->0О о 71-XX) 0 
[-^-] при Q^t^nh, 
t>nh, при 
£ ( * )  =  V —  /  g ( t ) c o s z t d t .  
л  0 
Заметим, что /((z) = (2я)~ 1 / 2Z(z). Далее, 
, Az 
ÖT l /zz2 2z C° 2 
4- cos nhz (-^-cot—— -7— ) — 4- sin nhz }. 
' V 2z 2 hz2  / 2z J 
Таким образом, учитывая, что в силу теоремы Винера—Пэли 










l ( z ) d z .  
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Второе слагаемое справа стремится к нулю в силу теоремы Ри-
мана—Лебега, третье слагаемое стремится к 1/4, ибо Z(0) = 1. 
Следовательно, при л—>- оо 
1 
Iß"'<г)kl12)1Лг-г / (•Ь cot т)'(г) iz-Т='*• я * \ /zz 2  2z 2 и О 
Итак, 
1 
D=,+2(/,+/ 2) = . +-|/(^-A c o l|), ( 2 ) l J Z_ 
1 2 ? 
—Y+T / 
Отсюда требуемое. 
З а м е ч а н и е  1 .  Н е т р у д н о  в и д е т ь ,  ч т о  д о к а з а т е л ь с т в о  т е о ­
ремы проходит также в случае, когда /С = ß/,-r  — ядро 
В. А. Стеклова. Однако при этом, чтобы сходился последний 
интеграл в правой части (4) надо согласовать h из формулы (4) 
и шаг функции В. А. Стеклова. В результате при h > 0 и р е N 
получается соотношение 
\ \ f - S h , r ( f ) \ \  1  ,  0  Г - »  2"ЖГ=т+2 р  j ,в' мш+ 
Я J  \ Z 2  Z D '  Z T  Q ^ z z р' z 
Замечание 2. Пусть h е (0,2я). Тогда 
ß = —  / —  ( ~  c o t  ~ ) l { z ) d z =  
я J 0  z \ hz 2 ' 
°° /Z 2"- 1  Jßtol 
'=2^ (2fe)! (-1)fe"1^(2ft"2)(0). (5) 
где ß2ft — числа Я. Бернулли (см., например, [1], стр. 1090). 
Для доказательства достаточно разложить котангенс в ряд 
Лорана и заметить, что в силу свойств преобразования Фурье 
1 
— / z2h~4{z)dz= (—l)*-l/((2ft-2)(0). 
л  о 
Если при некотором reN 
jx r= f t r  К (t) dt < oo, 
Ü 
то функция I будет г раз непрерывно дифференцируема. Так 
как, кроме того, l(z) = О при z > 1, то /(1) = /'(1)= ..,/М(1) = 
= 0. Ясно также, что |/< r>(z)| ̂  2ц т. Поэтому 
If l< ( 2 я,_ I, , ( 2 m_ , + Л )-
Это неравенство позволяет хорошо оценить остаток ряда (5). 
З а м е ч а н и е  3 .  М е т о д о м ,  а н а л о г и ч н ы м  п р и м е н е н н о м у  п р и  
доказательстве теоремы 1, получается следующее утверждение. 
Пусть числа ßk таковы, что при всех t 
U ( t )  = - ^ —I—— cos k t ^ O .  
2л 
л  h=i 
Тогда при p e N  будет 
\ \ f - J f ( x+ t )U ( t ) d t \ \  "  
sup —П \ /еС.(2я) <у f f I 0 
1  рп ' 
П р и м е р  1 .  Е с л и  К  е с т ь  я д р о  Д ж е к с о н а — В а л л е - П у с с е н а ,  
т. е. 
96 S i n 4T 
я t l  ' 
то при h е (0,2л] и о > 0 
п_ 1 12 f In2 - IMgülllI ( h Г~Ч 
2 я 1 h (2£+2)!(2£ — 1)2* V 2 /  J* 
П р и м е р  2 .  Е с л и  / С  е с т ь  я д р о  Б о м а н а — К о р о в к и н а  [ 3 ] ,  т .  е .  
, t 
cos 2  — 
«О-- 1« (6) 





1  Как обычно х  . , 
f < 
Si JC= I df. 
о 
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,  2 S i n  —  —  
ß=i+-^+ 
Д/-»-^ (2тУ' + 
ft=l x  ' m=0 
Подставляя сюда h = я, находим D ̂  1,3424. 
Лемма 2. Пусть функции f и fg суммируемы на R, причем 
для некоторого h > 0 существуют такие постоянные Сi и С 2, что 
\g(t + и):| < CiJ&(0J + С 2  при /eR и |ц| ̂  /г/2. Гогда 
G=/g(/) (/, /) d/ ==/S M(/,g)/(0 dt. 
Доказательство. Имеем 
oo /i/2 
G= / ff(0 {-£- / f(/+«)<fa }d/ = 
—oo •—/t/2 
/i/2 oo /i/2 oo 
=-Г f duI S^)f(t+u)dt=-^-J du  J g ( t  —  u ) f ( t ) d t =  
-/1/2 ~—oo -h/2 -oo 
oo /l/2 
—ос —Л/2 
Перестановка интегрирований законна, ибо функция f ( t ) g { t  —  ы) 
суммируема в полосе leR, |u| ̂  /г/2. Действительно, 
оо /ь/2 
/  /1/(Л£(* —") ]  du  d t ^  
—00 —Л/2 
<A{Ci7lf(05(0K<+C2/>(0l^}. 
Теорема 2. Пусть суммируемая на R функция К удовлетво­
ряет условиям-. 
j K ( t ) d t= i ,  mm\d t< + 0 0 ,  (7) 
и при некотором h > О функция В. А. Стеклова Sh, 1 (t, К) ̂  О 
для всех t. Тогда для а > О 
g U p  II/ f a  ( Sh / a ,  1 (Л II 
y e  Со  < o { h / o , f )  
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oo hjZ 
=Т+Т d t+T / (T -|'l) л  О d t-
—'oo —/i/2 
где /„ определено равенством (3). 
Д о к а з а т е л ь с т в о .  И м е е м  
I o ( x >  Sh /a , i  ( / )  )  =  У  Sh/a , l { ^  К  ( t )  d t .  
Ho 5ft/a,i(x.+ Цо, f)= Sh,\(t,F), где F  ( t )  =  t / o ) .  Значит, 
в силу леммы 2, 
/„(*, SM(/))= / /(x+y)sM(/, /С)Л. 
Функция S/,,1 (/() удовлетворяет условиям леммы 1. Поэтому 
искомый супремум равен 
1 +  / [ y - ] s A . i ( f ,  / С ) А = 1 + Я .  
-оо ^ 
Снова применяем лемму 2: 
Я = /  




h  2  при |/|^/г/2, 
О при |^| С /г/2. 
ft/2 
н =  / ( В Д Л =  
oo /iy2 
=- т+т Л <1 * <<> т - И) *<<> * 
что и требовалось доказать. 
Для того, чтобы оператор 1 а  при ff = neN, рассмотренный 
в теореме 2, переводил 2я-периодические непрерывные функции 
в тригонометрические полиномы порядка не выше п— 1, в силу 
теоремы Винера—Пэли достаточно потребовать принадлежность 
ядра К классу целых функций конечной степени, не превосходя­
щей 1. Возникает вопрос, существуют ли неположительные ядра 
К указанного класса, для которых S„,i (t, К) ̂  0 при всех t. При­
ведём пример такого ядра. Положим 
q ( z )  = •  — I (1 — z)cosЯ2+— sinn z } . 
4  2 sin 2 _ 1лг l я t 
Ядро 
i 
Q ( t )  =— J q  ( z )  cos z t  d z  
31 о 
требуемое. Действительно, 
J n { x , f )  =  J f ( x +~)  Q( t ) d t=  
{"^ Ь Я i~~) c o s  kt} dt. 
—Я k—l 
Так как при достаточно больших п  будет q ( \ / n )  > cos(n + 1)~'л: 
то по известному утвреждению Фейера (см., например, [2], 
стр. 96) для этих п выражение в фигурных скобках не может 
быть неотрицательным. Значит, оператор J n  и, следовательно, 
ядро Q неположительны. С другой стороны, нетрудно проверить, 
что 5 Я,1 (Q) есть ядро Бомана—Коровкина. 
П р и м е р .  П у с т ь  h~> 0 и г е N. Тогда 
II f  Sh , r+1  ( f )  II 1 . n  f  , p  . . .  ,  
s u p—TTT/Tn =T+2 J tB^(t)dt+ f e = C Q  j )  Z  0  
I 1 7 /1 x sin rz +  — J  (1-cosZ )  — d z .  
Теорема 3. Пусть суммируемая на R функция К удовлетво­
ряет условиям (7) и при некотором h > 0 вторая функция 
В. А. Стеклова Sh,i(t,K) ̂  0 для всех t. 
Тогда для о > О 
llf ) II 1 , 1 f ,, . 
,S.I —MhM) =т+т£ М*«>д+ 
h 
1  +4г /  (h - \ t \ ) 2 K( t ) d t ,  
-h 
где I a  определено равенством (3). 
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Д о к а з а т е л ь с т в о .  К а к  и  в  т е о р е м е  2 ,  и м е е м  
Ia {x ,  Sh . /a ,2 (/) ) ~  J  f  I *4—~ j S h , i { t ,  К)  dt. 
Обозначив q ( t )  = Sh ,i(t, [\t\Jh\), находим 
t 2  
2/P". если 
11 L 
h 2 ' 
Тогда искомый супремум равен 
SA,I(*. <7)= Х  
если \t\^h. 
1+ / [ т ]Sh'2 Л= 1 + / s".2 
Отсюда требуемое. 
З а м е ч а н и е .  Е с л и  я д р о  / С  н е о т р и ц а т е л ь н о ,  т о  
h/2 h 
тЛт -м)*(')Л<-ш-/ <А-1Ф , кО-"-
—h/2 —h 
Поэтому для неотрицательных ядер, удовлетворяющих условиям 
теоремы 2, будет 
liMa(Sh,l(/))ll _ ||f-/a(SM(/))ll 
co(h/o, f) ~~~~ S <o(h/a, f) 
Теорема 4. Пусть функции g,f,<p и К удовлетворяют сле­
дующим условиям-. <р" е С ы [|ф"|| < :+оо, область определения 
функции f содержит <р( R). Пусть далее co{h,f) ̂ tco{h), где « — 
выпук лый  в в е р х  мо д у л ь  н е п р е рывн о сти ,  g  =  f ° < p ,  я д р о  K { t ) ^ 0  
для всех t и К суммируемо на R, 
JK ( t ) d t=  1 ,  f t *K ( t ) d t<+  oo. 
Тогда для любого г/<= R ы <т > 0 будет 
\g(y)-io(y.g)\<A^]rf f WW*). 
где / 0  определено равенством ( 3 ) .  
Д о к а з а т е л ь с т в о .  З а м е т и м  п р е ж д е  в с е г о ,  ч т о  п р и  н а ­
ших предположениях интеграл 1 а  существует, ибо 
jg (у)| <|g (0) |!+: (J»' (0)] y+Y WW y2+i)<u( i ) .  
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Имеем далее 
\ g ( y ) — i o ( y , g ) \ * š  f\ f ( < p ( y ) ) — f (<p{y+~-)) K { t ) d t :  
<  / ' t o ( |  < p { y )  —  < p [ y + ~ )  ) K(t)dt. 
В силу интегрального неравенства Иенсена получаем отсюда 
J G ( Y )  —  I O { Y , G ) \ ^ ( O ( F  \ < Р { У )  —  < Р ( У +~)  K ( t ) d t ) .  
Последний интеграл равен 
J\<p ' ( y )~+<p " ( ? ) i ~ \K ( t ) d t ^  
I<Р'(У)\ 7 w\\ 1 
j  t \ K { t ) d t + ^L — J  f t  к .  ( t )  d t .  
Остальное ясно. 
З а м е ч а н и е .  Т а к  к а к  д л я  л ю б о г о  м о д у л я  н е п р е р ы в н о с т и  
<у(/г) существует выпуклый вверх модуль непрерывности и>ъ{Ь) 
такой, что ы(/г) <иь(/г) ̂  2а (h), то для произвольной равно­
мерно непрерывной функции f . будет 
/ \<Р'(У)\ ? WW 7 \ 
\ g ( y ) - I ° ( y , g ) \ < 2 < o \ * — ^ J  j t\K{t)dt+-^r  J t*K(t)dt,f ). 
Применим теорему 4 в следующей ситуации: функция f непре­
рывна на [—1, 1], <р(у) = cos у, К — ядро Бомана—Коровкина 
(6), u = (ieN. Мы получим для у е [0, я] 
Полагая здесь у — arc cosх, найдем при хе [—1,1] 
|/(х) — /„(arccosx, /(cosу))|^ 
<"( (2Si я ™ т) +•£) <8) 
Подчеркнем, что /„ (arc cos х, f (cos у)) есть алгебраический мно­
гочлен степени не выше п— 1. Отметим еще, что в случае, когда 
<р(у) = cos у утверждение теоремы можно несколько уточнить. 
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Именно, вместо формулы Тейлора следует воспользоваться со­
отношением 
1/1 . . / 2  
* р { у )  —  Ч> [ у+~ )  •sinу+—- cosу\. 
п  у  2п г '  У 1  
Поэтому неравенство (8) можно заменить на следующую оценку 
|/(х) —/„(arccosx, /(cos 
.0J 
где x g [—1, 1 ]. 
Теорема 5. Пусть при ft = 0,1, ... , n числа Xh e [a, 6], 
функции lk неотрицательны на [a, b] и при всех х из этого от­
резка 1о{х) + ... + l n(x) = 1. Положим 
L ( x , f ) *=  ž f ( x k ) l h ( x ) .  
h=0 
Тогда, если функция f непрерывна на [а, Ь] и ее модуль непре­
рывности co{h, f) ̂  co (h), где — выпуклый вверх модуль не­
прерывности, то для х е [а, Ь] справедлива оценка 
\ f ( x )  —  L ( x , f ) \ s ^ i a > ( 2 £ \ x  —  X k \ k ( x ) ) .  
fe=0 
Д о к а з а т е л ь с т в о .  И с п о л ь з у я  с у м м а т о р н о е  н е р а в е н с т в о  
Иенсена, имеем 
| f  ( x )  —  L ( x ,  i f ( x )  —  f  { X h ) )  к  (x ) |  
k=0 
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< £ co(\x — X k l) l h ( x )  { £ \ x  —  x k \  l h ( x ) ) .  
fe=0 ft=0 
П р и м е р .  П у с т ь  [ a , f c ]  =  [ 0 , l ]  и  
L( x ,  f )  — B n ( x ,  f )  =  J j j f  ( ~ )  C * x h ( l  — x ) n ~ k  
k=0 






Следовательно, при наших предположениях 
х) 
\ f ( x ) — B n ( x ,  / ) ) < * м  ( ] /  f i l — i l )  .  
Пусть LP — пространство измеримых функций, заданных на 
R, для которых норма 
1 р —  (  / | / , | р )  1 / р<;+оо, I ( x ) ( h , f ) p — sup \ \ f ( x - \ - t )  —  f  { x )  ||p. 
•—oo J11 
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Результаты работы (до теоремы 3 включительно) могут 
быть распространены на пространство LP, где 1 Р < °°, с тем 
отличием, что равенства для супремумов перейдут в оценки. Это 
отличие вызвано тем, что при переносе леммы 1 на указанный 
случай не удается построить экстремальную функцию. Напри­
мер, теорема 1 в этом случае выглядит так: 
Теорема 6. Пусть К удовлетворяет условиям теоремы Х.Для 
а > 0 и 1 р <; оо положим 
Dp— sup iif-Mmip 
р  o ( h / a , f ) P  
f s L  
Тогда при h е (0, 2л] 
оо 1 
° » « т + т / | - т с о ( - г )  / ( z ) d 2 -
где /„ определено равенством (3), а I — та же функция, что 
и в теореме 1. 
П р и м е ч а н и е  п р и  к о р р е к т у р е .  Р е з у л ь т а т ы  н а с т о я щ е й  р а б о т ы  
были использованы в статье [4]. Статья [4] без ведома автора сокращена 
редакцией, издавшей ее. В частности, редакцией опущена история вопроса и 
сняты ссылки на нашу работу. 
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FUNKTSIOONIDE LÄHENDAMISEST POSITIIVSETE OPERAATORITEGA 
V. Žuk ja G. Natanson 
R e s ü m e e  
Töös uuritakse hulgal R defineeritud ühtlaselt pidevate funktsioonide hulga 
lähendamise täpsust positiivse tuumaga singulaarsete integraalidega. 
ABOUT THE QUESTION OF APPROXIMATION OF FUNCTIONS 
BY MEANS OF POSITIVE OPERATORS 
V. Zuk and G. Natanson 
S u m m a r y  
In the paper the exactness of the approximation of functions is considered 
that are uniformly continuous and given on the real axis by singular integrals 
with positive kernels. 
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МУЛЬТИПЛИКАТОРЫ КЛАССОВ (X T i ,  Y U ß )  
Я. Сикк 
Кафедра математического анализа 
В настоящей статье продолжается изучение мультипликато­
ров для конструктивных пространств, рассмотренных автором 
в статьях [2,3]. Здесь исследуются связи между мультиплика­
торами классов (Х Т\, Уц>) и пространствами (Х Тх, U) и 
{X, U»-). 
В статье мы пользуемся обозначениями и определениями 
статей [1,2], например: 
1) Хтх — некоторое ^-конструктивное пространство, т. е. 
пространство всех /° GE X, для которых Х п  \\a nf — /Их = 0(1) 
(см. [2], стр. 164); 
2) ( X ,  Р )  — пространство всех f °  =  ( a u ,  b u ) ,  для которых 
ряд 2(a-hCh -r bkdk) является ^-ограниченным при каждом 
(Cfc, dh)^X, причем, если при некоторых k все коэффициенты Си, 
либо du, либо Ck и dh вместе, равны нулю для всех (c k,4)el, 
то  при  т е х  же  k  пола г а е т ся  соо т в е т с в енно  an ,  либо  bk ,  либо  аи  
и bk вместе, равным нулю для всех (а^, bk) е (X, Р-) (см. [ 1 ], 
определение 3). 
Лемма 1. Пусть k = 1,2, ... , t — некоторое четное число и 
j  —  н ек оторо е  н е ч етно е  ч и с л о ,  а  —  с к о р о сть  Я  ( I )  =  { 1 ,  V ,  2 1 .  .  . } .  
Имеют место следующие равенства 
a) LJVx( f t )  =  W h LP  п ри  ре( 1,оо); 
b) (L v )  z 'm )  =W 1 L^p \  
c )  ( L v )  z ' \ ( j )  = c W 3 ' L 4 r ;  
d) (Lq>) 
e) (1ф)г'*'ад = с^®; 
f) LP z'"Hi) =^Lv при pe[l,oo]; 
g) LV 7J"W) = cW1LP при реф.оо]; 
h) L^Wy^ti^Lip ( a , p ) ,  г д е  /г = 0, 1, 2, . ..  и y= {n a} 
при a  G (0 ,1 ) .  
Д о к а з а т е л ь с т в о  с м .  [ 2 ] ,  п р е д л о ж е н и е  6  и  с л е д с т ­
вие 5.1. 
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Лемма 2. Пусть X  — одно из пространств 1Ф, LY ,  LP (  1 <  
< р < oo) или М, то при некоторых а\, а 2  е [1/2, 1] имеет 
место равенство 
11/Н(гя)=«1 sup ||(7пЛ1л*+й2 supAn Wonf — /!1х*. (1) 
П П 
Д о к а з а т е л ь с т в о  с м .  [ 1 ] ,  п р е д л о ж е н и е  1 1 .  
Лемма 3. Имеют место следующие равенства 
i) (Ьф ,  Т х )  =Ьч гтк ' ,  
j) {L v ,T x )  
k) (L ,  7 х) =М т х=С Гх; 
1) (LP ,  7 х) =LI tX  при 1/р+1/<7=1; 
m) (M, P) =L Tx= (dy)rx. 
Д о к а з а т е л ь с т в о .  В  р а б о т е  [ 1 ]  м ы  д о к а з а л и ,  ч т о  р а ­
венства i)—ш) имеют место, если 7 удовлетворяет условию 
Я 
sup /|-г„о/2+ T„fe cos £ы| du< oo (2) 
ПО ft 
(см. [1], предложения 4, 5, 6 и 7). Однако оказывается, что 
доказательства этих предложений не изменятся, если потре­
бовать, что 7 — произвольная треугольная матрица Теплица. 
Лемма 4. Пусть X — одно из пространств L v, 7Ф, Lp 
(1 р ̂  oo), dV и M. Тогда пространство Х Т\ является инва­
риантным относительно сдвига. 
Д о к а з а т е л ь с т в о .  П р о с т р а н с т в а  L ® ,  L^, С, dV, LP  
(1 Р ̂  оо) и М являются инвариантными относительно 
сдвига (см. [4], стр. 90). Следовательно, по предложению 10 
статьи [1] пространства (Е Ф, 7 х), (L v, 7 х), (С, 7 х), (dV, 7 х), 
(LP, 7 х) И (М, 7 х) также являются инвариантными относительно 
сдвига. Теперь, используя лемму 3, получаем утверждение 
леммы 4. 
Обозначим 
К°= Ek cos kx. 
f t=l 
Теорема 1. Пусть 7 удовлетворяет условию (2). Если Х Т\ — 
инвариантное относительно сдвига ВК-пространство, то для того, 
чтобы последовательность е была мультипликатором класса 
(Хи;и С т), необходимо и достаточно, чтобы К° е (Хих, 7). 
Д о к а з а т е л ь с т в о .  В  п р о с т р а н с т в е  Х Т х  множество Р  
является плотным. Используя теперь теоремы 4.1 и 4.2 из [4], 
получаем доказуемое, а также равенство 
( Xm ,  C T )  =  (Xm ,  ( dV ,T ) ) ,  
Следствие 1.1. Пусть 7 удовлетворяет условию (2) и X — 
одно из пространств ЕФ, L v, dV, LP (1 <: р oo) и М. Последо­
вательность s тогда и только тогда является мультипликатором 
класса (Хих, С), когда К° е (Хих, 7). 
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Д о к а з а т е л ь с т в о .  Е с л и  Т удовлетворяет условию (2), 
то Ст — С (см. [1], стр. 226). Используя лемму 4 и теорему 1, 
получаем доказуемое. 
Теорема 2. Пусть X — одно из пространств Lq>, Ly, LP 
(1 ̂  р ^ oo), М или dV. Тогда 
(М, (Хих, Т)) = (С, (Хш, Г ) ) .  ( 3 )  
Д о к а з а т е л ь с т в о  р а в е н с т в а  ( 3 )  с л е д у е т  и з  с л е д с т в и я  4 . 2  
статьи Тыннова [4], так как в силу леммы 4 пространство Х т% 
является В/(-пространством, инвариантным относительно сдвига. 
Теорема 3. Пусть Хин — инвариантное относительно сдвига 
ВК-пространство. Тогда 
( dV ,  ( X n t l ,  T ) )  =  (L ,  ( X U V L ,  T ) ) ,  (4) 
причем условие К° е (Х^ц, Т) является необходимым и доста­
точным  д л я  то г о ,  чтобы  е  <= (L ,  ( X V l i , T ) ) .  
Д о к а з а т е л ь с т в о  а н а л о г и ч н о  д о к а з а т е л ь с т в у  т е о р е м ы  1 ,  
только здесь вместо теоремы 4.1 статьи [4] применяем теоре­
му 4.4 из [4]. 
Следствие 3.1. Пусть X — одно из пространств L®, Ly, Lp 
(1 ̂  р ̂  oo), dV или М. Последовательность е тогда и только 
тогда является мультипликатором класса (L, (Хи\,Т)), когда 
К 0  ^  (Х и х , Т ) .  
Следствие 3.2. Если р е [ 1, оо] и а е (0, 1), то последова­
тельность е тогда и только тогда является мультипликатором 
класса 
1) (L ,  (Lip ( а ,  р ) ,  Т ) ) ,  к о г д а  К °  <= (Lip (а,р),Т)\ 
2) (L ,  (W*  Lip (а, р ) ,Т ) ) ,  к о г д а  К °  е (W {  Lip ( а ,  р ) ,Т ) .  
Теорема 4. Пусть X — одно из пространств ЬФ  или Lp 
(1 ̂  р ^ оо). Тогда 
( dV ,  ( Х ,П ) )  =  (Е ,  ( X ,  П ) ) ,  (5) 
причем условие К 0  е (X, Т 1) является необходимым и доста­
точным для того, чтобы е е (L, (Х,Т Х)). 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  у т в е р ж д е н и я ,  а  
также выполнимость равенства (5), непосредственно следуют из 
предложения 3 работы [3]. 
Д о с т а т о ч н о с т ь .  Е с л и  К 0  е  ( X ,  Т х ) ,  т о  в  с и л у  л е м м ы  1  
sup ||<ТпК11х-+ sup Л п  IlffnK— К11л* = 0(1). 
П П 
Тогда 
sup l | ffntf|br.=0(l) 
П 
И 
sup sup I! (Tn (ef) IU*=sup sup sup \((ffn (Kt), f), h)| = 
n II/ | | L <1 П II/II L «1  | |Л| |^<1 
= sup sup \\(a n(Kt),h)\\c= 
n | |h | | x äSl  
=JT1  sup IlffnKlk«. 
n 
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Следовательно, sup ||ffn(ef) Их* = 0(1). Теперь из теоремы Ба­
наха—Штейнгауза получаем, что \im o n(ef) — ef является ли­
нейным непрерывным опера тором .  Но  то г д а  и  T n ( e f )  =  
— Л п(ffn(ef) — ef) является линейным непрерывным оператором. 
Рассуждая для оператора 7„(е/) аналогично, как для опера­
тора On(ef), получаем, что sup Л п  \\o n(ef)—ef\\x> = 0(1). Сле­
довательно, мы показали, что 
sup II On  ( e f )  II x*H" sup Л п  l l f f n ( e f )  —  e f l U * = 0 ( l ) .  
П П 
Теперь из леммы 2 непосредственно вытекает, что ef<= (X, 7 х). 
Следствие 4.1. Последовательность е тогда и только тогда 
является мультипликатором класса 
1 )  (L ,  Lx pT i ) ,  к о г д а  К °  6Е  L^TX ', 
2) (L ,L T x ) ,  к о г д а  К °  е  L T x \  
3) (L ,  LP t x), когда К 0  LP T X ;  
4) (L ,C T x ) ,  к о г д а  К °  <= С Т\. 
Д о к а з а т е л ь с т в о  с л е д у е т  и з  л е м м ы  4  и  т е о р е м ы  4 .  
Следствие 4.2. Пусть X — одно из пространств L® или Lp 
(1 ̂  р г=; оо). Тогда имеют место равенства 
1) (L ,  ( X ,  7 х)) = (L ,X* T x )  =  (X ,  Сгх); 
2) (L ,LP TX )  —  ( L I ,  С Т Х )  п ри  \ J p+ l / q= l ;  
3) (L ,  Lip (а, р ) ) = (L4 ,  Lip а) при «е(0,1). 
Д о к а з а т е л ь с т в о  с л е д у е т  п р и  п о м о щ и  л е м м  1  и  3  и з  
теоремы 4. 
Следствие 4.3. Пусть i — четное число, j — нечетное число и 
I  = 1 , 2 , . . . .  Пусть  к р ом е  то г о  X  —  о д н о  и з  п р о стран ств  WLP  
при р <= (1, oo), cWiL<t>, W lC, cWiC, W lL, Lip (а, p) или 
W l  Lip (a, p) при ae (0,1) upe[l,oo]. Последовательность e 
то г да  и  тол ьк о  то г да  я в л я ется  му л ьтипликатором  к ла с с а  (L ,X ) ,  
когда К 0  е X. 
Д о к а з а т е л ь с т в о  с л е д у е т  и з  п р е д л о ж е н и й  1  и  3  и  и з  
теоремы 4. 
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MULTIPLIKAATORITE (X t x, У и ц) KLASSID 
J. Sikk 
R e s ü m e e  
Käesolev töö on autori artiklite [2, 3] jätk. Kasutades P-konstruktiivsete 
ruumide, Г-täiendruumide ja T>--täiendruumide omadusi kirjeldatakse artiklis 
mitmeid multiplikaatorite klasse. 
MULTIPLIERS OF CLASSES (Хтх, У и ц) 
J. Sikk 
S u m m a r y  
This paper is a continuation of the papers [2, 3]. We use properties of 
^'-constructive, Г-complementary and ^-complementary spaces for investigation 
of multipliers. 
Let Л = {Лп} be a rapidity (a real sequence with 0 <A„f). Let T and U 
be triangular Toepliz summability methods and let X be Banach space of real 
2jr-periodical Lebesgue integrable function. We define the ^-constructive space 
in case of the space X (briefly space XTX) as the set of all these fel, for 
with A„ J:| Onf — /II.r — 0(l) (see [1], summary). 
Lemma 1. Let k = 1, 2, ..., let i  be some even number, let j be some odd 
number and let A(l) — {1, 1 !, 2', . ..} be the rapidity. Then relations a)—h) are 
satisfied. 
Some of the more important results proved are the following: 
Corollary 1.1. Suppose that T satisfies (2) and. X is one of the spaces 
Ь ф, L W, Z.J>(1 ^ p äg:  oo),  M or dV, then e G(L, (X u x,  C)) iff  K° G(Xm ,  7~). 
Corollary 3.1. Let X be one of the spaces L0 ,  Lxy ,  Lv (1 ̂  p oo), M 
or dV, then e S (L, (Xux, T)) iff K° G (ЖИХ, T). 
Corollary 4.1. The e is a multiplier of the class 
1) ^"vtx) '7f К G Lxp T X, 
2) ( L ,  L r x) i f f  K °  G LTX; 
3) ( L , L p T X )  i f f  K °  G Li'TX\  
4) ( L ,  C T X )  i f f  K °  G CTX .  
Corollary 4.2. Let X be one of the spaces /,ф or LP (/ p =5 °o). Then 
1) ( L ,  ( X , T x ) )  = ( L , X * t x )  =  ( X ,  C T X ) ;  
2) ( L ,  L p T X )  —  ( L q ,  C T X ) \  
3) (L, Lip (a, p)) = (L q,  Lip a) for \/p + l/q=l and a g (О, 1). 
Now, taking into account lemma 1, it will be easy to deduce many other 
results for multipliers. 
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О СХОДИМОСТИ ПРИБЛИЖЕННЫХ МЕТОДОВ 
ОТЫСКАНИЯ АВТОКОЛЕБАНИИ 
Г. Вайникко и П. Мийдла 
Кафедра вычислительной математики 
Сходимость приближенных методов для отыскания периоди­
ческих решений дифференциальных уравнений подробно изу­
чена в случае, когда период ш искомого решения известен 
[1, 7, 8—10]. Результаты этих работ, к сожалению, не приме­
нимы непосредственно к автономным уравнениям и системам, 
в которых период тоже подлежит определению. Дополнительная 
трудность, которая здесь возникает, состоит в том, что соответ­
ствующая линеаризированная задача всегда вырождена (т. е. 
имеет ненуловое решение). 
В данной работе 1  рассматривается нелинейное автономное 
дифференциальное уравнение порядка т, при котором вырож­
дение слабое (т. е. случай, когда линеаризированное уравнение 
имеет единственное в некотором смысле решение). Показыва­
ется, что приближенные методы сходятся тогда столь же хо­
рошо, как в случае задач с известным периодом. Некоторые ре­
зультаты в том же направлении получены в [5, 6]. 
§ 1. Постановка задачи. Основные предположения. 
Описание методов приближенного решения 
Мы будем изучать сходимость методов коллокации, Галер-
кина и конечных разностей для отыскания периодических реше­
ний (автоколебаний) автономоного уравнения 
/Иг), z ' ( x )  2<™>(т))=0. (1) 
Определению подлежит и неизвестный период <v искомого ре­
шения. 
Заменой времени t — 2mlu> задача (1) сводится к нелиней­
ной проблеме собственных значений 
f j x ( t ) , k )= f ( x ( t ) ,  X x ' ( t ) ,  . . . ,  Я т х с » ) ( 0 ) =  0 ,  ( 2 )  
1  Результаты работы докладывались на VII международной конференции 
по нелинейным колебаниям (Берлин, сентябрь 1975 г.). 
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: 
в которой неизвестными являются 2я>периодическая функция 
x(t) — г(ы^/2я) и число Я = 2я/со > 0. 
Предположим, что 
1° задача (2) имеет решение { X * , x * ( t ) }  (это равносильно 
тому, что задача (1) имеет решение {&>*, г*(г)}); 
2° функция f ( z 0 , zь , Z m )  непрерывно дифференцируема 
в области 
St= {(z 0, ..., z m ) :  a k < z h < ß k ,  k  =  0 ,  1, . . . ,  m}, 
где a h ,  ß k  — некоторые числа, такие, что 
ш< т1пЯ* кх*№(^), j8fe> тахЯ* йх*№(0. 
г t 
Покажем, что линеаризированное уравнение для (2) вырож­
дено, если выполнены 1° и 2°. Итак, рассмотрим решение 
{Я*, х*(/)} уравнения (2). Заметим, что решениями являются и 
все пары {Я*, х е} где х& = х в(^) = х*(/ + в) и 0е [0, 2л:]. 
Так как 
f ( x * ( t+6 ) ,  Ä * m x * W { t + e ) ) =  0 V<9e[0,2 я ], 
то и 
Л  =  2 — * д ~ ъ ' Х  ) ~ r k x H k + i }^ )  = 0, 
т. е. ы*(/) —  х * ' ( t )  является решением линеаризированного 
уравнения. Это обстоятельство и заставляет нас искать новые 
возможности подхода к проблеме нахождения автоколебаний 
автономного уравнения. 
В настоящей работе мы требуем, чтобы 
3° вырождение задачи (1) (задачи (2)) слабое, т. е. ли­
неаризированное уравнение 
Ви-. = 5  М О  ( 0 = 0 ,  =  
имеет в классе 2я-периодических функций лишь одно линейно 
независимое решение, а именно и* = x*'(t). Кроме того, пусть 
b m ( t )  ф  0  для  в с е х  t .  
Опишем теперь приближенные методы решения задачи (2). 
В случае методов коллокации и Галеркина приближенное ре­
шение разыскивается в виде тригонометрического многочлена 
Х п  ( t )  =-|Ч- 2 ( C h  COS kt-\-d h  sin kt). (3) 
k=0 
Коэффициенты Cf, и dh и параметр Я по методу коллокации оп­
ределяются из условий 
f ( x n ( t i ) ,  . . . ,  X m XnW{ t i ) )=  0 ,  i = 0 ,  . . . ,  2 п ,  
х„(0)=«, 
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где U — il, I = 2л1(2п + 1), а а — довольно произвольным об­
разом задаваемое число, смысл которого состоит в следующем. 
Если {Я, x(t)} — решение задачи (2), то, как мы уже выше 
о тме тили ,  р ешением  б у д е т  и  с емейс т во  {Я ,  Х е ( 0 }  с  X e ( t )  —  
= x(t в) и в <= [0, 2л]. Условие х(0) = а выделяет те пе­
риодиче ские  функции  x e ( t ) ,  которые  проходя т  ч ер е з  т очку  ( 0 ,  а ) .  
Поэтому число а в (4) следует выбрать из области значений 
функции x(t). Это и будет нашим следующим основным пред­
положением: 
4° число а  принадлежит области значений функции x * ( t ) ,  
причем x*(t a) =а и x*'(t a) Ф 0. 
Без ограничения общности можем далее считать, что t a  = 0, 
так как по только что проведенным рассуждениям можем рас­
сматривать соответствующий сдвиг решения. 
В случае метода Галеркина коэффициенты Ck и dk и пара­
метр Я определяются из условий 
2л 




где q>2h{t) = cos kt и >(p2h+\{t) = sm kt. 
Опишем, наконец, разностный метод. Положим h = 2л!п и 
будем разыскивать параметр Я и 2я-периодическую сеточную 
функцию 
X h —  ( . . . ,  X -ih, X o h ,  X i h ,  . . . ) ,  X j h  =  X j + n h  (/ = 0, ±1, ...), 
где Xj h  ж x(jh). Беря в основу какие-нибудь формулы числен­
ного дифференцирования 
лс< й>(0 я* hr k  bjhX (t+jh) =h~ h  bj hUh }x(t) = : D hWx(t), (6) 
i=~ rh 
построим разностную задачу 
'f(D hm X h,W h^x h, . . . , X mD hWx h) =  0 ,  
< 7 >  
Первое уравнение в (7) представляет собой систему уравнений 
относительно п главных кородинат: 
f ( D h m X ] \  . . . ,  X m D h i m ) X j h )  = 0 ,  / = 0 ,  . . . ,  я  —  1 .  
В заключение параграфа сформулируем еще два предполо­
жения. 
5° Функция 
y { t ) : = ~ Ž x f { X * { t ) '  Х х* '  W W(m) (f ) ) |л=Я* 
не принадлежит области значений R(B )  оператора В  (см. 3°), 
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т. е. не существует ^-периодической функции u ( t ) , такой, что 
Ви = у. 
Иногда мы используем и следующее предположение: 
6 °  f ( Z o , Z l t  . . .  ,  Z m )  =  Z m  —g(Zo,  . . .  ,  Z m - X ) ,  Т. 6 .  уравнение 
(2) имеет вид X m x ^ ( t )  =  g ( x ( t ) ,  . . .  ,  ( < ) ) .  Т о г д а  
bm( t )  = Л*™ 1  Ф 0. 
Вместо g ( x ( t ) ,  A x ' ( t ) ,  . . .  , X m~ x3d m-^{t)) пишем часто просто 
g ( x ( t ) ,  А ) .  
§ 2. Абстрактная теорема сходимости 
Сформулируем здесь теорему, которую в дальнейшем будем 
использовать для доказательства сходимости описанных мето­
дов. Сама эта теорема доказана в [2, 10]. 
Пусть Е, F, Е п, F n  (п — 1,2,...) — банаховы пространства, 
р„ <=!(£, Е п), q n  <= L(F, F n) — операторы (связывающие ото­
бражения), для которых 
ПрпхНд-ИкИв, \\ЯпУ\\жп-+\\у\\р 
при п->- оо для каждых х е Е и у е F. Будем говорить, что по­
следовательность {х п) элементов х п  из Е п  Р-сходится в прост­
ранстве Е к элементу х, если 
\\ХП — Рпх\\ЕП-+0 
при п—* oo. Аналогично определяется Q-сходимость -в простран­
стве F. 
Если каждая подпоследовательность последовательности ( х п )  
имеет Р-сходящую подпоследовательность, то говорят, что по­
следовательность Р-компактна (в Е); так же определяется 
{^-компактность в F. 
В общем случае, если не имеются в виду конкретные прост­
ранства и связывающие отображения, говорят о дискретной 
сходимости и дискретной компактности. Подробно дискретные 
сходимость и компактность изучены в [1, 2, 10]. 
Пусть Q cz Е и Qn er Е п  открытые множества. Рассмотрим 
уравнения Ах = у и А пх п  — у п  (см. диаграмму). 
Х Ё £  ZD ß —- V F Э  у 
\Рп А п  4^" 
Хп 6= En ̂  Q п F П  ЕЭ у л 
Теорема 1. Пусть выполнены следующие условия: 
1) уравнение Ах = у имеет решение х* *= Q; оператор 
А : Q Е-* F дифференцируем по Фреше в точке х* и линейное 
уравнение [Л'(х*)]и = 0 имеет лишь нулевое решение и<= 0; 
2) операторы А п  : On <= E n-+F n  дифференцируемы по Фреше 
в соответствующих шарах \\х п  — р пх*|| ̂  (где <? > 0 не зави­
сит от п); операторы А п(р пх*) (= L(E n, F n) фредгольмовы с ну­
левым индексом, и имеет место соотношение: для каждого е > 0 
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существует д е  такое, что \\A n J  (х п) — A n r(р пх*)\\ ̂  е для всех п, 
как только \\х п  — р пх*\\ ̂  õe;' 
3) \\Апрпх* — qnAx*\\ -»-О, \\у п  — qny\\ ->• 0, rt-^oo; 
4) Ап  [ р п х * ) -+А ' ( х * )  р е г у л я р н о  ( с о б ств енн о ), т. е. 
\ \ А п ' { р п х * ) \ \  <  con s t ,  II  [ A n  { р п х * ) ] р п х  — q n [ A ' ( х * ) ] х \ \ ^ 0  
и имеет место соотношение:, 
liinil ^ const, { [ A n  ( р п х * ) ] х п )  Q-компактна  =>  ( х п )  Р-ком­
пактна. 
Тогда найдется такое до е (0, <?], что уравнение А пх п  = у п  
имеет при почти всех п в шаре \\х п  — р пх*|| ̂  $ 0  единственное 
решение х п*. При этом ||х„*— р пх*||->-0 с оценкой 
Ci \\А пр пх* — yn\\Fn < ||х„* — р п-ИЫ„ < с г  \\А пр пх* — у п\\ Р п, 
где Ci и с 2  — положительные константы. 
Нашей целью будет теперь применение этой теоремы для ис­
следования приближенных методов, описанных в первом пара­
графе. Задачу (2) с дополнительным условием х(0) = а будем 
рассматривать как операторное уравнение 
А,«Л.„0„=л(^): =(«^ 0-^)) =0. «8, 
Оператор А действует из £/ X R в 1/ X R, где U и V — некото­
рые банаховы пространства, R — поле вещественных чисел. 
Пространства U и V выберем (см. § 3, § 4) так, чтобы опера­
тор  А  был  дифференцируемым по  Фреше  в  точке  {Я* ,  x * ( t ) \ ,  
причем 
Здесь использованы обозначения из 3°; причем {Я*, x * ( t ) }  —  
решение уравнения А ({Я, х}) = 0, существующее по 1° и 4°. 
Рассмотрим уравнение [А У({Я*, х*}) ] ({м, ы}) = 0. Оно равно­
сильно  у словиям  Ви- \ -  Р-У  =  0 .  ы ( 0 )  =  0 .  Так  к ак  y ^R (B )  
(см. 5°), то р, = 0. По условию 3° имеем и = сх*'. Из и(0) = 
сх*'(0) = 0 на основе 4° следует, что с = 0. В итоге получаем, 
что уравнение [А 7({Я*, х*}) ] ({/t, «}) = 0 имеет лишь тривиаль­
ное решение. 
§ 3. Сходимость методов коллокации и Галеркина 
Перейдем к формулировкам и доказательствам основных ре­
зультатов. 
Теорема 2. Пусть выполнены условия 1°—6° (§ 1). Тогда 
при почти всех п метод коллокации {(3), (4)} определяет изоли­
рованное приближенное решение {Я„*, x n*(t)} задачи (2), и 
|Я*—Я п*Ксе п^0, ||х* —х„*||н™«:е„-^0 (п->оо), (9) 
где 
E n—\\x4m)_p nx*m\\ L^ 
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Здесь Р п  — проектор Лагранжа, соответствующий интерпо­
лированию тригонометрическими многочленами вида (3) по рав­
ноотстоящим узлам. Известно (см. [3]), что IIPulle-*!, 2  ^ const, 
Р пх х VxeC. 
Д о к а з а т е л ь с т в о .  П о к а ж е м ,  ч т о  в ы п о л н е н ы  п р е д п о с ы л ­
ки теоремы 1. 
Рассмотрим пространства: 
U = Н т  — пространство т—1 раз абсолютно непрерывно 
дифференцируемых 2л-периодических функции x(t), таких, что 
т 9 
II*I |h"'= (2J 11^№1к>,2я)) 1 , 2  < oo; 
эквивалентная норма определяется формулой 
7П—1 
М'я"= max £i|^ ( k )  (Öl+IU ( m )llL>,2"); 
t h=0 
V — H° — L2  (0,2 л); функции и e L 2(0,2л) считаем продол­
женными в периодические. 
Задачу (2) с условием х(0) = а рассмотрим в виде опера­
торного уравнения А ({А, х}) = 0 (см. (8)); метод коллокации 
{(3), (4)} равносилен операторному уравнению 
А„<Р,*,»=А„(^) :=( Л" <;!7О)-^ П , Л )  ) = о-
Тогда 
А : Е = Н™ X R-^Я 0  X R = F, А„ : Е п  = Н т  X R -> #°XR=Fn, 
п= 1,2 Положим p n  = q n  = I (единичные операторы в 
соответствующих пространствах). 
1) Первое условие теоремы 1 при настоящем выборе про­
странств выполнено (см. § 2). Производная оператора А имеет 
вид 
ида-та--
обозначения см. в 3°, § 1. 
2) В произведении U X R рассмотрим норму 
||JIL,=MIHFL. 
В пространстве £/Х R найдется шар 
Цх„ —х*||н™+||А —AKt?, 
в котором операторы А„ дифференцируемы по Фреше (см. Г, 2°): 
U47)l;)= 




d m  
B l=rm-7Z - : U~+V  
dt™ 








В;РЛ;У= -Р п  žt 
0 8  '  Г )  Г АИ( &)+^ • РпУ ' 
к—О dz h  
"(0) 
ибо последний оператор конечномерен. 
Оценим далее разность 
по норме пространства L (E , F ) .  Имеем 
им;)-А<.)к:)1 
— II (Ят — Я*™) U< m> — Рп 2 gftUW+m • JJ, (Лт~1х№ — Л*т-1 хЧт)) . 
h=0 
-'•М-Ж^х^—Ж^х''Г))К-< 
J|Ä m  — Я* т | • ||u<m>||i.*+т-ит~1х(т~> — Л* т- 1х*( тЦ\ь'-\11\+ 
Т—1 
+ IIPnllc^L'- 11^ &fc" ( f t )llc + 
ft=0 
+  \ \ Р  п \\C-*-L dX 
g{x,Ä) — -^-g(x*,X*)\\c-\/J-\, 




dz h  dZh 
Поскольку функции gh и dg (х,  Л) JdX равномерно непрерывны в 
области Ж (см. 2° и 6°), а нормы ЦдсЦн» и ЦлЦ'н» эквивалентны, 
то приходим к оценке 
[л»'(^)-л,'(р](р||<е.(1Мн-+И). 
= с-шах||Я т—-Х* т\, т НЛ™- 1**" 1' — Vm- lx*w\\L ', 
I I Л * I I е н о т а х  H g f t l l c ,  \ \ P n \ \ c ^ L > =  - ~ p - { g { x , X )  —g(x* ,<X* ) )  | | c | ,  
£->0 при \\x — х*\\н т.+ \X — Л*] t$ ->- 0. Стало быть, выполнено 
предположение 2) теоремы 1. 
3) Имеем 
IIP« И с-*!, 1  max llg-ftllc, IIPnllc^L 21-^- (g(x,A) — g{x*,X*)) ||c} , 
так как ||P n x— x| | l=-*- 0 для каждого ieC. Свободные члены 
наших операторных уравнений равны нулю, т. е. выполнено и 
другое условие из 3). 




вытекает из 2°. 
На основании сходимости ||Р пх — х|к 2->-0 для х «= С имеем 
при каждом {[I, и) е Е также 
11-4»'(г*)]"»(;)-Ф'(г')](^11 = 
ч1[А<.)-<,)К:)И-О. 
Условие регулярности в настоящем случае примет вид: 
(т - <  де(х* Я*) \ Я* тл: п( т> — Р п  —-™ Л* кх п ( к )  J 
компактна в L 2 = > ( x n )  компактна в Н т. 
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Известно, что из ||х„||н™ < const, (т. е. ||x nW||i,» ^ const для 
k = 0,1, ... , т) вытекает компактность в С последователь­
ности (b Qx n  + (обозначения см. в 3°); так как 
IIIIc-> l i  ̂  const и II— *II l*->0 для каждого ХЕС, то по­
следовательность 
т—1 
(Рп 2J b hXn ( h )) 
FC=0 
компактна в ZA Учитывая предпосылку о компактности 
то—1 
{l* , nx nw — Рп2 bhX r i { h>) 
h—O 
в L 2, заключаем компактность последовательности (х„< т)) в L 2  
(поскольку А*=^0), а также компактность (х п) в Н т'. 
Мы установили, что выполнены все предположения теоре­
мы 1. По теореме 1 
||*п е  — **11н"+{Й,«* — Л*||<с- |л.(* )|| = 
~ С  1*> "Ц* 
= с • ||A*mx*<m> — Png (х*, Г) — A* r ax*<m>+g (х*, А*) \\ь»= 
.== с - jig (X*, Л*) — Png (X*, Я*) II L'—c- | |х*(™> — Pnx*(m)||L '= 
— С • £П ^ О, 
так как Л* тх*( т1 = g(x*,Ä*) = g(x*, Л*х* /, . . .  ,  A * m ~ 1 x * ( m _ 1 ) ) .  О т ­
сюда получим нужные оценки (9) и соответствующие сходи­
мости. 
Теорема 2 доказана. 
З а м е ч а н и е  1 .  О ц е н к у  ( 9 )  м о ж н о  п р о д о л ж и т ь  т а к  
(ср. [3]): 
£ n=||x„(m> — х'ИКс'е« (х*< т>), 
I On " 
е п(х*( т>) = min max x*< m)(t) ^ (аь cos kt-\-bh sin kt) 
. T ' 2 
ah h - k=l 
Погрешность e n  (x*< m>) допускает оценку по теоремам Джексона 
(см. [3]), например, e„(x*< m>) t£Zc-n~r, если х^'еС'. 
Теорема 3. Пусть выполнены условия 1°—6°. Тогда при почти 
всех п метод Галеркина {(3), (5)} определяет изолированное 
приближение {An*, х„*(^)} решения задачи (2). Имеет место 
сходимость (9) с е п  = ||x*< m) — O„x*<m)||L. (0i2Jl). еде О п  — орто-
проектор в L 2, проектирующий на подпространство тригономет­
рических полиномов вида (3). 
Д о к а з а т е л ь с т в о  п р о в о д и т с я  а н а л о г и ч н о  т е о р е м е  2 .  
Достаточно заметить только, что метод" Галеркина {(3), (5)} 
равносилен операторному уравнению 
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A  ( X n )  =  ( Л т Х п { т )  ~  °ng(Xn ,  ton ,  Л т ~ 1 х п ( т - ) )  \  _ o  
"' A '' \ x n(0) —a / r  
где O n  — ортопроектор в L 2, который тоже удовлетворяет усло­
виям HOnllc^L' ̂  const (даже ||O n | | L^ L= ̂  1) и ||0„х— x|[l»->0, 
л->-00, для каждого JteC (даже xeL 2), т. е. тем же усло­
виям, которым удовлетворяет использованный в теореме 2 про­
ектор />„. Следовательно, все рассуждения теоремы 2 проходят 
и в настоящем случае. Теорема 3 доказана. 
§ 4. Сходимость метода конечных разностей 
Перейдем к формулировке теоремы о сходимости разностного 
метода. В начале приведем некоторые обозначения. Известно, 
что Dh<Vx(t) ->#)(/) для любой функции С°° тогда и только 
тогда, когда функция 
X k ( £) :=  2J  b j j h & (£ е = С )  
j=-r A  
имеет й-кратный корень Со = 1, причем £ft(f t)(£o) = &!. Остальные 
rft + Sft — k корней функции %*.(£) называются характеристиче­
скими числами формулы численного дифференцирования (6). 
Обозначим d h  = h~ l(U h  — I h ) ,  где I hx h  — x h  и (U hx h ) i  =  
— Хг+\ н. Введем нормы 
Цхл11о= m a x \ x i h \ ,  \ \ x h \ \ m = -  max \ \ d h h x h \ \ 0 .  
г  0  
Пусть, наконец, p h X =  (..., х(—/г), х(0), x(h), x(2h), ...). 
Теорема 4. Пусть Dh^ k )x(t)-^x^ k )(t) при k = О, ... , m для 
каждой х е С°°, и nz/ггь характеристические числа формулы чис­
ленного дифференцирования (6) при k = m по модулю отличны 
от единицы. Пусть выполнены условия 1°—5°. 
Тогда разностная задача (7) при почти всех п определяет 
изолированное приближение {Лг*, Хп*} решения задачи (2) и 
I I h *  —  я * | ^ С •  E h  - * •  о ,  I I Х н *  —  p h x * l l m ^ C - e h ^ - O ,  
где с = const, 
£/,= max \ \ D h ^ p h x *  — р кх*Щ й  
— погрешность аппроксимации формул численного дифференци­
рования (6) для функции х* (t). 
Д о к а з а т е л ь с т в о  о п и р а е т с я  н а  т е о р е м у  1 .  
Положим 
£=C< M >XR,  F=CXR,  ^А=»СЛ<Т>Х R, FH=C^XR; 
О-О-(Г)' -
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С — пространство непрерывных ^апериодических функций с 
нормой 
Wo: = Mc= max |x(Qij; 
0<<<2л 
CC") — пространство т раз непрерывно дифференцируемых 
2л-периодических функций, 
IWIn»: = Mc(m)= max ||х№(01|0; 
C/i и Сh i m )  — пространства 2тг-периодических сеточных функ­
ций с введенными выше нормами соответственно ||хл||о и | |хд|| т. 
Задачу (2) с дополнительным условием х(0) = « и разност­
ную задачу (7) рассмотрим опять соответствующими оператор­
ными уравнениями 
A  ( X h) —  ( f ( D h < 0 ) X h >  x D h ( l ) x ^  . . lmDhWxh) \ = 0  
Ma /'^A Xoh  — a '  
Покажем, что выполнены предположения теоремы 1. 
1) При настоящем выборе пространств условие 1) теоремы 1 
выполнено (см. § 2). Производная оператора А имеет вид 
[а- (;;)](-U 
1 1  \ и{ 0) 
2) Операторы Л/г: CH I - R N )  X R ->• С X R дифференцируемы по-
Фреше в некоторой 4  области = {(x h,Я): \\x h  — phx* |U+ 
+ Ц — Я*|г^ <5} (это вытекает из 2°); при этом производная 
Ah {{Л, x h}) действует по формуле 
{k ( Xh )]( Uh )} j ̂  fk,i (Xh, Я)Я А  [Dh ( k )Uh] i+jU • fi (x/t, A) j 
Я  ^ 1  \ Uo h  I 
где 
fk,i(x h,Ä)=df([D hWx h\и A m[£/,<"%/,],)/dZft, 
fi(Xh,A)=f([DhWxh]i, Am[Wm)Xh]i). 
Из равностепенной непрерывности функции df/dzh вытекает и 
соотношение: 
Ve>0 ЕМ е, что аЛ х:)- аЛ рТ)\\ Я 
если только \\x h  — phX*\\ m -\-\A — Я*|^(У е-
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Фредгольмовость операторов Ah?({Л*, p h x*}) вытекает из ко­
нечномерности пространств Ch { m )  и Сд, причем dim Си ( т )  = 
'= dim Сh — л. 
3) Поскольку \\D hWphX* — Ph**( f t)||o->-0 и f — непрерывная 
функция, то 
\\A h p h ( X  )-q h A( X  )\  О 
= 11 f (D h Wp h x*,  A* m D h ( m )p h x*) — p h f (x* ,  . . . ,  Л* тх*(т)\\ 0= 
= max If (ZW (ih), Л *™D h (™)x* {ih) ) — f(x* (ih), ... 
. . . ,  A * m x * < m ) ( t V i ) ) | - > - 0 .  
4) Проверим условия собственной сходимости. Имеем 
\\Ah({A*, PhX*}) II ^ с, так как фукнция .fk = df/dz h  непрерывны 
и ограничены. По нашим предположениям 
11МрЯ7)-4<)](;Е-° V ( ; ) s O « x r .  
Условие регулярности выглядит так: ||х/,|| т  ^ const, и 
(2 Р пЁШ?Р!± WW 
FT=0 6  
Q-компактна с С =>- (хь) Р-компактна в О т\ 
Чтобы доказать это, заметим сначала, что если последова­
тельности (dhhXh) Q-компактны в С (k — 0, ... , т), то после­
довательность (хп) Р-компактна в С ( тК 
Ясно также, что из неравенств Цлс^Ио^ const, Нд/ЛхьНо.^ const 
вытекает Q-компактность последовательности в С, так как по­
следовательность ступенчатых функций (x n ( t )) ,  x n( jh) — x j h ,  
относительно компактна в С. Отсюда заключаем, что если 
||Xft||m^const, то последовательности (dh kXh), k == 0, ... , т— 1, 
Q-компактны в С по 0-норме. 
Известно [4], что следующие утверждения эквивалентны: 
1) процесс численного дифференцирования (6) сходится; 
2) D hW представим в виде 
D h m = Jt] ß jhUh j d h h ,  где 2 ß ih=  1. 
)=-rh  j  rh  
Отсюда видно, что наряду с последовательностями (dh kXk) 
(k = 0, ... , т—1) Q-компактны в С и последовательности 
(DfpQXh) (k = 0, ... , т—1). Поскольку последовательность 
т 
(J£  (phb k )D h Wx h )  
fc=0 
тоже Q-компактна в С (вторая предпосылка к условию регуляр­
ности), то Q-компактна с С и (DA). 
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В работе [1] показано, что отсутствие на единичной окруж­
ности комплексной плоскости характеристических чисел формул 
численного дифференцирования (6) при k = m влечет равно­
сильность Q-компактности последовательностей фн ( т )хь) и 
(d h mx h). Отсюда заключаем и Р-компактность (хн) в Сл ( т> по 
т-яорме. 
Этим доказано, что из условий теоремы 4 вытекают предпо­
сылки теоремы 1. Таким образом, метод конечных разностей (7) 
определяет изолированное приближенное решение (Лл*, Xh*} 
уравнения (2). 
Выведем оценку скорости сходимости. Для этого рассмотрим: 
невязку 
= IIf(D h(°)p hx*, rmDhWphx*)— qhf{x*, ..., ||0< 
m 
<c' JE IIDhWphx* — р нх*Щ 0^т-с'- €h=с-e h. 
h=О 
Здесь мы использовали условие 2°. Отсюда получаем оценки 
\\x h* — x*\\ z^c-Eh, IÄh*— 
Теорема 4 доказана. 
З а м е ч а н и е  2 .  Т е о р е м ы  2 — 4  п е р е н о с я т с я  н е п о с р е д с т в е н ­
но и на случай автономных систем, т. е. на случай, когда х и f 
являются векторами. Тогда вместо условий х п(0) — а в (4) и 
(5) и вместо XQ H  = А В (7) следует потребовать аналогичные 
условия для одного из координат вектор-функции Xn(t) и век­
торной сеточной функции хд; вместо b m(t)ф 0 в 3° надо сделать 
предположение об обратимости матрицы-функции b m{t) и т. д. 
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LÄHISMEETODITE KOONDUMISEST OMAVÖNKUMISÜLESANDES 
G.  Vain ikko ja  P .  Mi id la  
R E S Ü M E E  
Käesolevas artiklis uuritakse kollokatsioonimeetodi, Galjorkini meetodi ja 
diferentsmeetodi koondumisest autonoomse võrrandi (1) perioodiliste lahendite 
leidmiseks, kusjuures leida tuleb ka periood <a. Näidatakse, et teatud lihtsamal 
juhul koonduvad lähismeetodid sama kiiresti, nagu mitteautonoomse võrrandi 
lahendamisel, kus periood <u on teada. Põhitulemused on ära toodud teoreemi­
des 2—4. 
ÜBER DIE KONVERGENZ DER NÄHERUNGSMETHODEN FÜR 
SCHWINGUNGSPROBLEME 
G.  Vain ikko und P .  Mi id la  
Z u s a m m e n  f a s s u n g  
In der vorliegenden Arbeit wird die Konvergenz der Kollokationsmethode, 
des Galerkin-Verfahrens und des Differenzenverfahren für die autonome Diffe­
rentialgleichung (1) untersucht. Eine ш-periodische Lösung mit der unbekann­
ten Periode ш ist gesucht. Wir zeigen, daß in einem einfachen Falle die Nähe­
rungsmethoden so schnell wie für nichtautonome Gleichungen mit der bekann­
ten Periode <y konvergieren. Die Hauptergebnisse der Arbeit sind in den Sätzen 
2—4 enthalten. 
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О ПРИБЛИЖЕННОМ РЕШЕНИИ НЕЛИНЕЙНЫХ 
ФУНКЦИОНАЛЬНО-ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
И. Саарнийт 
Кафедра вычислительной математики 
Введение 
В статье исследуются возможности применения конечно-раз­
ностного метода при решении нелинейных краевых задач для 
функционально-дифференциальных уравнений. Применение это­
го метода для решения линейных краевых задач рассматрива­
лось, например, в [5]. Конечно-разностный метод строится в § 2 
статьи. Переход в § 3 от первоначального уравнения к равно­
сильной ему системе уравнений позволил более удобно исследо­
вать в § 4 сходимость конечно-разностного метода и вывести 
оценку ее скорости. Полученные результаты иллюстрируются 
в § 5 двумя примерами. Проводимые в статье рассуждения осно­
вываются на понятиях дискретной сходимости пространств и опе­
раторов [1—3]. Для удобства изложения материала схема дис­
кретной аппроксимации в нужной нам частной форме приво­
дится в § 1 статьи. 
§ 1. Основные понятия 
Пусть даны банаховы пространства 1  V и Uh, /геЯ, и опера­
торы Ph eü(i7, Uh), обладающие свойством 
||р*и||-И|и||, h ^ H ,  Vu е U .  (1.1) 
Будем говорить, что последовательность {u h} H, «ft е Uh, дискрет­
но сходится к u^U, и писать «л—>-и, /ге#, если ||Ыд— Ph«||->-0, 
/ IGW. Заметим, что из сходимости (1.1) следует равномерная 
ограниченность норм операторов Рп: 
llpfcIKc, (1.2) 
с = const не зависит от h (см. i[2]). 
1  Через Н обозначаем некоторое множество индексов h= 1 /га. Сходи­
мость Uh -> и, h е Н, означает сходимость при h 0, причем h пробегает 
множество Н. Символом S.(U,X) обозначается множество линейных непре­
рывных операторов из V в X. 
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Будем говорить, что {Ил}н, u h^Uh, дискретно компактна, 
•если для каждого бесконечного множества Н' а Я существует 
такое бесконечное множество Н" cz Н', что последовательность 
{ u h } w  дискретно сходится к некоторому u ^ U .  
Пусть даны банаховы пространства X и X h, h<= Н, и опера­
торы Qh G 2(Х, X h) со свойством 
\\q hx\\ 1|*||, А <= Я, Viel (1.1') 
Для тройки ( X ,  X h ,  q h) можно также определить понятия дис­
кретной компактности последовательностей {дгь}н, x h  е X h. Если 
в дальнейшем потребуется уточнить, о каких пространствах идет 
речь, мы будем говорить о р-сходимости (р-комлактности) и 
17-сходимости (^-компактности). Записываться будет это 
M/i^-«(p), Xh-^x(q) соответственно. 
Рассмотрим операторы A <= (U ̂ >-Х) и А/, е (U h-+Xh) 
(вообще говоря нелинейные). Будем говорить, что последова­
тельность операторов,{Ад}я : = {Ah : h е Я} дискретно сходится 
к оператору А, и писать A h  -> А, АеЯ, если выполнено условие 
Ш ̂  Uh, u h  —*• и (р), h.<=H=^AhUh-+Au(q), h^H. (1.3) 
Если Ah-*- A, h SE Я, и выполняется условие 
||ш]| ̂  const, h е Я, {A hUh}n <?-компакт.на =>-
=>• {uh}н р-компактна, (1.4) 
то будем говорить, что {А/,} н  регулярно сходится к А. 
Последовательность {А/,} я  называется компактно сходящей­
ся к А, если An -+• A, h е Я, и выполняется условие 
Hilft|] const, /1 е Я =>- {Ади/,} н  <?-компактна. (1.5) 
Пусть A e 8 ( f / , I ) ,  A f t  е ß(Z7h, Xh), /г «= Я, причем сущест­
вуют обратные операторы Ar 1  eS(X/,,[/)i). Если Ah-* А, 
h е Я, и IIA/, - 1 ! ^ const, /1 е Я, то будем говорить, что после­
довательность {Ад} H  устойчиво сходится к оператору А. 
Пусть операторы А и Ад представимы в виде сумм 
А=К+В ,  K ,B<= Ü ( U , X ) ,  
Ah=Kh+Bh, Kh,Bh<=ü(Uh,Xh). 
Лемма 1 (см. [1, 5]). Пусть последовательность операторов 
{Къ}н устойчиво сходится к оператору К, а последовательность 
{Вь}н компактно сходится к оператору В. Тогда последователь­
ность операторов Ah — Kh + Bh, h<=H, регулярно сходится к 
оператору А — К Ц- В. 
Если предположить, что операторы ph^ü(U,Uh) имеют 
правые обратные операторы рь - 1  е й(£/ь, U), phPh~ xUh = Uh, то 
достаточные условия для компактной сходимости последова­
тельности операторов Bh^Q(Uh,Xh), h^H, к оператору 
В <=%{U,X) дает 
Лемма 2. Пусть выполняется неравенство 
Wph^UhW^c II lift II, /z е Я, (1.6) 
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с = const не зависит от h. Если оператор Be й(17, X) вполне 
непрерывен и имеет место сходимость норм 
\\B hph — qhB\\-+Q, h(=H, (1.7) 
в пространствах Q(U,Xh), то последовательность операторов 
{Вл}я компактно сходится к оператору В. 
Д о к а з а т е л ь с т в о .  П у с т ь  д а н а  п о с л е д о в а т е л ь н о с т ь  
Uh^Uh, | |uh!l 5^ const, АеЯ. Тогда, согласно предпосылкам 
леммы, последовательность {Врд _ 1ил}н компактна в X и для 
каждого множества Н' а Н существует подмножество Н" а Н' 
и элемент чёХ такие, что НВр/Г'м/, — г>|| 0, /ig Н". 
Но тогда BhUh^-v(q), h^H". Это вытекает при предположе­
ниях (1.6) и (1.7) из неравенства 
\\B hu h  — qhv\\s^\\Bhph  — qhB\\ Црл^илЦ+ЦдлЦ \\Bp h- lu h  — v||. 
Выполненность (1.5) для последовательности {Вд} доказана. 
Из условия (1.5) следует равномерная ограниченность норм 
операторов Вн. Дискретная сходимость В/, В, АеЯ, следует 
теперь непосредственно из сходимости (1.7). 
В настоящей статье мы будем рассматривать уравнения вида 
Ku+Fu—f, (1.8) 
Khuh+Fhuh=fh, fh-^f(q), h<=H, (1.9) 
где операторы К <^2(U,X) и K h<^ %{U h, X h) имеют обратные 
К х  <= Й (X, U), Кг 1  Е 2 (X h, U h), причем 
const, h<=H. (1.10) 
Операторы F (U-+X) и F h  e (U h-> X h) могут быть нели­
нейны. При таких предположениях имеет место 
Теорема 1 .Пусть выполняются следующие условия: 
1) уравнение (1.8) имеет решение и* <= U, оператор F диф­
ференцируем по Фреше в точке и* и существует обратный опе­
рато р  [ /С  - J -  F '  ( и * )  ] - 1  е  й  ( X ,  U ) ;  
2) последовательности операторов {Kh} и {F h}, АеЯ, дис­
кретно сходятся к операторам К и F соответственное 
3) операторы. F h  дифференцируемы по Фреше при 
| |ИЛ — PhU*\\ ̂  г], где г) > 0 не зависит от h; 
4) для каждого е ~> 0 найдется (независящее от h) число 
г}' е (0,rj\ такое, что 
\\u h  — phu* II ||*У (u h) — Fh '  (phu*) II < e, / ig fl; 
5) последовательность операторов {F h '(p hu*)} H  компактно 
сходится к оператору F'(u*)\ 
6) операторы Kh + F'h(phU*) фредгольмовы. 
Тогда существуют числа h 0  и г/ 0е (0, rj] такие, что при 
h ̂  h 0  уравнение (1.9) имеет единственное решение Uh* в шаре 
II Uh — PhU*\\ < г)0; последовательность {ш*} р-сходится к и*, 
причем справедлива оценка 
•ПИЛ* — PhU* И < с • II Khphu*-\-Fhphu* — fh ||. (1.11) 
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Д о к а з а т е л ь с т в о .  У т в е р ж д е н и я  т е о р е м ы  в ы т е к а ю т  н е ­
посредственно из леммы 1 и соответствующей теоремы (см. 
[1,3]) о нелинейных операторных уравнениях вида 
Au—f, Ahuh=fh, heEH. 
§ 2. Конечно-разностный метод для функционально-
дифференциальных уравнений 
Рассмотрим следующую задачу: найти функцию u(t) из про­
странства 
{Id mu 1 и:и<=С™~i[0,l], — el(0, 1) j 
удовлетворяющую уравнению 
Sü^L = g {t,u), 0<t<l, (2.1)  
и равенствам 
<PjU=0, /=  1 ,  2 ,  . . . ,  т. ( 2 . 2 )  
Здесь C m - 1[0, 1 ] — пространство т—1 раз непрерывно диф­
ференцируемых функций, L(0, 1) — пространство суммируемых 
функций, a g(t,.) и cpj — определенные на пространстве 
C m _ 1[0, 1] (вообще нелинейные) функционалы, / = 1, 2, ... т, 
причем функционал g(t,.) зависит от параметра (е (0, 1). К 
задаче (2.1—2) сводятся, например, начальные и краевые за­
дачи для обыкновенных дифференциальных уравнений как с 
отклонениями аргумента так и без них, начальные и краевые 
задачи для интегро-дифференциальных уравнений и пр. 
В данной статье мы ограничимся подробным изучением сле­
дующей наиболее часто встречающейся задачи: 
.  0<«1, (2.3) 
M-1 DHU 
j-=0, /=1, т, (2.4) 
FE=0 
где f(t,s 0, . . .  ,  S M - I )  — функция, определенная при 0 < t < 1, 
— oo < Sh < oo, a Äft(/), 0 < / < 1, и Я,А — линейные функцио­
налы, определенные на пространстве С[0, 1] непрерывных функ­
ций, где k = 0, ... , т — 1 и / ян 1, ... , т. 
Пусть 
U={u : и ЕЕ С[0, 1], DHGL(0,1)} 




где D = d/dt. Введем пространство С[0, т, 1 ] функций, непре­
рывных на [0, 1] всюду, за исключением точки те (0, 1), в ко­
торой у функций из С[0, т, 1] может быть разрыв первого рода. 
Норму в этом пространстве определим равенством 
;||и||= sup \и (/)||. 
0<«1 
Пусть выполняется 
У С Л О В И Е  I :  
1) функция f(t, s 0, ... , s m-i) и ее частные производные 
(djdsk)f(t, s 0, ... , Sm-i), k= 0, ... , m — 1, непрерывны в полосе 
О < * 1, —oo < Sft < oo, всюду, за исключением гиперплоско­
сти t = т, О < г < 1, на которой у функции и производных мо­
гут быть разрывы первого рода; 
2) имеет место неравенство 
/ (t, So, . . . , S m_i) 
<5s f t  
:a h, k—0, m—1; sup 
0 < t«l  
—ooCSjCoo, j=0, m—1 
3) при 0 ̂  t ̂  1 равенства 
ЯЙ(0"=АЙЫ, /г=0, m— 1, (2.5) 
определяют линейные непрерывные операторы 
ЛьеЙ(1/,С[0 ,т, 1]);  
4) AjftSß(f/,Ä), /г=0, ..., т— 1; /=1 т. 
Для решения задачи (2.3—4) мы собираемся использовать 
метод конечных разностей. Опишем, как мы будем аппроксими­
ровать задачу. 
Зафиксируем некоторое натуральное число п. Числу п по­
ставим в соответствие шаг h = l/n. Введем множество Uh век­
торов (сеточных функций) 
"Ä=(«A i) 0 < < < ne£/ Ä= R»+ 1. 
Компонентами вектора ин будем аппроксимировать значения 
функции и е U в узлах = ih. 
Введем вспомогательные векторные пространства U h k ,  
k = 0, 1, ... , т, векторов вида 
Ukh= (Uhh) U h h=R n-b+K 
В частности, U 0h = Uh. 
Пусть D h  — разностный аналог оператора дифференцирова­
ния, преобразующий вектор Uhh е Uhh с компонентами Uhh 1  в 
вектор D hUkh е с компонентами 
i+i » •  
/  гч х - U*kh Uhh _ ,  .  
( D h U - k h )  =  ,  1  =  0 ,  . . . ,  П  —  & —  1 .  
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Оператор /-кратного применения D h  будем обозначать через 
АЛ Отметим, что Dtf е (Uhh —Uk+j,h). Снабдим пространства 
Uhh нормой 
i  n—h—i 
l|tifehll= max \uh h\-\-h^\(DhUKh)% k=0, 1 m. 
0<i<n-A' 1  
Пусть даны неотрицательные целые числа rri\ и zn 2  такие, 
что m! + = т. Введем пространство Xh векторов 
X h= (Xh*) „.  ̂  <^X h  = Rn-m+i 
с нормой 
п—т^ 
\\Xh\\ = h 2\хь% 
Операторы дифференцирования D k, k — 0, 1, ... , т, в урав­
нении (2.3) и условиях (2.4) мы будем аппроксимировать ли­
нейными разностными операторами е (Uh -> Xh). В основу 
возьмем разностные выражения 
ЛЬ 




lim bj hu(t-\-jh) —Dhu(t) Vu<=Ch. (2.6) 
FC-*0 
Положим 
(DHWUH)*—^ £ bfutš+i (2.7) 
i=-p f t  
для тех i = m h  ... , /г — m2, в случае которых в (2.7) исполь­
зуются лишь компоненты вектора Uh. Если, например, вблизи 
граничных точек t = 0 и t = 1 выражение (2.7) не применимо, 
то там используем какую-нибудь другую (более «односторон­
нюю») формулу, тоже удовлетворяющую условию (2.6). Дру­
гими словами, величины ,дь, яи и bj h  в (2.7) могут зависеть от 
индекс а  i .  
Пусть бг — (ti — /г/2, ti -j- А/2) f| [0, 1], i = т и  ... , п — т 2. 
Через 'ггj обозначим длину интервала о\. Для аппроксимации 
правой стороны уравнения (2.3) построим оператор fh е 
€ Е  ( U h ^Xh ) ,  
(f h t i f t)i=-l- / f(t, n o hi(t)D h^U h, ..., flm—i.tJ (fyDffln—tiUh) dt, (2.8) и 
i = m u  . . .  ,  n — m2, г д е  / ш 1 '  e  2(X h, C[t {  — h/2, r, ̂  + A/2]), 
если r G л, и ^ей(Х Л, A/2, ^,+A/2]) при осталь­
ных i, £ = 0,1, ... , m — 1. Как было показано в [4], из (2.6) 
вытекает представимость определенной равенством (2.7) вели­
чины в виде 
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.(£>„ «/,)<= 2J ßjh(Dhhuh)i+i, (2.9) 
i=-p» 
где 
2  ß j h = l -  (2.1Q) 
I=-P* 
Отсюда следует, что величины /ш*(t)D h< h-^u h  в выражении 
(2.8) мы можем заменить величинами 
Ям'(0 Dh h~ lUh=ßhh 1  (t) Dh (h~ l )Uh, 
где Я/tV e Q(Uhh, C[ti—h/2, x, ti + h/2]) при t e ou G 
^ü(U h , C[ti — h/2, ti + /г/2]) при остальных i, k = 0,1, ••• 
... , m— 1. Таким образом, мы имеем: 
(/Й"Л) 4=Г-;//(', АОЛЧО"Л, XM-ITFDH^U^DT. (2.11) 
И», 
Аналогично мы выводим, что функционалы е й([/л, R), 
7=1, ... , т, аппроксимирующие условия (2.4), имеют вид 
Я з Лм Л= £AjhhD h h u h ,  j— l ,  . . . ,  tn, (2.12) h=0 
где Xjhh G Q(U h-\,h, R). 
Итак, мы ставим задаче (2.3—4) в соответствие задачу 
Dh <- m )Uh=fhUh, (2.13) 
&jhUh=0, /=1 т. (2.14) 
В заключение опишем условия, налагаемые на операторы 
/U/i 1 ' и функционалы Я,-л, i = т и  ... , га — т 2; /—1, ... , т; 
k = 0 т — 1. Для этого введем операторы pkhе 
е й(£/, f/fth), k = 0, , т: 
(Pft/ lM) i  = w(/i+/ t / 2), Os^is^n —£, (2.15) 
где tj^-i/2 = (j + 1/2)/г. Пусть выполняется 
Условие II: 
1) имеет место сходимость 
Я—7712 1 г 
sup h —- J \lk{t) и — Xh h} [t) pk hu\ dt-+0 
llttlKl t=m, j0 1!. а,-
при /г —0, k  =  0, 1,  . . .  ,  m —  1; 
2) max sup \Xhh {  (t) uhh\ ̂  \\ukh\\, где b k  — const не за-
M 2  IEO. 
висит от h, k = 0, ... , m — 1; 
3) J Xjkii — Xjhhphhu\ ->- 0 при /г->-0 для V u e [/, / = 1, ... , m; 
k  =  0 ,  . . .  ,  m  + -  1 ;  
4) |Ямыйл] ̂  b j h  \ \ U h h \ \ ,  где b j h  = const не зависит от /г, 
k = 0, ... , m — 1. 
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§ 3. Краевая задача для системы функционально-
дифференциальных уравнений 
Для применения в дальнейшем результатов § 1 нам целе­
сообразно перейти от задачи (2.3—4) к равносильной краевой 
задаче для системы функционально-дифференциальных урав­
нений. Сделаем подстановку 
Uh=D hu, k=0, m — 1 .  ( 3 . 1 )  
Тогда задача (2.3—4) сводится к задаче 
Du h{t)=uh+i(t), ß=0, 1, ..., zn —2, (3.2) 
Ящ—1 ( t )  l) » (3-3) 
771—1 
XjhUh — O, /=1, m. (3.4) 
h=0 
Введем пространство U = U m  вектор-функций 
11= (U-O, . . . , UM— L) ̂  E7 
с нормой 
m—i m—l 1 
ll«ll= JŠ [ max |«ft(0l+/P"k(01 d t]-
h=0 k=0 0<T<L 0 
и пространство X = (L(0, l)) m  X R m  элементов 
X = =  (Xi, . . . , Xml £l> • • • 1 im) 6= X 
с нормой , 
11*11 X =  ^!+ 2  |£j j-
fc=i 0 j=l 
Пусть выполняется условие I. Тогда равенство 
f (t J  Яо(0 "о, Ят—1 (0 Ы т_1) = Фи 
определяет оператор Фе (£/->- L(0, 1)), а функционалы 
m—1 
AjU= Я,лЫй, 7=1, .... т. 
FT=0 
линейны и непрерывны в U. 
Обозначим через I оператор вложения из U в L(0, 1). 
Замечание 1. Из теоремы Рисса вытекает, что вложение 
U с= L(0, 1) вполне непрерывно. 
Оператор дифференцирования D из U в L(0, 1) линеен и не­
прерывен. Таким образом, задачу (3.2—4) можно рассматри­
вать как операторное уравнение вида (1.8) с операторами 
Ke%(U,X) и Fe (Е/ -> X), определенными равенствами 
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Ku= (Duo,  . . . ,  DUm-i, Ио(0), . . . , Mm-i(O)), • 
Fit= (—/«!, / Um—l» —Фи; Л iii — Wo(0), Л ти—u m-i(0)), 
и свободным членом / = 0. При этом оператор ÜC имеет обрат­
ный К~ ]  Е Й(-ЗГ, Г/). 
Аналогичный переход проведем в случае конечно-разностной 
задачи (2.13—14). Сделаем подстановку 
Uhh = D h hu h<= Uhh, k=0, 1, m—l. 
Определим пространство U h  = t/ 0ft X • • • X Um-\л векторов 
uh= (uo h, ..., u m-i, h)t=U h=-R m- n-^ m-W\ 
где Uhh e Uhh, k = 0, . . .  ,  m— 1 .  С н а б д и м  п р о с т р а н с т в о  U h  
нормой 
m—i m—i n—k—i 
ll"/ill= 2J [ max Iufth''l+Л 2J I(£>л«ла) f]]-
k=0 k—0 O^i^n—k i=0 
Правую сторону системы (2.13) мы можем теперь переписать 
в виде 
(fhUh) i =-r—r J f(t, Лол'ЧО «oft, ..., Ят-1ЛЧ0«7П-1Л)^= {ФьЦн)\ 
N 
где Oh G (Uh-^Xh). Условия (2.14) примут вид 
AJHUH= J£AJKHUHH=0, /=1, ..., Т. 
й=0 
Задачу (2.13—14) мы можем переписать в виде 
DhUhh ——'• Uh+i,h, k = 0, 1, . . . , tri 2, (3.5) 
Dh (-^Um-i :h = OhUh, (3.6) 
AjhUh =0,  j=  1, . . . ,  m .  (3.7) 
Оператор D h m  <= %(U m-\,h, X h) в уравнении (3.6) определяется 
согласно соотношению (2.9) равенством 
n k—m 
(DhWUm- l i h)i= £ ßim{DhUm-i,h) i+K 
i=-Рп 
При этом имеет место равенство (2.10). 
Обозначим через Xhh пространства векторов 
Xhh= (Xhh 0, ..., Xhh n~ h) G ZFTH=R N- F T+ I, 
k =  1 ,  . . .  ,  m — 1, снабженные нормой 
lkftftll = /z 
I=0 
7 Труды по математике и механике XIX Q7 
Пространства Xhh эквивалентны пространствам Uhh- Поэтому 
оператор Dh можно рассматривать как действующий из Ukh в 
Xh+i,h• При этом 
!|0 Л[| .<1, ЛЕЯ. 
Х;\ иьь* A6 + I,H) 
Тождественный оператор Ihk в Uhh будем рассматривать как 
оператор вложения Uhh в Xhh-
Введем пространство X h  = X { h  X • • • X ̂ m-iA X % h  X эле­
ментов 
X h =  (X i h ,  . . . .  Xm - l , h ,  X h \  | i ,  . . .  ,  | m )  E  X h  =  Rmn -TO< ™ - 3 ) / 2  
с нормой 
m—1 то 
ll*hll= jŠ 11*ЫЖ1*Д4" 
fe = l j=l 
m—1 ti—fe n—ms m 
— JS A ,.Š \Хкк%-\-Ь ]ХЛ 4 |+ Д; LLJL. 
fe=i г~о г =77ii j=l 
Задачу (3.5—7) можно теперь рассматривать как операторное 
у р а вн ени е  ( 1 . 9 )  с  оп е р а т о р ами  K h  е  £ ( ( / ) , ,  X h )  и  F h ^ (Uh ^X h ) ,  
определенными равенствами 
Khllh = =  {DhUoht • • • , DhUm—2,h> Dh^Um—iyh", • • • , I,H) , 
f hUh =  ( — IlhUlh, • • •  5  L , H '  OhUh I A 1/iUfo . . . 
. . . , AMFTU/T F ®M_I H) 
и свободным членом />, = 0. Имеет место неравенство 
IIKftlKc, (3.8) 
с = const не зависит от h. 
Введем добавочное условие для оператора D^ l\ а тем самым 
и для конечно-разностного оператора Dh { m )  в уравнении (2.13). 
Условие III. Задача 
Dh^Um—i,h — =  Х/ Е, l,h — I, 
имеет при любом векторе (х^, |) = (х^™,, ..., Хн п~ т2, |) един­
ственное решение е U m-i,h и 
IlUm-l.hll ^ с(1|Хл1М -:!И) > 
где с = const не зависит от Л. 
З а м е ч а н и е  2 .  У с л о в и е  I I I  р а в н о з н а ч н о  и с с л е д о в а н н о м у  
в [1] условию (К) для оператора Dh { m ). 
Из условия III следует существование обратных операторов 
K h~ x  е й(Xh, t/h), причем 
|К с, (3.9) 
с = const не зависит от Л. 
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§ 4. Сходимость конечно-разностного метода 
В этом параграфе мы докажем следующую теорему: 
Теорема 2. Пусть 
1) задача (2.3—4) имеет решение u*^.U m  и выполняется 
условие /; 
2) линеаризованная задача 
m-1 5 
D mu(t) — £ —— /(/, Ao(0м*. Лт-1У)О т-*и*)Х ку)О ки=0, 
h=о S h  (4.1) 
Л,м=0, j — l ,  т ,  (4.2) 
имеет лишь нулевое решение; 
3) f\Ak(t-\-s)u—A, h(t)u\dt<e\\u\\, ß=0, m— 1, (4.3) 
О 
для любого u^U, как только |s| < 6 ( E )  ;  
4) задача (2.13—14) удовлетворяет условиям II и III; 
5) для решения и* имеет место сходимость 
max max |Яб ( t )  D h u *  —  Ям' (0 p h D hu*\ 0, Лей, (4.4) 
i t^o t  
где максимум берется по тем i = m.\, ... , п — т 2, для которых 
хфог. Тогда существуют числа h 0  > О и õo > 0 такие, что при 
h^.h 0  задача (2.13—14) имеет единственное решение Uh*^Uh, 
удовлетворяющее неравенствам 
max j{D h ku h*) =' — Dhu*{ti+h/z)А=0, 1, 
Q^i^n—h 
п~ш 1 Г 
h 2\(D h mu h*)i—~— J Dmu*(t)dt\s^õо. 
. „ h 
1 — 0  °f+m/2 
При  этом  им еют  м е сто  с х о д им о сти  
max J (-D/^u/,*) i — Dku* (ti+h/2)\->- 0, h e H, k — 0, m— 1, 
(4-6) 
n—m 1 Г 
h2\{Dh mu h*) i  — J Dmu*(t)dt\-+0, h^H, 
"i + m/2 
ы справедливы оценки 
max KD^Uft*)^D f tu*(/i + f t/ 2)|^c-e f t, ЛеЯ, 
0<i<n—ft 
ft=0, m— 1, (4.7) 
n—m 1 /" 




m—i n—h l k 1 r 
£h= 2h 2\Dbu*(t i +h / 2)-— J D*u*{t)dt\+ 
f t  =  1  j = 0  ° i  + k/2 
П—ТП.2 I Г 
D hWpm-i, hD™-*u*y-— J Dmu*(t) 
i=mI J 4 a i  
n—ma 1 Г 
+ hJ£\ (fhPohU*) {  — J f(t> Ao(t)u*, . . . ,  ̂ -i(t)Dm-i U*)dt\+ ' 
i=m1 Г *1 OJ 
M 
|+ JAJHPOHU* — Л,Ы* 
J=1 
З а м е ч а н и е  3 .  П у с т ь  р е ш е н и е  з а д а ч и  ( 2 . 3 — 4 )  и м е е т  к у -
сочно-непрерывную производную D m + l u * ,  пусть  т х  =  т 2  =  т / 2  
и оператор 0^ т >  определяется равенством 
( D h ^ U h ) ( D h m u h ) i - m / 2 ,  i— m / 2 ,  n  —  m / 2 .  
Если правая сторона уравнения (2.3) и условия (2.4) аппрокси­
мируются так, что 
п—т/2 1 Г 
h \(fhPohU*Y — J f(t, h(t)u\ . .. ,&m- l(t)Dm- iu*)dt\s^c-h2, 
i=*m/2. 
\ X j h p Q h U * —  XjU*\^.c-h2, / = 1 ,  . . . ,  m, 
то оценки (4.7—8) принимают вид 
max j (D h hu h*) i — Dku* (t i+kß) | < с • /z2, k = 0, m — \, 
0< i<n-h 
n—m 1 f 
h 2 \ ( D h ™ U h * y - —  J  D m u * ( t ) d t \ s ^ c - h * .  
1=0 
h 
°i + m/ 2 
При выводе утверждений теоремы 2 мы будем опираться на 
результаты § 1. Поэтому, прежде чем приступить к доказатель­
ству теоремы, построим операторы Р/ гей({/, Uh.) и </л е 
ЕЕ й (X, Xh). 
Оператор Ри определим следующим образом: 
PhU— (pohUo, • • • j Pm—l,hUm— l) Uh, 
где операторы puh е й (t7, Uhh), k = 0, ... , т— 1 ,  о п р е д е л я ­
ются равенством (2.15). 
При доказательстве теоремы 2 мы используем лемму 2. По­
этому нам потребуется правый обратный оператор Ph~ l  е 
ей (Uh, U) такой, чтобы выполнялось неравенство (1.6). Этому 
условию отвечает оператор 
- 1  ,  - 1  - 1 Ч  
Ph. — \Poh , • • • > Pm—l,h) , 
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ставящий векторам Ukh, k = 0, ... , т— 1, в соответствие ,в про­
странстве U ломаные с вершинами в точках (и ikh, ti+k/2), 
О ̂  i ̂  п — к. 
Оператор Qh пусть ставит каждому элементу х — 
= (хи , Хт, в соответствие вектор 
( q i h X i ,  . . . , CjmhXm', il, • • • , im) ̂  Xli, 
где 
(дккХк) {=-г- J Xh( t ) d t ,  1  =  0 ,  . . . ,  n  —  k \  k — \ ,  . ,  m —  1 ,  
h 
a i+A/2 
(<7mfoXm)* = -™ J xm(t)dt, i=mu  . . .  ,  n -N А zn 2. 
Операторы Рд и Qh удовлетворяют условиям (1.1) и (1.1') 
(СМ. [2]). 
Лемма 3. Операторы Кн, /ге Н, дискретно сходятся к опе­
ратору К. 
Д о к а з а т е л ь с т в о .  О п е р а т о р ы  K h, p h  и <7д, h е Н, равно­
мерно ограничены. Поэтому нам достаточно доказать сходи­
мость 
IIKhPhU — qhKu\\ --0, ЛеЯ, (4.9) 
для произвольного и из некоторого всюду плотного в U множе­
ства. Непосредственно проверяется, что сходимость (4.9) имеет 
место для вектор-функций и из множества (C'[0,l]) m. 
Д о к а з а т е л ь с т в о  т е о р е м ы  2 .  П о к а ж е м ,  ч т о  д л я  
уравнений 
Ku-^-Fu — 0, (1.8') 
KhUh+Fh U h-= 0, ЛЕЯ, (1.9') 
с операторами К, F, K h  и F h, определенными в § 3, выполня­
ются предпосылки теоремы 1. 
Если задача (2.3—4) имеет решение и* е U m, то уравнение 
(1.8') имеет решение 
и *—( и * ,  Du * ,  . . . ,  D ™ - 1 « * )  < =  1 Л  
Условие I гарантирует дифференцируемость операторов F и F h  
по Фреше. При этом 
F ' ( u * ) v=  ( — l v i ,  — I ü m - 1, —ф'(м*)у; 
A 0Y — Уо(0), . . . , Лт-lV — Vm-l (0) ) ,  
F h (U/t) Уд = ( IihVih, ..., ^ m—l,hV m—l,h, Ф/i (Ид)Уд; 
AJ/ГУД У%Д, . . . , AM/ГУ/Г L,/I) , 
где 
M-1 Я 




m-1 I Г д i 
~~j j™ J  /(^ j  Я-o/t^ (0 Uq/ i, . . . , Лт—l,/i (0 ̂m—l , / i )   hh* ( t )  Vkh) dt. 
k=0 j0 4] o, 0 5 , 1  
Обратимость оператора К + F'(и*) следует из условия, на­
ложенного на задачу (4.1—2). Фредгольмовость операторов 
K-h + F'hiPhU*) очевидна. 
Последовательность операторов {Ä^} дискретно сходится к 
оператору К согласно лемме 3. Для доказательства сходимости 
F hF, h^H, выпишем, используя условия I и II, неравенство 
I I F / iW/ ,  —  q h F u \ \  \ \ F k U h  —  F h p h u \ \  +  \ \ F h p h u  —  q h F u \ \  <  
m—i m 
^  ̂  bjh) • \\Uhh. — pkhUhWunn-h 
h—Q j—l 
m—l n—k J Г 
- f -  S h  S \ u - h ( t j + h n )  —  J  U h ( t )  d t \ - \ -
ft=0 i—0 ai + k/2 
m—i n—m2  J Г 
+  ^ E a h - h J  \ Ä k( t ) u h - f o h i ( t ) p h h U\dt-{-
k=0 i=m\ \ 2  j o t  
m m—i m 
+ —hjkhPkhUk\-\- ,S I "J—1 (0)— U j-
j=l k~0 j=i 
Сходимость F h->F, h^H, следует теперь из условия II. Усло­
вия I и II гарантируют, кроме того, выполненность предпосыл­
ки 4 теоремы 1. 
Для завершения доказательства теоремы остается лишь до­
казать компактную сходимость последовательности операторов 
{F' h(p hu*)}, h^H, к оператору F'(u*). Для этого используем 
лемму 2. 
Из (4.3) следует полная непрерывность оператора Ф ' ( и*)е 
е 2(Z7, L(0,1)). Сходимость нормы 
sup \\0h (phU*)phV — qmhO'(и*) v\\ ->- 0, h<=H ,  
||г||<1 
вытекает при (4.4) из условий I и II. Согласно лемме 2, после­
довательность операторов 0'/ l(ft«')e2(f// l l  Xh), h^H, ком­
пактно сходится к оператору Ф'(и*). Аналогично доказывается 
к о м п а к т н а я  с х о д и м о с т ь  о п е р а т о р о в  I k h ^ % ( U k h ,  Х и н ) ,  h ^ H ,  
k— 1, ... , т— 1, к оператору вложения / e£(t/, L(0,1)). При 
этом используется полная непрерывность операторов I (см. за­
ме ч ани е  1 ) .  По с л е д о в а т е л ьно с т ь  о п е р а т о р о в  { F ' h ( p h u * ) } ,  Ле  И,  
т а ким  о б р а з ом  к омп ак тно  с х о ди т с я  к  о п е р а т о р у  F ' ( u  ) .  
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Утверждения теоремы 2 следуют теперь из теоремы 1. При 
этом сходимость (4.5—6) и оценки (4.7—8) вытекают из нера­
венства (1.11). Теорема 2 доказана. 
З а м е ч а н и е  4 .  У т в е р ж д е н и я  т е о р е м ы  2  о с т а ю т с я  в  с и л е  
при большем числе функционалов Xh{t) в уравнении (2.3), а 
также, если функция f и ее производные имеют любое конечное 
число разрывов первого рода на гиперплоскостях t = const. 
§ 5. Приложения 
1 .  К р а е в а я  з а д а ч а  д л я  д и ф ф е р е н ц и а л ь н о г о  
уравнения с отклоняющимся аргументом. Рас­
смотрим задачу 
Du ( t )  = f ( t ,  u ( t ) ,  u ( t  — т)), 0</<l, (5.1) 
a u ( 0 )+ ß u { l ) = 0 ,  (5.2) 
u ( t ) =  0, t <  0. (5.3) 
Здесь a, ß, г — заданные числа, 0<т< 1. Пусть функция 
f(t,s us 2) и ее первые .производные по всем переменным непре­
рывны в полосе 0 < * < 1, —oo < Sh < oo, k = 1, 2, всюду, за 
исключением плоскостей t = Tj, j = 1, ... , г, на которых у 
функции и ее производных могут быть разрывы первого рода. 
Пусть 
d f ( t , s i , s 2 )  
dsk 
^ßFE=CONST, 6=1,2. sup 
0<t<l 
—OO <[SI,S2<COO 
В качестве приближенной задачи положим систему урав­
нений 
ZV+ 1  — ЫД< 
h 
II IF 
—="}—Г J f(t> uh\ u hi~ l)dt, i=0, ..., n— 1, (5.4) 
aUh°-\-ßUhn — 0, (5.5) 
где 1=  [ r / h ]  — целая часть числа t/h, а и^~ 1  — 0 при i<Ll. 
Непосредственно из теоремы 2 следует 
Предложение 1. Пусть задача (5.1—3) имеет решение 
и* е U, а линеаризованная задача 
Du ( t ) - - ^ ~ f ( t ,  u * ( t ) , u * ( t  —  r ) ) u ( t )  —  
u*(t),u*{t — r))u(t — r)= 0, 
a u  ( 0 )  - j - ß u  ( 1 )  =  0 ,  
«(0=0, i< 0, 
имеет лишь нулевое решение. Тогда существуют числа h 0  > 0 
и õо > 0 такие, что при h ̂  h 0  задача (5.4—5) имеет единствен­
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ное решение Uh* Е Uh, удовлетворяющее неравенствам 
max \  ( u h * ) i —  u * ( t i ) \ ^ õ 0 ,  
h J2\(Опин*)* -—~ f Du*(t)dt^õo, 
l=°  a i  + l/2  
и. имеют место оценки 
max j (Uh*)' — и* (ti)l^c-h, 
0 «SISSN 
FI^J\(DHUH*)1 JJ- /  £>TZ*(0D/|<:C-/Z. 
i = 0  a i  +  l /2  
З а м е ч а н и е  5 .  У т в е р ж д е н и я  п р е д л о ж е н и я  1  о б о б щ а ю т с я  
на уравнения с несколькими отклонениями аргумента, а также 
на случай отклонений t<0 и х = т(t) (ср. [5]). 
2 .  К р а е в а я  з а д а ч а  д л я  и н т е г р о - д и ф ф е р е н -
циального уравнения. Рассмотрим задачу 
D 2 u= f ( t ,  и ,  D u ,  К о и ,  K iD u ) ,  0</<1, (5.6) 
2  ( a j kD h u ( 0 ) ± ß j h D b u ( \ ) ) = 0 ,  /=1,2, (5.7) 
fe=0 
где 
Kiv= J Ki{t, s)v(s)ds, 1=0,1; 
О 
a :h, ßjk, — заданные числа, / = 1, 2 и k  = 0, 1. О функ­
ции f{t,s u  ... , s 4) предположим, что она и ее первые произ­
в о д н ы е  п о  в с е м  п е р е м е н н ы м  н е п р е р ы в н ы  в  п о л о с е  O ^ ^ ^ l ,  
—oo < Sj, s2, s3, s4  < oo, всюду, за исключением гиперплоскостей 
t—r j, / = 1, ... , г, на которых у функции и ее производных 
могут быть разрывы первого рода. При этом 
d f ( t ,  S i ,  s 2 ,  s 3 ,  S i )  
sup 
0<Z<1 
-OO < s J, S 2  ,S 3,S 4  <;<» 
dsh  
:ak—const, &=1, 2, 3, 4. 
Пусть функции K j ( t , s )  и их производные ( d ! d t ) K j { t , s). / = 0,1, 
кусочно-непрерывны в квадрате 0 =5^, s ̂  1. 
Для приближенного решения задачи (5.6—7) построим си­
стему 
(D hWu h)i=~/ f(f, Ы/Л•(D hWu h)i;fah i(t)Uh,&ih i(t)Dh { i )Uh)dt, (5.8) 
CTI • , 1 I 1 , » .  » ) tl 1 t 




( W  =  ,  I = 1  
(D hWu h)i=— 2/^—. t'=l, .... n—l, 
- №<%^^+4;'-3">0, 
w,Mh)n=a^dlpt^; -
(D h(°)u h)i=u hi, i—0,.,.., «; 
Ягл г ' (0 yft = ̂  У/i 3 ' JKi(t,s) ds, t e= [/i-i/2, ̂ i+1/2], 
j=0 CTj-
t =  1,  . . . ,  n — l ;  / = 0 ,  1. 
Из теоремы 2 вытекает 
Предложение 2. Пусть задача (5.6—7) имеет решение 
и* е £/2, а линеаризованная задача 
D 2u — и*, Du*, KoU*, KiDu*)D l~ lu — 
г=1 ÖSl 
—  ž ~ r — f ( t ,  U*, Du*, KoU*, KiDu*) Ki~3D l~3u — 0, 
г=з ÖSl 
i; (a i hD4 (0) +ß j hD*u (1)) = 0, / — 1,2, 
fc=0 
имеет лишь нулевое решение. Тогда существуют числа /г 0  > 0 и 
<5о > 0 такие, что при h ̂  h Q  задача (5.8—9) имеет единствен­
ное решение Uh* е £Д, удовлетворяющее неравенствам 
max \(D h hu h*)i — Dhu* (t i +hß)\^öo, k — O, 1, 
0=Si<n-fc  
hMJ(DkWuh*) i — -L / Z)2m*(0 ÄJ<D0. 
• , h 
г=1 <7, 
Имеют место оценки 
max J (D h ku h*) * — Dhu* {t i + h/2) |  • A2, £ = 0,1, 
OÄCIACN—FO. 
/ г j E | ( D k V ) D * u * ( t ) d t \ ^ c - h z .  
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MITTELINEAARSETE FUNKTS ION AAL-D I FE RENTLI AAL VÕRRANDITE 
LIGIKAUDSEST LAHENDAMISEST 
I .  Saarn i i t  
R E S Ü M E E  
Artiklis uuritakse mittelineaarsete funktsionaal-diferentsiaalvõrrandite raja-
ülesannete lahendamist diferentsmeetodil. Diferentsmeetodi koonduvuse uuri­
misel ja koonduvuse kiiruse hindamisel on kasutatud regulaarse aproksimat-
siooni mõistet [1—3]. Saadud tulemusi on rakendatud hälbiva argumendiga 
diferentsiaalvõrrandi ja integraal-diferentsiaalvõrrandi korral. 
ÜBER DIE ANNÄHERNDE LÖSUNG DER NICHTLINEAREN 
FUNKTIONAL-DIFFERENTIALGLEICH UN GEN 
I .  Saarni i t  
Z u s a m m e n f a s s u n g  
Im Artikel wird die Lösung der Randwertaufgaben für die nichtlinearen 
Funktional-Differentialgleichungen mit dem Differenzenverfahren untersucht. 
Bei der Untersuchung der Konvergenz und bei der Schätzung der Konvergenz­
geschwindigkeit wird der Begriff der regulären Approximation [1—3] benutzt. 
Die Resultate werden im Satz 2 zusammengefaßt und auf die Differential­
gleichungen mit abweichendem Argument und auf Integro-Differnetialgleichun-
gen angewandt. 
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ИССЛЕДОВАНИЕ СХОДИМОСТИ РАЗНОСТНОГО МЕТОДА 
ДЛЯ КВАЗИЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧИ 
ЧЕТВЕРТОГО ПОРЯДКА 
М. Фишер 
Кафедра вычислительной математики 
Рассмотрим краевую задачу 
Lu= £ (-1) |А |D « K a ( x , D * u ) = f ( x ) ,  I£fl, \ß\^2, (12) 
|А| <2 
д ги "И°- *?=° <2) 
где Г = Q/Q граница ^-мерного единичного куба 
ß = {0 < Xi < 1, i=l,... , р}, 
а  =  («и . . .  ,  а р ) ,  ß  =  ( ß u  . . .  ,  ß p ) ,  a u  ß i  =  0, 1, 2; 
du 
— — -  п р о и з в о д н а я  п о  в н е ш н е й  н о р м а л и  к  г р а н и ц е  Г\ 
N — «1 + «2 + • • . + CLv\ х  — (*1> • • • . *р) > 
0«=0^ . . D p%, D h=-~. 
dx k  
Будем предполагать, что уравнение (1) эллиптического типа, 
т. е. 
-2 э Vß ̂  Со ]>j t a 2, 
|О|,|Р| <2 |А|<2 
где с 0  = const > 0, и в некоторой окрестности гиперкуба Q 
1) существует решение краевой задачи (1), (2), причем она 
в ней достаточно гладкая; 
2) функции Ка{х, Pß) достаточно раз непрерывно дифферен­
цируемы. 
При аппроксимации краевой задачи (1), (2) разностной 
краевой задачей пользуемся разностной сеткой 
•и>— {х: Xi — kfh, ki = — 1, 0, ..., JV+1}, h = \ / N .  
Обозначим множества внутренних и граничных узлов соответ­
ственно через 
СО —(О П ß, y = Cüf) Г. 
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Введем еще подмножества 
<у + а= {х: Xi—ki-h, ki= 1, N— 1+сц}, 
(о~а={х: Xi=ki-h, ki=l — Oi, N —- 1}. 
Определим скалярные произведения и нормы на множестве со 
на его частях 
( и ,  v )  — h v  2  и  ( х )  V  ( х ) ,  [ и ,  v ]=hP  J g  и  ( х )  v  ( х ) ,  
гсеш осе а) 
(u,v) ± a=h.p £ u(x)v(x), 
ХЕА±А 
\\u\ =~2 [{даи, д аи) + а+(д аи, (5АЫ)-А], 
|«|<2 
где д{ и di означают соответственно правые и левые разностные 
соотношения в z'-том направлении и 
д а=д^.. .д р ар. 
Аппроксимируем краевую задачу (1), (2) разностной крае­
вой задачей 
Аг/=™ 2J (—1) 1«1 [õM A (X, DßY) +даЛа(х, д$у) ] = F (х), ХЕШ, 
|а|,|Р1<2 
У|Т=0, ÖIÖTJV—0, I=L, .... р, (4) 
где сеточные функции А а(х, рр) получены сносом в точке сетки 
функцией /С а ( х ,  р ц ) .  
В предположении, что существует единственное решение раз­
ностной схемы (3), (4), будем исследовать аппроксимацию и 
сходимость разностной схемы (3), (4). Пусть у является реше­
нием схемы (3), (4), а и — решением задачи (1), (2). Тогда 
для разности z= и — у получаем 
Ли  —  Лу= ¥ ,  х  с= со, (5) 
z] v=0, didiz\ x l=o=(pii, didiz\ X :=i=>cp2i, (6) 
где 
ip =yiu — f, (p l i  = d idiu\xt==о, <p 2i=didiU\x,=i. 
Используя вышеприведенные условия, можно показать (см. [ I ]), 




ц  —  0 ( h 2), ip 0=O(h 2), <pij=<p2i = 0(/z 2). 
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Главная трудность при исследовании сходимости разностной 
схемы (3), (4) заключается в неоднородности условий (6). Что­
бы избавиться от неоднородности ,построим вспомогательную 
функцию w, которая удовлетворяет условиям 
А4У = 0, 0JDIFFI*JX<=0 = =<PLI> ÕidiW) lxi=l [^i(p2i-
Нетрудно проверить, что этим условиям удовлетворяет функция 
р 
W —  J j j W i ,  
i=i 
где 
X i ( I — X i )  { 2 — X i )  -  .  
Wi = didiVijxt=öj-
X i ( \  X i )  ( 1 + X j )  д  ~  T Z  I  
OiOi V I XT=I, 
6 
V i  — U  — (®L+ . . • • 
Теорема. Пусть уравнение (1) удовлетворяет условию эллип­
тичности, выполнены условия 1) и 2) и 
, дКа 
: ci=const. 
Тогда разностная схема (3), (4) сходится к решению задачи (1), 
(2) со скоростью IIи — у\\ 2  — О (/г 2), где и — решение задачи 
(1), (2), а у решение схемы (3), (4). 
Д о к а з а т е л ь с т в о .  О б о з н а ч и в  г  —  w — v, где w — выше 
построенная функция и умножив равенство (5) скалярно на v, 
получим 
(Ли — Ay, v) — {гр, v). 
Применяя для левой части этого равенства формулу Лагранжа, 
можно написать 
(A'(Š)z,v) = (ip,v), 
где 
Л'(£,)г=~ ̂  (—ljl^l^aot+^õa), 
|A|<2 
Õ A ^ . Õ H ) ,  2  ' д Ч )  
IM« ÕP' IN<= äP' 
Теперь, из-за линейности оператора Л'(|) получим 
(Л'(|) (у+ш),и) = (A z(i)y,u):-F-(A'(Š)w,v) = (W,v), 
ИЛИ 
(A'(i)v,v) = (4',v)-(A'(Š)w,v). (7) 
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СО NU 2. 
Используя формулу суммирования по частям и условие эллип­
тичности, оценим левую часть равенства (7): 
(А'«)»,»)-!. Г  
, 1 / дА"(х, дЦ) л л  , \ 
&~7Г 2 ( J—-DßY, <ЗАИ ) 
2 |<x | , |ßl=0 
Значит, 
СО II У ||22< (У, И) — (А'(I) И», У) • ' (8) 
При оценке правой части неравенства (8) будем пользоваться 
неравенством 
(d°-v, d^vy^^M ^ (<Заи, 
|А|<2 |А|=2 
где М — const. Имеем 
| '(^, У)М(-2 <?>А, У) + (УО,У)1 <- JS 1(/*А,Д АУ) + А,+ (УО, У)|< 
| а |$£2 |а |<2 
< 2  {Ца ,  V * ) ' ! ^&V , d « v ) ^ a +  ( r p o , 1 p o ) ' l ' ( V ,  
|а|<2 
<М 2 , / 2  max (/*«,//„) (dav, dav)^a + {ip 0 ,  ipo) ' ' 2 (v,  v) ' l*  
[ a i <2 
где M 2  — число слагаемых в последней сумме. Увеличив правую 
часть последнего неравенства, получим 
j (V. У) I < Цу||2{М 2 ' '= шах (м<х, ,ыа) Va + (^о, ̂ о) 1 / 2} • 
|А|<2 
Оценим теперь второе скалярное произведение в правой части 
неравенства (8): 
( Л ' ( ! ) « м О = ^  
2  |a|, |ß|<2 
, 1  _  /  < 5 А А ( Х ,  D ß | )  \  
+Т (—Ж - d ß t y ' d  ")• 
2  |A|,|ß|<2 DPV 
- Ci max (д°ЧУ, <3 az<y) 1 / 2  (d ay, д аи) '< 2  
2- 1А|<2 А, , 
1 1 |а|<2 
+ —c4max (<Эаиу, <? aty)' / :  V (d au, d avYi* ^ 
2  '«l< 2  +Я |А^2 
<CIMM 2'/= Ц0Ц2Х 
Xmax{ max (<? ада, <? ада) 1 / 2  , max (d aty, d™iy)'/= }, 
|A|<2 |A|<2 +A 
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Теорема будет доказана, если убедимся, что последний макси­
мум имеет порядок 0(h 2). Действительно, применяя формулу 
Тейлора к срц и q} 2 i  с остаточным членом в интегральной форме, 
удается показать, что оба скалярных произведения в последнем 
скобочном соотношении имеют порядок 0(№). Итак, |]у|| 2  = 
= 0(h 2) и | |z| | 2  = IIу + АД|| 2  < ||У| | 2 '+ |]ш|| 2  = 0(/г 2). 
Теорема доказана. 
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DIFERENTSMEETODI KOONDUVUSE UURIMINE 4. JÄRKU 
KVAASILINEAARSE RAJAULESANDE LAHENDAMISEL 
M. Fischer 
R E S Ü M E E  
Artiklis uuritakse diferentsskeemi (3), (4) rajaülesande (1), (2) lahenda­
miseks ja näidatakse, et skeemi (3), (4) lahend koondub rajaülesande (1), 
(2) lahendiks kiirusega О (ft 2). 
ABOUT A CONVERGENCE OF THE DIFFERENCE METHOD IN THE 
BOUNDARY PROBLEM FOR FOURTH POWER QUASILINEAR 
DIFFERENTIAL EQUATION 
M. Fischer 
S U M M A R Y  
For solving the boundary problem (1), (2) the difference method (3), (4) 
has been investigated. It is proved that the solution of (3), (4) converges to 
the solution of (1), (2) with velocity О (ft 2). 
I l l  
МЕРЫ НЕКОМПАКТНОСТИ И ТЕОРИЯ ВОЗМУЩЕНИИ 
ЛИНЕЙНЫХ ОПЕРАТОРОВ 
М. Каменский * 
Кафедра вычислительной математики 
§ 1.  Введение 
Пусть в банаховом пространстве Е задана последователь­
ность линейных ограниченных операторов А п ,  сильно сходя­
щаяся к ограниченному оператору Л«,. Тогда, как хорошо из­
вестно (см., например, [5]), нельзя, вообще говоря, гарантиро­
вать близость при достаточно большом if спектров операторов 
А п  и Аоо. Однако, как отмечается в [5], в ряде случаев, возни­
кающих при изучении дифференциальных операторов, некото­
рые собственные значения Л п  операторов А п  сходятся к соответ­
ствующему собственному значению оператора А«*,, причем 
тотальная кратность всех Я«, близких к Я«,, при достаточно боль­
шом п равна кратности Я«,. Достаточные (см. [1]), а затем и 
необходимые и достаточные условия такого поведения части 
собственных значений операторов А п  в терминах регулярной 
сходимости операторов XI —  А п  (Я принадлежит некоторому 
подмножеству комплексной плоскости) были получены Г. Вай-
никко [2]. В § 3 настоящей статьи мы укажем другие необходи­
мые и достаточные условия, формулируемые в терминах нор­
мальных мер некомпактности (см. [7]); достаточные условия 
такого сорта имеются в [3]. Эти результаты можно применить, 
например, при изучении оператора сдвига по траекториям урав­
нений нейтрального типа. 
§ 2.  Обозначения, используемые понятия и факты 
В этом параграфе мы приведем основные обозначения, а 
также некоторые используемые факты из теории мер неком­
пактности и уплотняющих операторов. 
На протяжении всей статьи через Е будет обозначаться ве­
щественное или комплексное банахово пространство, через С — 
комплексная плоскость и через К (Я, г )— замкнутый круг в С 
с центром в Я радиуса г. 
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Наряду с пространством Е рассмотрим пространство BE — 
пространство ограниченных последовательностей X = {х п} эле­
ментов из £ с нормой ||Х|| = sup ||*„||. Рассмотрим также под­
пространство 
КЕ = {X: Х^ВЕ, вполне ограничена}. 
Пусть линейный оператор Ж : ВЕ^>- BE и Ш(КЕ) <= КЕ. Тогда 
определен оператор 21+, действующий в пространстве Е+ = 
= ВЕ/КЕ, задаваемый формулой: если ЭЕ е Е+, то 31+(Ж) = £), 
г д е  Ю  э  3 I X ,  X  е  $ .  
Пусть Л — ограниченный оператор, действующий в комп­
лек сном  б ан а х о в ом  про с т р ан с т в е  Е ,  т о г д а  ч е р е з  а  (А )  и  д ( А )  
мы будем обозначать соответственно спектр и резольвентное 
множество оператора Л. 
Нормальной мерой некомпактности в пространстве Е (см. 
[7]) называют любую полунорму Ф в BE, обращающуюся в 
нуль на элементах из КЕ и только на них. 
§ 3. Основная теорема 
На протяжении всего параграфа, если не оговорено против­
ное, мы будем считать, что в комплексном банаховом простран­
стве Е задана последовательность линейных ограниченных опе­
раторов А п. Мы будем предполагать, что 
( 1 )  о п е р ато ры  А п  с и л ь н о  с х о д ят с я  п р и  п -> - о о  к  л и н е й н ом у  
ограниченному оператору Л«,; 
(2) существует q ̂  О такое, что для любого е > 0 вне 
К(0, q-\-е) каждый из операторов А п, п = 1,2, ... , ОО, имеет 
лишь конечное число точек спектра и эти точки могут быть 
только собственными значениями конечной кратности. 
Мы будем говорить, что последовательность {Л„} уплотняет 
с константой k по совокупности переменных относительно нор­
мальной меры некомпактности ф, заданной в Е, если для любой 
ограниченной последовательности {х п} с Е выполнено нера­
венство Ф({А пх п}) ̂ 6Ф({х„}). 
Для формулировки основной теоремы нам потребуются 
проекторы Рисса, построенные по частям спектров операторов 
А п, п— 1,2, ... , оо, лежащим вне K(0,q). Опишем эти проек­
торы более подробно. Обозначим через Г Е  границу К(0, q + е) и 
пусть 
АЛ @(Л„) —0, п = 1, 2, ..., оо. (3) 
Тогда через Р п ( е )  обозначим проектор Рисса, задаваемый фор­
мулой 
Рп  (е) = —(2я0-1  / (Я/— A n ) ~ l d H .  
Г  
8 
Положим Л„ ( е) = Л„(/ — Р п  ( е ) ) .  
8 Труды по математике и механике XIX 113 
В этом параграфе нас будет интересовать вопрос в каких 
случаях сходимость А п  к А„ удовлетворяет условию: 
(M q )  д л я  лю б о г о  е  >  0  так о г о ,  что  д л я  Г е  вып о л н е ны  р а­
венства (3), проекторы Р п  (е) сходятся по норме к проектору 
Роо(е), а операторы [/./ — Л п(е) где 1еС\К(0,?.-(-£), 
сильно сходятся к оператору [X/ — Лоо(е)] - 1  при п-^ оо. 
Теорема 1. Пусть выполнены требования (1), (2). Тогда для 
того, чтобы выполнялось условие (М д) необходимо и доста­
точно, чтобы для любого õ > 0 и любой подпоследовательности 
{A--t(fc)} последовательности {Л„} существовала нормальная мера 
некомпактности ф такая, что последовательность {Л„(Д)} уплот­
няет с константой q -f- д по совокупности переменных относи­
тельно Ф. 
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  М ы  о п и ш е м  
только построение нормальной меры некомпактности, относи­
тельно которой последовательность {Л„} будет уплотнять по 
совокупности переменных с константой q -j- д. Для произволь­
ной подпоследовательности {Л„да} построение проводится ана­
логично, достаточно лишь рассмотреть эту подпоследователь­
ность как самостоятельную последовательность. 
Итак, по заданному Õ  > О выберем Е  так, чтобы для 
контура Г е, были выполнены равенства (3) и рассмотрим опе­
ратор 21 : BE-> BE, определяемый следующим соотношением: 
если X = {х п}, то 
21 Х= {А п ( е ) х п } .  (4) 
Как нетрудно видеть, в силу требования (1) и принципа равно­
мерной ограниченности оператор 21 будет ограниченным опера­
тором в BE. 
Покажем теперь, что оператор 21 определяет оператор 21+, 
действующий в Е +. Для этого достаточно показать, что опера­
тор 2С переводит КЕ в КЕ. Действительно, пусть У = {у п} и 
У ЕЕ КЕ, рассмотрим последовательность 21У = {Л п(е)у„}. Пусть 
п принадлежит некоторому бесконечному множеству N r. Выбе­
рем из последовательности {у„ : п <= N'} сходящуюся подпосле­
довательность {у п  : п е N"), у п-> у^ при n^N", л->- оо. Тогда 
Л П (s) У П Л oo (f j У оо — Л П (б) Уоо Лео (с) У оо ~}— Л 71 (s) (Уп Уоо) О 
при N^N" ,  П-+  оо, т. е. { А п( Е )УП }  вполне ограничена. 
Убедимся, что |a(2t+) ; |  ̂  q + е. Для этого достаточно дока­
зать, что при |Я1 > <7 + е оператор —21+ (здесь S — тожде­
ственный оператор в £+) переводит Е+ на Е+ и в нуль перево­
дит только нулевой элемент 9. 
Пусть G Е+ и |Я| > q + е. Рассмотрим уравнение 
ЯЗЕ —2С+$ = 9). 
Возьмем У = {#„} — представитель класса D. Тогда в силу по­
строения оператора 21+ существует последовательность X = 
= {Хп) такая, что 
Ях п  Л п  (е) Хп =  z/n* 
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Так как операторы [Я/—•  А п ( е ) ]~' сильно сходятся к оператору 
[Я/ —Лоо(е) ] - 1, то в силу принципа равномерной ограниченно­
сти II[Я/ — А п(е) ]~Ч1, а, следовательно, и | |х„|| ограничены в со­
вокупности, т. е. X е BE. Рассмотрим класс $ е £+, определяе­
мый элементом X, тогда 
ЯЗЕ—Я+АЕ = Д. 
Пусть теперь 
ЯЗЕ —21+ЗЕ = 5, (5) 
Z = {х и} — представитель класса ЗЕ. Тогда в силу равенства (5) 
последовательность {</„}, где г/„ = Ах п — А„ (е)х п, вполне огра­
ничена, но тогда и последовательность {х„} сг.х п  = 
= [Я/  —  А п ( е )  ]~ 1 у п  вполне  о гр аничена ,  т .  е .  31  =  3 .  
Итак, мы показали, что если |Я| > q + е, то ограниченный 
оператор Я1у•—21+ взаимнооднозначно отображает £+ на £+. 
Поэтому этот оператор ограниченно обратим, следовательно, 
jo"(2t+)| ̂  <7 + £ и поскольку £ < õ, то в £+ существует (см., на­
пример, [6]) норма II • 11+ такая, что Ц21+Ц+ ^ q + <5. 
Рассмотрим теперь -в Е нормальную меру некомпактности Ф, 
задаваемую формулой 
Ф ({*„}) = 113ЕЦ+, 
где ЭЕ •— элемент пространства £+, определяемый последователь­
нос т ью  X  = { х п } .  
Оценим Ф  ( { А п Х п } ) .  Заметим, что последовательность 
{АпРж^Хп}, а, следовательно, в силу сходимости по норме 
операторов Р п(е) к Р ж{е) при п^оо и последовательность 
{А пР п{е)х п} вполне ограничена. Поэтому 
Ф { {А п х п } )~  Ф ( {А п ( е ) х „ } ) =  HD11+, (6) 
где 9 •— элемент Е +, определяемый последовательностью Y = 
= {А п  (Е)х п}. Но по определению оператора 21+ имеем 2) = 2Г+ЗЕ, 
где ЭЕ — элемент £+, определяемый последовательностью X = 
= {х п}. Отсюда 
||2)|| +^||21+|| +  | |3£ | |+^ ( q + д )  | |ЭЕ||+= { q + õ ) 0 { { x n } ). (7) 
Соединяя (6) и (7), получим требуемое. 
Д о с т а т о ч н о с т ь .  П о к а ж е м  с н а ч а л а ,  ч т о  п р о е к т о р ы  Р п ( е )  
сходятся по норме к Р х(е), когда л-> оо. Известно (см., напри­
мер, [5], стр. 544), что для этого достаточно доказать следую-
щию теорему. Зафиксируем произвольное д < е. 
Теорема 2. Пусть последовательность {А п} удовлетворяет 
требованиям (1), (2) и для любой подпоследовательности {A n(h)} 
последовательности {А п} существует нормальная мера неком­
пактности Ф, относительно которой последовательность {A n (k)} 
уплотняет по совокупности переменных с константой q õ. Тогда 
(а) если оператор А«, не имеет собственных значений в не­
котором замкнутом множестве Z с С\/С (0, q -\- <5), то при доста­
точ н о  б о л ьшом  п  вып о л н е н о  р а в е н ств о  о ( А п )  f \ Z  =  0 ;  
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(б) если оператор А х  имеет собственное значение Л ж  е 
G С\К (0, <7 + (?), го для любого ß > 0 существует п 0  такое, что 
при п ̂  л 0  оператор А п  имеет хотя бы одно собственное значе­
ние Лп, для которого выполнено неравенство \Л п  — Аос| <С ß\ 
(в) если выполнены условия пункта (б), то для любого замк­
нутого круга К (Лоо, г) такого, что 
К{Лоо, г)ПХ(0, q+d) = 0, К(Л Х, г) Л ©(А») = {Яос}, 
при достаточно большом п для операторов А п  определены про­
екторы Рисса Р п  по границе круга К(Л Х, г), причем Р п  сильно 
сходятся к Р х  и выполнено равенство dim Р п  = dim Poo. 
Прежде чем переходить к доказательству утверждения (а), 
мы докажем одну лемму. 
Лемма 1. Пусть выполнены условия теоремы 2 и ограничен­
ная последовательность векторов {х р} удовлетворяет равенству 
ЛрХр  —  А П ( р ) Х р ;+  у Р ,  (8) 
где УР~+УО , числа Л р  принадлежат ограниченному замкнутому 
множеству Z, с С\К(0, q + 6), а {Л п ( р )} — некоторая подпосле­
довательность последовательности {А п}. Тогда последователь­
ность {х р} вполне ограничена и существуют Л' <^Z X  и вектор х 0, 
удовлетворяющие соотношению 
Л'хо = А х 0  -)- г/о, (9) 
причем Л' — предельная точка последовательности {Я п}, а х 0  — 
предельная точка последовательности {х р}. 
Д о к а з а т е л ь с т в о .  П о к а ж е м ,  ч т о  и з  л ю б о й  п о д п о с л е д о ­
вательности X = (xp(k)} последовательности {х р} можно вы­
брать сходящуюся. Положим г = inf (]Л|: Л е Zy}. Тогда 
г qr\- ä. Без ограничения общности можно считать, что по­
следовательность {Лрф)} сходится к некоторому Л' е Z\. Возь­
мем меру некомпактности Ф, относительно которой последова­
тельность {А„(р(&))} уплотняет по совокупности переменных с 
константой <7 + д, и оценим Ф(Х). Для этого выпишем цепочку 
неравенств: 
|Д1 1 
ф(Х ) ^ ^ - - г Ф(Х )=у -  0 ( {Ap( f t )Xp ( f t ) :Ä= l ,  2 ,  . . . } )<  
Ф ( {An ( p ( f t ) ) X p ( f t ) - | - z / p ( h ) . '  k= l ,  2 ,  . . . } )  =  
—~у Ф ({Лп(р(к))Хр(г!)}) ~ Ф(Х). 
Отсюда вытекает, что Ф (X) = 0, т. е. последовательность X 
вполне ограничена, поэтому из X можно выбрать сходящуюся 
подпоследовательность, мы сохраним за ней обозначение {х р (ь)}. 
Тогда из (8) имеем 
Лр ( к ) Х р ( к ) =А П(Р(А))ХР№)+УР№)- (Ю) 
Пусть Xp(ft) —х0. Переходя в (10) к пределу при &-> оо, полу­
чим (9). 
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Д о к а з а т е л ь с т в о  ( а ) .  В  с и л у  т р е б о в а н и я  ( 2 )  к а ж д ы й  
из операторов А п  в множестве Z имеет лишь конечное число 
точек спектра и эти точки являются собственными значениями 
конечной кратности. Допустим, что утверждение (а) неверно, 
тогда найдутся Яр, п  ( р )  и x P, р = 1,2 такие, что Я Р  е Z, 
п(р)-*- оо, | |*р|| = 1 и ЛрХр — А П ( р ) Х р .  Из принципа равномерной 
ограниченности вытекает, что величины ||Л П( Р)|| ограничены в 
совокупности и поэтому последовательность {Яр} ограничена. Но 
тогда из леммы 1 следует, что оператор Л<х> имеет в Z собствен­
ное значение, что противоречит условию пункта (а). 
Перед доказательством пункта (б) мы докажем еще две 
леммы. 
Лемма 2. Пусть выполнены условия теоремы 2 пункта (а) 
и множество Z ограничено, тогда при достаточно большом п и 
Я е Z операторы (Я/ — Л т а)-' определены и | | (Я/ —А„) - 1 | | огра­
ничены в совокупности, причем выполнено следующее соотно­
шение: 
(Я/ — А п)~ 1у-+(Л1 — Аоо) - 1г/ при п-+ оо, 
у Е £, равномерно относительно ЯЕ2. 
Д о к а з а т е л ь с т в о .  П е р в а я  ч а с т ь  у т в р е ж д е н и я  л е м м ы  
вытекает из пункта (а) теоремы 2. Докажем вторую часть. До­
пустим противное, тогда существуют Яр, х р, z/ p, п(р), р — 
. =1,2, ... , Я р  е Z, llxpll = 1, п (/?)->-оо, 
У р  —  (Яр/ Л п( Р))~*Хр (11) 
и ||г/р[|->-оо при р —>• оо. Положим z p  = ||2/ p |h4/ p. Тогда из ра­
венства (11) получим 
Я р2р = A n ( p ) Z p  -)- \ \ У р \ \ ~~ ] Хр .  
Но из леммы 1 вытекает, что существуют Я' <= Z и z 0, | |z 0 | | = I, 
такие, что X'zq = AooZo, а это противоречит условию пункта (а). 
Покажем теперь, что для любых у ^Е  с ||г/|| = 1 и Я е Z 
выполнено следующее соотношение 
(Я/— Л „) -1  у-V (Я/— Л со) - 1  г/ 
при л—>-оо равномерно относительно Я. Пусть последнее не­
верно, тогда существуют д 0  > 0, п(р) и 2 peZ такие, что 
II (Яр/ Л П( Р)) _ 1£/ (Я Р/ — Аоо) — 1  у11 2s до, Р — 1,2, ... , (12) 
Поскольку множество Z компактно, не ограничивая общности, 
можно считать, что последовательность {Я Р} сходится к некото­
рому Я' е Z, тогда из неравенства (12) вытекает существование 
N такого, что 
II (Я Р/ - Л п ( Р ))-'г/ - (Я7 - Л »)-'г/||  ̂  до/2 (13) 
при всех р ̂  N. Положим 
Хр — (ЯР/ •—Лп(Р))-'г/. (14) 
Из леммы 2 вытекает, что | |х р | | ограничены равномерно. Равен­
ство (14) дает 
ХрХр  = Л п ( р ) Х р  "t -  у .  
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В силу леммы 1 существует подпоследовательность {хр^} по­
следовательности {х р}, сходящаяся к некоторому элементу х 0, 
удовлетворяющему равенству 
Л'%0 = AooXq -j- у, 
откуда х 0  = (Л7 —А«,)- 1#, т. е. (А Р ( Л )/ — А п ( р т)- 1у -> 
->- (Я7— А«,) - 1«/, что противоречит неравенству (13), выполнен­
ному при всех р ̂  N. 
Лемма 3. Пусть простой замкнутый спрямляемый контур Г 
содержится в ,q (АСО) \К(0, q + <J), тогда при достаточной боль­
шом п определены проекторы Рисса Р п  оператора А„ по кон-
ТУРУ Г и  Рп* РооХ при п оо для любого х Е £. 
Д о к а з а т е л ь с т в о .  П е р в а я  ч а с т ь  у т в е р ж д е н и я  в ы т е к а е т  
из первой части утверждения леммы 2, из второй части сле­
дует: 
/ (Я/— А„) - 1хd / (Я/ — Аоо) _ 1хс(Я, 
г г 
поэтому РпХ —>- РооХ для всех х е £ 
Д о к а з а т е л ь с т в о  ( б ) .  Д о п у с т и м  п р о т и в н о е ,  т .  е .  с у ­
ществуют до и л(£), k = 1,2 ..., такие, что операторы А п<л) не 
имеют в круге К (Яоо, до) собственных значений. Пусть /\ — 
граница круга К (Яоо, до) • Рассмотрим проекторы P k, построен­
ные по операторам A n (ft) и контуру Г]. 
Так как внутри Л есть точка спектра оператора Аоо, то • 
Р ао Ф 0 и существует х ф 6, принадлежащий Р<„£, но тогда 
Р 0 0 Х = Х ,  A  P H X = 0 ,  & = 1 ,  2 ,  . . . ,  
так как внутри Л нет точек спектра операторов А П(&). Поэтому 
PftX у+- РооХ, что противоречит лемме 3, это и доказывает 
пункт (б). 
Прежде чем переходить к доказательству пункта (в) мы до­
кажем его справедливость в одном ч'астном случае. 
Лемма 4. Пусть выполнены условия теоремы 2 пункта (в) 
и dim Poo = 1. Тогда при достаточно большом п выполнено ра­
венство dim Р п  — 1. 
Д о к а з а т е л ь с т в о .  П у с т ь  —  н о р м и р о в а н н ы й  с о б с т ­
венный вектор, отвечающий собственному значению Яоо опера­
тора Асо. Из утверждения (б) вытекает, что операторы А п  
имеют собственные значения Я п  такие, что 
Яп —>Яоо при п->- оо. (15) 
Пусть е п  — нормированный собственный вектор, отвечающий 
собственному значению Я п, докажем, что, если выполнено соот­
ношение (15), то для любого д > 0 существует N такое, что 
при всех n^N выполнено \\еп — есо11<д, или ||еп+еоо||<С,м. 
Действительно, допустим противное, тогда существуют до и 
п(р), р = 1,2, ... , такие, что 
II ЕП(Р> — ̂ OOLL^JUO И ||Е П(Р)+ЕОО11 ̂ ДО- (16) 
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Заметим, что для е П(р) выполнено равенство 
Лп (р)6 п(р) =  '4 п(р)6п(р), 
поэтому по лемме 1 существует нормированный вектор g , яв­
ляющийся предельной точкой {е П( Р)}, такой, что 
АОО§" Aoog' 
Но из неравенств (16) вытекает IIg— £«>11, llg +eooll ^ ßo, т. е. 
g ф ±f?oo, что противоречит условию dim Я«, = 1. 
Из пункта (а) следует, что для всех собственных значений 
Лп, лежащих в К(Лос, г), выполнено соотношение (15). 
Покажем теперь, что при достаточно большом п подпрост­
ранство собственных векторов, отвечающих собственным зна­
чениям, лежащим в К(Л<х>,г), одномерно. Допустим противное. 
Тогда существуют n(k), где k — 1,2, ... , такие, что каждый 
оператор Л„ № )  имеет линейно независимые собственные век­
торы е 1/, и e 2h, которым отвечают собственные значения ЯЧ, 
Л 2к е К (Я«,, г). В силу доказанного выше Л {и Я«,, можно счи­
тать, что e'ft-^-goo при k—y со, где i — 1, 2. 
Пусть Я — инвариантное подпространство оператора А», 
о твечающее части спектра а(А х) \ {Я^}. Тогда Е = h^L{eсо}, 
где L{£oo} -— одномерное натянутое на е х  подпространство, 
I — непрерывный функционал на Е такой, что /(Я) = 0 и 
1(всс) = 1. Рассмотрим совокупность проекторов Qh, где 
k — 1,2, ... , оо, определяемых формулой 
Q hx=x — I(х) [I(e lh)]-W 
Поскольку e ]h вое, то сущес т в у е т  N т а к о е ,  ч т о  п ри  k ^ .  N  
проекторы Qu определены корректно и действуют из Е в Я. За­
метим, что QhX —»- QocX. 
Рассмотрим последовательность операторов {QhA n^)'-k ^ N ) ,  
действующих из Я в Я, и покажем, что эта последовательность 
удовлетворяет условиям теоремы 2. 
Проверим требование (1). Пусть хеЯ, покажем, что 
QkA n(h)X-+ Q оо А Хх при k-y оо, для этого выпишем неравенство 
\\Q hA n ( h)X — QcoAcoXlKIIQftll i|A„ ( f t )x —Аоох!|-Н1 (Q k  — Q=o)AcoX||. 
Первое слагаемое в правой части последнего неравенства стре­
мится к нулю при k-+ оо, так как последовательность {А п} 
удовлетворяет требованию (1), A | |QA | | ограничены в совокуп­
ности. Второе слагаемое стремится к нулю в силу сильной не­
прерывности проекторов Qh, отмеченной выше. 
Требование (2) выполнено, поскольку, если Я е С\/С(0, q )  
то оператор Я/ — QftA„ ( f t) представляет собой возмущение фред-
гольмова (в силу требования (2) для операторов А„) оператора 
Я /  —  A n ( h )  о д н о м е р н ы м  о п е р а т о р о м  1 { А П ( к \  ' )  [ l ( e x k )  
Нам осталось проверить, что для любой подпоследовательно­
сти {Qft(p)A„(ft(p))} существует нормальная мера некомпактно­
сти Ф, относительно которой последовательность (Q/i^Hnt/u-p)*} 
уплотняе т  по  совокупности  переменных  с  константой  q  - j -  õ .  
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Действительно, возьмем в качестве Ф  нормальную меру не­
компактности, относительно которой последовательность 
{An(k(p))} уплотняет по совокупности переменных с константой 
q + õ, тогда, так как для любой ограниченной последователь­
нос ти  { х р }  по с л е д о в а т е л ьно с т ь  Y  =  { I { А П (НР ) ) Х р )  [ / ( е ' а д )  ] _ I e ' f c ( p )  
вполне ограничена, мы имеем следующие неравенства 
Ф (  {QFTTPL^RCWPM^P }  )  = Ф ( {AN (K (P ) ) XP }  Y )  ̂  
( {А П (ЦР ) ) Х Р } )  ̂  (^+<5 )  Ф  ( { Х Р } ) .  
Итак, последовательность {Q*A n(h)} удовлетворяет условиям 
т е о р емы  2 .  Т а к  к а к  QooAoo  =  Л« , ! н ,  т о  a (Qo oA x ) ( ]  = 0 ,  
и поэтому из пункта (а) следует, что существует N x  такое, что 
при k ̂  N {  выполнено равенство 
®{Q h A 4 k) )[ \K{Xoo,r )=0.  (17) 
Пусть e 2k = a(k)e\ + Qkß\ .  Из Х 2 ке 2 к  = A„( f t )e 2 f c  имеем 
X 2 k  ( а  ( k )  e l h - \ -Qh e z h )  =X l kC i ( k )  e l k - \ - A n ( k )QkS 2 k ,  
или 
a ( k )  (ЯЧ — А 2Й)e 1fe=A 2ftQfte 2ft — A n ( h ) Q h ^ 2 k -  (18) 
Применяя к обеим частям равенства (18) проектор Q k, получим 
6=X 2kQk^ 2k — QhAn (ft)Qfte2fe. 
Равенство (17) дает Q ke 2 k  — в при k 5$ N u  т. е. векторы е [ь 
и e 2h линейно зависимы, что противоречит предположению. 
Из доказанного вытекает, что при достаточно большом п 
в кр у г е  К  (Я с с ,  г )  л ежи т  т о л ь ко  о дно  с о б с т в енно е  з н а ч ени е  Х п  
оператора А„. Покажем теперь, что существует п 0  такое, что при 
п 5= По собственное значение Я п, лежащее в круге /С (Яоо, г), явля­
ется простым. Допустим противное, т. е. существуют «(&)->-оо 
и векторы 6ft и e'k, 
An(k)eh=Xhek, (19) 
A 'N(K)E'H=ЯА E'FC+EH, • (20) 
причем векторы e k  и е\ линейно независимы, Це^Ц = 1. 
Рассмотрим проекторы Q'h, задаваемые формулой 
Q r hx=x — I (х) [/ (е к) ] "'ей. 
Напомним, I — ограниченный линейный функционал, /(е«,) = 1 
и 1(H) = 0 (здесь воо — нормированный собственный вектор опе­
ратора А оо, отвечающий собственному значению Яоо, а И — до­
полнительное инвариантное подпространство). 
Как было показано выше, Ль Яоо и можно считать, что 
ей воо. Так же, как это было проделано для последовательно­
сти {QftA n (fc)}, можно показать, что последовательность {Q'hAnw} 
операторов, действующих в Н, удовлетворяет условиям теоре­
мы  2  и  по э т ому  в  сил у  ( а )  п ри  д о с т а т о чно  б о л ьшом  k  т о чк а  ЛК  
не принадлежит спектру оператора Q' kA n( h ). Пусть 
е '  h  —  a ( k )  e h - \ - Q ' h e '  к .  
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Тогда из равенства (20) имеем 
Q'kA n(h)e'k = Q'k (Х^а(к) ek-\-XhQ'kS'h-{-ek) =XkQ'ke'k, 
а, с другой стороны, в силу (19) 
Q 'hA n(h)e'k —  Q 'k (ASUa  ( k )  £K+A„(K)Q'/ге'к) = Q'hAn^Q' k e 'h-
Соединяя последние два равенства, получим 
Q'hAnih)Q'hß'h — XkQ'he'h, 
откуда Q'he h  = <9, т. е. присоединенный вектор е\ линейно за­
висим с собственным вектором ед, в чем противоречие, и лемма 3 
полностью доказана. _ 
Д о к а з а т е л ь с т в о  ( в ) .  П о л о ж и м  L  =  ? < * , £ ,  Н  =  
= (/ — Роо)Е. Нетрудно видеть, что можно возмутить оператор 
А оо конечномерным оператором В так, чтобы выполнялись ус­
ловия: 1) ВН = в, 2) BL<=L, 3) оператор (А хВ) \ L  имеет 
т = dim L различных собственных значений А,, ••• , Am, ле­
жащих внутри контура Г', ограничивающего круг К (А«,, г). 
Положим Р'п = — (2яг)-1  / Г ' (А/ — А п  — B)~ ldX. 
Можно выбрать В настолько малым по норме, что выполня­
ется условие: 4) существует N такое, что для всех п ̂  N вы­
полнено равенство dim Р п  = dim Р' п. Действительно, 
!!(AZ-A r i-ß)-i-(A/-A„)-i||< 
< (II (А/ — A„)"1 | |)2(l - ||ß|| II (A/-An)-i||)-i иву, 
в силу леммы 2 || (А/ — A„)_ 1 |l ограничены в совокупности при 
A ef, п больших некоторого N, поэтому Р П  и Р' П  'близки по 
норме равномерно относительно п, и, следовательно, их размер­
ности совпадают. Заметим, что Р'^Е = L и 
т 
Р'сс — — (2ai)~ l  £ f (А/ — Асо — B)~ l  dX, 
j = 1 Г(З) 
где Г  А )  — достаточно малые контуры, окружающие А,-, (где 
j — 1,2, ... , т). Выберем теперь Л/, так, чтобы 
т 
P ' n  = —  ( 2 j i i ) ~ 1 2 J f  (А/ — А п  — ß)_1 d X ,  
3=1 Ш) 
и 
dim(—f  (А/ — А„ — ß) -1  d X )  —  1 
т 
при п ̂  Ni. Такой выбор возможен в силу утверждения (а) 
доказываемой теоремы и утверждения (в) для случая т = 1 
(лемма 4). При таких п имеем dim P„ = dim Р' п—т. 
Теорема 2 полностью доказана. 
Для завершения доказательства достаточности в теореме 1 
нам осталось показать, что для любого х е Е выполнено 
( X I  — А„ (е)) - 1х ->- ( X I  —  Аоо (е))  - 1х 
при оо. Для доказательства последнего достаточно заме­
тить, что так как в силу доказанного выше Р П  (Е) сходятся по 
норме  к  РОО(Е ) ,  Т О  по с л е д о в а т е л ьно с т ь  оп е р а т о ро в  А п ( е )  —  
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— A n(I — Pn(e)) удовлетворяет условиям теоремы 2. Восполь­
зовавшись теперь леммой 2, получим требуемое. 
З а м е ч а н и е .  Т е о р е м а  1  о с т а е т с я  с п р а в е д л и в о й  и  в  с л у ­
чае вещественного пространства Е. 
Для доказательства необходимости нужно рассмотреть 
комплексификацию Е с  пространства  Е и комплексификации А с „  
операторов А п  (см., например, [4]) построить при помощи тео­
ремы 3 нормальные меры некомпактности в Е с, а затем взять 
их сужения «а Re Ее = Е. При доказательстве достаточности 
нужно также перейти к Е с  и А с п ,  а в качестве соответствующих 
нормальных мер некомпактности Ф с  в Е с  взять меры некомпакт­
ности, определяемые по мерам некомпактности Ф в Е при по­
мощи следующей формулы: Ф с(X) = тах{Ф(ReX), ф(1тХ)}. 
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лт ТЕ КОМ PAKTS USE MÕÕDUD JA LINEAARSETE OPERAATORITE 
HÄIRITU STEOORIA 
M. Kamenski 
R e s ü m e e  
Normaalsete mittekompaktsuse mõõtude termineid kasutades formuleeri­
takse tarvilikud ja piisavad tingimused Rieszi projektorite koondumiseks normi 
järgi ning resolventide tugevaks koondumiseks teatud spetsiaalsete operaatorite 
jfoks, mis on konstrueeritud tugevalt koonduva operaatorite jada An järgi. 
MEASURES OF NONCOMPACTNESS AND PERTURBATION THEORY OF 
LINEAR OPERATORS 
M. Kamenski 
S U M M A R Y  
Necessary and sufficient conditions of nofrn convergence of Riesz's pro­
jectors and strong convergence of resolvents of some operators constructed 
by operators An  of a strong convergence sequence {An} are formulated in 
'erms of normal measures of noncompactness. 
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О ДИНАМИЧЕСКОМ ИЗГИБЕ ЖЕСТКО-ПЛАСТИЧЕСКИХ 
КРУГЛЫХ ПЛАСТИНОК 
К. Соонетс и И. Вайникко 
Кафедра теоретической механики 
Определение остаточных деформаций в конструкциях, под­
вергнутых динамическим нагрузкам представляет в последнее 
время серьезный интерес. В обзоре [3] обсуждаются работы, 
касающиеся динамического поведения круглых пластин и ци­
линдрических оболочек с помощью жестко-пластической модели 
тела. Методика исследования и полученные результаты при 
изучении динамического поведения неоднородной круглой пла­
стины в статье [4] являются интересными. 
В настоящей статье используется элементарная жесткопла-
стическая теория в сочетании с методом модальных решений 
[1, 2] для нахождения остаточных прогибов круглой пластинки 
ступенчато-переменной толщины под действием динамической 
нагрузки прямоугольного типа. Соответствующая методика раз­
работана 3. Мрузем и Ю. Лепиком и использована ими для оп­
ределения остаточных прогибов балки при импульсном нагру-
жении и нагрузке прямоугольного типа. Описание методики и 
полученные результаты направлены в печать. 
Авторы настоящей статьи благодарят проф. Ю. Лепика за 
постановку рассматриваемой задачи. 
1 .  П о с т а н о в к а  з а д а ч и .  Р а с с м о т р и м  с в о б о д н о  о п е р ­
тую круглую пластинку ступенчато-переменной толщины 
(рис. 1), на которую действует равномерная нормальная на­
грузка средней интенсивности р прямоугольного типа. Нагрузка 
снимается в момент времени Материал пластинки считается 
жестко-пластическим, подчиняющимся условию текучести Тре­
ска (рис. 3). Заданы объем пластинки &> и плотность материа­
ла д. Требуется найти оптимальные распределения толщин hi 
и h 2, где /г, ^ /г 2, также радиус о внутренней части так, чтобы 
в момент т/ прекращения движения пластинки остаточный про­
гиб Wf в центре оказался минимальным. 
2 .  О с н о в н ы е  с о о т н о ш е н и я .  О г р а н и ч и м с я  р а с с м о т р е ­
нием нагрузки средней интенсивности, при которой максимум 
изгибающего момента М г  достигается в центре пластинки. Вы-
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лолненность этого условия проверяется в ходе вычислений с 
помощью неравенства М г" (0) ^0. На основании элементарной 
жестко-пластической теории по принципу модальных решений 
осевое сечение пластинки (рис. 2) описывается уравнениями 
( R —  а )< р - \ -  ( а  —  г )  в ,  О ^ г ^ а ,  
(R — r)<p, 
где в  =  в { г ) ,  <р  = с р (т), <р  ̂  в .  
выражаются в следующем виде: 
W= { 
a ^ r ^R ,  ^ 
Скорости изменения кривизн 










r ^R .  
решений ускорения В соответствии с принципом 
в" — const и <р" — const. 
Возможны три типа пластических механизмов. 
1 )  т и п .  П л а с т и ч е с к и й  ш а р н и р  в о з н и к а е т  т о л ь к о  в  ц е н т р е  
пластинки (рис. 4а). В центре реализуется угловой режим А\ 
на шестиугольнике Треска и 
M r(0)=Me(0)=Moi = 
В сечениях 0 ̂  г < а реализуется 




и в сечениях 
1 
— o sh22. 4 
(4) 
2 )  т и п .  Ц е н т р а л ь н а я  ч а с т ь  0  ̂  г <С а остается жесткой, при 
г —а возникает шарнирная окружность (рис. 4 Ь) и реализуется 
режим А 2. , 
3) тшп. Пластические шарниры возникают в центре Вив 
сечении А (рис. 4с), .которые находятся в угловых режимах А\ 
и А 2. В сечениях 0 < г < а и а < г < R реализуются режимы 
A\Bi и А 2В 2  соответственно. 
1 L 
Рис. 1. Рис. 2. 
Интегрируем уравнения движения элемента пластинки 
* L= - r ( p - e h W ) ,  
d  { г  M r )  
(5) 
dr 
учитывая соотношения (1). 
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•—Me+rQ, 
* 82 4, 
И, 
А 
Рис. 4. Рис. 3. 
Пусть реализуется 3) тип пластических механизмов. Инте­
грируем уравнения (5) на отрезках [0, а] и [a, R] и учитываем 
граничное условие M r(R) =0. Получим равенства 
ohi " oh< 
аМ т(а) -—-o shi 2a — раЦ——(R — A) AFY+—— А 46>, (6) 
4 bo 1Z 
-aM T(a) =-^-Osh 2 2(R — a) l~p(R3-
4 о 
a 3) +^r~{R — a) 0-f-
+^[6М2(«-Й) :  /z 2(3a 4  — 8/?a3-|-6Ä2a2  — Я 4) ] < 
В дальнейшем введем следующие обозначения: 
a hi 3osco 





- р ,  W - -






Vi 2N ' TI2iV ' 3<7SW2  yV^TI2  ' 
Из условия постоянства объема пластинки выразим толщины 
обеих частей пластинки в виде 
"2=1^Г' *t = r l h- ( 9 )  
Условия (6) и (7) приобретают в новых обозначениях следую­
щий вид: 
loS-\-m 0T=n 0  (Юа) 
liS-\~rriiT—ni, (106) 
/о=а3уЛ, h—2a 3yA (1—• a), 
т й=2а 2уА{\ —a), rrii=A (1 — а) 2[6уа 2+ (1 — a) (l+3a) ], 
no=PaW — y2+1, /г, = РЛ 2(1 —a3) — 1. 
3. Определение ускорений. Находим ускорения S 
и 7 в зависимости от типа пластических механизмов. При 
1) типе 5 — Т и из уравнения, получаемого сложением (6) и 
(7), определим 
РА 2  — а (у 2  — 1)— 1 S=T=' 
А {а 3у (2 — а) + (1 — а) [2а 2^ (3—2а) + (1 -а) 2(1+3а)]} ' 
( П )  
125 
Кроме того, должно быть выполнено неравенство (4), т. е. ра­
венство (10а) заменится неравенством 
(IQ-{- ТО) S — п 0<;0. (12) 
При 2) типе 5=const, 5 — 0 и из равенства (106) получим 
Т=%- < 1 3> 
В случае 3) типа ускорения 5 и Т удовлетворяют уравнениям 
(10) и из этой системы находим 
m-iHo—morii Iptii — Urio 
l0mi — lim0 ' lotrii •— hma 
4 .  О п р е д е л е н и е  о с т а т о ч н о г о  п р о г и б а .  П р и  д в и ­
жении пластинки следует различать две фазы: в интервале вре­
мени 0 ̂  t ^ 1 нагрузка РФ 0 и при 1 ^ t ̂  tf нагрузка сня­
та. К концу первой фазы углы 3 и ср, а также прогиб w в центре 
пластинки находим путем интегрирования соотношений 
О = Nn 2S = const, (p—Nxi zT=const 
в следующем виде 
0(1) =Nti 2S, ^)(1) —Nxi2T, 
e ( l ) = ~ N n 2 S ,  < p { \ ) = ~ N x i 2 T ,  (15) 
w  ( 1 )  =  a S +  ( 1  —  a )  T .  
Во второй фазе происходит движение при Р = 0. Момент оста­
новки tf определяется из условий 
e ( t f )=V ( t f )= 0 .  (16) 
При движении пластинки могут реализоваться разные ком­
бинации описанных выше типов пластических механизмов. 
В дальнейшем индексы 1, 2, 3 при ускорениях указывают номер 
типа пластического механизма. Ускорения, вычисленные при 
р — 0, обозначим следующим образом: 
U=S (P=0 ) ,  V=T (P=0 ) .  
Во второй фазе движения скорости выражаются формулами 
e  =  e ( l )+Nx i 4 t - l )U ,  
<p  —  ( p ( l ) - \ - N t i 2 ( t — 1 )  V .  
Интегрируя уравнения (17) с учетом начальных условий (15), 
получим S(tf), <p(tj) и затем находим остаточный прогиб в 
центре 
w ( t f )=W f=  [ a 0 ( t f ) - i -  (1 —  a ) < p ( t f ) ] .  (18) 
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5 .  А н а л и з  к о м б и н а ц и й  п л а с т и ч е с к и х  р е ж и ­
мов. Исследуем, какие сочетания типов пластических режимов 
могут встречаться в протяжении всего движения. Комбинации 
типов укажем в виде суммы порядковых номеров перечисленных 
трех типов. В первой фазе движения должны быть ускорения 
неотрицательны и для того, чтобы пластинка сохранила выпук­
лую форму должно быть Т ̂  S. 
К о м б и н а ц и я  1  +  1 .  Э т о  в о з м о ж н о ,  е с л и  в ы п о л н я е т с я  н е ­
равенство (12) в первой и второй фазах движения. Момент пре­
кращения движения находим из уравнений (16) и (17): 
/,= 1—Sj/t/i. (19) 
Отсюда выяснится, что должно быть выполнено еще неравен­
ство t7i < 0. Интегрирование уравнений (17) дает 
0 ( t f )  =<р  (t f ) = \WW (1 - S i / ( J i ) . (20) 
К о м б и н а ц и я  1  +  3  +  2 .  Д о л ж н о  б ы т ь  в ы п о л н е н о  ( 1 2 )  
для Si. Вторая фаза после снятия нагрузки Р распадается на 
два этапа. К концу первого этапа в момент t — t {  перестанет ра­
ботать шарнир В и на втором этапе движется центральная часть 
пластинки как жесткое тело. Момент 11 определим из условия 
#'(^i) = 0, что дает t\ = 1—Si/t/ 3. Отсюда следует U 3  < 0. 
В интервале 1 < t ̂  t x  должно быть q> > в', откуда вытекает 
требование Уз > U 3, В момент t — tx  имеем 
<p ( t l )=N u 2 S l ( l - V 3 /U 3 )  (21 s 
и для выполненности условия rp' > S' должно быть Уъ > 0. На 
заключительном этапе движения t\ ̂  t tf угол в — const = 
= б (/j) и <р" — Nr^V^ Получим 
' < р ( t )  =  N t l 2 [ S l ( 1 - Vs/U 3) + V 2(t-t l)], (22) 
откуда с учетом (16) 
(23> 
Учитывая требование tf > t u  должно быть V 2  < 0. Наконец, 
0  ( t f )  =  в  ( t o  = ^~  N r r S i  ( l - ф ) ,  
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К о м б и н а ц и я  3 + 1 + 2 .  В  п е р в о й  ф а з е  Т 2  >  S 3 .  Н а  п е р ­
вом этапе второй фазы (1 ̂  ̂ ̂  ) должно быть = V\ и 
также в'(t) — <р'(t). С другой стороны, 
0(O=AVI 2[S 3 +l/I(/— 1)] ,  y ( t ) = N T i z [ T s + V l ( t - \ ) )  
и теперь должно быть S 3  = Г 3. Мы пришли к противоречию, и 
данная комбинация реализоваться не может. 
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Аналогично приводят к противоречию многие другие комби­
нации. Из рассмотрения исключаются все комбинации, оканчи­
вающиеся 3) типом, так как требование об одновременной оста­
новке двух шарниров приводит к противоречию. 
Реализоваться могут еще следующие комбинации: 2 + 2, 
2 + 3+1, 3 + 3+1, 3 + 3 + 2, таким образом, всего шесть 
комбинаций. Приводим сводку результатов для возможных ком­
бинаций режимов. 
К о м б и н а ц и я  2  +  2 .  Д о л ж н ы  б ы т ь  в ы п о л н е н ы  у с л о в и я  
Т2 >0, У 2  < 0. Получим 
/,= 1 - Г 2/У 2, у  ( t f )  = -~Nn 2 T 2  ( 1 -  T 2 /v 2 ).  
К о м б и н а ц и я  2  +  3 + 1  р е а л и з у е т с я  в  с л у ч а е  в ы п о л н е н ­
ности следующих условий: t/ 3  > У 3, Uз > 0, неравенство (12) 
для U\. Моменты прекращения 3) типа режимов и движения 
следующие: 
' • = — ^ Ь Г + 1 '  ' , =  ! + ( ' , ( 2 6 >  
Углы поворота в момент остановки 
( 2 7> 
К о м б и н а ц и я  3  +  3 + 1 .  Д о л ж н ы  б ы т ь  в ы п о л н е н ы  у с л о ­
вия Г 3  > S 3, U 3  > У 3, неравенство (12) для U ь  Характерные 
моменты времени равняются 
= '• (28) 
Углы поворота в момент tf определяются формулами 
0 ( t f )  =~  JVRI 2  (S 3  [  ( T s -  S s )  (2S3- U*Y 3 3_ ) + 
(53y3— U3T3)2 11 
U i ( V a — U 3 )  ( 2 9 )  
9 (w=4- -  Ivb:! ( 7 , 3  - 5 з )  Vy!-~^ 3 ))+ 
(5 3Уз-№) 211 
+  U i ( V 3 - U 3 )  J i -
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К о м б и н а ц и я  3 + 3  +  2 .  Н е о б х о д и м а  в ы п о л н е н н о с т ь  у с л о ­
вий Т 3  > S 3, l/ 3  > U 3, и г  < 0. Характерные моменты времени 
равняются 
5 3  S3V3—U3T4 
t f = t j +  3  , f  3  3  • (30) 
t/ 3 V 2  
Углы поворота равняются 
В(//) =в ( к )  =~WTI 2S 3( 1-—),-
( -S 3y 3) 2  
и  JV2  
] (31) 
При заданной нагрузке Р можно найти а и у так, чтобы оста­
точный прогиб был минимальным. Интерес представляют, ко­
нечно, только такие комбинации параметров а и у, при которых 





6 .  А н а л и з  р е з у л ь т а т о в  в ы ч и с л е н и й .  Б ы л о  и с ­
следовано влияние параметров а и у na поведение пластинки. 
В случае пластинки постоянной толщины для средних нагрузок 
реализуется лишь комбинация работы пластических режимов 
1 + I. В случае пластинки ступенчато-переменной толщины пре­
валирует комбинация 2 + 2 и лишь в узкой зоне параметров 
реализуются комбинации 2 + 3 + 1, 3 + 3+1 (см. рис. 5). 
Оптимальные проекты для нескольких параметров нагрузки 
приведены в таблице 1 (первые строчки при Р). 
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Т А Б Л И Ц А  1  
р  а  У  ai f  Режим W f / W c  
2,1 0.900 1,9550 0,9542 2  +  3 + 1  0,41 
0,887 1,9560 0,9666 2 + 2 
2,5 0,890 1,9754 1,6012 2  +  2 + 1  0,43 
0,890 1,9755 1,6015 2 + 2 
3,0 0,890 1,9761 2,5972 2  +  3 + 1  0,43 
0,890 1,9763 2,5975 2 + 2 
Оказывается, что минимальной прогиб достигается на гра­
н и ц е  п е р е х о д а  о т  т и п а  р а б о т ы  р е ж и м о в  2 2  к  2  +  3 + 1 .  И з  
таблицы 1 видно, что разница в результатах мала. Это откры­
вает возможность аналитического определения приближенно 
оптимального проекта. Также выяснилось, что оптимальный 
проект по а и у мало чувствителен к изменению нагрузки. 
С ростом нагрузки наступит положение, когда максимум изги­
бающего момента достигается не в центре пластинки и на­
стоящий метод анализа следует приспособить к этому. 
При нагрузках, превышающих статическую предельную на­
грузку Р 0  = 1, для пластинки постоянной толщины возникают 
остаточные деформации. Для пластинки ступенчато-перемен­
ной толщины можно найти проекты, при которых прогибов не 
возникает. Например, при Р — 1,5 в окрестности 1 > а ̂  0,93, 
у ^ 1,92, пластинка останется плоской. Такие области (хотя 
более ограниченные) были обнаружены и при Р = 1,8. 
При постоянной высоте пластинки у = 1 реализуется режим 
1  +  1 и  а  =  0 .  Из  формул  ( 11 )  и  ( 18 )  вытекае т ,  ч то  w c  —  
= Р (Р— 1). В таблице 1 приведены отношения Wf-.W C . Видно, 
что в смысле остаточных прогибов пластинка ступенчато-пере­
менной толщины много предпочтительнее. 
Была оценена продолжительность работы отдельных типов 
пластических механизмов. Вспомним, что снятие нагрузки про­
исходит в момент t = 1. В таблице 2 приведены моменты окон­
чания работы отдельных типов пластических механизмов t\ и 
моменты остановки пластинки tf при некоторых значениях пара­
метров пластинки. 
Т а б л и ц а  2  
Р  а  У  Режим h  t f  
2,0 1,2 0,62 2  +  3 + 1  1,386 1,837 
0,64 3  +  3 + 1  1,292 1,827 
1,6 0,82 2  +  3 + 1  1,637 1,803 
0,86 3  +  3 + 1  1,055 1,780 
2,1 1,5 0,70 2 + 2 — 2.138 
0,80 2  +  3 + 1  1,546 1,861 
0,90 1 + — 1,951 
2,5 2,0 0,90 2  +  3 + 1  2,052 2.282 
3,0 2,435 2,749 
5,0 3,968 4,016 
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Дольше всего длится фаза инерциального движения в слу­
чае режима 2 + 2. В случае режимов 2 + 3+1 и 3+3+1 
первый этан :во времени занимает заметную долю из полного 
времени фазы инерциального движения. 
Изложенный метод позволяет сравнительно легко определить, 
оптимальный или к оптимальному достаточно близкий проект 
в смысле минимума наибольшего остаточного прогиба. Выяс­
нилось, что использование конструкций ступенчато-переменной 
толщины эффективно. 
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JÄIK-PLASTSE ÜMMARGUSE PLAADI DÜNAAMILISEST PAINDEST 
К. Soonets ja I. Vainikko 
R E S Ü M E E  
Töös uuritakse impulsiivselt koormatud ümmarguse astmelise paksusega 
plaadi jääkläbipainde minimiseerimist sõltuvalt plaadi paksuse muutumisest, 
ülesande lahendamisel kasutatakse jäik-plastset mudelit Tresca voolavustingi-
musega. Aluseks on võetud modaalsete lahendite meetod. Uuritakse võimalike 
plastsete režiimide kombinatsioone ja saadakse neile vastavalt plaadi defor-
rneerumise aeg ning jääkläbipaine. 
DYNAMISCHE ACHSENSYMMETRISCHE BIEGUNG DER STARR­
PLASTISCHEN PLATTE 
K. Soonets und I. Vainikko 
Z u s a m m e n f a s s u n g  
Es wird ein Optimierungsproblem der achsensymmetrischen Biegung unter 
impulsiver Belastung betrachtet. Das Material wird starr-plastisch mit Tres-
cascher Fließbedigung genommen. Für die Bestimmung der Biegungs­
fläche wird die Separation der Variablen verwendet. 
Die Stärke der abgesetzten Platte wird so optimiert, daß die größte-
bleibende Durchbiegung minimal wäre. Die Lösungsmethode widr durch ein 
Beispiel illustriert. 
ОПТИМАЛЬНОЕ ПРОЕКТИРОВАНИЕ НЕУПРУГИХ БАЛОК 
С ДОПОЛНИТЕЛЬНЫМИ ОПОРАМИ В СЛУЧАЕ 
ДИНАМИЧЕСКОГО НАГРУЖЕНИЯ 
Ю. Лепик 
Кафедра теоретической механики 
Для многих практических проблем важно уменьшить подат­
ливость конструкции. Одна возможность решения этой задачи— 
поставить к конструкции дополнительные опоры, положение 
которых выбирается так, чтобы жесткость конструкции была 
максимальной. Такая задача была поставлена и решена 3. Мру-
зом и Г. Розвани [3], которые вывели также условия оптималь­
ности. Случай жёстко-пластических балок рассматривался 
В. Прагером и Г. Розвани в [5]. Эти работы ограничиваются 
лишь статическими задачами. Представляет интерес обобщить 
полученные результаты для динамических нагрузок; такая по­
пытка сделана в данной работе. При этом исходят из методики, 
выработанной в работе 3. Мруза и Ю.. Лепика [1]: приме­
няется метод модальных решений, начальная кинетическая 
энергия и средний остаточный прогиб считаются заданными; 
оптимальные положения опор определяются из требований ми­
нимальности объема балки. Материал балки считается нели­
нейно-упругим, жестко-пластическим или нелинейно-вязким. 
Опоры могут быть жёсткие, упругие, нелинейно-упругие или 
нелинейно-вязкие, Доказывается, что условия оптимальности, 
выведенные в [3, 5], остаются применимыми и в случае дина­
мического нагружения. Дается численный пример. 
1 .  П о с т а н о в к а  з а д а ч и .  Р а с с м о т р и м  б а л к у  и з  н е л и -
нейно-упругого материала или вязкого материала. Ось х на­
правим по длине балки, условия опнрания и форму попереч­
ного сечения будем считать заданными. Площадь поперечного 
сечения S может быть и переменной, т. е. S = S (х). К балке 
приложена импульсная нагрузка, начальная кинетическая 
энергия Ко считается заданной. 
Уравнения движения элемента балки имеют вид 
M*'—Q*, Q*'=ßBhw, k=—w", (1.1) 
где w — прогиб, k — кривизна, М* — изгибающий момент, 
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Q* — перерезывающая сила, ß — плотность, В — ширина и 
h — высота балки. Штрихами обозначены производные по 
координате х, точками — производные по t. 
В дальнейшем ограничимся лишь случаем, где краевые усло­
вия имеют вид: 
wQ* — 0, w'M* = 0 при х=0, i—l. (1.2) 
Чтобы уменьшить податливость -балки, поставим в некото­





опорный момент обозначим через R* и M* R  (фиг. 1). Рассмот­
рим нелинейно-вязкую балку с определяющим законом 
•o=c\s\n  sgne=c|2Ä]" sgn (z/c); (1.3) 
здесь а — нормальное напряжение, с и п < 1 — неотрицатель­
ные постоянные. 
Для балки прямоугольного поперечного сечения изгибаю­
щий момент вычисляется по формуле 
Л/2 
С сВ 
М* = 2сВ |£| n  sgn /с J z n + idz— (n + 2)2"+1  н п + гЩ п^ п к- ( L 4) 
Представим скорость прогиба в модальной форме 
w ( x , t )= v ( x )<P ( t ) .  (1.5) 
Разделяя переменные, на основани (1.1) и (1.4) находим 
M*( x , t )=M( x ) 0 n ( t ) ,  Q* ( x , t )=Q ( x )<P n ( t ) ,  (1.6) 
сВ 
причем 
М(х )  •hn+21—и"|" sgn v". 
(n+2)2 n+ l  
Разрешая это уравнение относительно у", получим 
v" = —А \М\У п  sgn М, 
2(п+2) ] 1 / п  
где 





Система дифференциальных уравнений (1.1) распадается на 
уравнения: 
М'— Q ,  Q' =—Q?i 2Bhv, (1.9) 
Ф+Я гФ п  = 0, (1.10) 
где символом Я 2  обозначено собственное значение. 
Уравнение (1.10) легко интегрируется (см. [1]). Если взять 
Ф(0) = 1, что начальная кинетическая энергия вычисляется 
по формуле 
I  I  
Ко=-г- f ghBw 2(x,0)dx=-~ f hBu 2 ( x ) d x .  (1.11) 
2 о 2 О 
В работе [1] показано, что средний остаточный прогиб рав­
няется 
- ПКо  1 л  1 9, 
W 2 — п Я 2  ' (  )  
Таким образом, видим, что если считать величину w задан­
ной, то задано и собственное значение Я 2. 
Будем считать, что реакции опоры выражаются формулами 
R*=x<w n, M* R=x 2{w') n. (1.13) 
Постоянные и х 2  обозначают коэффициенты жесткости опо­
ры. Для жестких опор имеем соответственно w (s) =0 и PCJ-VOO 
или iv'(s) = 0 и хг^оо. 
Опять разделим переменные 
R* ( s , t )=R ( s ) 0 " ( t ) ,  M* R ( s ,  t )=M R ( s ) 0 n ( t ) ,  (1.14) 
причем 
R ( s )  = x i v n { s ) ,  M R ( S )  =x 2[y'(s)]". 
Кроме того, имеем соотношения 
Q(s+) — Q(s—) = R ( s ) ,  iW(s+) — JW(S— ) =— MH(s). (1.15) 
До сих пор мы рассматривали нелинейно-вязкий материал. На 
основании результатов работы [1] можно сказать, что фор­
мулы (1.7), (1.9), (1.11), (1.14), (1.15) применимы также для 
нелинейно-упругого материала, где о = се п. 
Теперь мы можем поставить следующую задачу оптимиза­
ции .  Выбра т ь  т а ко е  положение  дополнит е л ьной  опоры  х  =  s ,  
при котором объем балки минимален для заданного среднего 
остаточного прогиба и заданной начальной кинетической энер­
гии. 
Критерием качества в данном случае является 
JBhd x .  (1.16) 
О 
Величины В  и h  или постоянны или заданные функции от 
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координаты x .  При решении задачи оптимизации (1.16) придет­
ся удовлетворить дифференциальным уравнениям (1.7) и (1.9) 
и дополнительному условию (1.11) 
2 .  У с л о в и я  о п т и м а л ь н о с т и .  П о с т а в л е н н у ю  в  п .  1  
задачу решаем методами теории оптимального управления. За 
фа зо вые  п ер еменные  выбира ем  у \  = v ,  y 2  —  v ' ,  y z — . M ,  
у4 = Q. Параметрами, подлежащими оптимизации, выбираем 
h(0) и s. С целью удовлетворить условию (1.11), введем еще 
дополнительную фазовую переменную г/ 5. 
Теперь можем сформулировать следующую математическую 
задачу: 
f  B h d x=min (2.1) 
О 
при 
У1=Уь Уг=~А |y 3l 1 / nsgn i/з, ( 2 2 )  
Уз=  Уь  у \  =  — o X 2 B h y l ,  у 5 ' = в  h y i 2 .  
Краевые условия для у  у ,  . . ., г/ 4  напишем в форме 
а)Уз(й)+Ь,у }(1)>= 0, /=1,2,3,4. (2.3) 
Здесь a j, bj — некоторые постоянные; давая этим коэффициен­
там соответственно значения единица или нуль, приходим к 
краевым условиям (1.2). 
На основании (1.11), имеем для переменной </ 5  краевые усло­
вия г/ 5  (0) = 0, y 5(l) = 2Ко1,д-
Из формул (1.13) — (1.15) вытекают еще условия разрыва 
Уз  (s-h) — Уз  ( s  — ) = —хг у 2 п  (s), 
(2.4) 
г/ф-Ь) — yds— )=xlyln(s). 
Для решения задачи (2.1) — (2.5) построим функционал 
L= f  ( 2 J  У зУ /  —  н )  d x + Vj [ a } y j ( 0 )  +6 j Z / j ( 0  ]  +  
0 j=l j =  i 
-\~Уьуь( 0 )  -\-Ve\уь{1) — 2/CO/O] + 
+  V7[</3(S +  )  —  y s ( s  —) +%2Z/2™ (s) ] + 
+  r 8 [ y 4(s-|-) —i/4(s—)+%it/1™(s)j. (2.5) 
В этой формуле гамильтониан 
Н=ip 0Bh-\-rp ly 2  — xpzA Ы 1 / п  sgn z/3+ 
-|- VSZ/4 — ipkO^Bhy^ipbBhy 
(2.6) 
Коэффициенты гро, ip5 и vi, ..., v 8  суть множители Jlar-
ранжа. В случае оптимального решения полная вариация от L 
должна равняться нулю, т. е. A L = 0. Методика вычисления 
вариации A L более подробно описана в соответствующих моно­
графиях (см., например, [2]), поэтому здесь опустим промежу­
точные 'Вычисления и выпишем лишь окончательные результаты. 
Из условия А L = 0 вытекают следующие группы уравнений: 
1) Сопряженная система 
ip i '—ip l gX 2 Bh — 2ip ! > Bhy l ,  ip 2 '  =  —ip u  
^'^А~^г(1Р2\У4т^пуз)> о у  з 4 ä 
Ipi=—ip3, rp&= o. 
2) Условия трансверсальности 
bj ip j  (0) -\-üj ip j  (/) =0, /— 11 2, 3, 4. (2.8) 
3) Условия разрыва 
ipi( s — )  —  V i ( s + )  ( s ) V 4 ( s ) ,  
(2 9) 
l p 2 . ( S — )  —  1 p 2  (S+ ) = —Х2ПУ2™™1  ( S ) f 3 ( s ) .  
Остальные сопряженные переменные 1рз, . . . ,  тр- а  являются не­
прерывными >в точке х = s. 
4) Условие непрерывности гамильтониана 





Уравнениям (2.7) — (2.9) можем удовлетворить, полагая 
ipi=—ny i t  1р2=пу3, тр 3=—у 2, ^4—Уь 1рь=0,5дЛ 2(1—п). (2.12) 
В самом деле, постановкой (2.12) уравнения (2.7) и (2.9) 
переходят соответственно в уравнения (2.2) и (2.4), а условия 
(2.8) удовлетворяются вследствие краевых условий (1.2). 
Следуя работе [3], введем дополнительную энергию. Учиты­
вая формулу (1.7), находим 
м  
/
п А  
v "  т= —-Ы 1 + 1 / п. 
r t + i 1  1  о 
Теперь можем представить гамильтониан Н в форме 
Н=-ф й Вк-{п+\) (г/ 2г/4+ W-\-0,5-gX 2 Bhyi 2 ) . (2.13) 
Условие непрерывности гамильтониана (2.10) дает 
(i/2*/4+W)]x=s-—(У2У4+ W)| x—, +. 
С учетом (1.15) это требование можно переписать в форме 
U7(s+)- U7(s—)+^(s)y ,(s)=0. (2.14) 
Это и есть условие оптимальности Мруза—Розвани, выведенное 
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в работе [3]. В частном случае, когда опорный момент в сече­
нии х = s отсутствует, имеем v'(s) = 0. В случае R(s) = 0 
из (2.14) вытекает, что W(s —) = H7(s +). 
Таким образом, мы доказали, что условия оптимальности, 
данные Мрузом и Розвани для статической задачи, действи­
тельны также в случае импульсной нагрузки. Отметим еще, что 
авторы работы [3] ограничились случаем упругих опор; но 
наш анализ показывает, что те же условия оптимальности со­
храняют силу также для неупругих опор типа (1.13). 
3 .  С л у ч а й  ж е с т к о - п л а с т и ч е с к о г о  м а т е р и а л а .  
Полагая в формуле (1.3) показатель п = 0, приходим к слу­
чаю жестко-пластического материала. Результаты, полученные 
в п. 2, непосредственно не применимы при п = 0, так как во 
втором уравнении системы (2.2) показатель степени приобре­
тает бесконечное значение. Поэтому этот случай требует спе­
циального рассмотрения. 
Для простоты сузим постановку задачи. Во-первых будем 
считать ширину В и высоту h балки постоянными, кроме того, 
ограничимся случаем жесткой опоры, не принимающей опор­
ного момента (т. е. MR  = 0). Пластическое деформирование 
возможно тогда, когда изгибающий момент М равен предель­
ному М0  = 0,25 • cBh2  (постоянная с теперь обозначает предел 
текучести материала). Нетрудно видеть, что конечные участки 
по длине не могут деформироваться пластически: на этих 
участках мы имели бы М = М 0  = const, но в таком случае 
невозможно удовлетворить уравнениям (1.9). Таким образрм, 
пластическое деформирование происходит лишь в отдельных 
шарнирах, положение которых обозначим через причем 
i  =  1 , 2 ,  . . . ,  т.  
В системе уравнений (2.1) — (2.4) придется теперь проделать 
следующие изменения: 1) второе уравнение из (2.2) заменить 
требованием у' 2=0; 2) вместо (2.4) взять равенства уз (s-f- ) = 
= z/ 3(s— ), z/4(s +)—y4(s — )=R(s). Кроме того, должны 
быть  выполнены  у с ловия  |  У з ( Х г )  I  =  M q .  
Для функционала L  выбираем 
L— f (2 fry j' — Н) dx+ vi [aß} (0) +bjyj(l)] + 
0 j=i j=l 
+ V5Z/5 (0) - \ -Ve  [z/s(/) — 2/Co/p] + 
+ V7[y4(s+) — ZA(S—) — 7?(s)] + 
+ .JE Vi  [ys 2 (Xi)  — Mo2] , (3.1) j=l 
где 
H^ipoBh+tpiyz+ipsyi — Цкд^В hyi-]- ip^Bhyf. (3.2) 
Проводя варьирование и удовлетворяя равенству Л  L  —  0, 
приходим к следующим результатам: 
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1) Сопряженная система (2.7) остается в силе, если третье 
уравнение заменить равенством ip' 3  = 0. 
2) Условия трансверсальности (2.8) сохраняют свой вид. 
3) В точках х = Xi имеем 
1pi(*i — )  = 1 p l ( X i + ) ,  X p Z ( X i  — )  = i p 2 ( X i  +  )  = 0 ,  
ip 3  (Xi  —)  — ip 3 (x i+)= —2[ny 3 {Xi), (3.3) 
f i (Xi—) =f i (Xi  + ).  
4) Для точки приложения опоры x — s находим ip 4 (s—) = 
= ipi(s -f-) = 0, кроме того, имеем: 
I 
 )  f i ( s —  ) = f i ( s + ) ,  i = 2 ,  3  при |</З(5):|<УИ 0 ;  
 ) ip 2 (s~)  —ip 2 (s+)  =0, ip 3 (s  —)  — ip 3 (s+)=—2ix s y 3 {s)  (3.4) 
при ,|z/ 3(s)|=Mo. ; 
5) Условие непрерывности гамильтониана (2.10) выполня­
ется. 
6) Вместо формулы (2.11) получим 
/[^-+2(Sw)M.^] d,=0. (3.5) 
0  г — 1  
Эти формулы позволяют найти также множители Лагранжа 
(I i ,  И 1ро-
Этим соотношениям можно опять удовлетворить при помо­
щи подставок (2.12), принимая там п = 0. Гамильтониан 
(3.2) получает теперь вид 
H—ipoBh — у 2уь — 0,5/M2ß/zz/12. (3.6) 
Из непрерывности величины Н при х = s вытекает, что 
непрерывным должно быть и произведение у 2у\. Это требование 
может быть написано в форме 
v '{s —)-Q(s — )=i/(s+)Q(s+), (3.7) 
что совпадает с условием оптимальности, полученным для ста­
тической нагрузки В. Прагером и Г. Розвани в [5]. Для реали­
зации условия (3.7) имеем две возможности: I) u'(s—) ф 
^ y'(s + ); тогда в сечении возникает пластический шарнир; 
и 2) y'(s — ) = у(s + ) = 0; 'балка в окрестности опоры жест­
ка и горизонтальна. 
4. П р и м е р .  Д л я  и л л ю с т р а ц и и  в ы ш е у к а з а н н о й  м е т о д и к и  
решаем следующую задачу. Упругая балка с постоянным попе­
речным сечением находится на двух жестких опорах (фиг. 2). 
Балка подвержена действию импульсного нагружения; началь­
ная кинетическая энергия балки и средний остаточный прогиб 
заданы. Ищется такое положение опор х — s, при котором 
объем балки будет наименьшим. 
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Так как балка упруга, то ti = 1 и из (1.8) вытекает, что 
А = (£/) - 1; причем Е — модуль Юнга и 1 = (1/12)Bh 3  — 
жЬг lÄl 
Фиг. 2. 
момент инерции поперечного сечения. Первые четыре уравнения 
системы (2.2) дают 
Q X 2HB 
У i  IV- £/ -ž/i-
Общим решением этого уравнения является 
RP  
У 1- f E l  
Здесь обозначено 
(А± cos sin у|+С± ch sh y£). (4.1) 
X  s  12ол2/4 
(4.2) 
знаки плюс-минус у постоянных интегрирования соответствуют 
случаям I > г или | < г. 
Для определения постоянных интегрирования Л±, В±, С±, 
-D± и величин у, г имеем следующие условия: 
y t ( r )=  0, №(0)=0, г/з(1) = 0, г/4(1) ==0, 
г/4 (0) =0, y i( r - )  = y l ( r+ ) ,  y 2 ( r  — ) = y 2 { r : f), (4.3) 
Уз ( г—)=у з ( г+ ) ,  y l ( r+ )  —  y i ( r — ) = R .  
Кроме того, должно быть выполнено условие оптимальности 
у 2(?) — 0. Удовлетворяя этим условиям, находим, что 
у 3  E l  
Rl 3  
причем 
У1 "= Л-cosyl+C-ch j Q 
при |sgr 
0,5 [sin у (I—г) —sh у (|—г) ] 
при 
(4.4) 
, ch у cos tf — shysintf+ch уг 
sh у  cos y+ch у  sin у  




Для определения величин уг к у получим трнасцендентные 
уравнения 
tan yr-\-thyr=0, (4.5) 
sin уг (ch у cos õ — sh у sin d+ch уг) = 
= sh yr (cos у ch tf+sin у sh rf+cos yr). (4.6) 
Эта система имеет бесконечное число решений. Двумя первыми 
решениями уравнения (4.5) являются уг = 2,365 и уг = 5,498. 
Определяя при помощи уравнения (4.6) величины у и г, при­
ходим к решениям, некоторые из которых указаны в таблице 1. 
Т а б л и ц а  1  
уг V г 









Численные результаты для четырех решений представлены 
на фиг. 3, где символами 
_  E I f y i  _  ГУ  з 
1 _  RP  '  3 ~  RI  
(4.7) 
обозначены величины, характеризующие распределение прогиба 
и изгибающего момента в балке. Кривые Z\ —zi(|) на фиг. 3 
отмечены сплошными линиями, а кривые z 3  = z 3  (|) — штрихо­
ванными линиями. 
Реакцию опоры R  вычислим согласно уравнению (1.11), ко­
торое в случае обозначений (4.2) и (4.6) получает вид 
1 
2K,= etBI,(-^J (4.8) 
Переходим к обсуждению полученных результатов. Из 
последней формулы системы (4.2) выясняется, что у= const!/ft 1 / j. 
Следовательно, для уменьшения объема придется выбирать у 
как можно большим. (Например, из четырех проектов, ука­
занных на фиг. 3, четвертый дает объем в 5,73 раз меньший, 
чем первый). С другой стороны, применить проекты, для кото­
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том, что то обстоятельство, какая форма движения реализуется 
в действительности, существенно зависит от распределения на­
чальных скоростей. В начале движения имеет место немодальное 
движение, а потом движение переходит к движению по соб­
ственным формам. Так как в случае нашего решения поле ско­
ростей в начальный момент времени не определено, нет осно­
вания предпочитать одну форму движения другой. Поэтому, на 
наш взгляд, оптимальным следует считать форму движения по 
основной собственной форме (случай первый из фиг. 3). Здесь 
мы имеем некоторую аналогию с задачей об устойчивости сжа­
того стержня, где при расчетах также применяют наименьшую 
критическую нагрузку. 
Отметим еще, что вопрос о применении высших собственных 
частот в задачах оптимизации колебаний упругих балок иссле­
довался Н. Ольховым [4]. 
Автор выражает благодарность Я- Леллешу за обсуждение 
данной работы. 
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MITTEELASTSETE DÜNAAMILISELT KOORMATUD TALADE 
OPTIMAALNE PROJEKTEERIMINE LISATUGEDE KORRAL 
t).  Lepik 
R e s ü m e e  
Konstruktsioonide jäikust võib tunduvalt tõsta, kui kasutada sobivalt vali­
tud listaugesid. Nende lisatugede optimaalse asendi määramist käsitlesid mitte­
lineaarselt elastsete konstruktsioonide korral Mrõz-Rozvany [4] ning jäik-
plastsete konstruktsioonide juhul Prager-Rozvany [5]. Käesoleva tõö ülesan­
deks on neis töödes saadud optimaalsuse kriteeriumide üldistamine dünaami­
lise koormuse juhule. 
142 
Vaadeldakse impulsiivselt koormatud mittelineaarselt elastset või viskoos-
set tala. Kineetiline energia alghetkel on antud. Lisatoed on jäigad, mitteline­
aarselt elastsed või viskoossed. Tuleb leida niisugune tugede asend, mille puhul 
antud keskmisele läbipaindele vastav tala'ruumala on minimaalne. 
Püstitatud ülesanne on lahendatud modaalsete lahendite meetodil. Kasu­
tades optimaalset juhtimisteooriat näidatakse, et töödes [3, 5] tuletatud opti­
maalsuse tingimused kehtivad ka antud juhul. 
Näitena vaadeldakse konstantse paksusega elastset tala kahel jäigal toel. 
OPTIMAL DESIGN OF NONELASTIC BEAMS WITH ADDITIONAL 
SUPPORTS IN THE CASE OF DYNAMIC LOADING 
U. Lepik 
S u m m a r y  
The stiffness of structures can be increased by applying additional supports-
whose location must be selected so as to maximize the global structural stiff­
ness. Such a problem was set up and solved for non-linear elastic structures-
by Mröz and Rozvany [3], and for rigid-plastic structures by Präger and 
Rozvany [5]. The aim of the present paper is to generalize the obtained results-
for dynamic loading. 
A noh-linear elastic or non-linear viscous beam is subjected to a load 
impulse. The initial kinetic energy of the beam is given. The additional 
supports are rigid, non-linear elastic or non-linear viscous. For additional 
supports such a location must be found for which at a given mean deflection 
the volume of the beam is minimal. 
The problem set up is solved by the method of modal solutions (see 
equation (1.5) of the present paper). By using the apparatus of the optimal 
control theory it is shown that the optimality conditions of the papers [3, 5] 
are valid also for impulsive loads. 
As an example the case of an elastic beam with constant height laid ort 
two rigid supports (Fig. 2) is discussed. 
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К ОПТИМАЛЬНОМУ ПРОЕКТИРОВАНИЮ В СЛУЧАЕ 
ЛОКАЛЬНОГО НАГРУЖЕНИЯ 
Я. Леллеп 
Кафедра теоретической механики 
Вопросы оптимального проектирования круглых и кольцевых 
.пластин при распределенных и сосредоточенных нагрузках рас­
сматривались в ряде работ, среди которых отметим [1—5]. 
В работах [1, 2, 5] ив др. поставленные задачи решаются ме­
тодами классического вариационного исчисления. В прследнее 
.время появилось несколько работ, в которых исследуется опти­
мизация неуцругих пластин и оболочек вращения с помощью 
.принципа максимума Л. С. Понтрягина. Применению принципа 
максимума при проектировании круглых жестко-пластических 
лластин минимального веса в случае распределенной нагрузки 
посвящены работы Ю. Лепика [3, 4]. 
Ниже определяется оптимальный проект круглой жестко-
пластической пластины, подверженной действию сосредоточен­
ной силы. Оптимальным считается проект, при котором несущая 
.способность имеет максимальное значение при заданном значе­
нии общего веса (или массы). Задача решается методами тео­
рии оптимального управления. 
§ 1. Постановка задачи и основные предположения 
Рассмотрим идеальную трехслойную модель круглой пла­
с тины радиуса R. Толщину заполнителя обозначим через Н, а 
переменную толщину несущих слоев через h. Внешний край 
пластины считаем свободно опертым. Пусть пластина подвер­
жена действию сосредоточенной силы Р, приложенной в центре 
пластины. Предположим, что пластина выполнена из идеально-
жестко-пластического материала, подчиняющегося условию те­
кучести Треска. 
Поставим следующую задачу: среди всех круглых пластин 
заданного веса (или массы) найти ту, которая имеет наиболь­
шую несущую способность. Варьировать будем лишь толщину 
несущих слоев, а толщину заполнителя Н считаем постоянной. 
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Допустим, что толщина h  ограничена снизу и сверху соответ­
ственно величинами h\ и h 2, Здесь hi и h 2  — заданные числа, 
лричем, конечно, hi < h 2. Масса пластины (ее считаем задан­
ной) выражается в виде 
M=a[4jj,i f hr dr-\-(i 2HR z], (1.1) 
о 
где fii. и ц 2  обозначают плотность „несущих слоев и заполнителя 
соответственно. 
Для удобства введем следующие безразмерные величины 
5=т 
2ne 0Hh 2  ' ooHh 2  ' ooHh 2  
Q'R - 1 ' м -№я). 
(1.2) 
OoHh 2  ' 2(xih 2  \ jtR 2  
Здесь M r ,  Alg — изгибающие моменты, Q r  — перерезывающая 
сила, a oo — предел текучести материала. В безразмерных ве­
личинах (1.2) уравнения равновесия имеют вид 
(omi)'=m 2  —  q g \  ( q g ) ' = 0 ,  (1.3) 
где штрих обозначает дифференцирование по д. Граничными 
у с л о в и я м и  к  с и с т е м е  ( 1 . 3 )  я в л я ю т с я  у с л о в и я  т 1 ( 1 )  =  0 и < 7 ( 1 )  =  
= р, причем т.\ (0) < оо и <7(0) - со. 
§ 2. Анализ различных режимов 
В качестве фазовых переменных Х\  и х 2  выбираем величины 
т 1  и —q. С учетом интегрального дополнительного условия (1.1) 
введем дополнительную переменную х 3. В результате из (1.1) — 
(1.3) получим 
X i — — ( — X i + m 2 )  + х 2 ,  
6 
х 2 ' = -~ ,  (2.1) 
6 
Хз = ид. 
Системе (2.1) соответствуют граничные условия 
Xi (0) С оо, Хз(0) =0; лг 4  (1) =0; х 2 ( \ )——р\  х 3(1)=т/2 (2.2) 
и ограничения õ  ̂  и  ̂  1. 
В качестве управления выбираем и, а за время возьмем д. 
Таким образом, в терминах теории оптимального управления 
задача (2.1), (2.2) является задачей Майера с фиксированным 
временем. Минимизировать следует здесь функционал / = дг 2(1); 
а  ч ер е з  — р  обо зн ач ено  минимально е  зн ач ение  функционал а  J .  
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Рис. 1. 
При решении поставленной задачи придется проанализиро­
вать режимы текучести ВС и В (рис. 1). 
1 .  Р е ж и м  ВС. В случае данного режима т 2  = и. Поэтому 
система (2.1) примет вид 
1 х  
х/= х 2  ( X i —и); х 2'= ; х 3 '=ир. (2.3) 
Q Q  4 
Системе (2.3) соответствует функция Гамильтона 
H*=1pl[x 2  — ( X i  —  u) \  -Xp2—-\-XpiUQ. 
в  ß 
Здесь ipi — — т. н. сопряженные переменные, вычисляемые из 
системы 
1р2 — 1рз' = 0-
Отсюда следует, что xpi—Atg-, ip2——Ai In у-Мг; трз—А 3, 
где А\—А 3  — постоянные интегрирования. Таким образом, га­
мильтониан примет вид 
Ht=At (х,гд — Xi) (Л2 — Ai In ,£>):-)- (Ai-\-A3g) и. 
Q  
Согласно принципу максимума Понтрягина функция Н, до­
стигает максимума по и при каждом значении д. Так как Я. 
является линейной относительно и, то и может принимать лишь 
значения ö и 1. Следовательно, управление и — кусочно-посто­
янная функция. 
Для определения постоянных А\ — Л 3  имеются условия транс­
версальности и условия непрерывности сопряженных перемен­
ных. Однако оказывается, что удовлетворение указанным усло­
виям в данном случае не дает дополнительной информации ни 
о фазовых переменных, ни о точках переключения. Поэтому в 
дальнейшем сопряженные переменные не рассмотрим, а проана­
лизируем некоторые логично возможные случаи. 
Пусть сперва и = 6. Решение системы (2.3) запишем в виде 
Xi— х 2——; Хз=—ß 2+C 3, (2.4) 
Q  6  2  
где С, — С 3  — постоянные интегрирования. 
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Если и  —  1, то решение системы (2.3) примет вид 
Х\ = —-+С5+1; Хг=—; Хз= ̂  • \  Се. (2.5) 
0 в  2  
2 .  Р е ж и м  В. В случае этого режима Xi — и = т 2. Поэтому 
систему (2.1) можно записать в виде 
и' = х 2; х 2= — — \ Хз '—ид .  (2.6) 
6  
Уравнения (2.6) позволяют определить и управление и \  таким 
образом здесь нельзя применить принцип максимума. Решением 
системы (2.6) является 
С 8  
и=Ст\-С% In х 2 — —; 
в  (2.7) 
X3=-^-[c 7-f-C 8 |ln0 — )j гЬСэ-
§ 3. Синтез задачи 
Прежде чем перейти к составлению оптимальных проектов 
отметим, что фазовые переменные х ь  х 2, х 3  должны быть непре­
рывными, а управление и может претерпевать разрыв. Оказы­
вается, что разумными являются два типа проектов. 
1. Пусть управление (толщина несущих слоев) изменяется 
по закону (рис. 2а) 
1, О<0<01, (ВС), 
С 7+С 81п0, 01 <£><£>2, (В), (3.1) 
0 ,  (?2<0< 1, (ßC), 
где и 02 — т. н. точки переключения, определяемые ниже. 
Фазовые переменные в указанных трех областях представляются 
формулами (2.4), (2.5) и (2.7). Для определения постоянных 
Ci — С 9, 01, д 2  и р воспользуемся граничными условиями (2.2) 
и условиями непрерывности фазовых переменных. В централь­
ной части пластины 0 0 < 01 согласно (2.2) и (2.5) 
Xi — I+C5; Х2=—; Хз=-^—. (3.2) 
0 I  
Вблизи края 02 <0^1 действительны соотношения (2.4). 
После определения постоянных С\ — С 3  из граничных условий 
(2.2) получим 
X i= ( p - ä ) ( ~ l ) ;  Х2=—х 3 =~~- | - ( 1 - 0 2 ) -  ( 3 - 3 )  
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Величина х 2  может быть непрерывна в точках gi и д 2, если 
С5  — Cs  = —р. Поэтому при 0 ̂  ,д •< gi согласно (3.2) 
1 Р в 2  *i=l—р; х 2= , х 3=-1г 
6 2 
и в области 01 < д  <С д 2  согласно (2.7) 





а )  




Удовлетворяя условиям непрерывности фазовых переменных х г  
и хз в точках переключения д\ и д 2, получим постоянную 
Г  Р  2  Cg=—gi 2  
и два уравнения, связывающие величины р, gi и д 2: 
p(l+lnf-)-f(p-d) (-—1) = 1; 
\ ' * о*>. ' 62  




2 pi ' J  2 
Имея в виду то, что при 0i < 0 «С 02 имеем x t  — и и õ ̂  
^ ^ 1, а при 02 <0^1 должно быть х х  к?, приходим к 
выводу, что X] (02) = 0. Следовательно, к системе (3.7), (3.8) по­
лучим дополнительное соотношение 
( Р  -<?) (— -l).=A 
Х 02 ' 
(3.9) 
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Уравнения (3.7) — (3.9) позволяют определить величины Q \, Q ? 
и р. Представим их в виде 
In l"-*')-1 ]-2[ '-(т-1) 





Из уравнения (3.10) можно вычислить при заданных значениях. 
т и 6 величину д 2- Тогда из (3.11) и (3.12) находим соответ­
с т в енно  £ i  и  р .  
Оказывается, что данный проект является реальным в пре­
делах д ̂  т ̂  т., где 
1 — 3(?+3($2  
Ш ' ~  l — ö  
Если т = т., то Q\ = ,g 2  = (1 — 2<J)/(1 — d). Так как масса пла­
стины переменной толщины не может превышать массу пласти­
ны, имеющей максимальную толщину, и не может быть меньше-
массы пластины, имеющей минимальную толщину, то д ̂  т ̂  1_ 
2. Если m. < т ̂  1, то оптимальным является проект с ку­
сочно-постоянной толщиной (рис. 2Ь). Таким образом, при 
т*  <  т 
П, 0<^<^1, (ВС), 
B - U * < e < i .  ( В С ) .  ( З Л З )  
Вблизи края Q \ < ,о ==: 1 как и прежде имеем 
=(р—<*)(4— 0; X i = =~r 
\ Q '  Q 
а при 0 ^,q < Qi согласно (2.2) и (2.5) получим 
Xi *3=T_T(1_sp2)' (ЗЛ4): 
1 t r  С ъ  в  Xi=l+C 5; х 2=—; х 3=— 
е  2 
(3.15) 
Т а б л и ц а  I  
т e i  02 Р  в  
0.2 0,164 0,724 0,363 0,551 
0,3 0,373 0,804 0,509 0,589 
0,4 0,525 0,837 0,614 0,651 
0,5 0,642 0,857 • 0,698 0,716 
0,6 0.735 0,870 0,770 0,779 
0,7 0,814 0,880 0,835 0,838 
0,8 0,882 0,888 0,894 0,895 
0,9 0,943 — 0.948 0,949 
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Т а б л и ц а  2  
m Qi  S i  P  в  
0,4 0,368 0,468 0,564 0,709 
0,5 0,534 0,555 0,674 0,742 
0,6 0,655 — 0,758 0,791 
0,7 0,756 — 0,829 0,844 
0,8 0,845 — 0,892 0,897 
0,9 0,926 — 0,948 0,949 
Удовлетворяя условиям непрерывности фазовых переменных в 
точке Q = дь находим с помощью (3.14), (3.15) постоянную 
С 5  — —р и 
Р=- д+е»О-«*)- (3.16) 
Проведены численные расчеты на основании формул (3.10) — 
(3.12) и (3.16). Результаты вычислений представлены в табли­
цах 1 и 2. Первая таблица соответствует случаю <У = 0,1, а вто­
рая — случаю õ — 0,3. В таблицах строки, где величины ßi и Qi 
имеют различные значения, соответствуют первому типу проек­
та, а строчки, где д 2  отмечено черточкой — второму типу. В таб­
лицах величина 3 = Р*/Р, где Р* и Р несущие способности соот­
ветственно при пластинках постоянной и переменной толщины, 
имеющих одинаковые общие массы. 
Известно, что 
P*=2nooHh,, (3.17) 
где h* — постоянная толщина несущих слоев. С помощью (1.1), 
(1.2) и (3.17) находим 3 — mlp. Обе таблицы показывают, что 
величина 3 действительно меньше единицы. 
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OPTIMAALNE PROJEKTEERIMINE LOKAALSE KOORMUSE KORRAL 
J. Lellep 
R e s ü m e e  
Vaadeldakse kahekihilist serva mööda vabalt toetatud ümmargust plaati,, 
mille tsentrisse on rakendatud üksikjõud. Plaadi materjal on jäik-plastne ja 
allub Tresca tingimusele. Seatakse eesmärgiks leida kandvate kihtide paksuste 
niisugune muutumise seadus, mille puhu kandevõime omandab maksimaalse 
väärtuse etteantud kogukaalu korral. Ülesande lahendamisel võetakse aluseks 
L. S. Pontrjagini maksimumprintsiip. 
OPTIMAL DESIGN OF PLATES SUBJECTED TO LOCAL LOADING 
J. Lellep 
S u m m a r y  
A theoretical study about optimal design of circular sandwich plates 
subjected to concentrated loads has been undertaken. The material of the plates 
under observation is rigid-plastic and obeys the Tresca yield criterion. The aim 
of the analysis is to find the design of the plate, which has maximal load 
carrying capacity at a given weight. The problem is solved by the Pontryagirt 
maximum principle. 
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УПРУГО-ПЛАСТИЧЕСКОЕ КРУЧЕНИЕ ВАЛОВ 
С  ВЫТОЧКАМИ 
Ю. Немировский 
Новосибирский государственный университет 
Э. Сакс 
Кафедра теоретической механики 
Кручение упругих круглых валов рассмотрено во многих 
работах, многочисленные ссылки на которые даны в моногра­
фиях [1,3]. Из более новых результатов отметим [5], в которой 
рассмотрен вопрос о концентрации напряжений на дне выточек 
различного вида. Упруго-пластическому кручению круглых ва­
лов с выточками посвящены работы [2, 6]. В статье [6], при ис­
пользовании метода последовательных приближений, определе­
ны линии, разделяющие упругую и пластическую области для 
валов в виде гиперболоида вращения. Сходимость процедуры 
при этом существенно зависит от степени упрочнения: для иде­
ально-пластического материала требуется провести очень боль­
шое количество итераций. В работе [2] для валов с малыми вы­
точками п,ри помощи метода малого геометрического параметра 
построено приближённое решение. 
В данной работе рассматриваются осесимметричные задачи 
-о кручении круглых цилиндрических валов с различными видами 
выточек конечного размера. Материал вала считается изотроп­
ным и подчиняющимся деформационной теории пластичности, 
•с произвольным упрочнением при активном процессе нагруже-
ния. Будем рассматривать .малые деформации. При решении ука­
занных выше задач пользуемся методом, подробно описанным 
в работе авторов [4]. Цитируемый метод позволяет успешно ис­
следовать любые виды окружных выточек, для которых на пло­
скости rz (естественно пользоваться цилиндрическими коорди­
натами г9г) можно построить регулярную сетку четырехугольни­
ков. Во всех практически важных случаях такую сетку построить 
удается. Отметим, что нерегулярная сетка (т. е. случай, когда 
два семейства линий, образовавших сетку, пересекаются под 
•очень острым углом), особенно в областях концентрации напря­
жений, не обеспечивает достаточной точности аппроксимации. 
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Исследуем четыре вида выточек: полукруглые, полуэллипти­
ческие, треугольные и четырехугольные. Для сравнения между 
собой все четыре вида выточек выбираем с одинаковыми разме­
рами 2h = /, за исключением полуэллиптической выточки, для 
которой принимаем h = /, где h и I — соответственно глубина 
и ширина выточек. Кроме того, выбираем три различные значе­
ния для глубины выточек: h/R = 0,1; 0,3; 0,5. В последнем вы­
ражении R означает радиус вала. Во всех случаях принимаем, 
что торцевые сечения z = ±R (начало координат расположено 
в центре вала) поворачиваются вокруг оси вала z на заданный 
угол ¥/,= G.G0 - lV' где G. — такая константа с размерностью 
упругого модуля сдвига G 0, что величина относительного пово­
рота ip — 1 соответствует моменту возникновения пластических 
деформаций на дне выточки. Боковые поверхности валов, в том 
числе выточки, свободны от нагрузок. Вследствие симметрии 
2.0i 








достаточно рассматривать область г  ̂  0, z  ̂  0. Без умаления 
общности принято, что поворот вала в начале координат равен 
нулю. Для определенности рассматриваем валы с двумя различ­
ными степенями упрочнения: йдеально пластические и линейно 
упрочняющиеся с касательным модулем сдвига G p  = 0,05 Go 
в области пластических деформаций. 
Приступим к описанию полученных результатов. На рис. 1 
рассмотрена полукруглая выточка глубины h/R — 0,1. Здесь 
сплошными и пунктирными линиями, соотвественно в случаях 
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линейно упрочняющегося и идеально пластического материалов, 
представлены кривые, разделяющие упругие и пластические об­
ласти деформации. Числа, относящиеся к этим графикам, ука­
зывают величину относительного поворота торцов -ф. Аналогич­
ный смысл имеют линии и относящиеся к ним числа в случае 
других выточек (рис. 2—5). Более глубокие полукруглые выточ­
ки глубины h/R = 0,3 и h/R = 0,5 соответственно рассмотрены 
«а рис. 2 и 3. 
Проследим кинематику передвижения зон пластических де­
формаций по мере возрастания углов поворота торцов вала. Из 
графиков видно, что обла-сть пластических деформаций возни­
кает сначала на дне выточки, и далее распространяется в глу­
бину вала. В некоторый момент возникает другая область пла­
с тич е ских  д еформаций  около  т очки  с  координа т ами  г  =  z  =  R .  
Сначала обе эти области разделены областью упругих деформа­
ций, но при дальнейшем скручивании сливаются в одну область, 
которая будет разделять две области упругих деформаций 
( о дна  • —  около  о си  в а л а ,  д р у г а я  —  вбли зи  т очки  г  —  R ,  z  =  I ) .  
Если скручивание вала достаточно велико, то первая область 
'.OS 





упругих деформаций стремится к оси вала, а вторая исчезает. 
Сравнив рисунки 1—3, видим, что чем меньше размер выточки, 


















для выбранной нами полуэллиптической выточки незначительно 
отличаются от .результатов для полукруглой выточки, поэтому 
соответствующие кривые не приводим. 










Качественно такая же .картина наблюдается и в случаях 
треугольной и прямоугольной выточек (рис. 4 и 5). Здесь обла­
сти пластических деформаций возникает в угловых точках вы­
точки, и .имеет место высокая концентрация напряжений. По 
мере увеличения поворота торца области пластических дефор­
маций наиболее интенсивно разбиваются в направлении биссек­
трисы к углу между образующими .выточками. 
Заманчиво было бы рассмотреть предельный случай выточ­
ки — круговую щель некоторой глубины. Последнюю можно 
-получить, устремляя ширину выточек полуэллиптической, тре­
угольной или прямоугольной форм к нулю. Однако во всех трех 
предельных случаях нарушается регулярность сетки, поэтому 
метод [4] будет расходиться. 
Представим еще графики, показывающие величину безраз­
мерного крутящего момента т в зависимости от относительного 
поворота гр торца вала (рис. 6). Видно, что эти кривые при 
стремлении угла tp к бесконечности стремятся к некоторой кон­
станте, которая определяет предельный крутящий момент вала. 
Значения величин G«, введенных ранее, равны 0,648; 0,718; 0,813; 
0.645; 0,666; соответственно для выточек, изображенных на 
рис. 1—5. 
Литература 
1. А р у т ю н я н Н. X., Абрамян Б. Л., Кручение упругих тел. Москва, 
1963. 
"2. К а ч а н о ®  Л .  М . ,  П л а с т и ч е с к о е  к р у ч е н и е  к р у г л ы х  с т е р ж н е й  п е р е м е н н о г о  
диаметра. Прикл. матем. и механ., 1948, 12,  4, 375—384. 
3. Лехницкий С. Г., Кручение анизотропных и неоднородных стержней, 
Москва, 1971. 
-4. Нем и ров с кий Ю. В., Сакс Э. Э., Упруго-пластическое кручение 
тел вращения. Пробл. прочности, 1974, 12, 11—17. 
.5. С о л я нж к - К р ai с с а К. В., О концентрации напряжений у мелких 
выточек при кручении вала. Прикл. механ., 1971, 7, 8, 36—44. 
•6. Davis, Е. A., Tuba, I. S., Elastic-plastic solution for notched shafts in 
torsion. J. Appl. Mech., 1966, 33, 1, 79—84. 
Поступило 
1 II 1976 
UURDEGA VARDA ELASTILIS-PLASTILINE VÄÄNE 
E. Saks ja J. Nemirovski 
R e s ü m e e  
Töös vaadeldakse transveršaalse uurdega silindrikujuliste varraste elasti-
list-plastilist väänet. Võrreldakse erineva suuruse ja kujuga uurete mõju pinge-
jaotusele. Esitatakse kõverad, mis mitmesuguste väändenurkade korral eral­
davad teineteisest varda elastsed ja plastsed piirkonnad. Tuuakse väändenurga 
ja -momendi vahelise sõltuvuse graafikud. 
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ELASTIC-PLASTIC TORSION OF NOTCHED SHAFTS 
E. Saks and Yu. Nemirovsky 
S u m m a r y  
Some elastic-plastic torsion problems for notched cylindrical shafts are 
observed in the present paper. The comparison of the influence of the transverse 
notches of semicircular, semielliptic, triangular and rectangular forms is given. 
The curves separating elastic and plastic domains on an axial section of shafts 
depending on angles of revolution are presented. The graphs of relations 
between torsion moments and angles of revolution are given. 
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