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Abstract
State of the art machine learning algorithms are highly optimized to provide the optimal prediction
possible, naturally resulting in complex models. While these models often outperform simpler more
interpretable models by order of magnitudes, in terms of understanding the way the model functions,
we are often facing a “black box”.
In this paper we suggest a simple method to interpret the behavior of any predictive model, both for
regression and classification. Given a particular model, the information required to interpret it can be
obtained by studying the partial derivatives of the model with respect to the input. We exemplify this
insight by interpreting convolutional and multi-layer neural networks in the field of natural language
processing.
1 Introduction
The property of interpretability of a model can be defined in several ways. In this paper, we are
interested in the following property: given a prediction model fˆ : X → Y , where X is the input
space and Y is the output space, we would like interpret which variables in X affect the prediction
of fˆ and in which way. When this property is achieved we say the model fˆ is interpretable.
In linear regression interpreting a given model relies on the model parameters. Since the model is of
the form of fˆ (x) = βˆTx, there is a 1–1 correspondence between the parameters and the coordinate
of the variables in the input space. Therefore, the effect of a given variable xk on the model fˆ , can
be evaluated through the value of βˆk. When βˆk ≫ 0 we may say xk has a significant positive effect
on fˆ (x). When βˆk ≈ 0, we may say that xk is irrelevant to the prediction of y, and it may get
selected out of the model. Intuitively it is often also explained in terms of a slope: One unit increase
in xk would increase the prediction by the amount of βˆk.
This approach of inferring variables importance through the parameters, has been thoroughly studied
by statisticians, since it is fundamental to the field of statistical inference. It has been expanded from
linear regression to generalized linear models, and can also be applied to other algorithms which rely
on the inner product of the data and the variables, such as SVM. As models become more complex
there is no longer a 1–1 relation between the parameters and the variables. For example, in neural
networks, the number of parameters will be magnitude larger than the number of variables, and the
relation between a variable and specific set of parameters is often intractable.
The key observation and main point of this paper is that it is possible to interpret the model without
using the parameters. Essentially it is possible to interpret any fˆ by studying the partial derivatives
of fˆ with respect to the input variables x ∈ X . The intuition is straightforward. Suppose that
∀x ∈ X , it happens that ∂fˆ
∂xk
(x) = 0 for the variable xk , then effectively xk doesn’t influence fˆ at
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all. This is also true the other way around. If ∀x ∈ X ,
∣∣∣ ∂fˆ∂xk (x)
∣∣∣≫ 0, we (intuitively) learn that xk
is important to the model prediction.
For the particular case of linear regression, when fˆ (x) = βˆTx, the two approaches coincide since
∂βˆT x
∂xk
= βˆj , and the parameters themselves are the partial derivatives. The major advantage of
the suggested perspective is that it can be generalized to any given prediction model fˆ , both for
regression and classification problems.
In the paper we show how it is possible to interpret complex models, specifically, convolutional and
multi-layer neural networks using data from the field of natural language processing.
2 Literature Review
The idea of evaluating the performance of the model through the partial derivatives of the input
variables is seemingly trivial, but we could not locate examples in the literature in which it has been
done for interpretation purposes. The most relevant reference we could find is Google DeepDream
[6], which uses GoogLeNet convolutional neural net [8]. They calculate the gradients of a given
input image and perform a gradient ascent on the input space to maximize particular neurons or
layers activations. This provide a visualization tool to enable the interpretation of the convolutional
neural network.
A recent paper by Riberio et al [7] approach the problem of interpreting a given model from a
different direction, with a new technique named LIME aimed to interpret any prediction model. In
the paper the authors suggest to interpret the performance of fˆ at a particular point x ∈ X , by
approximating fˆ locally around x with a model g which is simple and interpretable, such as sparse
linear regression (“Lasso”) or a decision tree.
3 Method and Notation
This paper consider a prediction model fˆ : X → Y , learned from observations of the input space
X and the output space Y . This is the general framework used in supervised learning problems,
including both regression, when Y is continuous and classification, when Y is categorical. X is a
high dimensional feature space, with p different features, X1, . . . , Xp, where Xk can also be discrete
or categorical. We denote the training set as Xtrain and testing as Xtest.
We propose to study the gradient values of fˆ with respect to the features. Formally, an observation
x ∈ X , is in the form of x = (x1, . . . , xp), where xk is the value of the k-th variable (or feature).
We will study the gradient ∇fˆ(x) =
(
∂f
∂x1
, . . . , ∂f
∂xp
)
. The k-th partial derivative will be denoted
as gk (x) ≡
∂fˆ
∂xk
(x). We will also use the average of the partial derivatives in the test set, g¯k =
∑
x∈Xtest
gk(x)
|Xtest|
, denoted in vector form as g˜ = (g¯1, . . . , g¯p).
The computation of the gradients in neural networks, and often in other models, can be de-
rived explicitly using the backpropagation and the chain rule. This is what we have done in
this paper. In other cases it may be possible to estimate it numerically. For a small h, ∂fˆ
∂xk
≈
fˆ(x1,...,xk+h,...,xp)−fˆ(x1,...,xk,...,xp)
h
. When xk is continuous, this is quickly computable, and only
requires two forward passes per coordinate, since fˆ is given. In 4.1 and 4.2 we will discuss cases
when xk is categorical and fˆ not differentiable.
In addition, the gradient, ∇fˆ , is a function defined globally on the entire space. When it can not be
analytically derived, as in most cases, it has to be evaluated at multiple points locally. In all of the
examples we trained a model on the training set, and evaluated∇fˆ on the test set. This is reasonable
due to the standard assumption that the training and test sets are an i.i.d sample from the population,
but this course of action should be evaluated on a case-by-case basis.
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Ex.1 - Positive Sentiment Ex. 2 - Negative Sentiment Ex. 3 - Negative Sentiment
fantastic film total unfortunately they suffer bad as hell
moving highly entertaining dull after five badly stop motion
unconvincing i can’t painfully dull after horrible you won’t
highly entertaining references becomes painfully dull was bad as
Table 1: The four most relevant expressions according to the norm of the gradients in the CNN
model ordered from top to bottom. The first word in the sentence is the one selected according to
the ordering of the gradient, while the following two are the rest of the expression being forwarded
into a length 3 convolutions. It can be seen from Ex.2 that the word "dull" is effecting the prediction
through all 3 locations of the convolution.
4 Examples
In order to demonstrate the effectiveness of the gradients for interpretation purposes, we present 2
examples from the field of natural language processing in which complex models are being inter-
preted using the gradients. The examples are using the IMDB Large Movie Review Dataset [5]. The
dataset contains 50, 000 different movie reviews, equally partitioned to train and test sets, with Y
being the labeled sentiment of the review - either positive and negative.
Implementation has been done using Keras [1] and Theano [9]. Since Theano is doing symbolic
differentiation, calculating the gradients efficiently was a simple short function call. Source code
enabling replication of the results is available on the author website.
4.1 Example 1: Convolutional Neural Networks following Word Embedding
There are two major challenges with textual data. First the words are categorical and part of a dictio-
nary. Second, significant information can be learned through the sequential order of the sentence. In
recent years many state-of-the-art benchmarks in textual problems are being achieved using convo-
lutional neural networks (CNN) models. CNN model address the first challenge by embedding the
dictionary in a high dimensional metric space, and the second by applying convolutions to capture
the sequential component of the data. See [2] for model details and [4] for performance review.
Interpreting a CNN model with textual data is not a trivial task because the original sentence is hardly
intractable after the embedding and the convolutions. Nevertheless, in this example we demonstrate
how it is achievable by using the gradients to interpret the model.
To train a CNN on the IMDB dataset, we thresholded the review length to 400, and the dictionary
size to the 5000 most popular words. For a sentence x = (x1, . . . x400), where xk is the k-th word,
the embedding maps each word xk 7→ zk ∈ R50 and transfer x 7→ z ∈ R400×50. After the em-
bedding, we apply 250 convolutions on z with length 3 (words), depth 50 (embedding dimension),
followed by max pooling and a linear classifier. This model yields a 89.2% accuracy, not far from
the state-of-the-art (topping 90% has been done a handful of times and is considered a significant
improvement [3]).
To interpret this complex model, we turn to gradients. Since the words themselves are categorical,
the prediction function is not differentiable with respect to the words. We therefore use the chain
rule to calculate for every word the partial derivative of the model with respect to the embedding
vector. Thus, for the k-th word the gradient is ∂fˆ
∂zk
∈ R50. This provides for each sentence 400
words gradients, which we rank according to their ℓ2 norm in order to assess which ones are the
most influential. The intuition toward taking the highest norm is due to the fact that the norm of
the gradient is a proxy for the "magnitude" of the slope of the graph in the direction of the gradient
vector, and the steepest slope will identify the word effecting the prediction the most.
Table 1 shows the expressions for which the gradients norm are the largest for several reviews in
the test set. Since the convolution is being applied on length of 3 words we present the expressions
activating the convolution, where the first word is the one with the highest gradient norm. The
highest ranked expressions are highly interpretable, and most examples are self explanatory, such
as "fantastic film total" or "lack of credibility". Some expressions were activated by the words
following the selected one, such as "ape was outstanding", in which the word "ape" had the largest
gradient in the sentence, but probably explained as influential by the "was outstanding" expression.
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Positive Negative
excellent (0.096) worst (−0.160)
great (0.091) waste (−0.117)
perfect (0.085) boring (−0.105)
amazing (0.082) awful (−0.103)
wonderful (0.080) bad (−0.097)
Table 2: Most influential words for each sentiment to the prediction of the BoW model, ordered
from top to bottom. In parenthesis we show the average of the partial derivatives over the test set. It
is approximately the effect the specific word has on the model prediction.
4.2 Example 2: Bag of Words Model
In the previous example we have used the gradients to interpret the local information about a par-
ticular sentence. In this example we will use the gradients globally in order to assess which words
affect the classifier the most, and draw insight on the classifier functionality. To do so we represent
the sentences with a simplified version of the Bag of Words (BoW) model.
A sentence x ∈ X is represented as a binary vector in the length of the dictionaryD, in which xd = 1
if the d word occur in the sentence, and 0 otherwise. In this model the data representation is simpler
than the word embedding used in example 1, since it discard the grammar and sequential information
from the original text. In general it tends to under-perform the word embedding representations, but
it is easier to interpret, since now there is 1–1 correspondence between the features and the words.
Following the BoW data representation we fit a fully connected neural network with 2 hidden layers
to perform the classification, resulting with a 85.4% model accuracy.
Next, for all x ∈ Xtest the partial derivatives are evaluated, and g˜ = (g¯1, . . . , g¯D), the vector of the
averages of the partial derivatives, is calculated. g˜ provides a single global estimator of the gradient
function across the input space, which can be used to rank the words according to their influence on
the model. As can be seen in Table 2, the top positive and negative words according to the values of
g˜ are highly interpretable, and include words such as "excellent" and "great" for positive sentiment
and "worst" and "waste" for negative sentiment.
Furthermore, g˜ can also be used for approximating the prediction function fˆ , since the features are
binary. By classifying xnew as 1 if 〈g˜, xnew〉 > 0 and 0 otherwise, we get a classifier that agrees
with the prediction function fˆ on 2490725000 ≈ 99.6% of the observations in the test set. This surprising
result provide further insight on fˆ , specifically that (1) the decision boundary of fˆ is closely defined
by the hyper-planes created by g˜, therefore the learned fˆ is linear although the model is much more
complex; (2) g¯d can be used as a trustworthy estimation of influence of a given word.
There is a last nuance about this example that should be discussed. Although the function is not
differentiable because xj ∈ {0, 1}, the derivatives were obtained as if it were. Effectively it means
that the derivative is being evaluated as if xj ∈ (−ǫ, 1 + ǫ). This approach can be extended to
general categorical data with the use of indicators as features.
5 Conclusion
In this paper we have demonstrated the usefulness of the model gradient vector with respect to the
input, as an important quantity to use when studying the behavior of a given model. The gradient
vector indicates which features affect the prediction the most, thus it can be used to draw insights
and to interpret the input features in complex models quickly and efficiently. We have also showed
that the gradients contains enough information to draw global conclusions on the behavior of the
classifier, including the linear structure of the model, and create a linear approximation of the func-
tion.
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