We consider the problem of finding a strictly fundamental cycle basis of minimum weight in the cycle space associated with an undirected connected graph G, where a nonnegative weight is assigned to each edge of G and the total weight of a basis is defined as the sum of the weights of all the cycles in the basis. Several heuristics have been proposed to tackle this NP-hard problem, which has some interesting applications. In this paper we show that this problem is APX-hard, even when restricted to unweighted graphs, and hence does not admit a polynomial-time approximation scheme, unless P = NP. Using a recent result on the approximability of lower-stretch spanning trees (Elkin et al. (2005) [7]), we obtain that the problem is approximable within O(log 2 n log log n) for arbitrary graphs. We obtain tighter approximability bounds for dense graphs. In particular, the problem restricted to complete graphs admits a polynomial-time approximation scheme.
Introduction
Let G = (V , E) be an undirected graph without loops or multiple edges and with a nonnegative weight w(e) assigned to each edge e ∈ E. An elementary cycle is a connected subset of edges such that all incident vertices have degree 2. A cycle is a subset of edges such that every vertex of V is incident to an even number of edges of the cycle. Cycles can be viewed as the (possibly empty) union of edge-disjoint elementary cycles. The composition of two cycles is defined as the symmetric difference of the corresponding edge sets. Associated with G there is a vector space over GF (2) , called the cycle space, consisting of the edge incidence vectors of all cycles, including the null cycle. If G has n vertices, m edges and p connected components, the dimension of this space is ν(G) = m − n + p. A basis of the cycle space is called a cycle basis.
Cycle bases have recently received growing attention in discrete mathematics, and various classes of cycle bases have been studied (see [13, 14] and the references therein).
In this paper we assume that the graph G is connected and we consider cycle bases that can be derived from the spanning trees of G. If T is an arbitrary spanning tree of G, by adding any one of the m − n + 1 edges of G which do not belong to T , the so-called chords, one creates an elementary cycle and the set of these m − n + 1 cycles form a cycle basis, which is associated with tree T and is referred to as strictly fundamental cycle basis. According to [16] , a cycle basis B = {b 1 , . . . , b m−n+1 } of G is strictly fundamental if and only if no b i consists only of edges belonging to other cycles of B.
Other classes of cycle bases recently investigated include weakly fundamental, planar, totally unimodular and integral cycle bases.
One of the most studied combinatorial optimization problems related to cycle bases is the minimum cycle basis problem where, given a graph G, one wishes to find a cycle basis B of minimum total weight, i.e., which minimizes w(B) = ∑ m−n+1 i=1 w(b i ), where w(b i ) is the sum of the weights of all edges in cycle b i .
In this work we investigate the approximability of the minimum strictly fundamental cycle basis problem, which is defined as follows.
Min-FCB:
Given a graph G as above, find a strictly fundamental cycle basis B of G of minimum weight.
Since in this paper the only fundamental cycle bases we consider are strictly fundamental ones, from now on we will often drop the word ''strictly''.
If T is a spanning tree of G and B is the fundamental cycle basis associated with T , then the total weight w(B) of B will often be denoted by fund G (T ), where the subscript G will be omitted whenever it is clear from the context.
Interesting applications of Min-FCB arise, for instance, in the testing of electrical circuits [4] , the generation of minimal perfect hash functions (see [5] and the references therein), the coding of ring compounds [15] , the planning of complex syntheses in organic chemistry [17] as well as in cyclic timetabling [12] .
While the problem of finding a cycle basis of minimum weight is solvable in polynomial time [10] , Min-FCB is known to be NP-hard [6] and several heuristics have been proposed for its solution (see [6, 5, 2] and the references therein).
In this paper we prove that Min-FCB is APX-hard, 1 even when restricted to unweighted graphs, and hence does not admit a polynomial-time approximation scheme unless P = NP. Moreover, using the recent result in [7] on lower-stretch spanning trees, we establish that the problem is approximable within a factor of O(log 2 n log log n) for arbitrary graphs. For dense graphs we obtain tighter approximability bounds. We derive a constant (respectively an O(log n)) factor if the number of edges of the complement of G is O(1) (respectively O(log n)), and we present a polynomial-time approximation scheme for complete graphs.
Two well-studied problems related to Min-FCB are the Minimum Communication cost spanning Tree problem (Min-CT), introduced in [11] , and the Minimum Routing cost spanning Tree problem (Min-RT) [18] . In Min-CT, given a complete undirected graph G = (V , E) with a nonnegative weight w(e) assigned to each edge e ∈ E and a nonnegative communication requirement r(i, j) for each unordered pair of vertices i, j, one looks for a spanning tree T of G which minimizes the total communication cost, i.e., the function com G (T ) = ∑ i,j∈V r(i, j)w T (i, j), where w T (i, j) denotes the weight of the unique path in T joining the vertices i and j. Recently Min-CT has been proved to be approximable within a factor O(log 2 n log log n) on arbitrary graphs [7] . If all communication requirements are equal to 1, then problem Min-CT is called Min-RT and the function to be minimized is therefore C G (T ) = ∑ i,j∈V w T (i, j), called the routing cost of T . It is shown in [18] that Min-RT admits a polynomial-time approximation scheme for general graphs. It is worth pointing out that although Min-FCB was shown in [6] to be NP-hard by a reduction from Min-RT, these two problems differ substantially. While in Min-RT one minimizes the sum of the weights of the paths on a tree between all pairs of vertices, in Min-FCB the sum is taken only over the pairs of vertices corresponding to the edges of the graph that do not belong to the tree and the weights of all these non-tree edges are also included in the objective function. The results presented in this paper highlight the difference between these two problems, showing that Min-FCB is harder to approximate than Min-RT.
The approximability of the bottleneck version of Min-FCB, in which one looks for a fundamental cycle basis where the weight of the maximum cycle is minimum, has been addressed in [8] .
The paper is organized as follows. In Section 2 we establish the inapproximability result for Min-FCB. In Section 3 we derive upper bounds on the approximability for arbitrary and dense graphs. In Section 4 we present the polynomial-time approximation scheme for Min-FCB restricted to complete graphs.
The inapproximability result
In this section we show that Min-FCB is APX-hard, by exhibiting an L-reduction from the following special case of the maximum satisfiability problem.
Max-3SAT-NAE-UN-q: Given a set X = {x 1 , . . . , x n } of Boolean variables and a collection C = {C 1 , . . . , C m } of disjunctive clauses with exactly 3 variables per clause, where all variables appear unnegated and each variable occurs in at most q clauses, find a truth assignment to the variables which maximizes the number of clauses containing both a true variable and a false variable. This is the so-called Not All Equal (NAE) version of Max-3SAT restricted to instances with unnegated variables, where each variable occurs at most q times, q being a positive integer.
Before exhibiting the L-reduction, from Max-3SAT-NAE-UN-q with q ≥ 9 to Min-FCB, we prove in Lemma 1 that Max-3SAT-NAE-UN-q is APX-hard for any q ≥ 9, so the conclusion that Min-FCB is APX-hard follows directly. For the convenience of the reader we recall here the definition of an L-reduction among NPO problems; see e.g. [3] . An L-reduction from an NPO problem P 1 to an NPO problem P 2 consists of two polynomially computable functions t 1 and t 2 . Function t 1 associates with any instance I of P 1 an instance I ′ of P 2 , whereas function t 2 associates with any instance I of P 1 and any feasible solution S of the corresponding instance I
is an L-reduction if there are positive constants β 1 and β 2 such that for every instance I of P 1 :
where opt P i (X) denotes the optimum value for instance X of problem P i , and val P i (X, Y ) denotes the objective function value of the feasible solution Y for instance X of problem P i , with i = 1, 2.
Lemma 1.
Max-3SAT-NAE-UN-q is APX-hard, for any q ≥ 9.
Proof. First note that Problem Max-2SAT-NAE-UN-3 (whose definition is obvious from the name) is equivalent to Max CUT-3, the problem of finding a cut containing the maximum number of edges in an undirected graph where all vertices have degree at most 3. Indeed, the instance of the first problem having a Boolean variable x i corresponding to each vertex i of the graph and a disjunctive clause x i ∨ x j corresponding to each edge {i, j}, admits a truth assignment satisfying k clauses in the NAE sense if and only if the graph contains a cut of cardinality k. There is a straightforward correspondence between the subsets of variables with values true and false and the subsets of vertices inducing the cut. Since Max CUT-3 is APX-hard [1] , the same is true for Max-2SAT-NAE-UN-3.
Now we exhibit a simple L-reduction from Max-2SAT-NAE-UN-3 to Max-3SAT-NAE-UN-q, with q ≥ 9, thus establishing its APX-hardness. For any instance I of the 2SAT problem, a special instance I ′ of the 3SAT problem can be constructed by replacing each clause x i ∨ x j with the following four clauses, each involving exactly three variables:
where the additional y variables do not occur in any other clause. Note that all four clauses can be satisfied in the NAE sense if and only if x i and x j do not have the same truth value, whereas, regardless of the values of x i and x j , the first three clauses can always be satisfied in the NAE sense. Clearly in the instance of the 3SAT problem the occurrence of each variable is at most 9, and hence at most q, for any q ≥ 9. Motivated by Lemma 1, in the rest of this section we let q ≥ 9 be a fixed integer.
The reduction
Given an arbitrary instance I of Max-3-SAT-NAE-UN-q having a set X = {x 1 , . . . , x n } of Boolean variables and a collection C = {C 1 , . . . , C m } of clauses, with at most q occurrences of each variable, we construct the corresponding instance I ′ of Min-FCB, i.e., a weighted graph G I , as follows. The set of vertices is given by
where r can be viewed as a root; the edges in E(G I ) together with the corresponding weights are defined as follows:
• for each i = • for each i = 1, 2, . . . , n, include in T a single edge connecting x • for each clause C j , with 1 ≤ j ≤ t, select one variable x with (x) = true and one variablex with (x) = false, and include the edges {c In order to evaluate the cost of the fundamental cycle basis associated with T , we need to sum the cost of the fundamental cycles induced by every co-tree edge e ∈ E \ T . Let us distinguish the following cases.
• For each i = 1, 2, . . . , n, exactly one of the two edges {r, • For each i = 1, 2, . . . , n, 2q edges connecting vertices x A i and x B i are not in T . Since each one of them induces a cycle of cost 2, the costs of these cycles add up to 4qn.
• For each j = 1, 2, . . . , t, the four co-tree edges incident in c Therefore the cost of the fundamental cycle basis associated with T is Now we focus our attention on the spanning trees of G I which exhibit the same properties of the spanning tree constructed in Lemma 2, and that are characterized in the following definition. 
Lemma 4. Given any spanning tree T of graph G I , it is possible to derive from T a well-behaved spanning tree T
′ having
Proof. Let T be an arbitrary spanning tree of G I . We can always assume the edges of T to be oriented as to point away from r so that, whenever convenient, T can be regarded as an r-rooted arborescence. Due to the topology of G I , any path connecting r to a c vertex (c , r) ). Notice that whenever we perform such a swap on an r-rooted arborescence we end up with another r-rooted arborescence with a smaller number of c vertices which are not leaves. Another nice property of the swap is that for no node the distance from r within the arborescence is increased. Denote by T ′ the r-rooted arborescence obtained from T after carrying out all such possible swaps. Clearly, when disregarding the directions of the arcs, T ′ is also a spanning tree of G I and our claim is that To conclude the proof, we need to show that any spanning tree T of G I satisfying the first two properties can be turned into a spanning tree T ′ that also satisfies the third property. Therefore, for any clause index value j, 1 ≤ j ≤ m, we consider the pair of vertices c 
and l = k, or due to the subgraph symmetry we can make them parallel by substituting any one of them with the edge parallel to the other one, without changing the value of fund G I . Now suppose that T contains at least one edge {x
, r} for some l, 1 ≤ l ≤ 3, and at least one edge {x The two previous lemmas yield the main result of this section.
Theorem 5. Min-FCB is APX-hard.
Proof. Since in Lemma 1 we proved that Max-3-SAT-NAE-UN-q is APX-hard for any q ≥ 9, it suffices to verify that the reduction presented in this section is an L-reduction. For any instance I = (X, C) of Max-3-SAT-NAE-UN-q, the corresponding instance I ′ of Min-FCB can obviously be constructed in polynomial time.
The simple randomized argument implying that any Max-SAT instance with m clauses admits a truth assignment satisfying at least m/2 clauses, is also valid for Max-3-SAT-NAE-UN-q. Just consider a random truth assignment in which each Boolean variable is assigned the value true with probability 1/2. If X j denotes a random variable such that X j = 1 if clause j is satisfied in the NAE sense and 0 otherwise, then for the expected number of clauses satisfied in the NAE sense we
. As described in the proof of Lemma 4, from any spanning tree T of G I we can derive a well-behaved spanning tree T ′ without increasing the weight of the associated fundamental cycle basis. Now the three properties characterizing wellbehaved spanning trees guarantee that it is possible to reverse the argument used in the proof of Lemma 2, in order to construct a spanning tree of G I with a fundamental cycle basis of cost n(4q + 3) + m(8M + 12) − t from a truth assignment of I satisfying t clauses. In order to derive a truth assignment for I from tree T ′ , it suffices to set (x i ) = true when {x 
Approximability results for general graphs
We now present some upper bounds on the approximability of Min-FCB that can be obtained from recent and less recent results regarding related problems. We first consider the general case of arbitrary weighted graphs.
Theorem 7. Min-FCB is approximable within O(log
2 n log log n).
Proof.
We proceed by reducing Min-FCB to Min-CT and by using the polynomial-time approximation algorithm for Min-CT given in [7] .
Let G = (V , E) be the graph of an arbitrary instance of Min-FCB. For each pair (i, j) of vertices of G, we specify a requirement r(i, j) as follows: r(i, j) = 1 if i and j are the end vertices of an edge of E and r(i, j) = 0 otherwise. Let G ′ be the graph with the added requirements, which is a particular instance of Min-CT on graphs that are not necessarily complete. For any subset S ⊆ E, let w(S) = ∑ e∈S w(e). For any spanning tree T (of G and also of G ′ ) the functions fund G (T ) and com G ′ (T ) are well defined and it is easy to verify that they satisfy:
(1) Now, let T * c (respectively T * f ) be a spanning tree that minimizes the function com G ′ (T ) (respectively, fund G (T )). The following is straightforward.
Claim 1.
If Min-CT is approximable within ρ > 1, then Min-FCB is approximable within 3ρ + 1.
and this shows that T ′ c is a (3ρ + 1)-approximate solution of Min-FCB.
Theorem 7 now follows from Claim 1 since in [7] it is proved that Min-CT with arbitrary graphs and arbitrary requirements is approximable within O(log 2 n log log n).
Better upper bounds on the approximability of Min-FCB can be derived for dense graphs. Proof. The proof is similar to that of Theorem 7. Instead of the polynomial-time approximation algorithm for Min-CT with arbitrary graphs and requirements, we use the polynomial-time approximation scheme for Min-RT with arbitrary graphs and all requirements equal to 1, presented in [18] . Therefore, given the graph G of an arbitrary instance of Min-FCB, we set all requirements r(i, j) in G ′ equal to 1. The analogue of (1) becomes:
where w T (i, j) denotes the weight of the unique path in tree T joining vertices i and j. The analogue of Claim 1 states that, if Min-CT with uniform requirements is approximable within ρ then Min-FCB is approximable within ρ(3 + m c ) + 1. Since in [18] it is proved that Min-RT is approximable within (1 + ε), for every ε > 0, then Min-FCB is approximable within (1 + ε)(3 + m c ) + 1, and the conclusions follow both for m c = O(1) and m c = O(log n).
Since m c = 0 in complete graphs, Proposition 8 directly implies that Min-FCB restricted to complete graphs is approximable within a constant factor of 4 + ε, for any ε > 0. But the deeper analysis presented in the next section leads to a polynomial-time approximation scheme.
A polynomial-time approximation scheme for complete graphs
In this section we prove that Min-FCB admits a polynomial-time approximation scheme (PTAS) when restricted to complete graphs. The proof is based essentially on an extension of the construction given in [18] , that allows us to find a PTAS for Min-RT on general graphs. Hence, throughout this section, we assume that G is a complete graph. Moreover, to simplify the presentation and the proofs, we will often refer to an additional objective function F defined on a spanning tree T of G as
In complete graphs this function is related to the routing cost C (T ) of a spanning tree T of G, where
by the simple formula
This relation will allow us to use some of the results obtained in [18] for C (T ) and for problem Min-RT. Obviously any spanning tree minimizing function F also minimizes function fund. In order to find the PTAS we will proceed in two steps; in the next subsection we first describe a PTAS for Min-FCB restricted to metric graphs, i.e. complete graphs having edge weights that satisfy the triangular inequality, then in Section 4.2 we extend the result to the case of general complete graphs.
The metric case
Throughout this subsection we assume that G = (V , E) is a metric graph. As already said, the construction that we are going to describe in order to obtain the PTAS follows closely that in [18] , of which we adopt part of the notation so as to use and to build on their results as much as possible. In [18] the attention is focused on special types of spanning trees called k-stars. For any given integer k ≥ 1, a k-star of G is a spanning tree having at most k internal (i.e. with degree greater than one) vertices. A minimum fund cost k-star of G is a k-star of G minimizing function fund (and hence function F ) among all k-stars of G.
Described in a few words, the construction that yields the PTAS for Min-FCB consists in picking, as proposed in Proposition 10, an appropriate value of k w.r.t. the desired performance ratio 1 + ε of the PTAS, and in returning as an approximate solution of Min-FCB a minimum fund cost k-star of G, which can be found in polynomial time as shown in Proposition 9. Hence, in order to reach the goal of establishing in Theorem 11 the existence of the PTAS, we first state, without proofs, the two propositions that directly imply the result of the theorem. The proofs of the propositions are postponed after that of the theorem. Proof. Let G be an arbitrary metric graph. The PTAS is the polynomial-time algorithm that, for any given ε > 0, first sets δ = min(1/3, ε/(1 + ε)) and k = ⌈2/δ⌉ − 3, and then returns in time O(n 2(k+1) ) a minimum fund cost k-star K of G (this is possible by Proposition 9). Since the assumption for δ in Proposition 10 is satisfied, there exists a k-star X of G such that
Proposition 9. For any given k, a minimum fund cost k-star of G can be found in O(n
For the running time, if we set ρ = k + 1, then ρ = ⌈2/δ⌉ − 2, and this implies that ρ is equal to 4 if δ = 1/3, and to ⌈2/ε⌉ otherwise.
The rest of this subsection is devoted to the proofs of Propositions 9 and 10. Before proving Proposition 9 we recall some of the definitions given in Section 6 of [18] in order to prove their Lemma 5.14. Notice that this lemma is the analogue, for a minimum routing cost k-star, of our Proposition 9.
A k-star X of G can be described by a triple (S, τ , L) where S = {v 1 , . . . , v k } ⊆ V is a set of k distinguished vertices that include all the internal vertices of X , τ is a spanning tree topology on S, and L = (L 1 , . . . , L k ) , where L i ⊆ V \ S is the set of vertices connected to vertex v i ∈ S. A k-star X , described by a triple (S, τ , L) , is said to have configuration (S, τ ,
As noted in [18] , for any fixed k, the total number of configurations is O(n Proof of Proposition 9. Let X be a k-star of G having a given configuration (S, τ , l). We show how to find in time O(n 3 ) a k-star of G minimizing function fund among all k-stars having the same configuration (S, τ , l). From this fact the conclusion would follow immediately, by examining the O(n 2k−1 ) configurations and retaining the best k-star. Since G is a complete graph, from (3) and (4) we have
Observe that the first and last term on the right-hand side of (5) 
over these k-stars. Since all edge weights w(e) in (6) are multiplied by the same factor (here (n − 3), in [18] (n − 1)), we can conclude as done in [18] . The best way of connecting the vertices in V \ S to those in S can be determined by finding a minimum cost assignment of the vertices in V \ S to those in S, which respects the degree constraints on the vertices in S imposed by the configuration. This problem can be solved in polynomial time for any given configuration (by a straightforward reduction to an instance of the minimum cost perfect matching problem, also called assignment problem). By using an O(n 3 ) algorithm for the assignment problem the conclusion follows. The reader is referred to [18] for the description of a slightly more efficient way of determining a minimum fund cost k-star.
In order to prove Proposition 10, whose analogue in [18] for function C is Lemma 5.13, we need to introduce additional definitions and notations. These are identical to those introduced in [18] , since they concern structural issues of G and do not depend on the objective function; their inclusion here is motivated by a desire to make the present paper self-contained. = n − |VB(T , P, i)| − |VB(T , P, j)| is the number of nodes hanging off the internal nodes of P (see Fig. 2 ). Assuming that P = (i, r 1 , r 2 , . . . , r h , j) , we set Q (P) = ∑ 1≤x≤h |VB(T , P, r x )|d T (r x , i). Assuming instead Fig. 2. A, B and C indicate the sets of vertices hanging off the endpoints and the internal points of path P = {i, r 1 , r 2 , r 3 , j}. 
(e).
After the concept of δ-separator of T , we introduce the concept of δ-spine of T , which is able to characterize certain types of δ-separators. Informally, a δ-spine is a set of edge-disjoint paths whose union is a minimal δ-separator; moreover each path must have only a few vertices hanging off its internal vertices (no more than δn/2), and these paths (called δ-path) may intersect only at their endpoints. A δ-spine can be obtained by appropriately cutting a minimal δ-separator into δ-paths.
Definition 13 ([18]
). Given a spanning tree T of G, and 0 ≤ δ ≤ 0.5, a δ-path of T is a path P of T such that P c ≤ δn/2. Definition 14 ([18] ). Let 0 ≤ δ ≤ 0.5. A δ-spine Y = {P 1 , P 2 , . . . , P h } of a spanning tree T is a set of pairwise edge-disjoint δ-paths of T such that S = ∪ 1≤i≤h P i is a minimal δ-separator of T . Moreover, for any pair of distinct paths P i and P j in Y , we require that, if they intersect, the intersection point is an endpoint of both paths. The second step consists in establishing a lower bound for F (T ), based on the knowledge of a δ-spine of T .
Lemma 17.
Let Y be a δ-spine of a spanning tree T of G and S = ∪ P∈Y P. Then
Proof. By using relation (4) and the lower bound on C (T ) given in Lemma 5.12 of [18] we have
where for the inequality we also used the fact that ∑ e∈S w(e) = ∑ P∈Y w(P), by definition of δ-spine. The conclusion follows if we notice that
Now we may begin the proof of Proposition 10. 
Proof of Proposition
, and set k = ⌈2/δ⌉ − 3. We describe how to construct from T * G a k-star X of G satisfying Proposition 10. We proceed, as in [18] , in three steps. We first construct a tree R of G with vertex set CAL(Y ) and edge set E r = {(u i , v i )|1 ≤ i ≤ h}. This set of edges, each one connecting the two endpoints of a δ-path, is acyclic since it corresponds to the skeleton of the δ-spine. Then we connect all vertices in V − CAL(Y ) directly to one of the vertices in CAL(Y ) so as to minimize function F , obtaining therefore a k-star X = (V , E x ) of G. Finally we prove that F (X) ≤
so that Proposition 10 holds true.
Let us proceed with the second step, since the first is obvious. In order to connect all vertices in V − CAL(Y ) directly to one of the vertices in CAL(Y ) so as to minimize function F , we use an indicator function f (i) which indicates the endpoint of P i to which all the internal vertices of path P i and all the vertices hanging from the internal vertices of P i are directly connected. The definition of function f (i) is introduced in order to allow the last equality in (8) to be satisfied. Precisely, the edge function f (i) is defined as
Consequently the set E x of X is defined as follows:
; hence all vertices in V i are either connected to u i or to v i .
By construction, X is k-star with k = ⌈2/δ⌉ − 3. It remains to be shown that F (X) ≤
To improve readability, we adopt the following notation, which simplifies the one used in [18] :
Hence, due to (4), we clearly have
w(e).
Let us consider the right-hand side of (7). On the one hand, for any e = (u i ,
On the other hand, as proved in page 772 of [18] , the triangle inequality implies
Thus, from (7) and the two inequalities above we deduce that
where the last equality in (8) follows from the definition of the indicator function. Since the minimum of two numbers is not larger than their weighted mean we have that min
and, as a consequence, (8) is
where in (9) we used the fact that n − c i
We now derive three upper bounds for the three terms in (9) . For the first term it is easy to verify that, if δ ≤ 1/3, then
For the third term of (9), we have that
where the second inequality holds since c i ≤ δn/2.
For the second term of (9), we now verify that
i.e.,
Notice that, since the δ-spine is a minimal δ-separator, then c i = 0 implies b i > 1. It follows that 3b i +b i c i ≥ 4, and therefore for the second term on the left-hand side of (12) we have
Hence an upper bound on the left-hand side of (12) is
To conclude the proof it suffices to use Lemma 17 and the three upper bounds for the terms of (8) to obtain that
The general case
In this subsection we show how to obtain a PTAS for Min-FCB on arbitrary complete graphs. We proceed as in [18] in a way that we now describe informally.
Given a complete graph G = (V , E), where to each edge e = (x, y) is assigned a weight w(x, y), we construct its metric closure G, where to edge e = (x, y) is assigned a weight δ(x, y) representing the weight of a shortest path in G between x and y. Then we apply to G the PTAS of the preceding subsection to obtain a spanning tree T of G, and successively we derive from T a spanning tree Y of G, using Algorithm RBE below, which is a straightforward adaptation of the algorithm Remove_bad presented in [18] . The spanning tree Y constitutes the approximate solution for Min-FCB.
We are able to show that Algorithm RBE, similarly to the one in [18] that is able to derive from any spanning tree T of G a spanning tree Y of G without increasing the routing cost C , does not increase the fund G cost. This will allow us to conclude in Theorem 20, after having established in Proposition 19 a useful lower bound on the fund G cost of any spanning tree of G, that the procedure informally described above is a PTAS for Min-FCB on arbitrary complete graphs. It is worth pointing out that, while the reduction to a metric graph works in [18] for arbitrary graphs with the cost function C , it works only for complete graphs when the fund (or F ) cost function is considered. Indeed equality (4) holds only for complete graphs and a PTAS for general graphs cannot exists, due to the result of Section 2. Before describing Algorithm RBE (remove bad edges), we give some additional notations and definitions.
Let T be any spanning tree of a complete weighted graph G = (V , E) and e = (x, y) be any edge of T . We denote by V x and V y the sets of vertices of the two subtrees obtained from T by deleting edge e and we set C (T ,
. We say that an edge e = (a, b) of a spanning tree T of G (or of G) is a bad edge if w(a, b) > δ(a, b). For any bad edge (a, b) , there clearly exists a path P in G such that w(P) = δ(a, b) .
Given any spanning tree T of G, the algorithm RBE iteratively replaces bad edges e = (a, b) of T with edges from the path P in G such that w(P) = δ(a, b) until there are no more bad edges in T . The resulting spanning tree Y of G is also a spanning tree of G and we will show in Proposition 18 that fund G (Y ) ≤ fund G (T ). let y be the father of x in T ; 2.3.
if b is not an ancestor of x in T then 2.3.1.
2.4. else 2.4.1.
2.6. Fig. 4 illustrates the two cases of Algorithm RBE. A simple counting argument, proved in [18] , shows that the while loop is executed at most O(n 2 ) times so that the total complexity of RBE is O(n 3 ). The following proposition needs instead a specific proof.
Proposition 18. Before line 2.6. is executed, fund G (Y ) ≤ fund G (T ).
Proof. Throughout this proof we omit, for simplicity, the subscript G in all cost functions (fund, F , or C ) of spanning trees.
For every vertex v, define S v = {u ∈ V | v is an ancestor of u in T } ∪ {v}. There are two cases: x ∈ S a \ S b and x ∈ S b . We just consider the first case since the second one is identical if we re-root tree T at b and exchange the roles of a and b.
, the result obviously holds. Assume on the contrary that fund(T ) < fund(Y 1 ) and set S 1 = S a \ S b and S 2 = S 1 \ S x (see Fig. 5 ).
Due to (3), (4) and the fact that δ(a, b) = δ(a, x) + δ(x, b) (the shortest path from a to b contains x) we have that
and the last equality is true since the distance between any pair of vertices both in S 1 (or in S b ) does not change. So Since we have that
where
, by substituting in (14) and dividing the left-hand side by |S b |, we conclude that
Given that
In a similar way we obtain that
It remains to be proved that (18) is not greater then 0. First of all it is not difficult to see that
The next equality is proved in Proposition 4.2 of [18] C (Y 2 , S 2 , S x ) − C (T , S 2 , S x ) = |S x |{C (T , a, S 1 ) − C (T , x, S 1 ) + |S 2 |δ(x, a) + C (T , x, S x ) − C (T , a, S x )}. The following proposition establishes a useful lower bound on the relation among the fund G cost of any spanning tree of G and the fund G cost of the same tree in the metric closure G of G. Proof. Consider any edge e ∈ E. If e ̸ ∈ T then the edge belongs to a unique elementary cycle and, when passing from graph G to graph G, this edge contributes to an increase of function fund of exactly w(e) − δ(e). If instead e ∈ T , since G is a complete graph, there are at least n − 1 fundamental cycles and hence at least one cycle that includes it; in this case the edge contributes to an increase of function fund of at least w(e) − δ(e), allowing therefore to conclude that the first statement of the proposition holds true. If T has no bad edges there is no increase due to edges in T , and the increase due to edges not in T is exactly equal to ∑ e∈E (w(e) − δ(e)).
Proposition 19 and the fact that the tree returned by Algorithm RBE has no bad edges now allow us to prove the main result. Proof. Let G be any input graph and let T * G (resp. T * G ) denote a spanning tree of G (resp., of G) minimizing function fund G (resp. fund G ). For any given ε > 0, the PTAS proceeds in three steps: first it constructs the metric closure G of G, then it applies the PTAS of Theorem 11 to G in order to obtain a spanning tree T of G satisfying fund G (T ) ≤ (1+ε)fund G (T * 
Concluding remarks
We have presented the first results regarding the approximability of the problem of finding fundamental cycle bases of minimum total weight in undirected graphs. On the one hand, we have proved that MIN-FCB is APX-hard, even when restricted to unweighted graphs, and hence does not admit a PTAS, unless P = NP. On the other hand, we have derived upper bounds on the actual approximability factor for arbitrary graphs as well as for dense graphs. In particular we have shown that the problem restricted to complete graphs admits a PTAS. Thus Min-FCB turns out to be harder to approximate than the related problem Min-RT [18] , which admits a PTAS for arbitrary graphs. We leave as an open question whether Min-FCB is approximable within a constant factor for arbitrary graphs.
