The growing need of quick and online estimation of video quality necessitates the study of new frontiers in the area of no-reference visual quality assessment. Bitstream-layer model based video quality predictors use certain visual quality relevant features from the encoded video bitstream to estimate the quality. Contemporary techniques vary in the number and nature of features employed and the use of prediction model. This paper proposes a prediction model with a concise set of bitstream based features and a machine learning based quality predictor. Several full reference quality metrics are predicted using the proposed model with reasonably good levels of accuracy, monotonicity and consistency.
INTRODUCTION
The recent advancement in digital imaging technology and availability of efficient transmission systems have resulted in a proliferation of videos more than ever before. Videos transmitted to and from mobile devices will account for 66% of the global mobile data traffic by 2017 as per forecasts [1] . Video services that have gained wide interest are many and television broadcast, DVD, Blu-Ray, Mobile TV, Web TV etc. are some to name. One of the key characteristics of video services is perceptual aspect of the quality of experience (QoE) as observed by the end user. Quality of visual media can get degraded during capture, storage, transmission, reproduction and display due to distortions which might occur at any of these stages. The true judges of video quality are humans as end users of the video services. The scientific process of evaluation of video quality by humans is called subjective quality assessment and it is usually given as mean opinion score (MOS) value. However, subjective evaluation is often too inconvenient, time-consuming, expensive and it has to be done by following special recommendations in order to yield reproducible standard results. These reasons give rise to the need of some intelligent ways of automatically estimating the perceived quality that can be performed swiftly and economically. This non-subjective way of quality evaluation is known as objective quality assessment. Due to the overwhelming number of approaches on which objective methods of video quality assessment (VQA) are based, there are many ways we can classify them. For example, data metrics such as PSNR and MSE consider only the fidelity of the signal and remain agnostic to the visual content. On the other hand, picture metrics do take into account the visual information present in the signal. Moreover, objective metrics can also be divided on the basis of the reference information used for the quality estimation. Such metrics fall in one of the three categories namely full-reference (FR), reduced-reference (RR) and noreference (NR) metrics [2] .
In the area of video quality, Video Quality Expert Group (VQEG) has the paramount role of validation of objective metrics for International Telecommunication Union (ITU) [3] . ITU has been the cardinal body for issuing recommendations and performing standardization activities for objective methods of video quality. Based on the normative reports from ITU, objective metrics have been classified into the following five groups in terms of the type of data used.
1. Media-layer models: Models found in this category estimate quality value using the video signal. Applications such as codec comparison and optimization are common uses of these models. 2. Parametric packet-layer models: These models do not access the media signal but employ the packet-header information to estimate visual quality. 3. Parametric planning models: In these models, the quality planning parameters for network and terminals are employed for the assessment of quality. 4. Bitstream-layer models: These models use the encoded bitstream and packet-layer information for the quality assessment. 5. Hybrid models: A composite of two or more models mentioned earlier belongs to this category. PSNR and MSE have been the traditional pixel by pixel comparison objective metrics which, however, don't correlate well with perceptual assessment of humans [4] . It is desirable to have perceptually relevant objective metrics, hence Structural Similarity Index (SSIM) and Perceptual Evaluation of Video Quality (PEVQ) included in ITU-T Rec. J.247 are preferred.
Our contribution in this paper builds on our previous works [5] and [6] . The use of neural network for image quality prediction has given results better than the use of linear regression technique [6] . However, neural network techniques often face the problem of overfitting and the computational complexity of neural network based methods can grow with increase in dimension of input space. In order to circumvent such issues, support vector machine technique is used [7] . Mainly, this paper presents: carefully performed subjective tests of quality assessment on a varying content of video sequences, a rational selection of the bitstream features based on their contribution towards quality estimation, improved results by using a better regression technique and a comprehensive comparison of results using commonly used FR quality metrics such as PSNR, SSIM, MSSIM and PEVQ. The remaining part the document is organized as follows. A description of the test media generation and its subjective quality assessment, used in this work, is provided in Section 3. It is followed by the details of the proposed model of quality prediction in Section 4. A comparison of the proposed method with similar techniques is presented in Section 5. Finally, some conclusive remarks about this work are drawn in Section 6.
RELATED WORK
With regards to the use of quality metrics in practice, such as in-service monitoring, only NR metrics are suitable as availability of a reference video signal (FR) or some features of the reference video (RR) is not possible mostly. Bitstreamlayer models provide a low complexity solution for NR quality assessment. The parameters used in these methods can be obtained without fully decoding a video. A low complexity solution of video quality prediction based on bitstreamlayer parameters is found in [5] . Low complexity has been achieved by using a simple multi-linear regression system for estimating a relationship between the parameters and quality values. An improvement of this approach was presented in [6] where the required number of parameters have been reduced for computational efficiency and the prediction accuracy has been improved by the virtue of the usage of artificial neural network (ANN). The results presented in both of these methods were not, however, validated by subjective scores. A set of 48 bitstream parameters related to slice coding type, coding modes, various statistics of motion vectors and QP value was used in [8] to predict quality of HDTV videos. Partial least squares method was used as a tool for regression between the feature set and subjective MOS. However, the computational complexity for processing such a huge set of parameters on slice level can be a point of concern. Two methods tested on MPEG-4 encoded videos and based on several macroblock (MB) level statistics, derived from bitstream and reconstructed videos, were reported in [9] for PSNR and in [10] for SSIM. In the metric targeted for for PSNR estimation, Shanableh [9] has employed spectral regression and reduced model polynomial network. A multi-pass prediction system based on stepwise regression has been used in [10] . The video features, in both of these metrics, constitute mainly coding information of an MB, some relative measures of motion vectors of neighboring MBs and a couple of numerical values related to texture of an MB. Similarly, a PSNR estimator for H.264/AVC encoded video is presented in [11] where bitrate, QP value and coding mode are used as the features for quality prediction. Prediction of perceptual quality (subjective MOS) can be an applicable improvement of these methods.
SUBJECTIVE VIDEO QUALITY ASSESSMENT
Subjective evaluation of video quality is the fundamental ground truth to test and compare the performance of objective methods of quality assessment. It involves setting up an experimental environment according to specific recommendations where a prescribed number of people watch the test set of video sequences and rate the videos in terms of the visual quality. International Telecommunication Union (ITU) has two sub organizations namely Radiocommunication Unit (ITU-R) and Telecommunication Unit (ITU-T) which are responsible for standardizing such recommendations.
Test Video Sequences
Six different video sequences of CIF and QCIF spatial resolutions were selected in raw progressive format with different amount of motion contents and texture complexity. A method put forward by ITU-R P.910 [12] recommends an approach to characterize videos on the basis of their spatial perceptual information (SI) and temporal perceptual information (TI). SI and TI are calculated in the luminance plane of a video. The test videos used in this work have been selected to represent both of these two parameters from low to high range and Fig.  2 shows a plot for the chosen videos, displayed in Fig. 1 . The selected videos were encoded at two frame rates and five different bitrates, resulting into a test set of 120 videos, Table 1 shows these values in detail. The encoding was done using JM reference software (http://iphome.hhi.de/suehring/tml) based on H.264/AVC standard in baseline profile mode. This encoding approach is specifically useful in applications that require low delay (such as video conferencing) as bi-predictive coding (B frames) are not used in it and for the hand-held devices with low computational power. Each of 120 video sequences were of 20 seconds in length. The first frame is coded as intra (I) frame and has comparatively high quality which is supposed to reduce for upcoming successive frames due to predictive coding. In order to have relatively uniform quality of the whole test sequence, last 10 seconds of each video were selected for the subjective quality assessment to remove the I frame effect and to avoid forgiveness effect [13] . 
Subjective Quality Assessment Setup
We considered the recommendations given by ITU-R BT 500-12 [14] for the lab setup of our experiments. Particularly, the method followed was single stimulus quality evaluation where a test video sequence is shown once without the presence of any explicit reference, corresponding to the reality where users see only the processed version of videos [15] . A detailed account of these subjective tests is presented in [16] . In order to obtain reliable results out of raw subjective scores, screening of the observers was employed to discard observers that are considered as outliers. The algorithmic details of these steps are reported in Annex 2 of [14] . After performing the refining process, mean opinion score (MOS) was calculated and used in this work.
THE PROPOSED METHOD
The proposed method consists of extraction of visual quality relevant bitstream parameters/features and building of a machine learning based model for quality prediction. These parameters were selected carefully to keep the complexity in control and to get reasonable coding information which can represent the degradations caused on visual quality by compression. Here, we describe the extracted parameters and the rationale of including a feature in the proposed model. Note that the terms parameter and feature are used alternatively to • Coding Distortion: Quantization is the main source of distortion introduced during the video encoding and the Quantization Parameters (QP) value is used to steer the scale of quantization. The QP value has its impact on the bitrate and it is observed that a video sequence coded at higher bitrate has higher visual quality and the quality is degraded by lowering the coding bitrate when the encoding settings is fixed.
• Content Structural Information: In H.264/AVC, the 16x16 macro block (MB) can be subpartitioned into blocks of sizes 4x4, 4x8, 8x4 or 8x8, 8x16, 16x8 depending on the coding mode being chosen for the sake of minimal error in prediction [17] . The relative selection of these alternatives during encoding provides an estimate of the structural information of the content present in a video. The ratio of intra blocks out of the total blocks in an inter frame would give an estimate of temporal complexity present in a video sequence. Motion Vector (mv) based statistics can be used to characterize the motion contents of a video. As the rate control mechanism in the used JM reference software is driven to find the optimum coding modes based on a requested bitrate, the above mentioned two types have an aggregate impact on the visual quality and it differs depending on the content of a sequence.
Feature Extraction of H.264/AVC Bitstream Data
In the light of the discussion given before, following features were extracted from the H.264/AVC coded bitstream data of the test video sequences. 
where N is the total number of macroblocks in each frame and and are the absolute motion vector values of the i-th macroblock in X and Y directions respectively. 15. Motion Intensity (II) defined by:
where MVX and MVY are the average of absolute motion vectors in each frame in X and Y directions respectively.
16.
Percentage of Intra coded macroblocks of size 4x4 in I frames. 17. Percentage of Intra coded macroblocks in P frames. 18. Average quantization parameter. The features were computed on frame level and an average value of each feature was obtained for a video. In this work, the coded sequences had only one I frame (1st one), so the feature number 16 was not included in our current model.
Proposed Prediction Model
For VQA, in order to predict the quality value based on an objective model, first we need to train such a model on a set of video features with known quality value. Given a matrix of features of videos with the corresponding values of the quality in vector y, where m and n are real positive numbers, as expressed by the following:
A given prediction model is trained using this n-dimensional feature set for target values of quality measure given in y. This training process can be performed by building a functional model between the video features set and the corresponding quality values set. The trained model is used to predict quality measure of another set of n-dimensional feature set of any test videos, for which it was not trained with. The accuracy of the prediction can be evaluated by using the actual quality measure of the videos.
One of the regression analysis techniques relies on kernel based learning methods. These methods solve any problem by mapping the input data set into high dimensional feature space via linear or nonlinear mapping. Support vector machine (SVM) is a supervised kernel based learning algorithm and it is commonly used for classification and regression analysis [18] . Regression computations in SVM are done based on structural risk minimization (SRM) principle which employs capacity control to avoid over-fitting issue. In order to simplify the implementation of SVM, in which a solution of inequality constraints is sought, Suykens et al. [19] developed a variant of SVM called least square support vector machines (LS-SVM). It reformulates the standard SVM to solve linear Karush-Kuhn-Tucker equation systems and it helps decrease computational complexity. In essence, LS-SVM transforms quadratic programming into a set of linear equations which are easier to solve. In our work, we adopted LS-SVM algorithm for regression analysis due to its known ability of handling non-linear data and the simplicity of computation.
Radial Basis Function (RBF) was selected as the kernel function for realization of implicit mapping of given input data into higher dimensional feature kernel space which results in obtaining better training and testing errors. An optimization algorithm was employed for tuning the hyper parameters in order to achieve better generalization performance and prediction accuracy. There are three optimization algorithms: simplex which can be employed for all kernels, grid search which is limited to 2-dimensional tuning parameter optimization and line search which can only be employed to linear kernel. We need to tune the hyper parameters for building LS-SVM model, so we employed simplex optimization algorithm. The mechanism of the tuning process is operated by coupled simulated annealing (CSA) which is better than multi start gradient descent optimization [20] . We considered leave one out cross validation (LOOCV) as a cost function for estimating the performance of LS-SVM model. This algorithm is controlled by the performance metric mean square error (MSE) and offers good generalization ability [21] . The performance and accuracy of LS-SVM model depends on setting of ( 2 , ), where 2 is width of kernel and is regularization parameter. For each pair of hyper parameters ( 2 , ), LOOCV method is performed on training set to estimate the prediction error and thus a robust model is obtained by selecting those optimal pair of hyper parameters. Interested reader is referred to [19] for a detailed treat of these concepts.
Benchmark Measurements
According to VQEG phase II [22] , performance of an objective quality prediction model can be evaluated by three parameters which describe prediction accuracy using Pearson linear correlation coefficient (PCC), monotonicity using Spearman rank order correlation coefficient (SROC) and consistency using outlier ratio (OR). We have used these metrics to present the results of this work.
Simulation Results
The set of the extracted parameters of 120 video sequences was divided into a training and a test set. The training data was obtained from a set of 80 videos selected randomly from the 120 videos, that makes two third of the total. The proposed LS-SVM model was trained on the training set for a variety of VQA metrics including subjective MOS. The training was done separately for each quality metric and the training data was expected to be different for each due to random selection. The proposed method has been tested for its prediction ability of subjective MOS, PEVQ, PSNR, SSIM and MSSIM. As can be seen in the regression plot given in Figure 3, the proposed model is able to predict subjective MOS with reasonably high accuracy and a similar trend is observed for other quality metrics also. Magnitude of the error bars of PCC values are below 0.005 that shows a high accuracy level in the prediction. Table 2 reports the statistical results achieved after using the features listed in Section 4.1. Results are shown for up to four degrees of precision in most cases. Under each quality metric column, values of the considered performance measures are presented for the three methods. For all of the quality metrics, LS-SVM has outperformed the ANN and MLR methods in all the considered performance measures. Specifically, SSIM and MSSIM have been predicted with comparatively high accuracy, monotonicity and consistency. This result is in-line with findings related to structure based quality metrics for their ability of estimating the visual quality. That explains the widespread adaptation of these metrics for a variety of image processing applications such as image restoration, contrast enhancement, watermarking, and rate-distortion optimization in standard video compression [23] . Performance results on subjective MOS are also promising except relatively high outlier ratio for all three methods. That might occur due to relatively high variability in the subjective scores, which is inherent in subjective assessment. It was observed that certain features can be omitted from the prediction model without any significant loss in performance. A discussion on the rationale of deletion of features was provided in [6] . Consequently, feature number 2, 3, 4, 6, 16, 17 were deleted to form a reduced set of features. Table 3 provided a comparative performance of the proposed method when tested on the reduced set. The simplification of the model for a lesser number of parameters is valid as indicated by the performance measure values. The performance of LS-SVM based model remains almost the same even with the reduced set of features, in contrast to the competitor models. It is ascertained from the results that the use of support vector machine is advantageous in learning the bitstream based features of an encoded video for its quality prediction.
COMPARISON WITH CONTEMPORARY TECHNIQUES

CONCLUSION
We have presented a model of no-reference video quality estimation based on a well-known machine learning method known as LS-SVM. Selection of the quality-relevant features was done based on the rationale of encoding fidelity, structural information of contents, motion information, coding distortion and spatio-temporal complexity. The proposed method was tested for its prediction ability of quality metrics PSNR, PEVQ, SSIM, MSSIM and subjective MOS. Its performance was evaluated using three standard methods of performance measure and reasonably acceptable results were obtained. Moreover, a comparative analysis with two similar methods has been performed to prove its application. The contribution of this paper is two-folds; introduction of a visual quality estimation model with bitstream-based features and comparison of contemporary techniques used for regression. The LS-SVM based predictor performs marginally better than ANN based, and reasonably better than linear-regression based, predictors for accuracy, consistency, monotonicity and error in prediction. The performance of the proposed LS-SVM model remained substantially high while a reduced set of features was used for the quality prediction. This gain in performance can be attributed to the fact that SVM is less prone to overfitting and hence has better generalization capabilities. Future work in this area is to build a model that can account for the impact of network distortions on the visual quality.
