We propose a systematic methodology to derive the regularized thirteen-moment equations in the rarefied gas dynamics for a general class of linearized collision models. Detailed expressions of the moment equations are written down for all inverse power law models as well as the hard-sphere model. By linear analysis, we show that the equations are stable near the equilibrium. The models are tested for shock structure problems to show its capability to capture the correct flow structure in strong nonequilibirum.
Introduction
Modeling of gas dynamics has been attracting people's attention for centuries. Even for the simplest single-species, monatomic gas, while the classical continuum models such as Euler equations and Navier-Stokes-Fourier equations work well in most circumstances, people do find them inadequate when we care about some "extreme cases", such as low-density regime and gassurface interaction. Although some microscopic models, such as Boltzmann equation, Enskog equation, or even molecular dynamics, have been validated to be accurate for most applications, they are usually too expensive to solve due to the high dimensionality. Since there is a large gap between the continuum models and the microscopic models, researchers have been trying to find models sitting in-between, which are cheaper to simulate than the kinetic models.
Since Euler equations and Navier-Stokes equations can be considered as zeroth-order and first-order approximations of the Boltzmann equation in the continuum limit [25] , various attempts have been made to derive higher-order approximations. For example, by ChapmanEnskog expansion [11, 9] , one obtains Burnett equations and super Burnett equations as thirdand fourth-order approximations [5, 23, 24] ; by Grad's expansion, equations for stress tensor and heat fluxes can be derived to provide better closure than the Navier-Stokes and Fourier laws [12, 13] ; by the assumption of maximum entropy, Euler equations can be extended to include 14 (or more) moments [21, 10, 17] . However, these attempts show that going beyond NavierStokes is quite nontrivial: Burnett and super Burnett equations are linearly unstable [2] ; Grad's method has the hyperbolicity problem and the convergence problem [6, 21] ; equations by maximum entropy are still difficult to solve numerically due to an ill-posed optimization problem hidden in the equations [30] . These deficiencies have been severely restricting the applications of these models.
In spite of this, a number of new thoughts have been introduced for this classical modeling problem. In the current century, all these classical models are re-studied. Burnett equations have been fixed to regain linear stability [3, 4] ; the hyperbolicity problem of Grad's equations is fixed in [7] ; approximations of maximum-entropy equations have been proposed which have explicit analytical expressions [18] . At the same time, Grad's old idea hidden in his notes [13] has been picked up to build new models called regularized moment equations [27] . Although all these models are quite new, based on current studies, we find the regularized moment equations to be interesting due to its relatively complete theory (boundary conditions [34] , H-theorem [29, 32] ) and a number of numerical studies [31] . However, the complete regularized 13-moment equations have been derived only for Maxwell molecules. In [33] , it has been demonstrated by the example of plane shock structure that the equations derived for Maxwell molecules are not directly applicable to the hard-sphere model. Therefore, it would be interesting to go beyond Maxwell molecules, and study other interaction models directly.
As far as we know, the only regularized moment model derived for non-Maxwell monatomic molecules is [28] , which is the fully linearized equations for hard-sphere molecules. Such a model cannot be applied in nonlinear regimes such as shock waves. In this work, we are going to extend the work [28] and write down equations for all inverse power law models linearized about the local Maxwellian. Plane shock wave structures will be computed based on these 13-moment models to show better results than a simple alteration of the Maxwell model.
The rest of this paper is organized as follows. In Section 2, we first introduce the explicit expressions of the R13 moment equations, and then show the linear stability analysis. In Section 3, the derivation of the R13 moment equations is presented. Some numerical experiments verifying the capability of the R13 system are carried out in Section 4 and some concluding remarks are made in Section 5. A brief introduction to the Boltzmann equation, the expressions of the infinite moment equations and the concrete form of the right-hand side of the R13 equations are given in the appendices.
R13 moment equations for linearized IPL model
In this section, we are going to present the regularized 13-moment equations for the IPL model, followed by their linear stability and dispersion relations. Before that, we start from a quick review of some properties of the IPL model.
A brief review of the IPL model
The IPL model assumes that the potential between two molecules is proportional to an inverse power of the distance between them:
where κ specifies the intensity of the force between particles. Based on this assumption, the viscosity coefficient of the gas in equilibrium is proportional to a certain power of the temperature of the gas, which is usually written by µ ref (θ/θ ref ) ω , where θ is the temperature represented in the unit of specific energy:
with T being the temperature in Kelvin and k B being the Boltzmann constant, and µ ref is the reference viscosity coefficient at temperature θ ref .
The notation m is the mass of a single molecule, and the viscosity index ω is related to η by ω = (η + 3)/(2η − 2). When η = 5, the model is Maxwell molecules, whose viscosity index is 1; when η → ∞, the IPL model reduces to the hard-sphere model, whose viscosity index is 1/2. Detailed introduction to the IPL model based on kinetic models is presented in Appendix A. Below we use the symbol µ to denote a more familiar "first approximation" of the viscosity coefficient, which is obtained by the truncated series expansion using Sonine polynomials [36] . For IPL models, the value of µ can be obtained by the following formula [1] :
with A 2 (η) being a constant depending only on η. Some of the values of this constant are given in Table 1 . 
R13 moment equations
As the main result of this paper, the R13 moment equations for general IPL models will be presented in this section. For convenience, the equations are to be written down using "primitive variables", which are density ρ, velocity v i , temperature θ, tracefree stress tensor σ ij , and heat flux q i . All the indicies run from 1 to 3. Due to the constraint σ 11 +σ 22 +σ 33 = 0, these variables amount to 13 quantities as in Grad [12] . Below we are going to use the Einstein summation convection without using superscripts. For instance, the above constraint will be wrtten as σ ii = 0. With these 13 variables, the equations for ρ, v i and θ can be written by 2) which are in fact the conservation laws of mass, momentum and energy represented by primitive variables. To close the above system, the evolution of the stress tensor σ kl and the heat flux q k needs to be specified. The system (2.2) turns out to be Euler equations if σ ik and q k are set to be zero. Finer models based on Chapman-Enskog expansion, such as Navier-Stokes-Fourier equations, Burnett equations and super-Burnett equations, represent σ ik and q k using derivatives of ρ, v i and θ. Following Grad [12] , the 13-moment equations describe the evolution of σ ik and q k by supplementing (2.2) with additional equations:
3) where the angular brackets represent the symmetric and tracefree part of a tensor, and some values of the constant C (η) are listed in Table 2 . In (2.3), the newly introduced variables m
ik and ∆ (η) are the moments contributing to second-and higher-order terms in the Chapman-Enskog expansion, and the right-hand sides Σ
come from the collision between gas molecules. Here we assume that the collision is linearized about the local Maxwellian. Then the expressions for Σ (η,1) ij are partially tabulated in Table 3 . Note that we have intentionally split the right-hand sides in (2.3) into two parts, so that the "generalized Grad 13-moment (GG13) equations" can be extracted from (2.3) by setting
The GG13 equations are introduced [25] by the order of magnitude method, and its fully linearized version for hard spheres has been derived in [28] . Table 2 : Coefficients C (η) for different η.
To give the R13 equations, we need to close (2.3) by specifying m
ij , and Q (η,2) i . The closure depends on the specific form of the collision model. Here we again assume that the collision is linearized about the local Maxwellian. Thus the R13 theory gives the following closure:
(2.6) Some values of the coefficients A Navier-Stokes-Fourier equations, Burnett equations, and super-Burnett equations. These equations contain only conservative variables: density, velocity and temperature. In the 13-moment model, one can also apply different orders of Chapman-Enskog expansion to obtain models including only conservative quantities. Suppose the second-order Chapman-Enskog expansion of a moment model agrees with the Burnett equations, while its third-order Chapman-Enskog expansion differs from super-Burnett equations, then we say that the moment model has the second-order accuracy (or Burnett order). For example, Grad's 13-moment equations have the first-order accuracy for general IPL potentials, but have second-order accuracy for Maxwell molecules; GG13 equations are extensions to Grad's 13-moment theory to achieve second-order accuracy for all molecule potentials. In general, a 13-moment model has kth-order accuracy if the equations for σ ij and q i (2.3) are accurate up to the (k − 1)th order. R13 equations have the third-order accuracy, as the closure (2.6) provides the equations (2.3) exact second-order contributions.
Remark 2. Similar 13-moment models can be obtained by other approaches to obtain secondorder derivatives in the equations for σ ij and q i . For instance, the relaxed Burnett equations [15] are also derived for arbitrary interaction potentials, and as mentioned in [15, 26] , these equations have second-order accuracy. Another similar model is the NCCR (Nonlinear Coupled Constitutive Relations) equations [22] . These equations do not include information from the Burnett order, and therefore they have the first-order accuracy and distinguish different interaction models by viscosity and heat conductivity coefficients. The full R13 models for Maxwell molecules and the BGK model, which have the third-order accuracy, have been derived in [27] and [26] , and the linear R13 equations for the hard-sphere model have been derived in [28] .
Linear stability and dispersion
For the newly proposed R13 equations for IPL models, we are going to check some of its basic properties in this work. In this section, we focus on the linear properties including its stability in time and space, and the dispersion and damping of sound waves.
Following [27, 26, 28] , we apply the analysis to one-dimensional linear dimensionless equations. The linearization is performed about a global equilibrium state with density ρ 0 , zero velocity, and temperature θ 0 . The derivation of the one-dimensional linear dimensionless equations consists of the following steps:
2. Let L be the characteristic length, and define the dimensionless space and time variables by The resulting equations can be written down more neatly if we introduce the Knudsen number Table  4 . In (2.12), if we replace all the terms with double underlines by zero, we obtain the linearized GG13 equations. Furthermore, if we set all the terms with both single and double underlines to be zero, then the result is the linearized Navier-Stokes-Fourier equations.
For simplicity, we will omit the hats on the variables hereafter. In general, the linear GG13 or R13 system has the form
where u A = (ρ, v, θ, σ, q) T and the matrices A (η) i are constant matrices which can be observed from (2.12). To study the linear waves, we consider the plane wave solution: 14) whereũ A is the initial amplitude of the wave, Ω is frequency and k is the wave number. Inserting the above solution into (2.13) yields 15) and the existence of nontrivial solutions requires
From (2.16), we can get the relation between Ω and k, and thus all the desired properties such as the amplification and dispersion of the linear waves can naturally be obtained. Table 4 : Coefficients of the linearized R13 system for different η.
Linear stability in time and space
We first discuss the linear stability of the generalized G13 and R13 systems in time and space. For the time stability, we require that the norm of the amplitude decreases with time for any given wave number k ∈ R. Precisely, if we assume Ω = Ω r (k)+ iΩ i (k), the time stability requires Ω i (k) 0. Figure 1 shows possible values of Ω i (k) on the complex plain. Note that Ω i (k) is a multi-valued function since (2.16) may have multiple solutions for a given k. It is observed that for all choices η, the values of Ω(k) always locate on the upper half of the complex plane, indicating the linear stability for both R13 and generalized G13 equations. For the stability in space, we require that for a given wave frequency, the amplitude should not increase along the direction of wave propagation. Now we assume that Ω ∈ R is given, and let k = k r (Ω) + ik i (Ω). Then the wave is stable in space if k r (Ω)k i (Ω) 0. Figure 2 shows the values of k on the complex plane with Ω as the parameter. The results show that all the curves do not enter the upper right or the lower left quadrant for both R13 and generalized G13 equations, showing the spatial stability for both models. Again, such a stability result holds for all η considered in our experiments. 
Dispersion and damping
We proceed by discussing the phase speeds as functions of frequency for the R13 and GG13 systems. For a given wave frequency Ω, we define the damping rate α and the wave speed v ph by
For the Euler equations, where σ = q = 0 in (2.12), the absolute phase velocity is |v ph | = 5/3 for all wave frequency Ω. For R13 and GG13 equations, v ph depends on Ω, causing the dispersion of sound waves. Here we define the dimensionless phase speed c ph = v ph / 5/3 and plot c ph as a function of the frequency Ω in Figure 3 for R13 and GG13 equations. Note that c ph (Ω) is also a multi-valued function, and in Figure 3 , we only plot the positive phase velocities. For GG13 equations, the phase velocity has an upper limit, indicating the hyperbolic nature of the system, while R13 equations can achieve infinitely large phase velocities. In general, the phase speeds do not change much as η varies, which predicts similar behavior of sound waves in different monatomic gases.
To study the phase speeds for large frequency waves, we plot the inverse wave speed 1/c ph as a function of the inverse frequency 1/Ω in Figure 4 (a), and the reduced damping rate α/Ω is plotted in Figure 4 (b) also as a function of 1/Ω. In these figures, only the mode with the weakest damping is given. Figure 4 (a) shows that for GG13 equations, the phase velocity increases monotonically as the frequency increases, while for R13 equations, the wave slows down as Ω reaches a value close to 1. Such an observation agrees with the results in [27, 28] , while the experimental results in [19] suggest the monotonicity of the phase velocity, which is closer to the prediction of GG13 equations. However, for the damping rate shown in Figure  4 
Derivation of moment systems
In this section, we provide the detailed procedure to derive GG13 and R13 equations. In general, both models can be derived from infinite moment equations by the method of order of magnitude. Following [12] , the moments can be considered as the coefficients in the series expansion of the distribution function in the gas kinetic theory. The distribution function is a function of position x, particle velocity ξ, and time t, which is a mesoscopic description of fluid states in statistical physics. The moment method proposed by Grad [12] is one of the methods to derive macroscopic models from the kinetic theory. Our starting point is the same as [12] , but we adopt the form used in [16] , which expands the distribution function f (x, ξ, t) as
where ψ lmn (·) is the basis function based on Sonine polynomials and spherical harmonics, the detailed form of which is listed in Appendix B. Here v = (v 1 , v 2 , v 3 ) T is the velocity vector. The coefficients f lmn satisfy f lmn = (−1) m f l,−m,n , and they are related to Grad's 13 moments by
These relations indicate the equivalence between Grad's 13-moments and the following 13 variables:
Below we focus only on the derivation of equations for these quantities.
The exact evolution equations for f lmn have been derived from the Boltzmann equation with linearized collision operator in [8] . In general, the equations for other f lmn have the form
where S lmn contains time derivatives and T lmn contains spatial derivatives. More precisely, S lmn is the linear combination of the terms
with i = 1, 2, 3 and m ′ = m − 1, m, m + 1, and T lmn has the form
which shows that T lmn is linear in all the coefficients f l ′ m ′ n ′ , while the linear coefficients are nonlinear functions of v, θ and their spatial derivatives. The convection term T lmn also has the following properties:
The differential operator appears only once in each coefficient
The second property (P2) will play an important role in the derivation of moment equations.
The precise expressions of S lmn and T lmn will be given in Appendix B, and on the right-hand side of (3.4), a lnn ′ are pure numbers for all IPL models. Note that (3.4) has already included the conservation laws (2.2), which can be obtained by setting (l, m, n) to be (0, 0, 0), (1, −1, 0), (1, 0, 0), (1, 1, 0), (0, 0, 1).
The subsequent derivation may include tedious formulas, and in our implementation, all the calculations are done by the computer algebra system Wolfram Mathematica. Below we only describe the algorithm we use in the Mathematica code, and will not write out the lengthy intermediate results in the calculational process.
Chapman-Enskog expansion of the coefficients
The idea of Chapman-Enskog expansion is utilized here to derive models with different orders of accuracy. To begin with, we introduce the scaling t = t ′ /ǫ and x i = x ′ i /ǫ, and rewrite the equations (3.4) with time and spatial variables t ′ and x ′ i . In the resulting equations, a factor ǫ −1 is introduced to the right-hand side of (3.4) . In this section, we will work on the scaled equations, and the prime symbol on t ′ and x ′ i will be omitted. Based on such a transform, we write down the asymptotic expansion for all the moments as
In the original Chapman-Enskog expansion of the distribution function f = f (0) + ǫf (1) , we require that f (0) is the local Maxwellian M. The corresponding assumption for the coefficients is
By (3.6), the term S lmn and T lmn can be expanded correspondingly:
lmn +· · · . (3.8) Note that the above expansion is straightforward since both S lmn and T lmn are linear in all the coefficients f lmn . Thus the moment equations turn out to be
(3.9) Matching the terms with the same orders with respect to ǫ, one obtains
In Chapman-Enskog expansion, due to the assumption (3.7), the equation (3.10) is only applied to the case (l, n) = (0, 0), (1, 0), (0, 1), in which the right-hand side of (3.10) is nonzero and (3.10) can provide us expressions for f (k+1)
lmn . For more details about the Chapman-Enskog expansion, we refer the readers to textbooks such as [25] . In what follows, we are going to introduce a generalized version of the Chapman-Enskog expansion involving 13 moments in the assumption, which will be carried out below by studying each k incrementally. Note that the idea of the following method is also applicable for more general collision models.
First order (k = 0)
When (l, n) = (0, 0), (1, 0), (0, 1), using (3.7) and the fact that S lmn is a linear combination of (3.5), one can see that f 
If l = 0, n > 1 or l 3, the property (P2) and (3.7) show that T (0) lmn = 0, meaning that
Below we focus on the cases l = 1 and l = 2. Note that f 1m0 = 0, by which we can rewrite (3.11) as
Again by the property (P2) and (3.7), we see that T 1mn ′ and f (1) 2mn ′ can be solved from (3.13), and the result has the form: f
where A 1n and A 2n are pure numbers. In principle, obtaining (3.15) requires solving an infinite matrix. In our implementation, this is approximated by a cutoff of the right-hand sides of (3.13) up to n ′ 9. Until now, our calculation is completely the same as the classical Chapman-Enskog expansion. In (3.14), all first order quantities can be represented by the conservative quantities and their derivatives (hidden in the expression of T (0) 1m1 and T (0) 2m0 ). However, to derive 13-moment equations, we are required to represent the distribution functions using more moments and less derivatives. For example, in Grad's 13-moment theory, no derivatives are included in the ansatz of the distribution function. In our derivation, this can be achieved by writing (3.14) as
Since f 2m0 and f 1m1 are included in the 13-moment theory, we mimic the assumption of Chapman-Enskog expansion (3.7) and set
By (3.15) and (3.16), we can write down the approximation of the distribution function up to first order in ǫ using the 13 moments:
where we have written all the parameters t, x and ξ for clarification. Note that in contrast to the Chapman-Enskog expansion of the distribution function, no derivatives are involved in the above expression. Due to the assumption (3.16), when we apply (3.10), equations for all the 13 moments should be excluded, i.e., (l, n) = (0, 0), (0, 1), (1, 0), (1, 1), (2, 0).
Remark 3. The solvability of (3.13) relies on the existence of the spectral gap for the linearized Boltzmann collision operator. For IPL models, this has been proven in [20] . In particular, when η = 5, we have A 1n = δ 1n /a 111 and A 2n = δ 0n /a 200 . In this case, the first two orders (3.17) are exactly the ansatz in Grad's 13-moment theory.
Second order (k = 1)
Now we set k = 1 in (3.10). Since f 000 = f 001 = f 1m0 = 0 and f
where
Since f
lmn has been fully obtained in the previous section (see (3.12) and (3.16)), the expressions of S (1) lmn and T (1) lmn can be naturally obtained. Thus the left-hand side of (3.18) can already be represented by the 13 moments. To obtain the second-order contributions f (2) lmn , for any l and m, we just need to solve the infinite linear system (3.18), and the general result is 19) where B lnn ′ are all pure numbers. In our implementation, we again truncate the system (3.18) at n ′ = ⌊10 − l/2⌋. For the purpose of deriving R13 equations, we only need f
lmn up to l = 4. The right-hand side of (3.19) still contains time derivatives, which are not desired. In general, they can all be replaced by spatial derivatives. Note that ∂ t f (1) lmn is nonzero only if l = 1 or l = 2. In these cases, we have
2m0 .
(3.20)
We first focus on ∂ t f
1m1 and ∂ t f
2m0 . Taking ∂ t f
1m1 as an example, we do the following calcu-lation:
from which it can be solved that
where we have used S (0) 1m1 = 0, and the newly introduced constants are
Similarly, we can obtain
As a summary, the time derivatives in (3.19) can be replaced with spatial derivatives by the following operations:
• If l = 1 and l = 2, set the derivative ∂ t f • After replacement, the results still include the time derivatives of v and θ. These terms can be replaced by conservation laws (2.2). In fact, we can use the fact that σ kl and q k are O(ǫ) terms to rewrite the conservation laws of momentum and energy as
and use these equations for substitution.
• After the above replacements, the O(ǫ) terms can be dropped.
By now, we have presented all the coefficients f (2) lmn by the 13 moments and their spatial derivatives. When l = 1, 2, the results include a coefficient 1/ǫ coming from (3.22) and (3.23). More precisely, f (2) 1mn and f (2) 2mn have the form
1mn , n 2, (3.25)
2mn , n 1, (3.26)
where W
1mn and W
2mn are terms independent of ǫ. Note that only first-order derivatives have been introduced into f (2) lmn , while in the original Chapman-Enskog expansion, the second-order (Burnett-order) term f (2) includes second-order derivatives.
Third order (k = 2)
Similar to the case k = 1, when k = 2, we can solve the linear system (3.10) to get
After inserting the expression of f
lmn into the above equation, we again need to deal with the time derivatives. The time derivatives appearing in S (2) lmn ′ can again be replaced by (3.24) without O(ǫ) terms. Below we focus only the time derivative of f (2) lmn ′ . When l = 1 and l = 2, the second-order term f (2) lmn ′ does not include the coefficient 1/ǫ, and therefore ∂ t f (2) lmn ′ can be computed by inserting the expression of f (2) lmn ′ , expanding the time derivative, and then replacing the time derivative of each moment in (3.3) by (3.24)(3.22)(3.23) and the continuity equation ∂ t ρ = −div(ρv). After replacement, we can also safely drop the O(ǫ) terms. The treatment for l = 1, 2 is more complicated, and the process will be detailed below.
When l = 1 and n 2 (the case l = 2, n 1 is similar), by (3.25),
The last term ∂ t W
1mn ′ is independent of ǫ, and therefore the time derivative can also be replaced by conservation laws and (3.22)(3.23) without O(ǫ) terms. However, for the first three terms on the right-hand side of (3.28), due to the existence of 1/ǫ, when replaced by spatial derivatives, the O(ǫ) terms have to be taken into account to capture the O(1) contribution. Note that T (0) 1m1 also appears in (3.14), where the first equation for n = 1 represents Fourier's law. We know that (ρθ) −1 T (0) 1m1 is essentially the spatial derivative of θ multiplied by a constant. Therefore the second and third terms involve only the time derivative of density ρ and temperature θ, and they can be replaced exactly by the conservation laws (2.2). Thus the only troublesome term is again ∂ t f (1) 1m1 . Before discussing this term, we first implement all the aforementioned replacements and write the result as
1mn , where R
1mn is the collection of terms which does not include any time derivatives. By now, we can carry out the calculation similar to (3.21): 
In (3.30), the time derivatives in S (2) 1m1 can be replaced by (3.24) with O(ǫ) terms dropped, while the time derivatives in S (1) 1m1 had to be replaced by complete conservation laws (2.2). The last step is to substitute the above equation into (3.1.3), and the O(ǫ 2 ) term in (3.30) can now be discarded. This completes the calculation of f (3) 1mn . The calculation of f (3) 2mn follows exactly the same procedure, and the details are omitted. The above procedure shows that the expression of f (3) lmn includes second-order derivatives of the 13 moments.
Thirteen moment equations
With all the moments up to third order calculated, we are ready to write down the 13-moment equations. Note that all the 13-moment equations include the conservation laws (2.2). Therefore we focus only on the equations for σ ij and q j , or equivalently, f 2m0 and f 1m1 . Since f 2m0 = ǫf ( 
1) 2m0
and f 1m1 = ǫf (1) 1m1 , these equations are to be obtained by truncation of (3.9) . Two different truncations are considered below, which correspond to GG13 equations and R13 equations, respectively.
Generalized Grad's 13-moment equations
The derivation of GG13 equations is basically a truncation of (3.9) up to the first order. The result reads ǫ ∂f
where we have used
All the terms in (3.31) have been represented by the 13 moments (3.3) and their derivatives in Section 3.1, and the time derivatives in S
2m0 can be replaced by (3.24) with O(ǫ) terms discarded. The final step is to revert the scaling of space and time introduced in the beginning of Section 3.1, which can be simply achieved by setting ǫ to be 1.
This set of equations are called generalized Grad's 13-moment (GG13) equations as proposed in [28] . Similar to Grad's 13-moment equations, the GG13 equations are also first-order quasi-linear equations. However, they are different from Grad's 13-moment equations in two ways: (1) in Grad's 13-moment equations, the terms T (1) 1m1 and T (1) 2m0 come directly from the truncation of the distribution function, while in generalized Grad's 13-moment equations, they include information from inversion of the linearized collision operator; (2) in Grad's 13-moment equations, the collision term does not include information from f 1mn ′ with n ′ > 1 or f 2mn ′ with n ′ > 0. Due to such differences, as mentioned in Remark 1, Grad's 13-moment equations are accurate only up to first order for general IPL models.
Regularized 13-moment equations
To gain one more order of accuracy, we need to keep the second-order terms in (3.9) , and the result is ǫ ∂f
Again, the time derivatives for velocity and temperature in S 1m1 , i = 1, 2 need to be replaced by spatial derivatives. In order to preserve the second-order terms, the time derivatives in S (1) 2m0 and S (1) 1m1 need to be substituted by the complete conservation laws (2.2), where as in S (2) 2m0 and S (2) 1m1 , the replacement of time derivatives are done by using (3.24) and discarding O(ǫ) terms. Afterwards, we set ǫ to be 1, and the result is regularized 13-moment equations.
Numerical examples
In this section, we are going to test the behavior of the nonlinear R13 equations by computing the structure of one-dimensional plane shock waves, which is a benchmark problem in the gas kinetic thoery. It involves strong nonequilibrium, but does not have any boundary condition, which makes it suitable for testing the ability of describing nonequilibrium processes for our models.
For one-dimensional flow, the moments satisfy
For simplicity, we use the notation v = v 1 , σ = σ 11 and q = q 1 . Then thirteen moments are reduced to five moments ρ, v, θ, σ and q. Below we write down the R13 model for these quantites in the form of balance laws:
111 , R 1D depends only on η, and some of its values are listed in Table 5 . 1D for different η.
The structure of plane shock waves with Mach number Ma can be obtained by setting the initial data to be
To solve (4.2) and (4.4) numerically, the finite volume method is adopted. Since the left-hand side of (4.2) has the form of a conservation law, we apply the HLL scheme in the discretization. The right-hand side provides the non-conservative part, for which central difference method is used to approximate both the first and second derivatives. For the time discretization, we use the classical forward Euler method in all the examples. The DSMC results for variable hard sphere models with the same viscosity index are used as reference solutions [1] .
Shock structures for different Mach numbers
In this experiment, we test the approximability of the R13 model by varying the Mach number for a fixed collision model. Four Mach numbers Ma = 1.55, 3.0, 6.5, 9.0 are taken into account, and we consider the inverse power law model with η = 10 and the hard-sphere model (η = ∞) in our tests. Figure 5 and 6 show the comparison between the R13 results and the DSMC results for η = 10. The profiles of all the five quantities have been plotted. In order to show the behavior of the quantities more clearly, the normalized densityρ = (ρ − ρ l )/|ρ r − ρ l |, velocityv = (v − v r )/|v l − v r |, and temperatureθ = (θ − θ l )/|θ r − θ l | are plotted in Figure 5 as in [25] . Although DSMC uses variable hard sphere model as an approximation of the inverse power law model, the simulation results in [14] show that for the shock structure problem, the variable hard sphere model and the inverse power law model show almost identical results for Mach numbers 6.5 and 9.0, which means that it is reliable to use DSMC results to check the quality of R13 results. For increasing Mach number, it is generally harder for macroscopic models to accurately capture the nonequilibrium effects. This can be clearly observed from Figure 6 , which shows that the heat flux is underestimated in the low density region. Note that the shock structure in the high density region is well captured for all Knudsen numbers, since the high density and temperature in this region result in distribution functions close to the local Maxwellians, which can be relatively easier to represent using the Chapman-Enskog expansion. Figure 7 and 8 show the shock structures for the same Mach numbers for the hard sphere model. Similarly, the normalized densityρ, velocityv, and temperatureθ are plotted in Figure 7 . It is interesting that when the Mach number increases from 3.0 to 9.0, there is no significant decrement of the general quality of R13 approximation. In [33] , the authors calculated shock structure for the hard-sphere model using the R13 equations for Maxwell molecules with its expression of viscosity changed to match the hard-sphere model. At Mach number 3.0, such a method already shows significant deviation in the profile of heat flux. After switching to the "true" R13 equations for hard spheres, much better agreement can be obtained. Note that the peak of the heat flux is underestimated in all results (including the model with η = 10). We conjecture that the reason is the lack of quadratic terms in the Boltzmann equation, which is to be further confirmed by future simulations. In general, up to Mach number 9.0, R13 results show quite satisfactory agreement with the reference solutions for both models. 
Shock structures for different indices η
Now we perform the tests by fixing the Mach number as Ma = 6.5 and changing the parameter η. Here we focus only on hard potentials with η = 7, 10, 17 and ∞ (hard-sphere model). The results for all the five quantities are plotted in Figure 9 and 10. Similarly, the normalized densitȳ ρ, velocityv, and temperatureθ are plotted in Figure 9 . Both R13 results and DSMC results show that the shock structure differs for different collision modles, and it can be observed that better agreement between two results can be achieved for larger η. The possible reason is that larger η gives smaller viscosity index, which brings the distribution function closer to the local Maxwellian. Again, the most obvious deviation between R13 and DSMC results appears in the plots of heat fluxes in the low density region. In general, the distribution function inside a shock wave is similar to the superposition of two Maxwellians: a narrow one coming from the front of the shock wave and a wide one from the back of the shock wave [35] . In the low density region, the portion of the wide Maxwellian is quite small. However, when evaluating high-order moments, the contribution of this small portion of wide Maxwellian becomes obvious due to its slow decay at infinity. For the 13-moment approximation, it can be expected that the contribution of the tail may be underestimated, since the decay rate of the distribution function in the ChapmanEnskog expansion is mainly set by the local temperature, which is significantly faster than the wide Maxwellian in the low density region. As a summary, we observe that R13 models predicts reasonable shock strutures both qualitatively and quantitatively, although the derivation of the models does not involve any special consideration for this specific problem. This indicates the potential use of such a model not only for the low Knudsen number case, but also for high speed rarefied gas flows.
Conclusion
In this work, we have derived the regularized 13-moment equations for all inverse power law models and the hard-sphere model. This work can be considered as a generalization of [27] to a much more general class of gas molecules. It also generalizes the methodology of [25] , which proposed the derivation of GG13 equations for general collision models, to one more order of accuracy. The derivation follows a systematic routine which can be in principle applied to all collision models. In the numerical experiment for shock structures, these new models show good agreement with the kinetic model in strong nonequlibrium regimes. A significant drawback of these models is the high complexity of collision terms, which are given in Appendix C. This may cause difficulties in both understanding the models and designing the numerical methods. We are currently working on possible simplification of the model, as well as the derivation of regularized 13-moment equations for Boltzmann equation with nonlinear collision terms. 
A Introduction to the Boltzmann equation and the linearized IPL model
As introduced in the beginning of Section 3, both GG13 equations and R13 equations are derived from the kinetic equation, which governs the distribution function f (x, ξ, t). The relation between the distribution function and the moments has been demonstrated in equations (3.1) and (3.2). An equivalent but more straightforward way to write down the relationship is the follows:
where m is the mass of a single molecule. For monatomic gases, the governing equation of the distribution function is the Boltzmann equation, which reads
where C(f ) is the collision term. Here we only focus on the linearized collision term, whose expression is
where M(x, ξ, t) is the local Maxwellian: 
By now, the only unexplained term in the collision term (A.3) is the collision kernel B(|g|, χ), which is a non-negative function determined by the force between gas molecules. For the IPL model, it has the form B(|g|, χ) = 2κ
where η is the same as the parameter used throughout this paper. The dimensionless impact parameter W 0 is related to the angle χ by the following two equations:
B Basis functions and moment equations
In this appendix, we are going to explain the basis functions used in the expansion (3.1) and the terms in the moment equations (3.4). The basis function ψ lmn (x, ξ, t) is
where p lmn (·) is an orthogonal polynomial in R 3 :
where we have used Laguerre polynomials
and spherical harmonics
with P m l being the associate Legendre polynomial:
The orthogonality of the polynomials p lmn is
Next, we will show the expressions of S lmn and T lmn in (3.4), which have been obtained in [8] . For simplicity, we introduce the following velocities:
Then we have To introduce T lmn , we first define the following operators: 
