Abstract. For any odd squarefree integer r, we get complete description of the Gr = Gal(Q(µr)/Q) group cohomology of the universal ordinary distribution Ur in this paper. Moreover, if M is a fixed integer which divides ℓ−1 for all prime factors ℓ of r, we study the cohomology group H * (Gr, Ur/M Ur). In particular, we explain the mysterious construction of the elements κ r ′ for r ′ |r in Rubin [10] , which come exactly from a certain Z/M Z-basis of the cohomology group H 0 (Gr, Ur/M Ur) through an evaluation map.
Introduction
Let {[a] : a ∈ Q/Z } be a basis for a free abelian group A. Then the (dimension 1) universal ordinary distribution U r of level r for any positive integer r is given by For any σ ∈ G r = Gal(Q(µ r )/Q), if σ(ζ) = ζ x , set σ([a]) = [xa] . By this action, U r becomes a G r -module. The universal distribution is well known to be a free abelian group, moreover, for any integer r ′ |r, then the natural map from U r ′ to U r is a split monomorphism and thus U r ′ can be considered as a submodule of U r .
The theory of the universal distribution plays an important role in the theory of cyclotomic fields. Detailed information can be found in the well-known textbooks by Lang [8] and Washington [15] . Most notably, Kubert [6] and [7] , and Sinnott [14] studied the {±1}-cohomology of U r , from which, Sinnott got his famous index formula about the cyclotomic units and the Stickelberger elements.
Recently, Anderson [2] found a brand new way to compute the {±1}-cohomology of the universal distribution U r . He discovered a cochain complex which is a resolution of the universal distribution. To study a certain group cohomology of U r , it is therefore translated to study a double complex related to this group cohomology. In this paper, we use Anderson's resolution to construct a double complex related to the G r -cohomology of U r and study the spectral sequence of the double complex. Suppose that r is fixed odd squarefree integer, we prove the following theorem: ker(H n (G r , Z) → H n (G r/ℓ , Z)).
We shall discuss the Unabridged Form in §6. What's more, for any positive integer M which is a common factor of ℓ − 1 over all prime factors ℓ of r, let σ ℓ be a generator of the cyclic group G ℓ and let Theorem B has interesting application in arithmetic. We follow the line given in Rubin [10] . Let F = Q(µ m ) + be the maximal real subfield of Q(µ m ), assume {ℓ : ℓ|r} is a family of distinct odd primes which split completely in F/Q and are ≡ 1 (mod M ) for fixed integer M . Suppose that we have a G r -homomorphism ξ from U r to F(µ r ) × . Then ξ induces a map
for each n ∈ Z ≥0 . In the case n = 0, since H 0 (G r , F(µ r ) × /F(µ r ) × M ) = F × /F ×M , we have the map
In particular, let Q ab be the abelian closure of Q. Let e be an injective homomorphism from Q/Z to Q ab × . Put Then ξ is a G r -homomorphism from U r to F(µ r ) × . The image H 0 (ξ)(D r ′ [ ℓ|r ′
1 ℓ ]) is just the Kolyvagin element κ r ′ as given in [10] . From this point of view, we can regard the Euler system as a system in the cohomology group H 0 (G r , U r /M U r ). This is the initial motivation for this paper. This paper is organized in the following order. We give general notations in §2. In §3, we study Anderson's resolution in detail. In §4, a special G r -projective resolution P • of Z is constructed and the group cohomology of Z and of Z/M Z are given. With this projective resolution P • , we construct a double complex in §5 whose total cohomology is the G r -cohomology of U r . The standard spectral sequence method is then used to compute the cohomology group H * (G r , U r ). In §6, we study the lifting problem and prove Theorem B.
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Notations
Fix a finite set S of cardinality |S| = s. Fix a family {ℓ i : i ∈ S} of distinct odd prime numbers. Fix a positive integer M dividing ℓ i − 1 for all i ∈ S. Fix a total order ω of S. Put
For each i ∈ S, put
. For any element e = (e i ) ∈ R, put
• supp e := {i ∈ S : e i = 0}.
• ω(e) := (ω(e) i ) ∈ R where ω(e) i = j<ωi e j .
For any e, e ′ ∈ R, put ω(e, e ′ ) := j<ωi e ′ j e i . For a ∈ Q/Z, the order of a(denoted by ord a) means its order in Q/Z. For any set X, the cardinality of X is denoted by |X|, the free abelian group generated by X is denoted by < X >, the free Z/M Z-module generated by X is denoted by < X > M . The family of all subsets of X is denoted by 2 X . We call a subfamily I of 2 X an order ideal of X if for all Y ∈ I, 2 Y ⊆ I. For any pair of sets X and Y , the difference of X and Y is denoted by X\Y .
For any complex C • , the complex C • [n] is the complex with components
3. Universal ordinary distribution and its structure 3.1. Universal ordinary distribution and Anderson's resolution. Let {[a] : a ∈ Q/Z} be a basis of a free abelian group A. Recall by Kubert [6] , the (rank 1) universal ordinary distribution U is given by
For any positive number f , the universal ordinary distribution of level f is given by
if σ sends each f -th root of unity to its x-th power. By this action, U f is a G f = Gal(Q(µ f )/Q)-module. Much has been studied about the structures of U and U f , we list some basic properties here(for detailed proof, see Anderson [1, 2] , Kubert [6, 7] and Washington [15] ). First recall for any a ∈ 1 f Z/Z, a can be written uniquely
2). For any factor g of f , the natural map from U g to U f is a split monomorphism. Moreover, by this natural map, U is the direct limit of U f for f ∈ N and thus U is free.
In the sequel, for our convenience, the universal distribution U r will be written as U S and U r T as U T . Now let
be the free abelian group generated by the symbols [a, T ], and let
then L • S is a bounded graded module. Furthermore, for any σ ∈ G S , set σ[a, T ] = [xa, T ] if σ sends each r-th root of unity to its x-th power. By this action, L • S becomes a
where
It is easy to check that
) is a cochain complex. Note that the definition of d depends on ω. We'll write d ω instead if we need to emphasize the order ω. The following proposition is given by Anderson:
. Remark. 1. The above proposition(in a more general form suitable for a resolution for the distribution U f ), though known by Anderson for quite a while, has no published proof by now. We put the proof in Appendix A, traces of the idea behind the proof can be found in Anderson [1, 2] .
2. For the sake of this proposition, we call (L • S , d) Anderson's resolution of the universal distribution U S . This resolution has been used by Das [5] in his work about the algebraic Γ-monomials and double covering of cyclotomic fields.
S is that it possesses an even more delicate double complex structure, which in turn gives a natural filtration for the universal distribution U S . We start with a more careful look at L • S , which we'll denote by L • instead . For any T ⊆ S, we always regard
In particular, let I(n) be the order ideal consisting of all subsets T such that |T | ≤ n, and let
We see that
Then L • (I) is the free abelian group generated by
and U S (I) is the free abelian group generated by
Immediately we have Proposition 3.3. Let I 1 and I 2 be two order ideals of S, then 1).
is acyclic with the 0-cohomology U S (I).
Proof. We letL
Hence it suffices to show thatL • (I) is exact. Let T be a maximal element in the order ideal I. Let I ′ be the order ideal whose maximal element set is the maximal element of I excluding T , then
By Proposition 3.3, we havẽ
Now we prove the Proposition by induction on the cardinality of maximal elements of I. If I has only one maximal element, this is just Proposition 3.2. In general, both I ′ and I ′ ∩ 2 T have less maximal elements than I has. Thus the exactness ofL • (I) follows from the exactness of the three complexesL
Now we can construct a double complex whose total single complex is (L • , d). With abuse of notation, we'll write it as L •,• . For any pair of subsets T ′ , T of S such that
In general for any i ∈ S, define
This filtration enables us to define the double complex structure of
Then we see that all elements of
, with the second filtration given by ϕ. Thus the total cohomology of (L •,
Proposition 3.5. The E 1 term of the spectral sequence arising from the double complex
Thus the spectral sequence for the first filtration degenerates at
Proof. Note that
induces a long exact sequence
. Therefore the above long exact sequence is just the exact sequence
is injective, the proposition follows immediately.
The following results follow immediately from Proposition 3.1, Proposition 3.2 and Proposition 3.4:
2). Moreover, for any order ideal I of S, one has
4.1. A projective resolution of Z. We first have a convention here: Let X be a finite totally ordered set and x ∈ X. Suppose A x is a module related to x. We call
the standard tensor product of A x over X if X = {x 1 , · · · , x n } and x 1 < · · · < x n . Similarly, we can define the standard tensor product of elements a x ∈ A x and of complexes
For any T ⊆ S, let P T • be the standard tensor product of P i• over i ∈ T . It is well known by homological algebra that P T • is a Z[G T ]-projective resolution of trivial module Z. Now for the collection {P i,e i : i ∈ T }, the standard product of P i,e i over T is a rank 1 free Z[G T ]-module whose grade is i e i . Now let e ∈ R be the element whose i-th component is e i if i ∈ T and 0 if not, and write the standard product of P i,e i over
For any
, the differential is given by
In particular, for T = S. let
For any T ′ ⊆ T , we have a natural inclusion ι :
for any e ∈ R such that supp e ⊆ T ′ . By this inclusion, P T ′ • becomes a subcomplex of P T • . Now we define a diagonal map Φ T :
if e i odd, e ′ i even;
Then the map Φ i :
is the diagonal map for the cyclic group G i (see Cartan-Eilenberg [4] , P250-252). For any e, e ′ ∈ R with support contained in T , consider the standard product P e,e ′ of P ie i ⊗ P ie ′ i over i ∈ T . The isomorphism
On the other hand, the standard product of the diagonal maps
→ P e,e ′ . We let Φ e,e ′ = α • β and let
Then Φ T defines the diagonal map from P T • to P T • ⊗ P T • . This map enables us to compute the cup product structures.
The cohomology groups H
with the initial term at degree 0. We denote by C j i the j-th term of C • i . By the theory of group cohomology,
and
Moreover, for any T ′ ⊆ T , the inclusion ι :
which is just the natural projection of
On the other hand, G T ′ can also be considered naturally as a quotient group of G T , by this meaning, the inflation map is just the injection
Now for any j ∈ Z ≥0 even, let
For any e = (e i ) ∈ 2R, i.e., e i even for all i ∈ S, we let C • e be the standard product C . Figure 1 . The complex C • S when S = {1, 2}. Figure 1 shows us how the decomposition looks like in the case S = {1, 2}. Denote by A e the cohomology group H * (C • e ) and A n e its n-th component. Then
We now study the abelian group A e . First we need a lemma from linear algebra: Now let m T be the greatest common divisor of ℓ i − 1 for i ∈ T , thus the greatest common divisor of (ℓ i −1)/m T is 1, let A be the matrix given by Lemma 4.1 corresponding to the vector (· · · , .
is a set of new generators for the above exterior algebra and we have d(x) = m T y 1 ∧ x. We see easily that
Combining the above analysis, we have
Proposition 4.2. There exists a family of complexes
{C • e ⊆ C • = Hom G S (P • , Z) : e ∈ 2R}
such that 1). For each T ⊆ S, we can identify
the following splitting exact sequence
2). The cohomology groups H * (C • e ) = A e and H n (C • e ) = A n e are given by: (a). If supp e = ∅, let m e be the greatest common divisor of ℓ i − 1 for i ∈ supp e, then A e is the abelian group (Z/m e Z) 2 | supp e|−1 , and 
2). For each T ⊆ S and e ∈ R such that supp e T , the restriction of [e] to
3). One has the cup product structure in
ω(e,e ′ ) i∈S e i e ′ i ≡1(2)
for all e, e ′ ∈ R.
Since now
The restriction map is easy to see. This finishes the proof of 1) and 2).
For the cup product, the diagonal map Φ T given above naturally induces a map:
which defines the cup product structure. More specifically, the cup product map
is induced from Φ e,e ′ . Now the claim follows soon from the explicit expression of Φ e,e ′ .
Study of H
5.1. The complex K. With the preparation in §3 and §4, set
Let d and δ be the induced differentials of d and ∂ by L • and P • respectively. If we let
δ[a, T, e] = (−1)
For any T ⊆ S, set
T , e ∈ R, supp e ⊆ T > . Furthermore, for any order ideal I, set
and set
with the induced differential δ from ∂. Correspondingly,
which is a subcomplex of U • . We consider U • as the double complex (U •,• ; 0, δ) concentrated on the vertical axis. From Proposition 3.2, we have a map
Immediately from Proposition 3.2(resp. Proposition 3.4 for I), we see that ker u is d-acyclic, by spectral sequence argument, it is thus (d + δ)-acyclic. On the other hand, u is surjective. Thus u is a quasi-isomorphism. Now 1) follows directly from the quasi-isomorphism. For 2), just consider u ⊗ 1, which is also a quasi-isomorphism.
From Proposition 5.1, the G S -cohomology of U S is isomorphic to the total cohomology of the double complex (K •,• ; d, δ) Therefore we can use the spectral sequence of the double complex K •,• to study the G S -cohomology of U S . The spectral sequence of K •,• from the second filtration exactly gives us Proposition 5.1. Now we study the spectral sequence from the first filtration. Then
Now since
A Lemma.
Suppose that for any T ⊆ S, there is an abelian group B T related to T , set
Then for any T ′ ⊇ T , there is a natural projection from A T ′ to A T . Now let C • S,T be the cochain complex with components given by
and differential d given by
where x| T ′ \{i} is the projection of x in A T ′ \{i} . It is easy to verify that C • S,T is indeed a chain complex. Furthermore, we have
Proof. LetC • S,T be the subcomplex of C • S,T with the same components as C • S,T except at degree 0, whereC
We only need to show thatC • S,T is exact. We show it by double induction to the cardinalities of S and T . If T = ∅, we get a trivial complex. If S consists of only one element, or if T consists only one element, it is also trivial to verify. In general, suppose i 0 = max{i : i ∈ T }. Let S 0 = S\{i 0 } and T 0 = T \{i 0 }. Then we have the following commutative diagram which is exact on the columns:
Here p means projection and i means inclusion. The differentiald is induced by the differential d of the second row. Notice that the third row is a variation of the chain complexC • S 0 ,T 0 , the first row is the chain complexC • S,T 0 . By induction, the first row and and the third row are exact, so is the middle one.
5.3. The Study of E 2 terms. By §4.1, we know that
we can also writed =d 1 +d 2 . We first lookd 2 , which is induced by
Since for any i ∈ T , L T ′ ,T and L T ′ ,T \{i} are G S -isomorphic by the map ϕ i , and since for any q ≥ 0, H q (G, A) is a trivial G-module, we havē
For the mapd 1 , which is induced by
For any i ∈ T , let
ψ i is a G S -homomorphism and therefore induces a map in the G S -cohomology:
We have the commutative diagram:
where the top row are G S -modules, the left Z is a trivial G T ′ -module and the right Z a trivial G T ′ \{i} -module, and θ T ′ is the homomorphism sending [ 
where θ * T ′ (and θ * T ′ \{i} ) is the isomorphism given by Shapiro's lemma(See Serre [12] , Chap. VII, §5, Exercise). We identify
where x i is the restriction of x in H q (G T ′ \{i},T \{i} , Z). Hence we have a cochain complex C(q; S, T )
Note that the complex E
•,q
is just the direct sum of C(q; S, T ) over all subsets T of S. Moreover, the complex E
•,q 1 (K •,• )(I) is the direct sum ofC(q; S, T ) over all subsets T ∈ I.
Recall in Proposition 4.2, we obtained
If let
then we have A It is easy to verify that S •,• is a subcomplex of K •,• . Set
Note that the induced differential of d at Q •,• is 0. Moreover, set
Let f be the corresponding quotient map, then we have a commutative diagram:
We claim that
Proof. Let
and let 
Then by the proof of Proposition 5.3,
where the second and the last identities we use the isomorphisms given in the above diagram. Hence we have
On the other hand,
Since d = 0 in Q •,• , the spectral sequence of Q •,• by the first filtration(i.e., by d) degenerates at E 1 . We have
T in the commutative diagram is nothing but the restriction of the quotient map f at L • T , by the above analysis, we get an isomorphism
Thus the spectral sequence of K •,• and Q •,• are isomorphic at E r for r ≥ 2. In our case, the first filtration is finite, thus strongly convergent, therefore f is a quasiisomorphism(see Cartan-Eilenberg [4] , Page 322, Theorem 3.2). The case I is similar. In this case,
Now follow the same analysis as above.
For any subset T of S, set
we see that
The following theorem is the main result in the paper:
Proof. We only prove 1). The proof of 2) follows the same route. By Proposition 5.1 and Proposition 5.4, we know that
Part 1) follows immediately.
Remark. We can see that Part 1) is actually a special case of Part 2) when the order ideal I is 2 S .
In the case Z/M Z, we have Theorem 5.5. There exists a family
with the following properties: 1). For each n ∈ Z ≥0 , the subfamily {c T,e : T ⊆ S, e ∈ R, supp e ⊇ T, deg e = n + |T |} is a Z/M Z-basis for H n (G S , U S /M U S ).
2). For any order ideal
Furthermore, the subfamily {c T,e : T ∈ I, e ∈ R, supp e ⊇ T } is a Z/M Z basis for H * (G S , U S (I)/M U S (I)).
3). One has cup product structure
ω(e ′ ,e) i∈S e i e ′ i ≡1(2)
for all e, e ′ ∈ R and T ⊆ supp e.
Proof. 1). By Proposition 5.4, we have induced quasi-isomorphism: 2). Similar to 1), just consider the map f ⊗ 1 :
M (I). 3). For the cup product, there is natural homomorphism
therefore H * (G S , U S /M U S )(and also H * (G S , U S (I)/M U S (I)) has a natural H * (G S , Z/M Z)-module structure. By the theory of spectral sequences(see, for example Brown [3] , Chap. 7, §5), we have the cochain cup product
By using the diagonal map Φ S defined in §3, it is easy to check that:
hence we can pass the cup product structure to the quotient and have 
Proof of Theorem B. First we claim that
We prove it by induction on |T |. For T = {j}, it is easy to see that (1 − σ i )D j [ 
