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ABSTRACT 
The purpose of this thesis is to provide the materials 
backgroun9 concerning solder processing of surface mount 
components for produc~ion engineers and technical staff. 
Because many of the materials related problems are amenable to 
modern computer calc~lation and display ~ethods, and because 
PC systems are now commonly available in electropic component 
assembly, we have chosen to use computer technology to present 
these problems. In order to demonstrate the types of material 
-~ 
behavior encountered we have selected only a few typical 
problems, among many, that are amenable to computer 
calculation or display, which may therefore help on-line 
product engineers in either educational or pro"blem-sol ving 
modes. 
In chapter 1, we briefly overview soldering process 
development and surface mount technology (SMT). 
:;I:n chapter 2, the Pb-Sn phase diagram is presented. ·Thi-s 
is done in great detail because of both the great importance 
of a phase diagram to the solder process operation and to 
demon$trate the great difficulty in calculating even a simple 
phase diagram. 
\ ~ ,. \ 
Next, in chapter 3 the presentation of a TTT -diagram is 
used to demonstrate how solder microstructure (and therefore 
properties) can change within short times after solder jot~t 
formation. This is of great significance with respect to aging 
1 
/ 
and reliability of the joint. I 
In chapter 4 through chapte-r 6, the viscosity of the 
liquid solder, surface tension and wetting balance method are 
presented in order to provide useful 
solderability and wettability. 
information of 
Finally, chapter 7 displays typical SMT footprint patterns 
and, based on this information, demonstrates the approach to 
estimate total daily use 9f solder materi.al. 
2 
CHAPTER 1 Introduction 
·1. 1 Soldering 
The soldering process an important technique 
associated with the assembly of electronic products. Many 
people involved with the manufacturing sequence, such as 
designers of electronic products, process engineers and 
production engineers, have to deal with the various aspects of 
soldering in the successive steps of the manufacturing 
process. The design and. processing decisions which they mak~ 
at each step influence the soldering result at a later stage 
in this sequence. 
However, most design/process engineers are not intimately 
familiar with the materials aspects associated with the 
numerous steps in the solder process and ·with the ultimate 
properties of the solder joint. The present thesis aims to 
develop new educational methods to teach material related 
phenomena to non-materials engineers and technical. support 
staff. 
Efficient functioning of electrical equipment is 
dependent .on the correct interaction of electrical components. 
For their interconnection, these still rely for the most part 
on soldering, which has maintai.ned a dominant position even in 
the face of the many other connecting techniques currently 
appearing on the scene. 
3 
Soldering is a seemingly simple operation. It consists of 
the relative positioning of the parts to be joined, of wetting 
the sur£aces with molten solder and allowing the solder to 
cool down until it has solidified. For solq.ering in 
electronics, eut~ctic tin-lead alloys with a melting point of 
about 185 °Care the most often used. 
Soldering has some clea.r advantages over competitive 
joining techniques such as weldin·g or fixing with conductive 
adhesives: 
(.1) The solder joint forms itself by the nature of the 
wetting process, even when the heat and the solder 
are -not directed precisely to the places to be 
soldered. Because solder does not adhere to 
insulating materials it may in many cases be 
applied in excess quantities (cf. conductive 
adhesives). As the soldering temperature is 
relatively low there is no need for the heat to be 
applied locally (cf. welding). 
(2) Soldering allows considerable freedom in the 
dimensioning of the joints, so that. it is possible 
to obtain good results even if a large variety of 
components are us~d on the same soldered product. 
(3) The soldered connections can be disconnected if 
necessary, which implies that repair is easy. 
( 4) -The equipment for soldering is relatively simple. 
(5) The soldering _process can easily be automated, 
4 
offering the possibility of in~line arrangements 
of 
soldering machines with other machines. 
Soldering in the electronics field has undergo
ne many 
dramatic changes since the first manufactured
 electronic 
product, the radio, was built. Between the 1920s
. and 1940s, 
all interconnections wer·e made using the point-to-
point wiring 
method, and the solder joints were made with soldering irons. 
After World War II, the .demand for consumer elect
ronics began 
to increase, and by the 1950s, a mass market had 
developed. 
To meet this increasing demand, tbe tirst mass so
ldering 
technique, dip soldering, was used with boards t
hat were the 
precursors of printed wiring boards (PWBs) . By the late 1950s
, 
wave soldering had been developed in Ehglari
d, atld soon 
thereafter it reached the United States. This dev
elopment was 
necessitated by the introduction of the PWB. Wa
ve soldering 
became the method of choi:ce through the 1980s a
nd. is still 
widely used. 
The development and maturation of the multilayer 
PWB and 
the first major assault on miniaturization occurred during the 
1970s. The dual-in-line integrated circuit pa
ckage (DIP) 
replace.ct ·many discrete components. By the early
 1980s, the 
pressure to increase component densities had gr
own to such 
degree that a new technique for attachment was nee
ded. Surface 
Mounting met this need. However, Surface-Moun
t-Techno°logy 
(SMT) require<;i new wa_ys to make ·solder joints, prompting the 
devel.opment of vapor-phase, infrared, hot gas
, and other 
5 
reflow soldering techniques [l]. 
One aspect has not changed in the evolving elec
tronics 
industry: soldering remains the attachment me
thod of the 
choice. It is the one metallurgical joining technique suitable 
for the mass manufacture of electronic an
d electrical 
interconnections within the temperature res
trictions of 
electronic components and substrates. 
An area that has changed is the solder metal bu
siriess, 
which has gone from pi;oducing wire· to producing bu
lk, preform, 
and paste in order to meet the needs of soldering
 techniques. 
The alloys used have also changed. The first
 electronic 
soldering wa.s done with the 50 weight percent lead
 (50Fb) - 50 
weight percent tin (50Sn) alloy used by plumbers. By th
e 
.1950s, the. choice of material had switched to· eute
ctic (lowest 
I 
melting point) composition lead-tin(Pb-Sn) solders to counte
r 
the problems of a vibrating wave solder machi
ne conveyor. 
Today the range of alloys used in electronics i
s very wide. 
With the spread of electronics technology into ev
ery facet of 
life, the environmental and materials demands
 have grown 
substantially, requiring the use of special allo
ys to solve 
specific problems. The main empha~is has remained
 on the Pb-Sn 
eutectic and near-eutectic alloys, but alloys suc
h as ternary 
Pb-Sn-Ag and In-based solders have been de
veloped for 
specialized app~ications. 
With the introduction of mass soldering techniqu
es, the 
issue of solderability has become one of major interest. Mass 
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production processes are not as tolerant as the h
and soldering 
process. In addition, modern semiconductor com
ponents cannot 
witllstanq. as much heat as a tube socket, for e
xample. Lower 
soldering temperatures and less mechanical work
ing have made 
it necessary to attain the highest solderabilit
y to ensure a 
metailu_rgically sound and reliable solder joint on the first 
pass. The cost of performing dubious rework has 
added impetus 
to the need to solder correctly the first time.
 
1;2 Surface Mount Technology (SMT) 
A major event in electronics manufacturing technology is 
now forcing such archaic manufacturing ap
proaches into 
retirement. The advent SMT, and the need for sm
aller products 
with nigher performance levels, is making th
e decision to 
switch to SMT inevitable. 
Unlike conventional through hole technology,
 svrface 
mount is a process intensive science where succ
ess is based on 
the correct use of materials and equipment. 
Surface mount 
presents one of the best opportunities to compl
etely automate 
the assembly process. In most cases pick and p
lace machines 
are very flexible, allowing a majority of the components· to be 
placed with a single machine. Increase in qualit
y can thus be 
achieved when automation displaces human 
subjectivity . in 
manufacturing. Machines which a~e prope
rly maintained, 
progranuned, and operated, are very repeatable, a
nd the results 
(quality assurance) ar~ predictable . 
... 
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Currently, through hole technology (PTH), is still the 
predominate assembly technology in the United States. However, 
surface mount technology is experiencing about a 30% growth 
rate. In 1989 it is estimated that 57% of all eiectronic 
assembly was throu_gh hole and 43% was surface mount. By 1993 
these figures are expected to reverse, with SMT increasin·g to 
54% and through hole dropping to just 46% (see Figure 1.1). 
Standard spacing (pitch) between solder lines has been about 
Surf~ MolJ"lt 
(43.0~) 
1989 
llTo~h Kole 
(57.0r.) 
Slr toce t.bslt 
cs,.o,;) 
1993 
TtT~h Hole 
(.46.o,:) 
Figure 1.1 Market share for surface mount and through hole 
30 mils wide; as demands for higher density boards and the 
technology to produce them improves, the industry is now 
shifting to fine pitch technology (FPT) with pitch. ·aroun<;i 25 
mils and smaller. 
1.2.1 MAJOR CONCERNS FOR SMT 
This section will overview surface mount technology and 
8 
.. 
g1 ve a brief description for th
e various steps of SMT. In 
general, the rnaJor operational fl
ow may be shown schematically 
as in Figure 1.2. 
Screen Print 
Solder Paste 
Pk>ce Component 
Dry Paste 
Reflow Solder 
Ckfonlng 
Rework 
Figure 1. 2 SMT production flow -
chart 
Surface Mount Print Circuit 
Boards(PCBs) are a 
manufacturing-intense technolog
y. Boards to be assembled 
require the accurate screening
 of a solder paste where 
electrical connections of co
mponents are to be made. 
Components are then automatically
 placed on the board by pick-
and~place machinery, and then 
soldered by a variety of 
9 
. ' 
methods. 
SMT n_aturally lends itself to automated technique
s: leads 
are fixed rather than inserted, so assembly can 
be faster and 
more accurate; pick-and-place machines permit den
ser placement 
of components; typical SMT boards are one and on
e-half to two 
times denser than earlier through-hole designs;
 and surface 
mount designs of 30 mil pitch and above are no
w considered 
s·tandard fare. 
The final quality of PCBs dep·ends not only o
n these 
parameters, but also on proper materials a
nd equipment 
choices, good solder properties, high stencil qu
ality, expert 
prin:ting, accurate pick-and-placement, good r
eflow, and 
complete cleaning especia1ly of all ionic conta
minatio"n. 
1.2.2 Solder Considerations 
Solder paste is critical to the ultimate quality
 of SMT, 
as is prope_r choice of s_older type, uniform app
lication, and 
complete removal of flux residue. For PCB applica
tions solders 
are selected for their melting and wetting cha
racteristics, 
which, applied 1.n discrete amourtts to pads,
 serves· two 
purposes - it functions as an electrical conduc
tor and as an 
adhes_ive. Solder flux or rosin is an organic comp
ound added to 
solder alloy past~s (or solder baths) which remains fluid b
ut 
does not burn off 
. 
or 1.s not remo.ved until after solder 
melting. It covers and wets the molten solder t
o protest it 
from oxidation during solder processing, but mu
st be removed 
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by post-cleaning operations. Although "fluxle
ss" solders would 
eliminate some cleaning operations or proce
dures, the use of 
Pb-Sn based solders necessitates the inc
orporation of a 
fluxing additive. The use of a flux or rosin a
lso requires the 
use of a solvent which enables the organic com
ponents to blend 
throughly with the solder alloy powers. The s
olvent is burned 
off as completely as possible prior to solder
 melting. The use 
of solder pastes composed of 90% by weight 
of solder alloy 
combined with a balance o.f solvent plus rosin
 flux is typical. 
Po·wder size, rheology, tack, and reflow are v
ery important to 
the solder's success in its dual roles. 
1.2.2.1 Powder Size 
Solder powder size determines the· printab
ility o.f a 
solder. Paste formulations comprise a variety
 of powde·r sizes, 
which correspond to the thickness of the prin
ted solder and to 
the stencil apertures .. Paste manufacturers n
ow tise mesh sizes 
of -325 to +500 to produce powers for SMT
 stencils with 
apertures in the 250 to 300 micron range. The 
guideline for 
maintaining excellent printing is to ensure a
 ratio of stencil 
aperture to powder size of 4.2 or greater [2]. 
The consistency of the solder paste, the q
uantity of 
paste that is deposited on the board, and t
he occurrence of 
slump or bottom-side stencil smear are gov
erned by solder 
powder size. Computerized controls determine 
the proper amount 
of solder deposited and its precise placemen
t. 
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1.2.2.2 Viscosity 
Rheology is another factor that determ.ines a s
older's 
performance. A by-product of powder size, the r
heology of a 
solder is responsible for uniform properties ove
r time (i.e., 
how uniform the solder remains during long print
 cycles)_, how 
solder is released from the squeegee, smear pot
ential on the 
bottom of the stencil, and slump after print
ing. Special 
attention must be given to selecting a solder p
aste that has 
the proper rheological properties. During develop
ment, solder 
pastes ~re tested in the ·laboratory to determin
e the .proper 
formulations for a variety of applications .. In
 general, for 
SMT, solders having a higher viscosity are r
equired. For 
example, in standard pitch devices (30 mils and above), pas
te 
in the 500 to 900 kcps range is adequate, while 
some solders 
with a viscosity of 1300 kcps ~re being used fo
r FPT [2]. 
1.2.2.3 Tack 
The tack of a solder is dependent on the time 
between 
paste deposition and component placement. A sold
er's capacity 
to secure components depends on this optimal op
erating time. 
In FPT, optimal time is reduced, because thinner 
solder layers 
dry much more quickly than those on standard p
itch devices. 
However, it is desirable that the solder in FP
T dries more 
slowly, so that stencil walls remain clean. Thi
s is just one 
dilemma facing FPT fabricators and stencil m
anufacturers. 
Solder powder size, temperature, and storage met
hods can also 
12 
affect tack. 
1.2.2.4 Epoxy 
Alternatives to current solder paste formulations-, s
uch 
as epoxy solders are also being developed. They of
fer the 
advant~ges of lower processing temperatures (a vita
l 
consideration for fragile FPT), and reduced package stress. 
However_, they still need to be improved, because they
 exhibit 
a weak mechanical interface between the adhesive and
 certain 
component termination materials. 
1.2.3 Printers and Printing 
Solder paste is printed onto the circuit board using
 a 
screen printer via the tried and true "silk screen"
 method 
(Figure 1.3). A board is placed on the printer table, and a 
framed stencil is mounted on a fixture above the ·bo
ard, so 
that the stencil's openings match the locations on t
he board 
that require solder paste·. A rubber squeegee pushes the
 solder 
paste across the face of the stencil, through. its o
penings, 
and onto the board. 
Recently, screen printing has become increasing
l~ 
automated to produce indefinitely repeatable precision
. In the 
past, the printing process was viewed as an "art", rath
er than 
a science, with printer operators' potential for judgement 
erroi;- greatly influencing the final product. Havin
g total 
control over every aspect of PCB printing, time after 
time, is 
13 
.. 
• 
~ I 
Figure 1.3 Screen Printer 
obviously a great advantage, a
nd with the aid of current 
computer technology, this is bec
oming a reality. Frequently 
used parameters can be stored o
n a disk, then called up to 
replicate the process as needed. 
As higher densities require 
finer lines, automated techniqu
es for screen printing will 
become essential to produce accu
rate results. 
The cost of an automated screen p
rinter can be daunting, 
and can exceed $100,000, but, manuf
acturers have designed 
modular systems, which make aut
omated screen printers more 
affordable. These modules offer t
he advantage of flexibility, 
adding or upgrading components a
s needed. Another important 
printer feature is the ability to
 adapt from one manufacturing 
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mode to another, e.g., from medium volume to high speed, 
or 
from stand-alone to in-line. 
1.2.4 Pick-and-Place 
After the circuit board has been printed with solder 
paste it passes to the assembly stage. Here, components
 of 
various size and shapes, with leads numbering from a few
 to 
several hundred, are properly located and oriented on 
the 
board by pick-and-place machines (Figure 1.4). This can be the 
most critical part of the manufacturing process, and the m
ost 
time consuming. Production rates of the entire line are ba
sed 
on the machine's output. 
Figure 1.4 Pick-and-Place machine 
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A sophisticated and expens1ve unit, the pick-and~place 
machine must be selected carefully. As needs for higher levels 
of production increase, so do the complexity and cost of the 
equipment. 
Pick-and-place machines are usually of three categories: 
laboratory units; small to medium production units, and; high 
production units. The time and testing invested in selecting 
a unit to meet one's needs are well worth the effort, as a 
poor choice of machine could lead to endless, 
production shutdowns. 
costly 
Some things to consider when selecting a pick-and-place 
machine are production rates, boards sizes, ease of 
programming, ability to handle a wide variety of parts 
supplied in ma-gazines and on tape, and compatibility with the. 
printer and reflow equipment. 
For FPT {25 mils and smaller), optical off-set -correction 
and optical component centering is required. Precision 
registration of these packages is mandatory. It is stii1 a 
problem· to feed parts that cannot be picked up with v_acuum, 
and special tooling is yet to be designed and manufactured for 
this purpose. However, over the last four years, ·r~markable 
improvements in accuracy, speed, durability, and versatility 
have been made. 
Th_e profile of a pick-and-place. machine se.lected for high 
production should _posses the following features: 
1. Excellent engineering and workmanship; 
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2. High flexibility; 
3. Superior reliability and yields, as reported by other
 
userst 
4. Quick-change modular component feeders; 
5. 1n-line capacity; 
6. Easy operation and maintenance; 
1. Ability to hold a large inventory of different parts;
 
8. Static feeder locations; 
9. Single adhesive dispenser station; 
10.Excell~nt software package; 
11. Ability to function with one station inoperable. 
In sununary, a ma.chine with a good track record should be 
se.lected, and personal recommendations. from satisfied µ
sers 
should be obtained. The design and engine.ering will ultima
tely 
determine potential or real downtime. 
1.2.5 Reflow 
Reflow l.S the process of remei,ting 
. previous appli.ed 
solder, without the addition of any extra solder during
 the 
soldering operation. 
Reflow determines flux spread, slump, and solder ball 
formation. Conditions such as bridging, opens, excess sol
der, 
thermal sinking, tombstoning, skew, and starved or cold so
lder 
joints can be the result of pqor solder ref low. Proper 
temperature control, reflow pad sizing, placements will 
help 
control these undesirable conditions. Under the constraint
s of 
17 
FPT, these variables become e.ven more of a trial. 
During reflow, it would be ideal if all solder joints on 
the board are subjected to the same temperature, but in 
practice, it is an acceptable band of temperatures, consi~ting 
of a preheat, a soak, and finally, reflow that are the norm. 
The limits of the temperature band are determined by solder 
paste, components and board material, and vary with methods of 
ref low such as infrared, vapor phase technology, or forced hot 
air convection. All methods have advantages and disadvantages, 
and specific methods may have to be tailored for different 
types of boards. 
In general, the thermal schedule for solder reflow 
processing consists of three separate thermal regions (Figure 
1. 5 and 1 .. 6) [3]. First, at lower temperature ( 'p_re-
treatment') the maJor change is caused by weight loss due to 
solvent burnoff; in the second (highest temperature) region, 
the solder melts and flows, again with significant weight 
loss; in th~ third, or final region, the solder is cooled and 
solidifies. The fir$t th.ermal region must be designed to 
remove as much of the volatile organic components as possible; 
the second thermal region is designed to melt and allow the 
solder to flow· (it must fall i;,a thermal window which is 
consistent with previous and future thermal processing steps); 
the final (freezing) region is critical to microstructure 
development in the solder and joint interfaces and hence to 
the reliability of the joint. 
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1.2 . 5.1 Infrar d Reflow 
Figure 1.7 IR Reflow 
Infrared (IR) is a widely used method for reflowing 
boards (Figure 1.7), because of reasonable equipment cost, and 
the lack of reliance on chemicals. However, because pure 
infrared is based upon line of sight, thermal shading can 
result. Also, temperature differences between the source and 
the target are usually high, leading to significant 
temperature variations on densely populated boards. Fragile 
FPTs may not withstand the heat of some IR ovens. 
Four types of IR furnaces are currently used: 
1. Lamp IR/Radiant IR 
Inside a conveyorized furnace, banks of IR lamps or 
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emitters operate at or near the mid-IR spectrum. 
2. Reflector Lamp IR 
An improved design based on lamp IR furnaces, reflectors 
around t"he lai;i:ip banks make it possible to lower the lamp 
temperature. These systems may provide some small degree 
of convection heating if ·compressed air is introduced. 
3.Panel IR/Natural Convection IR 
Conveyorized furnaces of this type use. area source 
emitters with air as the tran·sfer medium. Air or 
protective gases are pulled into the chamber through the 
entrance and exit ports, and is expel led through the 
exhaust stack. Another enhancement is the laminar flow of 
the PCB assembly as it moves through the furnace. 
Offering both IR and convection, more stable conditions 
are possible. 
4. Forced air convection/IR 
The last innovation in ref low, this method seeks to 
improv~ chamber uniformity. Heated gas ambients are 
circulated around the furnace· chamber with electric 
blowers, and all but a small portion of this gas ambient 
is circulated. 
IR technology has shown steady progress .over:- the last 
three to five years. For this reason,. it has been successfully 
adapted to many reflow applications. Unfortunately, every 
circuit board design is different with respect to surface 
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area, component density, substrate material, overa
ll mass, 
etc., and in isolated conditions, IR ·use may be proh
ibited. 
1.2.5.2 Forced Hot Air Convection Raflow 
A new development, forced hot air convection has recei
ved 
kudos in high production applications. The syst
em uses 
resistance wir~ heaters and blowers to circulate h
ot gases 
over the work to uniformly heat the solder con
nections, 
regardless of complexity. 
Major features include: 
1. Precise control for consistent quality; 
2. Alleviation of oven temperature problems; 
3 .. Excellent temperature uniformity between high and 
low 
mass boards and components; 
4. No sensitivity to varying loads; 
5. Rapid profile changes and quick warm up; 
6. Universal Profiling; 
7. Availability of inert atmosphere; 
1.2.5.3 Vapor Phase Reflow 
A technology that has been around for many years, va
por 
phase accomplishes reflow by vaporizing a suitable l
iquid to 
a temperature slightly above the melting point of the
 solder, 
while boards are fed through the machine on a. conveyo
r (Figure 
1 . 8) . The vapor chamber ·remains at an extreme·1y unif arm, fixed 
temperature. As the board travels through the mach
ine, all 
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components are equally heated. This type of equilib
rium is 
difficult to produce in an IR furnace. 
Figure 1.8 Vapor Phase Reflow 
Some disadvantages of vapor phase technology are: 
1. Cost of equipment; 
2. Cost and availability of [exotic] chemicals; 
3. High liquid losses (can be ameliorated); 
4. Lack of temperature variability; 
5. Thermal shocks; 
6. Tornbstoning; 
7. Liquid breakdown; 
8. Fire hazard; 
9. Necessity of rremoving fluxes dissolved in the liqui
d. 
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Many of the problems are easily solvable, and industry 
1.s developing new creative designs to resolve ·any drawbacks. 
l.2.5.4 Laser Reflow 
Laser methods to date have not been totally successful 
because of the variation of power in the las·er beam and 
difficulty in progranuning the on/off cycle times of the beam. 
For example, if a beam sweeps continually across a series of 
SMT leads without regard to the intervening spaces, the 
continuous power will damage, burn, and possibly delaminate 
the board. On the other hand, precise positioning and timing 
of the beam on each of the regularly spaced intervals of 
solder regions is difficult to program with accuracy. Much 
work, therefore, remains to be done before. laser beam·s are 
used to their full capacity. 
Despite the difficulties encountered 1.n this new 
technology, laser soldering is one more tool in manufacturing 
engineer's kit as a ref low heat source for soldering SMT 
devices. 
Laser 
fine~pitch, 
reflow soldering has advantages 
he~t-sensitive devices, such 
when soldering 
as FPICs and 
mechanical/electronic devices: relays, DIP switches, surface 
mount connectors, or quartz oscillators. 
1.2.6 Cleaning 
In electronic circuit assembly operations, each hanq.ling 
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step has the potential for contaminating the board assernb-ly. 
While some types of contamination have little or no 
conse_quence to the ultimate function and life of the assembly, 
others can affect its performance significantly. 
Effects such as metallic corrosion, surface electrical 
leakage, poor solder wetting, poor contact resistances, and 
vesication (mealing) of coati·ngs are instances of the harmful 
consequences of poor removal of some residues. It is therefore 
necessary, in most ·cases, to remove all traces of harmful 
contaminants that may remain on an ass.embly after processing 
(Figure 1.9). These include organic residues from the reflow 
operation as well as extraneous contaminants. 
In the selection of materials used for cleaning these 
assemblies, attention must be given to the chemical nature of 
both the residue materials themselves and· the cl.eaning media. 
These is no "universal sol vent" capable of dissolving all 
types of contaminant materials. Indeed, if such a solvent 
existed, it might a.lso dissolve some of the materials of 
construction of the printed wiring assembly as well. 
Therefore, any cleanitig medium that is chosen must be 
appropriately matched to the material being removed, with 
.additional consideration given to the assemb1y fabrication 
materials. 
1.2.7 Testing 
Good wettability is an essential feature of· the soldering 
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Figure 1.9 Cleaning Station 
system. Systematic testing of the wettability of components 
and boards is not only necessary to find out if a particular 
batch of components or boards meets the requirements, but will 
also give useful information concerning wettability trends. 
The wetting balance is now the most universal test 
instrument for measurement of the solderability of leads of 
components. The globule tester, which was the most widely used 
machine of the past, it now losing ground and is employed 
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mainly for low cost in-house testing of component wires. 
1.2.8 Rework 
The soldering defects observed after machine soldering, 
both the defects that rehder the functioning of the assembly 
impossible immediately after soldering, and those that are 
expected to give problems during the life of the equipment, 
must be corrected, e.g., with the aid of a soldering iron. 
This action of bringing a deviating product within the 
specification is called rework or touch-up and is in fact a 
repetition of a normal production process. The need for 
rework just after machine soldering indicates that design and 
process conditions were not good enough. In general, this 
reworking should be limited to incidental soldering of defects 
which, even in a well controlled soldering process, cannot 
always be avoided. The importance of correct process control 
is still increasing, because of the increasing complexity of 
boards with greater numbers of components at smaller pitches. 
Rework. of unsatisfactorily soldered joints is a costly 
operation because .it consumes a considerable amount of time. 
Moreover, it is impossible to identify all faulty joints by 
visual inspection, however carefully this may be carried out~ 
Th~refore more areas are reworked in practice than in fact 
need be, because the decision to rework a specific area or not 
is taken so as to be on the safe side. This may in effect 
s:peed up the work because deciding whether to touch up a joint 
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may take longer than actually doing it. The reliability
 .of the 
final product depends on the amount of repair requi
red, as 
some of the defects are inevitably overlooked and re
working 
can introduce new defects. The rework of the defect
s which 
have been detected does not guarantee them to b
e fully 
repaired. For instance, sometimes they only seem
 to be 
repaired and the defects are merely disguised. If pro
duct or 
process deviations result in more defects than is 
thought 
permissible in a controlled process, this will 
have an 
adverse effect on the reliability of the finished pro
duct. A 
.general large-scale .reworking will. never re~ult in a
 quality 
level equal to that produced by a properly con
trol-led 
mechanized process. 
1.2.9 Emerging Trends in SMT 
Clearly, one of the most significant challenges faci
ng 
the SM manufacturing community today ~s· the ever ·in
creasing 
quantity ahd size of SM components with fi.ne pitc
h lead 
spacing. Just as equipment suppliers and manuf
acturing 
engineers come to grips with a new part size with fi
ner lead 
spacing, the designers and component suppliers introduc
e. a new· 
round of challenges. As a result, the requirement to d
o more, 
and be better, never seems to go away. 
The most commonly handled fine pitch parts that are us
ed 
in production today are limited to lead spacing of 2
5 mils. 
Smaller pitches, most notably thos.e at 20 mils, ar
e being 
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introduced with increasing frequency but certainly represent 
the exception and not the rule in production today. Just as 
clear, however, is that handling the 20 mils package 
·requirement in volume production will become more corrunon in 
the years ahead for those manufacturers who are encountered 
the 25 mils pitch part today. Others ·who have not yet 
encountered the newer fine lead spacin9 in their production 
environment will most likely not jump to 20 mil devices for 
several years. 
The two biggest challenges presented by the advent of the 
fine pitch parts lie in the requirement for more accuracy in 
the parts placement and in the inherent difficulties 
encountered in the soldering process. Bbth of these challenges 
must be met by a refinement in the production process· and in 
the process equipment utilized by the manufacturer. 
1.3 Goal of This Resea~ch 
As mentioned .at the beg~nning of this chapter, this 
thesis aims at pro~iding the materials background concerning 
solder processing of surface mount .components to production 
. 
engineers and technical staff 
. in such a way as to be 
meaningful to those w·ithout an extensive materials background. 
Becau-se many of the materials related problems are 
amenable to modern computer calculation and display methods 
and because PC systems are now commonly available 
. in 
electronic component assembly, we have chosen to use computer 
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technology to present these ,problems. 
·rn order to demonstrate the types of material behav
ior 
encountered we have $elected only a few typical problems, 
among many, that are amenable to computer calcula
tion or 
.display, which may therefore help on-line product engi
neers in 
either educational or problem-solving modes. Firs
t, the 
calculation of the Pb-Sn phase diagram is presented. 
This is 
done in great detail because of both the great import
ance of 
a phase diagram to the solder process operation 
and to 
demonstrate the great difficulty in calculating even a
 simple 
phase diagram. Next, the presentation of a TTT 
(Time 
Temperature - Transformation) diagram is used to demonstrate 
how solcftr microstructure (and therefore properties) can 
change within only a short time after solder joint formation. 
This is of great significance with respect to ag
ing and 
reliability of the joint, and may be related to the variety of 
burn-in ·Operations necessary to assure this reliabil
ity. In 
terms of actual joint fabrication, the viscosity of the liquid 
solder, surface tension and wettability are of 
central 
interest, and they are presented in Chapter 4 through 
chapter 
6. Finally, computer systems can be used to display t
ypical 
SMT footprint patterns and, in turn, these can be u
sed to 
calculate a variety of geometry dependent parameters. 
As just 
\ 
\ 
one very simple example we have chosen t'o demonstrate 
the use 
of this approach to estimate total daily use of 
solder 
material. 
30 
CHAPTER 2 Calculation of Phase Diagrams 
The tin content of the alloys that are used for soldering 
may vary considEµ"ably depending on the application. The lowest 
melting point alloy is called the eutectic and 
.. is most 
corrunonly used.. The other corrunon solder composition is the 
95Pb5Sn solder alloy", and this is often used for higher 
temperature joining with good creep resistance. Other elements 
may be added, but if the third element addition is kept small 
1 weight percent.) its influence usually remains 
insignificant and is tberefore neglected here. 
A phase diagram gives a systematic desciiption of the 
me°l ting or solidification behavior of an alloy. Thus an 
understanding of the phase diagram of the Pb-Sn system will 
assist in und~rstanding the behavior of Pb-Sn solder alloys. 
It will provide the liquidus temperature (melting point) for 
a given composition as well as t_he identity of phases present 
in the solder after freezing (ex. eutectic, or Pb--:primary 
phase, or Sn-primary phase). 
This chapter will describe the computer calculation of 
the Pb-Sn phase diagram. Phase diagram may either determined 
from experimental data (usually· ei_ther thermal analysis, 
microstructure studies ·or x~ray diffraction analysis) or from 
thermodynamic calc.ulations. It has long been recognized that 
the combination of analysis and synthesis of phase diagrams 
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and thermodynamic properties is of great significance to the 
materials area. This type of analysis is aimed at providing a 
quantitative description of the phase stability based on the 
modeling of the Gibbs energy of each alloyed phase. The models 
used involve phenomenological paramet_ers which are fitted to 
experimental information on the phase diagram and the 
thermodynamical properties. Once the Gibbs energy functions 
have been 
properties 
constructed, all 
can be calculated 
interesting thermodynamic 
by applying standard 
thermodynamic relations. The models used in this approach are 
.essentially non-predictive-, and- fundamer:ital quantities like 
the G~bbs energy difference between the various cry~talline 
modifications of a given element (i.e. the so-called 'lattice 
stabilities'), or the interaction energies in binary solutions· 
have to be extracted from experimental information. Howeve·r, 
they take advantage of the large body of thermodynamic and 
experimental data that are available for many systems. It has 
become conunon practice to try to use both sets of inputs to 
develop what is. termed an "optimized" diagram using computer 
fitting analysis. One of the most successful of these programs 
has been developed by H.L. Lukas and coworkers [4, 5, 6, 7, 
8] . As an examp_le of the use of this approach for a system 
similar to that handled here on the Pb-Sn system, the reader 
is referred to a paper on the optimization and calculation of 
the binary system Al-Si [6]. Althoug~ the program can handle 
up to eight components, it can also be run for two components-
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on most modern PC systems. The c~ntral part of the calculation 
·is· perforrne·d by a program called BINGSS. 
2.1 INTRODUCTION 
2.1.1 General Remarks 
Those readers who are not interested in the details of 
the phase diagram calculation should skip to section 2.7. 
The program BINGSS is a least squares fitting program for 
binary systems, using simultaneously phase diagram and 
thermodynamic data. The program BINFKT prepares tables and 
plots of phase diagrams· as well as thermodynamic functions 
[5]. The strategy is based on the Newton-Raphson numerical 
iteration method and is best suited for calculating complete 
phase diagrams. The experimental data, which are input to 
BINGSS, can also be plotted-directly from the same files. The 
program BINFKT uses polynomial descriptions for the excess 
terms of the Gibbs free energy. The language is FORTRAN 77. 
The particrilar version of the Lukas program that we have used 
was obtained from Dr. Ursula Kattner at the National Institute 
for Science & Techn·oi.ogy, in Gaithersburg, MD. This version is 
slightly mor~ user-fiiendly than the original, but can only be 
used for binary systems. 
2.1.2 Gauss Method (GS approach) 
2.1.2.1 Principle of the method 
Here we will briefly describe the Gauss method (GS 
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approach), in a manner as it is done 1n
 many textbooks, then 
connect it with our problems. 
The general problem is: A set o
f n measurable value.s Wi 
depends on a set of m ·unknown 
coefficients Cj by different 
functions Fl. with different val
ues of independent variables 
i=l .. . n, j=l .. . m ( 2 . 1) 
If n is greater than m, it is 
usually not possible to 
obtain a set of coefficients 
CJ by which the values Wi, 
calculated after Eq. (2. 1), are equal 
to the corresponding 
measured values, Li. Now the co
ndition for the "best" set CJ 
is: The sum -of squares of the e
rrors must be a minimum. The 
errors vi are defined as the di
fferences between calculated 
and measured values times a weig
hing factor pi: 
( F . ( C . , xk . ) - L . ) *P . = v . l J l l l l 
( 2 . 2) 
In many textbooks the square 
of the quantity Pi of 
Eq. (2.2) rather than p~ itself, is called
 the weighing factor. 
Eq. (2.2) is called the equation of erro
r. 
The condition for the best ·value
s of Cj is therefore: 
n L vi = Min(with respect the CJ) 
i•l 
( 2. 3) 
From that condition the rn followi
ng equations between the 
m unknown coefficients Cj can. be derived: 
These equations can be solved by
 the iteration method of 
Newton and Raphson, where th
e corrections ~Ck of the 
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) 
i 
,. 
n 
~V-•ov./oC.•O 1·-1 ... m 
,L; l l J 
( 2 . 4) 
i•l 
coefficients Ci are found as solutions of 
the equations: 
m r. n L ( L vi -.a2 v11acjack + L avi1 acj -.avi;ack) •fl ck s: 
k•: i-: i-: 
n 
"v.•av./ac. L 1 1 1 
1•1 
jr::1 .. . m ( 2. 5) 
Us_ually this method is simplified in 
textbooks by 
approximating the F1 of Eq. (2. 1) and (2. 2) by 
a Taylor 
expansion with respect to the coefficien
ts Cj, which is cut 
after the linear terms: 
m 
F. ( c., xk.) z F. ( c .0, xk.) + " ( aFl. I ack) * 4 ck 1·1 1 l J 1 L 
(2. 6) 
k•l 
Using these ·approximations in Eq. (2.2) to defi
ne the vi, 
Eq. (2.5) is simplified, because the second de
rivatives of the 
vi disappear: 
m n 
n 
L (L av11acj * av11ack) llck = -L vi *avi;acj 
k•l i •l i-1 
j=1 .. . m ( 2. 7) 
These equations are set up, using an ini
tial set c/ of 
the coefficients, and solved for the cor
rections ~Ck. After 
adding the cor~ections to the initial set, 
the calculation may 
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.. 
be repeated until the corrections are below a given limit. 
As a measure of the fit between the resulting 
coefficients and the measured values the mean square of 
error(e) can be used. It is defined by: 
n v.2 
mean square of e = L --1;;..._-
i-1 (n-m) 
( 2 . 8) 
The accuracy of the calculated coefficient is 
proportional to the square-root of the mean square of error. 
The factor of proportionality of each coefficient is the 
square root of the corresponding diagonal element of the 
reciprocal matrix of the m*m matrix containing the elements: 
n E ·(avi; acj * avi; ack) 
i-: 
2.1.2.2 Weight Factor 
k=l ... m, j=l ... m ( 2 . 9) 
In the programs BINGSS, the weighing factor Pi in 
Eq. (2.2) is taken as the reciprocal of the estimated accuracy 
of the measured values [7, 8]. If also the independent 
variables xki have limited accuracy, the estimated accuracy ~W1 
of the Wi is replaced by: 
-1 A • P· =uW· = J. .l ~ W1 + L ( (aFi/ axki) *~Xki) 2 
k 
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(2.10) 
This choice may be interpreted as the v1 being 
dimensionless relative errors defined as a fraction of 
the 
mean error of the corresponding measurement. Therefore 
the 
errors of different kinds of measured values can easily
 be 
compared. 
2.1.2.3 Different Versions of the Equations of Error 
For thermodynamic functions of homogeneous phases the· 
functions F1 (CJ, xki) of Eq. (2 .1) usually can be explicitly 
expressed. This l.S also true for the derivatives dV /dC- Of l. J 
Eqs . ( 2 . 4) , ( 2 . 5). , ( 2 . 7) 
Pi *dF i/ dCj. 
and (2.9), which are identical to 
For phase diagram values and thermodynamic functions of 
heterogeneous systems in equilibrium the Fi (Cj., xk.i) can be 
defined implicitly only using the equilibrium conditions. 
The· 
function values for a g1. ven set of coefficients 
c. 
J 
and 
independent variables xki can be calculated by the New
ton-
Ra,ph_son technique. Numerical values of the derivatives dF i/ dCj 
can be obtained by the usual equations for derivatives
 of 
implicitly defined functions given in textbooks. The form
 of 
these equations to be used in phase diagram calculation
 is 
given in ref. [5] .. 
Often, approximate values of the derivatives dFi/c)Cj can 
be given by explicit equations such as Eq. (2 .1). These 
explicit equations contain equilibrium concentrations, w
hich 
are assumed to be known exactly and treated like 
the 
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independent variables xu. The expressions must be co
nstructed 
in a way to be weakly dependent on these eq
uilibrium 
concentrations in order to be sure that the value 
of v 1 of 
Eq. {2.2) is mainly dependent on the measured value. The 
quantity Wi of Eq. {2.1) may be either the measurable quantity 
{Eqs. (2 .15) and (2. 18)) or the value zero. In the latter case 
Li of Eq. (2. 2) is the deviation from zero of the expression of 
an e qui 1 ib r i urn condition E q s . ( 2 . 2 5) and ( 2 . 2 7 ) . 
In the program BINGSS,. the equation of error
 ·is 
prograrruned for both possibilities, the implicitly
 defined 
function Fi, and the approximate explicit expressio
n for Fi; 
which choice is used is determined by the variable I
VERS ( see 
section 2. 3) . The explicit expression in section 2. 3 is called 
"Version l", the implicitly defined function is "Ve
rsion 2". 
"Version 2" theoretically seems to be ·the better one
, because 
there is no dependence on a second value, which is k
nown only 
approximately; but practically it may ~e worse. One 
reason is 
that the calculation of equilibrium may fail with th
e current 
set of coefficients, for example, if the calculated m
aximum of 
a two phase field is below the temperature of a measu
rement in 
this two phase field. Another case of failure is if
 in a two 
phase field with maximu~ or minimum the calculated eq
uilibrium 
{tie line) is found on the wrong side of the extremum. In this 
case the error of the corresponding measurement is v
ery large 
and the derivatives iJvi/dCj are completely wrong. Especially 
in the early stages, where the coefficients are far
 from the 
38 
best values, "Version 1" more probably 
directs the calculation 
to convergence than "Version 2". 
2.1.2.4 Marquardt's Algorithm 
If all the equations of error a
re linear in the 
coefficients, Eq. (2. 7) is correct and the 
final solution 
should be found in one step. Only for
 errors due to rounding 
would a second or third step possibly
 be useful. But if the 
equations of error are nonlinear in t
he coefficients (either 
due to the analytical description of t
hermodynamics or due to 
the above mentioned "Version 2") the step afte
r Eq. (2.7) may 
fail and the mean square of error inc
reases. 
To solve t.his problem D. W. Marquard
t [9] combined the 
.-Newton-Raphson method with the -steepes
t descent method. To the 
normalized matrix of Eq. (2.7), the id~ntity ma
trix multiplied 
by a factor called the Marquardt para
meter is added. If the 
Marquardt parameter is iarge this ter
m is dominant and the 
corrections correspond to a steepest 
descent step where the 
length of the vector is the recipr
ocal of the Marquardt 
parameter. If it is small we have n
early the pure Newton-
Raphson step. If the mean square of e
rror increases, the last 
correct is disc~rded and the Marquard
t parameter enlarged by 
a factor (for example 10.) and new corrections 
are calculated 
using the matrix of Eq. (2. 7) of the previous
 step. If two 
consecutive steps were successful, the
 Marqu.ardt parameter is 
diminished by the same ·tactor for the
 next calculation. 
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2.2 Data Input 
All data input 1.s formatted, using columns 1 to 72. 
Values are assumed to be in SI-units (J,K,moles of atoms). If 
calories are wanted, the value of R must be changed in the 
DATA statements of the main programs and the subroutines 
EQCALC and HSVAL·. 
2.2.1 Coefficients (File 09) 
All ~oefficients are given in lines, containing up to 6 
values, corresponding to the terms in the free en.ergy 
expression of Eq. (2.11), below. Additional information is the 
number and sequence of phases, names of elements and phases, 
the correspondence between the phases and coefficient lines, 
and the distinction between unknown and known coefficients. 
1st line FORMAT (T2,I2,I3,1X,2A2) 
READ ( 0 9 , . . ) NP , M, ( NAME L ( I ) , I= 1 , 2 ) 
NP-- number of phases (integer.) 
M-- number of terms to describe temperature 
dependence (integer) 
NAMEL(I)-- names of the two elements (2 characters 
each) 
The sequence of the elements must be the same in all data 
of the same system. 
2nd line FORMAT (T2,I2,Al2,I2,6I3) 
READ (09 .. ) LINES,NAME,IE1,IE2,IE3,IE4,IE5,NME,NF 
LINES-- number of coefficient lines belonging to 
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phase i 
NAME-- name of phase i (max. 12 characters) 
IEl-- type of phase i {see section 2.2.1.1) 
IE2 ... IES-- integers describing number
s of atoms in a 
stoichiometric phase or associate, z· fo
r atome entoure' 
or site numbers of sublattices in Wa
gner Schottky phase 
NME-- number of lines belonging ·to 
description of 
magnetic part 
NF-- factor f of magnetic desritptio
n times 1000,. 
g1. ven as integer 
3rd line FORMAT 
(T2rSilrF10.lrF11.5cF11.6rF11.7rFll.Or1PrEll.4) 
READ ( 0 9 , . . ) ( UNBEK ( J , I ) , I = 1 , 6 ) , ( CO EFF ( J, I ) , I = 1 , M
) 
UNBEK defines if coefficient 1.s known(O) or unkn
own(l), 
COEFF are the coefficients of the f
irst coefficient 
line of phase i (J=l) 
There is a total of lines of this fo
rmat, giving the 
different coefficient l·ines as describe
d in section 2.2.1.1. 
Starting with a line such as the 2nd lin
e, the data for 
each phase i and following phases are en
tered in the same way. 
IEl through IE5 are stored as· IE{I,J),I=l,5 for ph
ase J. 
LINES is stored in the integer array IPH
AS(J,l). The value of 
IP HAS (J, 2) is the number of the 1st coefficient li
ne belonging 
to phase J. NME is stored as IPHAS (J, 3) . IPHAS 
(J., 4) is the 
number of the 1st line of magnetic coef
ficients belonging to 
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phase J. 
The data set may be closed by a line
 containing only 
zeros and blanks. After that line co
mments for the human 
reader may be added. 
The input data for File 09 for the Pb-Sn
 system is given 
in Appendix IV. 
2.2.1.1 Binary Phases 
There are different analytical descrip
tions used in the 
binary programs for the concentration 
dependence for a given 
type of phase (subroutine XMATBI)°. The possible
 choices are 
listed below, along with the section in
 this -thesis in which 
they de$cribed: 
I. Stoichiometric phases and c
ompounds (without 
concentration dependence); (Integer IEl = 0 thro
ugh 9), 
see ref. [4] for detailed description. 
II. A polynomial description of the 
thermodynamic excess 
functions (Legendre Polynomial series or Redl·ic
h Kister 
description). (Integer IEl = 11 or 12), this, is 
the case 
used here for Pb-Sn,. see section 2.2.1.
1.1 for details. 
III. Interstitial solid solutions of A
 
. B B 
. A. in or in 
(Integer IEl - 21 or 23) , see ref. [ 4 J fo.r 
detailed 
description. 
IV. Interstitial solid solutions of A
 or B in an A-B 
compound. (Integer IEl - 25 or 27 for B in A-B, 
IEl - 26 
28 .for A 
. A-B), ref. [4] for detailed or in see 
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description. 
V. Substitutional solid solution 1.n one sublattice only. 
( Integer I El c:: 13 or 14) , see ref. [ 4] for detailed 
description. 
VI. A description after the associate model with one 
associate. ( Integer I El = 30 through 3 9) ., see ref. [4] for 
detailed description. 
VI I. Salt mixture after the "surrounded ion model" . ( Integer 
IEl ~ 15 or 16), see· ref. [4] for detailed description. 
VIII.Solution phase described after the model of the 'Atome 
Entoure'. (Integer IEl = 40 or 41), see ref. [4] for 
detailed description. 
IX. Descriptions based on the Wagner-Schottky model of phases 
containing two dif.ferent defects. ( Integer IEl - 50 
through 59), see ref. [4] .for detailed description. 
X. Hillert' s model of "partially ioni~ liquids" in the 
special case ot one cation and one anion only. (Integer 
IEl = 66), see ref. [4] for detailed description. 
The distinction between any of these 1.s given by the 
integer IEl 1.n file O 9. For VI, IX, and X, an extra 
subroutine, WSASS, and for VII, an extra subroutine, ATOENT, 
is called by XMATBI. 
2.2.l.1.1 Polynomial Description of Excess Terms 
(Integer IEl = 11 or 12). The ideal solution term is of 
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the substitutional type. The 1st anq.
 2nd line of coefficients 
are the lattice stabilities (which is defin
ed as the free 
energy differ~nce between any two c
rystal structures of an 
element_) of -element A and 2 respectively, the 
3rd line is the 
ideal solution term, it contains alwa
ys the values 0, -R, 0, 0 ... 
The following lines, if IKl=ll, defi
ne the coefficients of a 
series of Legendre polynomials of: th
e argument xl--x2 (or l-
2x), multiplied by xl*x2 (or x* (1-x)), or, 
if IE1=12, the 
coefficients of a Redlich Ki$ter descriptio
n as functions of 
the temperature. The number of terms 
of the series is defined 
as the total number of lines given to
 that phase minus 3. The 
terms of the series needed depend on 
the optimized result. An 
initial trial is run using one term 
at the first GS run (see 
section 2.1.2); if it .does not work, the
 new input is 
increased by one more term and G
S is used again, this 
procedure is r~peated until a satisf
ying result is obtained. 
The general rule is to keep the nu
mber of terms as few as 
possible. 
2.2.1.1.2 Magnetic Terms in Binary P
hase 
A magnetic contribution to the therm
odynamic functions, 
following Inden [10] in the modification giv
en by Hillert and 
Jarl [11], can be added to the description 
given b~fore. The 
parameters used are the Curie tempe
rature and the effective 
magnetic moment, both given as functi
on of concentration by a 
polynomial and the fraction f of 
the short range order 
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enthalpy referred to as the total magnetic enthalpy, 
which is 
assumed to be constant in the whole composition range
 of the 
phase. If either the value of the Curie temperature
 or the 
mean magnetic moment becomes negative in a certain 
range of 
concentration, the phase is assumed. to be nonmagnetic
 in this 
range. 
Parameters for ma·gnetic terms cannot be adjusted in 
BINGSS. 
2.2.1.2 Reference State 
The reference state is not explicitly given, but it m
ust 
be the same for all phase of the data set. It may eith
er float 
with temperature as in the calculations of L. Kaufm
an, or it 
may be fixed at room temperature (298.15 K) as in the tables 
of Bar in and Knacke [ 12] ("stable element reference") or 
Hultgren et al. (13]. A reference state that floats with 
temperature is allowed in all phase diagram calculatio
ns, but 
in the Gauss method it is not allowed, if enthalpy diff
erences 
between different temperatures are input as measured
 values. 
For the Pb-Sn system we chose· the solid state as 
the 
reference state. 
2.2.1.3 Temperature Dependence 
The temperature dependence of all the coefficients u
sed 
in the following sections is given by the formula: 
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G(HL) cA-B• T+C• T• C:. O-ln (T)) - (D•T2/2) - (E/ (2•T)) - (F•T3 /6) 
(2 .11) 
This formula was first used by Kub~schewski [14), and it 
is also used in the tables of Bar in and Knacke [ 12] . A similar 
formula is used in Eriks.son' SOLGASMIX program [ 15 J : 
G(E) =A/T+B+C•T+D•T2 -E•T3 +F•T•ln (T) (2.12) 
or, with another sequence of the coefficients, by SGTE: 
G(SGTE) =A+B•T+C•T•ln ( T) +D•T2 -E•T3 +F/T (2.13) 
The values of A through F are input as one line of 
coefficients in file 09. The conversions between the 
coefficients in our programs ('' HL' ., Eq. ( 2 . 11) ) , 
Eriksson'program ('E', Eq. (2 .12)) and SGTE (' SGTE', Eq. (2 .13)) 
are given in the Appendix I. 
In File. 09 for Pb-Sn we only used the first two 
coefficients A and B because Pb-Sn is a very simple system. 
2.2.2 Experimental Values (File 10) 
Each measured value is represented by one or two lines 
using the format: 
FORMAT (A2, 6I2,F9.l,F7 .1,2 ('F7.2,F5.2) ,8P2F9.0) 
The following values are read (the meaning of which are 
summarized in Appendix II): 
LABEL . l.S a two character label to distinguish between 
different sources of data. It is used in printouts. During~ 
run of the programs it may be used to change the weight of or 
46 
to skip data with specified labels. 
ITU(l) through ITU(4) are integers used to label the phases 
involved the experimental data set, according to 
sequence of the phases in file 09. 
type of the experimental va1ue. 
number of phase involved. 
datum value. 
Temperature in K. 
the 
NTYP 
NPHA 
W+-DW 
T+-DT 
TT a second temperature (if necessary to describe 
the datum value). 
DTT accuracy of the difference T-TT (not of TT 
itself) . 
X (1) through X (2) concentrations(atomic fractions). 
meaning differs with NTYP and NPHA. 
The 
X (.3) thrqugh X ( 6) In the case given in Appendix I I, four 
additional concentrations are read by an extra line with 
FORMAT (T'2, SP, 4F9. 0) 
If two or more phases are involved in th~ measurement in 
different ways, the sequence of the phases is impo.rtant and 
must correspond to Appendix II. 
Types of experimental values 
NTYP=l Partial Gibbs energy of the component 1. x'=X(2*I-1)+-
X(2*I.) is the concentration of the phase ITU(I). The 
phase ITU (NPHA+l) is defined as the re·ference phase. If 
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ITU(NPHA+l) ~ 0, phase ITU(l) is simultaneously the 
reference phase(with x=O) and the first phase involved 
in the measured value(with x=X(l)+-X(2)). 
Equation of error: 
One phase (NPHA=l): 
(2.14) 
/ 
Two phases(NPHA=2). Th~re are two different equations 
(see section 2.1.3), depending on "IVERS": 
IVERS=l,3,4,5: 
(2.15) 
IVERS=2,6,7 
(2.16) 
where G1•q is the equilibrium partial Gibbs energy in 
the two phase field, calculated·with the current set of 
coefficients. 
NTYP=2 Partial Gibbs energy of the component 2. Treated 
similarly to NTYP=l. The reference phase is either 
phase I T.U ( NP HA+ 1 ) , or, if I TU ( NP HA+ 1 ) = 0 , it is phase 
ITU(l) taken at the concentration x=l.O. 
Equations of error: 
One phase (NPHA=l): 
(2.17) 
Two phases (NPHA=2), IVERS=l,3,4,5: 
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G11 • (x'-1) / (x 1--x11 ) + G1• (x11-1) / (x 11-x1) - 0 G{•t -W=e (2 .18) 
IVERS=2,6,7: 
(2.19) 
NTYP=3 Enthalpy difference at the constant temperature T+-DT. 
Equation of error: 
One phase (NPHA=l): 
(2.20) 
where H'-(1-x)* 0 Gx_0 -x·*H'x-i is the enthalpy of mixing for 
the phase ITU(l) at the concentration x=X(l)+-X(2). 
Two phases (NPHA=2) : 
(2. 21) 
where H'- H" 1.s the enthalpy difference between the 
phase ITU(l} and the pha~e ITU(2) at the same 
temperature T+-DT and the same concentration x=X(l)+-
X(2). For example, the enthalpy of fusion or 
transformation. 
Three phases (NPHA="3) : 
H1 - ( 1 - m) * H11 - m * H111 - W = e (2.22) 
where H'-(1-m)*H"-m*H"' is the enthalpy of reaction, 
where 1 mol of atoms of phase. ITU(l) is formed out of 
1-~ moles of atoms of phase ITU(2} and m mole~ of atoms 
of phase ITU(3), where m=X(l)+-X(2) .. The concentration 
of phase ITU (l)· is calculated by the lever rule from 
the concentrations of phas~ ITU(2) (x"=X(3)+-X(4)) and 
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phase I TU ( 3 ) ( x " ' = X ( 5 ) +-X ( 6 ) ) . Two or a 11 of the phases 
ITU(l), ITU(2) and ITU(3) may be the same phase. 
NTYP=4 Enthalpy difference like NTY~=3, but the enthalpies· of 
the phases ITU(2) and, if present, ITU(3) are taken at 
the temperature TT. DTT 1.s the accuracy of the 
difference T~TT, not of TT itself. It may be much 
smaller than DT. The meaning of the X (I) is the same as 
with NTYP=3. 
NTYP=S Enthalpy difference like NTYP=4. The concentrations are 
not input but calculated as the equi.librium 
concentrations at the temperature Tor TT, using the 
current set of coefficients. These values are not used, 
if IVERS=l. 
x 0=X(l)+-X(2) 1.s the overall composition of the sample 
and, if NPHA=3, also th,e composition of phase °ITU ( 1) .. 
The concentrations of phases ITU(2) and ITU(3) or, if 
NPHA=4 ITU (1) to ITU (4) are input approximate·1y by X (3) 
and X(4) or X(3) to .X(6) respectively. W+-DW is the 
heat evolved during cooling which respect to heating up· 
one mole of atoms of sample from T to TT, if the sample 
remains in equilibrium. 
Equation of error: 
One or two phases (not programmed, use NTYP=4) 
Three phases: 
H' - x'"-xo *H"- xo-xll *H'" -W= e 
x 111 - x 11 x 111 - x!' 
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(2. 23) 
Phase ITU(l) at T, phases ITU(2 through 3) at TT 
Four phases: 
phases ITU(l through 2) at T, phases ITU(3 through 4) 
at TT 
(2.24) 
NTYP=6 Phase diagram values. 
NPHA=2: Phase ITU(l) with the concentration x=X(l)+-
X(2) at the temperature T+-DT is in equilibrium with 
phase ITU(2) of concentration x=X(3). That means the 
concentration of phase ITU.(1) is the measured one, 
whereas X (3) may be interpolated from another series o·f 
measurements and is used ·as ~n auxiliary value only. 
The sequence of phases tl:lerefore is important. If both 
concentrations are measured, two values must be input. 
The equation of error depends on the current value of 
IVERS. If IVERS.NE.2, the input concentrations of the 
phases are used; if IVERS.EQ.2, the equilibrium 
concentrations are calculated using the current set of 
coefficients and using the input concentrations as 
starting values for the iteration. 
Equation of error: 
IVERS.NE.2: 
(2.25) 
IVERS.EQ.2: 
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Xcalc - X ( l) -= e (.2.26) 
NPHA=3: Tt-DT is the equilibrium ternpe.rature of the 
three phase equilibrium ITU·(l) +ITU (2) +ITU (3). The 
concentrations are X(l) ,X(3) and X(S). X(2), X(4) and 
X(6) are not used. For determining the weight of 
equation of error, DT only is used. If IVERS=2, 5 or 7 
the concentrations are calculated by the current set of 
coefficients, using X(l), X(3) and X(S) as starting 
values of the iteration. 
Equation of error: 
IVERS=l,3,4,or 6: 
G1 * ( x 111 - x 11 ) + G11 * ( x 1 - x 111 ) + G111 * ( x 11-x1) = e 
IVERS=2,5,or 7: 
Tea.le - Tll'l8lJ.SUI8d = e 
(2. 27.) 
(2.28) 
NTYP=7 NPHA=l. m=W+-DW is the amount of phase ITU(l) in the 
two phase equilibrium ITU(l)+ITU(2) at the overall 
composition x 0=X.(1) +-X (2) and the temperature T+-DT. 
X (3) and X.(5) are the approximate concentrations of the 
two phases. This type of value is used only if 
IVERS.GT.l. 
Equation of error: 
mcalc - mmaasured = e (2. 29) 
NTYP=B NPHA=l. W+-DW is the concentration of vacancies in a 
phase described by the Wagner Schottky model at the 
52 
concentration X(l)+-X(2} and the temperature T+-DT. If 
TT.GT.l is also given, W+-DW is the difference of the 
vacancy concentrations between the temperatures T and 
TT. 
Equation of error: 
X:a ( calc) - W= e (2.30) 
or, if TT.GT.1: 
X:a ( cal cat T) - x:i. 0 ( cal cat TT) - W = e (2.3l) 
NTYP=9 Like NTYP=3, but W+-DW is an entropy, not enthalpy 
value. It may be defined, for example, by a third law 
integration of low temperature specific heat data. 
NTYP=lO Like NTYP=9 but phase ITU(2) and ITU(3) taken at 
temperatu.re TT. 
NTYP=ll Like NTYP=lO but phase ITU (_3) only taken at 
temperature TT. 
NTYP=12 Like NTYP=4 but phase ITU·(3) only taken at temperature 
TT. 
The data set may be closed by a line containing only 
zeros and blanks. After that line, comments for the reader may 
be written. These comments are printed after the tables, if 
LAUF=3. 
The input data for File 10 is given in Appendix V. In 
addition, we also present a FORTRAN program "TRANSAN" (which 
is used to transfer weight percentage of Sn into atom fraction 
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of Sn) 1.n Appendix III 1.n order to prepare experimental data 
for File 10. 
2.3 Parameters for Running the Program 
LA.OF decides the form of output during one calculation .. 
LAUF=O Stop calculation. 
=1 The mean square of error only is printed.· 
=2 Additionally the corrections using a second calculation 
are printed. 
=3 During calculation of the 1st iteration step the input 
is tabulated. The output after calculation is like 
LAUF=2. 
=4 During calculation of the last ite;ration step the 
individual errors, caiculated by ·the current set of 
coefficients, are tabulated. The output after 
calculation is like LAUF=2. After the 1st and last step 
a correlation matrix is printed. 
=5 During calculation, values which are not used because 
an equilibri·um is not found are tabulated. The output 
after calculation is like LAUF=2. 
=6 ·The output is like LAUF=S, but additionally, in the 1st 
and last iteration step a correlation matrix is 
printed. 
=7 Print coefficients ·on screen and save them on a file. 
=8 Print coefficients on screen only. 
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I 
Selects the equation of error,. where two versions are 
possible (see section 2~1.2.3). "Version 1" means the 
calculated value is an expression of thermodynamic 
functions, "Version 2" means it is a calculated 
equilibrium state. 
IVERS=l Only values after ·~version 1" is used. 
=2 All values are used. Where different versions exist, 
"Version 2" is taken. 
=3 All values are used. Where different ve.rsions exist, 
"Version 1" is taken. 
(See below boxed tabulation for choice of "Version 1" 
or ''Version 2" depending on IVERS values). 
(NTYP, NPHA) 
I 
( 1, 2) 
I 
( 2, 2) I ( 6, 2) I 
( 6, 3) 
IVERS=l 1 1 1 1 
IVERS=2 2 2 2 2 
IVERS=3 1 1 1 1 
IVERS=S 1 1 1 2 
IVERS=6 2 2 1 1 
IVERS=7 2 2 1 2 
IALGOR Selects algorithm. 1.-:Gauss-Newton algorithm, 
2=Marquardt algorithm 
NMAX is the maximum number of iterations·. If the convergence 
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I 
criterion is satisfied, the actual number may be less. 
EPS is a value used in the convergence criterion (for 
e-x amp1 e O . 0 0 01 ) 
~coeff< [(coeff+t)•EPS] for all coefficients (ts:1.0.E-05) 
RMAMQ is the initial value of the Marquardt parameter. It is 
used only with IALGOR=2 (for example 0.1) 
As a general guideline, LAUF is pref·erred to be 2 1.n most 
cases, and IVERS is recommended to be 3 in most cases. For the 
last runs, IVERS=2 is theoretically the· best choice, but in 
some cases, (especially, if the experimental points scatter 
markedly) it does not work well as with IVERS~3. Between 2 and 
3 runs may be used with IVERS=S,6,or 7. 
2.4 Data Output 
2.4.1 Output from BINGSS 
The output depends on the value of LAlJF. 
LAUF=l The smallest table is given. It contains the input 
parameters to check them, the number of values used in 
the iteration step, the mean square of error (sum of 
squares., divided by (number of values minus number of 
coefficients)) and the Marquardt parameter. A 
compari~on between the mean square of error with that 
of the previous iteration gives the message: 
CALCULATION ... 
WAS 1ST STE?: No previous step, therefore no 
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comparison. 
SUCCESSFUL: mean square of error decreased. 
FAILED: mean square of error increased. 
CONVERGED: convergence criterion is satisfied. No 
further iteration is done and the next input parameters 
are read. 
NOT POSSIBLE: the Marquardt parameter increased to 
l.OE+08, or with the Gauss-Newton method, tne mean 
. . 
square of error {nc·reased. No further step is done and 
the next input parameters are read. 
LAUF=2 There is an additional table giving the corrected 
values of the coefficients and the data value 
corrections. 
LAUF=3 Additionally to the output of LAUF-2, during the 1st 
iterati.on, a. complete table of t;.he input values is 
printed. This is mainly provided to check the typing 
errors during input and for documentation of the input. 
LAUF=4 The output of LAUF=6 during the NMAXth iteration is 
supple~ented by a table of the individual errors of the 
input data. The value "ESTIM.ERR" is the quantity after 
Eq. (2 .10). The value "PERC.ERR" is the quantity vi 
after Eq. (2. 2) , using the reciprocal of "EST IM. ERR" as 
a weight factor (times 100%). The "VALUE" is either the 
input value or .O. 0 (for phase diagram data) .. The 
"ERROR" is the value calculated after the corresI;>onding 
equation of error Eq. (2 .14) before multiplication by 
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the weight factor. ''TEMPERATURE" is the input value; 
"+-" means that if the error would be totally due to an 
error in temperature, it would be this error quantity. 
Similarly, "CONCENTRATIONS" are the input values and 
"+-" has a similar meaning as with the temperature. To 
evaluate the fit of an experimental value to the 
calculated data set the most useful value is 
"PERC.ERR". A value of exactly +-100.0 means the 
deviation is just within the assumed accuracy. A 
smaller value indicates a good fit. Values larger than 
200 (or less than - 200) mean a bad fit~ 
LAUF=S Additionally, it informs the reader which values are 
not used in the calculation, because an equilibrium 
calculation failed during the bui1ding of the equation 
of error. 
LAUF=6 The correlation matrix is output after the 1st and 
NMA.Xth iteration step. This matrix is taken from the 
reciprocal of the matrix of Eq. (2. 9) where each row and 
each column is divided by the square root of the 
corresponding dia~onal element. The diagonal elements 
of the resultant matrix are 1. If other elements are 
close to 1 the corresponding two coefficients are 
strongly correlated in the least squares calculation. 
In a later calculation they may be combined to one 
coefficient. Additionally to the table of LAUF=2 the 
error of the coefficients are given. These "errors" are 
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the diagonal elements of the reciprocal to the matrix 
Eq. (2.9), multiplied by the square-root of Eq. (2.8). 
Theoretically they give the accuracy to which the 
coefficient can be defined by the· data set. Large 
values indicate that the corresponding coefficient is 
not well defined and may eventually be omitted or kept 
constant in the following calculation. 
2.4.2 Output from BINFKT 
The temperature and phase concentrations for the phase 
diagram are output. In addition, the equilibrium partial Gibbs 
energies are output. These are referred to the standard state 
of the data set 09, which may be at another temperature than 
tpe calculated equilibrium. 
For -invariant equilibria, phase amounts and enthalpies 
are also given. The phase amounts refer to the reaction 
associated with the invariant equilibrium. The enthalpies are 
the molar enthalpies of the phases at the equilibrium 
concentration, referred to 1 mole of atoms. They are used to 
calculate the enthalpy of reaction. This enthalpy of reaction 
is always negative; the value refers to the reaction on 
cooling. 
59 
2.5 ERROR MESSAGES 
DATA 09 (DIMENSIONING AND COEFFICIENTS) BAD IN LINE ... = ... TH 
COEFFICIENT LINE OR . .. TH LINE OF MAGNETIC COEFFICIENTS = 
LINE. . . OF PHASE . .. 
error with respect to FORTRAN READ convention or end 
before all phases (.NP) or lines per phase (LINES, NME) have 
been found. If file 09 is empty, this message appears for line 
DATA 10 (EXPERIMENTAL VALUES) BAD IN LINE ... , VALUE ... 
means error with respect to FORTRAN READ conventions has 
beeri found. 
SUBROU'I'INE XMATBI HAS NO SOLUTION, REASON . .. 
for an analytical description with internal parameter 
(associate model, atome entouree',· Wagner Schottky model, ... ) 
-the iteration process may fail. The meaning of· "reason" is: 
26 no convergence after 25 iterations 
100 .... 126 th·e concentration of one species tends to become 
negative. Reason - 100 = number of iterations 
200 ... 299 the type of phase (REASON - 200) is not programmed 
or the number of coefficient lines in file 09 does 
not match with the type 
300 ... 399 the phase of type (REASON - 300) cannot .have the 
concentration given 
·4 0 0 ... 4 9 9 the values IE2 ... IES of phase (REASON - 4 d O) are 
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missing in file 09 
CALCULATION STOPPED DURING ... TH STEP, REASON .. . 
THREE PHASE EQUILIBRIUM NOT USED, T,Xl,X2,X3= ... REASON ... 
SUBROUTINE BINEQU HAS NO .SOLUTION, ·REASON ... 
REASON or ITERATION VARIABLE means: 
26 no convergence in BINEQU after 25 iterations 
100 ... 126 matrix of equilibrium conditions is singular 
200 ... 226 subroutine DBXMAT has no solution (internal 
parameter) 
300 ... 326 one or more concentrations tend to go outside the 
range 0 ... 1 
2.6 Program Operating Instruction 
2.6.1 Basic rules 
a. I.f a prompt asks for a "Y [es] or N [ o] " decision, a null 
answer (<RETURN>) ia taken as a positive answer. In all other 
cases, an answer must be entered. This especially concerris 
nu:q1eric input as it is a property of FORTRAN to wait until all 
the numbers, which are required by the read statement, are 
entered. If the program seems to hang, further user input is 
.probably needed. 
b. When the program requests a phase, the respective phase 
number should be entered. Enter ? for a list of the phases and 
their corresponding numbe.r. 
c. Concentrations are always mole fractions, except in the 
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graph description where it is the unit- specified previously. 
2.6.2 Commands 
The commands 011 the main command level can be divided 
into seven groups: 
1). General commands 
2). Input and manipulation of the thermodynamic description 
3). Input and manipulation of the experimental data 
4). Calculation of the phase diagram and thermodynamic 
functions 
5). Output conditions for the calculation 
6). PlQtting environment and plotting of the results 
7). Optimization of th~ coefficients 
General 
comm.and 
restore* 
save* 
exit 
quit 
stop 
push 
commands 
abbrev 
re* 
sa* 
ex 
0 
qu 
st 
function 
read all data from files 
save all data to files 
terminate execution 
terminate execution 
terminate execution 
on the IBM-PC pushes to DOS (compiled with 
F77L) 
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The cornrnands for the input and manipulation of the 
thermodynamic description are: 
command abbrev function 
restore 
save 
table 
print 
print I 
write 
input 
delete 
change 
change 
change 
change 
a 
X 
m 
re 
sa 
ta 
pr 
pr I 
wr 
. in 
de 
ch 
ch a· 
·Ch X 
ch m 
change f ch f 
change t ch t 
changes ch s 
conunent co 
read the thermod.ynamic functions 
(coefficients) from a file 
write· the thermodynamic functions to a 
file 
print only phase names and types 
print a table of the thermodynamic 
functions 
print the thermodynamic functions of phase I 
= print, but on a file 
input new phase and their thermodynamic 
function 
delete specified phase 
change a coefficient 
change analytical description of a phase 
change concentration dependence of a phase 
change magnetic concentration dependence 
of .a phase 
change magnetic factor of a phase 
change the number of terms for the 
temperature dependence 
change a. stoichiometry (input 4 numbers) 
input conunent to the thermodynamic 
description 
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. 
The commands for the input and manipulation of the 
experimental data are: 
command abbrev function 
input data ind 
restore data red 
input experimental data for the optimizer 
read experimental data from a file 
save data 
pr:int data 
write data 
sad write experimental data to a file 
pr d print a table of experimental data on the 
wr d 
screen 
print a table of experimental data on a 
file 
change data ch d changes single experimental data value 
delete data del d delete specified experimental data points 
insert data ins d insert experimental dat~ 
conunent data cod input comment. to experimental data 
The commands for the calculation of the phase diagram and the 
thermodynamic functions are: 
command 
3 
2 
2 mu 
2 ref 
2 X 
2 gl 
2 g2 
abbrev function 
three phase equilibrium 
no-frills two phase equilibrium 
2 phase e_quilibrium, no derivatives of· mu 
taken 
specify reference phase for partials(mu) 
does lever rule for a composition 
mu-t diagram: mu of 1st element 
mu...;.t diagram: mu of 2nd element 
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the·rmo 
spinodal 
tzero 
repeat 
calc data 
combination 
th 
sp 
to 
rp 
ca 
cmb 
A 
d 
thermodynamic quantities 
spinodal curve over a temperature range 
equal free energy over a composition range 
repeats calculation o_f type (A=abbrev) 
selects- (and transforms) experimental data 
combine values of two next calculations 
The commands for the output conditions for the calculation 
are: 
command abbrev. 
temperature t 
length 
calcout 
nonout 
close out 
page 
le 
out 
non 
els 
function 
selects temperature unit 
choose l.ength of output table ( 8 0 or 132 
char) 
prints calculated tables on a file 
prints only inv-ariant equilibria on a file 
stops printing on a file 
max. number of lines per page in print 
·file 
The commands for manipulating the plot environment and 
plotting the results of the calculation are: 
command 
graph 
restore graph 
save graph 
change graph 
abbrev 
gr 
re g 
sa g 
ch g 
function 
def.ine a graph 
read graph data from file 
write graph data on a file 
change a graph description 
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get graph g g 
delete graph dal g 
delete curves del c 
plot pl 
plot oata pl d 
calc data cad 
device dv 
number curves nc 
get already defined graph 
delete graph description and batch 
data 
delete curves from memory 
plot result of calculation, do gr 
first 
send phase diagram data to graphics 
file 
select (and transform) experimental 
data 
select graphics output device 
numbers phase. diagr·am curves in 
graphics file 
The commands for the optimization of the coefficients are: 
command 
opt 
linear combi 
guass 
abbrev 
le 
gs 
function 
choose coefficients to be optimized 
linear combination of coefficients 
for the optimization 
least squares optimization 
If the ·commands are issued in the abbrevated form, the 
separating blank may be omitted. 
A brief sununary of the available commands will be given 
if you enter '·'help" on the main command level. 
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2.6.3 FILECODBS 
Predefined files: 
05 system input (KEYBOARD) 
06 system output (SCREEN) 
08 table of atomic weights 
Files defined during runtime: 
01 -- printed table of the thermodynamic description of the 
system 
02 printed table of the experimental data 
03 printed result of an optimization (BINGSS) 
04 printed calculated functions (BINFKT) 
these files contain FORTRAN carriage control characters. The 
printer should ptint 132 characters per line to avoid wraps. 
DATA FILES: 
09 coefficients, thermodynamic description of the system 
10 experimental data 
11 first part of plot file 
12 description of the graphs, lengths and l.abels of the 
axes 
13 run information for the batch version 
14 run. information for the batch version of KRVKMB 
21 second part of plot file 
After execution, t:ile 21 must be appended to file 11 
order to be used in pro.gram PICTURES (not discussed here). 
.. in 
You must. name all of these files during execution. They 
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will be connected and opened by the program. The default 
filename extension is .DATA for data files and .LIS for list 
files. 
Due to the number of files open during run time, you 
should set FILES=20 in CONFIG.SYS on the IBM-PC. 
In order to run this program, a math co-proc.essor (8087 / 
.80287/ 80387) is necessary. 
2.6.4 Procedure for Displaying Calculat~d Phase Diagram 
The following is an outline of the procedure use to 
display a previously calculated phase diagram. It is set up 
for the specific case of Pb-Sn, as an example. 
1) Type "binary" to begin the program 
2) ENTER A CCHdAND OR ? (Bold LINE IS given by the program) 
re* (This line is your response) 
3) DEFAULT FILENAME IS: 
**COEF.DATA** 
ENTER FILE NAME, ' ' FOR DEFAULT, 0 TO CANCEL 
pbsn.coe 
4) DEFAULT FILENAME IS: 
.**DATA. DATA** 
ENTER FILE NAME, ' 'FOR DEFAULT, 0· TO CANCEL 
pbsn.data 
5) READ FILE FOR CURVE COMBINATION? Y [ES] OR N[O] 
6) 
n 
DEFAULT FILENAME IS: 
**BATCH.DATA** 
ENTER FILE NAME, ' ' 
' , 
7) DEFAULT FILENAME IS: 
FOR DEFAULT, 0 TO CANCEL 
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**PICT.DATA** 
ENTER l'I LK HANK, 
f I 
, , 
8) XNTER A CCNMAND OR? 
rpb 
l'OR DU'AULT, 0 TO CANCEL 
9) ENTER ? OR P'OR A LIST Oi' GRAPHS OR NAME GRAPH (4 CHARS), 
0 CANCEL' ' CALCULATE WITHOUT STORING P'OR A GRAPH 
pbsn 
1 0 ) XNTXR A CCNQND OR ? 
dv 
11) ENTER GRAPHICS DKVICE: 
10 
12) ENTER l:L .COMMAND OR ? 
0-TEKTRONIX 
lO•IBM-PC (LIBRARY LGRAPH) 
20•HPGL-PLOTTXR 
21-QMS-LASERGRAFIX 
22-=POSTSCRIPT 
99=CANCEL 
pl (a phase diagram with experimental data points will display on 
screen, if you don't want to show the experimental data, you can 
do it following steps below) 
13) ENTER A COMMAND OR ? 
del C 
14 ) ENTER A COMMAND OR ? 
3 (after this, just following instruction on screen) 
15) ENTER A COMMAND OR ? 
2 (after this, follow the instruction on screen. you need repeat 
2 three times, because there are three two_phases field) 
16) ENTER A COMMAND OR ? 
pl (show a diagram without experimental data) 
(,' 
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2.7 Calculated Pb-Sn Phase Diagram 
\ ' \_ 
The final calculated Pb-Sn phase diagram 1.s shown 1.n 
Figure 2.1, together with experimental data obtained from 
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Figure 2.1 Calculated Pb-Sn Phase Diagram 
ref. [16] - [29]. The eutectic temperature is determined. to be 
183. 0 4 °c and the composition of t·he eutectic (E) is O. 7 4 atom 
fraction Sn, correspondily to 62 weight percent Sn. The 
maximum solubility of Sn in Pb, and Pb in Sn, as well as other 
useful data are all listed i~ the output from BINFKT given in 
Appendix VI. The high solubility· of Sn in Pb at higher 
temperature, and its rapidly de-creasing solubility at low 
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temperature is responsible for many of the aging phenomena 
which occur in Pb-Sn solders, i.e., precipitation of Sn within 
the Pb-primary phase in high Pb two phase solders, and the 
formation of discontinuous (cellular) precipitates in Pb 
solution solders (such as 95Pb-5Sn). 
( 
71 
I ( 
CHAPTER 3 TTT D !AGRAM 
Chapter 2 introduced phase diagrams as a powerful to-ol 
for describing equilibrium microstructu.ral development (during 
slow cooling from the melt) . However, phase diagrams represent 
composition and microstructures that "should" develop, 
assuming that temperature is changed slowly enough to 
maintain equilibrium at all times. In actual practice, 
materials processing, like so much of daily life, is rushed, 
and time becomes an important factor. 
In this chapter we begin by combining a time scale with 
phase diagrams to show the approach to equilibrium. 
3.1 Time -- The Third Dimension 
Time did not appear in any quantitative 
discussion of phase diagrams in Chapter 2. 
way in the 
Aside from 
requiring temperature change to occur relatively slowly, we 
did not consider time as a factor at all. Phase diagrams 
summarize equilibrium stat.es and, as such, those states (and 
associated microstructures) should be stable and unchanging 
with time. However, these equilibrium struc:tures take time to 
develop, and the approach to equilibrium can be mapped on a 
time scale. A simple illustration of this is given in Figure 
3. 1, which shows· a time axis perpendicular to the temperature-
-composition plane of a phase diagram. For pure component A, 
the phase diagram indicates that solid A should exist at any 
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temperature below the melting point. Howe
ver, Figure 3. 1 
indicates that the time required for the l
iquid phase to 
transform to the solid phase is a stron
g function of 
temperature, with the minimum time for transfo
rmation occuring 
at a temperature considerably below the equi
librium melting 
point [30]. 
T 
Co11ple11on of react10n Tl t 
T 
A 
Tmp 
B 
X 
( a ) The 11 me 1 or sol 1 d 1 1 1 ca 11 on 1 o go to comp let 1 on 
1s a strong iunct1on oi 1empera1UreJ u1 th the (b) The 1empera1
ure--t1me plane 
Mrn·1mum lime occuring ior a temperature considerably with 
the' transiormalion 
below the melt 1nc;i point curve
) 
Figure 3 .1 Schematic illustration of the 
approach to 
equilibrium 
Another way of stating thi,s is that the tim
e n~cessary 
for the -solidification reaction to go to co
mpletion varies 
with the temperature at which the transform
ation occurs. In 
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order to compare the reaction times in a consistent way, 
Figure 3.1 represents the rather ideal case of quenching the 
liquid of a pure component from the melting point 
instantaneously to some lower temperatu_re and then measuring 
the time for solidification to go to completion at that 
temperature. 
3.2 The TTT Diagram 
The preceding section introduced time as an axis in 
monitoring microstructural development. A more general 
systematic treatment of this kind generates a Time 
Temperature - Transformation (TTT) diagram, which summarizes, 
for a given composition, the perce·ntage completion of a given 
phase transformation on temperature-time axes (giving the 
three "T's" of temperature, time, and transformation). Such 
TTT diagrams are· "maps" in a sense similar to that for phase 
diagrams. TTT diagrams can include descriptions of 
transformations that involve time-dependent solid-state 
diffusion and of those that occur by rapid shearing type 
mechanisms which are essentially independent of time. In the 
case of Figure 3 .1 the time necessary for 100% completion o·f 
the solidification transformation of pure A was plotted. In 
order to demonstrate the progress of a transformation, it can 
be traced with a family of curves showing different 
percentages of completion. Thus a series of $UCh curves could 
be used to show and compare when 50%, 90% or 100% of a 
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... 
transformation product is formed. Simil~rly, percentage 
amounts of transformation to a given product can be compared 
for different alloy compositions. Of interest in Pb~Sn solder 
materials is when an alloy in the range of 2 to 10 weight 
percent lead, which originally solidified at a temperature Ts 
(see Figure 3 .1) transforms by a discontinuous (cellular) 
transformation to two separated phases a+~ at temperature 
Tl. We could therefore compa:r:-e the 50% TTT curves for each of 
these alloy (Figure 3.2.) to see how alloy composition affects 
50% TRANSFORMATION 
---9 ut .% 
-+-
6 ut. % 
,,.... 50 ---------------------- ----.-
8 ~o +----t--------=zt--~------ti:t-------, 5. o u t. % 
w -e-g 30 +----::r------+----+----7"----------; 3. 5 wt.% 
f- -*-~ 20 -+------...-------~---+---+--J,-----..;;~ EJ 3.0 wt.% 
Q. 10 +--------------'k----+------+--+------+-----i -..-
I: 
w 2.0 wt.% 
f- 0+-------------1-~---~---..k---1~~~~ 
-304-------~-----,..---..------r------.--~-~ 
w-2 10-1 100 101 10 2 1o3 10-+ 
TI ME (hours ) 
Figure 3.2 A time~temperature-transformation (TTT) 
diagram for the solidification reaction 
this transformation. It is seen that the position of the TTT 
curve moves to the left (becomes mor_e rapid) as the 
composition (supersaturation) of Sn in Pb increases, and the 
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"nose" of the curve moves to h_igher temperatures. As pointed 
out by Roeder et al [ 31], the temperature for the maximum 
transformation rate increases with increasing Sn content. For 
3 to 5 wt.% Sn, the maximum rate is near room temperature; for 
2 wt.% Sn, it is at a lower tempe.rature. For practical 
purposes, transformation in the 2 wt.% Sn alloy requires many 
days, but in the 5 wt.% Sn alloy at 20°C to 40°c, it is 
completed within one day. Depending on the solder co·mposition, 
the 50% transformat~on time at a given temperature can vary 
from hundreths of an hour to thousands of hours. 
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CHAPTER 4 Viscosity 
In this chapter we discuss the fluidity (viscosity) of 
Pb-Sn solder alloys. Because soldering processes have to deal 
with fluids, a good understanding of the fundamentals of fluid 
-
dynamics as presented in this chapter should be helpful. This 
chapter provides information for the process engineer to make 
intelligent use of the properties of solder fluids. However, 
the reader should note that we consider ·here only a molten 
solder bath. For solder paste ( solder powder + organic 
solvents) the viscosity would be a function of the volume 
fraction and size of solder alloy portions as well as the 
viscosity of the liquid in which they are suspended. 
4.1 Definition of Viscosity 
Consider a fluid between two parallel plates (Figure 
4.1). The upper plate is stationary and the lower one is set 
in motion with a velocity Vat time zero. From intuition we 
know that tl)e fluid adjacent; to the plates will have the same 
v_elocity as the plates themselves. Hence the fluid adjacent to 
the lower plate moves with a velocity V, while that adjacent 
to the upper plate has null velocity. As time proceeds, the 
fluid gains momentum, and after sufficient time has elapsed a 
steady state is reached, in which, in order to keep the lower 
plate in motion with the velocity V, a force F must be 
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Figure 4.1 Laminar flow of fluid between parallel 
plates 
• • 
maintained, and .an equal but opposite force is exerted on the 
stationary plate. 
At steady state, for plates of area A, and for laminar 
flow, the force is expressed by 
F V 
= fl- (4.1) A y 
Where Y = distance between _plates and 11 - constant of 
proportionality. 
The force system as described is in shear, and the force 
per unit area (F /A) is the shear stress. At steady state, when 
the velocity profile is linear, V/Y can be replaced by the 
constant velocity gradient dvx/dy and the shear stress 'tyx 
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between any two thin lay~rs of fluid may be expressed as 
't yx s: 
( 4 . 2) 
The period between t=O, when the lower plate is set into 
motion, and large t, when steady state is reached, is called 
the transient period. During the transient period, vx 1s a 
function of both time and position, so that a more general 
relationship for 1~ is used: 
( 4 . 3) 
This empirical relationship 1s known as Newton's law of 
viscosity, and d~fines the constant of proportionality,~' as 
the viscosity [32]. 
4.2 Calculation of Viscosity for liquid Pb-Sn Solder Alloys 
From reference [33], the temperature dependence for 
viscosity is given by the Andr~de equa~ion: 
( 4 . 4) 
where v. is the specific volume (which is defined as 1/density) 
and T the absolute temperature. A and C -are experimentaily 
determined coefficients 
series of Pb-Sn alloys. 
and are . give.n in Table 4 .1 f_or a 
From reference [34]·, the density as a function of 
composition and temperature for the Pb-Sn system is given as: 
p = a - bTc (4.5) 
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where p is the density in grams cm-
3
, and a and b are constants 
as shown in Table 4 . 2, and Tc is the temperature in °c. Beqause 
v. = 1/p, we can easily obtain the values of viscosity b~ 
solving Eq. (4.4). 
A simple FORTRAN program (Appendix VII) was written to 
perform these calculations. The input data is given in 
Appendix VIII. Results of the calculations are plotted in 
Figure 4.2 and Figure 4.3. 
It may be seen (Figure 4. 2) that th~ viscosity of the 
solder bath decreases as Sn is added to the bath, and that the 
slope of the curve is steeper at lower temperatures. This same 
trend can be seen in Figure 4.3 where viscosity is plotted as 
a function of temperature for different Pb-Sn alloy 
compositions. The combination of composition and temperature 
at which a given alloy is fully liquid is determined by the 
phase diagram. For temperatures below the melting (liquidus) 
temperature the alloy would be two-phase (liquid plus solid) 
and the viscosity would change discontinuously to a very large 
value. Thus the -range of temperatures and compositions given 
in Figure 4. 2 and 4. 3 are directly determined by the phase 
d_iagram. 
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Table 4.1 
Constants A and C 1.n Andrade's Equation for Pb-Sn 
Alloys (33) 
Wt. pct Sn At. pct Sn A X 10
3 C 
(cP. crn3 . grarn-1 ) ( crn3 • grarn-1 • 0 c) 
0 0 2.54 86.3
0 
10 0.162 2.47 90.00
 
20 0.304 2.40 93.14 
30 0.428 2.46 92.71 
40 0.538 2.47 93.07 
50 0.636 2.50 93.61 
60 0.724 2.48 94.66
 
70 0.803 2.54 93.28 
85 0.908 2.53 94.96 
100 1.000 2.75 88.49
 
Table 4.2 
Constants 1.n Equation p = a - bTc [34] 
Wt. pct Sn At. pct Sn a b
 X 10-4 
(gram. crn-3 ) (gram. crn-3 . 0c-1 ) 
0 0.000 11.060 12.220 
10 0.162 10.490 11.582
 
20 0.304 9.956 10.481
 
30 0.428 9.497 10.109
 
40 0.538 9.079 9.708 
50 0 .. 636 8.671 8.761 
.. 
60 0.724 8.321 8.69
0 
70 0.803 7.995 8.443
 
85 0.908 7.543 7.775 
100 1.000 7.139 7.12
5 
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Viscosity of Pb-Sn alloy 
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Figure 4.3 Viscosity of Pb-Sn Alloys vs. Temperat-
ure. The dotted line is the liquidus line from the 
phase diagram in Figure 2.1 
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CHAPTER 5 Surf ace Tension 
The extent to which a liquid solder will spread .across a 
surface, or flow into a gap b~tween two or more surfaces, 
depends among other things on the surf ace t.ensions acting 
between the interfaces involved. For a good understanding of 
the soldering process some knowledge of these surface tensions 
is essential. This chapter deals with the concept of surface 
tension and presents relevant data for Pb-Sn alloys. 
5.1 The Concept of Surface Tension 
The surface tension of a liq1-1id, y1 , is a thermodynamic 
quantity, and is equal to the amo\.lnt of work needed to enlarge 
(isothermally) the surfa.ce area of a liquid. According to this 
definition, the surface tension has the dimensions of energy 
per unit area (J/m2 ) • From. thermodynamics it is known that a 
system strives to a minimum value of its free energy, and 
hence to a minimum surface area. A floating droplet therefore 
assumes the shape of a sphere, because thi$ shape has the 
minimum surface area at a given volume for any geometric 
shape. This tendency to reduce the surface area implies that 
there exists a pressure difference, M, between the two sides 
of a curved surface: 
(Eq. 5.1) 
R1 and R2 being the two radii of. curvature. A 
radius is taken 
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as positive when it lies inside the· liquid. The surface 
tension, y1 , is not a function of R, as long as R is much 
greater than the inter atomic distance. Eq. 5 .1 is known as the 
Equation of Laplace. 
For a sphere (R1 = R2 = R) it is found that: M> = 2y1 /R 
For a droplet of tin-lead solder ·with a surface tension 
of O. 4- J/m2 • (400 erg/cm2 ) and a radius of 1 mm, the pressure 
in the solder in excess of the atmospheric pressure is: 
2 xO .. 4 _ 
-
A column of liquid within a vertical capillary tube has 
a curved upper surface, the meniscus. When the liquid has 
risen above the level of the undisturbed surface, i.e., when 
the tube has beep wetted by the liquid, the meniscus is 
concave .[1] (see F~gure 5.1) 
If the radii of curvature of the meniscus are assumed to 
be equal to the inner radius ~ of the tube, the pressure 
difference across the meniscus is (similar to the expression 
for a sphere) : M = - 2y1 /~. The pressure in the l.iquid is 
negative with respect to the "-air", because the radii are 
outside the liquid. This negative liquid pressure is the 
hydrostatic "underpressure"· in the liquid,. and it is this 
pressure which pushes liquid upward into the tube. It must 
also be counterbalanced by the· force pulling the liquid down 
* This value is the approximate value of surface tension for a eutectic Pb-Sn 
solder just above its meltin9 point. See Figure 5.5 in the text. 
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Figure 5.1 Capillary rise of liquid 
in a tube as a result of wetting of 
the inside surface of the tube 
pgy, in which pis the liquid density, g is the acceleration 
of gravity and y the height of ~he column. 
Hence: y = (Eq. 5.2) 
For liquid solder, the capillary rise is approximately: 
y = - 10-
5 
----
-- -------
2x0.4 
For a 1 mm hole, Y is 2 x 10-
2m = 20 mm. 
Equation 5.2 cannot be used for an accurate measurement 
of y1 because in reality the liquid surface is not pr
ecisely 
a hemisphere in shape and~ small correction of the equation 
. is necessary. 
The concept of surface tension applies not only to liquid 
surfaces but also to solid surfaces and liquid-solid 
interfaces. In all considerations it is necessary to 
distinguish between three surface tensions: 
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surface tension of the liquid 
L surface tension of the solid 
v -- surface tension of ·the liquid-solid interface I la 
5.2 Equilibrium Shape of Droplets 
Figure 5. 2 (left) shows the well-known situation of a 
liquid-solder droplet on a solid surface. When the gravity 
contribution 1.s negligib1e, which is ·the case with small 
droplets, the shape of the droplet is det~rmined solely by the 
three surface tensions. With this assumption, the pressure is 
the same everywhere in the liquid, and the curvature ·according 
to Equation 5. 1 is constant along the liquid surface. The 
shape is therefore that of a spherical cap. 
Figure 5. 2 Left: Droplet on a flat plate. Right: 
Surface tensions in equilibrium .. 
If we assume that every system tends towards minimum free 
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energy, the areas of the interfaces artd the free surfaces tend 
to become as small as pdssible. In doing so, however, they 
counteract one another, the reduction of one area leading to 
the enlargement of another. The droplet selects that shape for 
which the total surface free energy, F.urtao•' has its minimum 
value: 
F.urface - Y. ·* (solid surface are·a) + Y1. * (interfacial 
area) + y1 * (liquid spherical area) 
From this condition, the relatiortship between the three 
surface tensions can be obtained: 
.(Eq. S. 3) 
This- is known as Young's equation. The angle e, enclosed 
between the tangent to t_he solder surface and the metal/solder 
interface at their line of intersection, is called the contact 
angle (Figure 5.3). 
Ys 
Figure 5.3 schematic 
Equation 
8 
~IS 
illustration of Young's 
From Equation 5. 3 it is clear that wetting·, i. e ~, a small 
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contact angle 0, is promoted by small values of y1 and Yi. in 
combination with a relatively large value of r •. Depending on 
the magnitude of the surface tensions, it is possible to find 
values of 0 between 0° (complete wetting) and 180° (non-
wetting) . 
It should be realized that the shape ·shown in Figure 5.2 
(left) is the result of a calculation in which it was assumed 
that gravity could be ignored and that the solid surface is 
flat .. In practice, sbme .of the solid material wil·l dissolve in 
the molten solder and the fina.l equilibrium shape will always 
tend towards that of Figure 5. 2 (right), since. this has a 
still lower total surface free energy. Final equilibrium is 
often not reached because of the slow rate of dissolution and 
diffusion. In most cases the .assumption that the sur.face is 
flat holds fairly well, as does Young's equation. 
5.3 Calculation of Surface Tensions for Liquid Pb-Sn Solder 
Alloys 
A large number of studies have been performed to measure 
the surface tension for Pb-Sn alloys and to relate the 
measurement to fundamental thermodynamic behavior. Adamson 
[ 35] indicates that for binary systems in which the two 
components have similar surface tensions and the system 
behaves as a r~gµlar solution, their surface tensions can be 
expressed as follow: 
where y1 and ·y2 are the surface tension of the respective pure 
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liquids, N1 and. N2 are their mole fractions an
d ~ is a 
semiemprical constant. Schwaneke et al [ 3 6] , have measured. the 
surface tension of the Pb-Sn alloy system as a function of 
temperature and composition, and have found good agreement 
with the model presented by Adamson. More recently, Speiser et 
al [37] have show that, using a quasi-chemical theory, the 
alloy surface tension can be calculated without the use 6f any 
adjustable parameters, and this work is in essential agreement 
with [36]; however Speiser et al [37], use previously reported 
data for the Pb-Sn system and show behavior only at a single 
temperature. We have therefore used (Table 5.1) the equations 
given in [36] for the surface tension of Pb~sn alloys, which 
des.cribe the composition and temperature behavior in this 
system. Based on Table 5. 1, a ·QUATTRO fi+e "SURFACE. WQl" was 
generated to calculate the surface tension of binary liquid 
Pb-Sn Alloys. The results are plotted in Figure 5. 4 and Figure 
5. 5 .. 
Table 5.1 Linear Equations for Surface Tension 
of Pb-Sn Alloys [27] 
alloy, atomic% surface tension, erg/ cm
2 temp range, 0c 
100 Sn 566. 84-4. 76x10-
2 T 240-844 
73.2 Sn 516. 3-5. 3x10-
2 T 195--570 
60.4 Sn 498 .1-4. 5x10-
2 T 211-568 
43.4 Sn 489. 2-6. 6x10.-
2 T 269-530 
30.0 Sn 478. 4-6. 3x10-
2 T 297-498 
0 Sn 467. 7-6. 6x10-
2 T 344-652 
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\ 
Finally, a point we should indicate here is that the 
result obtained here is suitable only for liquid Pb-Sn solder, 
and cannot be applied to solder paste which is also used in 
soldering processes. 
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CHAPTER 6 SOLDERABILITY ASSESSMENT--WETTING BALANCE 
The solderability testing of components and substrates 1.s 
an essential method of minimizing expensive re-working of 
soldered assemblies. The method can be used not only to 
prevent inadequa_tely solderable materials reaching production, 
but also to assess production requirements for the soldering 
of p~rticular components. 
In this. chapter we first g.ive a brief explanation of term ,. 
"solderability", and then cover one ·important method of 
solderability testing_ -- the Wetting Balance Method . 
6.1 Solderability 
The "solderability" of component terminations 
. 
l.S a 
property defining the suitability of a system for industrial 
soldering. It ·has four aspects: 
(1) thermal demand: the thermal characteristics of the 
components to be soldered must allow heating ·of the 
solde·r joint area to the desired temperature within 
the time available for the soldering operation; 
(2) wettability: the surface must allow wetting by molten 
solder within the time available for the soldering 
operation; 
(3) component endurance: the soldering heat input and the 
thermal stres$es associated with it must not affect 
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the function of the components beyond a specified 
limit; and 
(4) resistance of metallization to dissolution: this 
aspect is relevant for leadless components with 
metallized electrodes and for pads on thick films 
substrates. 
Good solderability results in good wetting, which means 
the formation of a uniform, smooth, unbroken, adherent coat of 
solder on the base metal, without the use of highly active 
fluxes and without impairing the function of the parts 
soldered. With poor solderability, poor wetting, 
,, 
1.. e., non-
wetting, partial wetting, or dewetting are observed. 
6.2 Wetting Balance Method 
There are several methods which can be used for measuring 
solderability, such as the wetting balance method, the globule 
method, the meniscus rise method, the area of spread method, 
etc; ['1] . It is worthwhile to note that the contact angle 
measurement described in chapter 5 can not only be used £or 
measuring surface tension, but can also be used as a 
fundamental tool of measuring wettability and solderability-. 
However, in many industrial environments researchers prefer a 
more direct but less fundamental approach, and the wetting 
balance method has. become the most corrunon technique to test 
solderability. For this reason,. we will concentrate o~r 
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attention on this method in the following of this chapter. 
Principle of the wetting balance 
The specimen is suspended from a sensitive balance 
(typically a spring system) and inunersed edgewise to a 
predetermined depth into molten solder held at a controlled 
temperature. The resultant 9f the vertical forces of buoyancy 
and surface tension acting upon th:e immersed specimen is 
detected by a transducer, and is converted into a signal which 
is continuously recorded as a function of time on a high-speed 
chart recorder. 
After the specimen has been immersed to the specified 
depth in the molten solder, it is held in this position for a 
given time and then withdrawn by mechanically lowering the 
solder bath. The most significant part of the recorder trace 
of force versus time is obtained when the .specimen is held 
stationary. in the immersed position. The trace thus obtained 
may be compared with a similar one obtained from a perfectly-
wetted specimen of similar nature and dimensions. 
In Figure 6.1, five stages in the testing of a readily 
wettable specimen are shown: 
1. just prior to the moment of immersion; 
2. inunediately after the moment of immersion, when the 
meniscus. is still curved downwards, resulting in an 
upward force; 
3. when the wetting has reached the point where the 
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vertical force from the surface tension is zero, at 
which point the only force acting on the specimen is 
the buoyancy; 
4. when the meniscus is curved upwards, resulting in a 
downward force from the surface tension; 
5. when the specimen has been withdrawn. 
2 3 -' 5 
Figure 6.1 Five situations of a readily 
wettable specimen _in a wetting balance 
Therefore, as the specimen is in contact with or dipped 
into the molten solder, the. major parameters involved are the 
jnterfacial force between the molten solder and the perim~ter 
of the specimen, the force due to Archimedean buoyancy, 
and 
the geometry and volume of the specimen. The forces acting
 on 
the specimen are expressed as [38]: 
[32] 
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where Fw is the resultant wetting ~orce, F9 is the interfacial 
force, Fb is the buoyancy force, 0· is the contact angl~ which 
is a function of time t, pis the density of molten solder, g 
is the gravitational accele.ration and V is the immersed volume 
of specimen which is also a function of time t. For the case 
• considered in Figure 6. 1, F 9 can be expressed as [ 1] : 
[ 1 ] 
where y1 is the surface tension of solder which is 0.4 J/m
2 in 
our calculation, Dis the diameter of specimen, 
Based on the: above model, we perf armed a computer 
calculation and generated a graphic display shown in Figure 
6. 2.. Time is shown on the horizontal axis, force on the 
vertical axis, with upward forces on the specimen being shown 
Wetting Curve of Meniscogrcph 
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.. 
Figure 6.2 Resultant Curve of Good 
Wetting Case [where 0=180° at (2), 90° at 
( 3 ) and O O at ( 4 ) ] 
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positive, and downward forces negative. Just after Stage (1) 
(see Figure 6.1), the solder globule first makes contact with 
the specimen. An upward force is exerted on the specimen which 
is not yet wetted and so is being repulsed by the molten 
solder globule. Wetting commences at stage (2) as soon as the 
pre-set immersion depth 
,· 
l.S attained. At stage ( 3) ' the 
interfacial force (F9cos0) 1.s zero (contact angle is 90°), and 
the only force acting on the specimen is the buoyancy. As 
wetting continues to progress, at point O the interfacial 
force becomes equal to the buoyancy force and the resultant 
curve crosses the zero axis, and there is no net for~e acting 
on the specimen. With further wetting an acceptable wetting 
force for production soldering is achieved at stage (4) where 
the curve enters the 'acceptance window' . A stable equilibrium 
degree of wetting is shortly attained, and this is maintained 
until the end of the test cycle. 
Figure· 6. 2 s.hows a case of good wetting where the final 
valµe of 0 is zero. In order to simulate the complete behavior 
a value for 0 equal to 180° was used for short times and this 
changed during the sequence until good wetting was achieved .. 
However, for different degrees of wettability (defined as 
different final values for wetting angle), different traces 
would ·be obtained. Figure 6. 3 and Figure 6. 4 show the case for 
poor wetting (0° < 0£ < 90°) and for non-wetting (Sf = 180°) 
respectively .. A comparison may also be made between various 
deg.rees of wettability; five such traces are shown in Figure 
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6.5. Note that in the case of excellent wetting, wetting is 
achieved within a few seconds; poorer wetting conditions 
require longer soldering times. The precise shape of the 
traced wetting curves is further dependent on a large number 
of physical/chemical parameters, such as heat conductivity of 
the geometry and material, gas environment, nature of chemical 
flux and activation (amount;type), oxide layer thickness, 
etc .. 
The wetting balance method of solderability testing is 
recognized as being the most informative: method of 
quantitatively and objectively measuring the solderability of 
components and substrates. With the use of a microcomputer, 
the automated display, storage and interpretation of the test 
results are simple. Much recent published work has 
concentrated on using the wetting balance test results to 
produce basic Go/No Go inf·ormation, based on single parameters 
derived from the full test result [3.9]. Clearly this is of 
great value when applied in situations such as incoming goods 
inspection of standard components. 
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CHAPTER 7 Land Patterns for SM Components 
(Footprints) 
Surface mounted components are soldered using either 
reflow soldering processes(mostly with a solder paste), or 
wave soldering after the components have been attached with an 
adhesive. 
The solder fillets of surface mounted components are, in 
most cases, determined by the 'footprints' of the components 
and, in the case of reflow soldering, also by the amount of 
solder paste applied. 
A component footprint is the actual pattern of solder 
lands on the board on which the surface mounted component is 
placed. 
This chapter inc·ludes a brief illustration of land 
patterns for current electronic devices and packaging. These 
patterns have all been input into a data and display file. 
Based on this information, we also present a calculation as an 
e~ample for the amount of solder ·used per day. 
7.1 Footprints for Common Resistors and Capacitors 
The footprint data given in Table 7.1 [l] may be used to 
design printed circuit board layouts for typical reflow and 
wave soldering conditions. When using non-typical processes, 
some adjustment of the data -might be necessary. The 
significance of the letters designations used in Table 7.1 are 
clarified in Figure 7 .1. The component codes are such that 
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maximum number of tracks between solder lands is zero fbr an 
0603 code, one for an 0805 code and two for a 1206 code (as 
shown in Figure 7.1). 
Table 7.1 
Footprint Dimensions for Capacitors and Resistors(mm) [l] 
Soldering Component A B C D Emax 
Method 
C0603 0.7 2.6 0.95 0.95 -0-
COBOS 0.8 3.4 1.3 1.4 0.75 
Reflow R/Cl206 '1.8 4.0 1.1 1.7 0.75 
Soldering Cl210 1.8 4.6 1.4 2.6 -0-
Cl808 2.8 6.2 1.7 2.1 -0-
Cl812 2.8 6.2 1.7 3.3 -0-
C2220 4.0 7.4 1.7 5.1 -0-
Wave C0603 1.0 2.6 0.8 0.8 -0-
Soldering COBOS 1.2 3.6 1.2 1.2 0.4 
R/Cl206 2.0 4.8 1.4 1.4 0.75 
Capac:11or or Res1s1or 
3xF 
E 
Figure 7. 1 Footprints for conunon resistors and 
capacitors [ 1] 
102 
SOT-23 
B 
1rc1ns1stor 
r 
SOT-89 
r 
C E 
Figure 7. 2 Footprints for SOT-23 transistors· and 
for SOT-89 transistors [1] 
7.2 Footprints for Two Transistor Packages 
Footprint data for the SOT-23 and SOT-89 packages are 
given in Table 7.2. The significance of the letter 
designations used are clarified in Figure 7.2. 
Table 7.2 
Footprint Dimensions for SOT-23 and SOT-8 9 (mm) [ 1] 
Soldering Package A B C D E F G 
Method 
reflow SOT-23 1.2 2.6 0.8 1.1 1.1 2.9 * 
soldering SOT-89 2.8 4.6 0.75 1.2 0.75 2 2.3 
wave SOT-23 0.8 3.4 1.3 1.3 1.2 3.8 0.4 
soldering SOT-89 3.2 5.2 0.75 1.5 0.75 2 2.6 
* No track· SOT=srnall outline 
transistor. 
' 
7.3 Footprints for SO and VSO Packages 
The footprint for SO and VSO packages are given in Table 
7.3 for conunon soldering process conditions (see also Figure 
7. 3) . 
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SO or VSO 
so 
1111 
l'I B 
Figure 7.3 Footprint for SO and VSO package [1] 
II 
Tabla 7.3 
Footprint Dimensions for SO and VSO packages (mm) [l] 
Soldering Package A B C D 
Method 
SO-small 4.0 7.0 1.5 0.6 
reflow S0-8 large 8~0 13.0 2.5 0.6 
soldering S0-28 7.8 11.4 1.8 0.6 
VS0-40 8.0 13.4 2.7 0 .. 5 
SO-small 4.0 6.6 1.3 0.6 
wave S0-8 large 8.0 13.0 2.5 0.6 
soldering S0-28 7.8 11.4 1.8 · 0. 6 
VS0-40 8.0 16.0 2.7 0.35 
VSO=ver y small outline 
' 
SO=small outline. 
7.4 Footprints for QFP and PLCC Packages 
E 
1.27 
1.27 
1.27 
0.762 
1.27 
1.27 
1.27 
0.762 
Although QFP and PLCC packages were developed for reflow 
soldering, these packages may also be wave soldered.The 
footprints for some QFP and PLCC packages are shown in Figure 
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., 
',, 
7.4; dimensions are given in Table 7.4. 
Table 7.4 
Footprint Dimensions for QFP and PLCC Packages (mm) [1] 
Soldering Package A B C D E 
Method 
PLCC-44 14.2 18.8 2.3 0.6 1.27 
reflow PLCC-68 21.8 26.4 2.3 0.6 1.27 
soldering PLCC-84 26.9 31.5 2.3 0.6 1.27 
QFP-44 14.6 19.1 2.7 0.5 1 
QFP-48 10.5 15.5 2.5 0.4 0.75 
PLCC-44 14.2 17.3 1.55 0.6 1.27 
wave PLCC-68 21.8 24.9 1.55 0.6 1.27 
soldering PLCC-84 26.9 30 1.55 0.6 1.27 
QFP-44 14.6 19.1 2.7 0.4 1 
QFP-48 10.5 15.5 2.5 0.35 0.75 
FP= ad flat ack PLCC- lastic leaded chi 
. 
carrier. Q qu p f =p p 
so 1 de r th 1 e f 
IFP or PlCC 
__ DI~ 
,__t ..JIit 
~D D 
~ 
B A 
C DI Board 
Figure 7.4 Footprints for QFP and PLCC packages [1] 
<.-
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7.5 Calculation for Mass of Solder 
The quantity of solder in a soldered joint is usually 
expressed in terms of mass of solder metal. If solder is 
applied as a paste, it will be avail.able as a certain volume 
of paste. A very useful relation is: 
Mass of s-older (MS) = volume of pa~te x volume fraction of 
solder in the paste (VFS) x density of 
solder metal(D) 
Vo-lume of paste - area of footprint (A) x thickness of 
print deposit (T) 
Based on the data given in previous section, we can 
obtain the of area of every given footprint(A). If VFS, T, D 
are given, then the amount of ~older in a layer can be easily 
be calculated. Table 7.5 is an example of a calculation from 
a QUATTRO file "land.wql", assuming that 1000 pieces of each 
type of device listed in Table 7.5 are used per day. 
Table 7.5 
Example for calculation of mass of solder 
Soldering Component No prod- T VFS D A MS 
Method /package used/day mm (mrn2) (mg) 
C0603 1000 0.5 0.4 8.5 1.805 3069 
C0805 1000 0.5 0.4 8'. 5 3.99 6783 
R/C1206 1000 0.5 0.4 8.5 4.59 7803 
REFLOW Cl210 1000 0.5 0.4 8.5 7.28 12376 
Cl808 1000 0.5 0.4 8.5 7.14 12138 
Cl812 1000 0.5 0.4 8.5 11.22 19094 
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(CONTINUED) 
REFLOW C2220 1000 0.5 0.4 8.5 17.34 29478 
C0603 1000 0.5 0.4 8.5 1.28 2176 
WAVE COBOS 1000 0.5 0.4 8.5 3.04 5168 
R/Cl206 1000 0.5 0.4 8.5 4.62 7854 
REFLOW SOT-23 1000 0.5 0.4 8.5 2.6 4420 
SOT-89 1000 0.5 0.4 8.5 8.3 1410 
WAVE SOT-23 1000 0.5 0.4 8.5 4.42 7514 
SOT-89 1000 0.5 0.4 8.5 9.775 16618 
SO-SMALL 1000 0.5 0.4 8.5 7.2 12240 
REFLOW S0-8LARGE 1000 0.5 0.4 8.5 12 20400 
S0-28 1000 0.5 0.4 8.5 30.24 51408 
S0-89 1000 0.5 0.4 8.5 54 91800 
SO-SMALL 1000 0.5 0.4 8.5 6.24 10608 
WAVE S0-8LARGE 1000 0.5 0.4 8.5 12 20400 
S0-28 1000 0.5 0.4 8.5 30.24 51408 
VS0-40 1000 0.5 0.4 8.5 37.8 64260 
PLCC-44 1000 0.5 0 .4 · 8. 5 60.72 1E+05 
PLCC-68 1000 0.5 0.4 8.5 93.84 2E+05 
REFLOW PLCC-84 1000 0 .5 0.4 8.5 115.9 2E+05 
QFP-44 1000 0.5 0.4 8.5 59.4 1E+05 
QFP-48 1000 0.5 0.4 8.5 48 81600 
PLCC-44 1000 0.5 0.4 8.5 40.92 69564 
PLCC-68 1000 0.5 0.4 8.5 63.24 1E+05 
WAVE PLCC-84 1000 0.5 0.4 8.5 78.12 1E+05 
QFP-44 1000 0.5 0.4 8.5 47.52 80784 
QFP-48 1000 0.5 0.4 8.5 42 71400 
TOTAL SOLDER USED PER DAY = 1.5756 KG 
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SUMMARY AND FUTURE WORK 
This thesis concerns the range of materials problems 
associated with solder processing of surface mount components. 
In order to demonstrate the fundamental behavior of materials 
associated with these problems, computer based modeling and 
calculations have been used. First, the binary phase diagram 
of interest for Pb-Sn solder alloys was calctilated and 
optimized, as described in Chapter 2~ In this case there is 
good agreement with experimental data available in the 
literature. In ~eal systems related to solder joining, a ~hird 
component (at least) must also be considered (i.e., Pb-Sn 
joined to Cu) . This third component affects the .nature of· the 
phase-equilibria, and it is therefore appropriate to consider 
the calculation and optimization of phase diagrams of ternary 
systems relevant to solder applications. The some methodology 
used here can be directly applied to this problem. This is 
potentially important because the addition of a third 
component modifies the flow properties and solidification 
temperature, and produces new microstructures which control 
the mechanical properties of the joint. 
In Chapter 3, the time-temperature-transformation diagram 
for ~b-Sn alloys was graphically displayed. This was used to 
demonstrate how solder microstructure (and therefore 
properties) can change within short times after solder joint 
formation. 'rhe diagram generated 
. in Chapter 3 was only 
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schematic, and thi·s was compared to real experimental data. 
The next step would be to explore a method where theoretical 
models for phase transformation kinetics can be incorporated 
and used to predict transformation rates; these predictions 
can be compared with experimental dat.a. 
For viscosity and surface tension, our calculations have 
yielded excellent results for the prediction of the behavior 
of binary Pb-Sn alloys. However, because solder paste is now 
more popularly beirig used. in solder processing, models for 
viscosity and surface tension which include the flux should be 
studied. Computer modeling, incorporating the effects of 
stirface tension, was used to explain the wetting behavior as 
measured by a meniscograpb. Finally, a graphic approach using 
QUATTRO to display surface mount component geometries 
('footprints') was applied to a simple (fictitious) example of 
the prediction of daily solder use in a production situation. 
All of these should be assembled into a user-friendly 
environment (and text) so that they could be used as 
educational tools for on-line product engineers and technical 
support staff. 
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APPENDIX I 
Conversion of the coefficients describing the temperatu
re 
dependence of 1.G for various models : 
' . The daa-cription used 
here(HL), the description used by Eriksson(E) and the SGTE 
description(SGTE): 
HL: tG - A - B*T + C*T* (1-lnT) - D*T
2 /2 - E/ (2*T) - F*T 3 / 6 
E: EG - A/T + B + C*T + D*T
2 + E*T 3 + F*T*lnT 
SGTE: tG = A + B*T + C*T* lnT + D*T
2 + E*T 3 + F /T 
HL to E HL to SGTE E or SGTE to HL 
B =-G -F =-B -C HL i. i. S S 
C = --C S HL 
D =-2*D =-2-*D HL E S 
E =-2*n =-2*F HL ~ · S 
F E=-CHL F --6*E
 --6*E HL- E- S 
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APPENDIX II 
Summary of values read from file 10 in BINGSS and BINFKT 
(Binary experiment values) 
W+-DW - values in J/mol of atoms 
T+-DT,TT temperature in K 
DTT - accuracy of T - TT 
x'+-Ax' mole fraction of phase ITU(l) 
x 0 +-Ax0 - overall mole fraction 
rn' +-Am' amount of phase ITU (1) in moles of atoms per total 
amount 
value is not used 
NTYP NPHA W DW T DT TT OTT X(l) X(2) X(3) X(4) X(S) X(6) 
1 
1 
2 
2 
3 
3 
3 
4 
4 
5 
5 
6 
6 
1 
2 
1 
2 
1 
2 
3 
2 
3 
3 
4 
2 
3 
x' AX' 
x' AX' X" 
x' AX' 
x' AX' X" 
x' AX' 
x' AX' 
H AH TAT -
H AH T AT -
H AH TAT - m" ' Am" ' x" 
H AH TAT TT DTT x' AX' 
H .6.H T AT TT DTT in" ' Am" ' x" 
H AH TAT TT DTT x 0 
H AH TAT TT DTT x 0 
TAT 
T .6. T 
x' 
x' 
115 
x" 
.6.X' X" 
x" 
AX" 
AX" 
(x' =x") 
AX" x"' AX"' 
(x' =x") 
AX" x"' AX"' 
X"' -(x0=x') 
X" x"' x"" 
X"' 
7 2 rn' Arn' T AT - XO .6.Xo x' X" 
8 1 .Xv .6. Xv T AT(TT DTT)'x' AX' 
9 1 s AS T .6.T X 
,. AX' 
9 2 s AS T AT x' AX' (x' =x") 
9 3 s AS T .6.T rn" ' Arn" ' X" AX" X"' AX"'
 
10 2 s AS T .6. T TT DTT x' AX' ( X 
1 
=x") 
lO .3 s AS T AT TT DTT rn" ' Arn" ' X" Ax" X" I Ax"' 
11 3 s AS T AT TT DTT rn" ' Arn" ' X" AX" X"-' Ax_" ' 
12 3 H AH T AT .TT D'I;T rn" ' Affi"' X" AX" X"
 I AX"' 
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APPENDIX III 
PROGRAM TRANSAN 
*******************************************************
****** 
TRANSFER BETWEEN WEIGHT PERCENTAGE AND ATOM FRACTION OF SN 
******************************************************
****** 
REAL PWTSN,AWTSN 
30 FORMAT(lX, '=' ,F6.3) 
10 WRITE (*,*) 'INPUT WEIGHT PERCENTAGE OF SN?' 
READ*, PWTSN 
IF (PWTSN.EQ.0.0) GOTO 20 
AWTSN = PWTSN /118. 70/ ( (PWTSN/118. 70) + 
((100.-PWTSN)/207.21)) 
PRINT*,'ATOM FRACTION OF SN' 
PRINT30, AWTSN 
GOTO 10 
20 STOP 
END 
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APPENDIX IV 
File 09 (PBSN.COE) 
3 2 PbSn 
7Liquid 12 0 0 0 0 0 0 
000000 4773.9 7.94800 
000000 7029.1 13.91570 
000000 0.0 -8.31451 
110000 7048.9 2.55049 
110000 915.4 0.97790 
100000 216.1 0.00000 
6PB-fcc 12 0 0 0 0 0 0 
000000 0.0 0.00000 
000000 5510.0 8.83000 
000000 0.0 -8.31451 
100000 6189.3 0.00000 
SSN-bct 12 0 0 0 0 0 0 
000000 213580.0 0.00000 
000000 0.0 0.00000 
000000 0.0 -8.31451 
110000 -206182.9 -4.87805 
000000000000000000000000000000000000000 
03/12/91 
Pl P2 P3 
The PB-SN System 
Lattice stability of metastable PB and SN come from 
ref. [ 4 0] , ref. [ 41] and ref. [ 4 2] . 
Coefficient set optimized using Lukas' program with LAUF 
= 2 and IVERS= 3. 
l 
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APPENDIX V 
/ 
.. 
File 10 (PBSN. DAT) 
A l 0 0 0 2 l -72640 300 62300 500 0 0 10000000 100000 
A l 0 0 0 l 1 -4601 300 62300 500 0 0 10000000 100000 
A l 0 0 0 2 l -48772 300 62300 500 0 0 20000000 100000 
A l 0 0 0 1 1 -8601 300 62300 500 0 0 20000000 100000 
A l 0 0 0 .2 1 -36423 300 62300 500 0 0 30000000 100000 
A l 0 0 0 1 1 -12538 300 62300 500 0 0 30000000 100000 
A l 0 0 0 2 1 -28663 300 62300 500 0 0 40000000 100000 
A l 0 0 0 1 l -16943 300 62300 500 0 0 40000000 100000 
A l 0 0 0 2 l -22633 300 62300 500 0 0 50000000 100000 
A l 0 0 0 1 l -21758 300 62300 500 0 0 50000000 100000 
A 1 0 0 0 2 l -17813 300 62300 500 0 0 60000000 100000 
A l 0 0 0 1 l -27859 300 62300 500 0 0 60000000 100000 
A l 0 0 0 2 l -13403 300 62300 500 0 0 70000000 100000 
A l 0 0 0 l l -36006 300 62300 500 0 0 70000000 100000 
A 1 0 0 0 2 1 -9031 300 62300 500 0 0 80000000 100000 
A l 0 0 0 l l -48772 300 62300 500 0 0 80000000 100000 
A 1 0 0 0 2 l -4828 300 62300 500 0 0 90000000 100000 
A l 0 0 0 1 1 -74790 300 62300 500 0 0 90000000 100000 
B l 2 0 0 6 2 0 0 58650 500 0 0 8400000 200000 6000000 200000 0 
0 
B l 2 0 0 6 2 0 0 56120 500 0 0 23600000 200000 14000000 200000 0 
0 
B l 2 0 0 6 2 0 0 55130 500 0 0 29600000 200000 16000000 200000 0 
0 
B l 2 0 0 6 2 0 0 52900 500 0 0 43100000 200000 20500000 200000 0 
0 
B l 2 0 0 6 2 0 0 47700 500 0 0 68200000 200000 26000000 200000 0 
0 
B l 3 0 0 6 2 0 0 45740 500 0 0 74100000 200000 98000000 200000 0 
0 
B 3 l 0 0 6 2 0 0 45740 500 0 0 98000000 200000 74100000 200000 0 
0 
B l 3 0 0 6 2 0 0 46420 500 0 0 80400000 200000 98200000 200000 0 
0 
B 3 l 0 0 6 2 0 0 46420 500 0 0 98200000 200000 80400000 200000 0 
0 
B l 3 0 0 6 2 0 0 49090 500 0 0 94200000 200000 98880000 200000 0 
0 
B 3 l 0 0 6 2 0 0 49090 500 0 0 98880000 200000 94200000 200000 0 
0 
B l 3 0 0 6 2 0 0 50200 500 0 0 98500000 200000 99100000 200000 0 
0 I 
B 3 l 0 0 6 2 0 0 50200 500 0 0 99100000 ·200000 98500000 200000 0 
0 
B l 3 0 0 6 2 0 0 50430 500 0 0 99300000 200000 99980000 200000 0 
0 
B. 3 l 0 0 ·6 2 0 0 50430 500 0 0 99980000 200000 99300000 200000 0 
0 
B l 3 0 0 6 2 0 0 50450 500 0 0 99600000 200000 99990000 200000 0 
0 
B 3 l 0 0 6 2 0 ·o 50450 500 0 0 99~90000 200000 99600000 200000 0 
0 
C l 2 0 0 6 2 0 .O' 58700 500 0 0 8.400000 200000 6000000 20000.0 0 
0 
C l 2 o ·o 6 2. 0 0 57400 500 0 .0 16200000 200000 10000000 200000 0 
0 
C l 2 0 0 6 2 0 0 55000 500 0 0 30400000 200000 16500000 200000 0 
0 
C l 2 0 0 6 2 0 0 52600 500 0 0 42800000 200000 21000000 200000 0 
0 
C l 2 0 0 6 2 o· 0 50700 500 0 0 53800000 200000 22500000 200000 0 
0 
C 1 2 0 0 6 2 0 0 48800 200 0 0 63600000 200000 26000000 200000 0 
0 
C 1 2 0 0 6 2 0 0 46900 200 0 0 72400000 200000 28000000 200000 0 
0 
C 1 2 0 0 6 2 0 0 46300 200 0 0 74700000 200000 281000~0 200000 0 
0 
C 1 3· 0 0 6 2 0 0 45800 200 0 0 76400000 200000 98700000 200000 0 
0 
C 1 3 0 0 6 2 0 0 46400 200 0 0 80300000 200000 98870000 200000 0 
0 
C 1 3 0 0 6 2 0 0 47500 200 0 0 87500000 200000 99000000 200000 0 
0 
C 1 3 ·O 0 6 2 0 0 48400 200 0 0 94000000 200000 99220000 200QOO 0 
0 
C 3 1 0 0 6 2 0 0 47000 200 0 0 98800000 200000 82300000 200000 0 
0 
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... 
C 310062 
0 
C 2 3 0 0 6 2 
0 
C 2 3 0 0 6 2 
0 
C 230062 
0 
C 230062 
0 
C 230062 
0 
C 320062 
0 
C 3 2 0 0 6 2 
0 
C 320062 
0 
D 2 l O O 6 2 
0 
D 210062 
6 
D 2 l ·O O 6 2 
0 
D 210062 
0 
D 210062 
0 
D 210062 
0 
D 210062 
0 
D 230062 
0 
D 2 3 0 0 6 2 
0 
D 2 3 0 0 6 2 
0 
D 230062 
0 
D 230062 
0 
E 2 l O O 6 2 
0 
E 2 l O O 6 2 
0 
E 210062 
0 
E 2 l O O 6 2 
0 
E 2 l O O 6 2 
0 
E 210062 
0 
E 2 l O O 6 2 
0 
E 2 3 0 0 6 2 
0 
E 2 3 0 0 6 2 
0 
E 2 3. ·o O 6 2 
0 
E 2 3 0 0 6 2 
0 
E 2 3 0 0 6 2 
0 
E 230062 
0 
E 2 3 0 0 6 2 
0 
E 2 3 0 0 6 2 
0 
F 230062 
0 
F 230062 
0 
F 230062 
0 
G 2 1 3 0 6 3 
10000 
H 2 3 0 0 6 2 
0 
H 3 2 0 b 6 2 
0 
H 2 3 0 O· 6 2 
0 
0 
0 
0 
0 
0 
0 
0 
0 
o. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 49100 200 
0 39300 200 
0 40300 200 
0 42400 200 
0 44300 200 
0 45200 200 
0 42600 200 
0 40900 200 
I 
0 37800 200 
0 57800 200 
0 56100 200 
0 54100 200 
0 51500 200 
0 48700 200 
0 46900 200 
0 45900 200 
0 41000 200 
0 42500 200 
0 44100 200 
0 44900 200 
0 45300 200 
0 58300 200· 
0 56700 200 
0 554{)0 200 
0 53700 200 
0 52100 200 
0 55300 200 
0 49400 200 
0 37400 200 
0 39550 20.0 
0 40900 200 
0 42400 200 
0 43400 200 
0 44300 200 
0 44700 200 
0 45000 200 
0 37200 200 
0 39000 200 
0 41800 200 
0 45600 200 
0 38250 300 
0 38250 300 
0 39650 300 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
o. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
·0 
0 
0 
0 
0 
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0 99400000 200000 93200000 200000 
0 8400000 200000 99000000 200000 
0 11000000 200000 98900000 200000 
0 1620000() 200000 98300000 200000 
0 20700000 200000 98300000 200000 
0 23600000 200000 98300000 200000 
0 98300000 200000 16200000 200000 
0 98800000 200000 11600000 200000 
0 99400000 200000 10800000 200000 
0 6800000 200000 10000000 200000 
0 11600000 100000 23500000 200000 
0 16200000 200000 34000000 200000 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 20700000 
0 25000000 
0 27700000 
0 29100000 
0 16200000 
0 20700000 
0 25000000 
0 27700000 
0 29100000 
0 6800000 
0 11600000 
0 14700000 
0 17700000 
0 20700000 
0 23600000 
0 25000000 
0 11600000 
0 14700000 
0 17700000 
0 20700000 
0 23600000 
0 26300000 
0 27700000 
0 29100000 
0 ·8400000 
0 11600000 
0 16200000 
0 28200000 
0 7600000 
0 99350000 
0 10030000 
200000 48000000 
200000 64000000 
200000 70000000 
200000 72000000 
200000 98800000 
200000 98300000 
200000 98300000 
200000 98300000 
200000 98300000 
200000 10000000 
200000 23500000 
200000 31000000 
200000 38000000 
200000 48000000 
200000 57000000 
200000 64000000 
200000 99500000 
200000 99000000 
200000 98800000 
200000 98300000 
200000 98300000 
200000 98300000 
200000 98300000 
200000 98300000 
200000 99600000 
200000 99100000 
200000 98500000· 
200000. 73900000 
100000 99350000 
200000 7600000 
100000 99220000 
200000 0 
200000 0 
200C>OO 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 0 
200000 98700000 
200000 0 
200000 0 
200000 0 
e 3 2 o o 6 2 
0 
H 2 3 0 0 6 2 
0 
H 3 2 0 0 6 2 
0 
e 2 3 o .o 6 2 
0 
H 3200.62 
0 
H 2 3 0 ·o 6 2 
b 
H 3 2 0 0 6 2 
0 
H 2 3 0 0 6 2 
0 
H 3 2 0 0 6 2 
0 
I 3 1 0 0 6 2 
0 
I 3 1 0 0 6 2 
0 
I 310062 
0 
J 2 3· 0 0 6 2 
0 
J 2 3 O O 6 2 
0 
J 2 3 0 O 6 2 
0 
J 2 3 0 0 6 2 
0 
J 2 3 0 0 6 2 
0. 
K 2 3 0 0 6 2 
0 
K 2 3 0 0 6 2 
.o 
K 2 3 0 0 6 2 
0 
K 2 3·0 0 6 2 
0 
K 2 3 0 0 6 2 
0 
K 2 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
o· 
L 1 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
L 1 3 ·o 6 6 2 
0 
L 1 3 0 0 6 2 
0 
L 1 :3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
L· 1 3 0 0 6 2 
0 
L 1 3 0 0 6 2 
0 
M 1 2 0 0 6 2 
0 
M 1 2 0 0 6 2 
0 
M 1 2 0 0 6 2 
0· 
M 1 2 0 0 6 2 
0 
M 1 2 0 0 6 2 
0 
M 1 2 0 0. 6 2 
0 
M 1 2 0 0 6 2 
0 
M 1 2 0 0 6 2 
0 
-, 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
o· 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
.0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 39650 300 
0 41450 300 
0 41450 300 
0 42850 300 
0 42850 300 
0 44150 300 
0 44150 300 
0 45550 300 
0 45550 300 
0 48300 200 
0 46800 200 
0 45800 100 
0 34800 500 
0 37050 100 
0 39700 100 
0 41850 100 
0 44600 100 
0 45200 100 
0 44300 100 
0 42400 100 
0 41100 100 
0 40300 100 
0 45600 100 
0 50450 100 
0 50420 100 
0 50390 100 
0 50340 100 
0 50310 100 
0 50180 100 
0 50070 100 
0 49950 100 
0 49770 100 
0 49260 100 
o. 48830 100 
0 48390 100 
0 59850 100 
o ·S9790 100 
·o 59620 100 
0 59000 100 
0 58560 100 
0 57650 100 
0 57380 100 
0 56600 100 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 99220000 200000 10030000 200000 
0 14720000 100000 99040000 200000 
,, 
0 99040000 200000 14720000 200000 
0 19230000 100000 98880000 200000 
0 98880000 200000 19230000 200000 
0 23550000 100000 98730000 200000 
0 98730000 200000 23550000 200000 
0 27700000 100000 98550000 200000 
0 98550000 200000 27700000 200000 
0 99400000 200000 90000000 200000 
0 99100000 200000 82000000 200000 
0 98800000 200000 73900000 200000 
0 5100000 100000 99500000 200000 
0 8400000 100000 99300000 200000 
0 12800000 100000 99200000 200000 
0 17700000 100000 99000000 200000 
0 26400000 100000 98900000 200000 
0 23600000 100000 98700000 200000 
0 20700000 100000 98900000 200000 
0 16200000 100000 99000000 200000 
0 13200000 100000 99100000 200000 
0 11600000 100000 99250000 200000 
0 25600000 3000000 98700000 200000 
0 99900000 100000 99990000 200000 
0 99900000 100000 99960000 200000 
0 99700000 100000 99900000 200000 
0 99600000 100000 99880000 200000 
0 99500000 100000 99600000 200000 
0 99000000 100000 99400000 200000 
0 98600000 100000 99300000 200000 
0 98100000 100000 99280000 200000 
0 97100000 100000 99130000 200000 
0 95300000 100000 98990000 200000 
0 93400000 100000 98800000 200000 
0 91400000 100000 98800000 200000 
0 4.00000 200000 400000 200000 
0 800000 200000 700000 200000 
0 1800000 200000 1700000 200000 
0 5600000 200000 4500000 200000 
0 8200000 200000 6400000 200000 
0 13900000 200000 8900000 200000 
0 15500000 200000 9400000 2000~0 
0 20300000 200000 11500000 200000 
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0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
\ 
M 1 2 0 0 6 2 0 0 55890 100 
0 
N 2 3 o o 6 2 o o ,,000 100 
0 
N 2 3 o o 6 2 o o ,,Joo 100 
0 
N 2 3 0 0 6 2 0 0 ,3500 100 
0 
N 2 3 0 0 6 2 0 0 42300 100 
0 
N 2 3 0 0 6 2 0 0 37300 100 
0 
N 2 3 0 0 6 2 0 0 34800 100 
0 
N 2 3 0 0 6 2 0 0 22300 100 
0 
0 1 2 0 0 6 2 0 0 58800 100 
0 
0 1 2 0 0 6 2 0 0 57700 100 
0 
0 1 2 0 0 6 2 0 0 56200 100 
0 
0 1 2 0 0 6 2 0 0 55300 100 
0 
0 l 2 0 0 6 2 0 0 54500 100 
0 
0 2 l O O 6 2 0 0 57900 100 
0 
0 2 l O O 6 2 0 0 55100 100 
0 
0 2 l O O 6 2 0 0 50200 100 
0 
0 2 l O O 6 2 0 0 45800 100 
0 
P l 2 0 0 6 2 0 0 58200 100 
0 
P l 2 0 0 6 2 0 0 57400 100 
0 
P l 2 0 0 6 2 0 0 56900 100 
0 
P 1 2 o o 6 2 o ·o 56300 100 
0 
P 1 2 o o 6 2 o ·o 55000 100 
0 
P 1 2 0 0 6 2 0 0 55100 100 
O· 
P 1 2 0 0 6 2 0 0 54600 100 
0 
P 1 2 0 0 6 1 0 0 53700 100 
0 
P 1 2 0 b 6 2 0 0 52700 100 
0 
P 1 2 0 0 6 2 0 0 51900 100 
0 
P 1 2 0 0 6 2 0 0 51100 100 
0 
P 1 2 0 0 6 2 0 0 50100 100 
0 
P 1 2 0 0 6 2 0 0 48700 100· 
0 
P 1 2 0 0 6 2 0 0 45900 100 
0 
P 1 3 0 0 6 2 0 0 46700 100 
o· 
P 1 3 0 0 6 2 0 0 48400 100 
0 
P 1 3 0 0 6 2 0 0 50200 100 
0 
000000000000000000000000000000000000000 
03/10/91 
phasel ---liquid 
phase ---pb-fcc 
phase --an-bet 
A---WESTON B. KENDALL AND RALPH HULTRGEN 
B----H.J. FISHER AND A. PHILIPS 
C----F.H. JEFFERY (1928) 
D--D. STOCKDALE (MICROGRAPHIC) (1932) 
E---D. STOCKDALE (HEATING) (1932) 
F--D. STOCKDALE (RESISTANCE) (1932) 
G----1. KARAKAYA AND W.T. THOMPSON 
H---G. BORELIUS AND EVERT OHLSSON 
I---A. STOCKBURN (1940) 
J---JOHN W. CAHN AND H.N. TREAFTIS 
K~-F.H. JEFFERY (1930) 
L---HEYCOCK AND NEVILLE (1890) 
M--HEYCOCK AND NEVILLE (1892) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
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0 2,600000 200000 13200000 200000 
0 22800000 100000 98800000 200000 
0 21,00000 100000 98850000 200000 
0 20000000 100000 98900000 200000 
0 16200000 100000 99200000 200000 
0 10800000 100000 99500000 200000 
0 8400000 100000 99600000 200000 
0 5100000 100000 99800000 200000 
0 8400000 100000 5100000 200000 
0 16200000 100000 9200000 200000 
0 23600000 100000 14000000 200000 
0 29100000 100000 15500000 200000 
0 35500000 100000 17400000 200000 
0 8400000 100000 14700000 200000 
0 16200000 100000 30400000 200000 
0 23600000 100000 55000000 200000 
0 29100000 100000 72000000 200000 
0 7900000 100000 4800000 200000 
0 12900000 100000 9900000 200000 
0 15900000 100000 11400000 200000 
0 20400000 100000 13000000 200000 
0 23600000 100000 14000000 200000 
0 27200000 100000 15700000 200000 
0 29700000 100000 16800000 200000 
0 36400000 100000 18600000 200000 
0 42600000 100000 21100000 200000 
0 48000000 100000 21800000 200000 
0 52500000 100000 22900000 200000 
·O 58100000 100000 24000000 200000 
0 62900000 100000 25700000 200000 
0 72900000 100000 27700000 200000 
0 86900000 100000 98000000 200000 
0 93600000 100000 98300000 200000 
0 93400000 100000 99600000 200000 
-~ 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
N~-N. PARRAVANO AND A. SCORTECCI 
0----RALPH HULTGREN AND STANLEY A . LEVIR 
P--IC. ICANEICO AND A. ARAJl::l 
During thl.• optl..m.i 1:ation proo•••, e.xper.1.aental data 
from E have not b.en u•ed, due to thi• ••t ot. data 
••em. deviate a little tar from other dAta ~et. 
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(\ 
Output- from BINF!CT 
PHASE 
Liquid 
PB-foe 
SN-bet 
/ 
APPENDIX VI 
THREE 
TEMPERATURE 
CONC. OF Sn 
0.7426108 
0.2895793 
0. 9858211 
PHASE EOUlLIBRIUM 
183.04 C 
ENTHALPY 
7720. 8 
2868.9 
146.3 
AMOUNT 
-1.0000000 
0.3493188 
0.6506811 
&NTHALPY or REACTION• -6623.4 J/MOL 
PARTIAL GIBBS FREE ENERGIES -777.8 -95.2 J/MOL 
TEMP. Sn-CONCENTRATIONS PARTIAL GIBBS FREE 1'.NERCIES, 
[CJ Liquid PB-fee STANDARD STATE Pb Sn Pb Sn 
183.00 0. 742720 0.289616 -778. -94. -778. -94. 
185.00 0.736998 0. 287724 -780. -141. -780. -141. 
187.00 0.731143 0.285804 -782. -188. -782. -188. 
189.00 0.725150 0.283855 -784. -235. -784. -235. 
191. 00 0.719015 0. 281877 -786. -283. -786. -283. 
193.00 0.712735 0.279869 -788. -332. -788. -332. 
195.00 0.706305 0.277831 -789. -381. -789. -381. 
197.00 0. 699722 0.275761 -791. -431. -791. -431. 
199.00 0.692981 0.273660 -792. -481. -792. -481. 
201.00 0.686077 0. 271527 -793. -532. -793. -532. 
203.00 0.679007 0.269361 -793. -583. -793. -583. 
205.00 0.671767 0.267161 -794. -635. -794. -635. 
207.00 0.664351 0.264927 -794. -688. -794. -688. 
209.00 0.656757 0.262656 -795. -742. -795. -742. 
211. 00 0.648979 0.260350 -794. -796. -794. -796. 
213.00 0. 641014 0.258006 -794. -851. -794. -851
. 
215.00 0.632858 0.255623 -794. -907. -794. -907
. 
217. 00 0.624508 0.253201 -793. -964. -793. -964
. 
219.00 0.615959 0.250738 -792. -1022. -792. -1022. 
221. 00 0.607210 0.248232 -791. -1080. -791. -108
0. 
223.00 0.598257 0.245682 -789. -1140. -789. -1140
. 
225.00 0.589099 0.243088 -788. -1201. -788. -1201
. 
227.00 0.579734 0.240447 -786. -1263. -786. -1263
. 
229.00 0.570162 0.237757 -784. -1326. -784. -1326
. 
231. 00 0.560382 0.235018 -781. -1390. -781. -
1390. 
233.00 0.550395 0.232227 -778. -1455. -778. -1455
. 
235.00 0.540202 0.229382 -775. -1522. -775. -1522. 
237.00 0.529808 0.226483 -772. -1591. -772. -
1591. 
239.00 0.519214 0.223526 -768. -1661. -768. -
1661. 
241. 00 0.508428 0.220509 -764. -1732. -764. -
1732. 
243.00 0.497454 0.217432 -760. -1806. -760. -
1806. 
245.00 0.486300 0.214290 -755. -'1881. -755. -
1881. 
247.00 0.474975 0. 211084 -750. -1958. -750. -
1958. 
249.00 0.463489 0.207809 _7·44. -2037. -744. -
2037. 
251.00 0.451854 0.204464 -738. -2119. -738. -
2119. 
253.00 0.440080 0.201046 -732. -2203. -732. -
2203. 
255.00 0.428182 0.197553 -725. -2290. -725. 
-2290. 
257.00 0.416174 0.193984 -718. -2379. -718. -2
379. 
259.00 0.404069 0.190334 -710. -2472. -710. -
2472. 
261. 00 0.391884 0.186603 -702. -2567. -702. -
2567. 
263.00 0.379632 0.182788 -693. -2667. -693. 
-2667. 
265.00 0.367329 0.178886 -684. -2769. -684. -
2769. 
267.00 0.354991 0.174895 -674. -2876. -674. 
-2876. 
269.00 0.342630 0.170813 -664. -2988. -664. 
-2988. 
271.00 0.330262 0.166637 -653. -3104. -653. 
-3104. 
273.00 0.317898 0.162367 -641. -3225. -641. 
-3225. 
275.00 0.305550 0.157998 -629. -3352. -629. 
-3352. 
277 .00 0.293229 0.153529 -617. -3485. -617. 
-3485. 
279.00 0.280945 0.148959 -603. -3624. -603. 
-3624. 
281. 00 0.268704 0.144283 -589. -3771. -589. 
-3771. 
283.00 0.256516 0.139502 -574. -3926. -574. 
-3926. 
285.00 0. 244385 0.134613 -559. -4090. -559. 
-4090. 
287.00 0.232316 0.129612 -543. -4263. -543. 
-4263. 
289.00 0.220312 0 .124499 -526. -4448. -526. 
-4448. 
291.00 0.208375 0.119271 -508. -4644. -508. 
-4644. 
293.00 0.196507 0.113925 -489. -4855. -489. 
-4855. 
295.00 0.184707 0.108459 -470. -5081. -470. 
-5081. 
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REFERR£D ·To 
297.00 0.172976 0. 102871 -U9. -532'. _,,9. -5324. 
299.00 0.161313 0.097159 -428. -5588. -,20. -5588. 
301.00 0.149713 0. 091317 -406. -5875. -,06. -5875. 
303.00 0.138176 0.085346 -382. -6189. -382. -6189. 
305.00 0.126697 0.079240 -358. -6535. -358. -6535. 
307.00 0.115272 0.072997 -333. -6919. -333. -6919. 
309.00 0.103897 0.066613 -306. -7350. -306. -7350. 
311. 00 0.092568 0.060083 -279. -7838. -279. -7838. 
313. 00 0.081276 0.053404 -250. -8399. -250. -8399. 
315.00 0.070019 0.046570 -220. -9054. -220. -9054. 
317.00 0.058788 0.039576 -188. -9839. -188. -9839. 
319.00 0.047576 0.032416 -156. -10807. -156. -10807. 
321. 00 0.036375 0.025083 -122. -12061. -122. -12061. 
323.00 0.025179 0.017571 -86. -13813. -86. -13813. 
325.00 0.013977 0.009870 -49. -16672. -49. -16672. 
327.00 0.002761 0.001973 -10. -24704. -10. -24704. 
TEMP. Sn-CONC£NTRATIONS PARTIAL <;IBBS FREE £Ni:RGIES, REFERRED TO 
[C) Liquid SN-bet STANDARD STATE 
Pb Sn Pb Sn 
183.00 0.742336 0.985819 -775. -95. -775. -95. 
184.00 0.749349 0.985878 -845. -95. -845. -95. 
185.00 0.756228 0.985940 -917. -94. -917. -94. 
186.00 0.762978 0. 986004 -992. -94. -992. -94. 
187.00 0.769606 0. 986071 -1068. -93. -1068. -93. 
188.00 0.776116 0. 986141 -1146. -93. -1146. -93. 
189.00 0.782514 0.986215 -1227. -92. -1227. -92. 
190.00 0.788804 0.986291 -1310. -91. -1310. -91. 
191.00 0.794991 0.986370 -1395. -91. -1395. -91. 
192.00 0.801079 0.986453 -1483. -90. -1483. -90. 
193.00 0. 807072 0.986539 -1573. -89. -1573. -89. 
194.00 0.812975 0.986629 -1667. -89. -1667. -89. 
195.00 0.818789 0. 986723 -1763. -88. -1763. -88. 
196.00 0.824520 0.986821 -1862. -87. -1862. -87. 
197.00 0.830170 0.986922 -1964. -86. -1964. -86. 
198.00 0.835743 0.987028 -2070. -85. -2070. -85. 
199.00 0.841241 0. 987138 -2179. -85. -2179. -85. 
200.00 0.846668 0. 987253 -2293. -84. -2293. -84. 
201. 00 0.852026 0.987373 -2410. -83. -2410. -83. 
202.00 0.857317 0.987498 -2531. -82. -2531. -82. 
203.00 0.862545 0.987628 -2656. -80. -2656. -80. 
204.00 0. 867712 0.987764 -2787. -79. -2787. -79. 
205.00 0. 872821 0.987907 -2922. -78. -2922. -78. 
206.00 0. 877873 0.988055 -3063. -77. -3063. -77. 
207.00 0.882872 0.988210 -3210. -76. -3210. -76. 
208.00 0.887819 0.988373 -3363. -74. -3363. -74. 
209.00 0. 892717 0.988543 -3523. -73. -3523. -73. 
210.00 0.897568 0. 988722 -3691. -71. -3691. -71. 
211. 00 0.902374 0.988909 -3866. -70. -3866. -70. 
212.00 0. 907139 0.989106 -4051. -68. -4051. -68. 
213.00 0. 911863 0.989313 -4245. -67. -4245. -67. 
214.00 0.916550 0.989532 -4450. -65. -4450. -65. 
215.00 0.921202 0.989763 -4666. -63. -4666. -63. 
216.00 0.925822 0.990007 -4897. -61. -4897. -61. 
217.00 0.930412 0.990267 -5142. -59. -5142. -59. 
218.00 0.934975 0.990543 -5405. -57. -5405. -57. 
219.00 0.939516 0.990837 -5687. -55. -5687. -55. 
220.00 0.944036 0. 991152 -5992. -52. -5992. -52. 
221.00 0.948541 0.991491 -6324. -so. -6324. -50. 
222.00 0.953035 0.991857 -6688. -47. -6688. -47. 
223.00 0.957524 0.992255 -7090. -44. -7090. -44. 
224.00 0.962013 0.992690 -7540. -41. -7540. -41. 
225.00 0.966512 0.993169 -8052. -38. -8052. -38. 
226.00 0. 971030 0.993704 -8643. -34. -8643. -34. 
227.00 0.975581 0.994307 -9344. -30. -9344. -30. 
228.00 0.980185 0.995001 -10205. -26. -10205. -26. 
229.00 0.984870 0.995820 -11322. -21. -11322. -21. 
230.00 0.989683 0.996822 -12916. -15. -12916. -15. 
231. 00 0.994713 0.998128 -15710. -9. -15710 .. -9. 
TEMP. 
Sn-CONCENTRATIONS PARTIAL GIBBS FREE ENERGIES, REFERRED TO 
[CJ PB-fee SN-bet STANDARD STATE 
Pb Sn Pb Sn 
50.00 0.044807 0. 991133 -111. -40. -111. -40. 
52.00 0.046248 0.991042 -115. -41. -115. -41. 
54.00 0. 047724 0.990950 -119: -41. -119. -41. 
56.00 0.049235 0.990859 -123. -42. -123 .. -42. 
58.00 0.050782 0.990768 -128. -43. -128. -43. 
60.00 0.052366 o. 990677 -132. -44. -1.32. -44. 
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62.00 0.053987 0.990587 -137. -u. -137. -u. 
64.00 0.0556'6 0.990497 -Ul. -45. -Hl. -45. 
66.00 0. 057344 0.990407 -1'6. -'6. -1'6. -'6. 
68.00 0.059082 0.990317 -151. -'7. -151. -'7. 
70.00 0.060860 0. 990228 -156. -48. -156. -,8. 
72. 00 0.062680 0.990138 -161. -48. -161. -,0. 
74.00 0.064543 0.990050 -167. -49. -167. -49. 
76.00 0.066449 0. 989961 -172. -50. -172. -50. 
78.00 0.068400 0.989873 -178. -51. -178. -51. 
80.00 0.070396 0.989785 -184. -51. -184. -51. 
82.00 0.072439 0.989697 -190. -52. -190. -52. 
84.00 0.074529 0.989609 -196. -53. -196. -53. 
86.00 0.076669 0. 989522 -202. -54. -202. -54. 
88.00 0.078858 0.989435 -208. -55. -208. -55. 
90.00 0.081099 0.989349 -215. -56. -215. -56. 
92.00 0.083393 0.989263 -221. -56. -221. -56. 
94.00 0.085740 0.989177 -228. -57. -228. -57. 
96.00 0.088144 0.989091 -235. -58. -235. -58. 
98.00 0.090604 0.989006 -242. -59. -242. -59. 
100.00 0.093122 0.988921 -250. -60. -250. -60. 
102.00 0.095701 0.988837 -257. -60. -257. -60. 
104.00 0.098342 0.988753 -265. -61. -265. -61. 
106.00 0.101047 0.988669 -273. -62. -273. -62. 
108.00 0.103817 0.988586 -281. -63. -281. -63. 
110. 00 0.106655 0.988503 -289. -64. -289. -64. 
112. 00 0 .109563 0.988420 -297. -65. -297. -65. 
114. 00 0 .112542 0.988338 -306. -66. -306. -66. 
116.00 0.115596 0.988256 -315. -66. -315. -66. 
118. 00 0.118726 0.988174 -324. -67. -324. -67. 
120.00 0.121935 0.988093 -333. -68. -333. -68. 
122.00 0.125226 0.988013 -343. -69. -343. -69. 
124.00 0.128601 0.987933 -352. -70. -352. -70. 
126.00 0.132064 C.987853 -362. -71. -362. -71. 
128.00 0.135617 0. 987774 -372. -72. -372. -72. 
130.00 0.139265 0.987695 -383. -72. -383. -72. 
132. 00 0.143010 0.987617 -393. -73. -393. -73. 
134.00 0.146856 0.987539 -404. -74. -404. -74. 
136.00 0.150808 0.987461 -415. -75. -415. -75. 
138. 00 0.154869 0.987384 -427. -76. -427. -76. 
140.00 0.159043 0.987308 -438. -77. -438. -77. 
142. 00 0.163337 0.987232 -450. -78. -450. -78. 
144. 00 0.167753 0. 987157 -463. -79. -463. -79. 
146. 00 0.172299 0.987082 -475. -79. -475. -79. 
148. 00 0.176980 0.987008 -488. -80. -488. -80. 
150.00 0.181801 0.986935 -501. -81. -501. -81. 
152.00 0.186769 0.986862 -515. -82. -515. -82. 
154.00 0.191892 0.986789 -529. -83. -529. -83. 
156.00 0.197176 0. 986717 -543. -84. -543. -84. 
158.00 0.202630 0.986646 -558. -85. -558. -85. 
160.00 0.208262 0.986576 -573. -85. -573. -85. 
162.00 0.214082 0.986506 -588. -86. -588. -86. 
164.00 0.220099 0.986437 -604. -87. -604. -87. 
166.00 0.226323 0.986369 -620. -88. -620. -88. 
168.00 0.232766 0.986301 -637. -89. -637. -89. 
170.00 0.239440 0.986235 -654. -90. -654. -90. 
172. 00 0.246357 0.986169 -671. -91. -671. -91. 
174.00 0.253532 0.986104 -689. -91. -689. -91. 
176.00 0. 260978 0.986039 -708. -92. -708. -92. 
178.00 0. 268712 0.985976 -727. -93. -727. -93. 
180.00 0.276749 0.985914 -747. -94. -747. -94. 
182.00 0.285107 0.985853 -767. -95. -767. -95. 
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PROGRAM VISCO 
*******************************************
***************** 
The object of this program is to calculate the viscosity of 
Lead, Tin and their alloys at different temperatures. 
*******************************************
***************** 
REAL VIS,A,B,C,D,VOL,PWSN,PMSN 
INTEGER TC,TK 
*-----------------------------------------------------------
* VIS-------Viscosity of Lead or Tin or their alloy (Poise) 
* PWSN------Weight percent of Tin in alloy 
* PMSN------Molar percent of Tin in alloy 
* TC--------Temperature (C) 
* TK--------Temperature (K) 
* VOL-------Specific volume (cubic cm/g) 
* A,B,C,D---Constants in equation 
*-----------------------------------------------~-----------
5 FORMAT(lX) 
10 FORMAT (2X, 'SN(wp) ', 2X, 'SN(mp) ', 3X, 'T(C) ', 3X, 
'T(K)', SX, 'VIS(P)') 
20 FORMAT(2X,F5.l,2X,F7.3,3X,I4,3X,I4,3X,F8.5) 
25 FORMAT(lX,'*************************************') 
@ OPEN(5,FILE - 'A:VIS DAT') 
OPEN(6,FILE = 'A:VIS OUT') 
REWIND 5 
*******************************************
**************** 
WR! TE ( 6 , 1 0 ) 
WRITE(6,25) 
READ(5,*) A,B,C,D,PWSN,PMSN 
DO 30 TC= 327,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
30 CONTINUE 
**********************************"*****~***
***************** 
WRITE ( 6, 5) 
WRITE(6,10) 
WRITE(6,25) 
READ (5, *) A, B, C-, D ,.PWSN, PMSN. 
DO 40 TC= 300,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
@Datafile see Appendix VIII. 
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WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
40 CONTINUE 
***************************************************·********* 
WRITE ( 6, 5) 
WRITE ( 6 , 1 0 ) 
WRITE ( 6, 25) 
READ(5,*) A,B,C,D,PWSN,PMSN 
DO 50 TC= 277,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
50 CONTINUE 
************************************************************ 
WRITE ( 6, 5) 
WRITE ( 6, 10) 
WRITE(6,25) 
READ(5,*) A,B,C,D,PWSN,PMSN 
DO 60 TC= 257,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
60 CONTINUE 
************************************************************ 
WRITE ( 6, 5) 
WRITE ( 6 , 1 0 ) 
WRITE ( 6 , 2 5 ) 
READ(5,*) A,B,C,D,.PWSN,PMSN 
DO 70 TC= 235,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
70 CONTINUE 
************************************************************ 
WRITE ( 6, 5) 
WRITE ( 6 , 1 0 ) 
WRITE ( 6 , 2 5) 
READ(S,*) A,B,C,D,PWSN,PMSN 
DO 80 TC= 214,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS = D * EXP (C / VOL / TK) * VOL ** 
(-0. 33333·333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
80 CONTINUE 
************************************************************ 
WRITE (6, 5) 
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WR! TE ( 6 , 1 0 ) 
WRITE(6,25) 
READ(S,*) A,B,C,D,PWSN,PMSN 
DO 90 TC= 187,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C ), VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
90 CONTINUE 
**************************************
********************** 
WRITE ( 6, 5) 
WR! TE ( 6 , 1 0 ) 
WR! TE ( 6 , 2 5 ) 
READ(S,*) A,B,C,D,PWSN,PMSN 
DO 100 TC= 194,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
100 CONTINUE 
**************************************
********************** 
WRITE ( 6, 5) 
WR! TE ( 6 , 1 0 ) 
WR! TE ( 6 , 2 5 ) 
READ(S,*) A,B,C,D,PWSN,PMSN 
DO 110 TC= 210,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
110 CONTINUE 
**************************************
********************** 
WRITE ( 6, 5) 
WR! TE ( 6 , 1 0 ) 
WRITE(6,25) 
READ(S,*) A,B,C,D,PWSN,PMSN 
DO 120 TC= 232,400 
TK =TC+ 273 
VOL - 1 / (A - B * TC) 
VIS= D * EXP(C /VOL/ TK) *VOL** 
(-0.33333333333) 
WRITE(6,20) PWSN,PMSN,TC,TK,VIS 
120 CONTINUE 
**************************************
********************** 
END 
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File "VIS DAT" 
A• B* c· n· 
11.060 0.0012220 86.30 0.00254 
10. 4.9 0 0.0011582 90.00 0.00247 
9. 95·6 0.0010481 93.14 0.00240 
9.497 0..0010109 92.71 0.00246 
9.079 0.0009708 93.07 0.00247 
8.671 0.0008761 93.61 0.00250 
8.321 0.0008690 94.66 0.00248 
7.995 0.0008443 93.28 0.00254 
7.543 0.0007775 94.96 0.00253 
7.319 0.0007125 .8 8 . 4 9 0.00275 
* Values defined in Appendix VII, p.127. 
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PWSN• PMSN* 
0.00 0.000 
10.0 16.245 
20.0 30.382 
30·. 0 42. 7 9 6 
40.0 53.784 
50.0 63.579 
60.0 72.364 
70.0 80.289 
85.0 9 0. ·819 
100.0 100.000 
/ 
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