In this paper we discuss multiple input/multiple output (MIMO) constrained subspace identification techniques that will be evaluated when applied to the fundamental problem of identification of a dynamic structural model from noisy vibrational response measurements. The structure is a cylindrical copper pipe consisting of three (3) accelerometers positioned along its length as well as a single transducer measuring the excitation function (chirp or white noise) totaling ten (10) sensor channels (9 outputs and a single input). Here we discuss a suite of "constrained" subspace identification techniques and evaluate their performance on experimental data.
INTRODUCTION
Dynamic structural systems occur in a wide variety of applications such as autonomous vehicles employed militarily for battlefield management or non-military tasks like tracking a wildfire in the hills of a drought-ridden area. Many such systems operating in the air or at sea employ a variety of subsystems ranging from airfoils for flight or machinery for propulsion or reactor components as simple as pipes carrying cooling for control. In these subsystems, critical components must be monitored in real-time for safety and in some cases survival. Therefore, mechanical systems operating in noisy environments create a challenging monitoring problem in order to estimate their signatures in real-time and predict potential anomalies that can lead to catastrophic failure.
Real-time can be an important issue, since many simple algorithms like the fast-Fourier transform coupled with spectral peak-picking offer a reasonable pragmatic approach; however, environmental coupled with instrumentation noise provide a true test of these classical techniques when challenged with noisy multichannel sensor measurements. In this paper, we evaluate a variety of "constrained" multiple-input/multiple output (MIMO) techniques to extract modal frequencies that uniquely characterize a structure for both computational speed and accuracy [1] - [4] . We employ a hardware equivalent system to a real-time processor enabling a realistic perspective for application. The vibrational response of a cylindrical structure in a noisy environment using multichannel accelerometer (triaxial) sensors provides a viable "test-bed" both from a modal response perspective. We perform a controlled experiment with the primary objective of developing a real-time, MIMO modal frequency tracking technique [5] . Here we develop the underlying techniques that will be evaluated starting with the fundamental problem of realization of a dynamic structural model from vibrational response measurements [6] . This effort is an extension of our previous work now incorporating a MIMO data acquisition system that "captures" the coupled modal response of the structure in real-time on all channels simultaneously. The structure is a cylindrical copper pipe consisting of three (3) accelerometers positioned along its length as well as a single transducer measuring the excitation function (chirp or white noise) totaling ten (10) sensor channels (9 outputs and a single input).
With true modal frequencies available from simulation enabling us to focus on a particular frequency range (25-1500 Hz) of high interest, we perform a simple free-free experiment is designed to excite the cylinder and measure its response. The basic approach for a multiple channel accelerometers is to excite the object with the repetitive stinger (hammerlike) blow at a high rate and measure its response. Once the noisy data is digitized and pre-processed (filtered, normalized etc.), its spectrum is estimated and the corresponding spectral peaks determined to extract the modal frequencies. Here we develop a suite of "fast" constrained MIMO identification algorithms ranging from the classical technique based on covariance data ( [7] - [9] ) to modern subspace identifiers based on the input/output measurements and spectral peak-picking methods [10] - [13] . With the spectral peaks extracted locating the corresponding modal frequencies, they are provided as input to a frequency tracker [5] .
In this Sec. 2, we briefly develop the multichannel identification applied to structural dynamic systems starting from the basic state-space representation of a MIMO MCK-model and evolving to the system theoretic "stochastic" realization problem and its hidden attributes that drive all of the identification techniques to follow. After constraining our problem to MCK-systems leading to "output only" solutions, we discuss "fast" techniques based on these constraints. Classical as well as subspace algorithms are discussed. The controlled experiment is discussed providing data for further algorithmic investigation and selection of potential techniques for real-time application. We summarize our results and conclusions in Sec. 5.
BACKGROUND
The development of multiple input/multiple output (MIMO) subspace techniques for potential real-time modal tracking and anomaly detection implies that we must investigate robust approaches that have successfully demonstrated the required capability. The advantage of a multichannel identifier is that it incorporates all of the mutual/cross coupling information into the processor providing a reasonable "fit" enabling an excellent extraction of the modal frequencies and tracking (see Refr. [5] for details). Unfortunately, the processor is computationally intensive and most-likely will not be able to perform in real-time-our goal! Some effort has been developed to provide"fast" methods to create Subspace IDentification (SID) techniques to alleviate this computational problem providing a potential real-time solution [10] - [13] . Here we will investigate a variety of these techniques to apply to our real-time problem for a hardware implementation.
A. State-Space Vibrational Systems
The basic concept is that the process or vibrational system under consideration is modeled using system identification techniques to "fit" modal models to the data [6] . If the input excitation and/or noise sequences are unavailable, then a reasonable approach is to model the uncertainties as additive and random leading to an "output-only" Gauss-Markov representation [14] .
Most structures or equivalently vibrational systems are multiple input/multiple output systems that are easily captured within a state-space framework. For instance, a linear, timeinvariant mechanical system can be expressed as a second order vector-matrix, differential equation given bÿ
where d is the × 1 displacement vector, p is the × 1 excitation force, and , , , are the × lumped mass, damping, and spring constant matrices characterizing the vibrational process model, respectively. Defining the 2state vector in terms of the displacement and its derivative as
, then the continuous-time statespace representation of this process can be expressed aṡ
The corresponding measurement or output vector relation can be characterized by
where the constant matrices: C a , C v , C d are the respective acceleration, velocity and displacement weighting matrices of appropriate dimension. In terms of the state vector relations of Eq. 2, we can express the acceleration vector as:
Substituting for the acceleration term in Eq. 3, we have that
to yield the vibrational measurement as:
where the output or measurement vector is y ∈ ℛ ×1 along with the appropriately dimensioned system, input and measurement matrices completing the MIMO vibrational model. The modal representation of a mechanical system in statespace form provides insight into the vibrational response of a system when based on its embedded eigen-structure [2] , [3] . Modes and mode shapes expose the internal structure and its response to various excitations. This representation can be found from state-space systems by transforming the states of a given representation to modal space which is accomplished through an eigen-decomposition in the form of a similarity transformation such that the continuous-time system matrices Σ := { , , , } are transformed to modal coordinates by the transformation matrix constructed of the eigenvectors of the underlying system that yielding an "equivalent" system Σ :
} with identical transfer functions and impulse (or covariance) responses [16] .
For the complex modal case the eigenvalues are complex, but still distinct [2] , [3] . Here the system matrix can be decomposed again using the eigen-decomposition which now yields complex eigen-pairs along with the corresponding complex eigenvectors yielding the modal transformation matrix . Applying this transformation to the system matrix leads to the modal state transition matrix for the complex eigen-system as [14] Φ
Thus, the complex modal state-space system is given bẏ
Since we sample the continuous-time system, we use a discrete-time state-space representation and transform it back to the continuous-time domain for our application when required. The generic deterministic, linear, time invariant statespace model is defined by its system matrix , input transmission matrix , output or measurement matrix and direct input feed-through matrix for discrete-time systems as
with the states, inputs and outputs given by ∈ ℛ ×1 , ∈ ℛ ×1 , ∈ ℛ , respectively, and the appropri- 
B. Constrained Mechanical Systems
The identification approach for our MCK-system is to first extract the state-space model Σ := { , , , } from data and then estimate the discrete system eigenvalues ( = △ ; = 1, ⋅ ⋅ ⋅ , ); and finally transform them directly to modal space using the impulse-invariant transformation providing an estimate of the -modal frequencies. These results follow based on the state-space (discrete) representation of Eq. 8, that is, the eigenvalues ( ) of the system matrix are invariant under a similarity transformation ( ) to modal form [14] . Mode shapes can also be extracted directly (if desired) from the eigenvectors of the modal transformation (similarity) matrix and the measurement/output matrix after calculating the natural frequencies of the identified MCK-system [2] , [3] . An immediate consequence of our problem is that we need only extract the system ( ) and output ( ) matrices; therefore, we can restrict the problem to be of the output-only class simplifying the ensuing algorithm considerably.
Therefore for our MCK-system, we actually have a constrained (MCK) state-space representation given by:
with the discrete eigenvalues { } of the extracted system matrix
Next we start with the stochastic realization problem that provides the fundamental insight into the algorithms that follow. We conclude this section with the modal frequency tracking problem and offer a pragmatic solution.
C. Stochastic Realization Problem
Vibration measurements are contaminated with noise from the environment, test equipment, measurement instrumentation and extraneous disturbances; therefore, a pragmatic approach to extracting our desired modal frequencies is to formulate the following stochastic realization problem. For this study, we ignore the mode shape estimation and anomaly detection problems and concentrate on fast real-time algorithms [13] . Here we develop stochastic realization theory from a deterministic perspective by showing first the relation to a set of Markov parameters evolving from noisy measurements or output covariance matrix sequences of a stationary stochastic system characterized by the innovations models. Once we establish this representation, we show how a set of algebraic equations, the Kalman-Szego-Popov (KSP) equations, evolve leading to the solution of the complete "stochastic" realization problem.
The classical approach for stationary processes can be developed in the time domain from the measurement covariance sequence. Realization from this sequence is facilitated by efficient realization techniques and solutions of the KSP-relations. We focus on the "output-only" minimal stochastic realization from the measurement sequence of a linear, time-invariant system driven by white noise. The solution to this problem is wellknown [4] , [18] . The measurement covariance sequence from this system is processed by a realization algorithm to obtain the deterministic Σ model followed by the solution of the KSP equations to obtain the remaining parameters that establish a stochastic realization. This approach is complicated because the matrix covariance sequence must first be estimated from the noisy multichannel measurements.
We define the linear, time-invariant "output-only" innovations model that is embedded in Kalman filter theory [14] in terms of the measurement covariance sequence. The basic state estimation problem is to find the minimum variance estimate of the state vector from an underlying of the Gauss-Markov model in terms of the currently available measurement sequence ( ). The innovations representation of the Kalman filter in "prediction form" is given by (see [14] for details)
with ( ) is the innovation sequence and ( ) is the predicted Kalman gain for correlated noise sources cov( , ) with state error covariance˜( ) given by
where the innovations model can be defined in terms of the Kalman filter parameters by Σ := { , ,˜, , }. In terms of the equivalent stationary measurement covariance with lag ℓ (Λ ℓ ) and constant state (Π) and innovations covariances ( ), we have
With these relations in mind, we can now define the stochastic realization problem in terms of the We can construct a Hankel matrix using {Λ ℓ } and perform a deterministic realization to obtain the Kalman-Szego-Popov
whereΣ := {ˆ,ˆ,ˆ,ˆ}. This relationship between this realization of the covariance sequence and the stochastic realization is defined by the Kalman-Szego-Popov equations that can be obtained directly from deterministic realization theory (above). That is, obtaining a minimal realization from the measurement covariance sequence {Λ ℓ } enables the extraction of a KSP-model,Σ . With these model parameters available, then the underlying KSP-equations are established aŝ
These relations can be manipulated by first solving for in the second KSP-equation of Eq. 16 and substituting the last equation for the innovations covariance so that
Substituting these expressions into the first equation of Eq. 16 above shows that the state error covarianceΠ satisfies a discrete Riccati equation, that is,
providing a positive definite solutionΠ > 0 thereby guaranteeing a proper stochastic realization. Note that solutions of the Riccati equation are well-known and have demonstrated that a uniqueΠ exists yielding a stable, minimum phase, spectral factor (e.g. see [7] for details).
With the positive definite Riccati solution now available using the Σ realization, then both and can be calculated enabling the required noise source covariance matrices to be determined in terms of the Kalman gain and innovations covariance as:
completing the realization and providing the complete stochastic realization of the innovations model Σ from the covariance sequence.
This completes the realization theory necessary to solve the stochastic case, next we investigate techniques to track the modal frequencies, once they are extracted from the data, for eventual anomaly detection. Note that for our "constrained" system, we need only identify the system ( ) and measurement ( ) matrices that will lead to some "fast" techniques to follow.
D. Modal Tracking Problem
Once we have extracted the set of "raw" modal frequencies from the noisy response data by finding the eigenvalues of the identified , we can enhance them even further to produce more stable and reliable estimates. Therefore, we construct a frequency tracker designed to enhance the estimates as each buffer window has been processed. The problem that we are most concerned with is real-time modal tracking, that is, the tracking of raw modal frequencies of a vibrating structure in order to monitor its system performance and detect anomalies that might occur during continuous operation. With these constraints in mind, we investigate the following constrained modal tracking problem. GIVEN a set of output measurements { ( )}; = 1, ⋅ ⋅ ⋅ , , FIND the set of modal frequency (estimates) {ˆ( )}; = 1, ⋅ ⋅ ⋅ , at each time-step, , in real-time. The main idea is to pre-process a section or buffer window of digitized data, perform a subspace (vibrational) identification and then "smooth" these raw estimates. The modal frequency tracker design is a model-based processor (Kalman filter) that has been applied successfully in wide variety of applications [5] , [14] , [17] . The underlying frequency estimator/tracker is based on the assumption that the frequency change is constant over the sampling interval (˙( +1 ) ≈ ( )) and the model uncertainty can be characterized by Gaussian process noise leading to the following set of discretetime, Gauss-Markov stochastic equations
Since we are primarily interested in a real-time application, we restrict the processor to reach steady-state, that is, the Kalman gain ( ( ) → ) becomes a constant (steady-state) that can pre-calculated [14] , [17] . However, for a real-time application, we restrict the tracker to a simple sequential leastsquares approach such that
that can provide reasonable modal frequency estimates.
MULTICHANNEL IDENTIFICATION ALGORITHMS
In this section we briefly develop some of the classical stochastic realization approaches using both Hankel and Toeplitz covariance matrix formulations to solve our constrained problem that will lead to fast implementations. We start with the Hankel matrix approach followed by the Toeplitz matrices and then proceed to the subspace projection methods-all modified for our problem.
A. Classical Stochastic Realization: Hankel Matrices
The classical approach to solving the stochastic realization problem evolves directly from the basic theory required to ensure that such a realization satisfies the positivity constraints imposed by the multichannel covariance matrices from the previous section. Thus, satisfying these constraints leads from the deterministic realization of the KSP-model,Σ , to a Riccati equation via the KSP-equations. This set of relations then basically defines a solution to the classical stochastic realization problem. However, for the output only problem, where we require modal estimates, we need only extract the system and measurement matrices directly; thereby, eliminating the required Riccati equation solution-a huge computational savings, especially for large MCK systems. The constrained algorithm follows.
We begin by constructing the Hankel matrix from the covariance sequence {Λ ℓ }; ℓ = 0, ⋅ ⋅ ⋅ , for some finite > 2 . We define the (
where is the observability matrix and is the reversed controllability matrix of linear systems theory [16] .
Any deterministic realization algorithm applied to {Λ ℓ } such that the Hankel factorization yields a reasonable approach to extract the KSP realization evolving from the innovations model. Assuming the data are generated by the INV-model with the measurement covariance represented in terms of its parameters, then performing an SVD on the Hankel covariance matrix yields
with Σ = diag
and Σ >> Σ for Σ the diagonal matrix of noise singular values. Therefore, from the factorization of the Hankel covariance matrix and its SVD, we have that
where Σ 1/2 is the matrix square root, that is, = 1/2 × ( ′ ) 1/2 obtained by a Cholesky decomposition [14] . Now from shift-invariant property of the observability or controllability matrices, we can obtain the system matrices 1
with the output matrix extracted directly from the observability matrix asˆ=
Summarizing, the SVD-stochastic realization algorithm is accomplished using the following steps: ;
• Extract the system matrixˆas in Eq. 26; • Extract the output matrixˆas in Eq. 27; This completes the constrained stochastic realization from the output covariance matrix sequence. We see that performing a deterministic realization from the Hankel matrix populated by the covariance sequence {Λ ℓ } yields the modelΣ enabling an extraction of the modal frequencies and shapes.
B. Classical Stochastic Realization: Toeplitz Matrices
Another approach to solving the stochastic problem, quite similar to the Hankel matrix approach, is based on the structure of a Toeplitz matrix. Solving the problem using the Toeplitz structure leads to the same results, but may provide a faster solution due to relationship of the measurement vector y( ) ∈ ℛ ×1 and its covariance matrix. The set of measurement output vectors {y( )}; = 0, 1, ⋅ ⋅ ⋅ , can be placed in a stacked vector Y = [
and therefore, the corresponding batch ( × )-matrix evolves as a block Toeplitz covariance matrix, that is, 1 Recall the SVD of = Σ ′ efficiently provides
where the data is again assumed to be generated by the innovations model such that
So we see that the factorization evolves from the observability matrix and the reversed controllability matrix
An interesting property of the Toeplitz matrix analogous to the same property of the Hankel matrix utilized by realization algorithms is its shift invariant property, that is, postmultiplication of the observability matrix by the system matrix shifts the Toeplitz matrix "up" ( ↑ ), since
Any SVD-realization algorithm applied to T , enabling the Toeplitz (matrix) factorization yields a reasonable approach to extract the KSP realization evolving from the innovations model.
From the factorization of the Toeplitz covariance matrix and its SVD, we have that
33) Now from shift-invariant property (see Eq. 32) of the observability matrix, we can obtain the system matrix from (as before)ˆ=
Summarizing, the covariance stochastic realization algorithm is accomplished using the following steps:
• Create the Toeplitz covariance matrix from the measured output sequence, {Λ ℓ }; • Perform a realization to obtainΣ by a singular value decomposition of the Toeplitz covariance matrix, svd
;
• Extract the system matrixˆas in Eq. 34;
• Extract the output matrixˆas in Eq. 35; Next we investigate further subspace solutions directly from input/output rather than covariance data.
C. Subspace Stochastic Realization: Unweighted Principal Components
The main objective of subspace techniques is to extract the extended observability matrix directly from the acquired data first, followed by the system model (Σ ), second. The underlying foundation that enables these extractions is projection theory. Subspace methods evolve primarily from projection theory essentially in stochastic realization theory [8] . The primary idea, when applied to the "output-only" problem, is to perform an orthogonal projection in a Hilbert space occupied by random vectors. That is, if y ( ) is a random vector (finite) of future outputs and y ( ) a random vector of past outputs then the orthogonal projection of the "future output data onto the past output data" | is invoked by applying the orthogonal projection operator onto the past output data space defined by
to the future output data as
The idea of projecting a vector onto a subspace spanned by another vector can be extended to projecting a row space of a matrix onto the row space of another matrix [10] , [11] . With this in mind, we define the following block Hankel matrices for future and past data as: Invoking the orthogonal projections of the row space of future data onto the row space of past data yields
where the underlying matrices are defined in terms of block Toeplitz covariance matrices, that is,
with the data is assumed to be generated by the innovations model such that
or simply the factorization evolves from the observability matrix and the reversed controllability matrix
We also have that is given by the block Toeplitz matrix
In terms of these matrices, it has been shown [10] that corresponding to this "output-only" representation using the innovations model
x( + 1) =x( ) + ( ) ( ) ( ) =x( ) + ( ) the state vectors {x }; = 0, 1, ⋅ ⋅ ⋅ , can be augmented to giveˆ:
and for any ℓ-step in time, we havê
Therefore, incorporating this relation to the orthogonal projection of Eq. 40, we obtain
47) that enables us to extract both the extended observability matrix as well as the estimated state vectors by applying a singular value decomposition operation, that is,
48)
With the singular value decomposition available, we exploit the projection to extract the system and output measurement matrices as beforê
Summarizing, the unweighted principal component "outputonly" subspace stochastic realization (UPC) algorithm is accomplished using the following steps: 
D. Subspace Stochastic Realization: Weighted Principal Components
A related subspace identification technique similar to the previous UPC-technique is the weighted principal component (WPC) method that requires an additional "shifted" projection instead of just | , that is, − | + . Here the operator projects shifted future data − defined by eliminating the first row of → − and incorporates this row into the past output data array such that → + . This projection, coupled with the first enables the extraction of estimated states as well and provides a solution to the complete stochastic realization problem without solving the KSP-based Riccati equation for a positive definite solutionΠ > 0 [7] . It has been shown that both the orthogonal projection and its shifted version satisfy
−1 is the observability matrix with the last block row removed.
With this in mind, both states can be extracted directly form the projections using pseudo-inversion to obtain
Thus, with the state estimates extracted, we have the underlying state-space representation ⎡
for , uncorrelated noise. This equation can then be solved directly for the system and output matrices as a least-squares problem using the pseudo inversion operator such that ⎡
Summarizing, the weighted principal component "outputonly" subspace stochastic realization (WPC-OO-SID) algorithm is accomplished using the following steps: In this section, we describe the experimental test-bed constructed primarily to evaluate and develop real-time subspace identification algorithms in the frequency bands of high interest. The experiment was designed to monitor the modal frequencies of the structure in real-time, validate the mathematical model predictions and eventually detect anomalies. A free-free (not pinned) response experiment for this object is shown in Fig. 1 where we observe the 60 /1.125 copper pipe along with the excitation system (stinger rod) signal conditioner (10 filter), accelerometer and digitizing oscilloscope. Data were sampled at 10 and decimated to 5 yielding a 2.5 Nyquist frequency for spectral analysis. This system was designed to excite the cylinder and measure its response acquiring approximately 1×10 6 -samples to be buffer windowed (sectioned) synthesizing a real-time acquisition system.
The basic approach is to excite the cylindrical structure (pipe) with the repetitive stinger at a high rate and measure its response. Using the smart motor driven by the signal generator, the stinger is excited using either a chirp excitation or bandlimited white noise. Once the noisy data are digitized, they are pre-processed by bandpass filtering (8 ℎ -order Butterworth) between 25 − 1.25 followed by a 2 -order equalization (whitening) filter to enhance the lower band modal frequencies (< 200 ). Its spectrum is estimated along with the corresponding spectral peaks to extract the modal frequencies. Since we are ultimately interested in a real-time application, we have investigated the variety of the "fast" identification techniques developed in Sec. 2 and applied them to the acquired data sets.
Once the modal frequencies are extracted, they are in order to validate both simulation as well as the experiment.
Both of the experimental multi-channel data sets and corresponding ensemble power spectra are shown in Fig. 2 . These spectra indicate that the primary modal frequencies ranging between 50 − 1000 Hz have been excited and captured by the acquisition system. The data were pre-processed by first decimating it to 2.5 KHz enabling us to focus on the primary bands of interest, bandpass filtered to minimize the noise (environmental and instrumentation) and then equalized to enhance the lower frequency bands (< 200 Hz). This equalization step proved necessary, since fewer cycles of the vibrational response are available compared to the higher modal frequencies coupled with the desire to have short data buffer lengths (samples) for real-time application-a tradeoff. The chirp signals ( Fig. 2a) were essentially of equal amplitudes as indicated by their time series, while those obtained from the white noise differed as shown in Fig. 2c . The resulting power spectra were normalized (zero-mean, unit variance), since we were only concerned with locating the modal frequencies.
Extracting the spectral peaks (modal frequencies) indicate that the frequencies of interest were excited in the test-bed system. 
A. Validation: Subspace Identification of Nominal Response Data
The subspace identification methods were applied to the pre-processed data sets where we see the estimated power spectra for each 5000-sample buffer window in Fig. 3 for both chirp (a) and white noise (b) excitations. We note from the figure that both data sets yield similar results with modal frequencies tracking quite well and reasonably close to the "truth" (analytic) frequency depicted by the wide bands in the figure. The post-processed tracks are shown in Fig. 4 are also quite similar indicating excellent modal frequency estimates (performance) with the detailed statistics shown in Tables 1.0 and 2.0. Each of the subspace methods achieved < 3% relative errors with small deviations for both excitations indicating reasonable modal frequency extractions with average execution-times ranging from (260 < < 300 ) over the buffer windows for 18-mode models. Typical preprocessed response data is shown in Fig. 2 with the acquired signals ( -channels) and the corresponding power spectra. Here we observe the modal frequencies shown at the major spectral peaks capturing the dominant resonances validating the experimental goals. Again we are primarily focused on the first six (6) dominant modal frequencies to characterize the cylinder.
Investigating the chirp data in more detail, we applied the various subspace techniques using "output-only" data. Surprisingly, the results for most of the methods were statistically similar including the more computationally intensive, the standard, off-line, N4SID-method. This observation is supported by the fact that the average relative (modal frequency) errors were all below 5% along with small error standard deviations. The execution-times for a 2048-sample buffer window were as expected with the N4SID standard input/output at 460 ms, while the "fast" output-only techniques were all similar (< 400 ms). The final detailed statistics are presented in Table 1 .0. The white noise excitation results, that are expected inflight, were similar to those resulting from the chirp excitation with execution times less than 400 ms and average relative errors less than 3% with small deviations (< 5%). The statistical results of these trials are detailed in Table 2 .0 for comparison to those of the chirp excitation. 
SUMMARY
In this paper we have investigated the performance of "output-only" identification algorithms ranging from classical realization/identification approaches to the recent subspace methods. We compared the performance, especially timing, of these approaches with the objective of a subsequent real-time objective.
We have discussed the development of techniques to estimate the modal frequency performance of the cylindrical structure subjected to random vibrations created by a stinger/force transducer driven by a smart motor enabling both sweptfrequency chirp (25-1100 Hz) and white noise excitations. It was demonstrated that modal frequencies could be extracted leading to a sequential frequency tracker. This was achieved for multichannel accelerometer measurements. The objective is to find the simplest, yet effective method for real-time deployment.
It was also demonstrated that a hybrid UPC-method was capable of providing equivalent performance compared to the preferred standard N4SID algorithm in a more timely manner (390 ms< 461 ms) and (386 ms< 513 ms) for the pragmatic white noise test cases considered. Anomalous data enabled the assurance that all of the methods investigated were sensitive to structural modal frequency changes providing larger relative errors (> 6%) compared to the nominal case (< 2.6%). 
