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Abstract
Diesel engines’ reliable and durable structures, high torque generation
capabilities at low speeds, and fuel consumption efficiencies make them
irreplaceable for heavy-duty vehicles in the market. However, inefficiencies in
the combustion process result in the release of emissions to the environment. In
addition to the restrictive international regulations for emissions, the competitive
demands for more powerful engines and increasing fuel prices obligate heavy-duty
engine and vehicle manufacturers to seek for solutions to reduce the emissions while
meeting the performance requirements. In line with these objectives, remarkable
progress has been made in modern diesel engine systems such as air handling,
fuel injection, combustion, and after-treatment. However, such systems utilize
quite sophisticated equipment with a large number of calibratable parameters that
increases the experimentation time and effort to find the optimal operating points.
Therefore, a dynamic model-based transient calibration is required for an efficient
combustion optimization which obeys the emission limits, and meets the desired
power and efficiency requirements. This thesis is about developing optimization-
oriented high fidelity nonlinear dynamic models for predicting heavy-duty diesel
engine torque and combustion emissions.
Contributions of the thesis are: (i) A new design of experiments is proposed where
air-path and fuel-path input channels are excited by chirp signals with varying
frequency profiles in terms of the number and directions of the sweeps. The
proposed approach is a strong alternative to the steady-state experiment based
approaches to reduce the testing time considerably and improve the modeling ac-
curacy in both steady-state and transient conditions. (ii) A nonlinear finite impulse
response (NFIR) model is developed to predict indicated torque by
including the estimations of friction, pumping and inertia torques in addition to
the torque measured from the engine dynamometer. (iii) Two different nonlinear
autoregressive with exogenous input (NARX) models are proposed to predict NOx
emissions. In the first structure, input regressor set for the nonlinear part of the
model is reduced by an orthogonal least square (OLS) algorithm to increase the
robustness and decrease the sensitivity to parameter changes, and linear output
feedback is employed. In the second structure, only the previous output is used
as the output regressor in the model due to the stability considerations. (iv) An
analysis of model sensitivities to parameter changes is conducted and an easy-to-
interpret map is introduced to select the best modeling parameters with limited
testing time in powertrain development. (v) Soot (particulated matter) emission is
predicted using LSTM type networks which provide more accurate and smoother
predictions than NARX models. Experimental results obtained from the engine
dynamometer tests show the effectiveness of the proposed models in terms of
prediction accuracies in both NEDC (New European Driving Cycle) and WHTC
(World Harmonized Transient Cycle) cycles.
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O¨zet
Dizel motorların gu¨venilir ve dayanıklı yapıları, du¨s¸u¨k hızlarda yu¨ksek tork u¨retme
yetenekleri ve yakıt tu¨ketim verimlilikleri, onları piyasadaki ag˘ır hizmet tipi arac¸lar
ic¸in vazgec¸ilmez kılmaktadır. Ancak yanma is¸lemindeki verimsizlikler emisyon-
ların c¸evreye salınmasına neden olmaktadır. Emisyonlar ic¸in kısıtlayıcı uluslararası
du¨zenlemelere ek olarak, daha gu¨c¸lu¨ motorlar isteyen rekabetc¸i talepler ve artan
yakıt fiyatları, ag˘ır hizmet tipi motor ve arac¸ u¨reticilerini, bir yandan performans
gereksinimlerini kars¸ılarken bir yandan da emisyonları azaltmak ic¸in c¸o¨zu¨mler ara-
maya zorlamaktadır. Bu hedefler dog˘rultusunda, hava is¸leme, yakıt enjeksiyonu,
yanma ve son is¸lem gibi modern dizel motor sistemlerinde dikkate deg˘er bir iler-
leme kaydedilmis¸tir. Ancak bu tu¨r sistemler, c¸ok sayıda kalibre edilebilir parame-
treye sahip oldukc¸a karmas¸ık ekipman kullandıklarından en uygun c¸alıs¸ma nokta-
larını bulmak ic¸in gereken deney su¨resini ve c¸abasını artırmaktadır. Bu nedenle,
emisyon sınırlarına uyan ve istenen gu¨c¸ ve verimlilik gereksinimlerini kars¸ılayan
verimli bir yanma optimizasyonu ic¸in dinamik bir model tabanlı gec¸ici kalibrasyon
kac¸ınılmazdır. Bu tez, ag˘ır hizmet dizel motor torkunu ve yanma emisyonlarını
tahmin etmek ic¸in optimizasyon odaklı yu¨ksek kaliteli dog˘rusal olmayan dinamik
modeller gelis¸tirmekle ilgilidir.
Tezin katkıları s¸unlardır: (i) Hava yolu ve yakıt yolu giris¸ kanallarının, taramaların
sayısı ve yo¨nleri bakımından deg˘is¸en frekans profillerine sahip cıvıltı sinyalleri
tarafından uyarıldıg˘ı yeni bir deney tasarımı o¨nerilmis¸tir. O¨nerilen yaklas¸ım, test
su¨resini o¨nemli o¨lc¸u¨de azaltmak ve hem kararlı durum hem de gec¸ici su¨rec¸lerdeki
modelleme dog˘rulug˘unu gelis¸tirmek adına kararlı durum deneyine dayanan
yaklas¸ımlara gu¨c¸lu¨ bir alternatiftir. (ii) NFIR modeli, dinamometreden o¨lc¸u¨len
torka ek olarak su¨rtu¨nme, pompalama ve atalet momentlerinin tahminlerini de
dahil eden endike tork tahmini ic¸in o¨nerilmis¸tir. (iii) NOx emisyonlarını modelle-
mek ic¸in NARX yapısının iki farklı c¸es¸idi o¨nerilmis¸tir. I˙lk yapıda, modelin dog˘rusal
olmayan kısmında kullanılacak girdi regreso¨r seti gu¨rbu¨zlu¨g˘u¨ artırmak ve parame-
tre deg˘is¸ikliklerine duyarlılıg˘ı azaltmak ic¸in OLS algoritmasıyla azaltılmakta ve
c¸ıktı geri beslemesi dog˘rusal olarak kullanılmıs¸tır. I˙kinci yapıda, kararlılık husus-
ları nedeniyle sadece bir o¨nceki c¸ıktı, c¸ıktı regreso¨ru¨ olarak modellemede kul-
lanılmıs¸tır. (iv) Parametre deg˘is¸ikliklerine kars¸ı model duyarlılıklarının bir analizi
yapılmıs¸ ve gu¨c¸ aktarım gelis¸tirmede sınırlı test su¨resi ile en iyi modelleme parame-
trelerinin sec¸ilmesi ic¸in yorumlanması kolay bir harita sunulmus¸tur. (v) Kurum
(partiku¨l madde) emisyonu NARX modellerinden daha dog˘ru ve pu¨ru¨zsu¨z tah-
minler u¨retebilen LSTM tipi ag˘lar kullanarak tahmin edilmektedir. Dinamome-
tre testlerinden elde edilen deneysel sonuc¸lar, o¨nerilen modellerin hem NEDC
(Yeni Avrupa Su¨ru¨s¸ Do¨ngu¨su¨) hem de WHTC (Du¨nya Uyumlulas¸tırılmıs¸ Gec¸ici
Do¨ngu¨su¨) do¨ngu¨lerindeki tahmin dog˘rulug˘u bakımından etkinlig˘ini
go¨stermektedir.
To my lovely wife. . .
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Chapter 1
Introduction
Even though the recent advances in emerging electrical engine and battery tech-
nologies are creating clean alternatives, diesel engines are still widely preferred for
heavy duty vehicles in the market (Figure 1.1). In 2018, the worth of the global
diesel engine market was US$ 215 Billion and it is expected to reach a value of
US$ 291 Billion by 2024 [1].
Figure 1.1: Diesel engine for heavy-duty vehicles
1
Introduction 2
The main reason of the demands for diesel engines is their efficieny in energy con-
version. Thanks to its fuel property of being non-volatile, diesel fuel burns gradu-
ally, which serves for transmitting better torque and increasing the fuel efficiency.
Furthermore, reliability and durability with higher stroke length and higher com-
pression ratios compared to petrol engines help in generating tremendous torque
at low engine speeds, which is a crucial need for heavy-duty vehicles.
Due to diesel’s fuel property of being non-volatile, the main principle in diesel
engines relies on the compression of the air-fuel mixture instead of ignition, which
also brings some difficulties to procure optimal engine operating conditions. Inef-
ficiency in the combustion process results in the release of hazardous emissions to
the environment such as Nitrogen Oxides (NOx), Particulate Matter (PM) (also
known as soot), Hydrocarbons (HC) and Carbon Oxides (COx) [2]. These emis-
sions cause several health problems and contribute to global warming [3]. Azama
et al. [3] reported that majority of the diesel engine exhaust outflows are NOx
emissions with the rate above more than 50% and the second highest percentage
belong to soot emissions.
In order to decrease the level of hazardous emissions produced by new vehicles,
the European Union sets some directives ever since 1992. NOx and soot emission
standards set by EU from 1992 to 2013 for heavy-duty vehicles in steady-state and
transient testing are tabulated in Table 1.1 and 1.2, respectively [4].
Stage Date Test NOx
(g/kWh)
PM
(g/kWh)
EURO 1 1992, ≤85 kW ECE R-49 8.0 0.612
1992, >85 kW 8.0 0.36
EURO 2 1996.10 7.0 0.25
1998.10 7.0 0.15
EURO 3 2000.10 ESC & ELR 5.0 0.10
EURO 4 2005.10 3.5 0.02
EURO 5 2008.10 2.0 0.02
EURO 6 2013.01 WHSC 0.4 0.01
Table 1.1: European Union emission standards for heavy duty vehicles in
steady-state testing
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Stage Date Test NOx
(g/kWh)
PM
(g/kWh)
EURO 3 2000.10 ETC 5.0 0.16
EURO 4 2005.10 3.5 0.03
EURO 5 2008.10 2.0 0.03
EURO 6 2013.01 WHTC 0.46 0.01
Table 1.2: European Union emission standards for heavy duty vehicles in
transient testing
Decreasing the limits for emissions necessitated to include more dynamicity in
regulation test cycles. As shown in Table 1.2, European Transient Cycle (ETC)
was replaced by the World Harmonized Transient Cycle (WHTC) that includes
more dynamic characteristics. With Euro 6.2 regulations [5] for light-duty com-
mercial vehicles and passenger cars, the New European Driving Cycle (NEDC)
test was also replaced by Worldwide Light-duty Test Cycle (WLTC), which intro-
duces more transient maneuvers and covers a more extensive operating range with
the full load region. In addition to these tests, On-Road Emission tests, In-Service
Conformity (ISC) and Real Drive Emissions (RDE) tests are also implemented
for heavy-duty vehicles, where these tests highlight the importance of transient
operations in the optimization of a combustion [6].
1.1 Motivation
Primarily, engine manufacturers consider the efficiency of engine performances
such as torque generation and fuel consumption. However, aforementioned re-
strictive regulations increase the number of constraints in the calibration process.
Moreover, the complexity of the equipment utilized in modern diesel engine sys-
tems such as air handling, fuel injection, combustion and after treatment increases
the effort to find the optimal operating points and obliges to employ high fidelity
transient models in the calibration process (Figure 1.2).
Main objectives of a calibration process and the motivation of this thesis in terms
of obtaining high fidelity engine models can be summarized under three topics,
namely Emissions, Efficiency and Expenditure.
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Figure 1.2: Model based calibration process
Emissions: European Union emission standards become more and more
stringent, and the limits for exhaust emissions are exponentially decaying. As
the emission laws getting tougher, engine manufacturers need more hardware
and controllers, which increases the number of calibration parameters. In
addition to the limits for allowable emissions, types of the test cycles also
change and highlight the importance of transient operations. Steady-state
calibrations fall behind to meet the requirements of recent legislations, which
require dynamic calibration with high fidelity transient exhaust emissions
models.
Efficiency : In order to survive in the competition among engine companies,
manufacturers must consider the performance of their engines in terms of
torque generation and fuel consumption. These considerations reveal them-
selves as some objective functions in the model-based calibration process.
Expenditure: In steady-state calibrations, the combination of calibration
parameters increases dramatically, and performing experiments at every point
in the intended operating region sometimes take several weeks. Considering
the cost for 1-hour usage of an experimental setup equipped with a dy-
namometer around e 100, the total cost of the experimentation for steady-
state calibration become incredibly huge. On the other hand, appropriately
designed experiments and sufficiently accurate models that capture the sys-
tem dynamics in both steady-state and transient cycles can reduce the cali-
bration time dramatically to a few hours.
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1.2 Contributions of the Thesis
Contributions of the thesis are highlighted below.
• A new experiment design is proposed where input channels are excited by
chirp signals with varying frequency profiles in terms of the number and
directions of the sweeps. This is a strong alternative to the steady-state ex-
periment based approaches to reduce testing time considerably and improve
modeling accuracy in both steady-state and transient conditions.
• Sufficiently accurate optimization-oriented indicated torque models are ob-
tained using nonlinear finite impulse response (NFIR) structure.
• Two different NARX based NOx emission modeling approaches varying in
terms of the input regressor selection and the utilization of output feedback
are introduced.
• Sensitivity analysis of the NOx emission models to parameter changes is
conducted by generating models for different values of parameters and a pa-
rameter selection method using an easy-to-interpret map is proposed. The
map can be a convenient means to select the required parameters for diesel
engine NOx emissions modeling with limited testing time in powertrain de-
velopment.
• A new data-driven modeling of diesel engine soot formation using LSTM
type networks is developed as an alternative to the classical NARX type
recurrent structures which are insufficient to generate accurate and smooth
soot predictions.
• The effectiveness of the proposed models in terms of prediction accuracies
in both NEDC (New European Driving Cycle) and WHTC (World Harmo-
nized Transient Cycle) cycles are demostrated with real data from the engine
dynamometer tests.
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1.3 Outline of the Thesis
• Chapter 2: reviews the modeling approaches proposed for diesel engine
torque and combustion emissions such as NOx and soot, and presents a
background about the black-box modeling of dynamical systems as classical
system identification models and recurrent neural network based modern
network structure.
• Chapter 3: highlights the importance of model based dynamic calibration
of diesel engines, and explains the diesel combustion process.
• Chapter 4: details the design of experiments for dynamic calibration of
diesel engines. It includes the model input selections for indicated torque
and combustion emissions and selection of regressors for nonlinear autore-
gressive with exogenous input (NARX) models. A new experiment design
that inlcudes chirp based excitation signals for input channels is also pre-
sented.
• Chapter 5: provides the details of proposed diesel engine torque modeling
such as predicting indicated torque using the estimations of friction, pump-
ing and inertia torques in addition to the torque measured from the engine
dynamometer, and modeling indicated torque by a particular type of NARX
structure called nonlinear finite impulse response (NFIR).
• Chapter 6: demonstrates two different NARX based NOx emission mod-
eling approaches varying in terms of the input regressor selection and the
utilization of output feedback. It also covers the proposed sensitivity analysis
and parameter selection method.
• Chapter 7: introduces new data-driven modeling of a diesel engine soot
formation using gated recurrent unit (GRU) and long short term memory
(LSTM) networks as an alternative to classical NARX type recurrent struc-
tures which are insufficient to generate accurate and smooth soot predictions.
• Chapter 8: presents the experimental results and discussions regarding the
models of diesel engine indicated torque, NOx and soot emissions.
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• Chapter 9: concludes the thesis with several remarks and indicates the
future directions.
1.4 Publications
The following publications are produced from this thesis work.
• Predicting NOx Emissions in Diesel Engines via Sigmoid NARX Models
Using A New Experiment Design for Combustion Identification, G. Alcan,
M. Unel, V. Aran, M. Yilmaz, C. Gurel, K. Koprubasi, Measurement, 137,
71-81, 2019.
• Estimating Soot Emission in Diesel Engines Using Gated Recurrent Unit
Networks, G. Alcan, E. Yilmaz, M. Unel, V. Aran, M. Yilmaz, C. Gurel, K.
Koprubasi, 9th IFAC International Symposium on Advances in Automotive
Control (AAC 2019), Orle´ans, France, June 23-27, 2019.
• Diesel Engine NOx Emission Modeling Using a New Experiment Design and
Reduced Set of Regressors, G. Alcan, M. Unel, V. Aran, M. Yilmaz, C.
Gurel, K. Koprubasi, IFAC-PapersOnLine, 51 (15) 168-173, 2018.
• Driving Behavior Classification Using Long Short Term Memory Networks,
M. E. Mumcuoglu, G. Alcan, M. Unel, O. Cicek, M. Mutluergil, M. Yil-
maz, K. Koprubasi, 4th International Conference of Electrical and Electronic
Technologies for Automotive (AEIT AUTOMOTIVE 2019), Torino, Italy,
July 2-4, 2019.
• Optimization-Oriented High Fidelity NFIR Models for Estimating Indicated
Torque in Diesel Engines, G. Alcan, V. Aran, M. Unel, M. Yilmaz, C.
Gurel, K. Koprubasi, Journal Paper, (under preparation)
• Modeling Soot Emissions in Heavy-Duty Diesel Engines by LSTM Networks,
G. Alcan, M. Unel, Journal Paper, (under preparation)
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1.5 Nomenclature
Abbreviation Description
ADAM Adaptive Moment Estimation
AFR Air-Fuel Ratio
ANN Artificial Neural Network
ARMAX Autoregressive Moving Average Exogenous
ARX Autoregressive Exogenous
BSFC Break Spesific Fuel Consumption
BTE Break Thermal Efficiency
CMF Charge Mass Flow
COx Carbon Oxides
CRDI Common Rail Diesel Injection
CVR Constant Volume Sampling
DI Direct Injection
DoE Design of Experiments
ECE Economic Commission for Europe
ELR European Load Response
ECU Engine Control Unit
EGR Exhaust Gas Recirculation
ERR Error Reduction Ratio
ESC European Stationary Cycle
ETC European Transient Cycle
EU European Union
FAR Fuel-Air Ratio
FRF Frequency Response Function
GMF− Gas Mass Flow before EGR feed
GRU Gated Recurrent Unit
HC Hydrocarbons
HD Heavy-Duty
IntO2R Intake Oxygen Ratio
ISC In-Service Conformity
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Abbreviation Description
LOLIMOT Local Linear Model Tree
LPM Local Polynomial Models
LPV Linear Parameter Varying
LSTM Long Short Term Memory Network
MAF Mass Air Flow
MAP Manifold Absolute Pressure
MFB Mass Fraction Burnt
MISO Multi Input Single Output
miSOI Main Start of Injection
miQNT Main Injection Fuel Quantity
MVM Mean-Value Model
NARX Nonlinear Autoregressive with Exogenous Input
NARMAX Nonlinear Autoregressive Moving Average with Exogenous Input
NEDC New European Driving Cycle
NFIR Nonlinear Finite Impulse Response
NN Neural Network
NOx Nitrogen Oxides
NRMSE Normalized Root Mean Squared Error
OLS Orthogonal Least Square
PCA Principle Component Analysis
piSOI Pilot Start of Injection
piQNT Pilot Injection Fuel Quantity
PM Particulate Matter
QNT Total Fuel Quantity
RailP Rail Pressure
RBF Radial Basis Function
RDE Real Drive Emissions
RNN Recurrent Neural Network
SOI Start of Injection
SPD Engine Speed
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Abbreviation Description
SVD Singular Value Decomposition
VGT Variable Geometry Turbocharger
WHSC World Harmonized Stationary Cycle
WHTC World Harmonized Transient Cycle
Chapter 2
Literature Review and
Background
The first three sections of this chapter review the modeling approaches proposed for
diesel engine torque and combustion emissions such as NOx and soot, respectively.
Generally, these studies are categorized based on the level of process information
employed in the modeling as white, grey and black box identification. The last
section of this chapter examines the black-box modeling of dynamical systems in
two categories, namely classical system identification models and recurrent neural
network (RNN) based modern network structures.
2.1 Diesel Engine Torque Modeling
An accurate indicated torque model of internal combustion engines is beneficial for
the evaluation of engine combustion conditions, engine performance optimization,
faults diagnosis, and automotive transmission control. Among the several existing
studies, nonlinear observers and neural network-based approaches are much more
dominating and commonly used.
Togun and Baysec [7] presented an artificial neural network (ANN) model to pre-
dict the brake specific fuel consumption (BSFC) and the torque of a gasoline
11
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engine. They performed several experiments on four-stroke 1.3 gasoline Fiat Tofas¸
131 engine for both training and validation. Spark advance, throttle position
and engine speed are selected as inputs to model torque and brake specific fuel
consumption. Determining the best network architecture is achieved by trying a
different number of hidden layers and neurons. They decided to use 2-layer archi-
tecture such as 3-13-1 and 3-15-1 NN torque and brake specific fuel consumption,
respectively. They also presented genetic programming-based modeling [8] for the
same experimental data. Both methodologies show satisfactory validation perfor-
mances, but they took all the measurements under steady-state conditions, and
the performance of the obtained models under transient cycles is not validated.
Rizzoni and Zhang [9] discuss a method for the identification of a nonlinear model
of the dynamics relating combustion pressure to crankshaft angular velocity. They
claim that the proposed model can be utilized in the implementation of control
methods that necessitate estimated values of individual cylinder indicated torque,
which is not easily measured directly with low-cost equipment. Their methodology
requires an initial known model structure and employs nonlinear programming
to extract relevant model parameters. Once the parameters are estimated, they
employed the model to design an input observer for the estimation of indicated
torque.
A linear parameter varying (LPV) model is proposed by Wei and Del Re [10]
as a new approach based on a nonlinear subspace identification method. Engine
torque is considered as the output while a nonlinear function of the accelerator
pedal position is taken as the input variable. There exist two main approaches to
identify LPV systems: the input-output method [11] and the state space method
[12]. In [12], estimation of engine system states and system order are realized by
the state space method based LPV subspace identification algorithm.
Chen and Moskwa [13] developed a new nonlinear approach to estimate the en-
gine cylinder pressure, the combustion heat release and the engine torque with
fast convergence and stability. In their approach, they modify the nonlinear slid-
ing observer gains as a function of crank angle. They applied this technique to
Literature Review and Background 13
a six-cylinder engine and showed the application possibility of such nonlinear ob-
server to individual pressure estimations. Wang and Chu [14] also applied three
nonlinear observers to estimate the indicated torque and compare their results.
These nonlinear observers are high gain observer, classical sliding mode observer
and second-order sliding mode observer. The validity of the indicated torque ob-
servers is examined by a car with four-cylinder in-line fuel-injected 1.8 lt engine
and five-speed manual transmission. Based on experimental results, they con-
clude that the second-order sliding mode observers are more robust and exact,
and the classical sliding mode observers are slightly more accurate than the high
gain observers. However, the undesired chattering effect is a commonly known
disadvantage of these observers.
A non-parametric frequency response functions (FRFs) based method was de-
veloped by Ali and Saraswati [15] to determine cylinder pressure, instantaneous
indicated torque and load torque using crankshaft speed fluctuations. They ini-
tially compute the frequency response functions at various operating points on a
grid of engine speed and load. Then, they use a discrete Fourier transform of the
crankshaft speed, mean speed and manifold pressure as input set and employ a
multilayer neural network to output an FRF between crankshaft speed and cylin-
der pressure. Later on, they introduced a sliding mode observer [16] to estimate
the cylinder pressure using crankshaft speed fluctuations and compared the per-
formances of the new proposed system with FRF based observers. They showed
that using sliding mode observer leads to reduce the mean relative error for all the
test conditions in comparison with the previous method.
Zhixiong et al. [17] proposed a discrete sliding mode observer to estimate inter-
nal combustion engine indicated torque from its crankshaft speed fluctuation. In
order to figure out the interaction between the engine torque and instantaneous
speed, they established a dynamic model of a six-cylinder internal combustion
engine crankshaft. Even though discretization and linearization bring some sim-
plifications and enable one to implement the algorithm in real time, there is still
need for a better decomposition method that can solve the nonlinear equations
efficiently without simply linearizing the system.
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Different from the studies regarding multi-cylinder diesel engines, Zweiri and
Seneviratne [18] utilized crankshaft and coupling angular velocity measurements
in a nonlinear observer to estimate the indicated torque and load torque of a
single-cylinder diesel engine. Instantaneous friction model and the effects of iner-
tia variations of the crankshaft were also employed in the nonlinear dynamic engine
model. They showed the stability proof of the observer and satisfactory perfor-
mances in both simulations and experiments. In order to make indicated torque
estimations to be usable in real-time applications, they also employed artificial
neural network structure [19] for the engines with a single cylinder.
Brahma et al. [20] investigated a modeling approach for the response of brake
torque and NOx emissions of a high-speed common-rail diesel engine. They pre-
sented an approach for modeling the combined dynamic influence of fuel quantity
and timing on brake torque and NOx in order to come up with multivariate control-
oriented models. An existing physical model was extended, and the parameters
were identified at different engine operating points. Although torque models’ fit
accuracy on validation data set is around 87%, resultant signals over time show
that the proposed models are still inefficient to capture the steady behavior.
2.2 Diesel Engine NOx Emission Modeling
Engine manufacturers are forced to find new solutions for meeting the require-
ments of maximum acceptable emission values due to the increasingly tightened
emission regulations. In order to reduce the diesel engine NOx emissions, new
after-treatment systems [21] are introduced and appropriate combustion control
techniques [22] are developed. In addition to the precautions for the dangerous ef-
fects of engine emissions, ever increasing prices of fuel and the competition among
vehicle manufacturers make it crucial to seek the optimal engine operating condi-
tions. In accordance with these purposes, reducing emissions and increasing the
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generated power necessitate the employment of sufficiently accurate engine com-
bustion models in powertrain development, testing and calibration to optimize the
engine components [23].
Studies of engine NOx emissions modeling in the literature can be reviewed in three
groups as white, grey and black-box modeling according to the level of available
information [24]. Some studies focus on the phenomenological nature of the NOx
formation and present physics or chemistry-based models, which is called white
box modeling. On the other hand, grey-box modeling exploits both empirical
data and physical interpretation of the process. Finally, black-box modeling based
methods tackle the NOx modeling problem by exploiting the potential of empirical
data and try to find a global model or multiple local models which explain the
relation between measured input and output signals.
Rezaei et al. [25] presented phenomenological combustion and a tabulated NOx
model for a heavy-duty (HD) diesel engine. Local processes such as injection, spray
formation, ignition, combustion and NOx formation were described by physical
and chemical sub-models. It is seen that the generalization performances of such
local physics-based methods are not promising. Perez et al. [26] developed a
detailed nonlinear engine simulator based on the first principles, and they proposed
identification and control schemes such as Hammerstein Wiener models and model
predictive control. However, this method was offered for a small region of operation
points and Hammerstein models were problematic due to saturation of inputs.
Besides, proposed algorithms were implemented on the engine simulator rather
than a real diesel engine. Raptotasios et al. [27] investigated the potential of
NOx emission reduction for two-stroke marine engines using EGR. They adapted
the multi-zone combustion model developed for high-speed DI diesel engines to
a two-stroke marine diesel engine. They showed the significant effect of EGR to
reduce NOx emissions, but they validated the proposed model after calibrating
the engine only at one load point.
Hirsch et al. [28] proposed a combined grey-box modeling approach for engine
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emissions. In their work, the identification of static maps was performed numeri-
cally, whereas the cylinder-head temperature and the air path dynamics were in-
cluded in the model based on physical assumptions. By doing so, they claimed that
they avoided the emission models to be too complicated or poorly parametrized to
be used online. Different from the most models developed in the literature, their
approach is based on pure engine control unit (ECU) data, so their strategy can
provide a real-time estimation of NOx emission and particulate matter as a func-
tion of ECU outputs. Despite a wide range of validity as well as high accuracy in
transient cycles, the fit performance of the proposed model in highly dynamic op-
erations is not sufficient. Que´rel et al. [29] presented a Mean-Value Model (MVM)
of diesel engine NOx emissions to use in model-based engine control design and on-
line NOx emission estimation. Mainly, a zero-dimensional thermodynamic model
was simplified by only selecting the dominant factors in NOx formation. Due to
the limited number of experimental data, they only identified the parameters re-
garding the burned gas temperature model and the mean-value NOx formation
model but achieved satisfactory validation performance compared to purely phys-
ical models. However, this study is limited in the steady-state cycles, and it is
not validated with the transient tests. Asprion et al. [30] also presented a model
for the nitrogen-oxide emissions of diesel engines that combines the advantages
of the model types of empirical and phenomenological nature, so meets the stan-
dard requirements of computationally intensive fields like dynamic optimization
and model-based control. They claim that the execution speed is roughly 500
times faster than real-time and relative errors are below 10%. In [31], they en-
hanced their work and used their method in a mean-value model for the air path,
which enabled one to predict the NOx emissions based on the control signals only.
Although their model is very accurate and fast, it is not easy to corporate the
combustion characteristics changes in such studies.
Due to the assumptions and the simplifications, physical and semi-physical models
do not have enough generalization capabilities. Purely data-driven approaches do
not consider the knowledge regarding the dynamics of the underlying phenomena,
and the models are derived by performing adequate experiments. Benatzky et al.
Literature Review and Background 17
[32] proposed a static polynomial black-box modeling approach for the design and
the evaluation of NOx models for heavy-duty off-road engines. They mainly inves-
tigate three approaches, differing in the chosen sets of input regressors. The first
method, called ECU approach utilizes only the quantities available on standard
production-type ECUs in order to corporate the obtained model on a production
engine. Selected inputs in this approach are engine speed, the total amount of fuel
injected, air mass flow (MAF), intake manifold absolute pressure (MAP), start of
the main injection, rail pressure and exhaust oxygen concentration. Unlike tak-
ing input variables directly from air and fuel path, in-cylinder pressure trace is
utilized in the second method called SVD approach. In this method, the high
dimensionality of the cylinder pressure trace measurement is reduced by a type of
principal component analysis (PCA) called singular value decomposition (SVD).
Last method (HRL approach) applies only combinations of pressure trace, heat
release and engine speed as regressors. Authors compared these three methods
and combined them to obtain better models. Proposed approaches perform well
in steady state cycles, but it is not ensured to capture the transient behavior due
to the usage of static mapping. Moreover, the authors reported the possibility
of obtaining large deviations between the measurements and the predictions for
higher NOx values based on the sudden engine speed changes.
A linear state-space model for the dynamics of a six-cylinder heavy-duty engine
was proposed by Henningsson et al. [33]. The input set of their proposed method
consists of fuel injection duration and timing, variable geometry turbo (VGT) and
exhaust gas recirculation (EGR). Their model outputs are not only NOx and soot
emissions, but also peak pressure derivative, combustion phasing and indicated
mean effective pressure. In order to reduce the local linear model number at each
operating, Wiener models were employed. The proposed method was targetted
to capture the behavior of highly nonlinear dynamical process by utilizing sev-
eral local linear models and employing a clustering algorithm to select the best
subset. However, resultant predictions in high transient cycles were not satis-
factory. Formentin et al. [34] proposed a principal component analysis and L2
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regularization-based modeling technique to estimate NOx emissions of a heavy-
duty diesel engine. Their model includes engine speed and indicated pressure
measurements in the input set. Their methodology is suitable for after treatment
and closed-loop combustion control since the capability is satisfactory with 0.48%
normalized mean error in static cases, but some improvements are required for
transient cycles.
As a new input design framework, Boz et al. [35] offered multi-sweep chirp based
excitation signals for airpath input channels of a diesel engine. They explored
the modeling performances of classical linear and nonlinear system identification
techniques. The authors concluded that nonlinear autoregressive with exogenous
input (NARX) neural network models are better than linear models for such highly
nonlinear process. In their work, NOx emissions were modeled as a function
of airpath input channels with a validation accuracy around 80%. Roy et al.
[36] presented an artificial neural network based models of NOx, soot and CO2
emissions, Brake Thermal Efficiency (BTE) and Brake Specific Fuel Consumption
(BSFC) for a Common Rail Diesel Injection (CRDI) type engine. Load, fuel
injection pressure, EGR and fuel injected per cycle were considered as inputs to
the network. They claimed that the mean absolute percentage error was in the
range of 1.1 – 4.57% with noticeably low root mean square errors under steady-
state cycles, but the prediction performance of the proposed model under transient
cycles was not validated. Highly dynamic relations between inputs and outputs of
a diesel engine may not be captured with the fully connected ANN models due to
the lack of recurrent structure.
2.3 Diesel Engine Soot Emission Modeling
High fidelity NOx and soot emission models for transient cycles of diesel engines
play a decisive role in the reduction of the experimentation time and cost during
the calibration of the engine parameters. Pfeifer et al. [37] claimed that the mea-
surement from both the internal combustion and after-treatment system should be
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taken into consideration thoroughly and some significant developments should be
done for a safe operation under all conditions in terms of engine and environment
in order to meet stringent emission legislation. As in the case of NOx emission
modeling, several studies in the literature focus on physics or chemistry-based
(white or grey box) and empirical (black box) soot modeling.
Walke et al. [38] utilized fuel consumption, manifold pressure, EGR ratio, exhaust
CO2, O2, transient cycle, manifold temperature, volumetric efficiency, SOI and
DOI to propose sub-models for cylinder pressure, two zone temperature, NOx and
soot emissions. The authors took the Hiroyasu model [39] as the base soot model,
and the experimental data was employed in the correction of the model. Tanelli
and Maranta [40] compared three semi-empirical soot models namely Moss [41],
Lindstest-Leung [42] and Wen [43] for internal combustion engine simulations. In
order to predict soot emissions, they also proposed an extension of representative
interactive flamelet combustion model. It should be noted that the phenomeno-
logical and the CFD models usually utilize crank angle and try to describe the
in-cylinder processes in detail, which indeed necessitate high computational cost,
so they are not feasible especially for simulating transient cycles of a diesel engine.
Benz et al. [44] utilized a symbolic regression algorithm to derive a nonlinear
extended quasi-static model for raw emissions of diesel engines. Genetic program-
ming and artificial neural network (ANN) based input variable selection algorithm
were employed to choose the input set. Their raw emission model takes the cylin-
der mass, the air fraction, rail pressure, 50% and 90% mass fraction burnt (MFB)
expressed in crank angle degrees, fuel mean pressure and mean piston speed as
inputs and predicts NOx and particulate matter (PM) as outputs. The perfor-
mances of NOx emission models are entirely satisfactory, but the regression of the
soot emission was worse due to the relative high measurement errors. Tschanz
et al. [45] presented a control oriented, easily identifiable and portable model for
diesel soot emissions. As in the work of [44], the engine-out PM emissions were
assumed to be quasi-statically influenced by the conditions inside the cylinder.
PM emissions were measured by a photo-acoustic soot sensor (AVL micro soot
sensor) and modeled as relative deviations of stationary base maps. In order to
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estimate the inputs’ effects on the emissions, a polynomial model was used. Easy
identifiability, low computational burden, and usage of inputs that are easily ob-
tainable from the ECU are advantageous of the proposed method. However, fewer
extrapolation capabilities and a relatively high number of parameters are some
certain disadvantages of employing a polynomial approach in such cases. Ericson
and Westerberg [46] presented another quasi-stationary approach to model the
fuel consumption, CO, HC, NOx and PM emissions of euro 3-class engines. The
authors reported the need for transient correction methods to obtain models with
better prediction performance. They also suggested to include speed and torque
signals in the input set for better generalization capability. Unfortunately, their
approaches are primarily useful for predicting the emissions of heavy-duty engines
during real driving conditions and are not offered to be used in engine control or
optimization. In order to obtain more consistent results and employ the proposed
approach in engine control tasks, the delay time estimation must be substantially
improved.
Several adaptive local polynomial models constitute a global model structure for
soot emissions in work presented by Sequenz et al. [47]. Intake temperature, charge
air pressure, the engine operation point, the location of mass fuel burnt (MFB) 50%
and the air mass flow rate were considered as model inputs. Mallows’ Cp-statistics
[48] based regressor selection method was used to select the appropriate parameters
and decrease the variance error in the estimation. Admissible set of regressors were
employed in the training of local polynomials for each operation point defined by
engine speed and injection quantity. In this work, a strong nonlinear connection
between soot formation and the air-fuel ratio was highlighted with supporting
results. Soot prediction performance of the proposed method is not satisfactory
when compared to NOx emission estimations. Mrosek et al. [49] included air
path variables at the intake manifold and the location of mass fraction burnt
(MFB) 50% in the input set and proposed a stationary batch process for modeling
of the simplified combustion process and the emission formation. Diesel engine
emissions were modeled under steady-state cycles at the points defined by engine
speed and the desired fuel injection quantity. In their work, raw emission outputs
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such as NOx and soot were modeled as a function of the air path signals and
the combustion characteristic (MFB50) by using local polynomial models (LPM)
[47]. Experimental results regarding NOx emissions were quite satisfactory, but
the prediction performance of the soot models still need to be improved.
Hafner et al. [50] utilized a special local linear model tree (LOLIMOT) with ra-
dial basis function (RBF) [51] in the stationary soot formation modeling and they
compared two different input set. In the first set the engine control settings, in-
jected fuel quantity, injection angle and engine speed were included in the input
set, whereas the selected inputs in the second model were the characteristics of
the measured cylinder pressure signal. The authors reported that the static soot
models with only cylinder pressure characteristics had shown a comparable per-
formance with the first model. Grahn et al. [52] proposed another local linear
regression models for diesel NOx and soot emissions of a 5-cylinder Volvo pas-
senger car in their work. Two-dimensional look-up tables defined the regression
parameters of local linear models. The authors then interpreted them as a B-
spline function and present to find globally optimal model parameters by solving
a linear least-squares problem. The authors reported that the global equivalence
ratio is a dominant input channel in soot emission formation and the other inputs
proposed in soot modeling are engine speed, injected fuel amount, injection timing
and partial pressure of oxygen in the intake. In steady-state operation, their soot
models were verified with an average relative error of 29%. Atkinson et al. utilized
neural networks in transient engine emissions modeling [53, 54]. The authors se-
lected engine speed, engine temperature, MAP, manifold air temperature and the
engine control inputs to model the emissions such as NOx, soot, HC, CO and CO2.
However, the operational range of this study is very narrow and different from the
other emissions PM prediction performances still need some improvements.
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2.4 Modeling of Dynamical Systems
System identification process is described as white, grey or black box based
on the level of available information [24]. When the system’s dynamics are fully
known or can be derived by employing physical laws, the identification process
is called white-box . In that case, only the parameter values of the system
are identified. In grey-box identification, combination of partial knowledge of
the dynamics and experimental measurements constitute a model. Finally, in
black-box modeling, no knowledge regarding the dynamics of the system is avail-
able, and models are derived by performing experiments. Although it is useful
to incorporate the available knowledge into the identification process, generally
black-box identification is preferred to obtain more generic and widely applicable
models.
Knowledge about the characteristics of the process plays a decisive role in the
realization of system identification procedures. Once a sinusoidal signal at any
frequency excite a system if the output is also a sinusoidal signal with the same
frequency than the system is called linear, otherwise, nonlinear [55]. If the cur-
rent output of a process depends on both the current and the earlier values of the
stimuli, the process is called dynamic [56]. This thesis focuses on the identifica-
tion procedures for nonlinear dynamical systems such as heavy-duty diesel engine
torque and combustion emissions.
Identification of nonlinear dynamical systems is a looped process starts with the
selection of model inputs. Then it is followed by the design of excitation signals for
these input channels. After appropriate experiments performed on the system to
be identified, a typical problem of the system identification paradigm is that given
observed data D = {(xi, yi), i = 1, ..., N} where xi is the input vector and yi is
the output of the ith measurement taken from a system, find a description (model)
of the system that generated the data. Architecture proposals for the models can
be investigated in two groups, such as parametric and nonparametric approaches,
which will be detailed later on. Once the properties of the selected approach are
assigned, the model is trained with the observed data using various optimization
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techniques. Finally, the obtained model is validated with different tests. If it does
not pass the validation, i.e., perform insufficient prediction accuracy depending on
the intended application, the procedure is backtracked step-by-step. Figure 2.1
depicts the black-box system identification loop for nonlinear dynamical systems.
Figure 2.1: System identification loop for nonlinear dynamical systems
Selection of Model Inputs: In many mechanical processes, available insights
regarding the physics of the process determine the relevant possible set of model
inputs. However, increasing number of potential input variables leads to increase
in the complexity of the model and decrease the cost efficiency. In such cases,
many redundant input variables could be included in the process. One alterna-
tive could be trying all input combinations and selecting the best performed set,
but obviously this may not always be feasible. In order to exclude non-relevant in-
puts, supervised, e.g., evolutionary algorithms [57], or unsupervised, e.g., principal
component analysis [58], input selection strategies can be employed.
Selection of Excitation Signals: Since black-box modeling solely depends on
observed signals, the measurements are the most important source. Process be-
havior must be represented within the measure data set. To be able to achieve
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this, system must be persistently excited by appropriately designed input signals.
Selection of Model Architecture: According to George Box [59] ”Essentially
all models are wrong, but some are useful.”. There is no global true model for
nonlinear dynamic processes, but the main aim is to find the most useful model
depending on the intended application. Model complexity and desired target ac-
curacies are determined by intended use such as simulation, optimization, control
or fault detection. Model architectures can be divided into two groups: parametric
and nonparametric approaches.
Parametric Approaches: If a finite number of parameters are used in
the identification process, it is called parametric modeling. In such cases,
dynamical representation is chosen as an initial step. NARX or NARMAX
representations are commonly employed in one-step prediction applications.
Then the model order and the structure complexity are determined by con-
sidering the intended use again. In low order systems, significant behaviors
of dynamical system might not be modeled. One should be very careful when
increasing the complexity of the model because of bias/variance dilemma.
Nonparametric Approaches: The model of an unknown system is iden-
tified without structural information. Basically, nonparametric system iden-
tification can be divided into two groups [60]. First group assumes that the
system can be modeled by a linear or nonlinear combination of some basis
functions with some unknown coefficients. By doing so, system identification
problem is transformed to the problem of finding a suitable basis function
and coefficient estimation. Obviously, this approach is sensitive to the choice
of that basis function. Second group estimates the nonlinear system point
by point locally.
The first part of the following section is about classical system identification
methodologies which are utilized for the modeling of diesel engine torque and NOx
emission in the literature. Due to the incapabilities of classical system identifica-
tion techniques in obtaining high fidelity soot emission modeling, recurrent neural
network (RNN) based modern network structures are studied for soot modeling
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within the scope of this thesis. Therefore, the second part of this section gives
some background about RNN structures.
2.4.1 Classical System Identification Models
Classical system identification techniques can be grouped into three categories
based on their structure as polynomial, block structure, and neural networks.
Kolmogorov-Gabor and Volterra series [61] are the earliest classical approaches in
nonlinear system identification. Kolmogorov-Gabor models include the regressors
from both input and output of the system, whereas in Volterra series only the
input regressors are employed. Volterra series/polynomials dominated the early
works in nonlinear system identification due to their memory capabilities. Volterra
series in discrete time can be written as
y(k) = h0 +
M∑
m1=1
h1(m1)u(k −m1)
M∑
m1=1
M∑
m2=1
h2(m1,m2)u(k −m1)u(k −m2)
+
M∑
m1=1
M∑
m2=1
M∑
m3=1
h3(m1,m2,m3)u(k −m1)u(k −m2)u(k −m3) + ...
(2.1)
where u(k) and y(k) are the measured input and output, respectively. hl is the l
th
order Volterra kernel, i.e., lth order nonlinear impulse response.
In polynomial based modeling approaches, dimensionality is a fundamental prob-
lem. In order to represent the underlying nonlinear behaviors, mappings in high-
dimensions could be obtained by increasing the polynomial order. Higher order
polynomials are so sensitive in term of oscillations, especially in dynamical sys-
tems. Lastly, polynomial models have unlimited gain for extrapolation, which
necessitates being extremely careful in such cases.
Problems of using Volterra polynomials in modeling dynamical system make them
unattractive and motivated researchers to look for different model structures. As a
result of this situation, block-structured nonlinear models were introduced [62]. A
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Hammerstein model consists of a static single-valued nonlinear element and then
a linear dynamic (Figure 2.2). On the other hand, a Wiener model consists of a
linear dynamic first and then a static nonlinearity (Figure 2.2).
Figure 2.2: Hammerstein and Wiener block structures
There exist several static nonlinearities to be used in Hammerstein-Wiener struc-
tures such as piecewise linear, one-dimensional polynomial, saturation, dead zone
and network structures such as sigmoid and wavelet. In a generic form, many
existing linear and nonlinear model types such as ARX, ARMAX, Volterra, and
Hammerstein-Wiener can be viewed as special cases of NARMAX [63] defined as
y(k) = f
(
y(k − 1), y(k − 2), ..., y(k − ny),
u(k − d), u(k − d− 1)..., u(k − d− nu),
e(k − 1), e(k − 2)..., e(k − ne)
)
+ e(k)
(2.2)
where u(k),y(k) and e(k) are the system input, output and noise signals, respec-
tively. ny, nu and ne are the maximum lags for these signals. f(.) is the nonlinear
function, and d is the pure time delay. Since the output of the system can not be
generated as an immediate response of the input, time delay should be at least 1.
Nonlinear function f(.) can be realized as power-form polynomial models, rational
models, neural networks, fuzzy logic-based models, wavelet expansions, and radial
basis function networks.
Over the past few decades, artificial neural networks (ANN) [64] have become very
popular and have been applied in various applications. This supervised learning
method mainly relies on fully connected neurons and during the training phase,
weights are learned iteratively. Optimization process enables one to find optimal
parameters which emulate the given data set. Depending on the number of selected
hidden layers, they are called either a single-layer network or multi-layer network.
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In a system identification perspective, neural networks can be employed to predict
the output of the system at the next sampling point. In order to capture the dy-
namical relations between inputs and output, past values of these variables called
“regressors” are also included in the input set of the network. Such networks are
called Nonlinear AutoRegressive with eXogenous input (NARX) networks [65].
In this thesis, different variations of NARX models are developed for diesel engine
torque and NOx emissions, which will be detailed in Chapter 5 and 6,respectively.
2.4.2 RNN Based Modern Network Structures
Simple recurrent neural networks (RNN) were proposed by Elman [66, 67] for the
first time in 1990. He proposed to employ the time in the modeling implicitly with
its effects rather than explicitly using it. Different from feedforward neural net-
works which do not have any notion of order in time, RNNs consider the sequences
along the time to generate the output. As shown in Figure 2.3, RNN structures
have networks with a loop inside to extract the hidden information caused by the
time.
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h0
x0
A
h1
x1
A
h2
x2
A
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xt
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...
Figure 2.3: Looped structure of recurrent neural networks
A simple RNN structure consists of three layers, namely input, hidden, and output
layer. Input layer includes a sequence of vectors. The memory capability of
the network is defined by the hidden layer, where the states of the system are
represented as a set of weights and biases. It should be noted that one of the
important lack of NARX structures presented in Section 2.4.1 is being limited to
output feedback only. However, this lack is compensated with a looped hidden
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layer in RNN. Finally, the output layer of an RNN can be a single value or a
sequence of vectors again depending on the scenario.
One of the most important challenges of RNN structures is the problem of van-
ishing and exploding gradient. In order to model long-term dependencies in a
sequence without such problems, more complicated RNN structure called Long-
Short Term Memory (LSTM) network was proposed by Hochreiter and Schmid-
huber in 1997 [68]. Later on, Gerz et al.[69] extended the LSTM structure with
the addition of forget gate.
Cho et al. [70] proposed a new type of LSTM called Gated Recurrent Unit. In
this structure, cell and hidden states are merged, forget, and input gates are also
combined as an update gate. Since GRU structure has fewer parameters compared
to LSTM, it is computationally more efficient [71, 72].
Corporating the effects of time in modeling process makes it possible to use RNN
in most of the sequence based applications that can be categorized as one to one,
one to many, many to one and many to many as illustrated in Figure 2.4.
one to one one to many many to one many to many many to many
Figure 2.4: Different types of RNN applications
Image classification using RNN [73] is an example for one to one application. In
this case, the pixel values of an image are considered as a sequence, and a single
output (classification result) is obtained by RNN calculations. Image captioning
[74] deals with the problem of understanding a single image and generating sen-
tences about it, which is an excellent example for one to many applications of
RNN. Sentiment analysis [75] is an example of many to one application of RNN,
where the input is a set of words such as the comments of a customer and the
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output is a metric that represents the sentiment of the customer as positive or
negative. Based on the application, RNN based sentiment analysis can be con-
sidered as a classification or regression problem. Language translation [76] is a
popular and hot topic in many to many RNN applications. In such applications,
the size of the outputs and input need not be always the same. However, there
exist some of many to many applications that the lengths of the output and input
are synchronized, such as dense video labeling [77].
Details of LSTM and GRU structures, and employing them in the modeling of
a dynamical process such as soot emission in diesel engines will be explained in
Chapter 7.
Chapter 3
Model Based Dynamic
Calibration of Diesel Engines
Calibration of an engine involves the steps to search for optimal engine operat-
ing points based on some performance goals and constraints. Strategies for such
optimization objectives can be improving the fuel consumption efficiency and in-
creasing the torque generation capability while minimizing the exhaust emissions
to meet the requirements over a legislative cycle.
Let’s consider a calibration process of a diesel engine over only four parameters
such as Injection Timing, Injection Pressure, EGR and VGT, and engine operating
region is a discrete speed and load domain represented by a 10 × 10 matrix for
simplicity. Once we assume that each calibratable parameters vary independently
and all of them have ten different levels, totally around 106 different experimental
set points would be required [53]. If we add three more calibration parameters in
this process, the total number of potential experiments will increase by a factor of
1000. It should be noted that every single test takes a few minutes until the system
converges to steady-state values, which necessitate several weeks to complete the
calibration in the whole intended engine operating region.
A considerable amount of studies has been conducted on the steady-state cali-
bration of heavy-duty diesel engines ever since the declaration of first European
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Union emission standards in 1992. Stuhler et al. [78] developed some toolboxes
that involves an adaptive online design of experiment approach to decrease the
calibration costs while handling the complexity of the system. Proposed algo-
rithm selects the experimental set values adaptively, but there exists still a limited
number of steady-state points. Nozaki et al. [79] presented a rule-based algorithm
to increase the number of DoEs by narrowing down the design range. The authors
report that the algorithm does not guarantee the optimal solution and high level
of engine calibration skills are required to benefit from the algorithm. Simulation-
based calibration algorithms were also proposed to utilize an engine software to
decrease the steady-state calibration efforts [80].
Even though the studies on steady-state calibration try to develop approaches
to decrease the time by finding the optimal experimental set values, allowable
exhaust emission limits drop dramatically, and new test cycles which highlight the
transient behaviors are implemented for new vehicles with upcoming regulations.
Therefore, these approaches become inadequate in the calibration process and
need to be improved. Evolution of methodologies in model-based calibration by
changing legislation [81] is depicted in Figure 3.1.
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Figure 3.1: Evolution of methdologies in model based calibration
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As the emission standards set by European Union gets tougher, area of optimiza-
tion also widens, which necessitates increasing model complexity and enhancing
the DoEs from local steady-states to global dynamic experiments (Figure 3.1).
Brahma et al. [82] claimed that a dynamic model based transient calibration is in-
evitable with the recent Europen Union directives. According to them, a dynamic
calibration process should answer these three questions:
1. Which empirical model structures are the most suitable for the torque and
combustion emissions of a diesel engine?
2. How can the selected model structure capture transient behavior rather than
the only static or quasi-static operations?
3. Is the size of the model structure appropriate to manage in the optimization
process?
Offering an efficient global transient based design of experiment and selecting a
suitable model structure with the answers of the questions mentioned above rely on
the understanding of the underlying phenomena. Therefore, a diesel combustion
process will be briefly explained in the following section.
3.1 Diesel Combustion Process
Diesel engine combustion involves two fundamental paths, namely air and fuel
paths. The basic structure of a diesel engine is illustrated in Figure 3.2, where
the ambient air is represented as blue, the red path is the dirty outflow after
combustion, and the green path is the mixture of ambient air and the recirculated
exhaust gas [35].
At the beginning of the air path, the ambient air is sucked to the system with
a compressor, and Mass Air Flow (MAF) measures the amount of sucked air.
The ambient air and recirculated exhaust gas are then mixed and injected into
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Figure 3.2: Basic structure of a diesel engine
the combustion chamber through the intake manifold. The intake manifold is
pressurized, and it is defined as Manifold Absolute Pressure (MAP). After the
combustion period, it is known that there exists still some oxygen concentration
in the outflow. Therefore some portion of this gas is recirculated back by a valve
called Exhaust Gas Recirculation (EGR). The rest of the exhaust gases which are
not recirculated back exit through the exhaust pipeline.
Fuel path of the engine combustion involves the controller regarding the injection
of diesel fuel into the chamber. Initially, the fuel is pumped into a pressurized
common rail. The crank angle called Start of Injection (SOI) controls the total
amount of fuel injected into the system. In addition to the main injection system,
pilot injections are also employed to increase controllability and efficiency of the
combustion process.
Chapter 4
Design of Experiments for
Dynamic Calibration of Diesel
Engines
Main steps of the system identification loop are the selection of related model
inputs, the choice of excitation signals, proposing an appropriate modeling ar-
chitecture and finally validating the obtained model with a suitable test set as
illustrated in Figure 2.1. In this chapter, the first two steps of the identification
loop for diesel engine torque and combustion emissions will be detailed, namely
the selection of model inputs and designing the excitation signals.
4.1 Selection of Model Inputs
Components in a diesel engine combustion can be investigated in two groups such
as air and fuel path as described in Section 3.1. Since the air and fuel path of
a diesel engine have an essential role in torque generation and NOx formation,
variables in these paths were included in the input set such as Manifold Absolute
Pressure (MAP), Mass Air Flow (MAF), rail pressure (RailP), engine speed (SPD),
main and pilot injection fuel quantities (miQNT and piQNT), main and pilot start
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of injections (miSOI and piSOI). These variables are also the parameters desired
to be calibrated in the optimization process. Utilization of pilot injections as an
addition to the main injection increases the controllability of the torque generation
and NOx formation processes and reduce the noise in combustion. However, it
also makes the optimization problem more complex by increasing the number of
parameters to be calibrated. Therefore, in some scenarios, pilot injections are kept
constant for simplicity.
Since the working principle of the diesel engines depends on the compression, the
ratio between air and fuel has a dominating role in the efficiency of combustion.
Thus, air-to-fuel (AFR) ratio was intended to include in the input set of soot
models. However, it is not guaranteed that the fuel will always be injected, so the
total amount of fuel quantity can be zero in some cases, and the ratio of air-to-fuel
can be infinite. On the other hand, ambient air is always sucked to the chamber
when the engine is working, so MAF is always positive and fuel-to-air ratio (FAR)
will always be greater than or equal to zero. FAR is calculated as
FAR(t) =
1
AFR(t)
=
QNT (t)
MAF (t)
(4.1)
where QNT is the total of main and pilot injection fuel quantities. Different from
indicated torque and NOx emission models, intake oxygen ratio (IntO2R), which is
the amount of unburned oxygen during combustion was also included in the input
set in addition to FAR. In the calculations of IntO2R, no delay is introduced by
the assumption of the slow variations in exhaust oxygen concentration, and it is
also assumed that the oxygen-enrichment of the intake air is %21 [83]. IntO2R is
calculated by the following equations
Exh02R(t) = 0.21
MAF (t)− AFRsQNTinj(t)
MAF (t) +QNTtot(t)
(4.2)
EGRflow(t) = CMF (t)−GMF−(t) (4.3)
EGRO2(t) = EGRflow(t)Exh02R(t) (4.4)
IntO2R(t) =
EGRO2(t) + 0.21GMF
−(t)
CMF (t)
(4.5)
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where AFRs is the stoichiometric air-fuel ratio, which is 14.5 for diesel fuels,
QNTinj is the amount of fuel quantity which is assumed to be converted to torque,
QNTtot is the total amount of injected fuel, CMF is the charge mass flow, and
GMF− is the gas mass flow before EGR feed.
Finally, rail pressure, engine speed, main injection quantity and the main start of
injection were also added to the input set of the soot models. Input selections for
indicated torque and combustion emissions are tabulated in Table 4.1.
Indicated Torque NOx Emission Soot Emission
MAP MAP FAR
MAF MAF IntO2R
RailP RailP RailP
SPD SPD SPD
miQNT miQNT miQNT
miSOI miSOI miSOI
piQNT piQNT
piSOI piSOI
Table 4.1: Model inputs for indicated torque and combustion emissions
Here the EGR value is indirectly taken into consideration using MAF and MAP
setpoints. EGR valve control is enabled for the entire duration of the tests to
meet the MAF setpoint, and MAP is controlled using the turbocharger (VGT)
actuator. Since MAP directly determines the amount of total gas flow into the
engine considering volumetric efficiency; the difference between total gas flow and
MAF is equal to the actual EGR flow into the engine. The rationale for using
MAF and MAP as reference signals instead of valve positions is to be able to
cover a more realistic engine operating range in terms of air-fuel ratio (AFR) and
EGR flow. EGR ratio coverage is also monitored after the tests to ensure that we
achieve informative experiments in terms of magnitude coverage.
Since the torque generation and the emission formation in a diesel engine are dy-
namical systems, past values of the inputs and possibly output, which are called
regressors are also utilized in the modeling process. In this thesis, variations of
NARX models were employed in the modeling of indicated torque and NOx emis-
sion, whereas variations of LSTM structure were selected as modeling architectures
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due to the insufficiencies of NARX models in soot modeling. LSTM structure does
not need any a priori knowledge about the number of regressors, whereas it is re-
quired to define regressor numbers for each input channel in a NARX model. In
the following section, regressor selection methods followed in this thesis will be
detailed.
4.1.1 Selection of Regressors
It is possible to select different lags and different amount of regressors for each
input of a NARX model depending on the a priori knowledge about the process.
However, it is not easy to designate such details of regressors, especially in a fully
black-box identification process. Therefore, an equal number of regressors (nb)
were selected for each input channels as a simple way.
Selecting equal regressor number for each channel may result in redundancy in
some cases and increase the number of parameters to be estimated. Thus, an or-
thogonal least square (OLS) algorithm with error reduction ratio was implemented
to obtain more light-weight NOx emission models by eliminating unnecessary re-
gressors.
Assuming the NOx emission formation process as a linear Multi-Input-Single-
Output (MISO) system, the generic compact matrix form of it can be written
as
Y = PΘ + Ξ (4.6)
where P is the regression matrix, Θ is the vector of parameters, Y is the NOx
prediction and Ξ is modeling error vector. Redundant regressors in P can be
removed by determining the most effective regressors by forward orthogonal least
squares (OLS) algorithm and error reduction ratio [84].
Assuming P is a full rank matrix and the orthogonally decomposed as
P = WA (4.7)
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where W is a matrix with orthogonal coloumns and A is an upper triangular unit
matrix. Gram-Schmidt and Housholder transformations [85] can be applied to
perform this decomposition. It should be noted that the spaces spanned by the
columns of W and P are the same.
span{w1, w2, ..., wm} = span{p1, p2, ..., pm} (4.8)
MISO system in (4.6) can be rewritten by using the matrix A as
Y = (PA−1)︸ ︷︷ ︸
W
(AΘ)︸ ︷︷ ︸
,G
+Ξ = WG+ Ξ (4.9)
where G = [g1, g2, ..., gm]
T can be calculated using W and Y as follows
G = (W TW )−1W TY (4.10)
Assuming the past values of the output are not correlated with the modeling error
Ξ, then the variance of the NOx emission predictions can be calculated as
1
N
Y TY =
1
N
m∑
i=1
g2iw
T
i wi +
1
N
ΞTΞ (4.11)
where N is the length of the samples and m is the number of regressors, which is
initially selected equal for each input channel. Second part of the summation in
(4.11) is the variance of the modeling error and the first part is related to regressors
because of the relation shown in (4.8).
Significant wi vectors which minimize the variance of modeling error determines
the most effective regressors. These regressors are selected from the wi vectors
resulted in higher error reduction ratio (ERR), which is defined as
ERRi = 100× g
2
iw
T
i wi
Y TY
(4.12)
More details of the OLS and ERR based term and variable selection for nonlinear
systems can be found in [86].
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4.2 Design of Excitation Signals
Once the related inputs are selected for the modeling process, the next step is
the design of excitation signals for these inputs, which has an essential role in the
accuracy of parameter estimation. Depending on the available information about
the process, model-based and model-free approaches are utilized in the design of
excitation signals [87]. A priori model of the underlying process is utilized to
adjust the excitation signals for the system in model-based approaches [88]. On
the other hand, these requirements should be met for a model-free approach:
• The whole intended input space should be covered as much as possible by
using space filling methods [89].
• If the system is dynamic, the frequency range of the underlying process
should also be encapsulated [90].
To meet these necessities, chirp signals are commonly preferred in the identification
of nonlinear dynamic systems thanks to their persistent excitation capabilities.
Furthermore, they have a lower crest factor (4.13), which indicates that they inject
much more power into the system than the signals having the same peak value
and a higher crest factor [91].
C2r =
maxtu
2(k)
lim
N→∞
1
N
n∑
k=1
u2(k)
(4.13)
Indicated torque and combustion emissions of a diesel engine are considered to
have nonlinear complex dynamics that requires to have a model-free design of
excitation signals. Because of aforementioned advantages of periodic signals, in-
put channels were excited by chirp signals, which have sinusoidal waveform with
changing frequencies over time given by
y(t) = Asin(2pif(t)) (4.14)
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where the frequency of the chirp signal can be a linear (4.15), quadratic (4.16) or
a logarithmic (4.17) function of time.
Linear : f(t) = fmin +
( fmax − fmin
T︸ ︷︷ ︸
k
)
t = fmin + kt (4.15)
Quadratic : f(t) = fmin +
( fmax − fmin
t2max︸ ︷︷ ︸
k
)
t2 = fmin + kt
2
(4.16)
Logarithmic : f(t) = fmin
((fmax
fmin
) 1
tmax︸ ︷︷ ︸
k
)t
= fmink
t
(4.17)
where fmax is the maximum frequency, fmin is the minimum frequency, tmax is the
time that the system operates at maximum frequency, and T is the duration time
between fmin and fmax.
Figure 4.1: Frequency profiles of linear chirp signals
In the initial experiments for NOx emission modeling, the pilot injection was kept
constant, and other six input channels such as MAF, MAP, QNT, SPD, RailP
and SOI were excited by linear chirp signals. In the identification of multi-input
systems, it is very critical to have a low correlation between input signals to obtain
maximum informative experiments. In order to decouple the input channels, the
number of the sweeps in frequency profiles of the chirp signals is selected as an
increasing manner (Figure 4.1).
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In order to check the correlation between input channels, the Pearson coefficient
for pair-wise channels is calculated as follows and presented in Table 4.2.
γ =
| < x− x¯, y − y¯ > |
‖x− x¯‖‖y − y¯‖ (4.18)
Signals QNT SPD RailP SOI MAP MAF
QNT 1.000 0.036 0.383 0.133 0.509 0.539
SPD 0.036 1.000 0.051 0.069 0.165 0.152
RailP 0.383 0.051 1.000 0.032 0.268 0.240
SOI 0.133 0.069 0.032 1.000 0.005 0.036
MAP 0.509 0.165 0.268 0.005 1.000 0.800
MAF 0.539 0.152 0.240 0.036 0.800 1.000
Table 4.2: Correlations between input channels
It should be noted that the frequency profiles shown in Figure 4.1 are designed for
the desired reference excitation signals. Normalized input signals acquired from
the experimental setup are depicted in Figure 4.2. It is seen that fuel quantity,
Figure 4.2: Normalized input signals (Experiment with 6 inputs)
speed, rail pressure and SOI input channels are successfully excited in the desired
manner but MAP and MAF channels do not show the characteristics of five and
six sweep frequencies. One of the reasons is the limited control capabilities of EGR
and VGT valves. Another reason is that MAP and MAF have high interaction
during combustion and change their waveforms. Thus the correlation between
these signals is higher compared to other input channels (Table 4.2). However,
they are included in the group of input channels for the system identification model
because both of them have an impact on NOx emissions.
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This six-input experiment was utilized in a NARX based NOx emission modeling,
where the most crucial regressors were selected by an OLS and ERR algorithm.
Experimental results regarding this work will be presented in Section 8.2.2. It
has been shown that the transient behavior for NOx emissions were captured
adaquetly with a chirp based experiment design. However, there were some offsets
in the steady-state regions, which causes inaccuracies in steady-state validation
cycles.
Later on, two separate experiments with different input designs based on chirp
and ramp-hold signals are conducted and then merged to cover both steady-state
and transient cycles of the combustion process. In these experiments, the pilot
injection was also activated, so the input channels of main fuel injection quantity
and the main start of injection were also excited. With the proposed experiment
design, it is targeted to reduce testing time dramatically and improve modeling
accuracy in both steady-state and transient operating conditions as an alternative
to the steady-state DoE based modeling approaches.
In the first experiment called Experiment 1, quadratic chirp signals were designed
for all the input channels in order to excite the system adequately in both high
and low frequencies. The number of forward sweeps is increased in the frequency
profiles of SPD, MAF, miSOI and piQNT, respectively. In the same way, reversed
sweeps are applied for miQNT, MAP, railP and piSOI, respectively. The frequency
range of the input signals is determined by investigating the World Harmonic
Transient Cycle (WHTC) [92] and the New European Driving Cycle (NEDC) [93].
Short-time Fourier transform of the designed input signals depicts the frequency
profiles of the inputs in Figure 4.3.
Pearson coefficients for pair-wise channels tabulated in Table 4.3 and the designed
signals are depicted in Figure 4.4. Pearson coefficient is 0 when two signals are
completely different and 1 when the signals have maximum similarity. Table 4.3
shows that the desired input signals are sufficiently decoupled, since all the coef-
ficients for pair-wise different channels are less than 0.1.
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Figure 4.3: Frequency profiles of input channels (Experiment 1)
SPD MAP MAF railP miQNT piQNT miSOI piSOI
SPD 1 0.050 0.092 0.017 0.033 0.004 0.085 0.050
MAP 0.050 1 0.046 0.003 0.050 0.057 0.003 0.022
MAF 0.092 0.046 1 0.108 0.092 0.057 0.108 0.022
railP 0.017 0.003 0.108 1 0.085 0.065 0.057 0.025
miQNT 0.033 0.050 0.092 0.085 1 0.004 0.017 0.050
piQNT 0.004 0.057 0.057 0.065 0.004 1 0.065 0.082
miSOI 0.085 0.003 0.108 0.057 0.017 0.065 1 0.025
piSOI 0.050 0.022 0.022 0.025 0.050 0.082 0.025 1
Table 4.3: Correlations between designed input signals (Experiment 1)
In order to increase the prediction accuracy in the steady-state cycle of a diesel
engine combustion, an additional experiment with different excitation signals for
engine speed and main injection fuel quantity were designed as Experiment 2.
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Figure 4.4: Normalized input signals (Experiment 1)
Different from the first experiment, engine speed was excited by a ramp-hold signal
at different levels and the frequency profile of the main injection fuel quantity
channel was changed to a single forward sweep. By doing so, it was targeted that
the speed - fuel quantity operation region in Experiment 2 contains much lower
frequencies than Experiment 1. Duration of each experiment was 30 minutes and
the signals were collected in 10 Hz. Both experiments were merged and employed
in the training. Designed input signals of Experiment 2 are shown in Figure 4.5.
Figure 4.5: Normalized input signals (Experiment 2)
It should be noted that Experiment 3 and 4 were also performed with the same
type excitation signals of Experiment 1 and 2, instead their duration time was 120
minutes (Figure 4.6).
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Exper�ment 2 (30 m�n.)
SPD
m�QNT
MAF
MAP
m�SOI
Ra�lP
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Ramp-Hold
23 Po�nts
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Exper�ment 1 (30 m�n.)
p�QNT Quadrat�c Ch�rp0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
p�SOI Quadrat�c Ch�rp0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Exper�ment 4 (120 m�n.)
SPD
m�QNT
MAF
MAP
m�SOI
Ra�lP
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Ramp-Hold
23 Po�nts
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Exper�ment 3 (120 m�n.)
p�QNT Quadrat�c Ch�rp0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
p�SOI Quadrat�c Ch�rp0.01 - 0.25 Hz
Quadrat�c Ch�rp
0.01 - 0.25 Hz
Figure 4.6: Excitation signals used in the experiments for modeling indicated
torque and NOx emissions
Coverages of Experiment 1 and 2 over WHSC (steady-state) and WHTC (tran-
sient) validation cycles are depicted in Figure 4.7 and 4.8. Figure 4.7 shows that
a wide range of engine speed is covered in Experiment 1 thanks to chirp signals,
whereas the controlled area over validation cycles are covered using a ramp-hold
based engine speed in Experiment 2 as depicted in Figure 4.8.
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Figure 4.7: Coverages of Experiment 1 over validation cycles
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Figure 4.8: Coverages of Experiment 2 over validation cycles
In order to obtain accurate soot models to be validated with WLTC and NEDC
cycles, 4 different tests were designed. Types of the signals that excited the input
channels such as SPD, miQNT, MAF, MAP, miSOI and railP were presented in
Figure 4.9 and the time plots of the inputs and output signals for all tests are
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depicted in Figure 4.10 - 4.13.
Test 2
SPD
miQNT
MAF
MAP
miSOI
RailP
Quadra�c Chirp
0.01 - 0.25 Hz
Ramp-Hold
21 Points
Quadra�c Chirp
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Ramp-Hold
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Quadra�c Chirp
0.01 - 0.25 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Sine
0.02 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Quadra�c Chirp
0.01 - 0.25 Hz
Test 1
Test 3 Test 4
Ramp-Hold
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Ramp-Hold
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Ramp-Hold
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Ramp-Hold
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0.01 - 0.5 Hz
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Figure 4.9: Excitation signals used in the experiments for modeling soot emis-
sion
All the input channels in Test 1 and Test 4 were excited by second order chirp
signals. Frequency range for Test 1 was 0.01 – 0.25 Hz whereas in Test 4 it
was 0.01 – 0.5 Hz. In order to decrease the correlations between input channels,
the directions and the number of the sweeps in frequency profiles were chosen
differently.
There are 21 different operating points for SPD and miQNT in Test 2 and the
duration of the experiment in every operating point is 340 seconds. In these
points, MAF, miSOI and railP input channels were excited by chirp signals which
have different frequency profiles due to the directions and the number of the sweeps
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Figure 4.10: Test 1 inputs and output signals
Figure 4.11: Test 2 inputs and output signals
between 0.01 and 0.25 Hz. In previous studies, it is observed that MAF and MAP
input channels were highly correlated, and they have always similar patterns even
if they are excited by different types of chirp signals. Therefore, MAP channel
was excited by a sine wave with the frequency of 0.02 in Test 2. Lastly in Test
3, all input channels were excited by 15 seconds hold and 3 seconds ramp input
signals in 277 different points. It can be claimed that the types of the excitations
signals in Test 3 is suitable for steady-state calibration purposes. In this set of
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Figure 4.12: Test 3 inputs and output signals
Figure 4.13: Test 4 inputs and output signals
experiments, Test 1 and 4 are 10 minutes, Test 2 is around 120 minutes and Test
3 is around 85 minutes. Due to some troubles in data acquisition and the limits of
the engine, only 13 of 21 points in Test 2 were usable which duration is around 73
minutes. In addition to these tests which will be used in training of the models,
WLTC and NEDC cycles were also performed with the same engine for validation
purposes.
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For Test 5, a diesel engine’s intended region of operation was determined by 30
different points in engine speed - injected fuel quantity plane, where the engine
speed and the injected fuel quantity are selected in the ranges of 800-2200 rpm
and 4-30 mg/stroke, respectively (Figure 4.14).
Figure 4.14: Determination of intended region of operation
The input channels other than SPD and QNT were excited by quadratic chirp
signals as shown in (4.16) with fmax = 0.25 Hz and fmin = 0.05 Hz. The frequency
profiles of the chirp input signals were presented in Figure 4.15.
Figure 4.15: Frequency profiles of chirp input signals (Test 5)
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Duration of each experiment is 5 minutes and the signal acquisition frequency is
10 Hz. Figure 4.16 presents a sample time plot of an operating point out of 30.
Figure 4.16: Input signals of an operating point
Figure 4.17 illustrates all the signals acquired in 30 operating points.
Figure 4.17: Test 5 inputs and output signals
Chapter 5
Diesel Engine Torque Modeling
In order to balance the conflict between the stringent emission legislation and high
demand on the performances in terms of torque generation with fuel economy, an
efficiently accurate torque model of internal combustion engines is required. In this
chapter, indicated torque estimation by considering the losses during combustion
and nonlinear finite impulse response (NFIR) based modeling approach will be
detailed.
5.1 Indicated Torque Estimation
Torque generation in a diesel engine is a dynamic and nonlinear process, where the
combustion-induced pressure causes the reciprocating motion of the piston [94].
Then a transmission mechanism is utilized to convert this motion to a rotational
one. Some portions of the generated torques are lost in this transmission mecha-
nism as friction, pumping and inertia torques. Indicated torque (τind) is the ideal
torque generated by combustion without any losses and can be calculated as
τind = τdyno + τpump + τfric + τiner (5.1)
where τdyno is the breaking torque of the engine dynamometer, τpump is the pumping
loss torque, τfric is the friction loss torque, and τiner is the inertia torque. Among
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these torque signals, only the breaking torque of the engine is directly measured
from the dynamometer. In the prediction of the pumping torque, the pumping
mean effective pressure which is measured by in-cylinder sensors is utilized as
follows
τˆpump =
pmeVd
nc2pi
(5.2)
where pme is the mean effective pressure in pascal, Vd is the displacement volume
in cubic metre (12.7×10−3), and nc is the number of revolutions per power stroke,
where in this case nc = 2 for such a 4-stroke engine.
In order to decrease the number of unknown torque variables from two to one,
motoring tests that include different speeding and slowing profiles between 600
and 2100 rpm have been performed Figure 5.1. Duration of the ramp speed signals
was adjusted to 600, 300, 60, 30, 20, 10, 5, 3, and 2 seconds. During motoring
tests, the gas pedal was kept constant at zero position, so it is assumed that no
fuel is injected to the system and indicated torque is not generated.
Figure 5.1: Motoring Tests
Since the speed is not changing dramatically in the period of 600 seconds, the
inertia torque is assumed to be zero, and the measurements from this part of the
test were utilized in the estimation of friction torque as follows
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τˆfric = τdyno + τˆpump (5.3)
A second order polynomial is fitted to the friction loss torque estimations calcu-
lated from (5.5) with the accuracy of R2 = 0.9886 (Figure 5.2). By this way, the
friction torque is interpreted as a quadratic function of speed as follows
τfr(ω) = α1ω
2 + α2ω + α3 (5.4)
where the coefficients (αi) in (5.4) are tabulated in Table 5.1.
α1 = −10−5 α2 = −0.0106 α2 = −91.766
Table 5.1: Coefficients of friction loss torque function (τfr(ω))
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Figure 5.2: Representing the friction torque as a quadratic function of speed
Finally, inertia torque can be calculated using the estimations of friction and
pumping loss torques as follows
τˆiner = τdyno + τˆpump + τfr(ω) (5.5)
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The inertia torque can be calculated as a function of engine speed as
τin(ω) = J
dω
dt
(5.6)
where J is the torque constant and it is determined as a value (6.12) which mini-
mizes the error between τˆiner and τin(ω) as shown in Figure 5.3.
Figure 5.3: Determination of inertia torque constant
Figure 5.4 depicts a typical estimated loss and dyno brake torque signals.
Figure 5.4: A typical estimated loss and dyno brake torque
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5.2 NFIR Modeling
Since high prediction accuracies of torque models in both training and validation
are very crucial to employ them in the optimization process, it is targetted to
model indicated torque by including the estimations of friction, pumping and
inertia torques in addition to the torque measured from the engine dynamometer.
In this thesis, a particular type of NARX structure called nonlinear finite impulse
response (NFIR) model (Figure 5.5) is proposed to model the indicated torque of
a diesel engine.
Figure 5.5: Nonlinear finite impulse response (NFIR) model
Different from a NARX structure, feedback from the output is not employed in
the modeling of NFIR structures. The mathematical expression of a NFIR model
can be expressed as
y(k) = w0x(k) + b0 +
m∑
i=1
φi
(
wix(k) + bi
)
+ e(k) (5.7)
where y(k) is the output, x(k) is the regression vector consists only of previous
inputs, wi’s are the weights and bi’s are the bias parameters in nonlinear block, w0
and b0 are weights and bias parameters in linear block, e(k) is the modelling error,
m is the number of units used in the nonlinear block, and φi(.) is the activation
function. Nonlinear activation function (φ) is selected as a sigmoid function that
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can be written as
σ(x) =
1
1 + e−ax
(5.8)
where a is a positive parameter to be estimated as well. Since the system can not
respond instantaneously when the inputs are applied, there is at least 1 sample
pure delay between inputs and output, in the NARX type structures. In the NFIR
based indicated torque models, pure time delay was decided as 1 by considering the
fast fast interactions of inputs in the torque generation mechanism. For instance,
there is a direct relation between the fuel quantity and the torque as follows
m˙f =
ωe.τe
nf .Qlhv
(5.9)
where m˙f is the fuel mass flow rate, ωe is the engine speed, τe is the effective
engine brake torque, nf is the fuel conversion efficiency and Qlhv is the fuel lower
heating value.
The parameters in the NFIR model are estimated iteratively by using a combi-
nation of the line search algorithms such as subspace Gauss-Newton least squares
search, adaptive subspace Gauss-Newton search, Levenberg-Marquardt least
squares search and steepest descent least squares search [95].
Chapter 6
Diesel Engine NOx Emission
Modeling
Increasingly stringent emission regulations are driving the evolution of internal
combustion engine technologies. Especially NOx emissions are a focal point in the
advancement of a diesel engine and after-treatment technologies, influencing over-
all vehicle development and hardware costs. Accurate prediction of NOx emissions
is critical for fuel economy optimization in diesel engines.
In this chapter, two different NARX based NOx emission modeling approaches will
be detailed. Furthermore, sensitivity analysis and parameter selection methods
will be presented for the NARX models with linear output feedback.
6.1 NARX Modeling
Due to the highly nonlinear combustion process, it is showed that linear system
identification models are not sufficient enough to model the NOx emissions [35].
Most of the time, validation performances of nonlinear NOx emission models sur-
pass the linear ones. Therefore, a single layer recurrent nonlinear autoregressive
with exogenous input (NARX) model was selected as modeling structure for NOx
emissions. A typical NARX structure is depicted in Figure 6.1.
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Figure 6.1: A typical NARX structure
d is the time delay between inputs and output, nb and na are the number of
input and output past values used in the network, respectively. The mathematical
expression of a single layer recurrent NARX network can be expressed as
y(k) = w0x(k) + b0 +
m∑
i=1
φi
(
wix(k) + bi
)
+ e(k) (6.1)
where y(k) is the output, x(k) is the regressor set, wi’s are the weights and bi’s are
the bias parameters in nonlinear block, w0 and b0 are weights and bias parameters
in linear block, e(k) is the modelling error, m is the number of units used in the
nonlinear block, and φi(.) is the activation function.
Figure 6.2: NARX structure with OLS based input regressor selection
Figure 6.2 illustrates the proposed NARX modeling using reduced set of regressors.
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Modeling structure consists of two part such as nonlinear and linear block. Non-
linear block takes only the input regressors selected by OLS algorithm explained
in Section 4.1.1. Linear block is a single neuron that takes all input and output re-
gressors. Removal of output regressors from nonlinear block improves the stability
of the models and enable one to use more than one output regressors in models.
Reducing the number of unnecessary input regressors and obtaining parsimonious
models increase the robustness and decrease the sensitivity to parameter changes.
Furthermore, deployment of these models to hardware such as Electronic Control
Unit (ECU) is much more feasible due to less number of estimated parameters.
Total number of parameters estimated in the proposed architecture is
NP =
(
(NNLreg + 2)×Nunit
)
+ (NLreg + 1) (6.2)
where NNLreg is the number of regressors used in nonlinear block, NLreg is the
number of regressors used in linear block and Nunit is the number of neurons used
in nonlinear block.
Figure 6.3: NARX structure with a single output feedback
Nelles [51] showed that general stability of the models with output feedback is not
guaranteed. It is also experimentally verified that using the increasing number
of output regressors results in the divergence of the optimization algorithm very
frequently during the parameter estimation process. Therefore, as an alternative
to regressor reduction, a single past value of the output feedback is proposed to
include in the regressor set (Figure 6.3).
Diesel Engine NOx Emission Modeling 61
6.2 Sensitivity Analysis and Parameter Selection
To investigate the training and the validation performances, models for the ranges
of parameters given in Table 6.1 were generated with the NARX model presented
in Figure 6.3. The input regressor number and the unit number are the parameters
of the model structure, whereas the maximum number of bisections used for line
search along the search direction and the iteration number are the parameters of
the optimization algorithm.
Parameter Range
Input Regressor Number 3-10
Unit Number 5-15
Maximum Bisections 4-7
Iteration 20,40,60,80,100
Table 6.1: Ranges of parameters
It should be noted that an equal number of regressors are taken from each in-
put channel. During the parameter estimation process, optimization algorithm
searches for the best set of parameters that minimizes the error between the pre-
dicted and the measured output. Optimization runs for 20 iteration steps, and
the obtained model is evaluated with training and validation (both steady-state
and transient) tests. The last estimated model is utilized as an initial model for
the next estimation up to 100 iterations. By doing so, 1760 models were ob-
tained. Once the parameters regarding the model structure (input regressor and
unit numbers) are fixed, there will be 20 models due to the variation of optimiza-
tion parameters. In order to assess the performances of all models and determine
the best optimization parameters, scores in terms of points (P ) are calculated as
the weighted average of training and validation performances as follows
P =
1
3
(
ω1fittrain + ω2fitNEDC + ω3fitWLTC
)
(6.3)
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where fittrain is the training fit performance, fitNEDC and fitWLTC are the val-
idation performances for steady-state (NEDC) and transient (WLTC) tests, re-
spectively. These performances are calculated by the fit metric given by
fit = 100×
(
1− ‖y − yˆ‖‖y − y¯‖
)
(6.4)
The weights in (6.3) (ω1, ω2 and ω3) are calculated as
ω1 =
100
max(fittrain)
, ω2 =
100
max(fitNEDC)
, ω2 =
100
max(fitWLTC)
(6.5)
Figure 6.4: Distributions of (a) training, (b) steady-state validation and (c)
transient validation performances.
After the determination of the best optimization parameters for each pair of unit
and regressor numbers, 88 different models are obtained. Distributions of training,
steady-state and transient validation performances of those 88 models are depicted
in Figure 6.4. Each slice of the pie chart represents the percentage of the models
which have the fit performance in the same interval. Figure 6.4(a) shows that
the training fit accuracies of the all models are higher than 70% and 72% of the
models have the training fit accuracy between 80% and 90%. Distributions of
the validation performances show that 80% of the models have the fit accuracy
between 80% and 90% under steady-state cycles and 86% of the models have the
fit accuracy between 70% and 80% under transient cycles (Figure 6.4(b)-(c)). It
should be noted that the WLTC includes higher loads and velocity distributions
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than the NEDC [96], which makes it more challenging to obtain fit accuracies
higher than 80% under transient cycles.
Figure 6.5: (a) Training, (b) steady-state and (c) transient validation perfor-
mances by changing the input regressors number
Figure 6.6: (a) Training, (b) steady-state and (c) transient validation perfor-
mances by changing the unit number
Distributions of the training and the validation performances by changing the
input regressor and the unit numbers are presented in Figure 6.5 and 6.6, respec-
tively. These distributions reveal the influences of model structure parameters on
the training and the validation performances. Figure 6.5 shows that 8 or 9 in-
put regressors would be a reasonable choice to obtain high training and validaton
accuracies. The models with at least 11 units in the hidden layer achieved the
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training accuracy higher than 80% (Figure 6.6). Furthermore, all the models with
14 or 15 units have the highest training and validaton accuracies.
In order to investigate the pairwise effects of model structure parameters, 3D model
performances are depicted in Figure 6.7, where the third dimension is the best fit
performance of the model and the first two dimensions are the corresponding unit
and regressor numbers.
Figure 6.7: 3D surface plots of (a) training, (b) steady-state and (c) transient
validation performances
The yellow regions represent the high fit accuracies, whereas the regions of low fit
accuracies are shown in blue (Figure 6.7). Thus, the problem of finding a good
model with high training and validation performances boils down to the searching
for the peak points in the presented graphs.
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Figure 6.8: Obtained map for parameter selection
Since it may not always be easy to find the best model that is valid for each
graph, the points given in (6.3) are calculated for these models by considering their
performances and a single easy-to-interpret map for parameter selection is obtained
(Figure 6.8). Obtained map can be a convenient engineering solution to select the
required parameters for diesel engine emissions modeling with limited testing time
in powertrain development. It should be noted that the regions with similar yellow
colors indicate the places of robust models with high performances. The map in
Figure 6.8 also demonstrates the sensitivity of the models for parameter changes.
For instance, it would be recommended to select the center point of a large yellow
area to obtain a robust model with high validation accuracies.
Chapter 7
Diesel Engine Soot Emission
Modeling
Azama et al. [3] reported that the second highest percentage of the diesel engine
exhaust outflows belong to soot emissions. As in the case of NOx emissions,
soot is also a result of the inefficient combustion process. It is also known that
there is a strong relationship between the soot formation and the ratio between
air and fuel quantity [52]. However, establishing the complete relations between
combustion inputs and soot emissions is indeed an extremely challenging task,
since soot formation highly depends on many interactive physical processes.
Within the scope of this thesis, gated recurrent unit (GRU) and long short term
memory (LSTM) type recurrent neural networks (RNN) are proposed to model
soot emission of a heavy-duty diesel engine. RNNs are artificial neural networks
where the connections between neurons form a directed loop. This structure allows
the modeling of dynamic temporal behaviors. Unlike feedforward neural networks,
RNNs also use their own hidden memory in the modeling process. In a conven-
tional neural network, all inputs (and outputs) are assumed to be independent of
each other, but, in a RNN model, each element of an array performs the same task
by repeating it. The main purpose of recurrent neural networks is to use sequential
information. This makes it possible to use RNN structures to predict input signals
66
Diesel Engine Soot Emission Modeling 67
such as time series. Furthermore, unlike NARX networks, RNN structures does
not require predetermination of parameters such as pure delay between input and
output signals and the number of regressors thanks to their memory capabilities.
In order to capture the nonlinear behavior of soot emissions, logarithmic normal-
ization was applied to soot measurements as follows
xˆ =

log(x) x > 1
0 |x| ≤ 1
−log(−x) x < −1
(7.1)
Figure 7.1 shows the raw measurements and the logarithmically normalized signal
of soot emissions. It has been seen that the logarithmic normalization cancels the
sudden spikes and results in a smoother signal.
Figure 7.1: Logarithmic normalization of soot measurements
It should be noted that there might not be an exponential relationship between
soot measurements and model inputs. Here, logarithmic normalization is applied
to filter the acquired suddenly changing measurements and extract meaningful
features. Since logarithm is a bijective function, it is always possible to apply the
inverse operation.
In the following sections, GRU and LSTM modeling structures will be described.
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7.1 GRU Modeling
A typical GRU neural network includes an input layer, a recurrent hidden layer,
and an output layer. Different from classical neural networks, GRU networks have
memory capabilities with two gates called: reset gate and update gate (Fig. 7.2).
Figure 7.2: Gated Recurrent Unit Network structure
These gates are independent neural networks with the same dimension and sigmoid
activation functions. The input to these gates is the concatenation of system
measurements and the memory content of previous GRU cell (h<t−1>). Reset gate
adjusts the information to discard from the cell and update gate determines the
values from the input to update the current memory content (h<t>). A typical
GRU network can be implemented by the following equations
z<t> = σ
(
Wu[h
<t−1>, x<t>] + bu
)
(7.2)
r<t> = σ
(
Wr[h
<t−1>, x<t>] + br
)
(7.3)
h˜<t> = tanh
(
Wxx
<t> +
(
r<t> ∗Whh<t−1>
)
+ bx
)
(7.4)
h<t> =
(
z<t> ∗ h<t−1>)+ ((1− z<t>) ∗ h˜<t>) (7.5)
y<t> = σ
(
Wyh
<t> + by
)
(7.6)
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where Wu,Wr,Wx,Wh,Wy are the weight matrices and bu, br, bx, by are the bias
vectors of corresponding operations. σ(.) denotes the sigmoid activation function
(5.8). (∗) is the element-wise multiplication. x<t> and y<t> denote the input
vector and output prediction at time t, respectively. In this application, the GRU
network is employed in a regression problem, therefore the GRU cell is followed
by a fully connected regression layer in the output layer (7.6). Generally, the
activation function of regression layers in neural network structures is a linear
function. However, in this study, a sigmoid activation function is utilized in the
output layer which results in smoother signals.
7.2 LSTM Modeling
Long short term memory (LSTM) networks are the most complex version of RNNs.
An LSTM cell is the smallest unit of the structure and it is depicted in Figure 7.3.
Figure 7.3: LSTM network structure
Inputs of the single LSTM cell are the previous state vector (a<t−1>), the previous
memory vector (c<t−1>) and the current measurement vector (x<t>). LSTM cell
outputs the current state vector (a<t>) and current memory vector (c<t>). Thanks
to the memory capability of the LSTM cell, some parts of the information extracted
from measurements are stored and some of them are forgotten. The amount of
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the information to be forgotten or to be stored for upcoming cell is decided by
three different small neural networks called “Forget Gate”, “Update Gate” and
“Output Gate”. A typical LSTM network can be implemented by the following
equations
Γf = σ
(
Wf [a
<t−1>, x<t>] + bf
)
(7.7)
Γu = σ
(
Wu[a
<t−1>, x<t>] + bu
)
(7.8)
c˜<t> = tanh
(
Wc[a
<t−1>, x<t>] + bc
)
(7.9)
Γo = σ
(
Wo[a
<t−1>, x<t>] + bo
)
(7.10)
c<t> = Γu ∗ c˜<t> + Γf ∗ c<t−1> (7.11)
a<t> = Γo ∗ tanh(c<t>) (7.12)
y<t> = φ
(
Wya
<t> + by
)
(7.13)
where Wf ,Wu,Wc,Wo,Wy are the weight matrices and bf , bu, bc, bo, by are the bias
vectors of corresponding operations. The activation function in the output layer
(φ(.)) is selected as a linear function or a sigmoid function depending on the
modeling requirements and the amplitude of soot measurements.
Time plots of the activation functions employed in the equations of LSTM struc-
ture are presented in Figure 7.4. The parameter a in (5.8) designates the slope of
sigmoid function. Once a is adjusted as a learnable parameter, a remarkable in-
crease in soot modeling accuracies is observed. All the learnable parameters of the
GRU and LSTM models are estimated by a stochastic optimizer called adaptive
moment estimation (Adam)[97].
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Figure 7.4: Sigmoid and tanh activation functions
Chapter 8
Experimental Results
In this chapter, the setup utilized in the experimentations during this PhD study
is introduced, and experimental results and discussions regarding the models of
diesel engine indicated torque, NOx and soot emissions are presented.
8.1 Experimental Setup
The experimental measurements are performed on Ford Otosan’s Ecotorq 13L
Euro 6 diesel engine. The diesel engine combustion composes of two fundamental
paths named air and fuel paths. On its air-path, the engine has high-pressure
Exhaust Gas Recirculation (EGR) routing and swing vane Variable Geometry
Turbine (VGT) turbocharger as shown in Figure 8.1. The components in the ex-
perimental setup are: (1) Air Filter, (2) MAF sensor, (3) Compressor, (4) Turbine,
(5) VGT, (6) Exhaust pipe, (7) Charge air cooler, (8) EGR cooler, (9) EGR valve,
(10) Exhaust manifold, (11) Exhaust gas measurement system, (12) Pressurized
rail, (13) Injector, (14) TMAP sensor, (15) Fuel tank, (16) High pressure fuel
pump, and (17) AVL Dynamometer.
The common pressurized fuel rail, solenoid injectors and high-pressure fuel pump
are components of the fuel system. The ambient fresh air which flows through air
filter is measured before entering to the compressor. This air flow measurement is
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Figure 8.1: Experimental setup
stated as Mass Air Flow (MAF). After the compressor, its pressure is increased to
a regulated level, and in order to boost the volumetric efficiency of the engine, the
compressed air flow is forwarded to the charge air cooler which reduces the flow
temperature to a regulated level. Before the EGR mixing point, the temperature
and the pressure of the cooled charger air are measured. The cooled charger
air flow which is mixed with EGR flow is injected into the combustion chamber
through the pressurized intake manifold. The pressure of the mixed air flow in
the intake manifold is named as Manifold Absolute Pressure (MAP). After the
combustion, through the exhaust manifold the exhaust gases exit the chamber
and certain portion of them are recirculated back via EGR valve.
Fuel is injected into a pressurized rail. The fuel amount and the pressure in the
rail are measured as Fuel Quantity (QNT) and Rail Pressure (RailP), respectively.
The starting angle of the main fuel injection quantity is defined as Start of In-
jection (SOI). Impact angle of the exhaust gases to turbine blades is regulated
by a valve called Variable Geometry Turbine (VGT) turbochargers. The exhaust
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gas expanded in the turbine is sent to the exhaust line and its soot content is
measured by the AVL 483 Micro Soot Sensor. Micro soot sensor is a photoa-
coustic system designed for the measurement of black carbon aerosols. It is a
suitable test bench with high sensitivity down to µg/m3 level, and good linearity
and reproducibility[98]. Specifications of the test engine are listed in Table 8.1.
Type : Ecotorq 12.7 lt.
Power : 480 PS (353 kW) /1800 d/d
Torque : 2500 Nm/1000-1200 d/d
Compression Ratio : 17 ± 0.5 : 1
Cylinders : 6 in line
Cylinder Volume : 12740 cc
Cylinder Bore : 130 mm
Cylinder Stroke : 160 mm
Turbocharger : VGT
EGR : High Pressure, Cooled
Fuel System : Common Rail
Rail Pressure : Max. 2500 bar
Table 8.1: Test engine spesifications
Soot measurements can be made by taking samples from the engine outlet, exhaust
pipe or dilution tunnel. When soot samples are taken from the motor output, the
particle morphology is simple but the measurement application is very complex.
When samples are taken from the dilution tunnel, particle morphology is complex
but the measurement application is very simple. Therefore, during the experimen-
tations, soot samples were taken from the dilution tunnel with AVL Micro Soot
sensor [99] by Constant Volume Sampling (CVS) method as shown in Figure 8.2.
Figure 8.2: Sampling in the dilution tunnel
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The AVL Micro Soot Sensor is based on the principle of photoacoustic measure-
ment [99]. In this method, highly absorbing soot particles called ”blacking” are
irradiated to the modulus. Periodic heating and cooling, and thus the expansion
and contraction of the carrier gas, can be evaluated as sound waves and detected
by microphones (Figure 8.3).
Figure 8.3: Operating principle of the AVL Micro Soot Sensor
Clean air does not produce a signal, so the presence of soot-laden air or exhaust
gas increases the proportion of the measured signal proportionally to the volume
of soot. This is an important advantage over opasymmetric methods. Thus, a
significant increase in measurement accuracy can be achieved.
8.2 Results and Discussions
In this section, training and validation performances of the torque and combustion
emissions are presented, and the experimental results are discussed with the time
plots of the model responses.
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8.2.1 Torque Modeling
It was a priori known that the fuel quantity and indicated torque are highly corre-
lated (5.9) in diesel combustion, so initially single input (QNT) indicated torque
models with NFIR structure (Figure 5.5) were obtained. The pure delay be-
tween inputs and output was determined as 0.1 seconds, i.e., 1 sample since the
acquisition frequency is 10 Hz. Utilized data in modeling belong to 4 different
experiments (Figure 4.6). Models were obtained with the same parameters, and
their performances are calculated by the fit metric calculated as
fit = 100×
(
1− ‖y − yˆ‖‖y − y¯‖
)
(8.1)
Training, validation and cross-validation performances of a single input indicated
torque models are tabulated in Table 8.2.
Table 8.2: Indicated torque models with a single input (QNT)
In order to see the effects of calibratable inputs in indicated torque generation,
the input channels MAP, MAF and miSOI are included in the input set, one-
by-one. The training, validation and cross-validation performances of initially
obtained four inputs indicated torque models are tabulated in Table 8.3. Based
on these modeling experiences, four inputs (QNT, MAP, MAF, miSOI) indicated
torque models are shown to provide better training and validation accuracies when
compared to single input models.
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Table 8.3: Indicated torque models with 4 inputs
To obtain high fidelity indicated torque models, which consist of full calibratable
parameters, engine speed, rail pressure and the variables of pilot injections were
also included in the input set. Then, indicated torque models with a specific range
of parameters were obtained and the best models which have the highest training
and validation accuracies were tabulated in Table 8.4 and their responses in time
plots are presented in Figures 8.4 - 8.13.
Input Num. Experiment nb Unit Iter. Train. WHSC WHTC Figure
4 1 6 12 40 86,27 94,12 88,2 8.4
4 2 3 13 80 89,12 94,93 88,46 8.5
4 3 5 4 40 82,62 94,49 87,73 8.6
4 4 2 12 60 85,84 94,28 87,75 8.7
8 1 8 9 80 88.91 93.71 86.51 8.8
8 2 3 8 40 91.35 93.03 84.18 8.9
8 3 5 9 80 86.78 92.78 86.51 8.10
8 4 3 11 80 89.22 92.22 81.51 8.11
8 1+2 5 8 80 89.90 94.30 87.18 8.12
8 2+3 3 10 60 86.09 93.70 87.33 8.13
Table 8.4: The best indicated torque models with all experiments
Experimental results show that by merging the experiments, the best eight input
indicated torque models are trained with the accuracy above 86%, and the steady-
state and transient validation performances are above 93% and 87%, respectively.
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Figure 8.4: Ind. torque model with 4 inputs prediction performances (Ex.1)
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Figure 8.5: Ind. torque model with 4 inputs prediction performances (Ex.2)
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Figure 8.6: Ind. torque model with 4 inputs prediction performances (Ex.3)
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Figure 8.7: Ind. torque model with 4 inputs prediction performances (Ex.4)
Experimental Results 81
Figure 8.8: Ind. torque model with 8 inputs prediction performances (Ex.1)
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Figure 8.9: Ind. torque model with 8 inputs prediction performances (Ex.2)
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Figure 8.10: Ind. torque model with 8 inputs prediction performances (Ex.3)
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Figure 8.11: Ind. torque model with 8 inputs prediction performances (Ex.4)
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Figure 8.12: Ind. torque model with 8 inp. prediction performances (E.1+2)
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Figure 8.13: Ind. torque model with 8 inp. prediction performances (E.2+3)
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8.2.2 NOx Modeling
An exhaustive search for the ranges of parameters given in Table 8.5 was performed
to investigate the performances of the proposed modeling structure. 2970 models
were obtained for both proposed structure with OLS based regressor selection and
classical structure without regressor selection. For both cases, output regressors
are only employed in the linear block. 6 input experimental data (Figure 4.2) are
utilized to train the models. World Harmonic Transient Cycle (WHTC) tests for
two different variants of motor power were also applied for validation purposes.
Parameter Range
na 1-6
nb 2-10
unit 5-15
iteration 20,40,60,80,100
Table 8.5: Ranges of parameters
In order to assess the performances of the models after completing the exhaustive
search, points are given to models as follows:
Pointi =
100
3
( esti
max(est)
+
val1i
max(val1)
+
val2i
max(val2)
)
(8.2)
where esti is the estimation performance, val1i is WHTC 1 validation performance
and val2i is WHTC 2 validation performance of the i
th model. These performances
are calculated by the fit metric given by (8.1). Note that the iteration of each model
is increased by 20 and the model obtained in each 20 iteration is counted in 2970
models. In order to get a much more informative statistics, a single model which
took the highest point according to (8.2) is selected out of these 5 models.
Estimation and validation performance distributions of these models are presented
in Figure 8.14, 8.15 and 8.16. Distributions show that the models obtained by
the proposed modeling structure with less number of parameters show the same
validation performances as classical ones. In Figure 8.14, it is shown that the
estimation performances of all models obtained by the proposed method are above
50%. When all models represented in these distributions are ordered according to
points given in (13), the best 6 models are tabulated in Table 8.6.
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Figure 8.14: Est. performance distribution of the models Left:classic
Right:proposed
Figure 8.15: WHTC-1 validation performance distribution of the models
Left:classic Right:proposed
In order to compare these models, the same number of input-output regressors
and units are selected with the best iteration number and tabulated in Table 8.7.
Tables 8.6 and 8.7 shows that required significant input regressors in nonlinear
block prevents the overfit problem and increase the generalization capability of
the model. First model in Table 3 outperforms the corresponding model in Table
4 with 332 parameters whereas there exist 572 parameters in corresponding model.
The number of total selected regressors with OLS algorithm is presented in Figure
8.17. Here, the number of input regressor (nb) is chosen the same for each input
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Figure 8.16: WHTC-2 validation performance distribution of the models
Left:classic Right:proposed
na nb # of NL Reg unit iter est whtc1 whtc2
1 7 22 12 100 82,27 84,54 81,74
4 7 22 13 100 82,72 80,40 79,22
4 5 22 15 40 83,44 80,47 77,77
5 5 22 10 100 81,37 79,09 77,95
3 3 15 15 100 79,83 80,71 77,64
3 5 22 15 40 75,83 81,34 80,57
Table 8.6: The best 6 models of the proposed structure
na nb unit iter est v1 v3
1 7 12 80 72,53 65,02 61,67
4 7 13 60 82,62 60,95 59,08
4 5 15 100 80,53 77,52 76,36
5 5 10 40 76,21 78,71 78,71
3 3 15 80 80,34 72,71 68,67
3 5 15 80 80,31 77,87 75,39
Table 8.7: Corresponding models with classic structure
channel and regression matrix is constructed accordingly. Figure 8.17 shows that
selected total number of input regressors converges to 22 regressors. Figure 8.18
shows the error reduction ratio corresponding to significant regressors when nb = 7
is selected for each input channel. When this ratio converges, indices of most
significant regressors are selected and corresponding regressors are extracted to
employ them in modeling (Table 8.8).
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Figure 8.17: Total number of selected input regressors
Figure 8.18: Determination of significant regressors by error reduction ratio
MAF MAP SPD QNT SOI RailP
(t-35) (t-35) (t-35) (t-35) (t-35) (t-35)
(t-40) (t-37) (t-37) (t-37) (t-40) (t-40)
(t-41) (t-39) (t-39) (t-39) (t-41) (t-41)
(t-41) (t-40) (t-41)
(t-41)
Table 8.8: Extracted regressors for each input channel (nb = 7)
In Figure 8.19, estimation and validation performances are depicted in time plots.
It is seen that the obtained model performs better in transient operations. In
Figures 8.19(b) and 8.19(c), small errors are encountered in steady parts of the
WHTC tests. This may be caused by the characteristics of training signals because
all input channels are excited by chirp signal with linearly changing frequency
profiles and it may lead to provide less information about low frequencies.
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(a) Estimation performance
(b) WHTC-1 validation performance
(c) WHTC-2 validation performance
Figure 8.19: Estimation and validation performances of the best NOx emission
model in Table 8.6
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Another NARX structure presented in Figure 6.3 is employed in NOx emission
modeling using the experimental data shown in Figure 4.6. Performances of the
best NOx emission models for each experiment are assessed in Table 8.9.
Experiment nb unit iteration estimation WHSC WHTC Figure
1 5 15 60 84,72 81,45 71,38 8.20
2 6 6 60 75,82 76,37 68,05 8.21
3 6 9 60 78,35 78,23 77,17 8.22
4 5 8 40 80,25 78,86 68,50 8.23
Table 8.9: The best NOx emission models for each experiment
Performances of some selected models by utilizing the map in Figure 6.8 are tab-
ulated in Table 8.10. The best model according to P points (6.3) employs 6 input
regressor number and 15 units. The model was trained by 84,92% fit accuracy, and
the steady-state and the transient validation accuracies are 88,75% and 76,96%,
respectively.
Regressor
Number
Unit
Num.
Maximum
Bisections
Iterations Training
(%)
NEDC
(%)
WLTC
(%)
6 15 5 40 84,92 88,75 76,96
5 9 4 40 81,61 86,59 79,53
8 12 5 60 85,48 86,40 75,74
7 14 7 60 84,21 85,54 76,24
9 9 4 20 82,18 83,96 77,01
5 6 7 100 76,74 75,74 64,56
4 5 6 100 70,93 50,63 68,95
Table 8.10: Selected model performances using merged experiment (1+2)
In Figure 8.24, 8.26 and 8.28 training performances, in Figure 8.25, 8.27 and 8.29,
steady-state and transient validation performances of the best three models in
Table 8.10 are demonstrated in time plots, respectively. Results in Figure 8.25,
8.27 and 8.29 show that the model predictions are very accurate in the transient
regions of the validation tests compared to steady-state regions. It should be noted
that all of the input channels (except engine speed in Experiment 2) are excited by
chirp signals during the training phase, which naturally enabled the model to learn
the transient behavior properly. However, majority of the models still have the
steady-state validation accuracy between 80%-90%. Indeed, it is still a challenging
task to perform an experiment to model both steady-state and transient behavior
of the diesel engine NOx emissions.
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Figure 8.20: NOx emission model prediction performances (Experiment 1)
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Figure 8.21: NOx emission model prediction performances (Experiment 2)
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Figure 8.22: NOx emission model prediction performances (Experiment 3)
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Figure 8.23: NOx emission model prediction performances (Experiment 4)
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Figure 8.24: Training performance of the model with 6 input regressors and
15 units (below: zoomed version)
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Figure 8.25: Validation performances of the model with 6 input regressors
and 15 units (a) steady-state cycle (b) transient cycle, (c) zoomed-in version of
transient cycle
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Figure 8.26: Training performance of the model with 5 input regressors and
9 units (below: zoomed version)
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Figure 8.27: Validation performances of the model with 5 input regressors
and 9 units (a) steady-state cycle (b) transient cycle, (c) zoomed-in version of
transient cycle.
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Figure 8.28: Training performance of the model with 8 input regressors and
12 units (below: zoomed version)
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Figure 8.29: Validation performances of the model with 8 input regressors
and 12 units (a) steady-state cycle (b) transient cycle, (c) zoomed-in version of
transient cycle
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8.2.3 Soot Modeling
An heavy-duty diesel engine’s intended region of operation was determined by 30
different points in engine speed - injected fuel quantity plane, where the engine
speed and the injected fuel quantity are selected in the ranges of 800-2200 rpm
and 4-30 mg/stroke, respectively (Figure 4.14). 10 of 30 operation points were
chosen for validation purposes in two different ways (Figure 8.30). In Case 1, the
validation points were randomly selected. In Case 2, the validation points were
selected from the boundary of the intended region of operations.
Figure 8.30: Design of experiments in SPD-QNT plane (Test 5)
In order to compare the prediction performances of the proposed GRU soot model-
ing approach, NARX network based soot modeling is also performed. The NARX
structure has several hyperparameters including the number of output regressors,
the number of input regressors (nb) and the number of delays between inputs and
output (Section 6.1). Since the proposed GRU modeling structure does not in-
clude feedback from the estimated output and captures the relations between time
delayed input signals automatically, the number of output regressors in NARX
models is set to zero and the number of input regressors is selected in the range
of 2 to 5. Moreover, the amount of delay between inputs and output is decided
as 3.5 seconds by considering the physical conditions of the experimental setup.
Levenberg-Marquardt and Adaptive Moment Estimation (ADAM) optimizers are
employed in the parameter estimation process of NARX and GRU modeling struc-
tures, respectively.
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The performances of obtained models are assessed by the fit metric (8.1) and
normalized root mean squared error (NRMSE) given by
NRMSE =
1(
max(y)−min(y))
√∑N
i=1(yi − yˆi)2
N
(8.3)
Training and validation performances of some representative models obtained by
NARX and GRU structures are tabulated in Table 8.11 and Table 8.12.
Case nb Unit
Training Validation
Fit (%) NRMSE Fit (%) NRMSE
1 5 10 46.89 0.0888 38.95 0.1017
1 3 15 49.70 0.0841 47.59 0.0873
1 2 20 48.87 0.0855 45.30 0.0911
1 5 25 55.45 0.0745 44.83 0.0919
1 5 30 54.48 0.0761 40.40 0.0992
1 2 50 52.79 0.0789 41.00 0.0982
2 5 10 46.60 0.0862 38.69 0.1088
2 3 15 45.46 0.0881 43.94 0.0995
2 5 20 51.99 0.0775 40.46 0.1057
2 5 25 54.75 0.0731 40.83 0.1050
2 5 30 55.07 0.0726 43.03 0.1011
2 3 50 59.48 0.0654 40.93 0.1049
Table 8.11: Performances of NARX models
Case Unit
Training Validation
Fit (%) NRMSE Fit (%) NRMSE
1 10 76.19 0.0391 53.28 0.0802
1 15 77.17 0.0373 57.37 0.0686
1 20 68.53 0.0517 54.86 0.0739
1 25 63.95 0.0586 50.37 0.0773
1 30 74.74 0.0419 53.72 0.0718
1 50 73.03 0.0434 53.59 0.0725
2 10 59.72 0.0611 47.75 0.0877
2 15 76.99 0.0368 52.53 0.0807
2 20 49.23 0.0885 42.97 0.1070
2 25 75.67 0.0379 49.06 0.0854
2 30 54.17 0.0707 47.08 0.0929
2 50 57.42 0.0726 45.58 0.1086
Table 8.12: Performances of GRU models
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Although the NARX soot models are trained at most 59% and the models are
validated with at most 47% fit accuracy, training performances of GRU models
are able to reach up to 77%, corresponding validation performances exceeds 55%.
Furthermore, training and validation NRMSE values are around 0.037 and 0.069
in the selected GRU model, however, NRMSE values are always above 0.65 for
training and validation of NARX models. The best results of GRU structure for
both cases are achieved when the number of units is selected as 15.
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Figure 8.31: Prediction performances of the models with 15 units (Case 1)
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Figure 8.32: Prediction performances of the models with 15 units (Case 2)
Time plots of NARX and GRU models with 15 units are depicted in Figures 8.31
and 8.32. Since the number of input regressors and the pure time delay between in-
puts and output are pre-defined and can not be adjusted during parameter estima-
tion in a NARX structure, the predictions of NARX models are highly oscillatory
and their accuracies are not good at steady-state operating points compared to
transient sections. Furthermore, it is not easy to determine the model parameters
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that result in a smooth response by fixing these values, particularly in soot emis-
sions modeling. However, the predictions of GRU models are smoother thanks to
the gated structure which enables the model to adjust the effects of former input
signals adaptively with update and reset gates. Moreover, the prediction accura-
cies of GRU models are better on both steady-state and transient sections of test
cycles. In Figure 8.31(b), it is seen that the prediction performance of GRU model
in the first 10 minutes is inadequate because the engine works in its idle state with
speed less than or equal to 1000 rpm, and soot emission dynamics differ in this
speed range. In order to increase the prediction performances, separate models
for different ranges of engine speed can be trained.
LSTM structure is much more complex than GRU with additional gates (Sec-
tion 7.2). This kind of structures are suitable to model “big data”. Therefore,
performed all tests (1 - 4) are merged and used in training of LSTM soot model
(Figure 4.9). Number of the unit used in LSTM structure was also set to 15 as
in the case of GRU models. During the optimization process fixed learning rate
(0.01) was utilized and models were converged after around 5000 – 10000 iter-
ations. After several trials with changing different input sets, unit number and
learning strategies, parameters were tuned, and the best model obtained is pre-
sented in Table 8.13. Signals of SPD, QNT, RailP, miSOI, EQVR and IntO2R
parameters were included in the input set for this model.
Test Unit Training NEDC WLTC
1+2+3+4 15 71,08 50,23 53,99
Table 8.13: Performances of LSTM soot model with merged data
Training, NEDC and WLTC validation accuracies of the model are 71%, 50% and
54%, respectively. Model responses in time plots are presented in Figure 8.33 –
8.41. The experimental results are quite satisfactory and unique in the as a global
soot emission modeling which achieves above 50% validation accuracies in both
steady-state and transient cycles. Figures 8.33 – 8.41 illustrates that obtained soot
responses are quite smooth and the cumulative errors are always less than or equal
to 10%, which makes it possible to utilize such structure in optimization-oriented
tasks.
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Figure 8.33: Training performance of the LSTM soot model
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Figure 8.34: Zoomed version of Figure 8.33
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Figure 8.35: Cumulative training response of the model
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Figure 8.36: NEDC validation performance of the LSTM soot model
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Figure 8.37: Zoomed version of Figure 8.36
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Figure 8.38: Cumulative NEDC validation response of the model
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Figure 8.39: WLTC validation performance of the LSTM soot model
0.8
0.6
0.4
0.2
0.0
s
o
o
tL
5000 6000 7000 8000 9000 10000
Time (Samples)
Zoomed Version
WLTC
Modeled
Figure 8.40: Zoomed version of Figure 8.39
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Figure 8.41: Cumulative WLTC validation response of the model
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Test 5 (Figure 4.17) was also utilized in the training of LSTM soot models. Since
the working conditions of that experiment were quite different than Test 1 - 4,
WLTC and NEDC validation cycles were not utilized in the validation of the
models obtained by that experiment with 30 points. Therefore, 10 of 30 operation
points were chosen for validation purposes in two different ways such as selecting
randomly or selecting from the boundary of the intended region of operations
(Figure 8.30). It has been noticed that the validation set in Case 2 is much more
challenging that Case 1 due to data from the boundaries.
Different combinations of input channels such as SPD, QNT, MAP, MAF, miSOI,
RailP, EQVR, IntO2R and PMax were investigated in the modeling of logarith-
mically normalized soot emissions. Finally, the input set including SPD, QNT,
RailP, miSOI EQVR and IntO2R was decided. After the trials of several modeling
parameters such as the number of unit and iterations, the best of the obtained
models for both cases are tabulated in Table 8.14.
Test Unit Training Validation
5 - Case 1 15 78,93 64,54
5 - Case 2 15 72,01 60,83
Table 8.14: Performances of LSTM soot model with Test 5
Training and validation accuracies of the models are above 70% and 60%, respec-
tively. Cumulative error in the performance graphs are consistently below 10%.
Figures 8.42 - 8.53 presents the training and the validation performances of these
models.
It should be noted that this work explores the possibility of employing a GRU or
LSTM network in soot emissions modeling for an extensive range of engine speeds.
We do not claim any optimality regarding structure of the network used in this
work. Therefore obtained results are not optimal in any sense, however they are
satisfactory when compared to the existing results in the literature.
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Figure 8.42: Training performance of LSTM soot model (T5 - Case 1)
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Figure 8.43: Zoomed version of Figure 8.42
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Figure 8.44: Cumulative training response of the model (T5 - Case 1)
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Figure 8.45: Validation performance of soot model (T5 - Case 1)
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Figure 8.46: Zoomed version of Figure 8.45
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Figure 8.47: Cumulative validation response of the model (T5 - Case 1)
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Figure 8.48: Training performance of LSTM soot model (T5 - Case 2)
1.0
0.8
0.6
0.4
0.2
0.0
s
o
o
tL
36000 37000 38000 39000 40000 41000
Time (Samples)
Zoomed Version
Training 
Modeled
Figure 8.49: Zoomed version of Figure 8.48
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Figure 8.50: Cumulative training response of the model (T5 - Case 2)
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Figure 8.51: Validation performance of soot model (T5 - Case 2)
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Figure 8.52: Zoomed version of Figure 8.51
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Figure 8.53: Cumulative validation response of the model (T5 - Case 2)
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8.3 Implementation Details
NFIR and the variants of NARX models developed in this thesis have been imple-
mented by using MATLAB’s System Identification Toolbox. Optimization runs
for 20 iteration steps, and the obtained model is evaluated with training and vali-
dation tests. The last estimated model is utilized as an initial model for the next
estimation up to 100-120 iterations. Total execution times of the presented in-
dicated torque and NOx emission models are tabulated in Table 8.15 and Table
8.16, respectively.
Experiment nb Unit Iteration Execution Time Figure
1 8 9 80 ∼5.6 min. 8.8
2 3 8 40 <1 min. 8.9
3 5 9 80 ∼3.4 min. 8.10
4 3 11 80 ∼4 min. 8.11
1+2 5 8 80 ∼2.6 min. 8.12
2+3 3 10 60 ∼3.1 min. 8.13
Table 8.15: Execution times of the indicated torque models
Experiment nb Unit Iteration Execution Time Figures
1 5 15 60 ∼4.3 min. 8.20
2 6 6 60 ∼2.7 min. 8.21
3 6 9 60 ∼10.4 min. 8.22
4 5 8 40 ∼4.8 min. 8.23
1+2 6 15 40 ∼7.4 min. 8.24,8.25
1+2 5 9 40 ∼2.7 min. 8.26,8.27
1+2 8 12 60 ∼13.4 min. 8.28,8.29
Table 8.16: Execution times of the NOx emission models
GRU and LSTM based soot models have been implemented in Python environ-
ment by using several libraries such as Tensorflow, Numpy, Scipy, Matplotlib and
Pandas. When compared to NFIR and NARX models, there are more parameters
to be estimated, and the back-propagation of the models are much more complex
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in GRU and LSTM models. Furthermore, the number of the samples in the train-
ing set is higher than the NARX models due to the need for larger datasets. All
these factors increase the execution time dramatically to several hours.
Training data was separated into several mini-batches. Each of the mini-batch
was utilized once in regular turn for every iteration. When every mini-batch was
employed in training for one epoch, the sequence of the mini-batches starts again
from the beginning. Models were evaluated with training and validation tests,
and the parameters were saved for every 2-5 epochs. Total execution times of the
presented GRU and LSTM based soot emission models are tabulated in Table 8.17
and Table 8.18, respectively.
Model Case Epoch Execution Time Figures
GRU 1 1460 ∼7.1 hours 8.31
GRU 2 1490 ∼7.2 hours 8.32
LSTM 1 1575 ∼16.2 hours 8.42 - 8.47
LSTM 2 1490 ∼11.4 hours 8.48 - 8.53
Table 8.17: Execution times of the GRU and LSTM based soot models with
Test 5
Model Test Epoch Execution Time Figures
LSTM 1+2+3+4 176 ∼11.3 hours 8.33 - 8.41
Table 8.18: Execution times of the LSTM based soot model with combined
tests
Developed codes in this thesis have been executed in a workstation with Intel(R)
Xeon(R) CPU E5-1650 processor which operates at 3.50 GHz speed, and has a 32
GB RAM.
Chapter 9
Concluding Remarks and Future
Work
In this thesis, optimization-oriented high fidelity nonlinear dynamic models are
developed for heavy-duty diesel engine torque and combustion emissions. In order
to reduce the testing time and achieve high validation performances under both
steady-state and transient cycles, a new design of experiments is proposed where
input channels are excited by chirp signals with varying frequency profiles in terms
of the number and directions of the sweeps.
To attain accurate indicated torque predictions, estimations of loss torques such
as friction, pumping and inertia, and the torque measured from the engine dy-
namometer are utilized in a nonlinear finite impulse response (NFIR) model.
Steady-state and transient validation performances of the obtained indicated torque
models are entirely satisfactory to use them in a dynamic calibration process with
around 94% and 87% accuracies, respectively.
Nonlinear modeling of diesel engine NOx emissions based on sigmoid NARX mod-
els is proposed with different variations in terms of the input regressor selection
and the utilization of output feedback. Furthermore, sensitivity analysis of the
models to parameter changes is conducted by generating models for different val-
ues of parameters and a parameter selection method using an easy-to-interpret
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map is proposed. The map can be a convenient means to select the required pa-
rameters for diesel engine NOx emissions modeling with limited testing time in
powertrain development. Experimental results show that the steady-state and the
transient validation accuracies for the majority of the obtained models are higher
than 80% and 70%, respectively. The accuracies of the selected best models are
sufficiently high for calibration development purposes. Using these models, en-
gineers can employ optimization routines to calibrate Fuel-Air control setpoint
functions automatically. Since the purpose of the developed models is calibration
optimization, having a model that offers good sensitivity to variation in combus-
tion inputs is very important. Currently, this model development process is not
considered as a potential replacement for physical NOx sensors.
Finally, a new data-driven modeling of diesel engine soot formation using the gated
recurrent unit (GRU) and long short term memory (LSTM) networks are intro-
duced as an alternative to classical NARX type recurrent structures which are
insufficient to generate accurate and smooth soot predictions. Utilization of a log-
arithmic normalization on soot measurements in the parameter estimation process
reduces model sensitivity to sudden variations in soot measurements and increases
the modeling accuracies. Prediction performances of GRU based soot models
are quite satisfactory. GRU models are trained and validated with the accura-
cies above 70% and 50%, respectively. GRU soot models surpass the traditional
NARX based models in both steady-state and transient test cycles. Moreover, a
soot model with 71% training, 50% NEDC (steady-state) and 54% WLTC (tran-
sient) validation accuracies was obtained for the first time using LSTM structure.
As a future work, a global LSTM based modeling approach which involves the
diesel engine torque and all combustion emissions is targetted. It is believed that
some further modifications in an LSTM structure such as changing the architec-
tures of the gates adaptively or using multiple LSTMs in series/parallel configura-
tions according to input types will capture more dynamical relations and increase
the modeling accuracies of challenging processes like soot emissions.
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