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Introduction ge´ne´rale
De nos jours, la mode´lisation nume´rique pour la simulation des proce´de´s de mise en forme
des mate´riaux occupe une place incontestable et incontournable dans la re´alisation et la fabrica-
tion de produits de haute qualite´ devant re´pondre a` des prix compe´titifs sur le marche´ europe´en
et international. C’est pourquoi, afin de re´duire les couˆts d’expe´rimentation, de fabrication et
d’outillages, les de´partements de recherche et de´veloppement au sein des industries de forgeage
ont de plus en plus recours aux outils de la simulation nume´rique.
La de´termination de l’e´volution de la tempe´rature dans les pie`ces et dans les outils est in-
dispensable a` la mode´lisation correcte de tout proce´de´ de mise en forme. Les phe´nome`nes ther-
miques, comme l’e´chauffement, le refroidissement doivent eˆtre correctement calcule´s et pre´dits,
avec la plus grande pre´cision. Malheureusement, ce n’est pas toujours le cas et cette pre´cision
s’ave`re d’autant plus de´licate et primordiale lorsque des couplages thermome´caniques tre`s com-
plexes sont pris en compte.
La de´termination pre´cise des champs de tempe´rature dans une pie`ce, aussi bien au cours
du proce´de´ de forgeage que lors de traitements thermiques, est souvent un facteur cle´ pour
la pre´vision des caracte´ristiques finales de la pie`ce. De meˆme, la connaissance des tempe´ratures
maximales atteintes en tout point des outils est ne´cessaire pour e´valuer puis optimiser leur dure´e
de vie.
Cadre industriel des travaux
Les travaux pre´sente´s ici s’inscrivent dans le cadre du projet Simulforge, finance´ par le mi-
niste`re de l’industrie et soutenu par l’Etat franc¸ais a` travers la Direction ge´ne´rale de l’industrie,
des Technologies de l’information et des Postes (DiGITIP) en faisant partie des 119 technologies
cle´s de 2005.
Ce grand projet national pluripartenaire a pour objectif d’ame´liorer un logiciel de simulation
sur l’ensemble du processus de forgeage de pie`ces me´talliques, en tenant compte de l’e´volution
du mate´riau au cours du processus : c’est le code e´le´ments finis 3D Forge 3©r, mode´lisant les
proce´de´s de mise en forme de pie`ces complexes, qui va be´ne´ficier de toutes ces modifications et
ame´liorations.
Recouvrant les domaines de recherche en me´tallurgie, me´canique et mode´lisation, Simul-
forge regroupe de nombreux partenaires industriels (Aubert & Duval, Snecma Moteurs, Set-
forge, Ascoforge, Usinor Industeel, Estamfor, PSA, SNR Roulements,...), plusieurs laboratoires
de recherche dont le CEMEF (Centre de Mise en Forme des Mate´riaux), avec la collaboration
du Centre Technique des Industries Me´caniques (CETIM) et de la socie´te´ d’e´ditions de logi-
ciels Transvalor (valorisant les de´veloppements nume´riques des doctorants du CEMEF en les
inte´grant dans une version commercialise´e de Forge 3©r ).
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Six groupes d’e´tude (Ge) constituent ce consortium dont le Ge 6, ayant pour but de controˆler
la pre´cision au sens large de Forge 3©r, avec plusieurs programmes, tels que l’analyse de sensibilite´
[Laroussi 2003] ou encore l’adaptation du remaillage a` l’aide d’estimateur d’erreur [Bousseta 2005].
L’un de ces programmes, axe´ sur l’ame´lioration de la re´solution de l’e´quilibre thermique, fait
l’objet de ma the`se.
Logiciel Forge 3©R monocorps
Le CEMEF a de´veloppe´ et continue encore aujourd’hui le de´veloppement de deux codes de
simulation nume´rique du forgeage : Forge 2©r pour des cas bidimensionnels et Forge 3©r pour des
cas tridimensionnels. Une premie`re version industrielle de Forge 3©r fit son apparition en 1991.
Aujourd’hui, il existe deux versions distinctes :
– la version monocorps qui suit uniquement les e´volutions thermiques et les de´formations
dans la pie`ce, les outils sont inde´formables.
– la version multicorps qui suit a` la fois les e´volutions thermiques et les de´formations dans
la pie`ce et les outils devenus de´formables.
Les proce´de´s industriels auxquels se destine Forge 3©r sont les suivants :
– Les proce´de´s de forgeage qui consiste en l’e´crasement de lopins me´talliques pour leur donner
une forme ge´ome´trique complexe par de´formation plastique. Suivant la tempe´rature, on
distingue :
∗ Le forgeage a` chaud pour une tempe´rature supe´rieure a` 0,5Tf , Tf la tempe´rature de
fusion du me´tal conside´re´.
∗ Le forgeage a` tie`de et mi-chaud pour une tempe´rature voisine de 0,3Tf .
∗ Le forgeage a` froid qui se fait a` tempe´rature ambiante.
– Les proce´de´s de mise en forme assimilables au forgeage tels que le matric¸age, l’estampage
ou encore le laminage.
– Les traitements thermiques par le processus de trempe.
– L’emboutissage.
– L’hydroformage.
– L’extrusion.
– Le formage superplastique.
– Le soudage.
– etc...
Contexte initial - Etat de l’art
Au moment ou` cette the`se est lance´e, la fiabilite´ du solveur thermique de Forge 3©r est re-
mise en cause sur diverses simulations (proble`me de dimensionnement de la pie`ce, souvent tre`s
complexe et de taille massive, choix du maillage de la pie`ce, proble`me de frottement et donc
de re´chauffement dans les zones de contact entre la pie`ce et les outils,...).En effet, l’approche
actuelle est une formulation de type Galerkin mise en oeuvre par [Soyris 1990] ou` l’inconnue
est la tempe´rature. Cette formulation est e´conomique en temps de calcul lorsqu’il n’y a pas de
choc thermique. En revanche, lorsqu’une pie`ce chaude entre en contact avec un outil froid, des
oscillations non physiques de la tempe´rature sont observe´es. On aurait alors besoin d’introduire
des tailles de maille extreˆmement re´duites au voisinage de l’interface, non re´alistes actuellement
pour des pie`ces 3D de grande envergure. Les reme`des actuellement pre´conise´s (me´thodes stabi-
lise´es) pour e´viter ces oscillations ne garantissent cependant pas une bonne pre´cision. Il apparaˆıt
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donc souhaitable de s’orienter vers une formulation mixte en tempe´rature et en flux de chaleur
de´veloppe´e par [Pichelin 1998].
Des de´veloppements re´cents du CEMEF dans le domaine de la simulation des phe´nome`nes
thermiques ont e´te´ effectue´s dans le cadre de la the`se de Charles Aliaga [Aliaga 2000] pour la
simulation des traitements thermiques (figure 1.a) ainsi qu’au cours de la the`se d’Olivier Jaouen
[Jaouen 1998] pour la simulation du refroidissement des pie`ces en fonderie. En particulier, la
simulation de la trempe met en jeu des difficulte´s nume´riques lie´es a` la nature de forts gradients
thermiques implique´s (pie`ce tre`s chaude plonge´e dans un bain de trempe, a` tempe´rature bien
plus froide). C’est pourquoi des me´thodes nume´riques ont e´te´ de´veloppe´es pour stabiliser les
chocs thermiques.
Ces ame´liorations n’ont cependant e´te´ valide´es que dans le cadre des traitements thermiques,
c’est a` dire en pre´sence de faibles de´formations ne ne´cessitant pas de remaillage me´canique et
sans contact avec les outils. Il s’agit donc dans ce travail de the`se d’adapter les de´veloppements
re´cents dans le domaine de la simulation des effets thermiques au proce´de´ de forgeage a` chaud
(figure 1.b).
Fig. 1 – Couplage thermome´canique: a) Trempe, b) Forgeage.
Objectifs des travaux de the`se
L’ame´lioration des calculs thermiques dans le logiciel Forge 3©r devra tenir compte des forts
couplages entre la me´canique, la thermique, les proble`mes de maillage et de chocs thermiques.
Cette ame´lioration, qui pourra par la suite s’adapter a` d’autres codes de mise en forme, devra
a` la fois concerner les simulations de proce´de´s de forgeage mais e´galement les e´tapes de traite-
ments thermiques. Cela sous-entend de conside´rer des chocs thermiques importants et de petites
de´formations pour les traitements thermiques (figure 1.a), mais aussi des grandes de´formations,
le contact avec les outils (et donc le couplage me´canique) ainsi que les couplages de transferts
thermiques entre la pie`ce et les outils pour le forgeage (figure 1.b).
L’objectif de cette the`se consiste donc principalement a` mettre au point une me´thode de
re´solution des e´quations thermiques avec un bon compromis entre la pre´cision et le temps de
calcul, tout en tenant en compte de forts couplages me´caniques qui proviennent de la re´solution
de l’e´quilibre me´canique. Autrement dit, la re´solution thermique sera couple´e fortement avec la
re´solution de l’e´quilibre me´canique.
Ce programme de the`se devra permettre, a` terme, d’avoir la possibilite´ de choisir entre divers
solveurs thermiques nume´riques suivant les besoins de l’utilisateur en pre´cision et/ou temps de
calcul.
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Structure de l’expose´
Quatre chapitres composent ce manuscrit.
• Le premier chapitre (p. 5) sera consacre´ a` la mode´lisation et a` la formulation du
proble`me thermique instationnaire que l’on souhaite re´soudre, avec un seul champ in-
connu la tempe´rature. La re´solution nume´rique de ce proble`me sera ensuite aborde´e par
l’approche classique de Galerkin. La litte´rature, tre`s riche dans ce domaine, nous permettra
de faire un tour d’horizon des diffe´rentes techniques de re´solution, d’e´tablir une comparai-
son approfondie de certaines d’entre elles et d’opter pour une e´criture mixte du proble`me
thermique.
Les deux chapitres suivants s’orienteront vers la re´solution nume´rique de ce proble`me ther-
mique mixte instationnaire en tempe´rature et flux de chaleur, avec le de´veloppement et
l’imple´mentation de trois mode`les nume´riques.
• Le deuxie`me chapitre (p 53) de´crira deux mode`les base´s sur la me´thode de Galerkin
Discontinue et l’e´le´ment fini constant P0. Nous adapterons, dans un premier temps, le
sche´ma Taylor Galerkin explicite (TGD), introduit par [Pichelin-Coupez 1999] puis repris
par [Aliaga 2000] pour la trempe d’acier, au cas du proce´de´ de forgeage en rajoutant prin-
cipalement la prise en compte des transferts thermiques au niveau des faces en contact
entre la pie`ce et les outils et la de´formation de la pie`ce par l’estimation du terme source,
tous deux concerne´s par la re´solution couple´e thermome´canique. Puis, nous ame´liorerons
le sche´ma TGD en introduisant une formulation spatiale plus pre´cise (inspire´e des travaux
de [Batkam-Coupez 2001] avec l’e´le´ment fini plus local P+0 ) et une formulation temporelle
plus rapide (avec la possibilite´ de choisir de grands pas de temps avec le sche´ma d’Euler
implicite), que l’on nommera le mode`le Gdimp. Le TGD sera ensuite compare´ a` cette
nouvelle formulation implicite en termes de pre´cision et de temps de calculs.
• Le troisie`me chapitre (p 115) e´voquera toute l’e´laboration ainsi que l’ensemble des va-
lidations (sur des cas analytiques purement thermiques) de notre formulation, la formula-
tion Mixte continue implicite. Pour re´soudre ce type de proble`me thermique instationnaire,
cette formulation sera base´e sur l’e´le´ment fini mixte line´aire te´trae´dral P1/P1 et sur un
sche´ma temporel a` caracte`re implicite.
• Enfin, le quatrie`me chapitre (p 175) prendra en compte le couplage thermome´canique,
se produisant au cours des diverses e´tapes de la mise en forme des mate´riaux par le
proce´de´ de forgeage a` chaud. La nature du couplage sera alors de´finie apre`s avoir de´taille´ les
e´quations re´gissant le proble`me me´canique relatif au forgeage et les me´thodes de re´solution.
Pour terminer ce chapitre, nous pre´senterons des re´sultats de validations de la me´thode
mixte continue sur des cas simples de forgeage ainsi que des applications industrielles,
conforme´ment aux objectifs du Ge 6.
Au cours des trois derniers chapitres, des cas de validations et des applications industrielles
plus ou moins acade´miques seront applique´s sur les trois mode`les. Pour achever ce travail, une
synthe`se sera effectue´e en vue de de´terminer la me´thode la plus pre´cise qu’il faudra utiliser pour
chaque type de proble`mes que l’on rencontrera au cours de la mise en forme des me´taux.
5Chapitre 1
Pre´sentation du mode`le thermique
instationnaire
Ce premier chapitre est entie`rement de´die´ a` la mode´lisation, puis a` la re´solution du proble`me
thermique instationnaire, ayant pour seule inconnue la tempe´rature.
Pour ce faire, nous nous inte´ressons a` l’ensemble des e´quations et conditions ne´cessaires
a` la mode´lisation ”ge´ne´rale et globale” du proble`me thermique instationnaire, et plus parti-
culie`rement a` la version adapte´e pour simuler le proce´de´ de forgeage a` chaud. Une description
lagrangienne du mode`le thermique instationnaire sera alors conside´re´e pour l’utilisation du code
e´le´ments finis 3D Forge 3©r.
Dans une seconde partie, ce proble`me est re´solu de manie`re classique par l’approche Galerkin
standard. Cependant cette dernie`re va ge´ne´rer des instabilite´s, partiellement estompe´es et lisse´es
lors de l’association avec la thermique asynchrone. C’est cette technique de re´solution qui est
actuellement implante´e dans la version monodomaine de Forge 3©r.
Enfin, une dernie`re partie, plus bibliographique, est consacre´e aux diverses techniques de
re´solutions des proble`mes de convection/diffusion. Apre`s avoir pris connaissance dans la litte´ratu-
re de ces me´thodes, qui ont bien suˆr, chacune, des particularite´s bien spe´cifiques et quelques
limitations, nous en pre´sentons les principales : les me´thodes stabilise´es, la me´thode de Taylor
Galerkin, la me´thode de Galerkin Discontinu. Toutes ces me´thodes vont se re´ve´ler plus efficaces
que la me´thode Galerkin standard.
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1.1 Mode´lisation lagrangienne du proble`me thermique
Dans cette premie`re partie, nous nous inte´ressons a` la mode´lisation du proble`me thermique
instationnaire, sous la forme lagrangienne. Le proble`me thermique que nous souhaitons re´soudre
est gouverne´ par l’e´quation de la chaleur munie de la loi de Fourier et d’un certain nombre de
conditions aux limites sur les frontie`res du domaine e´tudie´. Au cours de ce travail, nous verrons,
dans le cas du forgeage, que ces frontie`res peuvent eˆtre soit des surfaces libres, soit des surfaces
en contact avec un autre domaine.
1.1.1 Equations re´gissant le proble`me thermique instationnaire
De´crivons le proble`me thermique instationnaire tel qu’il a de´ja` e´te´ pre´sente´ par [Soyris 1990]
et plus re´cemment par [Aliaga 2000] au cours de leur travail de the`se. Partant du premier principe
de la thermodynamique [Suquet 1982], l’e´quation de la chaleur pourra eˆtre e´tablie sous certaines
hypothe`ses.
1.1.1.1 Equation de la chaleur
Soit Ω un domaine borne´ de IRd, (d e´tant la dimension, dans la pratique d = 2 ou 3) de
frontie`re Γ suffisamment re´gulie`re. Cette frontie`re se compose de quatre parties ouvertes dis-
jointes Γ1, Γ2 , Γ3 et Γ4 telles que Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4.
Le premier principe de la thermodynamique [Soyris 1990] permet d’exprimer l’e´quation de
conservation de l’e´nergie (1.1), traduisant le fait que l’e´nergie interne spe´cifique est due a` la
puissance dissipe´e par les efforts inte´rieurs (de´formations) et a` un apport de chaleur :
ρ
de
dt
= −div−→q + σ : ε˙ + r (1.1)
avec e l’e´nergie interne spe´cifique, ρ la masse volumique, −→q le vecteur flux de chaleur, σ le
tenseur de contraintes de Cauchy, ε˙ le tenseur taux de de´formation, r le terme volumique de
cre´ation de chaleur et
d
dt
=
∂
∂t
+−→v .−→∇ la de´rive´e particulaire.
Afin de pouvoir de´finir l’e´quation de l’e´nergie (1.1) en fonction de la tempe´rature, plusieurs
hypothe`ses simplificatrices sont faites :
– Le mate´riau est a` liaisons parfaites et on ne´glige toute transformation chimique ou physique
de la matie`re : l’e´nergie interne est alors suppose´e de´pendre de la tempe´rature absolue T
(e = e(T )) par l’interme´diaire de la capacite´ calorifique spe´cifique c du mate´riau :
de
dt
= c
dT
dt
(1.2)
– En ne´gligeant le terme volumique du taux de chaleur rec¸ue (r ' 0), la cre´ation d’e´nergie
est de´finie par :
w˙ = fp σ : ε˙(−→v ) et r = 0 (1.3)
ou` fp repre´sente la fraction de puissance de de´formations transforme´es en chaleur, comprise
entre 0,9 et 1. La puissance dissipe´e w˙ est connue puisque nous conside´rons le proble`me
thermique seul. Il n’en sera plus de meˆme lors de la re´solution couple´e thermome´canique
(cf chapitre 4) dans la mesure ou` w˙ est fonction du champ des contraintes σ et de la vitesse−→v . Le terme w˙ est donc en partie a` l’origine du couplage entre le proble`me thermique et
me´canique (cf p.189).
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En combinant (1.2) et (1.3), l’e´quation locale (1.1) s’e´crit alors sous la forme dite e´quation de
la chaleur :
ρ c
dT
dt
= ρ c
∂T
∂t
+ ρ c−→v .−−→∇T = −div−→q + w˙
↑ ↑ ↑ ↑ ↑
variation d’e´nergie variation d’e´nergie convection diffusion cre´ation
du point mate´riel au point fixe d’e´nergie d’e´nergie d’e´nergie
(1.4)
Cette e´quation (1.4) conside`re le transport (la convection), la diffusion et la dissipation de la
chaleur.
– Enfin, une repre´sentation lagrangienne e´tant utilise´e (code Forge 3©r) pour exprimer la
de´rive´e particulaire
(
d
dt
=
∂
∂t
)
, l’e´quation de la chaleur se met alors sous la forme re´duite
suivante :
ρ c
∂T
∂t
+ div−→q = w˙ (1.5)
1.1.1.2 Loi de Fourier
Dans le cas d’un milieu continu au repos, on peut e´tablir l’ine´galite´ ci-dessous :
−→q .−−→∇T ≤ 0 (1.6)
Par conse´quent, la chaleur ne peut se de´placer naturellement que dans le sens oppose´ a` celui de−−→∇T , autrement dit de´placement par diffusion d’un point a` haute tempe´rature vers un point a`
basse tempe´rature [Duvaut 1998].
La loi de Fourier 1.7 qui pre´conise une relation line´aire entre −→q et −−→∇T est donc bien en conformite´
avec (1.6) :
−→q = − IK −−→∇T (1.7)
IK repre´sente le tenseur du second ordre des conductivite´s thermiques. Si, de plus, le mate´riau
est conside´re´ comme isotrope, alors IK = k I1, et le mate´riau est caracte´rise´ par le scalaire k,
appele´ la conductivite´ thermique.
Nous faisons alors une dernie`re hypothe`se sur le mate´riau : nous supposons que le mate´riau
suit la loi de conduction isotrope de Fourier selon laquelle le flux de chaleur est proportionnel
au gradient thermique :
−→q = − k−−→∇T (1.8)
Ainsi, en injectant la loi de Fourier (1.8) dans le terme de diffusion div−→q de l’e´quation de la
chaleur (1.5), ce dernier se met sous la forme :
div−→q = − div( k−−→∇T ) (1.9)
Finalement, en remplac¸ant cette nouvelle expression du terme de diffusion (1.9) dans l’e´quation
de la chaleur re´duite (1.5), nous obtenons l’e´quation suivante :
ρ c
∂T
∂t
− div( k−−→∇T ) = w˙ (1.10)
C’est sous cette forme lagrangienne (1.10) que l’e´quation de la chaleur est re´solue dans le code
e´le´ments finis de Forge 3©r et c’est e´galement sous cette forme que nous la re´soudrons dans la
suite de ce chapitre (section 1.2).
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1.1.2 Conditions initiales et conditions aux limites spatio-temporelles
L’e´quation ge´ne´rale de la chaleur (1.10) est une e´quation aux de´rive´es partielles du se-
cond ordre en espace et du premier ordre en temps. La re´solution de cette e´quation permet
de connaˆıtre a` chaque instant la tempe´rature en tout point du mate´riau. Elle suppose toutefois
que la re´partition initiale de tempe´rature ainsi que les conditions aux limites (lois de variation
de la tempe´rature ou de ses de´rive´es) sur les frontie`res du domaine e´tudie´ soient de´finies afin
que le proble`me thermique soit correctement pose´ (et admette une solution unique).
1.1.2.1 Conditions initiales
La carte de tempe´rature a` l’instant initial est connue et se met sous la forme (1.11). Le champ
de tempe´rature peut eˆtre homoge`ne ou de´termine´ au pre´alable par un calcul ou des mesures :
T (x,0) = T0 ∀x ∈ Ω (1.11)
1.1.2.2 Conditions aux limites
Les conditions aux limites ge´ome´triques re´sultent des diffe´rents phe´nome`nes physiques de
transfert de chaleur. S’appliquant sur toute ou une partie de la surface exte´rieure Γ du do-
maine Ω e´tudie´ (de normale sortante −→n ), ces conditions aux limites sont de plusieurs types
[Agassant et al. 1996, Incropera-DeWitt 2001]. Nous nous contentons ici de pre´senter les plus
fre´quentes, traduisant le lien entre le milieu e´tudie´ (le mate´riau) et le milieu exte´rieur.
a) Condition de Dirichlet : tempe´rature impose´e
Correspondant au contact avec un corps parfaitement re´gule´ thermiquement, cette condition se
met sous la forme :
T = Timp sur Γ1 (1.12)
ou` Timp, fonction re´elle, repre´sente une tempe´rature impose´e sur le bord Γ1.
b) Condition de Neumann : flux impose´
Ge´ne´ralement cette condition s’assimile a` une paroi solide qui a une capacite´ d’e´vacuation (ou
d’apport) de calories donne´es. C’est le flux de chaleur qui est alors de´termine´ a` l’interface. Cette
condition, repre´sentant par exemple le contact avec un corps qui fournit un flux constant, s’e´crit
de la manie`re suivante :
−→q .−→n = − k−−→∇T .−→n = φimp sur Γ2 (1.13)
ou` φimp , fonction re´elle, repre´sente pour le proble`me thermique un flux de chaleur impose´ a`
travers la frontie`re Γ2.
Remarque 1.1 Si le flux est nul (φimp = 0), on parle alors de condition adiabatique; en d’autres
termes, la paroi Γ2 est isole´e.
Remarque 1.2 Le flux ne´gatif (φimp < 0) sugge`re un apport d’e´nergie a` la paroi contrairement
au flux positif (φimp > 0) qui induit une perte d’e´nergie a` la paroi.
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c) Conduction : e´change thermique entre le mate´riau et un outil
Elle se caracte´rise par un transfert thermique entre deux solides en contact; ce transfert se
produisant des zones les plus chaudes vers les zones les plus froides. Si au niveau de Γ3, le
mate´riau conside´re´ est en contact avec un corps solide (outil) de tempe´rature constante Tout, le
transfert re´pond a` la loi de Fourier qui s’e´crit :
−→q .−→n = − k−−→∇T .−→n = hcd (T − Tout) sur Γ3 (1.14)
ou` hcd est le coefficient de transfert thermique de conduction entre les deux mate´riaux.
d) Convection/Rayonnement : e´change thermique entre le mate´riau et l’air
Un phe´nome`ne de convection se produit quand un solide (ou fluide tre`s visqueux) est
en contact avec un fluide (gaz ou liquide fluide). Autrement dit, ces transferts thermiques ont
lieu soit entre un solide et un liquide, soit entre un solide et l’air, soit entre un liquide et l’air.
C’est donc le cas d’un mate´riau en contact avec un fluide dont les particules sont libres de se
de´placer.
La loi couramment admise est la meˆme que pour la conduction : c’est une loi re´pondant a` la loi
de Fourier :
−→q .−→n = − k−−→∇T .−→n = hcv (T − Tf ) sur Γ4 (1.15)
ou` hcv est le coefficient de transfert thermique de convection entre le mate´riau et le fluide et Tf
la tempe´rature moyenne du fluide, suppose´e constante.
Le rayonnement, quant a` lui, est le dernier mode de transfert de chaleur : ”tout corps
chaud e´met de l’e´nergie dans toutes les directions”. Etablies par Stefan et Boltzmann, les lois
de rayonnement permettent d’exprimer le flux de rayonnement e´change´ entre la surface Γ4 et le
milieu qui entoure Γ4. Nous choisissons une approximation de l’une de ces lois qui se met sous
la forme tre`s simplifie´e :
−→q .−→n = r σr (T 4 − T 4ext) sur Γ4 (1.16)
ou` Text est la tempe´rature exte´rieure, r l’e´missivite´ du corps conside´re´ (toujours comprise entre
0 et 1) et σr la constante de Stefan fixe´e a` σr = 5.66961 10−8kg.s−3.K−4.
En somme, lorsque des transferts thermiques se produisent entre le mate´riau et l’air a` travers
la surface Γ4, ces transferts seront a` la fois mode´lise´s par un phe´nome`ne de convection et de
rayonnement e´mis par le domaine. Ces deux modes de transfert peuvent alors se regrouper en
une seule condition. Nous optons pour une e´criture simplifie´e, type loi de Fourier, avec :
−→q .−→n = − k−−→∇T .−→n = h (T − Text)
h = hcv + hr sur Γ4
hr = r σr (T + Text) (T 2 + T 2ext)
(1.17)
ou` h, hcv et hr sont respectivement les coefficients de transfert thermique global, de convection
et de rayonnement, Text la tempe´rature exte´rieure (suppose´e constante), r l’e´missivite´ du corps
conside´re´, σr la constante de Stefan et T la tempe´rature du mate´riau.
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1.1.2.3 Cine´matique du proble`me thermique
Un proble`me ge´ne´ral de thermique peut tre`s bien avoir des conditions aux limites mixtes.
La figure 1.1 repre´sente les diffe´rents types de conditions aux limites rencontre´es :
- Le corps Ω est soumis a` une tempe´rature Timp constante sur Γ1, a` une densite´ de source
de chaleur Φimp sur Γ2.
- Des transferts thermiques ont e´galement lieu entre le corps et un outil a` travers Γ3 (conduc-
tion) et entre le corps et l’air a` travers Γ4 (convection/rayonnement).
Fig. 1.1 – Conditions aux limites mixtes du proble`me thermique.
1.1.3 Formulation classique : une inconnue la tempe´rature
Re´sumons, ci-dessous, les e´quations re´gissant le proble`me thermique instationnaire avec la
tempe´rature T pour seule inconnue :

ρ c
∂T
∂t
− div (k−−→∇T ) = w˙ dans Ω×]0,t[ e´quation de la chaleur
T (x,0) = T0 ∀x ∈ Ω condition initiale
T = Timp sur Γ1×]0,t[ condition de Dirichlet
− k−−→∇T .−→n = φimp sur Γ2×]0,t[ condition de Neumann
− k−−→∇T .−→n = hcd (T − Tout) sur Γ3×]0,t[ condition de conduction − k
−−→∇T .−→n = h (T − Text) sur Γ4×]0,t[
h = hcv + hr
hr = r σr (T + Text) (T 2 + T 2ext)
condition de conv/rayt
(1.18)
Le proble`me (1.18) repre´sente la formulation forte du proble`me thermique instationnaire,
constitue´e de l’e´quation de la chaleur combine´e a` la loi de Fourier (1.10) ainsi que des conditions
initiales (1.11) et aux limites (1.12)-(1.14) et (1.17).
Le proble`me thermique e´tant de´crit, on se propose de le re´soudre dans la partie suivante
a` l’aide de diffe´rentes me´thodes nume´riques ayant chacune des particularite´s bien spe´cifiques.
Avant cela, le proble`me thermique spe´cifique au proce´de´ de forgeage a` chaud est formule´.
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1.1.4 Equations de la thermique adapte´es a` la simulation du proce´de´ de for-
geage
Dans le cas du forgeage a` chaud, certaines grandeurs spe´cifiques au proce´de´ sont a` pre´ciser
pour re´soudre l’e´quation de la chaleur (1.10). Tout d’abord, il faut exprimer le terme source w˙
lie´ a` la loi de comportement (cf chapitre 4). Ensuite, il faut de´finir les conditions aux limites
thermiques qui sont dans ce cas de deux types.
1.1.4.1 Sur les faces en contact avec les outils
Il y a simultane´ment une condition de contact statique et une condition de contact dynamique
sur la face en contact Γc .
– La condition de contact statique est responsable d’un flux de conduction correspondant
au contact de deux corps immobiles de tempe´rature diffe´rente.
– La condition dynamique impose´e par le frottement correspond au contact de deux corps
en mouvement relatif.
Autrement dit, pour caracte´riser les conditions aux limites sur les faces en contact, il faut
superposer ces deux conditions pour e´tablir le phe´nome`ne re´sultant :
−→q .−→n = − k−−→∇T .−→n = hcd (T − Tout) − bm
bm + bout
αK ‖∆νt‖p+1 sur Γc (1.19)
ou` hcd est le coefficient thermique de conduction, bm =
√
km ρm cm l’effusivite´ du mate´riau et bout
l’effusivite´ de l’outil, K la consistance du mate´riau, ∆νt la vitesse de glissement a` l’interface et α
caracte´rise le frottement. Cette condition (1.47) interviendra lors du couplage avec la re´solution
du proble`me me´canique (cf chapitre 4) comme la formulation du terme source w˙.
1.1.4.2 Sur les faces libres
Il y a un flux de convection et un flux de rayonnement repre´sente´s par la condition (1.17)
sur la surface Γl.
1.1.4.3 Re´capitulatif
Le proble`me (1.20) repre´sente la formulation forte du proble`me thermique instationnaire
associe´e au proce´de´ de forgeage a` chaud : il est constitue´ de l’e´quation de la chaleur combine´e a`
la loi de Fourier (1.10) et a` loi de comportement pour le terme source ainsi que des conditions
initiales (1.11) et aux limites (conductives (1.19) pour les surfaces en contact avec les outils et
convectives/radiatives (1.17) pour les faces libres).
ρ c
∂T
∂t
− div (k−−→∇T ) = w˙ dans Ω×]0,t[
T (x,0) = T0 ∀x ∈ Ω
− k−−→∇T .−→n = hcd (T − Tout) − bm
bm + bout
αK ‖∆νt‖p+1 sur Γc×]0,t[
 − k
−−→∇T .−→n = h (T − Text)
h = hcv + hr
hr = r σr (T + Text) (T 2 + T 2ext)
sur Γl×]0,t[
(1.20)
12 CHAPITRE 1. PRE´SENTATION DU MODE`LE THERMIQUE INSTATIONNAIRE
1.2 Re´solution nume´rique du proble`me thermique
Dans cette partie, le proble`me thermique instationnaire (1.18) est re´solu de manie`re clas-
sique a` l’aide de la me´thode des e´le´ments finis [Zienkiewicz-Taylor 1989], [Ern-Germond 2000],
[Thome´e 1997]. Suivra ensuite une discussion concernant les limitations de cette me´thode de
re´solution et des techniques possibles d’ame´liorations.
1.2.1 Re´solution classique : la me´thode Galerkin standard
On rappelle brie`vement l’approche Galerkin standard utilise´e pour re´soudre le proble`me
thermique a` une seule inconnue la tempe´rature.
1.2.1.1 Formulation variationnelle
Afin de formuler dans un sens faible le proble`me thermique instationnaire (1.18), nous
conside´rons l’espace V des fonctions tests ϕ s’annulant sur Γ1 (condition de Dirichlet). En
multipliant (1.10) par ϕ et en inte´grant sur le domaine Ω, il vient :∫
Ω
ρ c
∂T
∂t
ϕ dΩ −
∫
Ω
div (k
−−→∇T )ϕ dΩ =
∫
Ω
w˙ ϕ dΩ ∀ϕ ∈ V (1.21)
En effectuant une inte´gration par parties sur la deuxie`me inte´grale du terme de gauche de (1.21),
on obtient :∫
Ω
div (k
−−→∇T )ϕ dΩ =
∫
Γ
k
−−→∇T .−→n ϕ dΓ −
∫
Ω
k
−−→∇T . −→∇ϕ dΩ ∀ϕ ∈ V (1.22)
D’autre part, les diverses conditions aux limites applique´es sur des parties de la frontie`re Γ
permettent de de´composer l’inte´grale surfacique en trois sous-inte´grales et d’en de´duire :∫
Γ
k
−−→∇T .−→n ϕ dΓ =
∫
Γ2
k
−−→∇T .−→n ϕ dΓ +
∫
Γ3
k
−−→∇T .−→n ϕ dΓ +
∫
Γ4
k
−−→∇T .−→n ϕ dΓ
= −
∫
Γ2
φimp ϕ dΓ2 −
∫
Γ3
hcd (T − Tout)ϕ dΓ3 −
∫
Γ4
h (T − Text)ϕ dΓ4 ∀ϕ ∈ V
(1.23)
Finalement, la formulation faible de l’e´quation de la chaleur s’exprime comme suit :∫
Ω
ρ c
∂T
∂t
ϕ dΩ +
∫
Ω
k
−−→∇T .−→∇ϕ dΩ +
∫
Γ3
hcd T ϕ dΓ3 +
∫
Γ4
hT ϕ dΓ4
=
∫
Ω
w˙ ϕ dΩ −
∫
Γ2
φimp ϕ dΓ2 +
∫
Γ3
hcd Tout ϕ dΓ3 +
∫
Γ4
hText ϕ dΓ4 ∀ϕ ∈ V
(1.24)
Introduisons alors des espaces fonctionnels ade´quats tels que :
L2(Ω) =
{
w,
∫
Ω w
2 dΩ <∞
}
H1(Ω) = T =
{
w ∈ L2(Ω),∇w ∈ [L2(Ω)]d
}
On rappelle que l’espace (L2(Ω),‖ ‖0) est muni de son produit scalaire (u,v)Ω =
∫
Ω
u v dΩ et
que L2(0,t; T ) est l’ensemble des fonctions de carre´ inte´grable sur ]0,t[ a` valeurs dans T .
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Ainsi, en posant :
a(u, v) =
∫
Ω
k
−→∇u.−→∇v dΩ +
∫
Γ3
hcd u v dΓ3 +
∫
Γ4
hu v dΓ4
l(v) =
∫
Ω
w˙ v dΩ −
∫
Γ2
φimp v dΓ2 +
∫
Γ3
hcd uout v dΓ3 +
∫
Γ4
huext v dΓ4
(1.25)
la formulation faible associe´e au proble`me thermique (1.18) s’e´crit :
Trouver T ∈ L2(0,t; T ) tel que :(
∂T
∂t
, ϕ
)
Ω
+ a(T, ϕ) = l(ϕ) ∀ϕ ∈ H1(Ω) . (1.26)
Remarque 1.3 En conside´rant la formulation eule´rienne de l’e´quation de la chaleur, le terme
volumique de la de´rive´e temporelle de la tempe´rature se de´compose en deux termes :∫
Ω
ρ c
dT
dt
ϕ dΩ =
∫
Ω
ρ c
∂T
∂t
ϕ dΩ +
∫
Ω
ρ c−→v .−−→∇T ϕ dΩ ∀ϕ ∈ V (1.27)
En re´effectuant une inte´gration par parties sur le terme volumique de la diffusion de (1.27), on
obtient pour ∀ϕ ∈ V :∫
Ω
ρ c
∂T
∂t
ϕ dΩ +
∫
Ω
ρ c−→v .−−→∇T ϕ dΩ +
∫
Ω
k
−−→∇T .−→∇ϕ dΩ +
∫
Γ3
hcd T ϕ dΓ3 +
∫
Γ4
hT ϕ dΓ4
=
∫
Ω
w˙ ϕ dΩ −
∫
Γ2
φimp ϕ dΓ2 +
∫
Γ3
hcd Tout ϕ dΓ3 +
∫
Γ4
hText ϕ dΓ4
En conside´rant la notation :
a˜(u,w) =
∫
Ω
ρ c−→v .−→∇u w dΩ +
∫
Ω
k
−→∇u.−−→∇w dΩ +
∫
Γ3
hcd uw dΓ3 +
∫
Γ4
huw dΓ4
la formulation faible du proble`me thermique en repre´sentation eule´rienne s’e´crit :
Trouver T ∈ L2(0,t; T ) tel que :(
∂T
∂t
, ϕ
)
Ω
+ a˜(T, ϕ) = l(ϕ) ∀ϕ ∈ H1(Ω) . (1.28)
1.2.1.2 Formulation variationnelle discre`te
La me´thode de Galerkin standard, introduite par [Zienkiewicz-Taylor 1989], consiste a` appro-
cher l’espace T par l’espace de dimension finie Th : Th est l’espace des fonctions d’interpolation
qui sont des polynoˆmes de degre´ n par e´le´ment; n repre´sentant le degre´ d’interpolation choisi.
La formulation variationnelle discre`te du proble`me thermique (1.18) s’e´crit alors :
Trouver Th ∈ L2(0,t; Th) tel que :(
∂Th
∂t
, ϕ
)
Ω
+ a(Th, ϕ) = l(ϕ) ∀ϕ ∈ Th . (1.29)
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Remarque 1.4 De la meˆme manie`re, on obtient la formulation variationnelle discre`te du
proble`me thermique dans sa repre´sentation eule´rienne :
Trouver Th ∈ L2(0,t; Th) tel que :(
∂Th
∂t
, ϕ
)
Ω
+ a˜(Th, ϕ) = l(ϕ) ∀ϕ ∈ Th . (1.30)
avec a˜ pre´alablement de´finie dans la remarque 1.3.
1.2.1.3 Discre´tisation spatiale par la me´thode des e´le´ments finis
Pour trouver le champ de tempe´rature inconnu solution de (1.29), on remplace le domaine
Ω par un ensemble de Nel e´le´ments Ωe (des te´trae`dres dans le cas tridimensionnel) construits a`
partir des points du domaine, les noeuds. Ceci permet de remplacer les inte´grales des e´quations
(1.25) par une sommation sur les e´le´ments :∫
Ω
( ) dΩ =
Nel∑
e=1
∫
Ωe
( ) dΩe ou` ( ) repre´sente la fonction a` inte´grer.
De meˆme,
∫
Γ
( ) dΓ =
Nel∑
e=1
∫
Γe
( ) dΓe ou` la partie de la frontie`re Γe correspond a` l’ensemble
des faces exte´rieures appartenant a` l’e´le´ment Ωe, c’est a` dire Γe =
∑
fext∈Ωe
fext.
La formulation par e´le´ments finis permet d’exprimer la tempe´rature T a` l’instant t en un
point quelconque (x) de la pie`ce sur Ω par rapport a` des fonctions d’interpolation Ni associe´e au
noeud i et de valeurs connues aux noeuds du domaine discre´tise´ Ωh (tempe´rature Ti au noeud i).
La tempe´rature est donc approche´e par :
T (x,t) =
nbnoe∑
i=1
Ni(x)Ti(t) (1.31)
ou` nbnoe correspond au nombre de noeuds du domaine maille´ Ωh et Ni sont les fonctions de
base valant 1 au noeud i et nulle aux autres noeuds.
1
2
3
4
Fig. 1.2 – Ele´ment te´trae´drique a` 4 noeuds.
Dans le cas d’une interpolation line´aire sur l’e´le´ment te´trae´drique Ωe, les fonctions Ni sont
des polynoˆmes de degre´ 1 (Ni ∈ P1) avec 4 inconnues Ti par e´le´ment Ωe (cf figure 1.2). Le
proble`me discre´tise´ (1.29) se met alors sous la forme matricielle suivante :
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C
∂T
∂t
+KT = Q (1.32)
∗ T repre´sente le vecteur solution, regroupant tous les noeuds a` l’exception de ceux ou` Ti
est impose´e sur le bord Γ1.
∗ C est la matrice de capacite´, syme´trique de´finie positive, de´finie par :
Cij =
Nel∑
e=1
∫
Ωe
ρ cNiNj dΩe
∗ K est la matrice de conductivite´ de´finie positive telle que :
Kij =
Nel∑
e=1
(∫
Ωe
k
−−→∇Ni.−−→∇Nj dΩe +
∫
Γ3e
hcdNiNj dΓ3e +
∫
Γ4e
hNiNj dΓ4e
)
∗ Q est le vecteur chargement :
Qi =
Nel∑
e=1
(∫
Ωe
w˙ Ni dΩe +
∫
Γ2e
φimpNi dΓ2e +
∫
Γ3e
hcd ToutNi dΓ3e +
∫
Γ4e
hTextNi dΓ4e
)
L’application de la me´thode des e´le´ments finis nous ame`ne donc a` re´soudre le syste`me
(1.32) forme´ de (nbnoe) e´quations a` (nbnoe) inconnues. Nous remarquons que cette e´quation
diffe´rentielle du premier ordre est non line´aire avec les matrices C, K (essentiellement au niveau
des termes surfaciques) et le vecteur Q thermo-de´pendants.
Pour approcher la solution de ce syste`me d’e´quations diffe´rentielles (1.32), il faut donc mettre
en oeuvre un sche´ma nume´rique d’inte´gration en temps, ne´cessaire pour exprimer les de´rive´es
temporelles.
1.2.1.4 Inte´gration temporelle
Les possibilite´s des sche´mas d’approximations temporelles sont nombreuses. Ge´ne´ralement,
c’est un sche´ma de discre´tisation temporelle de type diffe´rences finies qui est associe´ a` l’approxi-
mation spatiale (1.32). Un grand nombre de formulations se distingue dans la litte´rature selon
le nombre de pas de temps voulu. On retrouve par exemple :
a) Les sche´mas a` deux pas de temps, encore appele´s θ−sche´mas ou` θ ∈ [0,1] est un
parame`tre :
θ
∂Tn+1
∂t
+ (1− θ) ∂Tn
∂t
=
Tn+1 −Tn
∆t
(1.33)
Cela consiste a` remplacer l’e´quation diffe´rentielle (1.32) par le sche´ma aux diffe´rences finies :
C
Tn+1 −Tn
∆t
= (1− θ)
[
Qn −KTn
]
+ θ
[
Qn+1 −KTn+1
]
(1.34)
Connaissant T n, l’approximation de T (tn), l’e´quation permet ainsi de calculer T n+1 (approxi-
mation de T (tn+1)). De manie`re sche´matique avec une fonction F , on a donc :
Tn+1 = Tn + ∆t
[
(1− θ)F (Tn) + θ F (Tn+1)
]
(1.35)
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Enume´rons les sche´mas les plus connus [Raviart-Thomas 1998 ] :
– le sche´ma d’Euler explicite (θ = 0) : la re´solution de l’e´quation est imme´diate puisqu’elle
fournit explicitement T n+1 en fonction de T n :
C
Tn+1 −Tn
∆t
+ KTn = Qn ⇔ CTn+1 = [C−∆tK ]Tn + ∆tQn (1.36)
Lorsque θ > 0, T n+1 est obtenue implicitement comme solution d’une e´quation non line´aire.
– le sche´ma d’Euler implicite (θ = 1) :
C
Tn+1 −Tn
∆t
+KTn+1 = Qn+1 ⇔ [C+∆tK]Tn+1 = CTn +∆tQn+1 (1.37)
– ou encore le sche´ma de Crank-Nicholson avec θ =
1
2
.
Remarque 1.5 Consistance et stabilite´ [Raviart-Thomas 1998 ].
Tous ces sche´mas sont consistants et d’ordre 1, excepte´ pour le sche´ma de Crank-Nicholson
(θ =
1
2
) qui est d’ordre 2. Pour θ ≥ 1
2
, ces sche´mas sont inconditionnellement stables. Par
contre, pour 0 ≤ θ ≤ 1
2
, ces sche´mas ne sont stables que moyennant une restriction sur les pas
de temps dite condition de stabilite´.
b) Les sche´mas a` trois pas de temps : on retrouve notamment les sche´mas de Richarson,
de Dupont ou de Lees, de´crits dans le paragraphe suivant.
c) Les sche´mas partant d’une e´criture simultane´e des de´rive´es spatiales et tempo-
relles (jusqu’a` un ordre e´leve´). Cela consiste a` enrichir la de´rive´e temporelle par un de´veloppe-
ment limite´ dans lequel on exprime les de´rive´es temporelles d’ordre k en fonction des de´rive´es
spatiales. Le plus connu de ces sche´mas est le sche´ma de Taylor Galerkin [Donea 1984], de´taille´
dans le paragraphe 1.3.3 et dans le chapitre 2 (§ 2.2.1).
1.2.1.5 Sche´ma d’inte´gration temporelle choisi [Soyris 1990]
Dans ce paragraphe, nous pre´sentons le sche´ma d’inte´gration temporelle actuellement im-
plante´ dans le solveur thermique du code e´le´ments finis Forge 3©r.
La re´solution du syste`me diffe´rentiel (1.32) va se faire en conside´rant un sche´ma aux diffe´rences
finies a` trois pas de temps du second ordre, beaucoup plus ge´ne´ral que ceux de´crits ci-dessus.
Une pre´sentation succincte de ce sche´ma est aborde´e ici; le lecteur inte´resse´ pourra se re´fe´rer a`
la the`se de [Soyris 1990] pour de plus amples de´tails.
Le syste`me (1.32) est discre´tise´ a` l’instant t∗ :
t∗ = α1tn−1 + α2tn + α3tn+1 (1.38)
ou` tn−1, tn et tn+1 sont trois pas de temps successifs se´pare´s par les dure´es ∆t1 = tn − tn−1 et
∆t2 = tn+1 − tn . Les coefficients αi sont choisis arbitrairement de manie`re a` avoir la condition
α1 + α2 + α3 = 1 .
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La tempe´rature d’un point T ∗ va s’e´crire :
T∗ = α1Tn−1 + α2Tn + α3Tn+1 (1.39)
La de´rive´e de T est e´galement exprime´e a` l’instant t∗ avec un sche´ma a` trois niveaux :
∂T∗
∂t
=
β1Tn−1 + β2Tn
∆t1
+
γ1Tn + γ2Tn+1
∆t2
(1.40)
Pour que
∂T∗
∂t
soit re´ellement l’expression d’une de´rive´e temporelle, il faut une relation entre
les coefficients β et γ :
γ1 = − γ2 et β1 = − β2 = γ2 − 1 . (1.41)
Ce qui nous conduit a` re´e´crire la de´rive´e :
∂T∗
∂t
= (1− γ2) Tn −Tn−1∆t1 + γ2
Tn+1 −Tn
∆t2
(1.42)
Ne´cessairement l’existence d’un sche´ma stable et consistant a` l’ordre deux impose des relations
entre les coefficients α, β et γ :
– Le sche´ma est inconditionnellement stable si :
γ2 ≥ 12 et α1 >
1
2
(1− γ2) (1.43)
– et consistant pour :
α2 = 1− α1 + (12 − α1)
∆t1
∆t2
− γ2
2
(1 +
∆t1
∆t2
)
α3 = (α1 − 12)
∆t1
∆t2
+
γ2
2
(1 +
∆t1
∆t2
)
(1.44)
Remarque 1.6 Comme les matrices C, K et les vecteurs Q sont thermo-de´pendants, une re-
lation analogue doit eˆtre e´galement introduite :
C∗ = α1Cn−1 + α2Cn + α3Cn+1 . (1.45)
Finalement, l’e´quation a` re´soudre (1.32) se rame`ne a` l’e´criture du syste`me diffe´rencie´ en temps (1.47)
suivant :
C∗
∂T∗
∂t
+ K∗T∗ = Q∗
m
C∗
[
(1− γ2) Tn −Tn−1∆t1 + γ2
Tn+1 −Tn
∆t2
]
+ K∗
(
α1Tn−1 + α2Tn + α3Tn+1
)
= Q∗
(1.46)
m cf annexe A(
C∗
γ2
α3∆t2
+K∗
)
T∗ = Q∗ +C∗
[(
α1 γ2
α3∆t2
− β1
∆t1
)
Tn−1 +
(
α2 γ2
α3∆t2
− β2
∆t1
− γ1
∆t2
)
Tn
](1.47)
Remarque 1.7 Graˆce a` la formulation ge´ne´rale (1.47), nous pouvons utiliser divers sche´mas
d’inte´gration nume´rique, stables et consistants a` l’ordre 2. Le tableau 1.1 en dresse un re´capitulatif.
Nous choisissons le sche´ma de Dupont Implicite. Notons que l’initialisation se fait a` l’aide du
sche´ma de Crank-Nicholson, a` un pas de temps.
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α1 α2 α3 γ2 β1
Lees
1
3
1
3
1
3
1
2
−1
2
Dupont-Dupont
1
4
0
3
4
1 0
Dupont Implicite 0 0 1
3
2
1
2
Crank-Nicholson 0
1
2
1
2
1 0
Tab. 1.1 – Divers sche´mas nume´riques.
1.2.1.6 Re´solution nume´rique du syste`me non line´aire
Le syste`me (1.32) e´tant non line´aire, il peut eˆtre re´solu par des me´thodes ite´ratives de type
Newton-Raphson [Fachinotti 2003] qui sont malheureusement couˆteuses. La me´thode retenue
est la line´arisation des e´quations par la formule de Zla`mal [Zla`mal 1977].
a) Me´thode de Newton-Raphson
Le syste`me diffe´rentiel 1.46 devant eˆtre re´solu au temps t = t∗, nous avons avec T ≡ T n+1 :
R∗ = C∗
[
(1− γ2) Tn −Tn−1∆t1 + γ2
T−Tn
∆t2
]
+ K∗T∗ − Q∗ = 0 , (1.48)
La me´thode de Newton-Raphson implique la solution ite´rative de l’e´quation ci-dessus [Fachinotti 2003].
L’inconnue tempe´rature T est calcule´e a` chaque ite´ration k :
Tk = Tk−1 +∆T (1.49)
avec la correction ∆T telle que : ∆T = − [Jk−1]−1 R∗ k−1 (1.50)
J repre´sente la matrice jacobienne de´finie par :
J =
∂R∗
∂T
=
γ2
∆t2
[
C∗ +
dC∗
dT
(T−Tn)
]
+ α3K∗ +
dK∗
dT
T∗ (1.51)
puisque T∗ = α1Tn−1 + α2Tn + α3Tn+1.
Le terme source Q est suppose´ inde´pendant de la tempe´rature et :
[
dC∗
dT
]
ijk
=
dC∗ik
dTj
= α3
dCik
dTj[
dK∗
dT
]
ijk
=
dK∗ik
dTj
= α3
dKik
dTj
(1.52)
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b) Line´arisation du proble`me non line´aire : technique de Zla`mal
[Zla`mal 1977] propose d’approcher chaque grandeur A a` l’instant t∗ de la manie`re suivante :
A∗ = χ0An−1 + χ1An (1.53)
de fac¸on a` faire disparaˆıtre le terme An+1 a` l’instant tn+1. Bien e´videmment cette approximation
doit rester cohe´rente avec le sche´ma temporel adopte´, c’est a` dire :
t∗ = α1tn−1 + α2tn + α3tn+1 = χ0 tn−1 + χ1 tn (1.54)
Dans le cas d’une consistance a` l’ordre 2 de´finie par (1.42), les coefficients χ0 et χ1 de l’approxi-
mation de Zla`mal pourront eˆtre de´finis par :
χ0 =
1
2
− γ˜2
avec γ˜2 =
γ2
2
(
1 +
∆t2
∆t1
)
χ1 =
1
2
+ γ˜2
(1.55)
On arrive donc a` l’expression :
A∗ =
(
1
2
− γ2
2
(
1 +
∆t2
∆t1
))
An−1 +
(
1
2
+
γ2
2
(
1 +
∆t2
∆t1
))
An (1.56)
La line´arisation de Zla`mal est applique´e aux matrices C,K et au vecteurQ du syste`me matriciel
(1.32), aboutissant au syste`me line´aire suivant :
AT∗ = B
A = f(Cn−1,Cn,Kn+1,Kn,tn−1,tn,tn+1,αi,γi)
B = g(Cn−1,Cn,Qn+1,Qn,Tn+1,Tn,tn−1,tn,tn+1,αi,γi)
(1.57)
ou` le vecteur T ∗ contient les valeurs nodales inconnues a` l’instant t∗.
Le syste`me est re´solu par la me´thode de gradient conjugue´ pre´conditionne´ par la diagonale. On
retrouve ensuite l’expression de T n+1 a` l’instant tn+1 a` partir de :
Tn+1 =
1
α3
[
T∗ − (α1Tn−1 + α2Tn)
]
(1.58)
1.2.2 Limitations de la me´thode de Galerkin
Les me´thodes de Galerkin standard rencontrent en ge´ne´ral deux types de difficulte´s selon la
nature du proble`me a` re´soudre.
1.2.2.1 Proble`mes a` convection dominante : apparitions d’instabilite´s
Le traitement nume´rique des e´quations de convection/diffusion soule`ve des difficulte´s lie´es a`
l’ope´rateur hyperbolique non syme´trique de la convection (−→v .−→∇).
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On le retrouve dans la formulation variationnelle (1.28), sous la forme non syme´trique :∫
Ω
ρ c−→v .−−→∇T ϕ dΩ (1.59)
Autrement dit, le the´ore`me d’existence et d’unicite´ de la solution ne pourra pas s’appliquer
dans ce cas [Zienkiewicz-Taylor 1989, Rappaz et al. 1998, Ern-Germond 2000]. Cette proprie´te´
de non syme´trie soule`ve donc des difficulte´s quand on s’inte´resse au traitement nume´rique des
proble`mes de transport pur ou a` convection dominante avec l’apparition de sche´mas instables.
Remarque 1.8 En re´alite´, [Brooks-Hughes 1982] montrent que la formulation (1.32) donne
lieu a` des oscillations nume´riques et a` des solutions peu pre´cises de`s que le nombre de Pe´clet Pe
est e´leve´; le nombre de Pe´clet e´tant le rapport des termes de convection aux termes de diffusion
dans l’e´quation ge´ne´rale d’advection (1.60) de champ scalaire inconnu u :
∂u
∂t
+−→v .−→∇u−∇.(a−→∇u) = f
Pe =
h v
a
(1.60)
ou` h est une longueur caracte´ristique (taille de maille par exemple), a la diffusivite´ thermique,−→v la vitesse et v = ‖−→v ‖.
En choisissant d’opter pour des sche´mas de diffe´rences finies, on peut reme´dier a` ces instabi-
lite´s : il suffit de de´centrer le terme de convection vers l’amont de l’e´coulement, permettant ainsi
d’e´viter un raffinement du maillage trop couˆteux.
Plusieurs sche´mas e´le´ments finis reproduisent cet effet de de´centrage par des techniques
varie´es. Les plus acade´miques rajoutent une diffusion artificielle aux e´quations convectives. La
convergence sera d’autant meilleure que la diffusion est importante [Batkam 2002]. Rajouter trop
de diffusion peut ne´anmoins de´naturer la solution. C’est pourquoi, des me´thodes dites ”stabi-
lise´es” ont pour objectif d’optimiser cette approche. Elles feront l’objet de la partie 1.3.2.
1.2.2.2 Proble`mes de diffusion pure : traitement du choc thermique
Les me´thodes de Galerkin standard peuvent rencontrer des difficulte´s pour le traitement
des proble`mes de diffusion pure. En effet, ces me´thodes sont assez efficaces pour des proble`mes
de chocs thermiques moyens mais deviennent inade´quates lorsque les chocs thermiques sont
tre`s forts entraˆınant ainsi, des oscillations spatio-temporelles de la tempe´rature (solution du
proble`me).
Ces oscillations non naturelles de´coulent du fait que ces sche´mas ne sont pas inconditionnel-
lement stables et, par conse´quent, doivent ve´rifier :
– une condition de stabilite´ temporelle, le crite`re de Courant-Friedrichs-Levy (crite`re CFL)
liant le pas d’espace (∆x) au pas de temps (∆t), avec par exemple :
a
∆t
∆x2
≤ 1
2
(1.61)
– une condition de stabilite´ spatiale, la condition de profondeur de pe´ne´tration permettant
de franchir une maille (∆x) pendant un pas de temps (∆t) avec par exemple :
a
∆t
∆x2
≥ 1
6
(1.62)
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Dans le cas de la simulation du forgeage, le gradient thermique a` l’interface pie`ce/outils peut
eˆtre tre`s important. Pour e´viter le proble`me de choc thermique, on peut utiliser des maillages tre`s
fins aux interfaces. Cela revient donc a` augmenter le nombre de degre´s de liberte´ du proble`me.
Dans notre cas, le maillage thermique correspond au maillage me´canique. En raffinant le
maillage pour ge´rer les proble`mes dus aux chocs thermiques, on va grandement augmenter les
temps de calculs ne´cessaires a` la re´solution du proble`me me´canique. Les maillages utilise´s sont
donc cre´e´s de manie`re a` ne pas trop pe´naliser la re´solution du syste`me me´canique; ce qui peut
parfois aboutir a` des impre´cisions lors de la re´solution du proble`me thermique.
a) Visualisation d’un choc thermique: exemple de la barre infinie
Nous introduisons de`s a` pre´sent ce cas standard monodimensionnel qui sera longuement
repris lors d’une e´tude comple´mentaire au cours des chapitres 2 et 3. Conside´rons le refroidisse-
ment d’une barre d’acier semi-infinie, initialement a` 800◦C et dont l’une de ses extre´mite´s est
brutalement porte´e a` 25◦C (figure 1.3).
Fig. 1.3 – Refroidissement d’une barre d’acier soumise a` une tempe´rature impose´e constante.
Si on suit l’e´volution thermique en deux points de la barre (situe´s respectivement a` 10mm
et 20mm du bord re´gule´ thermiquement), on s’aperc¸oˆıt sur le graphe 1.4 que le deuxie`me point
s’e´chauffe anormalement en de´but de simulation, alors qu’un refroidissement est impose´. Cette
Fig. 1.4 – Mise en e´vidence du choc thermique au niveau du second traceur lors du refroidisse-
ment d’une barre.
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e´volution thermique non physique de la tempe´rature traduit dans ce cas un mauvais traite-
ment du choc thermique par la me´thode de Galerkin Standard, au niveau de la matrice de
conductivite´ K, et plus exactement au niveau du terme de diffusion
∫
Ωe
k
−−→∇Ni .−−→∇Nj pendant
les premiers incre´ments de la simulation (la` ou` le choc thermique est ressenti le plus violemment).
b) Comment estomper le choc thermique?
• Jouer sur le pas de temps et d’espace
Une technique bien connue pour e´viter ces proble`mes de choc thermique est d’adapter le pas
de temps et la taille de maille dans la direction du gradient. Ne´anmoins, elle pre´sente un double
inconve´nient :
∗ lorsque le raffinement du maillage est tre`s conse´quent, il y a un risque inde´niable de ge´ne´rer
un nombre de noeuds et d’e´le´ments trop importants.
∗ par contre, lorsqu’on joue sur le pas de temps, des conflits voire meˆme des contradictions
peuvent se produire entre les pas de temps thermiques et les pas de temps me´caniques. Pour
e´viter ce genre de conflits, il est possible de de´synchroniser les pas de temps thermiques et
me´caniques. Cette technique introduite par [Jaouen 1998] fait l’objet du paragraphe 1.2.3.
• Me´thode de condensation
On peut utiliser une autre technique lie´e directement a` la me´thode de Galerkin pour la
re´solution de l’e´quation de la chaleur. C’est la me´thode de condensation de la matrice diagonale
qui a pour but de rendre diagonale la matrice de capacite´ C, issue de la discre´tisation spatiale du
terme de variation d’e´nergie dans la formulation faible de l’e´quation de la chaleur. Ceci permet
en quelque sorte de limiter le choc thermique sur le premier e´le´ment. Cette technique atte´nue
les oscillations. Cependant, la consistance de la me´thode de Galerkin peut eˆtre alte´re´e par la
condensation [Pichelin 1998]; ce qui repre´sente un handicap de cette me´thode.
Cette technique, utilise´e par [Tronel 1993] pour la simulation du refroidissement en fonde-
rie, est peu couˆteuse en nombre de noeuds et d’e´le´ments. Ne´anmoins, elle reste limite´e par
le fait que la solution condense´e n’est pas toujours pre´cise. Lorsqu’on est en pre´sence d’un
couplage thermome´canique fort, les re´percussions d’un calcul thermique peu pre´cis sur les
diffe´rents calculs me´caniques peuvent eˆtre tre`s ne´fastes au bon de´roulement du calcul. Toutefois
[Chenot et al. 1992] proposent une solution interme´diaire introduisant une nouvelle matrice de
capacite´, combinaison line´aire de la matrice initiale et de la matrice condense´e.
• Me´thode de Galerkin Discontinue
Enfin, la technique de Galerkin Discontinue utilise´e par [Pichelin-Coupez 1999] puis ame´liore´e
par [Batkam-Coupez 2001] permet e´galement de re´soudre le proble`me du choc thermique, en
proposant cette fois une formulation mixte e´le´ments finis sans gradient du proble`me thermique.
Cette technique de re´solution sera introduite au paragraphe 1.3.5 puis au cours du chapitre 2,
puisqu’elle sert de base au de´veloppement de l’un de nos deux mode`les nume´riques (le mode`le
Galerkin Discontinu Implicite § 2.2.2).
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1.2.3 La thermique asynchrone
Afin d’e´viter les oscillations thermiques que des maillages non adapte´s pourraient occasion-
ner, une de´synchronisation entre les pas de temps me´canique et thermique peut-eˆtre envisage´e.
On parle alors de thermique asynchrone. Elle a pour roˆle de rajouter de la diffusion pour
stabiliser le choc thermique et permettre de rendre compatible la condition de stabilite´ spatio-
temporelle.
En fait, on va conside´rer une de´synchronisation entre les pas de temps des incre´ments et les
pas de temps re´els du calcul. Plus pre´cise´ment, il s’agit de calculer l’e´volution de la tempe´rature
sur un pas de temps de dure´e fictive, puis d’en de´duire l’e´volution sur le pas de temps re´el.
1.2.3.1 Principe : condition de profondeur de pe´ne´tration
Le phe´nome`ne du choc thermique est lie´ :
– a` la distance de pe´ne´tration hp de´finie comme e´tant la distance a` laquelle l’essentiel du
choc thermique est ressenti.
– et au temps de pe´ne´tration de la chaleur tp .
Via la diffusivite´ thermique a =
k
ρ c
, ces deux parame`tres sont relie´s par cette e´galite´ :
tp =
h2p
4 a
(1.63)
Si on se rame`ne a` la discre´tisation e´le´ments finis de notre proble`me, le choc thermique
sera correctement repre´sente´ lorsque le gradient thermique est de´crit sur l’e´le´ment frontie`re de
longueur caracte´ristique h; autrement dit lorsque la profondeur de pe´ne´tration de´passe h. Le
choc sera alors ressenti sur cet e´le´ment a` partir du temps caracte´ristique ∆tasyn tel que :
∆tasyn =
h2
4 a
=
ρ c
4 k
h2 (1.64)
Ce re´sultat (1.64) relie le pas de temps (discre´tisation temporelle) au pas d’espace (discre´tisation
spatiale).
En se basant sur la the`se de Yves Tronel [Tronel 1993] qui montre que les oscillations ther-
miques sont seulement lie´es a` la discre´tisation spatiale, [Menai 1995] e´tablit que, pour une confi-
guration de maillage donne´e (taille de maille h impose´e), le pas de temps stable qui e´vitera les
oscillations devra satisfaire la condition de profondeur de pe´ne´tration :
∆t ≥ ∆tasyn ⇔ ∆t ≥ ρ c4 k h
2 (1.65)
Elle indique que pour une taille de maille donne´e, plus le corps est diffusif, plus le pas d’un
incre´ment peut-eˆtre petit. Re´ciproquement, pour un pas de temps donne´, plus le corps est dif-
fusif, plus la taille de maille peut-eˆtre grande.
Cette relation (1.65) de´finit donc un pas de temps minimal pour lequel la thermique ne pre´sentera
pas d’oscillations du champ de tempe´rature, c’est a` dire pour lequel le choc thermique sera
correctement ge´re´.
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1.2.3.2 Inte´gration de la thermique asynchrone dans un code 3D EF
Suite aux travaux mene´s par [Aliaga 2000], la technique de de´synchronisation des pas de
temps thermique et me´canique a e´te´ imple´mente´e dans le code Forge 3©r. Pour cela, il a fallu
e´claircir plusieurs points.
• Il est possible que le pas de temps minimal de´fini par la relation (1.65) ne corresponde pas
force´ment au pas de temps de´sire´ et utilise´ lors du calcul me´canique.
Si l’on est dans la situation ou` le pas de temps de´sire´ ∆t ne correspond pas au crite`re de choc
(1.65), la tempe´rature solution Tn+1 pour ∆t est calcule´e a` partir de T
asyn
n+1 (solution du proble`me
thermique) avec ∆tasyn qui, lui, convient au crite`re de choc, de la manie`re suivante :
Tn+1 = Tn + (T
asyn
n+1 − Tn)
∆t
∆tasyn
(1.66)
Cela correspond donc a` effectuer une interpolation line´aire au pas de temps re´el de l’incre´ment
pour obtenir les tempe´ratures souhaite´es de l’incre´ment.
Remarque 1.9 Cette relation line´aire (1.66) est consistante avec le sche´ma d’inte´gration.
En effet, en exprimant la de´rive´e temporelle de T asynn+1 a` l’aide de la de´finition (1.40), on a :
dT asyn
∗
dt
≈ β1Tn−1 + β2Tn
∆t1
+
γ1Tn + γ2T
asyn
n+1
∆t2
≈ ∂T
∗
∂t
(1.67)
Les de´rive´es e´tant e´gales, la thermique asynchrone est assimile´e a` une line´arisation du proble`me
thermique.
• La relation (1.64) est une relation monodimensionnelle.
En somme, appliquer une condition de thermique asynchrone dans un calcul 3D va poser le
proble`me de la de´termination de h : les e´le´ments sont te´trae´driques, le maillage est non struc-
ture´, la taille des e´le´ments est he´te´roge`ne.
Dans l’ide´al, il faudrait de´terminer h a` partir de la taille des areˆtes des e´le´ments surfaciques
projete´s dans le sens du flux thermique (figure 1.5). Mais cette mesure est bien trop couˆteuse.
normale extérieure à la grande arête
sens du flux
h
Fig. 1.5 – Repre´sentation 2D d’une mesure objective de la taille de maille h [Aliaga 2000].
C’est pourquoi, [Aliaga 2000] a mis au point une me´thode plus rapide, mais tout autant efficace,
en de´terminant le pas de temps ∆tasyn comme suit :
1.2. RE´SOLUTION NUME´RIQUE DU PROBLE`ME THERMIQUE 25

∆tasyn =
∑
elt∈∂Ω
∑
noe
(p ∗ dnoe,noe−1)2 1a(T )
nbelt
∆tasyn = max(∆tasyn,∆t)
(1.68)
dnoe,noe−1 correspond a` la plus grande distance se´parant deux noeuds du meˆme e´le´ment, p est
de´fini par l’utilisateur comme e´tant un poids afin de prendre en compte l’anisotropie du maillage
par rapport au flux thermique. Cela revient a` prendre la moyenne sur le maillage du rayon de
la sphe`re circonscrite au te´trae`dre en tenant compte des variables locales de la diffusivite´ a(T )
thermode´pendantes. Evidemment si ce pas de temps est plus petit que celui de´sire´, alors le pas
de temps asynchrone est pris e´gal au pas de temps voulu.
• La me´thode de la thermique asynchrone consiste a` utiliser un pas de temps suffisamment
grand, de manie`re a` ce que la diffusion cre´e´e atteigne la seconde couche de noeuds sous la surface
et e´vite ainsi les oscillations spatiales.
Fig. 1.6 – Visualisation du choc thermique sur la premie`re couche des e´le´ments.
1.2.3.3 Exemples d’utilisation de la thermique asynchrone pour un calcul 3D
a) Test de soudage avec frottement inertiel
[D’Alvise 2002] pre´sente un test de soudage avec frottement inertiel mettant en e´vidence un
choc thermique. Les conditions du test (tableau 1.2) sont telles que le pas de temps optimal
vaut :
∆tasyn =
0,62
4 ∗ 5,44 = 0,0165 s .
capacite´ c conductivite´ k masse volumique ρ diffusivite´ a maillage h
6.108 mm2.s−2.K−1 26110 g.mm.s−3.K−1 8.10−6 g.mm−3 5,44 0,6mm
Tab. 1.2 – Proprie´te´s thermiques et maillage.
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La figure 1.7 compare l’e´volution de la tempe´rature obtenue en utilisant une me´thode Ga-
lerkin standard synchrone (bien e´videmment avec ∆tsyn 6= ∆tasyn) et une me´thode Galerkin
asynchrone : la me´thode asynchrone donne de meilleurs re´sultats au de´but du re´chauffement
avec un choc thermique correctement lisse´.
Fig. 1.7 – Comparaison entre la thermique synchrone et asynchrone [D’Alvise 2002].
b) Reprise de l’exemple monodimensionnel de la barre
Sur le test monodimensionnel de la barre semi-infinie, nous avons vu qu’un choc thermique se
produisait au niveau du deuxie`me traceur a` 20mm. [Aliaga 2000] reprend ce test en appliquant
la technique de de´synchronisation afin de voir si le choc se produit encore ou au contraire est
estompe´.
Fig. 1.8 – Stabilisation du choc thermique par la thermique asynchrone [Aliaga 2000].
La figure 1.8 repre´sente pour les deux traceurs l’e´volution thermique analytique (cf p.63), mais
aussi la solution nume´rique Galerkin Standard synchrone et la solution GS obtenue en utilisant
la me´thode asynchrone, c’est a` dire avec un pas de temps respectant l’e´quation (1.64). La solu-
tion est encore e´loigne´e de la solution analytique mais ne pre´sente plus d’oscillation thermique.
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Ceci illustre bien le fait que la thermique asynchrone a pour roˆle de rajouter de la diffusion pour
stabiliser le choc thermique.
On peut e´galement voir sur le premier traceur que le fait de rajouter cette diffusion a tendance
a` de´naturer la solution avec un e´loignement significatif des courbes analytique et nume´rique
asynchrone pendants les premiers incre´ments.
Une e´tude comparative est e´galement faite sur l’influence des maillages : a` taille de maille
h identique, on compare l’e´volution thermique des deux capteurs obtenue avec un maillage
structure´ et un maillage non structure´. Les re´sultats pre´sente´s sur la figure 1.9 montrent que la
thermique asynchrone est stable vis-a`-vis du maillage. En effet, pour une meˆme valeur de h, les
courbes obtenues avec un maillage structure´ sont semblables a` celles obtenues avec un maillage
non structure´.
Fig. 1.9 – Comparaison entre maillage structure´ et non structure´ pour une taille de maille h
identique tre`s fine [Aliaga 2000].
1.2.4 Variation de la thermique asynchrone : la me´thode de diffusion parti-
tionne´e (diffusion-split)
La re´solution thermique base´e sur les e´le´ments finis standards line´aires te´trae´driques peut
donc localement eˆtre affecte´e par des extre´ma non physiques dans les re´gions sensibles aux chocs
thermiques, au point de de´courager l’utilisation de ces e´le´ments.
Pourtant [Fachinotti 2004] de´veloppe la me´thode de diffusion partitionne´e, encore appele´e la
me´thode diffusion-split. Cette me´thode originale a la particularite´ de combiner deux approches
qui traitent du choc thermique avec des e´le´ments finis P1, sans aucune technique de raffinement
du maillage :
– le premie`re approche de´coule de la condition de profondeur de pe´ne´tration [Jaouen 1998],
introduite pre´ce´demment par la thermique asynchrone (1.65),
– et la seconde approche base´e sur la the´orie des M-matrices [Ortega 1970] : le principe du
maximum [Brezis 1991] (e´quivalent a` la condition CFL) est satisfait si le syste`me matriciel
obtenu apre`s discre´tisation est de la forme M-matrice.
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De´finition 1.1 Soit A = (aij) une matrice carre´e d’ordre n non singulie`re. On dira que A est
une M-matrice si : 
A−1 ≥ 0
et
aij ≤ 0 pour i 6= j , 1 ≤ i, j ≤ n
(1.69)
1.2.4.1 Principe
En fait, [Fachinotti 2004] propose une le´ge`re modification de l’e´quation de la chaleur discre`te
(1.32) afin d’obtenir une formulation M-matrice du syste`me matriciel, assurant ainsi une oscil-
lation libre de la solution, tout en gardant a` l’ide´e de satisfaire la condition de profondeur de
pe´ne´tration (1.65).
Repartant de la formulation originelle discre`te du proble`me thermique (1.32) de´duite de la
me´thode Galerkin standard avec des e´le´ments P1 :
C
∂T
∂t
+ KT − Q = 0 , (1.70)
l’auteur utilise un sche´ma d’Euler implicite pour inte´grer (1.70) en temps :
C
Tt+∆t −Tt
∆t
+ KTt+∆t − Q = 0 (1.71)
Il rappelle aussi que, pour un maillage de taille d’e´le´ment uniforme h, l’incre´ment de temps
∆tasyn donne´ par la relation :
∆tasyn = α
ρ c
k
h2 (1.72)
satisfait la condition de profondeur de pe´ne´tration et ainsi mode´lise proprement le choc ther-
mique; α e´tant une constante du premier ordre [Wagoner-Chenot 2001].
D’autre part, comme les solutions non-physiques observe´es dans le cas de choc thermique
sont ge´ne´ralement associe´es a` la forme du syste`me matriciel, et notamment a` la forme de la
matrice de conductivite´ K, l’auteur re´e´crit le syste`me d’e´quations (1.71) en fractionnant ce
terme de diffusion comme suit :
C
Tt+∆t −Tt
∆t
+ K˜Tt+∆t − F = S (1.73)
ou`

S = (K˜−K)Tt+∆t
K˜ij =
∫
Ω
k˜
−−→∇Ni .−−→∇Nj dΩ +
∫
Γ
hNiNj dS
(1.74)
Pour que l’expression (1.74) soit comple`te, l’auteur doit encore de´finir k˜. Pour cela, il suppose
que S est un terme source explicite :
S ≈ (K˜−K)Tt (1.75)
Ainsi, la conductivite´ augmente´e k˜ pourra eˆtre de´finie pour satisfaire la condition de profondeur
de pe´ne´tration pour ∆t, le premier pas de temps :
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k˜ =

k si ∆tasyn ≤ ∆t
k
∆tts
∆t
si ∆tasyn > ∆t
(1.76)
Quand t + ∆t ≥ ∆tasyn, la valeur de k˜ va de´croˆıtre avec le temps, de la valeur de´duite de
l’e´quation (1.76) a` l’instant t = 0 a` la conductivite´ re´elle k (figure 1.10). Dans ce cas-ci, les
e´quations (1.71) et (1.73) seront identiques.
temps
*k
0
k
asynt∆
t
t
k asyn
∆
∆
Fig. 1.10 – Evolution de la conductivite´ augmente´e k˜.
1.2.4.2 Exemple
Pour valider sa me´thode, l’auteur se penche une fois de plus sur le cas classique de la barre
d’acier semi-infinie a` tempe´rature impose´e (T0 = 800◦C et Timp = 25◦C). Il opte pour un pas
de temps constant ∆t = 0,1s et pour un maillage structure´ avec une taille de maille h = 2mm
(dans la direction du flux).
Fig. 1.11 – Evolution de la tempe´rature pour un traceur situe´ a` 4mm du bord thermiquement
impose´ [Fachinotti 2004].
Dans ce cas, la solution GS est affecte´e par un choc thermique mis en e´vidence par l’aug-
mentation non physique de la tempe´rature de 13,2◦C au premier incre´ment pour un noeud situe´
a` 4mm du bord re´gule´ thermiquement (figure 1.11). Bien e´videmment, la me´thode de diffusion
fractionne´e avec ∆tasyn = 0,748s donne d’excellents re´sultats, avec un refroidissement normal.
On peut noter que l’auteur teste deux autres valeurs de ∆tasyn, l’une provenant de la valeur
minimale de h (∆tasyn = 0,544s) et l’autre en tole´rant d’une le´ge`re erreur de la tempe´rature
(0,1◦C) avec ∆tasyn = 0,287s.
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1.2.5 Conclusion
Nous venons de voir la re´solution standard du proble`me thermique instationnaire a` l’aide
de la me´thode de Galerkin standard. Cette dernie`re ge´ne`re des instabilite´s pour des proble`mes
fortement convectifs et rencontre des difficulte´s pour traiter les chocs thermiques, en cas de
refroidissement ou re´chauffement trop se´ve`re.
En effet, nous avons vu que la me´thode Galerkin standard n’est pas assez robuste et qu’elle
conduit a` des oscillations spatiales du champ de tempe´rature quand le refroidissement/re´chauffe-
ment est rapide. Ces proble`mes proviennent directement de la taille de maille en surface et du pas
de temps utilise´, tous deux lie´s pour obtenir une solution e´le´ments finis stable et non-oscillante.
Raffiner le maillage serait intuitivement une possibilite´ pour e´viter le choc thermique. Ce-
pendant la limitation de cette technique est due uniquement a` l’e´norme couˆt de calcul induit
par la construction d’un tel maillage.
La thermique asynchrone, associe´e a` une formulation de Galerkin standard, permet dans une
gamme de tailles de maille de lisser le choc thermique et d’obtenir un champ de tempe´rature
acceptable, qui permettra de re´soudre un calcul thermome´canique. Toutefois, elle a ses limites
et lorsque le choc devient violent, elle peut de´naturer la solution et conduire a` un champ de
tempe´rature apparemment correct mais assez loin de la re´alite´, puisque la thermique asynchrone
rajoute de la diffusion lors des premiers instants du calcul afin d’estomper le choc thermique.
Enfin, repre´sentant une le´ge`re modification de la formulation originelle Galerkin standard, la
me´thode de diffusion partitionne´e est facilement programmable dans n’importe quel code de cal-
cul e´le´ments finis. Avec des e´le´ments finis line´aires P1, elle s’ave`re tre`s performante pour traiter
le choc thermique, parfois violent, apparaissant par exemple lors du processus de solidification.
Pour re´soudre toutes ces difficulte´s engendre´es par l’utilisation de l’approche Galerkin stan-
dard (synchrone mais e´galement asynchrone), plusieurs techniques de stabilisation sont pre´sente´es
dans la section suivante.
1.3 Autres me´thodes de re´solution pour les proble`mes de convec-
tion/diffusion
Dans cette partie pre´sente´e comme une revue bibliographique, nous e´tudions le proble`me
ge´ne´ral de convection/diffusion instationnaire. Diverses techniques de re´solution vont eˆtres de´cri-
tes. On commencera par les me´thodes stabilise´es, puis par la me´thode de Taylor Galerkin qui
peut eˆtre e´galement conside´re´e comme une me´thode stabilise´e. Ensuite, nous e´voquerons une
me´thode non stabilisante offrant de nombreux avantages, la me´thode de Galerkin Discontinue.
1.3.1 Formulation du proble`me de convection/diffusion
L’e´quation diffe´rentielle re´gissant le proble`me de convection/diffusion d’un champ scalaire
inconnu u prend la forme :
∂u
∂t
+−→v .−→∇u−∇.(ν−→∇u) = f dans Ω×]0, t[ (1.77)
ou` −→v repre´sente la vitesse de convection, ν > 0 le coefficient de diffusion et f un terme source.
Le proble`me est re´solu sur le domaine Ω, dans l’intervalle de temps ]0, t[.
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En introduisant respectivement les ope´rateurs de convection, de diffusion et de convec-
tion/diffusion, le proble`me ge´ne´ral de convection/diffusion (1.77) s’e´crit :
∂u
∂t
+ L(u) = f dans Ω×]0,t[
L(u) = Lconv(u) + Ldiff (u)
Lconv(u) = −→v .−→∇u
Ldiff (u) = ∇.(−ν−→∇u)
(1.78)
Ce proble`me doit eˆtre comple´te´ par diverses conditions initiales et aux limites; le lecteur inte´resse´
pourra, par exemple, se re´fe´rer aux articles de [Codina 1998] et de [Hughes et al. 1989].
Pour e´crire la formulation faible de l’e´quation (1.77), nous rajoutons la condition aux limites
sur l’ensemble de la frontie`re ∂Ω telle que :
u = 0 sur ∂Ω (1.79)
Ainsi, en supposant que f ∈ L2(Ω), la formulation faible associe´e au proble`me de convec-
tion/diffusion s’e´crit :
Trouver u ∈ L2(0,t;H10 (Ω)) tel que :(
∂u
∂t
, w
)
Ω
+ a(u,w) − l(w) = 0 ∀w ∈ H10 (Ω) (1.80)
avec les notations

a(u,w) =
∫
Ω
−→v .−→∇u w dΩ +
∫
Ω
ν
−→∇u.−−→∇w dΩ
l(w) =
∫
Ω
f w dΩ
(1.81)
En approchant l’espace H10 (Ω) par un espace de dimension finie Wh (espace des fonctions d’in-
terpolation), nous sommes en mesure d’appliquer la me´thode de Galerkin standard a` l’e´quation
(1.80) et donc d’exprimer la formulation faible discre`te du proble`me de convection/diffusion :
Trouver uh ∈ L2(0,t;Wh) tel que :(
∂uh
∂t
, wh
)
Ω
+ a(uh, wh) − l(wh) = 0 ∀wh ∈ Wh (1.82)
1.3.2 Les me´thodes stabilise´es
Le principe de ces me´thodes consiste a` rajouter un terme de stabilisation au membre de
gauche de la formulation originelle de Galerkin standard (1.82). Nous verrons, par contre, que ce
principe ne s’applique pas force´ment a` la lettre. En effet, la me´thode de Galerkin Least-Squares
est traditionnellement base´e sur une formulation faible espace/temps tandis que la me´thode de
Taylor Galerkin part d’une inte´gration temporelle particulie`re de l’e´quation diffe´rentielle (1.77)
avant d’obtenir sa formulation faible sur laquelle est faite son approximation.
[Codina 1998] compare quelques unes de ces me´thodes :
– la me´thode Streamline Upwind Petrov Galerkin (SUPG),
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– la me´thode Space-Time/Galerkin Least-Squares (ST/GLS),
– la me´thode Caracte´ristiques Galerkin (CG),
– la me´thode Subgrid Scale (SGS),
– et la me´thode Taylor Galerkin (TG).
Pour chacune d’elles, l’auteur pre´cise la forme du terme de stabilisation qui va s’e´crire de manie`re
ge´ne´rale comme le produit (sur chaque e´le´ment) du re´sidu de l’e´quation a` re´soudre RK(wh) par
un ope´rateur PK(wh) applique´ aux fonctions tests et par un parame`tre de stabilisation τK , soit :
r(uh, wh) =
∑
K⊂Ωh
∫
K
τK PK(wh)RK(wh) dΩ . (1.83)
ou` τK est le coefficient de stabilite´, souvent appele´ ”temps intrinse`que”.
Nous choisissons de pre´senter ici seulement les me´thodes SUPG, ST/GLS et Taylor Galerkin en
de´crivant, pour chacune d’elles, le terme r(uh,wh) et, plus pre´cise´ment, la forme de son ope´rateur
de perturbation.
1.3.2.1 Les me´thodes Streamline Upwind et Streamline Upwind Petrov Galerkin
L’ide´e de base de ces me´thodes est de perturber les fonctions test wh en introduisant de
nouvelles fonctions tests w˜h de´finies par :
w˜h = wh + τ −→v .−→∇wh avec τ = αh2 [Codina 1998]. (1.84)
a) La me´thode Streamline Upwind (SU)
La perturbation de wh (1.84) ne s’applique qu’au terme de convection Lconv entraˆınant ainsi
l’apparition d’un nouveau terme (1.85) dans la formulation faible discre`te (1.82) :
(
∂uh
∂t
, wh
)
Ω
+ a(uh, wh) + b(uh, wh) − l(wh) = 0 ∀wh ∈ Wh
b(uh, wh) =
∫
Ω
τ (−→v .−→∇uh) (−→v .−→∇wh) dΩ
(1.85)
Ce terme syme´trique de nature elliptique s’apparente bien a` la diffusion nume´rique rajoute´e
uniquement dans le sens de l’e´coulement. D’ou` le nom de cette me´thode ”Streamline Upwind”
note´e SU (diffusion le long d’une ligne de courant). Le sche´ma ainsi construit s’ave`re stabilisant
mais pre´sente l’inconve´nient de re´soudre un proble`me modifie´ par rapport au proble`me originel.
b) La me´thode Streamline Upwind Petrov Galerkin (SUPG)
La me´thode Streamline Upwind Petrov Galerkin combine a` la fois une me´thode Streamline
Upwind, de´crite ci-dessus, et une me´thode Petrov Galerkin qui permet d’utiliser un espace des
fonctions tests diffe´rent de celui de la solution.
Par rapport a` la me´thode Streamline Upwind, l’ide´e de cette nouvelle me´thode est de rendre
le proble`me consistant. Elle consiste a` rajouter de la diffusion dans un proble`me de convection
pure en utilisant, cette fois-ci, les fonctions tests perturbe´es w˜h sur l’ensemble de la formulation
discre`te(1.82) [Hughes et al. 1989].
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Le nouveau proble`me discret s’e´crit alors :
Trouver uh ∈ L2(0,t; T˜h) tel que :(
∂uh
∂t
, w˜h
)
Ω
+ a˜(uh, w˜h) − l(w˜h) = 0 ∀w˜h ∈ T˜h (1.86)
Cette formulation (1.86) est dite ”Streamline Upwind Petrov Galerkin”, note´e SUPG. Le sche´ma
SUPG obtenu est bien consistant et induit un syste`me line´aire de la forme :
C
∂u
∂t
+ K u = Q
A l’aide de (1.86), [Codina 1998] en de´duit l’expression de l’ope´rateur PK et du re´sidu RK ,
intervenant dans l’expression du terme de stabilisation r(uh,wh) (1.83) :
PSUPG(wh) = (−→v .−→∇wh) et RSUPG(uh) = ∂uh
∂t
+ L(uh) − f (1.87)
1.3.2.2 La me´thode Space-Time/Galerkin Least-Squares (ST/GLS)
Pour re´soudre le proble`me stationnaire de convection/diffusion, [Hughes et al. 1989] pro-
posent l’approche Galerkin Least-Squares (GLS), initialement de´veloppe´e pour re´soudre le proble`-
me de Stokes (1.88) :
Avec f et g fonctions donne´es sur Ω a` valeurs dans IR et IRd, trouver v et p tels que :
∆v +
−→∇p = f dans Ω
div v = g dans Ω
v = 0 sur Γ
(1.88)
C’est une approche voisine de la me´thode SUPG qui s’applique a` une grande varie´te´ de
classes de proble`mes.
La me´thode Galerkin Least-Squares [Ern-Germond 2000] est conceptuellement plus simple
et plus ge´ne´rale avec le rajout d’un seul terme de stabilite´ a` la formulation Galerkin standard
(en fait c’est un terme de re´sidu de forme moindre carre´e) tout en pre´servant le controˆle sur ce
terme pour qu’il ne de´te´riore pas la pre´cision de la solution [Hughes et al. 1989].
La ge´ne´ralisation de la me´thode GLS obtenue a` partir du proble`me stationnaire va permettre
de re´soudre le proble`me instationnaire : les sche´mas GLS sont accompagne´s d’une inte´gration
temporelle. C’est ge´ne´ralement vers une discre´tisation par e´le´ments finis espace/temps que le
choix se porte [Hughes et al. 1989, Cockburn et al. 2000]; on parle alors de me´thodes Space-
Time/Galerkin least squares, note´es ST/GLS.
La discre´tisation en espace-temps [Thome´e 1997] consiste a` re´soudre le proble`me fort sur un
domaine spatio-temporel Ω×]0,T [ (figure 1.12), divise´ en tranches spatio-temporelles Ω×]tn,tn+1[ ,
voire meˆme en e´le´ments spatio-temporels K×]tn,tn+1[.
Le principe est le suivant : on applique une me´thode de Galerkin discontinue en temps
[Thome´e 1997] de manie`re a` re´soudre le proble`me sur des tranches spatio-temporelles Ω×]tn,tn+1[,
en imposant faiblement la condition de continuite´ a` l’instant tn, puis la me´thode GLS.
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Fig. 1.12 – Domaine 2D spatio-temporel Ω×]0,T [ [Thompson-Pinsky 1996].
a) La me´thode de Galerkin discontinue en temps
Le champ inconnu u est interpole´ par des polynoˆmes de degre´ n en espace et en temps,
continus en espace mais discontinus en temps; ce qui revient a` supposer que le champ inconnu
et les fonctions tests sont discontinus entre les tranches spatio-temporelles.
De´finition 1.2 On note un+ la limite sup de u lorsque t→ tn et par un− la limite inf de u lorsque
t→ tn.
En imposant faiblement la condition de continuite´ un+ = u
n− sur l’approximation EF uh, la
formulation faible obtenue sur la tranche spatio-temporelle Qn = Ω×]tn,tn+1[ est donne´e par :∫
Qn
[
∂uh
∂t
wh +−→v .−−→∇uhwh + ν−−→∇uh.−−→∇wh
]
dΩ dt +
∫
Ω
(unh+ − unh−)wnh+ dΩ =
∫
Qn
f wh dΩ dt
m∫ tn+1
tn
[(
∂uh
∂t
,wh
)
Ω
+ a(uh,wh)
]
dt +
(
unh+ − unh−, wnh+
)
Ω
=
∫ tn+1
tn
(f , wh)Ω dt
(1.89)
Soit

B(uh,wh)n = L(wh)n
B(uh,wh)n =
∫ tn+1
tn
[(
∂uh
∂t
,wh
)
Ω
+ a(uh,wh)
]
dt + (unh+ , w
n
h+)Ω
L(wh)n =
∫ tn+1
tn
(f , wh)Ω dt + (unh− , w
n
h+)Ω
(1.90)
Pour [Codina 1998], la me´thode ST/GLS peut-eˆtre facilement formule´e a` partir de l’e´quation
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(1.90) : il suffit de rajouter a` cette e´quation une forme moindre carre´e des re´sidus qui correspon-
dra au terme de stabilisation (1.83). On en de´duit alors :
PST/GLS(wh) =
∂wh
∂t
+ L(wh) et RST/GLS(uh) =
∂uh
∂t
+ L(uh) − f (1.91)
b) La me´thode GLS (en espace/temps)
A partir du proble`me fort de convection/diffusion (1.78) qui, rappelons-le, s’e´crit :
Ltu = ∂u
∂t
+ Lu = f , (1.92)
[Hughes et al. 1989] en de´duisent l’expression suivante :
BGLS(uh,wh)n = LGLS(wh)n ∀n ∈ [0,N − 1]
BGLS(uh,wh)n = B(uh,wh)n +
∫ tn+1
tn
( τ Ltwh ,Ltuh )Ω˜ dt
LGLS(wh)n = L(wh)n +
∫ tn+1
tn
( τ Ltwh , f )Ω˜ dt
(1.93)
Pour ce proble`me instationnaire, l’auteur en de´duit aussi une expression pour la me´thode SUPG
utilise´e sur une discre´tisation espace/temps :
BSUPG(uh,wh)n = LSUPG(wh)n ∀n ∈ [0,N − 1]
BSUPG(uh,wh)n = B(uh,wh)n +
∫ tn+1
tn
( τ (
∂wh
∂t
+−→v .−→∇wh) ,Ltuh )Ω˜ dt
LSUPG(wh)n = L(wh)n +
∫ tn+1
tn
( τ (
∂wh
∂t
+−→v .−→∇wh) , f )Ω˜ dt
(1.94)
Remarque 1.10 Le calcul de τ est similaire pour ces deux me´thodes.
1.3.3 La me´thode de Taylor Galerkin (TG)
La me´thode de Taylor Galerkin a e´te´ introduite par [Donea 1984] comme version e´le´ments
finis du sche´ma de diffe´rences finies de Lax-Wendroff. Elle est capable de construire des sche´mas
nume´riques d’une grande pre´cision pour la solution des proble`mes de transport convectif a` une
ou plusieurs dimensions spatiales. Elle ame´liore e´galement les proprie´te´s de stabilite´, notamment
par rapport a` la me´thode conventionnelle de Galerkin.
1.3.3.1 Principe
L’ide´e ge´ne´rale est d’exprimer au meˆme moment et jusqu’a` un ordre e´leve´ les de´rive´es
spatiales et temporelles. On enrichit pour cela l’expression de la de´rive´e temporelle par un
de´veloppement en se´rie de Taylor dans lequel on exprime chacune des de´rive´es temporelles
d’ordre e´leve´ en fonction des de´rive´es spatiales (ceci e´tant obtenu en de´rivant successivement
l’e´quation forte du proble`me a` re´soudre).
Afin de pre´server la simplicite´ et la facilite´ de l’imple´mentation de son sche´ma, [Donea 1984]
choisit un de´veloppement explicite (de Taylor) d’ordre 3 (stabilite´ du sche´ma assure´e).
36 CHAPITRE 1. PRE´SENTATION DU MODE`LE THERMIQUE INSTATIONNAIRE
1.3.3.2 Application a` l’e´quation scalaire 1D de convection
Pour illustrer la me´thode de Taylor Galerkin, [Donea 1984] conside`re un exemple simple, en
re´solvant l’e´quation ut = a ux (ou` a est une constante positive).
Pour re´soudre cette e´quation 1D, il s’appuie en premier lieu sur trois techniques d’approxima-
tions temporelles avant d’appliquer la formulation Galerkin en vue d’obtenir l’e´criture comple`te
de l’e´quation discre`te :
- une technique base´e sur un pas de temps ”arrie`re” : la discre´tisation de la de´rive´e tempo-
relle s’exprime par un sche´ma d’Euler c’est a` dire :
unt =
un+1 − un
∆t
= a unx (1.95)
ce qui va faire intervenir le de´veloppement de Taylor explicite pour ut a` l’instant n :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt +O(∆t4)
ut =
∂u
∂t
, utt =
∂2u
∂t2
, uttt =
∂3u
∂t3
(1.96)
- une technique base´e sur un pas de temps ”saute-mouton” (leap-frog) : la discre´tisation de
la de´rive´e temporelle s’exprime par un sche´ma de diffe´rence finie centre´e :
unt =
un+1 − un−1
2∆t
= a unx (1.97)
Deux de´veloppements de Taylor sont donc ne´cessaires pour utiliser cette discre´tisation centre´e :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt +O(∆t4)
un−1 = un −∆t unt +
∆t2
2
untt −
∆t3
6
unttt +O(∆t4)
(1.98)
- une technique base´e sur un pas de temps de Crank-Nicholson : la discre´tisation se fait par
un sche´ma standard de Crank-Nicholson :
un+1 − un
∆t
=
1
2
a (unx + u
n+1
x ) (1.99)
avec l’utilisation des de´veloppements de Taylor suivants :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt + ...
un = un+1 −∆t un+1t +
∆t2
2
un+1tt −
∆t3
6
un+1ttt + ...
(1.100)
Plus de de´tails sont donne´s dans l’Annexe B.
Remarque 1.11 Le sche´ma de Taylor Galerkin explicite (note´ ETG par l’auteur) admet une
pre´cision d’ordre 3, contrairement aux sche´mas de Taylor Galerkin, qui munis d’un de´veloppement
diffe´rence finie centre´e (note´ LFTG) ou d’un de´veloppement de Crank-Nicholson (note´ CNTG),
sont pre´cis a` l’ordre 4.
En effet, lors de la discre´tisation temporelle, la me´thode de Taylor Galerkin n’a besoin que
d’une pre´cision du 2e`me ordre sur le pas de temps tandis que la discre´tisation spatiale Galerkin
standard (sur un maillage uniforme) ne´cessite une pre´cision spatiale d’ordre 4.
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1.3.3.3 Application au proble`me 3D de convection/diffusion
Le de´veloppement de Taylor explicite a` l’ordre 3 de u, solution du proble`me de convec-
tion/diffusion (1.78), s’e´crit a` l’instant n [Codina 1998] :
un+1 = un + ∆t
∂un
∂t
+
∆t2
2
∂2un
∂t2
+ O((∆t)3)
∂un
∂t
= f − L(un)
(1.101)
Pre´cisons que l’ordre du de´veloppement de Taylor doit eˆtre au minimum de 3 pour assurer la
stabilite´ du sche´ma.
(1.101) ⇔ un+1 = un + [f − L(un)]∆t +
[
∂fn
∂t
− ∂
∂t
(L(u))n
]
∆t2
2
+ O(∆t3) (1.102)
En supposant que f est inde´pendant de t, le terme
∂f
∂t
s’annule, et on obtient :
∂
∂t
(
L(u)
)
= L
(
∂u
∂t
)
= L(f − L(u)) (1.103)
D’autre part, en ne´gligeant les termes d’ordre supe´rieur a` 3, on obtient en de´rivant successivement
la deuxie`me e´quation de (1.101) :
un+1 − un
∆t
= f − L(un) − ∆t
2
L(f − L(u))n (1.104)
L’e´criture de la formulation faible fait alors intervenir l’expression suivante :
∆t
2
∫
Ω
wL(f − L(un)) dΩ = ∆t
2
∫
Ω
L∗(w) (f − L(un)) dΩ
ou` L∗(w) est donne´ par [Codina 1998] qui en de´duit finalement : PTG(wh) = − L
∗(wh) = Lconv(wh) + Ldiff (wh)
RTG(uh) = L(uh) − f
(1.105)
Remarque 1.12 Dans le cas purement convectif (ν = 0), les travaux de [Donea 1984] montrent
que le sche´ma de Taylor Galerkin peut eˆtre vu comme une formulation SUPG en choisissant de
prendre :
w˜h = wh +
∆t
2
−→v .−→∇wh (1.106)
Le de´veloppement actuel de la me´thode de Taylor (1.101) est seulement valable pour de´duire
des sche´mas explicites. En ce qui concerne l’obtention du sche´ma implicite, il faut partir d’un
de´veloppement de Taylor qui permet d’exprimer un a` l’aide de termes de valeurs au pas de temps
n+ 1 [Codina 1998] :
un = un+1 − ∆t ∂u
n+1
∂t
+
∆t2
2
∂2un+1
∂t2
+ O(∆t3) (1.107)
Remarque 1.13 Le choix d’un algorithme implicite et semi-implicite permet d’obtenir de plus
grands pas de temps mais cela n’implique pas ne´cessairement une ame´lioration globale de l’erreur
[Ortiz 1992].
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Remarque 1.14 Une autre approche consiste a` traiter uniquement le terme de convection avec
la technique de Taylor Galerkin. C’est l’approche utilise´e par [Khelifa et al. 1995] qui mettent
en place un sche´ma dit de Taylor Galerkin/splitting, base´ sur un fractionnement en temps de
l’e´quation de convection/diffusion (1.77). Le terme de diffusion est alors traite´ par une approche
standard de type Galerkin θ-sche´ma puisqu’il pose beaucoup moins de proble`mes de stabilite´.
1.3.4 Quelques commentaires
1.3.4.1 Comparaisons des sche´mas Taylor Galerkin et de la me´thode Galerkin
Standard
[Donea 1984] compare ses trois nouveaux sche´mas (ETG, LFTG et CNTG) a` l’approche
Galerkin standard, a` partir de l’e´quation scalaire 1D de convection, de´ja` pre´sente´e (§ 1.3.3.2),
puis e´largie au proble`me a` coefficient variable (1.108) :
ut +
∂
∂x
(
a(x)u
)
= 0 (1.108)
Par exemple, partant du proble`me :
ut +
∂
∂x
(
u
1 + 2x
)
= 0 x ∈ [0,pi]
u(0,t) = 0
u(x,0) = (1 + 2x) sin(9x) si x ∈ [0,pi/3]
= 0 si x ∈ [pi/3,pi]
(1.109)
si 0 ≤ x2 + x− t ≤ [pi/3(1 + pi/3) ], la solution analytique vaut :
u(x,t) = (1 + 2x) sin 9
[(
x2 + x− t+ 1
4
)1/2
+
1
2
]
(1.110)
et ze´ro ailleurs.
Avec cette solution exacte repre´sente´e sur la figure 1.13 en pointille´s, on peut comparer les
sche´mas ETG et CNTG respectivement au sche´ma diffe´rences finies Lax-Wendroff et au sche´ma
conventionnel e´le´ments finis Galerkin-Crank-Nicholson, tous en traits pleins. Il en de´coule d’ex-
cellents re´sultats pour le sche´ma ETG avec une re´duction conside´rable de la phase d’erreur.
⇒ Dans tous les cas, ces trois sche´mas base´s sur la me´thode de Taylor Galerkin ont de
meilleures proprie´te´s de stabilite´ et particulie`rement une grande phase de pre´cision avec de
minimes amortissements nume´riques. D’autre part, c’est le sche´ma Taylor Galerkin explicite qui
est le plus souvent sollicite´, avec une stabilite´ obtenue meˆme avec un de´veloppement de Taylor
de faible degre´.
1.3.4.2 Avantages et inconve´nients des me´thodes stabilise´es
Pour des proble`mes de convection/diffusion a` convection dominante, ces me´thodes ont de
bonnes proprie´te´s de stabilite´ [Codina 1998] et permettent alors de s’affranchir des difficulte´s
rencontre´es lors d’approches Galerkin standards.
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(a) sche´ma ETG (b) sche´ma CNTG
(c) sche´ma Lax-Wendroff (d) sche´ma Galerkin C-N
Fig. 1.13 – Solutions nume´riques (traits pleins) en fonction de la solution exacte (pointille´s) de
l’e´quation (1.109) [Donea 1984].
La technique SUPG est l’une des plus utilise´es parmi les me´thodes de stabilisation. Elle
donne en ge´ne´ral de bons re´sultats meˆme avec une e´quation purement convective (ν = 0).
Malgre´ tout, elles ne sont pas toujours les mieux approprie´es du fait meˆme de leur formula-
tion :
– Elles conduisent ge´ne´ralement a` la re´solution de syste`mes line´aires a` matrice non syme´trique.
D’ou` la ne´cessite´ de les associer a` des algorithmes de re´solution ite´ratifs qui sont couˆteux
en temps de calculs.
– Associe´es aux sche´mas temporels implicites, cela conduit a` re´soudre de tre`s gros syste`mes.
– Elles peuvent occasionner des proble`mes de consistance de la solution obtenue : la super-
position du terme source aux termes de convection/diffusion peut de´naturer la solution
meˆme avec le rajout d’un terme de stabilisation.
Par contre, la me´thode Taylor Galerkin qui peut-eˆtre vue comme une me´thode stabilisante,
est capable de construire des sche´mas nume´riques d’une grande pre´cision pour des proble`mes
purement convectifs mais aussi pour des situations plus complexes de convection/diffusion. L’ef-
ficacite´ de cette me´thode est incontestablement due a` l’utilisation du de´veloppement de Taylor
explicite qui se contente de faire intervenir des de´rive´es secondes et troisie`mes, assurant ainsi
la stabilite´ du sche´ma. Du coup, cette me´thode est facilement imple´mentable dans n’importe
quel code de calculs EF. Contrairement a` la formulation Petrov-Galerkin en re´sidus ponde´re´s, la
me´thode TG n’a pas besoin d’utiliser des fonctions de ponde´ration particulie`res et encore moins
de de´terminer des parame`tres pour optimiser la pre´cision.
Apre`s avoir pre´sente´ les me´thodes stabilise´es les plus utilise´es dans la litte´rature, nous nous
penchons maintenant sur la technique de Galerkin discontinue, tout aussi inte´ressante, qui ne
pre´sente l’ajout d’aucun terme de stabilisation.
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1.3.5 La me´thode Galerkin Discontinue (GD)
Elle a e´te´ introduite par [Lesaint-Raviart 1974] pour des proble`mes hyperboliques du premier
ordre et par [Jamet 1978] pour des proble`mes paraboliques. Tre`s peu d’auteurs se sont penche´s
sur le traitement du terme de diffusion [Oden et al. 1998, Baumann-Oden 1999]. Depuis quelques
anne´es, la me´thode de Galerkin Discontinue a e´te´ applique´e avec succe`s sur des proble`mes pa-
raboliques [Jamet 1978, Thome´e 1997] et hyperboliques du premier ordre [Lesaint-Raviart 1974].
Elle pre´sente un grand inte´reˆt dans la re´solution approche´e des proble`mes de fluides viscoe´lastiques
[Baranger-Sandri 1996].
Cette technique consiste de fac¸on ge´ne´rale a` interpoler les inconnues du proble`me par des
fonctions polynoˆmiales pour lesquelles aucune condition de continuite´ n’est exige´e aux interfaces
entre les e´le´ments.
Deux grandes familles de discre´tisation en ressortent a` travers de nombreuses publications :
∗ un mode`le spatial discontinu,
∗ et un mode`le spatio-temporel discontinu.
1.3.5.1 Mode`le spatial discontinu
a) Applications diverses
S’inspirant de l’ide´e de base de cette technique, chaque auteur l’interpre`te a` sa manie`re en l’ap-
pliquant sur des proble`mes divers avec des approximations varie´es :
• Pour appliquer la me´thode de Galerkin Discontinue sur une e´quation de convection/dif-
fusion en 1D, certains utilisent l’approximation polynoˆmiale de u sur chaque e´le´ment Ωe :
u˜ =
pe∑
k=0
uekN
e
k(x)
avec des fonctions d’interpolation N ek qui sont des monoˆmes x
k de degre´ k . Il est inte´ressant
de savoir que ces fonctions peuvent e´galement eˆtre soit des polynoˆmes Ne de degre´ infe´rieur ou
e´gal a` pe, soit des polynoˆmes orthogonaux [Biswas et al. 1994] et, d’autre part, qu’on n’est pas
oblige´ de prendre le meˆme degre´ polynoˆmial sur chaque e´le´ment de la triangulation Ωe.
• [Baranger-Sandri 1996] reprennent la me´thode GD introduite par [Lesaint-Raviart 1974]
en vue d’e´tudier l’e´quation de convection de type (1.111), e´quation pre´sentant un grand
inte´reˆt dans la re´solution approche´e des proble`mes de fluides viscoe´lastiques.{
(u .∇)σ + a σ = f
σ = g sur Γ− = {x ∈ Γ ,−→n . u(x) < 0 }
(1.111)
L’approximation de cette e´quation va se faire en introduisant l’espace des polynoˆmes Pk(K) de
deux variables de degre´ au plus k, sur l’e´le´ment K de la triangulation. La me´thode GD consiste
alors a` approcher l’inconnue σ par :
σh ∈ Vh =
{
τ ∈ L2(Ω) ; τ|K ∈ Pk(K) ∀K ∈ Ωh
}
solution de ”∃σh ∈ Vh tel que B(u,σh,τ) = (f,τ) ∀τ ∈ Vh”
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avec B(v,σ,τ) =
∑
K∈Ωh
(
(v.∇)σ + a σ
)
τ +
∑
K∈Ωh
∫
∂K−v
(σ+v − σ−v ) τ+v |n.v| ds (1.112)
Cette me´thode fournit des estimations d’erreur en hk+1/2. L’analyse de cette me´thode donne des
re´sultats d’existence et de convergence de la solution approche´e tandis que les re´sultats d’unicite´
s’obtiennent en de´duisant la continuite´ du terme frontie`re (deuxie`me terme du membre de droite
de (1.112) ).
• [Biswas et al. 1994] construisent une me´thode e´le´ments finis pour la solution de la loi de
conservation hyperbolique en 1D et 2D (1.113). Pour la discre´tisation spatiale, ils utilisent
une base de polynoˆmes de Legendre par morceaux approchant la solution; ces polynoˆmes
e´tant continus sur chaque e´le´ment mais pouvant eˆtre discontinus aux frontie`res inter-e´le´ment.
La discre´tisation temporelle est base´e sur la me´thode Runge-Kutta [Cockburn et al. 2000].
ut +
d∑
i=1
fi(u)xi ou d = 1, 2 . (1.113)
• D’autres auteurs pre´fe`rent e´tudier les proble`mes de diffusion [Oden et al. 1998], logique-
ment e´tendus a` ceux de convection/diffusion [Baumann-Oden 1999] :
Leur me´thode est base´e sur une approximation classique GD du terme de convection. Pour le
terme de diffusion, leur mode`le permet d’imposer faiblement des continuite´s sur les frontie`res
inter-e´le´ment, entraˆınant ainsi une discontinuite´ du champ solution et du flux a` travers ces in-
terfaces. Ils optent aussi pour une interpolation polynoˆmiale de degre´ infe´rieur ou e´gal a` p.
Ils conside`rent un proble`me du second ordre de convection/diffusion caracte´rise´ par l’e´quation
diffe´rentielle suivante :
−∇.(A∇u) +∇.(β u) + σ u = S dans Ω ⊂ IRd
u = f sur ΓD
(A∇u).n = g sur ΓD
(1.114)
ou` β ∈ (L∞(Ω))d est le vecteur flux qui peut avoir des discontinuite´s de contact, σ ∈ L∞(Ω),
σ > 0 dans Ω et A ∈ (L∞(Ω))d×d est la matrice de diffusivite´.
La frontie`re Γ est compose´e de deux parties disjointes ΓD sur laquelle des conditions de Dirichlet
sont impose´es et ΓN sur laquelle des conditions de Neumann sont impose´es (figure 1.14).
Fig. 1.14 – Cine´matique du proble`me : domaine et frontie`res [Baumann-Oden 1999].
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Une hypothe`se est e´galement faite concernant le flux entrant sur la frontie`re Γ− :
ΓD ⊇ Γ− =
{
x ∈ Γ tq β.n(x) < 0
}
Une formulation consistante du proble`me (1.114) est donne´e par son de´veloppement variationnel :
Trouver u ∈W (Ωh) tel que B(u,v) = L(v) ∀v ∈W (Ωh) (1.115)
Cette formulation est globalement et localement conservative. L’existence de la solution de
(1.115) peut-eˆtre e´tablie par le the´ore`me classique de Lax-Milgram ge´ne´ralise´ [Aziz-Babus˘ka 1972].
La stabilite´ de la solution est l’une des caracte´ristiques les plus importantes de la me´thode GD
pour la solution des proble`mes de convection/diffusion.
Remarque 1.15 Pour plus de de´tails concernant l’obtention de B(u,v) et L(v), le lecteur pourra
se re´fe´rer aux travaux de [Baumann-Oden 1999].
Les proble`mes de transport convection/diffusion pre´sentent habituellement de violentes va-
riations quand on passe de zones a` diffusion dominante vers des zones a` convection dominante.
Pour les proble`mes a` diffusion dominante, l’erreur est mieux mesure´e en norme H1 puisque
les lois physiques associe´es de´pendent du gradient solution (comme le transfert de chaleur, la
contrainte visqueuse) tandis que pour le transport a` convection dominante, l’erreur est mieux me-
sure´e en norme L2 (avec des variables physiques fondamentales de´pendant quasi-exclusivement
des valeurs de la solution plutoˆt que de celles de son gradient).
b) Comparaison entre me´thode Galerkin continue (GC) et discontinue (GD)
L’e´tude faite par [Baumann-Oden 1999] est tre`s inte´ressante puisque ces auteurs ne se contentent
pas de de´tailler le mode`le GD (ainsi que ses proprie´te´s) sur un proble`me ge´ne´ral de convec-
tion/diffusion mais dressent e´galement une e´tude comparative entre la me´thode Galerkin conti-
nue et le mode`le discontinu sur plusieurs proble`mes de convection/diffusion.
Deux proble`mes scalaires de convection/diffusion sont pre´sente´s ici : le premier est singulie`rement
perturbe´ tandis que le second posse`de un point de´cisif.
• Le domaine e´tant partitionne´ en 10 e´le´ments (avec une taille de maille h = 1/10), on
conside`re un proble`me de convection/diffusion singulie`rement perturbe´ avec α =
h
Pe
(α = 10−3)
et S = {0, 1} : 
−α ∂
2u
∂x2
+
∂u
∂x
= S sur [0,1]
u(0) = 1 et u(1) = 0
(1.116)
La solution exacte est donne´e par u(x) = {1, x} − exp(
x
α)− 1
exp( 1α)− 1
.
Les figures 1.15(a) et 1.15(b) montrent les solutions nume´riques obtenues a` l’aide de la me´thode
GC et la me´thode GD en faisant varier le degre´ de l’interpolation polynoˆmiale p. On remarque
que les oscillations de la me´thode GC polluent le domaine tout entier alors que la me´thode GD
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pre´sente seulement de petites oscillations sur les e´le´ments les plus a` droite sans polluer le reste
du domaine. Ceci est tre`s important pour les strate´gies adaptatives (adaptation du maillage)
parce que les indicateurs d’erreur pour la technique GD sont tre`s simples et pre´cis (en l’absence
de solution oscillante).
(a) Galerkin continu (b) Galerkin discontinu
Fig. 1.15 – Comparaison avec S = 1 et Pe = 100 [Baumann-Oden 1999].
• Conside´rons maintenant la solution du proble`me de convection/diffusion avec un point
de´cisif dans le milieu du domaine. Le proble`me dit de Hemker est donne´ par :
α
∂2u
∂x2
+ x
∂u
∂x
= − αpi2 cos(pi x) − pi x sin(pi x) sur [0,1]
u(−1) = − 2 et u(1) = 0
(1.117)
La solution exacte est donne´e par u(x) = cos(pi x) + erf
(
x√
2α
)
∗ erf
(
1√
2α
)−1
.
En prenant α = 10−10 et h = 1/10 et en faisant varier le degre´ de l’interpolation polynoˆmiale p,
les figures 1.16(a) et 1.16(b) montrent les solutions nume´riques du proble`me obtenues respecti-
vement par une me´thode GC et une me´thode GD.
(a) Galerkin continu (b) Galerkin discontinu
Fig. 1.16 – Proble`me dit de Hemker avec α = 10−10 et h = 1/10 [Baumann-Oden 1999].
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Ces re´sultats montrent que la solution exacte est mieux repre´sente´e en utilisant des fonctions
discontinues dont les oscillations disparaissent; autrement dit, la me´thode GD s’applique mieux
que la me´thode GC pour ce type de proble`me.
⇒ L’e´tude de la stabilite´ et les tests nume´riques montrent qualitativement la supe´riorite´ des
solutions discontinues sur les solutions Galerkin continues pour ces proble`mes. En comparai-
son a` d’autres techniques qui utilisent de la diffusion artificielle pour ame´liorer la stabilite´ des
approximations Galerkin continues, la me´thode GD n’introduit pas de termes de´pendant de la
taille de maille dans les e´quations gouvernantes.
Remarque 1.16 L’e´valuation du taux de convergence est aussi envisage´ pour le proble`me de
convection/diffusion suivant :
−α ∂
2u
∂x2
+ x
∂u
∂x
= α (4pi)2 sin(4pi x) + 4pi cos(4pi x) sur [0,1]
u(x) = 0 pour x = 0 et x = 1
Solution exacte : uex(x) = sin(4pi x)
(1.118)
Fig. 1.17 – Taux de h-convergence pour α = 102 [Baumann-Oden 1999].
Le taux de h-convergence (Convergence Ratio) est e´tabli par :
CRh =
log(e2h/eh)
log(2)
avec eh =‖ uh − uex ‖Wj (1.119)
La figure 1.17 montre le taux de h-convergence obtenu pour des maillages uniformes avec α = 102.
Le taux de convergence asymptotique avec la norme H1 est de l’ordre de O(hp). Par contre, pour
α = 10−2, l’erreur est mesure´e en norme L2 avec un taux de convergence de l’ordre de O(hp+1).
c) Quelques proprie´te´s de la me´thode
Diverses proprie´te´s de la me´thode GD ressortent. On a pu voir qu’elle pouvait facilement
s’adapter pour le calcul paralle`le.
Des proprie´te´s de continuite´ et de de´rivabilite´ par rapport au champ de convection sont
de´duites du terme frontie`re de la me´thode de [Baranger-Sandri 1996]; proprie´te´s notamment
applicables au proble`me d’unicite´ dans l’approximation des fluides visqueux.
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Des estimations d’erreurs spatiales a` posteriori sont obtenues par une technique de h et/ou
p-raffinement [Biswas et al. 1994] indiquant ou` le maillage devrait eˆtre raffine´ et/ou ou` le degre´
de l’interpolation polynoˆmiale devrait eˆtre ajuste´ pour enrichir la solution nume´rique. L’uti-
lisation de p-raffinement (augmentation du degre´ d’interpolation des fonctions d’interpolation
[Zienkiewicz-Taylor 1989]) et h-raffinement (diminution de la taille de maille la` ou` les phe´nome`nes
ne sont pas correctement capture´s c’est a` dire la` ou` la marge d’erreur est trop importante
[Zienkiewicz-Taylor 1989]) adaptatifs permettent de re´duire le couˆt de calcul de la me´thode;
entraˆınant ainsi l’efficacite´ et la viabilite´ de la me´thode. [Biswas et al. 1994] envisagent meˆme
de combiner ces deux techniques d’adaptation en hp-technique afin d’encore mieux optimiser le
temps de calculs aussi bien dans les re´gions ou` la solution est lisse´e que discontinue.
La me´thode de [Oden et al. 1998] s’appuie sur des h,p et hp-approximations (combinaison
des h et p-approximations : on adapte a` la fois la taille de maille et le degre´ d’interpolation;
l’estimation de l’erreur se fait avec des majorations exponentielles) et peut eˆtre applique´e sur
n’importe quel type de maillage. Une estimation d’erreur a` priori et des expe´riences nume´riques
sur ces proble`mes indiquent que la me´thode est robuste, d’une grande pre´cision et capable de
donner des taux de convergence exponentielles ainsi que des approximations conservatives.
1.3.5.2 Mode`le spatio-temporel discontinu
Cette me´thode spatio-temporelle discontinue a re´cemment e´te´ de´veloppe´e pour re´soudre les
proble`mes d’e´volution. Nous l’avons de´ja` introduite au paragraphe 1.3.2.2 lors de la pre´sentation
de la me´thode ST/GLS, base´e entre autre sur cette approche.
L’ide´e est d’utiliser une formulation e´le´ments finis pour discre´tiser dans le domaine temporel
et permettre aux champs inconnus d’eˆtre discontinus au niveau du temps discre´tise´ [Thome´e 1997]
[Cockburn et al. 2000, Hughes et al. 1989, Werder et al. 2001].
a) Rappels bibliographiques sur les e´le´ments finis espace/temps
Ge´ne´ralement, les discre´tisations en espace et en temps sont de´couple´es pour re´soudre nume´ri-
quement des proble`mes mathe´matiques ayant pour inconnue une grandeur A de´pendant de sa
position (x) et du temps (t).
L’ide´e de la me´thode des e´le´ments finis espace/temps est de re´soudre simultane´ment les
proble`mes en espace et en temps. Par conse´quent, la variable temps t sera conside´re´e au meˆme
titre que les variables d’espace x. Il s’agit alors de rajouter une dimension supple´mentaire au
proble`me qui serait vu comme un proble`me spatial seul. Dans ces conditions, on introduit une
nouvelle variable position-espace x˘ = (x,t) avec x˘ ∈ Ωst = Ω × [0,t], Ωst e´tant le domaine
espace/temps (figure 1.18).
Par exemple, si nous conside´rons le proble`me thermique re´duit uniquement au transport d’un
front thermique, ce dernier va s’e´crire sous la forme :
Trouver T (x,t) tq ∀(x, t) ∈ Ω× [0, t] :
∂T
∂t
+−→v .−−→∇T = 0 sur Ω×]0, t[
T (x,0) = T0(x) sur Ω× {0}
T (x,t) = g(x,t) sur ∂Ω−×]0, t[
∂Ω− = {x ∈ ∂Ω , −→v (x).−→n (x) < 0}
(1.120)
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Fig. 1.18 – Domaine espace-temps Ωst = Ω× [0,t].
Ce qui revient a` ne´gliger les phe´nome`nes de diffusion et de dissipation de l’e´quation de la cha-
leur (1.4), avec k = 0 et w˙ ' 0.
L’introduction de l’ope´rateur ”position-espace” ∇˘ =
(
∇, ∂
∂t
)
permet de re´e´crire le syste`me
(1.120) en posant
−→˘
v = (−→v ,1), c’est a` dire :
Trouver T (x˘) tq ∀x˘ ∈ Ωst :
−→˘
v .
−−→˘
∇T = −→v .−−→∇T + ∂T
∂t
= 0 sur Ω×]0, t[
T (x˘) = g˜(x˘) sur ∂ (Ω×]0, t[ )−
∂(Ω×]0, t[)− = {x˘ ∈ ∂(Ω×]0, t[) , −→˘v (x˘).−→n (x˘) < 0}
(1.121)
Remarque 1.17 Le proble`me (1.121) est analogue au proble`me de convection pure instation-
naire −→v .−−→∇T = 0, auquel on a rajoute´ une dimension supple´mentaire. Sous cette forme, les
techniques classiques de discre´tisation par e´le´ments finis peuvent s’appliquer pour de´terminer le
champ inconnu T (x˘) sur Ωst. Bien e´videmment, l’utilisation d’une re´solution de type e´le´ments
finis impose dans un premier temps de construire un maillage du domaine spatio-temporel Ωst
(figure 1.19).
Fig. 1.19 – Maillage compose´ d’e´le´ments spatio-temporels Ki en 2D [Kim 2001].
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Remarque 1.18 Interpolation discontinue en temps.
Le choix d’une interpolation discontinue en temps conduit de fac¸on avantageuse a` la re´solution
par balayage en temps d’un proble`me e´crit sur une tranche Ω×]ti,ti+1[.
En revanche, le choix d’une interpolation continue en temps se traduit par une re´solution
globale du proble`me sur l’ensemble du domaine spatio-temporel Ω× ]0,t[. Si l’on be´ne´ficie d’une
re´solution regroupant en une seule e´tape le proble`me en espace et le proble`me en temps, cette
me´thode ne´cessite pourtant de re´soudre de tre`s gros syste`mes. Il est alors ne´cessaire, au risque de
la rendre inefficace, de l’associer a` des techniques de re´solution et de stockage bien approprie´es.
En raison de ses avantages, la me´thode de de´couplage des approximations en temps et en
espace (dans une ve´ritable formulation e´le´ments finis spatio-temporelle) associe´e a` une interpo-
lation discontinue en temps a e´te´ reprise par de nombreux auteurs [Kim 2001].
b) Domaines d’application
Comme pour le cas spatial, l’utilisation du mode`le spatio-temporel discontinu est tre`s diverse.
• Elle est, par exemple, bien adapte´e pour re´soudre les proble`mes de structure dynamique
[Li-Wiberg 1996] de forme ge´ne´rale M u¨(t) + C u˙(t) + K u(t) = F (t) avec une approximation
P1/P1 en de´placement/vitesse (offrant de bonnes proprie´te´s de stabilite´ et de convergence) et
pour les proble`mes viscoe´lastiques (mode`le de Malvern) [Idesman 2000].
• Quelques auteurs s’inte´ressent a` des proble`mes plus ge´ne´raux comme les proble`mes parabo-
liques [Thome´e 1997], le proble`me scalaire de convection/diffusion/re´action [Freund 2001] mais
aussi aux proprie´te´s de stabilite´ rencontre´es lors de l’e´tude de l’e´quation de la chaleur sous sa
forme classique [Makridakis-Babus˘ka 1997] et sous sa forme ”forward-backward” [French 1998].
• Pour re´soudre l’e´quation de transport (1.120), [Batkam 2002] utilise un sche´ma de discre´tisa-
tion spatio-temporelle dont les particularite´s sont :
– Pour la discre´tisation spatiale, la tempe´rature est interpole´e par des fonctions discontinues
– Pour l’inte´gration temporelle, utilisation d’une interpolation constante P0 par tranche tem-
porelle ]ti,ti+1[ (c’est le mode`le le plus simple pour des fonctions discontinues).
De plus, pour la construction de ce sche´ma temporel, [Batkam 2002] s’appuie sur une technique
de maillage structure´ en temps (c’est a` dire que la base temporelle est orthogonale au domaine
spatial) avec une interpolation discontinue en temps des champs inconnus.
∗ Maillage structure´ en temps
L’intervalle de temps ]0,t[ se compose de la re´union des intervalles ]ti,ti+1[ pour i ∈ [0, N − 1].
Ωsth est une discre´tisation du domaine Ω
st = Ω×]0,t[ en e´le´ments spatio-temporels Ki qui sont
tous des prismes (figure 1.20), avec Ki = K×]ti,ti+1[ et :
Ωsth =
⋃
K ∈ Ωh
Ki =
⋃
K ∈ Ωh
K × ]ti,ti+1[ ∀i ∈ [0, N − 1] . (1.122)
∗ Interpolation P0 en espace/temps
L’auteur choisit d’interpoler l’inconnue T par des fonctions discontinues, constantes par e´le´ment
48 CHAPITRE 1. PRE´SENTATION DU MODE`LE THERMIQUE INSTATIONNAIRE
Fig. 1.20 – Maillage Ωst compose´ d’e´le´ments spatio-temporels Ki en 2D [Batkam 2002].
spatio-temporel Ki. Ce choix recouvre en fait deux approximations:
– une interpolation constante par rapport aux variables d’espace x : T ∈ P0(K),
– une interpolation discontinue constante par rapport au temps t : T ∈ P0(]ti,ti+1[).
Remarque 1.19 Avec ce mode`le, la de´rive´e
∂T
∂t
sera e´value´e comme une de´rive´e spatiale.
Comme
∂T
∂t
n’est pas continue sur ]0,t[, elle sera donc e´value´e dans un sens plus faible, ce-
lui des distributions sur Ωst (1.123). La principale originalite´ de l’approche par e´le´ments finis
espace/temps discontinus re´side tout particulie`rement dans le traitement du terme de de´rivation.
∂Th
∂t |K×]ti,ti+1[
= |K| (T iK − T i−1K ) ou` T iK = Th|Ki . (1.123)
∗ Bilan de discre´tisation de l’e´quation de transport (1.120)
Etant donne´ T i−1K , trouver T
i
K tel que pour tout K
i ∈ Ωsth , le syste`me suivant soit ve´rifie´ :
|K| (T iK − T i−1K ) − (ti+1 − ti)
∑
F∈∂K
(T iK − T iK(F ))
∫
F
(−→v .−→n )− ds = 0 (1.124)
Remarque 1.20 L’interpolation P0 en temps peut eˆtre enrichie avec ordre d’interpolation tem-
porelle plus e´leve´, qui conduit a` une solution locale plus pre´cise [Batkam 2002].
• [Freund 2001] explique comment combiner les caracte´ristiques des formulations continues
et discontinues pour e´viter une augmentation excessive de la taille du proble`me discre´tise´. L’ap-
proximation est choisie discontinue uniquement sur la partie de l’interface de l’e´le´ment ou` les
e´le´ments de tailles diffe´rentes se rencontrent ou sur laquelle la continuite´ est difficile a` satisfaire
pour d’autres raisons.
• D’autres optent pour des versions hp-GD [Werder et al. 2001] (obtenue a` partir d’une hp-
discre´tisation spatiale continue), pour des adaptations de maillage [Idesman 2000] (h-raffinement)
ou du ”time-stepping” [Li-Wiberg 1996] (une proce´dure adaptative time-stepping est de´veloppe´e
pour se´lectionner la taille approprie´e du pas de temps en utilisant les sauts de de´placement/vitesse
dans la norme totale d’e´nergie ), sans oublier ceux qui postulent pour une version paralle`le
[Idesman 2000].
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c) Etude comparative
En comparant la me´thode GD propose´e dans [Li-Wiberg 1996] a` la solution analytique, il
en ressort qu’elle est bien adapte´e pour son type de proble`mes (a` structure dynamique) sachant
qu’elle filtre les effets des modes parasites.
En comparant sur des exemples nume´riques la me´thode GD de´veloppe´e par [Idesman 2000]
a` l’approche Galerkin continue, il apparaˆıt qu’elles sont toutes les deux recommande´es pour les
proble`mes viscoe´lastiques avec des conditions initiales et aux limites re´gulie`res mais, en ge´ne´ral,
la version discontinue est plus flexible et s’ave`re pre´fe´rable pour les proble`mes ayant des condi-
tions initiales et aux limites discontinues ou pour des solutions pre´sentant de larges gradients.
d) Proprie´te´ de stabilite´
La me´thode temporelle e´le´ments finis Galerkin posse`de une bonne pre´cision (3e ordre) et des
proprie´te´s de stabilite´ [Li-Wiberg 1996]; son imple´mentation nume´rique n’est pas difficile et les
plus hauts couˆts de calculs sont compense´s par l’utilisation de grands pas de temps. [French 1998]
et [Makridakis-Babus˘ka 1997] s’orientent vers deux espaces d’approximation Xph (espace de po-
lynoˆmes de degre´ ≤ p continus par morceaux sur la grille spatiale et s’annulant aux extre´mite´s
de cette grille) et Dqk (espace de polynoˆmes de degre´ ≤ q continus par morceaux sur la grille
temporelle et pouvant eˆtre discontinus a` t = ti).
[Makridakis-Babus˘ka 1997] montrent que la projection e´le´ments finis associe´e a` leur me´thode
est stable vis-a`-vis d’une norme de´pendant du maillage (norme discre`te analogue a` celle de L2
en espace-temps) et en de´duisent une erreur optimale borne´e dans L2([0,t];L2(Ω)) pour p > 1
et q > 1. En fait, ces re´sultats sont base´s sur leur nouvelle condition inf-sup de Brezzi-Babus˘ka
qui doit se ve´rifier avec leur norme et leur espace d’approximation.
Quant a` [French 1998], il de´veloppe deux estimations sur la pre´cision de leur sche´ma (pour
p ≥ 1 et q ≥ 1 et pour p ≥ 1 et q = 0), en supposant la solution du proble`me suffisam-
ment re´gulie`re. Cependant il remarque la chose suivante : si on prend p = q et h = k dans
‖ (u−U)x ‖2Ω + D (u−U)2 ≤ C ( k + hp+1) ∀q = 0 (comme il serait naturel pour l’interpola-
tion), la norme L2 des de´rive´es spatiales est borne´e par O(hp) qui est optimal.
1.3.5.3 Conclusion
Au cours des expe´riences nume´riques, il apparaˆıt que la me´thode Galerkin Discontinue est
plus fiable que la formulation Galerkin standard et meˆme que la me´thode SUPG, en construisant
des sche´mas stables, d’une grande pre´cision et faciles a` imple´menter. De plus, elle s’e´tend dans
de vastes domaines comme les proble`mes de convection/diffusion, les proble`mes viscoe´lastiques,
les proble`mes dynamiques, paraboliques, hyperboliques, avec a` l’appui deux grandes techniques
(une discre´tisation spatiale ou une discre´tisation espace-temps simultane´e).
Son originalite´ vient du fait qu’elle peut eˆtre combine´e a` des techniques de raffinement ou
d’adaptation du maillage (h, p et hp) et eˆtre e´largie a` une version paralle`le.
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1.4 Conclusions
Dans ce premier chapitre, nous avons vu comment mode´liser classiquement le proble`me ther-
mique instationnaire, avec la tempe´rature comme inconnue.
Nous nous sommes inte´resse´s a` la re´solution nume´rique de ce proble`me thermique en de´taillant
l’approche la plus connue et la plus utilise´e, la me´thode Galerkin standard munie d’e´le´ments
finis line´aires P1. Cette dernie`re rencontre cependant des difficulte´s pour traiter les chocs ther-
miques et ge´ne`re des instabilite´s pour des proble`mes fortement convectifs.
Une possibilite´ consiste alors a` lui associer la thermique asynchrone afin de ”lisser” le
choc thermique et d’obtenir un champ de tempe´rature acceptable. Cette me´thode de thermique
asynchrone utilise en fait un pas de temps suffisamment grand, de manie`re a` ce que la diffusion
cre´e´e atteigne la seconde couche de noeuds sous la surface et e´vite ainsi les oscillations spatiales.
Elle donne des re´sultats satisfaisants pour des proble`mes line´aires ou faiblement non line´aires,
mais aussi au cours de la simulation des proce´de´s de trempe de pie`ces forge´es. Ne´anmoins cette
technique reste inte´ressante tant que le choc n’est pas trop violent.
Pour re´soudre efficacement des proble`mes line´aires ou faiblement non line´aires, la me´thode
de diffusion partitionne´e est recommande´e. En l’occurrence, pour ce type de proble`me, cette
technique peut eˆtre assimile´e a` l’approche Galerkin standard combine´e a` la thermique asyn-
chrone. Par contre, contrairement a` la thermique asynchrone, elle pre´sente un grand inte´reˆt
pour re´soudre les proble`mes fortement non line´aires, avec changement de phase comme lors du
processus de solidification : elle se re´ve`le tre`s performante et beaucoup plus robuste. Toutefois,
meˆme si elle s’inte`gre facilement dans n’importe quel code de calculs, il ne semble pas ne´cessaire
d’envisager cette technique de re´solution pour notre e´tude qui, en l’occurrence, concerne des
proble`mes faiblement non line´aires (processus de forgeage a` chaud et a` froid).
Par la suite, nous avons e´tendu la recherche bibliographique en e´voquant diverses techniques
de re´solution pour des proble`mes plus ge´ne´raux de convection/diffusion, afin de trouver dans la
litte´rature une me´thode plus adapte´e a` la re´solution de notre proble`me thermique, dans le cas
des proce´de´s de la mise en forme des me´taux.
Il s’ave`re que lesme´thodes stabilise´es permettent de s’affranchir des difficulte´s rencontre´es
par les approches Galerkin standard pour le traitement des proble`mes de convection/diffusion.
Nous avons vu que ces me´thodes consistaient a` rajouter un terme de stabilisation s’apparen-
tant a` une diffusion artificielle dans la formulation faible du sche´ma Galerkin standard. Lorsque
le terme de convection est pre´ponde´rant, ces me´thodes ont de bonnes proprie´te´s de stabilite´.
Cependant, elles aboutissent a` des syste`mes line´aires non syme´triques et peuvent poser des
proble`mes de consistance.
La me´thode de Taylor Galerkin, qui peut-eˆtre vue comme une des me´thodes stabilise´es,
donne des sche´mas d’une grande pre´cision avec de bonnes proprie´te´s de stabilite´, et qui plus est,
elle est facile a` imple´menter.
Une me´thode plus connue est la me´thode de Galerkin Discontinue. Dans une gamme
tre`s large de proble`mes, la me´thode Galerkin Discontinue, facilement programmable, offre de
bonnes proprie´te´s de stabilite´ et de robustesse (ge´ne´ralement combine´e a` des adaptations et/ou
raffinements de maillages). Elle permet e´galement de re´pondre efficacement aux proble`mes d’os-
cillations rencontre´es par la me´thode standard pour le traitement de forts gradients thermiques.
De plus, elle s’adapte aux calculs paralle`les sans trop de difficulte´s.
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Bien que nous puissions retenir la me´thode des volumes finis en nous limitant a` l’utili-
sation d’un code de calcul 3D e´le´ments finis pour la simulation du proce´de´ de forgeage a` chaud,
nous ne pouvions finir ce premier chapitre sans l’e´voquer. En effet, cette technique est couram-
ment employe´e pour re´soudre les proble`mes thermiques. [Mohan-Tamma 1994] s’inte´ressent aux
proble`mes thermiques non line´aires transitoires en combinant les deux approches e´le´ments fi-
nis/volumes finis par une strate´gie d’adaptation du pas de temps en vue de conserver les crite`res
de stabilite´ et de pre´cision du sche´ma d’inte´gration temporelle.
De ce travail, il en ressort que les me´thodes de Taylor Galerkin et de Galerkin Disconti-
nue sont les plus inte´ressantes pour re´soudre notre type de proble`me thermique instationnaire.
D’ailleurs, [Pichelin-Coupez 1999] les ont associe´es, pour la re´solution de proble`mes mixtes.
Cette technique fera entre autre l’objet du chapitre suivant. En effet, le deuxie`me chapitre sera
consacre´ a` la re´solution des proble`mes thermiques instationnaires en conside´rant, cette fois, une
formulation mixte, qui aura la particularite´ de s’affranchir des limitations des me´thodes stabi-
lise´es. Nous verrons qu’en introduisant ces me´thodes mixtes, elles ont l’avantage de re´soudre
les proble`mes d’instabilite´s cause´es par des approches Galerkin standards sans introduire un
quelconque terme stabilisant.
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Chapitre 2
Mode´lisation et re´solution du
proble`me thermique mixte
instationnaire
D’un point du vue ge´ne´ral, les me´thodes mixtes sont base´es sur une formulation a` deux
ou plusieurs champs du proble`me a` re´soudre. Elles ont d’abord e´te´ introduites pour re´soudre
le proble`me de Stokes [Brezzi-Fortin 1991, Ern-Germond 2000] et leur the´orie est aujourd’hui
largement diffuse´e dans ce domaine.
Par contre, a` notre connaissance, peu de travaux existent a` ce jour concernant les proble`mes
de convection/diffusion. C’est pourquoi, dans ce chapitre, nous introduisons la formulation mixte
a` deux champs (la tempe´rature T et le flux de chaleur −→q ) du proble`me thermique instationnaire.
Nous verrons que cette formulation est mieux adapte´e pour re´soudre ce type de proble`me.
L’objectif de ce manuscrit e´tant d’ame´liorer la pre´cision de la re´solution du mode`le ther-
mique lie´ au forgeage en de´veloppant une technique plus fiable que l’approche Galerkin standard
combine´e a` la thermique asynchrone, nous reprenons ici deux mode`les utilisant la me´thode de
Galerkin Discontinu, introduite par [Lesaint-Raviart 1974] et pre´sente´e au chapitre 1 (§ 1.3.5).
De´veloppe´s dans le cadre de la re´solution de l’e´quation de la chaleur instationnaire, il s’agit du
sche´ma de Taylor Galerkin Discontinu et du mode`le Galerkin Discontinu Implicite.
- Le sche´ma de Taylor Galerkin Discontinu explicite a e´te´ de´veloppe´ par [Pichelin 1998]
pour traiter efficacement le proble`me thermique en injection des polyme`res. Il a par la suite e´te´
implante´ et valide´ par [Aliaga 2000] pour des applications de traitement thermique de pie`ces en
acier, coule´es ou forge´es. Dans une premie`re partie, nous adaptons ce sche´ma (prise en compte
du contact et du frottement entre la pie`ce et les outils, en conse´quence la de´formation et le
transfert thermique conductif) afin de pouvoir tester la nouvelle version sur des cas purement
thermiques de forgeage (transferts conductifs) ainsi que sur des cas de de´formation. La formu-
lation mixte thermique est associe´e a` des e´le´ments finis mixtes discontinus P0/P0 ainsi qu’a` un
de´veloppement de Taylor explicite.
- Puis nous proposons une ame´lioration de cette me´thode, le mode`le Galerkin Discon-
tinu Implicite, en nous appuyant sur les travaux de [Batkam 2002] qui utilise un sche´ma
spatio-temporel muni d’e´le´ments finis espace/temps discontinus. Ce mode`le, muni d’une for-
mulation plus locale avec l’e´le´ment fini mixte P0/P+0 et d’un sche´ma d’Euler implicite, prendra
en compte les conditions aux limites thermiques de type conduction et la de´formation de la pie`ce.
Ces deux mode`les sont ensuite valide´s et compare´s sur des cas tests pre´sentant une solution
analytique, et enfin teste´s sur des applications 3D simples (avec et sans de´formation).
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2.1 Formulation mixte du proble`me thermique a` 2 champs :
la tempe´rature et le flux de chaleur
Ecrivons le proble`me thermique instationnaire sous une formulation mixte a` deux champs
inconnus avant d’e´voquer les deux techniques de re´solution.
2.1.1 Equations
A partir des e´quations (1.5) et (1.8), la discre´tisation du proble`me thermique peut eˆtre
aborde´e diffe´remment. La me´thode de Galerkin, de´ja` pre´sente´e dans la section 1.2, englobe la
loi de Fourier (1.8) dans l’e´quation de la chaleur (1.5) afin d’obtenir une forme irre´ductible de
l’e´quation de la chaleur (1.10) avec une seule inconnue, la tempe´rature T .
En choisissant de garder les deux e´quations, on opte pour une formulation dite ”mixte”. Le
proble`me thermique sera alors mode´lise´ par une formulation a` deux champs : la tempe´rature T
et le flux de chaleur −→q (ou encore la tempe´rature T et le gradient de la tempe´rature −−→∇T ) :
ρ c
∂T
∂t
+ div−→q = w˙ (a)
sur Ω×]0,t[
−→q = − k−−→∇T (b)
(2.1)
Cette formulation a` deux champs (2.1) permet de mieux repre´senter les gradients. De plus,
elle permet d’imposer moins de de´rivabilite´ aux champs inconnus. Par conse´quent, le degre´ des
fonctions d’interpolation pourra eˆtre choisi plus faible qu’avec une formulation Galerkin standard
a` un champ.
2.1.2 Conditions initiales et aux limites
Afin que le syste`me d’e´quations (2.1) soit mathe´matiquement bien de´fini, nous devons ra-
jouter un ensemble de conditions initiales et aux limites.
2.1.2.1 Conditions initiales
Pour ce proble`me thermique, la tempe´rature et e´ventuellement le flux doivent eˆtre connus a`
l’instant initial. C’est ainsi que nous choisissons une e´criture simplifie´e des conditions avec :
T = T0
−→q = −→0
(2.2)
2.1.2.2 Conditions aux limites
Pour ce qui est des conditions aux limites, elles restent les meˆmes que celles e´voque´es dans
le premier chapitre (§ 1.1.2). Il y aura donc des conditions aux limites de type Dirichlet (avec
la tempe´rature ou le flux impose´(e) ) ainsi que des conditions aux limites de type conduction et
convection/rayonnnement, pour de´finir le contact pie`ce/outil et pie`ce/air.
2.1.3 Formulation mixte
Finalement, les e´quations re´gissant le proble`me thermique mixte instationnaire se re´su-
ment de la manie`re suivante : le proble`me mixte en tempe´rature T/flux −→q est constitue´ de
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l’e´quation de la chaleur, de la loi de Fourier ainsi que des conditions initiales et aux limites :
ρ c
∂T
∂t
+ div−→q = w˙ dans Ω×]0,t[ e´quation de la chaleur
−→q = − k−−→∇T dans Ω×]0,t[ loi de Fourier
T = T0 et −→q = −→0 conditions initiales
T = Timp sur Γ1×]0,t[
conditions de Dirichlet−→q .−→n = φimp sur Γ2×]0,t[
−→q .−→n = hcd (T − Tout) sur Γ3×]0,t[ condition de conduction
−→q .−→n = h (T − Text) sur Γ4×]0,t[
h = hcv + hr
hr = r σr (T + Text) (T 2 + T 2ext)
condition de convection/rayonnement
(2.3)
Le proble`me (2.3) repre´sente la formulation mixte forte du proble`me thermique instation-
naire : a` chaque pas de temps, un calcul du flux de chaleur se rajoute a` celui de l’e´quation de la
chaleur.
Maintenant que cette formulation mixte est e´tablie, nous pouvons passer a` la re´solution
nume´rique qui fait l’objet de la prochaine section.
2.2 Re´solutions nume´riques : me´thodes de type Galerkin Dis-
continu
ME´THODES DE GALERKIN DISCONTINUES : TGD ET GDIMP
Nous pre´sentons, dans cette partie, deux mode`les nume´riques base´s sur la me´thode Galerkin
Discontinue munie de l’e´le´ment fini constant P0 :
– le sche´ma Taylor Galerkin Discontinu Explicite, note´ TGD (§ 2.2.1),
– et le mode`le Galerkin Discontinu Implicite, appele´ Gdimp (§ 2.2.2).
2.2.1 Le sche´ma Taylor Galerkin Discontinu Explicite : TGD
Le sche´ma TGD combine les avantages d’une me´thode spatiale de Galerkin Discontinue,
base´e sur l’e´le´ment fini de plus faible degre´ P0 et d’une inte´gration temporelle de haut degre´ de
Taylor (le degre´ n = 3 e´tant suffisant pour obtenir la stabilite´ du sche´ma).
De manie`re simplifie´e, la me´thode TGD est une me´thode explicite qui correspond, en fait,
a` un sche´ma a` deux pas : le premier pas calcule le flux−→q avec (2.1.b) et le deuxie`me re´sout
explicitement l’e´quation de la chaleur en calculant
∂T
∂t
(2.1.a).
Pour mode´liser correctement les diverses e´tapes de mise en forme d’une pie`ce forge´e, quelques
modifications seront donc ne´cessaires pour appliquer ce sche´ma. Il faudra notamment prendre
correctement en compte la de´formation de la pie`ce et ge´rer au mieux l’ensemble des conditions
aux limites. Avant d’introduire la version TGD adapte´e a` l’e´tude du forgeage, nous rappelons
succinctement la description du sche´ma de´veloppe´ par [Pichelin-Coupez 1999].
56CHAPITRE 2. RE´SOLUTION DU PROBLE`ME THERMIQUEMIXTE INSTATIONNAIRE
2.2.1.1 Discre´tisation spatiale : sche´ma e´le´ments finis discontinus
• Interpolation mixte de bas degre´ : sche´ma P0/P0
Lors de la re´solution du proble`me thermique, il faut tenir compte des chocs thermiques et
envisager l’existence de forts gradients thermiques. Le choix de l’espace d’approximation du
champ de tempe´rature est donc tre`s important.
Tirant profit de l’interpolation mixte qui permet d’imposer moins de de´rivabilite´ aux champs
inconnus, [Pichelin-Coupez 1999] proposent un ordre d’interpolation le plus bas possible : les
constantes par e´le´ment. La figure 2.1 illustre l’e´le´ment P0/P0 en tempe´rature/flux :
Interpolation en température
Interpolation en flux
Fig. 2.1 – Configuration 2D de l’e´le´ment fini mixte P0/P0 en tempe´rature/flux.
Des espaces fonctionnels ade´quats vont donc eˆtre introduits pour exprimer correctement
cette interpolation discontinue:
∗ La tempe´rature T est interpole´e par des fonctions constantes par e´le´ment :
Th =
∑
K⊂Ωh
Th|K , Th ∈Wh (2.4)
ou`

Th : l’interpolation P0 de la tempe´rature T ,
Wh = {Th ∈ L2(Ω), Th|K ∈ P0(K) ∀K ∈ Ωh } l’espace d’approximation pour T ,
Ωh : une triangulation de Ω de´compose´e en K simplexes,
Th|K : la valeur moyenne de la tempe´rature T sur l’e´le´ment K avec :
Th|K = TK =
1
|K|
∫
K
T (x) dv . (2.5)
∗ De la meˆme manie`re, nous avons interpole´ le flux −→q par des fonctions −→qh constantes
par e´le´ment :
−→qh ∈ [Wh]d = Fh . (2.6)
• De´finition du gradient et de la divergence d’une interpolation P0
Une difficulte´ imme´diate apparaˆıt en utilisant cette me´thode Galerkin Discontinue. Comme
T n’est pas continue, le terme
−−→∇T ne peut plus eˆtre de´fini au sens fort sur Ω. Il faut donc
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l’e´valuer dans un sens plus faible, celui des distributions sur Ω :
<
−−→∇Th , ψ >Ω = −
∫
Ω
Th div ψ dΩ = −
∫
Γ
Th ψ .
−→n ds ∀ψ ∈ [D(Ω)]d (2.7)
= −
∑
K⊂Ωh
∫
∂K
Th|K ψ .
−→n ds
= −
∑
F∈ ∂K
[Th]FK
∫
F
ψ .−→n FK ds (2.8)
Ainsi, afin d’approcher le gradient et la divergence d’une interpolation P0, nous utilisons les
deux ope´rateurs introduits par [Coupez-Baranger 2002] :
– l’ope´rateur gradient discret
−→∇h : Wh → [Wh]d permettant donc d’approcher le gradient
d’une interpolation P0 avec :
−−−→∇hTh = − 1|K|
∑
F∈ ∂K
ωFK [Th]
F
K |F | −→n FK (2.9)
[Th]FK de´signe le saut de Th a` travers la face F suivant la normale
−→n FK exte´rieure sortante
de l’e´le´ment K. Repre´sente´ sur la figure (2.2), ce saut est de´fini par :
[Th]FK =
∑
K′∈Ω(F )
Th|K′
−→n FK′ .−→n FK (2.10)
ou` Ω(F ) repre´sente le domaine forme´ par les e´le´ments de K qui partagent la meˆme face
F . Les coefficients ωFK de´signent des poids attribue´s aux e´le´ments K adjacents a` la face F
et ve´rifiant
∑
K′⊂Ω(F )
ωFK′ = 1.
Fig. 2.2 – Calcul du saut a` l’interface de deux e´le´ments.
– et l’ope´rateur divergence discre`te ∇h. : [Wh]d → Wh approchant la divergence d’une
interpolation P0 avec :
∇h.−→q h = − 1|K|
∑
F∈ ∂K
ωFK [
−→q h]FK .−→n FK |F | (2.11)
– Ces deux ope´rateurs
−−−→∇hTh et ∇h.−→qh sont respectivement une approximation au premier
ordre de
−−→∇T et de ∇.−→q avec les relations : | (
−−→∇T −−−−→∇hTh , ϕ ) | ≤ C(|T |1,Ω) h |ϕ|1,Ω ∀ϕ ∈ [H10 (Ω)]d
| (∇.−→q −∇h.−→qh , ϕ ) | ≤ C(|−→q |1,Ω) h |ϕ|1,Ω ∀ϕ ∈ H1(Ω)
(2.12)
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• Application a` la re´solution de l’e´quation de la chaleur : bilan de la discre´tisa-
tion spatiale
La the´orie des distributions va nous permettre d’e´crire correctement la formulation ”faible”
du proble`me mixte :
∫
Ω
−→qh . ψ dΩ = − k < −−→∇Th , ψ >Ω ∀ψ ∈ [D(Ω)]d
∫
Ω
∂Th
∂t
ϕ dΩ +
1
ρ c
< ∇.−→qh , ϕ >Ω = 1
ρ c
∫
Ω
w˙ ϕ dΩ ∀ϕ ∈ D(Ω)
(2.13)
Pour la discre´tisation des termes de diffusion, (
−−→∇T et ∇.−→q ), nous nous ramenons, pour chaque
e´le´ment K de la triangulation Ωh, a` une e´valuation locale des termes
−−−−−→∇hTh|K et ∇h.−−→qh|K , de´finis
par les relations (2.9) et (2.11).
⇔

∑
K⊂Ωh
∫
K
−→qh . ψ dv = − k
∑
K⊂Ωh
<
−−−−−→∇hTh|K , ψ >K
∑
K⊂Ωh
∫
K
∂Th
∂t
ϕ dv − 1
ρ c
∑
K⊂Ωh
< ∇h.−−→qh|K , ϕ >K =
1
ρ c
∑
K⊂Ωh
∫
K
w˙ ϕ dv
(2.14)
Afin que l’e´criture du syste`me (2.14) soit comple`te, il faut maintenant pre´ciser les valeurs des
poids ωFK qui interviennent dans les expressions discre`tes du gradient (2.9) et de la divergence
(2.11). Puisqu’il n’y a pas de parcours privile´gie´ pour la propagation de chaleur (loi de conduction
isotrope), le choix de la valeur des poids ωFK n’est soumis a` aucune contrainte. C’est pourquoi
[Pichelin 1998] propose comme valeurs :
ωFK =
1
2
pour des faces internes
ωFK = 1 pour des faces frontie`res
(2.15)
Ainsi, en reportant (2.9) et (2.11) dans (2.14) et en supposant une interpolation constante
par e´le´ment du second membre w˙ de (2.1), le sche´ma de Galerkin Discontinu pour des e´le´ments
mixtes P0/P0 en tempe´rature/flux permet d’e´crire et donc de re´soudre localement le proble`me
suivant :
Pour tout K ∈ Ωh, trouver −→qK ∈ Fh , ∂TK
∂t
∈Wh tel que :

−→qK |K| =
∑
F∈∂K
k ωFK [Th]
F
K |F | −→n FK
∂TK
∂t
|K| = 1
ρ c
∑
F∈∂K
ωFK [
−→qh]FK .−→n FK |F | +
1
ρ c
w˙K |K|
(2.16)
Remarque 2.1 Le bilan de la discre´tisation spatiale (2.16) met en e´vidence le fait que l’on
doit re´soudre un syste`me local, pour lequel la tempe´rature d’un e´le´ment K est calcule´e a` l’ins-
tant suivant a` partir des tempe´ratures des deux couches d’e´le´ments voisins. On parle alors de
2.2 ME´THODES DE GALERKIN DISCONTINUES : TGD ET GDIMP 59
”formulation voisins des voisins”, illustre´e par la figure 2.3. Par exemple, pour e´valuer le terme
de´rive´
∂TK
∂t
sur chaque e´le´ment K de la triangulation, on a besoin des voisins de K ainsi que
des voisins des voisins de K. Cela veut donc dire que l’on a besoin d’une contribution locale de
17 e´le´ments dans le cas tridimensionnel (et de 10 e´le´ments dans le cas bidimensionnel).
Elément K
KT
1K
T
2K
T
3K
T
9K
T
4K
T
5K
T
8K
T
7K
T
6K
T
Fig. 2.3 – Sche´ma P0/P0 : contribution de 2 couches d’e´le´ments au voisinage de l’e´le´ment K.
2.2.1.2 Sche´ma de discre´tisation temporelle : Taylor explicite
Une me´thode temporelle de Taylor est associe´e au sche´ma spatial Galerkin Discontinu : c’est
ce que nous nommons la me´thode Taylor Galerkin Discontinu. La me´thode de Taylor Galerkin,
pre´alablement de´crite au cours du premier chapitre (§ 1.3.3), nous a permis d’e´tablir de bonnes
proprie´te´s de stabilite´ en remarquant qu’elle est stable a` partir du degre´ 3 [Donea 1984].
Connaissant le champ de tempe´rature a` l’instant t, on utilise un de´veloppement de Taylor
explicite de degre´ n pour de´terminer la tempe´rature a` l’instant suivant t+∆t :
T (x,t+∆t) = T (x,t) + ∆t
∂T
∂t
(x,t) + .... +
∆tn
n!
∂nT
∂tn
(x,t) + O(∆tn+1) (2.17)
Avec le sche´ma (2.17), le pas de temps ∆t est automatiquement calcule´ en fonction d’une
pre´cision donne´e sur le de´veloppement de Taylor (ou d’une erreur ε donne´e que nous avons prise
e´gale a` 0,1 et qui joue le roˆle d’un estimateur d’erreur a` priori).
∆t ≤
[
(n+ 1) ! εmin
(∣∣∣∣∂n+1T∂tn+1
∣∣∣∣−1
) ] 1
n+1
(2.18)
Ainsi le sche´ma explicite est inconditionnellement stable. En de´rivant successivement les e´quations
du proble`me continu (2.1), on obtient de nouveaux syste`mes dont les inconnues sont les de´rive´es
en temps d’ordre supe´rieur du champ de tempe´rature et de flux de chaleur :
ρ c
∂j+1T
∂tj+1
+ ∇ .
(
∂jq
∂tj
)
= w˙ δj0
∂j−→q
∂tj
= − k−→∇
(
∂jT
∂tj
)
∀1 ≤ j ≤ n
(2.19)
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ou` δj0 est le symbole de Kronecker (valant 1 si j = 0 et zero autrement) et w˙ est suppose´e
constante sur l’intervalle [t, t+∆t].
On conserve le caracte`re local P0 a` chaque ordre j : la me´thode de Galerkin Discontinue discre´tise
ces deux e´quations (2.19) qui auront pour inconnues les de´rive´es d’ordre supe´rieur de la tempe´ra-
ture et du flux. 
∂j−→qh
∂tj
= − k−→∇h
(
∂jTh
∂tj
)
∀1 ≤ j ≤ n
ρ c
∂j+1Th
∂tj+1
+ ∇h .
(
∂jqh
∂tj
)
= w˙h δ
j
0
(2.20)
Une fois les de´rive´es
∂j+1Th
∂tj+1
calcule´es a` l’aide de (2.20), elles sont directement injecte´es dans le
sche´ma (2.17) pour en de´duire la valeur de Th a` l’instant t+∆t.
En de´finitive, nous pouvons re´sumer toutes les e´tapes de la re´solution par l’algorithme
TGD explicite. Pre´sente´ sous la forme du tableau 2.1, cet algorithme met en e´vidence le fait
que cette me´thode TGD se de´roule en deux phases pour chaque incre´ment de temps.
initialisation :
T th donne´e
p← 1
pour tout K ∈ Ωh faire :
−→q tK =
1
|K|
∑
F∈∂K
k ωFK [T
t
h]
K
F |F |
−→
nFK
∂T tK
∂t
=
1
|K| ρ c
∑
F∈∂K
ωFK [
−→q th]FK .
−→
nFK |F | +
1
ρ c
w˙tK
re´pe`te :
pour tout K ∈ Ωh faire :
∂p−→q tK
∂tp
=
1
|K|
∑
F∈∂K
k ωFK
[
∂pT th
∂tp
]F
K
|F |
−→
nFK
∂p+1T tK
∂tp+1
=
1
|K| ρ c
∑
F∈∂K
ωFK
[
∂p−→q tK
∂tp
]F
K
.
−→
nFK |F |
p← p+ 1
jusqu’a` p = n+ 1
∆t ≤
[
(n+ 1) ! ε min
(∣∣∣∣∂n+1T∂tn+1
∣∣∣∣−1
) ] 1
n+1
pour tout K ∈ Ωh faire
T t+∆tK = T
t
K + ∆t
∂T tK
∂t
+ .... +
∆tn
n!
∂nT tK
∂tn
fin algorithme
Tab. 2.1 – Algorithme de re´solution Taylor Galerkin Discontinu.
2.2.1.3 Prise en compte des conditions aux limites thermiques
La prise en compte des conditions aux limites constitue la principale difficulte´. En effet,
dans notre cas, l’utilisation de la re´solution TGD doit nous permettre de simuler le forgeage
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en grandes de´formations, avec du contact au niveau des outillages, et ceci a` grande e´chelle de
tempe´rature. On peut donc souligner que nos conditions sont diffe´rentes de celles ge´re´es par
[Aliaga 2000] qui s’est uniquement inte´resse´ au phe´nome`ne de trempe en pre´sence de gradients
thermiques importants entre la pie`ce et le bain de trempe (conditions aux limites type Diri-
chlet ou convection/rayonnement), autrement dit a` un phe´nome`ne sans contact ni frottement,
ni grande de´formation.
Pour chaque e´le´ment frontie`re rencontre´, il faudra e´tudier pre´cise´ment ses conditions aux
limites afin de de´terminer au mieux −→q , ∂T
∂t
et leur de´rive´e jie`me respective. Trois types de
transferts thermiques pourront alors se pre´senter :
– une tempe´rature impose´e sur une partie de la frontie`re,
– un flux de chaleur impose´ sur une partie de la frontie`re,
– des e´changes thermiques se produisant soit entre la pie`ce et l’outil (type conduction), soit
entre la pie`ce et le milieu exte´rieur (type convection/rayonnement).
Pour un e´le´ment frontie`re K, on aura alors les quatre formules suivantes :
• Pour la de´rive´e d’ordre ze´ro du flux :
−→q = 1|K|
∑
Fint
k
2
[T ] |F | −→n + 1|K|
∑
Fext1
k (T − T¯ ) |F | −→n +
∑
Fext2
q¯.−→n
avec

T¯ = Timp correspondant a` la tempe´rature exte´rieure impose´e,
ou
T¯ est la tempe´rature d’un domaine en vis-a`-vis avec une condition de contact
parfait,
et

q¯ = −Φimp correspondant a` la tempe´rature exte´rieure impose´e,
ou
q¯ = h (T − Tf ) ou` Tf est soit la tempe´rature du milieu exte´rieur, soit celle d’un
domaine en vis-a`-vis, avec une condition d’e´change avec un coefficient h .
• Pour la de´rive´e d’ordre j du flux :
∂j−→q
∂tj
=
1
|K|
∑
Fint
k
2
[
∂jT
∂tj
]
|F | −→n + 1|K|
∑
Fext1
k
∂jT
∂tj
|F | −→n
• Pour la de´rive´e premie`re de la tempe´rature :
∂T
∂t
=
1
|K|
∑
Fint
1
2 ρ c
[−→q ] .−→n |F | + 1|K| ρ c
∑
Fext2
(−→q − q¯) .−→n |F | + 1
ρ c
w˙
• Pour la de´rive´e d’ordre j de la tempe´rature :
∂j+1T
∂tj+1
=
1
|K| ρ c
∑
Fint
1
2
[
∂j−→q
∂tj
]
.−→n |F | + 1|K| ρ c
∑
Fext2
∂j−→q
∂tj
.−→n |F |
• Le terme source w˙ :
Ce terme provenant du calcul me´canique est constant sur l’intervalle [t, t + ∆t] et devient nul
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si la pie`ce ne subit aucune de´formation. Par contre, quand il y a de´formation, on a besoin de
l’estimation de w˙ sur l’e´le´ment K pour calculer la de´rive´e premie`re de la tempe´rature; cette
estimation est e´tablie en additionnant les quatre valeurs de w˙ obtenues aux points d’inte´gration
(pour un calcul 3D).
Toutes ces modifications permettent d’obtenir une nouvelle version du TGD pour la mode´lisation
du proce´de´ de forgeage : cette version, appele´e TGD ”forgeage”, prend de´sormais en compte la
de´formation en plus de s’affranchir des chocs thermiques. Pour l’ensemble des tests pre´sente´s
dans le paragraphe suivant, nous avons choisi de nous restreindre au degre´ (n = 3).
2.2.1.4 Validation du TGD sur des tests purement thermiques : comparaison avec
une solution analytique instationnaire
Dans ce paragraphe, nous souhaitons ve´rifier la validite´ et l’efficacite´ de la version TGD
”forgeage”. Pour ce faire, nous reprenons le test standard en tempe´rature impose´e propose´ par
[Aliaga 2000] en comple´tant la base des re´sultats (sensibilite´ au pas d’espace, au pas de temps
et aux donne´es du mate´riau) et en rajoutant le test standard de flux impose´.
Ces deux tests purement thermiques ont une ge´ome´trie simple et une solution analytique
bien connue [Agassant et al. 1996, Incropera-DeWitt 2001], indispensable pour e´valuer la fiabi-
lite´ du TGD. Nous nous inte´resserons au refroidissement d’une barre d’acier semi-infinie soumise
a` une tempe´rature constante en peau, puis au re´chauffement de cette meˆme barre soumise, cette
fois, a` un flux (positif) constant en peau. Dans les deux cas, nous nous ramenons a` un proble`me
monodimensionnel ou` la diffusion thermique est uniaxiale (figure 2.5).
a) Tempe´rature impose´e sur l’extre´mite´ d’une barre d’acier semi-infinie
Nous reprenons ici le test de´ja` pre´sente´ dans le premier chapitre (section 1.2) faisant ap-
paraˆıtre un choc thermique : c’est le test classique de refroidissement d’un barreau d’acier semi-
infini, traite´ par[Aliaga 2000] puis repris notamment par [D’Alvise 2002] et [Fachinotti 2003].
Initialement, une barre d’acier de dimension 10 × 10 × 100mm est a` la tempe´rature T0 de
800◦C. A l’instant t = 0, on impose et on maintient une tempe´rature Timp de 25◦C sur l’une
de ses parois (figure 2.4) pendant 30s. On suppose, de plus, qu’il n’y a pas d’e´change thermique
avec l’air.
Fig. 2.4 – Barre d’acier a` 800◦C soumise a` une tempe´rature constante Timp = 25◦C; maillage
de la barre avec h = 2,8mm.
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Les donne´es du mate´riau sont celles d’un acier moyennement conducteur de chaleur :
k = 15 W.m−1.K−1
ρ = 7800 Kg.m−3
c = 360 J.Kg−1.K−1
(2.21)
Pour e´tudier le refroidissement de la barre, mis en e´vidence sur la figure 2.5, deux traceurs
sont positionne´s afin de suivre leur e´volution thermique au cours du temps : le premier traceur
est situe´ a` 10mm du bord re´gule´ thermiquement et le second a` 20mm de la surface; tous deux
au centre de la barre (figure 2.4).
Fig. 2.5 – Isovaleurs de la tempe´rature au cours de la re´solution TGD : mise en e´vidence du
phe´nome`ne de diffusion thermique.
Avant de pre´senter les re´sultats nume´riques, nous rappelons la solution analytique de ce
proble`me monodimensionnel et les observations de [Aliaga 2000].
• Refroidissement d’un barreau semi-infini : solution analytique
Pour ce proble`me monodimensionnel, une solution analytique [Agassant et al. 1996] est donne´e
par la formule suivante :
T (z,t) = Timp + (T0 − Timp) ∗ erf
(
z
2
√
a t
)
(2.22)
Dans cette e´quation, z repre´sente une profondeur donne´e dans la direction uniaxiale de la barre
et a =
k
ρ c
la diffusivite´ thermique du mate´riau. La fonction erf est la fonction ”erreur” de´finie
par :
erf(x) =
2√
pi
∫ x
0
e−u
2
du (2.23)
La solution analytique correspondant a` ces deux traceurs est repre´sente´e sur la figure 2.6.
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Fig. 2.6 – Repre´sentation de la solution analytique pour les deux capteurs situe´s respectivement
a` 10mm et 20mm du bord re´gule´ thermiquement.
• Rappel des observations de [Aliaga 2000] sur ce test
L’auteur a e´tabli le re´sultat essentiel suivant : avec un maillage grossier et un pas de temps
∆t ne respectant pas la relation de stabilite´ (∆t ≥ ∆tc = h
2
4 a
), le phe´nome`ne du choc thermique
est mis en e´vidence sur le deuxie`me noeud qui est anormalement chauffe´; cet e´chauffement
conduisant a` une e´volution thermique non physique de la tempe´rature (figure 2.7).
Fig. 2.7 – Repre´sentation du choc thermique avec e´chauffement du second noeud [Aliaga 2000].
Il de´veloppa une version TGD dite TTT (Tempe´rature-Temps-Transformation) pour l’appli-
quer au processus de traitement thermique qui absorbe le phe´nome`ne de choc thermique avec
un maillage grossier (figure 2.8).
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Fig. 2.8 – Absorption du choc thermique avec la version TGD ”TTT” de [Aliaga 2000].
• Visualisation des re´sultats avec la version TGD ”forgeage”
On observe dans un premier temps le comportement de la solution nume´rique obtenue avec
une re´solution TGD ”forgeage” par rapport a` celle d’un sche´ma TGD ”TTT”. Sur la figure 2.9,
on compare alors l’e´volution de la tempe´rature des deux capteurs entre la solution analytique et
la solution nume´rique TGD ”forgeage”. A taille de maille constante, de l’ordre de h = 2,8mm
(figure 2.4), on constate une allure correcte des courbes TGD vis-a`-vis des courbes analytiques,
et ceci pour les deux traceurs.
Fig. 2.9 – Evolution de la tempe´rature des 2 traceurs : comparaison entre la solution analytique
et la version TGD ”forgeage” de Forge 3©r.
Avec la version TGD ”forgeage” (tout comme avec la version TGD ”TTT”), le phe´nome`ne de
choc thermique n’est plus visible sur l’e´volution thermique du second capteur (cf figure 2.9).
Autrement dit, la re´solution TGD absorbe naturellement le choc thermique, sans technique de
stabilisation, comme la me´thode Galerkin associe´e a` la thermique asynchrone.
Remarque 2.2 Sur la figure 2.9, il est inte´ressant d’observer que le refroidissement obtenu avec
la version TGD ”forgeage” est le´ge`rement plus prononce´ que le refroidissement analytique, ce
qui sugge`re que la me´thode TGD a tendance a` refroidir plus vite que la normale et donc que ceci
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peut eˆtre non ne´gligeable lors du traitement de l’absorption de chocs thermiques beaucoup plus
violents.
Par contre, en terme de pre´cision, l’erreur du sche´ma nume´rique TGD est assez importante
par rapport a` la solution exacte, avec ce type de maillage (h = 2,8mm). Sur la figure 2.10, on a
trace´ l’e´volution au cours du temps du pourcentage de l’erreur estime´e pour les deux capteurs.
Cette erreur s’ave`re moins importante avec le deuxie`me capteur, plus e´loigne´ du bord impose´
en tempe´rature.
Fig. 2.10 – Evolution de l’erreur TGD (2.24) pour les deux traceurs.
L’estimation de l’erreur se fait a` l’aide de la formule suivante :
eT (z,t) =
|Texact(z,t)− Ttgd(z,t) |
Texact(z,t)
∗ 100 (2.24)
ou` z repre´sente la profondeur dans la direction de la diffusion thermique et t le temps.
Remarque 2.3 Dans certains cas (par exemple pour le test en flux impose´), on utilisera une
estimation de l’erreur plus pre´cise, l’erreur maximale avec :
emax(z,t) =
|Texact(z,t)− Ttgd(z,t) |
maxt Texact(z,t)
∗ 100 (2.25)
Remarque 2.4 Dans le cas d’un maillage encore plus grossier (h = 5mm), la me´thode TGD
reste efficace en continuant d’absorber le choc (figure 2.11), toujours en sous-estimant la tempe´ra-
ture analytique. N’oublions pas de signaler que le sche´ma TGD est de´ja` tre`s fiable pour des
capteurs place´s en peau (ici z = 1mm avec une erreur ' 1,65%). Ne´anmoins, avec ce maillage
grossier, l’erreur obtenue est nettement plus importante qu’avec h = 2,8mm. En effet :
– pour h = 5mm, le pourcentage d’erreur moyen est de ' 9,3% pour z = 10mm et de ' 4,8%
pour z = 20mm,
– pour h = 2,8mm, le pourcentage d’erreur moyen est de ' 7% pour z = 10mm et de ' 3,6%
pour z = 20mm.
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Fig. 2.11 – Evolution de la tempe´rature TGD avec un maillage grossier h = 5mm.
Afin de comple´ter la validation du sche´ma TGD forgeage, nous e´tudions :
– l’influence que peut avoir le choix du mode de triangulation du maillage sur la solution
nume´rique TGD
– le comportement de la solution TGD en raffinant le maillage
– la pre´cision de la solution nume´rique en modifiant le pas de temps.
• Solution nume´rique : influence du mode de triangulation
Le but de cette e´tude est de voir comment se propage au cours du temps l’erreur induite par
le choix d’un type de triangulation de maillage (te´trae`dres a` quatre noeuds). On se propose alors
de comparer les re´sultats obtenus avec un maillage structure´ et non structure´, tels qu’illustre´s
sur la figure 2.12. De la meˆme manie`re que pre´ce´demment, on suit l’e´volution thermique des
deux capteurs et on regarde l’influence du maillage sur la solution nume´rique.
(a) maillage non structure´ (b) maillage structure´
Fig. 2.12 – Taille de maille h = 2,5mm.
Ces maillages sont construits de manie`re a` avoir une taille de maille identique h = 2,5mm :
– Un premier maillage est constitue´ d’e´le´ments isotropes non structure´s avec 2146 noeuds
et 7457 e´le´ments (figure 2.12(a)),
– Et un deuxie`me maillage compose´ de te´trae`dres structure´s avec 1662 noeuds et 5248
e´le´ments (figure 2.12(b)).
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Malgre´ cette construction, le maillage non structure´ posse`de plus d’e´le´ments que le non structure´;
ce qui peut produire une solution nume´rique plus pre´cise aux de´pens d’un temps CPU plus
important.
Fig. 2.13 – Evolution de la tempe´rature TGD : influence du mode de triangulation du maillage
pour h = 2,5mm.
Les trace´s de la figure 2.13 montrent que pour une taille de maille identique, la thermique
TGD reste stable vis-a`-vis du maillage : les re´sultats avec un maillage structure´ sont proches
de ceux obtenus avec un maillage non structure´, malgre´ une diffe´rence assez significative de la
pre´cision (cf tableau 2.2).
[ 0,30 s ] maillage structure´ maillage non structure´
h = 2,5mm h = 2,5mm
CPU TGD 4min 25 s 4min 30 s
% erreur TGD z = 10mm 8,3% 6,3%
Tab. 2.2 – Comparaison des temps de calculs et de l’erreur du sche´ma TGD.
• Influence du maillage sur la solution nume´rique TGD a` pas de temps fixe´
On s’inte´resse maintenant a` la convergence au cours du temps du sche´ma TGD. Pour un pas
de temps fixe´ (dt = 1s), on va analyser le comportement de la solution de nos deux traceurs pour
des maillages non structure´s progressivement raffine´s. On conside`re alors quatre maillages dont
les caracte´ristiques sont re´sume´es dans le tableau 2.3, de taille de maille moyenne respective de
l’ordre de h = 5mm, h = 2,8mm, h = 2mm et h = 1mm (figure 2.14).
Pour chacun des deux traceurs, nous avons repre´sente´ sur la figure 2.15 la courbe analytique
et l’e´volution de la solution nume´rique au cours du temps pour les diffe´rents maillages conside´re´s.
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Fig. 2.14 – Raffinement du maillage de la barre.
h = 5mm h = 2,8mm h = 2mm h = 1mm
nombre de noeuds 380 1134 3046 5783
nombre d’e´le´ments 1000 3649 11188 24050
Tab. 2.3 – Caracte´ristiques des maillages.
Comme en te´moigne la figure 2.15, a` chaque incre´ment de temps ]t, t + dt[, la solution
nume´rique converge d’autant mieux vers la solution analytique que le maillage est fin. Remailler
la pie`ce donne de meilleurs re´sultats mais c’est malheureusement au de´triment d’une dure´e de
calcul beaucoup trop importante, avoisinant plusieurs heures au lieu de quelques minutes (cf
tableau 2.4). L’ordinateur utilise´ est un pentium4 de 3,05GHz et 1Go de RAM.
Fig. 2.15 – Evolution thermique TGD des deux traceurs en fonction du raffinement du maillage
a` pas de temps fixe´ (dt = 1s).
70CHAPITRE 2. RE´SOLUTION DU PROBLE`ME THERMIQUEMIXTE INSTATIONNAIRE
[ 0,30 s ] h = 5mm h = 2,8mm h = 2mm h = 1mm
CPU TGD 23 s 2min 17 s 19min 3h
% erreur moyenne de z = 10mm 9,3% 7% 2,9% 2,7%
% erreur moyenne de z = 20mm 4,8% 3,6% 1,9% 1,7%
Tab. 2.4 – Comparaison des temps de calculs et des erreurs thermiques TGD.
Les figures 2.16.a et 2.16.b repre´sentent respectivement l’e´volution au cours du temps des pour-
centages d’erreurs thermiques pour le premier puis pour le second capteur, avec les quatre
maillages. Elles permettent de mieux visualiser la pertinence du TGD avec les maillages les
plus raffine´s que les e´volutions de la tempe´rature trace´es sur la figure 2.15. On peut toutefois
remarquer qu’entre les maillages les plus fins (h = 2mm et h = 1mm), le temps de calcul a e´te´
multiplie´ par 9 alors que le pourcentage d’erreur n’est ame´liore´ que de 0,2%.
(a) Premier noeud : z = 10mm (b) Second noeud : z = 20mm
Fig. 2.16 – Etude de l’erreur de la solution nume´rique TGD en fonction du maillage.
Remarque 2.5 Avec un pas de temps encore plus petit (dt = 0,25s), le sche´ma TGD absorbe
toujours le choc et offre une solution nume´rique un peu plus pre´cise au prix d’un temps de
re´solution encore plus important (cf tableau 2.5).
[ 0,30 s ] CPU TGD erreur moyenne z = 10mm erreur moyenne z = 20mm
h = 5mm 67 s 9,1% 4,7%
h = 1mm 4h 2,67% 1,6%
Tab. 2.5 – Comparaison des temps de calculs et des erreurs thermiques TGD pour dt = 0,25s.
• Solution nume´rique : Influence du pas de temps a` maillage fixe´
Pour une question de temps de calculs e´voque´e ci-dessus, nous optons ici pour une taille de
maille de 2mm, en vue d’e´tudier le comportement de la solution TGD avec des pas de temps
2.2 ME´THODES DE GALERKIN DISCONTINUES : TGD ET GDIMP 71
(me´caniques) variables. Autrement dit, la solution sera-t-elle sensible au raffinement du pas de
temps (dt) sachant que la tempe´rature au pas de temps suivant (t+ dt) est calcule´e a` partir du
de´veloppement de Taylor et non en re´solvant un syste`me line´aire d’e´quations.
Nous nous proposons alors de suivre l’e´volution thermique des deux capteurs avec respec-
tivement un pas de temps dt fixe´ a` 5s, 2s, 1s, 0,5s et 0,25s, pendant 30s de simulation. Les
re´sultats sont visibles sur le graphe 2.17, avec des courbes similaires.
Fig. 2.17 – Evolution thermique en fonction du pas de temps dt a` maillage fixe´ (h = 2mm).
Par contre, pour un temps donne´ (par exemple t=10s), la tempe´rature est identique quel que
soit le pas de temps utilise´ (523,36◦C pour z = 10mm et 746,4◦C pour z = 20mm); ceci
provenant directement du de´veloppement de Taylor explicite. D’ailleurs, pour tous ces pas de
temps me´caniques, l’erreur TGD est la meˆme avec respectivement 2,67% et 1,84% pour le premier
et le second noeuds (figure 2.18).
Fig. 2.18 – Evolution de l’erreur TGD des deux traceurs en fonction de dt avec h = 2mm.
Force´ment, les temps de calculs re´sume´s dans le tableau 2.6 sont plus importants avec un pas
de temps plus petit.
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TGD dt = 5s dt = 2s dt = 1s dt = 0,5s dt = 0,25s
CPU 17min 18min 30 s 19min 22min 27min
Tab. 2.6 – Comparaison des temps de calculs.
• Conclusions
Ces re´sultats montrent que la version TGD ”forgeage” a e´te´ correctement implante´e. On re-
trouve bien un sche´ma stable a` l’ordre trois. Pour les proble`mes de diffusion pure, cette me´thode
s’ave`re tre`s efficace en absorbant naturellement le choc thermique.
Du fait de son faible degre´ d’interpolation des inconnues, il est normal que les champs de
tempe´rature estime´s soient tre`s impre´cis avec des maillages grossiers. Par contre, on a vu que sa
pre´cision e´tait particulie`rement fiable pour des maillages fins, montrant ainsi la grande sensibilite´
du mode`le au maillage avec malgre´ tout des temps de calculs trop e´leve´s. En fait, l’augmentation
de ces temps de calculs provient tout simplement de son caracte`re explicite qui, malgre´ l’absence
de re´solution de syste`mes line´aires, impose l’utilisation de petites valeurs du pas de temps.
b) Analyse de sensibilite´ sur le test de tempe´rature impose´e
Afin de clore la validation de cette nouvelle version du TGD sur le test de tempe´rature im-
pose´e, nous testons sa sensibilite´ aux deux jeux de parame`tres suivants :
- d’abord, aux donne´es du sche´ma de Taylor explicite : n et ε (2.18)
- puis aux donne´es du mate´riau : k, ρ et c (2.21)
• Analyse de sensibilite´ des parame`tres n et ε
Afin d’assurer la stabilite´ du sche´ma TGD, nous avons vu que le de´veloppement de Taylor
explicite devait eˆtre au moins de degre´ 3. Jusqu’a` pre´sent, nous avons choisi de conserver ce
degre´ pour l’ensemble des validations. Nous nous proposons a` pre´sent d’e´tablir le comportement
de la solution TGD en l’utilisant avec un degre´ plus e´leve´.
Fig. 2.19 – Sensibilite´ du sche´ma TGD au degre´ n : e´volution de la tempe´rature pour z = 10mm
et h = 2mm.
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Ainsi, suivons l’e´volution de la tempe´rature au niveau du premier capteur avec ε fixe´ a` 0,1 et
pour plusieurs valeurs de n (n = 3, 4, 5 et 10). Comme en te´moigne la figure 2.19, les courbes ob-
tenues sont identiques quel que soit le degre´ employe´ avec une taille de maille constante de 2mm.
En effet, plus le degre´ n est grand, plus le nombre de de´rive´es nie`me qui interviennent augmente,
ce qui se traduit nume´riquement par le rajout de termes de plus en plus petits, voire insignifiants
sur la pre´cision du champ de tempe´rature qui est, dans notre cas, de l’ordre de 0,01◦C.
En terme d’erreur (2.24), la moyenne des pourcentages de l’erreur est presque similaire (' 2,7%).
Bien e´videmment, en terme de couˆt (cf tableau 2.7), les temps de calculs sont plus importants
avec l’augmentation du degre´ n plus grand qui ne´cessite l’estimation d’un plus grand nombre
de termes de´rive´es
∂n−→q
∂tn
et donc de
∂nT
∂tn
:
[ 0,30 s ] n = 3 n = 4 n = 5 n = 10
CPU 19min 21min 23min 25min
Tab. 2.7 – Comparaison des temps de calculs.
⇒ Le degre´ 3 est donc suffisant pour avoir un sche´ma stable avec une pre´cision et un temps
de calcul acceptable.
D’autre part, en reprenant l’algorithme du TGD (tableau 2.1), nous avons vu qu’il y a un
crite`re d’arreˆt pour de´terminer le pas de temps thermique ∆t (interne au calcul thermique TGD)
en fonction d’une erreur ε (2.18), jouant le roˆle d’un estimateur d’erreur a` priori et prise par
de´faut a` 0,1. Si on revient a` cette formule (2.18) avec le parame`tre n fixe´
∆t ≤
[
(n+ 1) ! εmin
(∣∣∣∣∂n+1T∂tn+1
∣∣∣∣−1
) ] 1
n+1
on constate que le pas de temps ∆t thermique TGD diminue si cette erreur ε diminue.
Suivons l’e´volution thermique au niveau du premier capteur avec n = 3 et pour diverses valeurs
de ε (ε =5; 1; 0,1 ; 0,01). Repre´sente´es sur la figure 2.20, les quatre e´volutions thermiques TGD
apparaissent similaires.
En terme de pre´cision, le pourcentage de l’erreur thermique TGD (calcule´ a` partir de (2.24)) est
quasiment identique pour toutes les valeurs de ε (cf tableau 2.8), avec une le´ge`re ame´lioration
pour un ε plus petit.
[ 0,30 s ] ε = 5 ε = 1 ε = 0,1 ε = 0,01
CPU 18min 18min 30s 19min 20min
Moyenne du pourcentage d’erreur 2,70% 2,69% 2,68% 2,68%
Tab. 2.8 – Comparaison des temps de calculs et des erreurs moyennes TGD.
En ce qui concerne les temps de calcul, en souhaitant une estimation plus pre´cise (avec donc
l’activation d’un ε plus faible), on va le´ge`rement augmenter le temps de calcul. En effet, avec ε
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plus petit, le pas de temps ∆t thermique interne au calcul du TGD est plus petit et donc il faut
plus d’incre´mentations sur ce pas de temps (t + ∆t) pour se ramener au pas de temps re´el dt
me´canique (ou thermique), valant ici dt = 1s.
Fig. 2.20 – Sensibilite´ du sche´ma TGD en fonction de l’erreur ε : e´volution de la tempe´rature
pour z = 10mm et h = 2mm.
⇒ L’erreur ε= 0,1 prise par de´faut est finalement un bon compromis entre la pre´cision et
le temp de calcul.
• Analyse de sensibilite´ des parame`tres k, ρ et c
Enfin, nous nous proposons de regarder brie`vement si l’e´volution de la tempe´rature est
cohe´rente en modifiant, a` tour de roˆle, l’un des parame`tres k, ρ ou c, pre´alablement fixe´s a` :
k = 15 W.m−1.K−1, ρ = 7800 Kg.m−3, c = 360 J.Kg−1.K−1.
Les trois tests se re´sument dans le tableau ci-dessous.
1er cas
ρ et c fixe´s k=1 k=5 k=10 k=15 k=20 k=30 k=50
2e`me cas
k et c fixe´s ρ = 1000 ρ = 2500 ρ = 5000 ρ = 7800 ρ = 10 000 ρ = 15 000
3e`me cas
k et ρ fixe´s c=10 c=100 c=200 c=300 c=360 c=500 c=1000
Tab. 2.9 – Pre´sentations des trois tests.
Via la solution exacte (2.22), une e´tude comparative concerne le premier capteur. Sur chacune
des figures 2.21, on retrouve les courbes analytiques a` gauche (a, c, e) et les courbes TGD a`
droite (b, d, f), en fonction de la variation de la conductivite´ k du mate´riau (a, b), puis celle
de la densite´ ρ (c, d) et enfin celle de la capacite´ c (e, f). Il en de´coule une allure des courbes
TGD sensiblement similaire aux trace´s analytiques avec les re´sultats souhaite´s et attendus, c’est
a` dire :
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– Plus la conductivite´ k du mate´riau augmente, plus le refroidissement dans la pie`ce est
brutal. Autrement dit, la diffusion thermique dans la pie`ce est d’autant plus rapide et
brutale que la conductivite´ du mate´riau est importante.
– Moins un mate´riau est dense (plus la densite´ ρ diminue), plus la diffusion thermique dans
la pie`ce sera importante et rapide.
– La diffusion thermique se propage d’autant plus vite que la capacite´ calorifique c du
mate´riau est faible.
(a) courbes analytiques : influence de k (b) courbes TGD : influence de la conductivite´ k
(c) courbes analytiques : influence de ρ (d) courbes TGD : influence de la densite´ ρ
(e) courbes analytiques: influence de c (f) courbes TGD : influence de la capacite´ c
Fig. 2.21 – Evolution de la tempe´rature pour le capteur situe´ a` z = 10mm avec h = 2,8mm.
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Plus pre´cise´ment, graˆce aux figures et tableaux de l’Annexe C, on se rend compte que l’erreur
TGD augmente avec une diffusivite´ croissante et diminue avec une densite´ faible mais aussi avec
une faible capacite´ calorifique (cf tableau 2.10). De manie`re sche´matique :
k ↗ erreur TGD ↗ refroidissement violent et rapide
ρ↗ erreur TGD ↘ refroidissement faible et lent
c↗ erreur TGD ↘ refroidissement faible et lent
Tab. 2.10 – Synthe`se de tous les tests.
c) Flux impose´ sur l’extre´mite´ d’une barre d’acier semi-infinie
S’inscrivant aussi dans le contexte d’un proble`me de diffusion thermique instationnaire, cette
deuxie`me e´tude pre´sente un test classique traite´ par [D’Alvise 2002] : c’est l’e´chauffement d’un
barreau d’acier semi-infini provoque´ par un flux de chaleur impose´.
A l’instant t = 0, on maintient un flux Φimp = 1MW/m2 sur l’une des parois de la barre qui a
une tempe´rature initiale T0 = 25◦C (figure 2.22). Ainsi la barre va se re´chauffer rapidement (fi-
gure 2.23). Les donne´es du mate´riau sont celles pre´ce´demment de´crites, a` savoir celles d’un acier
moyennement conducteur de chaleur (2.21). Pour ce nouveau test, tout autre type d’e´changes
thermiques est encore exclu.
Fig. 2.22 – Barre d’acier a` 25◦C soumise a` un flux constant Φimp = 1MW/m2.
Pour e´tudier l’e´chauffement de la barre, cinq traceurs sont positionne´s afin d’e´valuer correcte-
ment le champ de tempe´rature au cours du temps (figure 2.22) : le premier traceur est situe´ au
milieu de la paroi infe´rieure re´gule´e thermiquement et les autres sont respectivement a` 1mm,
10mm, 20mm et 50mm du bord.
Ce deuxie`me cas test posse`de e´galement une solution analytique qui est formule´e ci-dessous.
• Echauffement d’un barreau semi-infini : solution analytique
Une solution analytique ge´ne´rale [Incropera-DeWitt 2001] de ce proble`me monodimensionnel
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Fig. 2.23 – Isovaleurs de la tempe´rature au cours de la re´solution thermique TGD.
s’e´crit :
T (z,t) = T0 +
2√
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Φimp
√
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√
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− Φimp z
k
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a t
)
(2.26)
Le cas particulier z = 0 simplifie la solution analytique en se mettant sous la forme :
T (0,t) = T0 +
2√
pi
Φimp√
k ρ c
√
t (2.27)
Dans ces deux e´quations, a =
k
ρ c
repre´sente la diffusivite´ thermique du mate´riau et z une pro-
fondeur donne´e dans la direction uniaxiale de la barre.
La fonction erfc est la fonction ”erreur comple´mentaire” de´finie par :
erfc(x) = 1 − erf(x) = 1 − 2√
pi
∫ x
0
e−u
2
du . (2.28)
La solution analytique correspondant aux divers traceurs est repre´sente´e sur la figure 2.24.
Bien e´videmment, le re´chauffement dans la barre s’estompe en s’e´loignant du bord re´gule´ ther-
miquement : c’est le phe´nome`ne de diffusion thermique.
L’avantage de ce deuxie`me cas est, qu’en plus de l’existence d’une solution analytique, la
condition de flux impose´ est ge´ne´ralement inte´gre´e dans la plupart des logiciels (2D et 3D)
simulant les proce´de´s de mise en forme des me´taux. Ainsi, nous aurons a` notre disposition
de nouvelles solutions nume´riques indispensables a` la comparaison de notre me´thode TGD.
Ces solutions nume´riques ne sont autres que les approches Galerkin standards combine´es a`
la thermique asynchrone (note´es GS asynchrone) pour les codes de calculs e´le´ments finis 2D
Forge 2©r et 3D Forge 3©r. On rajoute aussi les solutions nume´riques provenant d’un code de
calculs e´le´ments finis traitant essentiellement de la fonderie, avec R2sol©r (2D) et avec Thercast©r
(3D).
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Fig. 2.24 – Repre´sentation de la solution analytique pour cinq capteurs situe´s respectivement a`
0mm, 1mm, 10mm, 20mm et 50mm du bord re´gule´ thermiquement.
• Visualisation des re´sultats de la solution nume´rique TGD ”forgeage”
Comme pre´ce´demment, pour l’ensemble des capteurs, nous suivons leur e´volution thermique
TGD (figure 2.25) que nous comparons ensuite a` la solution analytique (figure 2.24), pour un
maillage donne´ (h = 2,3mm). La tendance des courbes TGD se re´ve`le la meˆme que celle des
courbes analytiques. Cependant, un de´calage qualitativement de 400◦C est observe´ entre les
re´sultats nume´riques et analytiques, notamment pour les trois premiers capteurs.
Fig. 2.25 – Evolution de la thermique TGD pour les 5 traceurs avec h = 2,3mm et dt = 1s.
En calculant l’erreur moyenne TGD de chacun de ces capteurs, cet e´cart est mis en e´vidence
dans le tableau 2.11 :
z = 0mm z = 1mm z = 10mm z = 20mm z = 50mm
Erreur TGD 32% 40% 65% 53% 2,68%
Erreur max TGD 24% 30% 36% 30% 2,6%
Tab. 2.11 – Pourcentages de l’erreur moyenne TGD (2.24) avec h = 2,3mm.
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A pre´sent, poursuivons cette comparaison en introduisant les solutions nume´riques GS asyn-
chrone des codes Forge 2©r et Forge 3©r ainsi que celles de R2sol©r et Thercast©r. Ces diverses
solutions nume´riques et analytiques sont mises en e´vidence sur les figures 2.26 (pour z = 1mm)
et 2.27 (pour z = 10mm et z = 20mm). On voit clairement que le sche´ma TGD n’est pas
du tout approprie´ pour ce type de simulation : c’est le plus e´loigne´ des courbes analytiques et
des courbes nume´riques 2D (R2sol©r et Forge 2©r) et 3D (Forge 3©r et Thercast©r). Sachant que
la diffusion thermique est uniaxiale (suivant l’axe des z), on ne peut envisager l’hypothe`se du
rajout d’une dimension (passage d’un calcul bidimensionnel a` un cas calcul tridimensionnel) qui
soit a` l’origine de la mauvaise estimation de la tempe´rature avec la version TGD ”forgeage”.
Fig. 2.26 – Evolution de la tempe´rature du traceur situe´ a` z = 1mm pour h = 2,3mm et dt = 1s.
Fig. 2.27 – Evolution de la tempe´rature pour les traceurs situe´s a` z = 10mm et z = 20mm.
D’ailleurs, a` la vue de ces re´sultats, on pourra se contenter pour la suite, de faire une e´tude
comparative uniquement avec la solution exacte et l’approche GS asynchrone de Forge 3©r.
En comparant seulement la me´thode GS asynchrone de Forge 3©r et le TGD a` la solution
analytique (toujours sur les figures 2.26 et 2.27), il s’ave`re que la me´thode GS asynchrone donne
une estimation tre`s pre´cise du champ de tempe´rature avec des temps de calculs tre`s acceptables,
tandis que le TGD est nettement moins pre´cis avec des temps de calculs beaucoup plus impor-
tants (cf tableau 2.12).
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[0, 30s] G S asynchrone T G D
CPU 80 s 8min
Erreur z=1mm 3,8% 40%
Erreur z=10mm 4,1% 65%
Erreur z=20mm 3,2% 53%
Tab. 2.12 – Comparaison des temps de calculs et des pourcentages de l’erreur moyenne TGD.
Ces re´sultats quelque peu surprenants sont appuye´s par ceux obtenus par [D’Alvise 2002],
arrivant aux meˆmes conclusions au cours d’une simulation plus courte (temps total de 2s).
• Solution nume´rique : convergence du sche´ma TGD
Les re´sultats du test de flux impose´ ne sont gue`re satisfaisants avec cette taille de maille
moyenne (h = 2,3mm). C’est pourquoi, nous e´valuons la sensibilite´ du sche´ma TGD au raf-
finement du maillage. Pour cela, conside´rons quatre maillages non structure´s, de plus en plus
fins, ayant respectivement une taille de maille h moyenne de l’ordre de 2,3mm, 2mm, 1mm et
0,75mm (figure 2.28 et tableau 2.13).
Fig. 2.28 – De gauche a` droite, maillages de la barre de plus en plus raffine´s avec h = 2,3mm,
h = 2mm, h = 1mm et h = 0,75mm.
h = 2,3mm h = 2mm h = 1mm h = 0,75mm
nombre de noeuds 2092 3046 5783 7335
nombre d’e´le´ments 7393 11188 24050 29698
Tab. 2.13 – Caracte´ristiques des maillages.
Pour chacun de ces maillages, on s’inte´resse au comportement de la solution uniquement avec
le deuxie`me et le troisie`me traceurs qui, rappelons-le, sont situe´s a` 1mm et 10mm de la paroi
soumise a` flux constant. Les divers trace´s peuvent se visualiser sur la figure 2.29.
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Le meˆme comportement qu’en tempe´rature impose´e est observe´ : plus le maillage est fin, plus
l’e´cart entre la solution nume´rique et la solution exacte est faible (figure 2.29), et donc plus
l’erreur TGD diminue (figure 2.30) et plus le temps de calcul est important (cf tableau 2.14).
(a) e´volution thermique du second traceur situe´
a` 1mm du bord
(b) e´volution thermique du troisie`me traceur
situe´ a` 10mm du bord
Fig. 2.29 – Etude de la sensibilite´ du sche´ma TGD en fonction de la taille de maille.
(a) noeud situe´ a` 1mm du bord (b) noeud situe´ a` 10mm du bord
Fig. 2.30 – Evolution de l’erreur TGD en fonction de la taille de maille.
h = 5mm h = 2,3mm h = 2mm h = 1mm h = 0,75mm
CPU TGD 23s 8min 19min 3h 7h25
erreur max z = 1mm 65% 29% 19% 9,8% 7,2%
erreur max z = 10mm 76% 36% 23% 12% 10%
Tab. 2.14 – Temps de calculs et e´valuation de l’erreur maximale (2.25) du TGD.
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• Sensibilite´ du sche´ma TGD par rapport a` la valeur du flux impose´ Φimp
A pre´sent, on souhaite e´tablir le comportement de la solution nume´rique TGD en fonction
des valeurs croissantes du flux impose´. Bien e´videmment, plus le flux Φimp sera grand, plus le
choc thermique sera violent et plus le re´chauffement dans la pie`ce sera rapide et important.
On vient de voir qu’avec un flux Φimp = 106W.m−2, la me´thode TGD n’est pas bien adapte´e :
elle est tre`s e´loigne´e de la solution exacte avec un re´chauffement, non re´aliste, beaucoup trop
important. Nous allons tester l’influence de la valeur du flux impose´ sur la pre´cision de la solution.
Pour cela, conside´rons un maillage de taille uniforme h = 2mm, un capteur situe´ directement
sur le bord re´gule´ thermiquement (c’est a` dire a` z = 0mm) et faisons varier la valeur de Φimp
entre 10 et 1 000 000 W.m−2. Comme on pouvait s’y attendre, le re´chauffement est conside´rable
avec les valeurs maximales du flux (figure 2.31).
Fig. 2.31 – Evolution de la tempe´rature TGD pour le capteur situe´ a` z = 0mm en fonction de
la valeur de Φimp (h = 2mm).
En trac¸ant l’e´volution au cours du temps de l’erreur maximale de ce capteur (figure 2.32),
on se rend compte que l’erreur augmente normalement avec la valeur du flux impose´ Φimp,
en passant d’une valeur infiniment petite (0,006%) pour Φimp = 10W.m−2 a` une erreur tre`s
conse´quente (15,7%) pour Φimp = 106W.m−2. De plus, un petit pic est observe´ sur la courbe
de l’erreur moyenne pendant les premiers instants de la simulation, de´coulant d’une estimation
moins pre´cise de la tempe´rature TGD sur le premier incre´ment que sur les deux suivants.
Fig. 2.32 – Evolution de l’erreur TGD maximale pour le capteur z = 0mm en fonction de Φimp.
Par contre, les temps de calculs sont quasiment les meˆmes pour tous ces tests, avoisinant les
18min.
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• Conclusions
A la suite de ces divers re´sultats nume´riques en condition de flux impose´, nous retrouvons
les meˆmes inconve´nients de la me´thode TGD de´duits du test en tempe´rature impose´e, a` savoir :
∗ des temps de calculs trop importants, cause´s par le caracte`re explicite du sche´ma,
∗ et une grande sensibilite´ aux maillages.
Pour une taille de maille identique h = 1mm et pour un capteur situe´ a` z = 10mm,
on remarque que l’erreur TGD (2.24) pour le cas de flux impose´ (22%) est indiscutablement
beaucoup plus importante que l’erreur obtenue sur le cas de tempe´rature impose´e (3%). Par
conse´quent, nous en arrivons a` la meˆme conclusion que [D’Alvise 2002] : meˆme si la tendance
ge´ne´rale des courbes ressemble a` celle de la solution analytique, la me´thode TGD n’est pas
approprie´e pour re´soudre un cas en flux impose´, avec une mauvaise estimation du calcul du flux
qui entraˆıne une e´valuation incorrecte et impre´cise du champ de tempe´rature. Il s’ave`re donc,
pour le moment, que la me´thode GS asynchrone est la plus adapte´e, en terme de pre´cision et de
temps de calculs, pour re´soudre ce type de conditions aux limites.
2.2.1.5 Etude bibliographique comparative
En vue de conforter l’ensemble des re´sultats nume´riques obtenus sur des cas analytiques,
nous dressons, dans ce paragraphe, une e´tude comparative du sche´ma TGD a` partir de divers
mode`les nume´riques pre´sente´s au cours du premier chapitre.
a) Par rapport aux me´thodes stabilise´es
Le sche´ma Taylor Galerkin Discontinu posse`de les avantages suivants :
; Le choix d’interpolation de bas degre´ conduit a` la re´solution d’un syste`me local expli-
cite, e´le´ment par e´le´ment.
; Graˆce a` son de´veloppement de Taylor explicite, il ne ne´cessite pas de re´soudre de gros
syste`mes line´aires.
; Contrairement a` certaines me´thodes stabilise´es, il est consistant. Il n’a pas tendance a`
de´naturer la solution puisqu’il ne posse`de aucun terme de stabilisation.
; Il est capable de traiter simultane´ment des termes de convection et de diffusion dans
l’e´quation de la chaleur (notamment si on s’interesse au remplissage d’un moule en injection des
polyme`res [Pichelin 1998, Batkam 2002]).
b) Par rapport a` l’approche Galerkin Standard
[Pichelin-Coupez 1999] ont teste´ le sche´ma TGD sur des proble`mes a` convection dominante
et sur des proble`mes a` diffusion pure :
- Dans le cas d’un transport pur ou d’une convection dominante, cette me´thode e´limine les
proble`mes d’instabilite´s rencontre´es par les approches standards. Ces re´sultats sont d’autant
plus satisfaisants qu’aucun terme de stabilisation n’est introduit et que l’ordre d’interpolation
retenu est minimal.
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- Pour les proble`mes de choc thermique en diffusion pure, le sche´ma pre´sente de bonnes pro-
prie´te´s de stabilite´ dans des configurations (pas de temps et maillages) ou` les approches Galerkin
standard ge´ne`rent des oscillations; ces proprie´te´s e´tant mises en e´vidence en comparant avec des
solutions analytiques.
A ce titre, deux exemples peuvent eˆtre e´nume´re´s. Le premier a e´te´ e´tudie´ par [Pichelin 1998]
dans le cas du refroidissement statique d’une plaque d’e´paisseur 2 e et de grandes dimensions
late´rales (figure 2.33(a)). Le second test est un cas classique du refroidissement d’une barre en
tempe´rature impose´e.
x
z
0
y
e
- e
0T
pT
plans de symétrie
(a) Sche´ma (b) Validation du sche´ma TGD :
profils des tempe´ratures analytiques
(courbes) et TGD (traits horizon-
taux)
Fig. 2.33 – Refroidissement d’une plaque sur ses deux parois late´rales [Pichelin-Coupez 1999].
La figure 2.33(b) e´tablie la comparaison entre la solution analytique [Agassant et al. 1996] et la
solution nume´rique TGD, tandis que la figure 2.34 compare l’e´volution thermique par l’approche
GS au sche´ma TGD, avec des re´sultats tre`s encourageants.
Fig. 2.34 – Test de tempe´rature impose´e : comparaison entre l’approche GS et le sche´ma TGD
[D’Alvise 2002].
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c) Par rapport a` l’approche Galerkin Standard asynchrone
Nous pouvons citer deux applications 3D traite´es par [Aliaga 2000] au cours de l’e´tude de la
trempe de pie`ces forge´es en vue de comparer le mode`le TGD a` celui de la thermique asynchrone.
Il s’ave`re que la me´thode TGD se re´ve`le plus efficace pour re´soudre le proble`me de trempe ou`
des phe´nome`nes tre`s violents de chocs thermiques sont loin d’eˆtre rares.
- La premie`re application concerne le refroidissement d’un rail initialement a` la tempe´rature
de 950◦C. Comme on peut le visualiser sur la figure 2.35(a) qui dresse une comparaison entre
la me´thode GS asynchrone qui introduit une diffusion artificielle et le sche´ma TGD, aucune
oscillation thermique n’est apparue. Toutefois, les tempe´ratures ”asynchrones” sont plus faibles
que celles obtenues avec le TGD.
(a) Calcul thermique d’un rail (b) Calcul thermique d’une pie`ce massive
Fig. 2.35 – A gauche la thermique asynchrone et a` droite la thermique TGD [Aliaga 2000].
- La deuxie`me application est plus se´ve`re avec le refroidissement d’une pie`ce tre`s massive. Le
maillage utilise´ atteint 100 000 e´le´ments bien qu’il faudrait une taille de maille 50 fois plus petite
pour re´soudre correctement la thermique. Le pas de temps asynchrone est 150 fois plus grand
que le pas de temps re´el pour un refroidissement maximal de 10◦C par incre´ment de calcul. La
figure 2.35(b) montre les re´sultats obtenus entre la thermique asynchrone et TGD. Seul le calcul
via la thermique asynchrone pre´sente quelques endroits de choc thermique...
d) Par rapport a` la me´thode de diffusion fractionne´e
Cette fois-ci, il s’agit de mode´liser la coule´e d’un lingot d’acier, a` la tempe´rature initiale
de 1534◦C. Toutes les donne´es de la simulation sont e´nume´re´es dans [Fachinotti 2004]. Pour ce
cas complexe, la me´thode GS s’ave`re comple`tement inefficace avec la pre´sence d’oscillations non
physiques pouvant atteindre les 320◦C. Par contre, comme en te´moigne la figure 2.36, il y a un
bon accord entre les re´sultats TGD et ceux de la diffusion partitionne´e, pre´sente´e au premier
chapitre (§ 1.2.4). La me´thode de diffusion n’est pas plus pre´cise que le sche´ma TGD mais juste
plus rapide.
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(a) Tempe´rature dans le lingot a` 1,1s dans la coupe z = 1,6m (b) Calcul thermique dans le lingot
apre`s 2h de solidification
Fig. 2.36 – Comparaison entre la me´thode TGD et la me´thode de diffusion fractionne´e
[Fachinotti 2004].
Bref, dans tous les cas que nous venons de pre´senter, les re´sultats TGD obtenus sont tre`s
satisfaisants illustrant ainsi la capacite´ du sche´ma a` traiter de forts chocs thermiques malgre´ le
faible ordre d’interpolation, tout en absorbant naturellement le choc thermique.
2.2.1.6 Bilan ge´ne´ral
a) Avantages du TGD
; Le sche´ma TGD muni de l’e´le´ment fini mixte P0/P0 conduit a` un sche´ma local, stable,
facile a` imple´menter. Il ne ne´cessite pas de re´soudre de gros syste`mes line´aires.
; Un de´veloppement de Taylor a` l’ordre n = 3 est suffisant pour obtenir la stabilite´
du sche´ma, avec une estimation satisfaisante de la solution. Il est donc inutile de pousser le
de´veloppement de Taylor en prenant une valeur de n trop grande qui aurait tendance a` aug-
menter le temps de calculs sans ame´liorer significativement la solution du mode`le.
; Choisir un maillage structure´ ou non structure´, a` taille de maille identique, n’influe gue`re
sur la solution nume´rique, en donnant des re´sultats tre`s similaires.
; Compare´e aux formulations Galerkin standard, la me´thode TGD est efficace pour les
e´quations fortement convectives (puisqu’elle ne ge´ne`re pas d’instabilite´s) et pour les e´quations
diffusives pures (puisque le proble`me du choc thermique est relativement bien traite´).
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; Par rapport a` toutes les me´thodes pre´sente´es jusqu’ici, elle ouvre de meilleures perspec-
tives avec des utilisations nombreuses et tre`s varie´es. Sachant qu’elle donne des re´sultats tre`s
encourageants pour le traitement du changement de phase (trempe, remplissage de lingostie`re...),
elle pourrait eˆtre e´tendue a` la prise en compte de phe´nome`nes physiques importants en rem-
plissage de moules, a` l’exemple du couplage thermique moule/polyme`re dans une approche 3D
directe, la mode´lisation d’e´ventuels inserts (injection/surmoulage) ou d’autres polyme`res (injec-
tion multi-matie`res).
b) Limitations du TGD
Cependant, elle pre´sente quelques inconve´nients, non ne´gligeables :
; Son caracte`re explicite lui impose d’utiliser des petits pas de temps (thermiques) afin de
conserver la stabilite´ du sche´ma; entraˆınant ainsi des temps de calculs tre`s e´leve´s. En particu-
lier, pour des simulations complexes avec couplage thermome´canique, [Batkam-Coupez 2001] se
rendent compte que le temps de calculs avoisine les trois semaines pour des maillages a` 15000
noeuds et 80000 e´le´ments.
; Le sche´ma est beaucoup trop sensible aux tailles de mailles : il induit des erreurs impor-
tantes sur des maillages grossiers a` cause de son interpolation P0. Des maillages suffisamment
fins sont donc ne´cessaires mais cela contribue a` accroˆıtre le temps de calcul.
; Pour des situations extreˆmes de maillages tre`s anisotropes, une divergence de la solution
peut e´galement eˆtre observe´e [Batkam 2002].
; Le traitement de conditions aux limites en flux ne semble pas consistant avec la me´thode en
obtenant une mauvaise estimation de la tempe´rature et de meilleurs re´sultats avec une formula-
tion Galerkin standard. Cela nous ame`ne donc a` la conclusion suivante : pour simuler l’e´volution
de la tempe´rature d’une barre soumise a` un flux constant, la re´solution Galerkin munie de la
thermique asynchrone semble pour l’instant la mieux approprie´e (en terme de pre´cision et de
temps de re´solution). D’ailleurs [D’Alvise 2002] aboutit a` ce meˆme raisonnement lors de l’e´tude
du processus de soudage avec frottement inertiel.
A ce stade de notre travail, on se demande si l’on doit encore raffiner le maillage et du coup
faire accroˆıtre le temps de calcul ou privile´gier une direction de remaillage. Un choix plus judi-
cieux serait d’ame´liorer le calcul du flux −→q ; ceci fait l’objet du paragraphe suivant.
En de´pit de ses limitations, il semblerait que le sche´ma TGD explicite muni de l’e´le´ment fini
mixte constant P0/P0 soit le plus apte a` re´pondre a` nos besoins. En effet, il ne faut pas oublier
qu’il est tre`s performant sur des cas extreˆmes de chocs thermiques, omnipre´sents au cours des
proce´de´s de forgeage et de trempe ! Pour toutes ces raisons, nous avons retenu cette technique
de calcul comme base de notre mode`le, de´veloppe´ ci-apre`s.
Nous souhaitons que le nouveau mode`le soit capable d’absorber les chocs thermiques a`
moindre couˆt, tout en donnant une estimation plus pre´cise sur le calcul du flux. De plus, nous
envisagerons d’y introduire un caracte`re implicite afin d’avoir une plus grande souplesse dans le
choix du pas de temps, tout en conservant de bonnes proprie´te´s de stabilite´.
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2.2.2 Le mode`le Galerkin Discontinu Implicite : Gdimp
Dans cette section, nous pre´sentons notre premier mode`le nume´rique pour re´soudre de
manie`re plus efficace et pertinente le proble`me thermique mixte instationnaire conside´re´ (2.3).
Ce sche´ma est en fait une ame´lioration de la me´thode TGD, avec comme base du mode`le spatial
l’approche Galerkin Discontinue (introduite par [Lesaint-Raviart 1974]) munie d’e´le´ments finis
mixtes discontinus P0/P0 en tempe´rature/gradient de tempe´rature.
Avec ce nouveau sche´ma, nous souhaitons conserver tous les avantages d’une formulation
mixte et d’une interpolation de bas degre´, tout en s’affranchissant des principales limitations du
TGD afin qu’il puisse mieux rendre compte des effets thermiques et thermome´caniques au cours
des proce´de´s de forgeage et de traitements thermiques.
Pour la discre´tisation spatiale, nous utilisons une formulation originale, de´veloppe´e par
[Batkam-Coupez 2001], base´e sur l’e´le´ment fini mixte P0/P+0 en tempe´rature/gradient de tempe´-
rature, qui confe`re une meilleure stabilite´ au sche´ma re´sultant et une meilleure pre´cision pour
estimer le gradient de tempe´rature, et donc le flux de chaleur. L’inte´gration temporelle, quant a`
elle, a pour objectif de prendre en compte des pas de temps plus e´leve´s (et donc de re´duire le couˆt
des calculs) avec l’introduction du sche´ma d’Euler implicite. C’est ainsi que nous appelons notre
mode`le nume´rique, le mode`le Galerkin Discontinu Implicite note´ Gdimp [Pelissou-Massoni 2003].
2.2.2.1 Sche´ma de discre´tisation spatiale : l’e´le´ment fini mixte P0/P+0
Le mode`le spatial utilise une technique de Galerkin Discontinu qui rappelons-le consiste de
fac¸on ge´ne´rale a` interpoler les inconnues du proble`me (la tempe´rature et le flux) par des fonc-
tions polynoˆmiales pour lesquelles aucune condition de continuite´ n’est exige´e aux interfaces
entre les e´le´ments (cf chapitre 1 § 1.3.5).
L’e´le´ment fini mixte P0/P0 qui servait de base au sche´ma TGD ne sera plus retenu pour
le mode`le Gdimp. En effet, nous choisissons d’utiliser une formulation plus locale, construite
a` partir de l’interpolation P0/P0 : c’est la formulation P0/P+0 [Batkam-Coupez 2001] dont le
principe est explique´ ci-dessous.
a) Interpolation mixte de bas degre´
Conside´rons Ωh une triangulation du domaine Ω de´compose´e en K simplexes telle que
Ω =
⋃
K⊂Ωh
K et h une taille de maille caracte´ristique.
• De´composition d’un e´le´ment K de la triangulation : notations
A partir d’une interpolation P0/P0, nous construisons une formulation P0/P+0 plus localise´e.
Le principe de cette nouvelle me´thode consiste a` subdiviser chaque e´le´mentK de la triangulation
en 4 pour le cas tridimensionnel ou en 3 pour le cas bidimensionnel (soit en D si nous nommons
D la dimension topologique du maillage), puis d’appliquer sur chaque sous-e´le´ment KF de la
subdivision un sche´ma P0/P0.
Plus pre´cise´ment, le champ de tempe´rature T reste constant sur chaque e´le´ment K. Par
contre, le flux de chaleur local −→q K sur un e´le´ment K sera obtenu en additionnant les valeurs−→q KF de chaque sous-e´le´ment KF (figure 2.37). On supposera, de plus, que le flux reste le meˆme
entre deux sous-e´le´ments partageant une face exte´rieure de l’e´le´ment K.
2.2 ME´THODES DE GALERKIN DISCONTINUES : TGD ET GDIMP 89
Fig. 2.37 – Notations 2D sur l’e´le´ment K de´compose´ en 3 sous-e´le´ments KF [Batkam 2002].
La figure 2.37 et le tableau 2.15 dressent les notations relatives a` l’e´le´mentK et a` un sous-e´le´ment
KF .
K : e´le´ment quelconque du maillage (K ⊂ Ωh),
F : face ”externe” de l’e´le´ment K tel que F ∈ ∂K,−→n FK : vecteur normal (oriente´ sortant) a` l’e´le´ment K a` travers la face F ,
K(F ) : ensemble des e´le´ments du maillage partageant la meˆme face F ,
KF : sous-e´le´ment de K partageant la face F avec K (KF ⊂ K),
f : face ”interne” a` K tel que f ∈ ∂KF ,
−→n f
KF
: normale sortante a` une face f d’un sous-e´le´ment KF ,
TK : tempe´rature (constante) de l’e´le´ment K (et de ses sous-e´le´ments KF associe´s),−→q KF : flux de chaleur (constant) d’un sous-e´le´ment KF de l’e´le´ment K,
F(Ωh) : ensemble des faces (internes et externes) de la triangulation Ωh.
Tab. 2.15 – Notations.
Pour construire la formulation faible discre`te du proble`me mixte thermique (2.3), nous avons
besoin au pre´alable de de´finir des espaces d’interpolation pour les deux inconnues du proble`me.
• Espace d’approximation pour la tempe´rature
On choisit d’interpoler le champ de tempe´rature T par des fonctions constantes par e´le´ment.
Soit Th la projection de T , Th ∈Wh espace d’approximation pour la tempe´rature, de´fini par :
Wh = {wh ∈ L2(Ω), wh|K ∈ P0(K) ∀K ∈ Ωh } .
⇒ La tempe´rature de chaque sous-e´le´ment de l’e´le´ment K aura comme valeur celle de la
tempe´rature TK de l’e´le´ment K (figure 2.38).
• Espace d’approximation pour le flux
Sur chaque sous-e´le´ment KF , on fait l’hypothe`se d’une interpolation constante du flux −→q .
L’approximation re´sultante sur l’e´le´ment K est qualifie´e de ”P+0 ”. Le choix d’interpolation
pour le flux −→q se traduit par : soit −→qh la projection P+0 de −→q , −→qh ∈ F+h espace d’approximation
pour le flux de chaleur avec :
F+h = { vh ∈ [L2(Ω)]d, vh|KF ∈ P0(KF ) ∀KF ∈ K ∀K ∈ Ωh } .
⇒ Le flux de chaleur local −→q K d’un e´le´ment K est obtenu en additionnant les valeurs −→q KF de
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chaque sous-e´le´ment.
• Notation : l’e´le´ment P0/P+0
L’e´le´ment mixte en T/−→q ainsi construit est appele´ P0/P+0 et se visualise sur la figure 2.38.
Fig. 2.38 – L’e´le´ment fini mixte P0/P+0 en tempe´rature/flux de chaleur [Batkam 2002].
L’ide´e de cette nouvelle me´thode est de pouvoir construire un sche´ma stable, facile a` imple´menter
et encore plus local que le sche´ma utilisant des e´le´ments finis P0/P0. C’est ainsi que [Batkam 2002]
envisage que le saut de tempe´rature Th soit nul a` travers les faces ”internes” f de l’e´le´ment K
et que le saut de flux −→q h soit nul a` travers les faces ”externes” F de K.
b) Formulation faible
On est maintenant en mesure d’e´crire la formulation faible discre`te associe´e au proble`me
thermique instationnaire :
Trouver Th ∈Wh et −→q h ∈ F+h tels que :
< ρ c
dTh
dt
+ div−→q h , ϕ >Ω = (w˙, ϕ)Ω ∀ϕ ∈ D(Ωh)
< −→q h + k−→∇Th ,−→ϕ >Ω = 0 ∀−→ϕ ∈ [D(Ωh)]d
(2.29)
A partir de (2.29), nous utilisons le sche´ma de re´solution e´le´ments finis. Comme pour l’in-
terpolation constante P0/P0, les difficulte´s re´sident dans l’expression du flux de chaleur sur
l’e´le´ment P0/P+0 ainsi que dans la discre´tisation du terme de diffusion div
−→q h. Dans ce qui
suit, nous de´crivons les principales e´tapes du calcul du gradient discret et de la divergence
discre`te. Pour de plus amples de´tails, le lecteur pourra directement se re´fe´rer aux travaux de
[Batkam 2002].
c) Formulation discre`te : gradient discret
La formulation du gradient discret provient du calcul de la forme discre`te e´le´ments finis
associe´e a` la loi de Fourier < −→q h + k−→∇Th ,−→ϕ >Ω .
• Terme < k−→∇Th ,−→ϕ >Ω
En utilisant le the´ore`me de la divergence, on a pour tout −→ϕ ∈ [D(Ωh)]d :
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< k
−→∇Th ,−→ϕ >Ω = −
∫
Ω
k Th div−→ϕ dΩ = −
∫
Γ
k Th
−→ϕ .−→n ds
= −
∑
K⊂Ωh
∑
KF⊂K
∫
Γ
KF
k Th|KF
−→ϕ .−→n FK ds (2.30)
puisque Th est constante sur le sous-e´le´ment KF de valeur : Th|KF = TKF = TK .
A ce stade, comme pour le sche´ma P0/P0, nous introduisons le saut de la tempe´rature Th et
des poids attribue´s maintenant sur les sous-e´le´ments KF de la triangulation (et non plus sur les
e´le´ments K de la triangulation) :
– le saut de Th a` travers la face interne f du sous-e´le´ment KF suivant la normale −→n fKF
oriente´e exte´rieurement a` KF (figure 2.39). Ce saut, note´ [Th]
f
KF
, est de´fini comme suit :
[Th]
f
KF
=
∑
KF
′⊂K(F )
Th|KF ′
−→n f
KF ′
.−→n f
KF
(2.31)
ou` K(F ) repre´sente le domaine forme´ par les sous-e´le´ments de la triangulation Ωh qui
partagent la meˆme face interne f .
Fig. 2.39 – Calcul du saut a` l’interface de deux sous-e´le´ments KF1 et KF3.
– et les coefficients αf
KF
qui de´signent des poids attribue´s aux sous-e´le´ments KF adjacents
a` la meˆme face interne f et qui ve´rifient :∑
KF⊂K(F )
αf
KF
= 1 (2.32)
Avec ces notations, l’expression pre´ce´dente (2.30) se re´e´crit :
< k
−→∇Th ,−→ϕ >Ω = −
∑
K⊂Ωh
∑
KF⊂K
k αFKF [Th]
F
K
∫
F
−→n FK .−→ϕ ds (2.33)
• Terme (−→q h ,−→ϕ )Ω
(−→q h ,−→ϕ )Ω =
∫
Ω
−→q h .−→ϕ dΩ =
∑
K⊂Ωh
∑
KF⊂K
∫
KF
−→q h .−→ϕ dΩ ∀−→ϕ ∈ [D(Ωh)]d
=
∑
K⊂Ωh
∑
KF⊂K
−→q KF .
∫
KF
−→ϕ dΩ (2.34)
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Puisque −→q h ∈ F+h , c’est a` dire −→q h est constant sur le sous-e´le´ment KF de valeur −→q KF .
• Bilan de la discre´tisation du flux de chaleur
En combinant (2.33) et (2.34), on arrive a` l’expression :
∑
K⊂Ωh
∑
KF⊂K
{
−→q KF .
∫
KF
−→ϕ dΩ − k αFKF [Th]FK
∫
F
−→n FK .−→ϕ ds
}
= 0 (2.35)
Cette e´quation e´tant valable pour tout−→ϕ ∈ [D(Ωh)]d, on choisit ϕi = IdKF ∀i ∈ [1,d]. Autrement
dit :
−→q KF =
1
|KF | k α
F
KF [Th]
F
K |F | −→n FK (2.36)
Remarque 2.6 De´termination du volume d’un sous-e´le´ment KF .
En prenant naturellement le barycentre de chaque e´le´ment K de la triangulation Ωh comme point
de la subdivision, il en re´sulte que tous les sous-e´le´ments KF de cette subdivision auront meˆme
volume |KF | avec :
|KF | = |K|
D
∀KF ⊂ K et D la dimension topologique du maillage (2.37)
Remarque 2.7 De´termination des poids αF
KF
.
Deux cas peuvent se pre´senter en fonction de la nature de la face F qui peut eˆtre une face interne
(F 6∈ ∂ Ω) ou bien une face frontie`re (F ∈ ∂ Ω).
– Pour une face interne, en conside´rant K(F ) le voisin de K partageant la meˆme face F , le
poids s’exprime par :
αFKF =
|K|
|K| + |K(F )| (2.38)
– En revanche, pour une face frontie`re, on pourra toujours de´finir αF
KF
= 1 ou e´tendre l’ex-
pression (2.38) en conside´rant un e´le´ment fictif a` l’exte´rieur du domaine ayant F comme
face adjacente a` l’e´le´ment K et tel que son volume |K(F )| soit nul. On aura donc :
αFKF =
|K|
|K| + |K(F )| =
|K|
|K| = 1 (2.39)
En prenant en compte l’expression des poids αF
KF
et celle du volume du sous-e´le´ment KF , on
aboutit a` la formulation locale (2.40) correspondant au calcul du flux de chaleur discret −→q KF
sur le sous-e´le´ment KF :
∀KF ⊂ K,∀K ⊂ Ωh, −→q KF = k [Th]FK
D |F | −→n FK
|K| + |K(F )| (2.40)
Remarque 2.8 Pour une face frontie`re, |K(F )| = 0; ce qui simplifie l’expression (2.40).
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d) Formulation discre`te : divergence discre`te
Il faut maintenant exprimer la forme discre`te associe´e au terme de conservation de l’e´nergie
< ρ c
dTh
dt
+ div(−→q h) , ϕ >Ω dans le syste`me (2.29).
En d’autres termes, cela revient a` calculer la divergence discre`te du flux de chaleur sur un
e´le´ment K a` l’aide du sche´ma P0/P+0 .
Sachant que la quantite´ de chaleur e´change´e (par diffusion) a` travers un e´le´ment K corres-
pond a` la somme des quantite´s de chaleur e´change´es a` travers les sous-e´le´ments KF de K, la
divergence discre`te du flux de chaleur sur un e´le´ment K s’e´crit :
∇.−→q K =
∑
F∈∂K
∇ .−→q KF (2.41)
Autrement dit, il faut d’abord calculer la divergence discre`te sur un sous-e´le´ment quelconque
KF de l’e´le´ment K qui se met sous la forme :
∇.−→q KF = −
 ∑
f∈ ∂K, f 6=F
1
2
[−→q h]fKF . |f | −→n
f
KF
 ∗ 1|KF | (2.42)
En effet, par construction du sche´ma P0/P+0 , les sauts de flux sont nuls a` travers les faces f
qui sont aussi des faces ”externes” F de l’e´le´ment K. Par conse´quent, seules les faces ”internes”
vont e´ventuellement ”voir” des sauts non nuls dans le calcul de la divergence discre`te. Ces sauts
sont re´partis de manie`re e´quivalente entre les deux sous-e´le´ments voisins KF et KF (f) avec :
le saut du flux −→q h a` travers la face f de´fini par [−→q h]fKF = −→q KF −−→q KF (f)
et
les poids βf
KF
tels que
∑
KF⊂K(F )
βf
KF
= 1 avec βf
KF
=
1
2
pour ∀ f face interne
Graˆce a` l’obtention de certaines proprie´te´s remarquables de ce sche´ma [Batkam 2002], nous
en de´duisons la forme simplifie´e suivante :
∇.−→q K =
∑
F∈ ∂K
−→q KF .
|F |
|KF |
−→n FK avec |KF | =
|K|
D
(2.43)
Soit ∇.−→q K =
D
|K|
∑
F∈ ∂K
−→q KF .−→n FK |F | (2.44)
Finalement, en injectant l’expression (2.40) dans (2.44) et en remplac¸ant D par ω, nous
obtenons l’expression de la divergence discre`te du flux sur l’e´le´ment K tel que :
∇.−→q K = ω|K|
∑
F∈∂K
k [Th]FK
D |F |2
|K| + |K(F )| (2.45)
Remarque 2.9 ω est un parame`tre nume´rique introduit dans la formulation discre`te. Ce pa-
rame`tre de´pend en re´alite´ de la forme des e´le´ments (dimension du maillage, mode de triangula-
tion,...) et admet une valeur optimale ω =
1
d
(en notant d la dimension de l’espace) permettant
d’ame´liorer la pre´cision du sche´ma. [Batkam 2002] le nomme ”le facteur de formes”.
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e) Bilan de la discre´tisation spatiale
En de´finitive, en reportant (2.40) et (2.45) dans (2.29), et en supposant une interpolation
constante par e´le´ment du second membre w˙ dans (2.29), le sche´ma de Galerkin Discontinu pour
des e´le´ments finis mixtes P0/P+0 en tempe´rature/flux permet d’e´crire et donc de re´soudre loca-
lement le proble`me suivant :
Trouver TK et −→q KF tels que pour tout KF ⊂ K et pour tout K ⊂ Ωh :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈∂K
−→q KF .−→n FK |F | + w˙K (a)
−→q KF = k [Th]FK
D |F | −→n FK
|K| + |K(F )| (b)
(2.46)
En injectant l’expression de −→q KF dans l’e´quation discre`te de la chaleur; nous obtenons une
e´criture re´duite de la discre´tisation spatiale : c’est la formulation e´le´ments finis associe´e au
proble`me thermique instationnaire fort (2.3) :
Trouver TK tel que pour tout K ⊂ Ωh :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈∂K
k [Th]FK
D |F |2
|K| + |K(F )| + w˙K
(2.47)
Le proble`me (2.47) s’exprime alors uniquement a` l’aide d’une seule inconnue le champ de
tempe´rature TK sur l’e´le´ment K. C’est sous cette e´criture que le proble`me thermique est re´solu.
Remarque 2.10 La de´composition en sous-e´le´ments sur laquelle est base´e la discre´tisation du
gradient de tempe´rature n’apparaˆıt pas explicitement dans le bilan discre´tise´(2.47). Le fait qu’elle
soit implicitement contenue dans les e´quations va donc permettre d’enrichir le sche´ma P0/P+0
sans introduire de nouveaux termes.
f) Comparaison des sche´mas P0/P0 et P0/P+0
Partant de la meˆme formulation mixte a` deux champs T/−→q du proble`me thermique insta-
tionnaire (2.3), l’expression du proble`me discret avec des e´le´ments P0/P+0 sera donc nettement
simplifie´e par rapport au sche´ma P0/P0 : le proble`me discret P0/P+0 a la possibilite´ de s’exprimer
uniquement avec le champ T , contrairement au proble`me discret P0/P0 qui a besoin d’estimer le
gradient de tempe´rature (et donc le flux de chaleur) avant d’en de´duire le champ de tempe´rature.
La comparaison entre les sche´mas de discre´tisation P0/P0 (§ 2.2.1.1) et P0/P+0 met en
e´vidence le caracte`re plus local de l’estimation de la tempe´rature T sur l’e´le´ment K a` l’aide
de la deuxie`me discre´tisation. Plus pre´cise´ment, le calcul de la tempe´rature TK provenant d’un
sche´ma P0/P0 ne´cessite de faire intervenir des informations sur les deux couches d’e´le´ments
voisins autour de K alors que la de´termination de la tempe´rature TK pour un sche´ma P0/P+0
repose uniquement sur les donne´es des e´le´ments voisins de K.
On parle alors de ”formulation voisins des voisins” (figure 2.40 a` droite) pour l’e´le´ment fini mixte
P0/P0 et de ”formulation voisins” (figure 2.40 a` gauche) pour l’e´le´ment fini mixte P0/P+0 .
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Fig. 2.40 – Comparaison des sche´mas P0/P0 et P0/P+0 : contributions locales de l’e´le´ment cou-
rant K [Batkam-Coupez 2001].
Remarque 2.11 Re´solution globale du proble`me (2.47).
Pour chaque e´le´ment K de la triangulation, une contribution de (1+D2) termes dans la matrice
serait ne´cessaire avec le sche´ma le P0/P0 alors que seulement une contribution de (1+D) termes
dans la matrice avec le sche´ma P0/P+0 .
2.2.2.2 Prise en compte des conditions aux limites thermiques et du terme source
Pour que le proble`me thermique mixte instationnaire soit correctement pose´, nous avons
suppose´ plusieurs types de conditions aux limites thermiques sur l’ensemble du bord du do-
maine Ω, note´ Γ. Dans cette partie, nous regardons comment ces conditions sont ge´re´es par le
sche´ma de discre´tisation spatiale P0/P+0 . La possibilite´ d’e´crire le proble`me discret a` l’aide d’une
seule inconnue (le champ T ) va permettre de faciliter l’e´criture ainsi que la gestion des diverses
conditions aux limites.
Rappelons juste la convention adopte´e (figure 2.41) :
”Le volume d’un e´le´ment ou d’un sous-e´le´ment (fictif) en dehors du domaine Ω et voisin d’un
e´le´ment frontie`re est nul :
|K(F )| = 0 ∀F ∈ ∂K ∩ Γ ∀K ∈ Ω ”
Fig. 2.41 – Ele´ment externe fictif adjacent a` une face frontie`re F .
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a) Tempe´rature impose´e sur Γ1 : T = Timp
La discre´tisation de la condition de Dirichlet s’e´crit de manie`re e´vidente :
TK(F ) = Timp ∀F ∈ ∂K ∩ Γ1 ∀K ∈ Ω (2.48)
Autrement dit, le saut devient :
[Th]FK = TK − TK(F ) = TK − Timp sur Γ1 (2.49)
Donc, en prenant en compte une condition de tempe´rature impose´e, le bilan discret (2.47) est
e´quivalent a` :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈Γ1
k (TK − Timp) D |F |
2
|K| (2.50)
b) Flux impose´ sur Γ2 : Φimp = −→q .−→n
Le terme de sommation
∑
F∈∂K
dans l’expression (2.46.a) va se simplifier en prenant en compte
cette condition et en se re´duisant a` :
2Φimp |F | sur Γ2
En effet, en conside´rant un e´le´ment virtuel dans le milieu en vis-a`-vis (figure 2.41), la condition
de flux impose´ s’e´crit :
Φimp .−→n = 12
(−→q Ke +−→q K′e ) (2.51)
De plus, pour discre´tiser cette condition de Neumann, on part de la relation (2.46.b) e´crite sur
l’e´le´ment Ke et sur l’e´le´ment K ′e:
−→q KF .−→n KF = k [Th]FK
D |F |
|K| + |K(F )| ∀F ∈ ∂K ∩ Γ2 ∀K ∈ Ω
−→q KF ′ .−→n KF ′ = k [Th]FK
D |F |
|K ′| + |K(F )|
(2.52)
Autrement dit, la condition (2.51) se reformule par :
Φimp =
1
2
[
k [Th]FK
(
D |F |
|K| + |K(F )| +
D |F |
|K ′| + |K(F )|
)]
⇔ [Th]FK =
2Φimp
k
( |K| + |K(F )|
D |F | +
|K ′| + |K(F )|
D |F |
) (2.53)
Et donc, avec la convention, (2.53) se simplifie et (2.47) est e´quivalent a` :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈Γ2
2 Φimp |F | (2.54)
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Pour les conditions de transferts thermiques pie`ce/outil (conduction) ou encore pie`ce/air (convec-
tion/rayonnement), la meˆme de´marche du rajout d’un e´le´ment fictif est utilise´e.
c) Conduction sur Γ3 : −→q .−→n = hcd (T − Tout)
La discre´tisation de la condition de conduction conduit a` l’expression pour ∀F ∈ ∂K ∩ Γ3
∀K ∈ Ω:
TK − TK(F ) =
2hcd
k
(T − Tout)
[ |K| + |K(F )|
D |F | +
|K ′| + |K(F )|
D |F |
]
(2.55)
Ce qui revient a` e´crire pour le terme de sommation
∑
F∈ ∂K
dans (2.46.a) :
2hcd (T − Tout) |F | sur Γ3
C’est a` dire :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈Γ3
2 hcd (T − Tout) |F | (2.56)
d) Convection/rayonnement sur Γ4 : −→q .−→n = h (T − Text)
De meˆme, le terme de sommation
∑
F∈ ∂K
pour des transferts type convection/rayonnement
va se re´duire a` :
2h (T − Text) |F | sur Γ4
avec comme formulation du saut de tempe´rature pour ∀F ∈ ∂K ∩ Γ4 ∀K ∈ Ω :
TK − TK(F ) =
2h
k
(T − Text)
[ |K| + |K(F )|
D |F | +
|K ′| + |K(F )|
D |F |
]
(2.57)
Par conse´quent, la formulation discre`te (2.47) est e´quivalente :
(ρ c)K
dTK
dt
= − ω|K|
∑
F∈Γ4
2 h (T − Text) |F | (2.58)
e) Prise en compte de la de´formation
L’estimation du terme source ω˙K sur l’e´le´ment K est la meˆme que celle utilise´e pour le
sche´ma TGD ”forgeage”.
f) Re´e´criture du bilan de la discre´tisation spatiale
Maintenant que nous avons pris en compte les diverses conditions aux limites, nous sommes
en mesure de re´e´crire le bilan de la discre´tisation spatiale ”P0/P+0 ” du proble`me thermique mixte
instationnaire, en introduisant les quatre expressions discre`tes (2.50), (2.54), (2.56) et (2.58).
Plus exactement, ce rajout va se faire au niveau du terme de sommation sur l’ensemble des faces
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de l’e´le´ment K sachant que ces faces peuvent aussi bien eˆtre internes (F = f avec F ∈ Ω) que
frontie`res (appartenir a` une partie du bord de Ω) :∑
F∈ ∂K
=
∑
F∈ ∂K internes
+
∑
F∈ ∂K frontieres
=
∑
F∈ ∂K, F=f
+
∑
F∈ ∂K∩Γ1
+
∑
F∈ ∂K∩Γ2
+
∑
F∈ ∂K∩Γ3
+
∑
F∈ ∂K∩Γ4
En comple´tant l’e´quation (2.47), nous en de´duisons la formulation ge´ne´rale de la discre´tisation
spatiale ”P0/P+0 ” du proble`me thermique mixte instationnaire :
Trouver TK tel que pour tout K ⊂ Ωh :
(ρ c)K
dTK
dt
= − ω|K|
 ∑
F∈ ∂K, F=f
kF [Th]FK
D |F |2
|K| + |K(F )| +
∑
F∈Γ2
2 Φimp |F |
+
∑
F∈Γ1
kF (TK − Timp) D |F |
2
|K| +
∑
F∈Γ3
2 hcd (T − Tout) |F |
+
∑
F∈Γ4
2 h (T − Text) |F |
 + w˙K
(2.59)
Apre`s avoir de´crit les conditions aux limites, on s’inte´resse a` pre´sent a` la re´solution nume´rique
de ce proble`me. Pour cela, nous introduisons un sche´ma d’inte´gration temporelle a` la formulation
discre`te comple`te (2.59).
2.2.2.3 Discre´tisation temporelle : sche´ma d’Euler Implicite
Plusieurs me´thodes existantes dans la litte´rature permettent de re´soudre l’e´quation (2.59).
Cependant, nous voulons que le sche´ma d’inte´gration temporelle choisi puisse pre´server une cer-
taine stabilite´ et prendre en compte des pas de temps plus grands, que ceux qui nous e´taient
permis avec la me´thode TGD explicite . C’est pourquoi, notre choix s’est tout naturellement
porte´ vers le sche´ma classique d’Euler implicite.
a) Sche´ma d’Euler implicite
Le sche´ma d’Euler implicite applique´ au proble`me (2.47) nous ame`ne a` l’e´criture du syste`me
line´aire suivant, ayant pour inconnues les tempe´ratures T t+∆tK :
( ρ c )K
T t+∆tK − T tK
∆t
= − ω|K|
∑
F∈∂K
kF (T t+∆tK − T t+∆tK(F ))
D |F |2
|K| + |K(F )| + w˙
t+∆t (2.60)
Pour chaque e´le´ment Ki, la combinaison du sche´ma temporel (2.60) a` la prise en compte des
diverses conditions aux limites (2.59) nous conduit a` l’expression suivante, sachant que Fij est
la face interne commune a` l’e´le´ment Ki et Kj :
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|Ki| ρi ci T
t+∆t
i − T ti
∆t
+ ω
∑
j vois internes
ki/j (T
t+∆t
i − T t+∆tj )
D |Fij |2
|Ki| |Kj |
+ ω
∑
F∈∂ Ki, F∈Γ1
ki (T t+∆ti − Timp)
D |F |2
|Ki| + ω
∑
F∈∂ Ki, F∈Γ2
2 Φimp |F |
+ ω
∑
F∈∂ Ki, F∈Γ3
2 hcd (T t+∆ti − Tout) |F | + ω
∑
F∈∂ Ki, F∈Γ4
2 h (T t+∆ti − Text) |F |
= |Ki| w˙t+∆tKi
(2.61)
Soit sous la forme d’un syste`me line´aire syme´trique a` (nbelt) lignes et (nbelt) inconnues, nbelt
e´tant le nombre d’e´le´ments composant le maillage Ωh :
[A] {T t+∆t } = {B } (2.62)
avec :
T t+∆t repre´sente le vecteur inconnu des tempe´ratures aux e´le´ments, a` l’instant t+∆t
Aii = |Ki| ρi ci∆t + ω
∑
j vois
ki/j
D |Fij |2
|Ki| + |Kj | + ω
∑
F∈Γ1
ki
D |F |2
|Ki| + ω
∑
F∈Γ3
2 hcd |F |
+ ω
∑
F∈Γ4
2 h |F |
Aij = − ω ki/j
D |Fij |2
|Ki| + |Kj | i 6= j
Bi = |Ki| ρi ci∆t T
t
i + ω
∑
F∈Γ1
ki Timp
D |F |2
|Ki| − ω
∑
F∈Γ2
2 Φimp |F | + ω
∑
F∈Γ3
2 hcd Tout |F |
+ ω
∑
F∈Γ4
2 h Text |F | + |Ki| w˙t+∆tKi
b) Me´thode de re´solution nume´rique : de´composition de type Jacobi
Afin de se´lectionner une me´thode de re´solution adapte´e au syste`me line´aire issu de (2.61),
nous regardons dans un premier temps si la matrice (A) posse`de des proprie´te´s spe´cifiques.
Graˆce au caracte`re tre`s local du sche´ma P0/P+0 , il s’ave`re qu’elle pre´sente la particularite´
d’eˆtre largement creuse. En effet, nous avons vu que chaque e´le´ment de la triangulation apporte
une contribution de (1 +D) termes dans la matrice (A). De plus c’est une matrice a` diagonale
dominante; autrement dit, elle ne pre´sente aucun terme nul sur la diagonale.
Pour re´soudre le syste`me line´aire (2.62), nous avons choisi d’imple´menter la me´thode de de´compo-
sition de type Jacobi [Ciarlet 1991]. Rappelons brie`vement cette technique de re´solution.
∗ La matrice (A) se de´compose en (A) = (D)− (E + F )
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ou` (D) est une matrice diagonale, (E) et (F ) sont respectivement des matrices triangulaires
infe´rieure et supe´rieure, a` diagonale nulle, telles que :
dii = aii
eii = 0 , eij = − aij i < j
fii = 0 , fij = − aij i > j
∗ le syste`me matriciel se re´e´crit (A) [T ] = [B] ⇔ (D) [T ] = (E + F ) [T ] + [B]
∗ On y associe le processus ite´ratif suivant en de´signant par [T ](i) une suite convergente vers
le vecteur [T ]:
(D) [T ](i+1) = (E + F ) [T ](i) + [B] (2.63)
∗ Algorithme de Jacobi :
[T ](0) donne´
Pour i = 1, nbitmax
Pour k = 1, N
T
(i+1)
k =
1
Akk
(Bk −
k−1∑
j=1
Akj T
(i)
j −
N∑
j=k+1
Akj T
(i)
j )
si (|T (i+1)k − T (i)k | ≤ ) est ve´rifie´e alors FIN.
Remarque 2.12 La matrice (A) e´tant largement creuse, nous avons de´cide´ de nous restreindre
a` l’utilisation de la me´thode de Jacobi. On aurait pu envisager d’utiliser une me´thode plus effi-
cace, comme par exemple, la me´thode de Gauss-Seidel [Ciarlet 1991], ou encore la me´thode de
gradient conjugue´ pre´conditionne´ [Ern-Germond 2000]. Compare´ avec les me´thodes ite´ratives
(de Jacobi ou de Gauss-Seidel), l’avantage d’une telle me´thode est le gain en temps CPU non
ne´gligeable, notamment si l’on doit re´soudre de tre`s gros syste`mes.
Nous avons implante´ le mode`le Gdimp dans la version monodomaine du code e´le´ments finis
Forge 3©r, tel que nous venons de le de´crire dans les paragraphes 2.2.2.1-2.2.2.3. Afin de ve´rifier
la validite´ et l’efficacite´ de notre mode`le, il est donc ne´cessaire de l’appliquer a` des proble`mes
simples pre´sentant une solution bien de´finie.
2.2.2.4 Validation du Gdimp sur des tests purement thermiques : comparaison avec
une solution analytique instationnaire
Pour valider le mode`le Gdimp, nous reprenons les deux tests ”standards” purement ther-
miques pre´ce´demment introduits lors de la validation du sche´ma TGD (§ 2.2.1.4). Pour chacun
de ces tests, une comparaison sera faite entre la solution analytique, les deux mode`les nume´riques
(TGD et Gdimp) implante´s dans le code Forge 3©r et, quand cela sera possible, la version GS
(associe´e a` la thermique asynchrone) qu’utilise actuellement Forge 3©r. La validation du mode`le
Gdimp n’en sera donc que plus fiable et pertinente.
a) Tempe´rature impose´e sur l’extre´mite´ d’une barre d’acier semi-infinie
Rappelons succinctement les conditions de ce premier test (cf figure 2.4) :
- Tempe´rature initiale de la barre : T0 = 800◦C
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- Tempe´rature impose´e sur le plan z = 0 : Timp = 25◦C
- Maillage : h = 2,8mm
- Temps de la simulation : 30s avec un pas de temps me´canique dt fixe´ a` 1s
- Donne´es du mate´riau : k = 15 W.m−1.K−1, ρ = 7800 Kg.m−3 et c = 360 J.Kg−1.K−1
• Solution nume´rique 3D : visualisation des re´sultats Gdimp
Maintenir une tempe´rature constante de 25◦C sur l’extre´mite´ d’une paroi d’une pie`ce initia-
lement a` 800◦C va automatiquement entraˆıner le refroidissement rapide de celle-ci (figure 2.43);
et qui plus est, un refroidissement uniaxial (direction des z) mis en e´vidence sur la figure 2.42
repre´sentant les isovaleurs thermiques du Gdimp.
Fig. 2.42 – Isovaleurs de la tempe´rature au cours de la re´solution Gdimp : mise en e´vidence du
phe´nome`ne de diffusion thermique.
Les re´sultats obtenus sur la figure 2.43 sont tre`s encourageants avec une allure ge´ne´rale des
courbes Gdimp sensiblement similaire a` celle des solutions analytiques, pour les traceurs localise´s
a` 1mm, 10mm et 20mm du bord thermiquement impose´. De plus, le troisie`me noeud ne s’e´chauffe
plus anormalement en adoptant la re´solution Gdimp.
Fig. 2.43 – Evolution de la tempe´rature des 3 traceurs : comparaison entre la solution analytique
et la version Gdimp de Forge 3©r : h = 2,8mm et dt = 1s.
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Afin d’e´tablir une comparaison entre nos deux mode`les nume´riques discontinus (sur ce test
de tempe´rature impose´e), nous avons rajoute´, sur la figure 2.44, les e´volutions thermiques du
TGD pour ces trois capteurs. Il s’ave`re que le Gdimp est plus performant que le TGD avec
des plus faibles e´carts avec la solution analytique et un temps de calcul plus court. En effet, on
estime approximativement une erreur moyenne Gdimp de 2,2% et 0,5% pour les noeuds situe´s
a` 10 et 20mm du bord, en seulement 103s, tandis que 157s sont ne´cessaires au TGD avec des
erreurs plus importantes, de l’ordre de 7% et 3,6%.
Fig. 2.44 – Test de tempe´rature impose´e : comparaison entre la solution analytique et les diverses
solutions nume´riques TGD et Gdimp de Forge 3©r avec h=2,8mm.
Par contre, pendant les premie`res secondes de la simulation, on peut observer un e´cart plus
important entre la solution exacte et la courbe Gdimp pour le noeud situe´ en peau (a` z = 1mm)
qui s’affaiblit au cours du temps (figure 2.45). Avec ce maillage moyennement grossier (h =
2,8mm), c’est le TGD qui donne de meilleurs re´sultats, avec seulement 6,3% d’erreur contre
22% avec le Gdimp, pour le capteur en peau.
Fig. 2.45 – Evolution de l’erreur moyenne Gdimp pour les 3 traceurs : h = 2,8mm et dt = 1s.
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• Solution nume´rique : influence du mode de triangulation
A pre´sent, nous regardons si le sche´ma Gdimp est sensible au mode de triangulation. Comme
pre´ce´demment, on conside`re un maillage structure´ et non structure´ (forme´ de te´trae`dres a` 4
noeuds), ayant tous deux une taille de maille constante de l’ordre de 2,5mm (cf p 67).
Comme en te´moigne la figure 2.46, la thermique Gdimp reste assez stable vis-a`-vis du maillage
avec des e´carts minimes obtenus entre les courbes structure´es et non structure´es (pour les deux
traceurs z = 10mm et z = 20mm) et des temps de calculs tre`s proches (cf tableau 2.16). On peut
juste souligner que les re´sultats provenant du maillage structure´ (posse´dant moins d’e´le´ments)
sont meilleurs. Par exemple, pour le premier capteur, l’erreur moyenne estime´e est de l’ordre de
0,4% contre 2,6% en non structure´.
Fig. 2.46 – Test de tempe´rature impose´e : influence du mode de triangulation du maillage sur la
solution nume´rique Gdimp avec h = 2,5mm.
⇒ Comme le sche´ma TGD, le mode`le Gdimp permet d’obtenir une estimation quasi-similaire
de la tempe´rature, quel que soit le mode de triangulation choisi, a` taille de maille identique. De
plus, le Gdimp se re´ve`le plus pre´cis et plus rapide que le TGD (cf tableau 2.16), en lissant
correctement le choc thermique.
[ 0,30 s ] maillage structure´ maillage non structure´
h = 2,5mm h = 2,5mm
CPU Gdimp 64 s 74 s
% erreur moyen Gdimp
z = 10mm 0,4% 2,6%
CPU TGD 4min 25 s 4min 30 s
% erreur moyen TGD
z = 10mm 8,3% 6,3%
Tab. 2.16 – Comparaison des temps de calculs et des erreurs pour les sche´mas Gdimp et TGD.
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• Solution nume´rique : influence du maillage a` pas de temps fixe´
Sachant que le pas de temps dt de la simulation est fixe´ a` 1s, nous e´tudions la sensibilite´ de
la solution nume´rique Gdimp au raffinement du maillage en prenant quatre tailles de maille de
l’ordre de 5mm, 2,8mm, 2mm et 1mm.
Sur la figure 2.47, nous avons repre´sente´ pour les deux traceurs situe´s a` 10mm et 20mm les
e´volutions thermiques Gdimp et analytiques. Cette figure met bien en e´vidence la sensibilite´ du
mode`le Gdimp au raffinement du maillage puisque les solutions nume´riques convergent d’autant
mieux vers la solution exacte que le maillage est fin.
Fig. 2.47 – Evolution thermique Gdimp des 2 traceurs en fonction du maillage raffine´ avec
dt = 1s.
D’autre part, on constate qu’avec n’importe quel maillage (meˆme avec le maillage le plus
grossier h = 5mm), aucune oscillation non physique de la tempe´rature ne se produit au cours
de la simulation.
En visualisant les courbes de l’erreur Gdimp sur les figures 2.48 et en se re´fe´rant au ta-
bleau 2.17, nous observons un comportement analogue au TGD : ”Plus le maillage est fin, plus
la solution nume´rique Gdimp est fiable, avec une diminution de l’erreur aux de´pens d’une aug-
mentation des temps de calculs.”
(a) capteur situe´ a` 10mm (b) capteur situe´ a` 20mm
Fig. 2.48 – Evolution de l’erreur Gdimp en fonction du raffinement du maillage avec dt = 1s.
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Si nous comparons ces re´sultats a` ceux pre´ce´demment obtenus avec le TGD (cf p 68), indis-
cutablement la me´thode Gdimp se re´ve`le la plus pertinente pour le test de tempe´rature impose´e,
meˆme si les deux mode`les absorbent naturellement le phe´nome`ne de choc thermique. En effet,
pour h = 1mm et z = 10mm, l’erreur TGD est plus importante avec 3% alors que l’erreur
Gdimp est seulement de 0,7%, sans parler du gain de temps lors de la re´solution du proble`me
thermique qui est loin d’eˆtre ne´gligeable puisque 9min suffisent pour le Gdimp tandis que 3h
sont ne´cessaires au TGD.
[ 0,30 s ] h = 5mm h = 2,8mm h = 2mm h = 1mm
CPU Gdimp 12 s 1min 45 s 2min 33 s 8min 40 s
% erreur Gdimp z = 10mm 1,36% 2,2% 0,4% 0,7%
% erreur Gdimp z = 20mm 1,38% 0,52% 0,53% 0,32%
CPU TGD 23 s 2min 17 s 19min 3h
% erreur TGD z = 10mm 9,3% 7% 2,7% 2,9%
% erreur TGD z = 20mm 4,8% 3,6% 1,9% 1,7%
Tab. 2.17 – Comparaison des temps de re´solution et des erreurs moyennes pour les sche´mas
TGD et Gdimp.
• Solution nume´rique : Influence du pas de temps a` maillage fixe´
Nous faisons varier le pas de temps (me´canique) dt avec une taille de maille constante a`
1mm et e´tudions la re´ponse de la solution nume´rique Gdimp.
Sur les graphes 2.49(a), 2.49(c) et 2.49(e) , nous avons repre´sente´ pour les trois capteurs la
solution analytique (avec un pas de temps tre`s petit dt = 0,25s) et les solutions nume´riques
Gdimp obtenues avec diverses valeurs du pas de temps. On se rend compte que plus le pas de
temps est petit, plus les courbes Gdimp se rapprochent de la solution exacte :
- pour le noeud z = 1mm, l’erreur moyenne du Gdimp passe de 8,1% a` 5,6%,
- pour le noeud z = 10mm, on passe de 5,1% a` 0,25%,
- et pour le noeud z = 20mm, on passe de 1% a` 0,35%.
Bien e´videmment le calcul avec le mode`le Gdimp sera d’autant plus rapide que le pas de temps
dt sera grand (cf tableau 2.18).
D’autre part, avec les plus grandes valeurs de dt (5s et 2s), l’e´volution de la tempe´rature pre´sente
une allure ge´ne´rale correcte par rapport a` la solution analytique, sans apparition du phe´nome`ne
du choc thermique sur le troisie`me noeud, meˆme si elle manque de pre´cision (figures 2.49(b),
2.49(d) et 2.49(f)). En ce qui concerne les plus petits pas de temps (0,5s et 0,25s), la pre´cision
est quasiment la meˆme, seule la dure´e du calcul diffe`re.
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(a) Evolution thermique Gdimp z = 1mm (b) Evolution de l’erreur thermique z = 1mm
(c) Evolution thermique Gdimp z = 10mm (d) Evolution de l’erreur thermique z = 10mm
(e) Evolution thermique Gdimp z = 20mm (f) Evolution de l’erreur thermique z = 20mm
Fig. 2.49 – Influence du pas de temps dt avec h = 1mm.
[ 0,30 s ] dt = 5s dt = 2s dt = 1s dt = 0,5s dt = 0,25s
CPU 5min 06 s 6min 15 s 8min 40 s 12min 36 s 20min
Tab. 2.18 – Comparaison des temps de calculs du mode`le Gdimp.
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• Conclusions
Ces re´sultats valident le mode`le Gdimp sur le test de tempe´rature impose´e. En effet, aucune
oscillation spatio-temporelle non physique de la tempe´rature n’a e´te´ observe´e, meˆme en modi-
fiant significativement la taille du maillage ou meˆme le pas de temps.
Par comparaison avec le sche´ma TGD [Pelissou-Massoni 2003], il est indiscutable que le
Gdimp est le plus adapte´ pour re´soudre ce type de proble`mes diffusifs, avec une estimation
beaucoup plus pre´cise de la tempe´rature et des temps de calculs tre`s rapides.
Par contre, comme pour le TGD, on retrouve une certaine sensibilite´ du sche´ma au raffine-
ment du maillage mais aussi au pas de temps; cette seconde influence e´tant lie´e a` la re´solution du
syste`me line´aire par un solveur ite´ratif. Bien e´videmment, une augmentation du couˆt de calculs
est incontournable si le maillage choisi est trop fin ou si le pas de temps est tre`s petit.
b) Flux impose´ sur l’extre´mite´ d’une barre d’acier semi-infinie
Rappelons brie`vement les conditions de ce deuxie`me test (cf figure 2.22) :
- Tempe´rature initiale de la barre : T0 = 25◦C
- Tempe´rature impose´e sur le plan z = 0 : Φimp = 1MW.m−2
- Maillage : h = 2,3mm
- Temps de la simulation : 30s avec un pas de temps me´canique dt fixe´ a` 1s
- Donne´es du mate´riau : k = 15 W.m−1.K−1, ρ = 7800 Kg.m−3, c = 360 J.Kg−1.K−1.
• Solution nume´rique 3D : visualisation des re´sultats Gdimp
Maintenir un flux de chaleur constant positif de 1MW.m−2 sur l’extre´mite´ d’une pie`ce a` 25◦C
va brutalement re´chauffer cette dernie`re (figure 2.51). Les conditions de ce cas test entraˆınent
un re´chauffement uniaxial, mis en e´vidence sur la figure 2.50.
Fig. 2.50 – Isovaleurs de la tempe´rature au cours de la re´solution Gdimp en flux impose´.
En voyant la figure 2.51 qui repre´sente l’e´volution thermique Gdimp et analytique (pour
quatre noeuds situe´s a` 1mm, 10mm, 20mm et 50mm du bord), le Gdimp se re´ve`le e´galement
performant sur le test de flux impose´ : avec un maillage moyennement fin de 2,3mm, des e´carts
assez faibles sont visibles entre la solution exacte et les courbes Gdimp quelle que soit la position
du capteur; et ceci sans la moindre apparition de choc thermique !
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Fig. 2.51 – Evolution de la tempe´rature des 2 traceurs : comparaison entre la solution analytique
et la version Gdimp de Forge 3©r.
On peut e´galement souligner que ces re´sultats plus qu’encourageants ont e´te´ obtenus apre`s un
temps de calcul tre`s acceptable (97s).
• Comparaison du Gdimp avec le TGD et l’approche GS asynchrone
Sur les figures 2.52 et 2.53, ce sont les re´solutions GS et Gdimp du code Forge 3©r qui donnent
les meilleurs re´sultats. Le Gdimp est de´ja` performant pour estimer la tempe´rature pre`s du choc
thermique (capteur en peau a` z = 1mm) avec seulement 4,4% d’erreur mais se re´ve`le moins pre´cis
lorsqu’on s’e´loigne du bord re´gule´ thermiquement avec respectivement 13% et 10% d’erreur. Le
TGD, quant a` lui, reste le plus e´loigne´ de la solution analytique avec de tre`s mauvaises pre´cisions :
40%, 60% et 53% d’erreurs (tableau 2.19).
Fig. 2.52 – Evolution de la tempe´rature du capteur positionne´ a` z = 1mm : comparaison entre
la solution analytique, la version GS, la version TGD et Gdimp de Forge 3©r, avec h=2,3mm.
Pour ce qui est des temps de calcul, l’approche GS est plus rapide (80s) que la re´solution Gdimp
97s) qui elle-meˆme est plus rapide que le TGD (8min).
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Fig. 2.53 – Comparaison entre la solution analytique, la version GS asynchrone, la version TGD
et la version Gdimp de Forge 3©r pour les noeuds positionne´s a` z = 10mm et z = 20mm .
[0, 30s] G S asynchrone T G D Gdimp
CPU 80 s 8min 97 s
Erreur z=1mm 3,77% 40% 4,4%
Erreur z=10mm 4,12% 60% 13,4%
Erreur z=20mm 3,17% 53% 10,3%
Tab. 2.19 – Comparaison des temps de calculs et des pourcentages d’erreur pour h = 2,3mm.
Remarque 2.13 Concernant l’influence de la valeur du flux impose´ Φimp sur la solution nume´-
rique Gdimp, les meˆmes phe´nome`nes que pour le sche´ma TGD sont observe´s (cf p 82) :
”L’erreur Gdimp et le temps de calcul augmentent avec les valeurs croissantes du flux Φimp”.
Ces estimations sont toutefois plus raisonnables que celles obtenues avec la re´solution thermique
TGD ”forgeage” (sauf pour les deux plus petites valeurs du flux impose´).
Fig. 2.54 – Influence de la valeur de Φimp sur la solution nume´rique Gdimp : e´volution de la
tempe´rature pour un noeud place´ directement sur la face impose´e (z = 0mm) avec h = 2mm.
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• Conclusions
Le mode`le Gdimp, muni d’une formulation plus locale P0/P+0 , est plutoˆt bien adapte´ pour
re´soudre un cas test de flux impose´; ce qui ne semble gue`re difficile vu les re´sultats si catastro-
phiques de la version TGD ”forgeage” lorsque le flux de chaleur est tre`s e´leve´ [Pelissou 2003].
On peut e´galement pre´ciser qu’avec une valeur de flux impose´ plus faible (jusqu’a` 103W.m−2),
le TGD donne de meilleurs re´sultats, comparables au Gdimp, avec malgre´ tout un temps de
re´solution plus long.
Cependant, le Gdimp se re´ve`le moins performant, aussi bien en pre´cision qu’en temps de
calcul, que l’approche GS associe´e a` la thermique asynchrone.
A ce stade des validations des mode`les discontinus, on se demande s’il ne faudrait pas in-
troduire une ve´ritable formulation mixte qui aurait la possibilite´ de calculer et de visualiser,
inde´pendamment, la tempe´rature et le flux de chaleur, a` tout instant de la simulation.
Avant de de´battre de ce sujet, comparons notre mode`le Gdimp a` l’une des seules applications
du mode`le P0/P+0 .
2.2.2.5 Comparaison du Gdimp au mode`le spatio-temporel combine´ a` l’e´le´ment
P0/P
+
0
Ce sont [Batkam-Coupez 2001] qui ont cre´e´ l’e´le´ment P0/P+0 en vue d’obtenir une discre´tisa-
tion spatiale plus locale du proble`me stationnaire de diffusion pure. Cette formulation leur don-
nant grande satisfaction, ils l’e´tendirent au proble`me ge´ne´ral de convection/diffusion.
Pour mieux rendre compte des situations complexes rencontre´es en injection des polyme`res,
aussi bien d’un point de vue me´canique (transport du front de matie`re) que thermique, ils
de´veloppe`rent un sche´ma nume´rique temporel, en se penchant sur la me´thode des e´le´ments finis
temporels, leur permettant d’en de´duire un mode`le spatio-temporel discontinu, de´ja` introduit
au cours du § 1.3.5.2 et plus longuement en Annexe D.
La discre´tisation spatio-temporelle de l’e´quation de la chaleur (D.1) avec une interpolation
P0/P
+
0 en espace et P0 en temps s’e´crit alors :
Etant donne´ T t−∆tK , trouver T
t
K qui ve´rifie pour tout K×]t,t+∆t[∈ Ωsth :
1
∆t
(T tK − T t−∆tK ) −
1
|K|
∑
F∈∂K
(T tK − T tK(F ))
∫
F
(−→v .−→n )− ds
+
k
|K|
∑
F∈∂K
(T tK − T tK(F ))
D |F |2
d |K| + |K(F )| =
w˙tK
ρ c
(2.64)
La re´solution du proble`me thermique sera alors re´solu a` partir de cette formulation. Les
me´thodes de re´solution sont donc les meˆmes que celles utilise´es pour re´soudre le mode`le Gdimp.
Dans le cas pre´sent, les auteurs optent pour la me´thode de type Gradient conjugue´.
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c) Quelques remarques
A la vue de ce syste`me, quelques remarques peuvent eˆtre faites :
• En choisissant d’appliquer une interpolation P0 en temps, le sche´ma temporel re´sultant
est e´quivalent a` un sche´ma diffe´rences finies de type Euler implicite amont, type du mode`le
Gdimp (2.60). Ne´anmoins la de´marche retenue par [Batkam 2002] pour construire son sche´ma
(2.64) est tre`s diffe´rente de celle des me´thodes d’Euler, et donc de notre mode`le. En effet, cette
e´quivalence est uniquement obtenue dans le cas ou` l’on conside`re une interpolation constante
P0 en temps (avec le champ de tempe´rature interpole´ par une valeur constante sur l’intervalle
]t, t+∆t[).
Si l’on enrichit cette interpolation temporelle P0 avec un ordre plus e´leve´ (Pn, n ≥ 1), les
me´thodes deviennent diffe´rentes puisqu’une seule inconnue sera a` de´terminer (sur le pas de
temps) avec les sche´mas d’Euler tandis que le mode`le spatio-temporel devra estimer (n + 1)
inconnues sur l’intervalle ]t, t+∆t[ [Batkam 2002].
• Ce sche´ma spatio-temporel (2.64) conduit a` la re´solution d’un syste`me tre`s local, a` l’instar
du sche´ma spatial P0/P+0 : pour estimer l’inconnue T
t
K sur l’e´le´ment spatio-temporel K×]t, t+
∆t[, on a seulement besoin de faire intervenir la tempe´rature T t−∆tK connue et celle des voisins
de cet e´le´ment (c’est a` dire les termes T tK(F ) pour F ∈ ∂ K).
En terme de re´solution globale, il y aura une contribution de (1+D) termes dans la matrice
de masse pour chaque e´le´ment K.
• On peut e´galement souligner que ce sche´ma ne requiert aucune condition de stabilite´
contrairement au sche´ma TGD ou aux me´thodes de Galerkin classiques associe´es a` une inte´gration
temporelle de type diffe´rences finies.
• Finalement, la me´thode spatio-temporelle de [Batkam 2002] semble avantageuse pour deux
raisons :
- Graˆce a` son e´le´ment P0/P+0 , elle est stable et robuste puisqu’elle traite aussi bien les termes
de convection que de diffusion.
- Graˆce a` son sche´ma espace/temps, elle est rapide.
Cependant, elle reste sensible au maillage avec une erreur importante constate´e sur des maillages
grossiers. En diffusion pure, la me´thode engendre une grande souplesse sur les pas de temps.
Par contre, pour les proble`mes a` convection dominante, les contraintes sur les pas de temps sont
davantage marque´es, du fait de la ne´cessaire re´actualisation du champ de vitesse −→v .
2.2.2.6 Bilan ge´ne´ral
Sur des cas tests ou` la solution analytique est bien connue (tempe´rature et flux impose´s), la
validation du mode`le Gdimp ne fait aucun doute, avec une imple´mentation correcte dans le code
EF Forge 3©r et une prise en compte cohe´rente des diverses conditions aux limites thermiques.
a) Avantages du Gdimp
; Par sa construction, le sche´ma Gdimp muni de l’e´le´ment P0/P+0 conduit a` un syste`me
tre`s local, robuste, pre´cis et facile a` imple´menter.
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; Combiner un sche´ma d’Euler implicite a` la formulation locale P0/P+0 a permis d’obte-
nir une plus grande souplesse dans le choix du pas de temps me´canique et une re´duction non
ne´gligeable des temps de calculs.
; Il est tre`s efficace pour re´soudre les proble`mes de diffusion pure (dans notre cas, tempe´rature
ou flux impose´(e) sur une extre´mite´ d’une pie`ce et le reste adiabatique), avec une bonne pre´cision
(en comparaison avec la formulation analytique) et avec l’absorption normale et comple`te du
choc thermique.
; Le Gdimp se re´ve`le peu sensible au mode de triangulation du maillage, avec des re´sultats
tre`s similaires en conside´rant un maillage structure´ ou non structure´ (a` taille de maille identique).
; Avec ce mode`le, nous avons pu conserver tous les avantages d’une formulation mixte et
d’une interpolation de bas degre´, tout en s’affranchissant des principales limitations du TGD
”forgeage”.
b) Inconve´nients du Gdimp
; Toutefois, ce mode`le semble sensible au pas de temps (une meilleure pre´cision est obtenue
avec un pas de temps tre`s petit au de´triment d’une augmentation dans le temps de re´solution);
ceci e´tant duˆ a` l’utilisation du solveur ite´ratif de Jacobi. On pourrait donc essayer de changer
le solveur pour re´soudre le syste`me line´aire syme´trique, en envisageant une re´solution Gauss-
Seidel ou Gradient conjugue´, qui occasionnerait les meˆmes conse´quences par de´finition meˆme
d’une me´thode ite´rative.
; De plus, il semble encore sensible a` la taille de maille. Bien e´videmment sa sensibilite´ au
maillage est moins prononce´e que celle du TGD.
; Sa formulation plus locale P+0 pour l’estimation du flux a permis d’obtenir des re´sultats
encourageants sur le test de flux impose´. Cependant la pertinence du mode`le doit eˆtre encore
ame´liore´e avec une erreur qui reste encore importante suivant la valeur du flux et avec l’approche
Galerkin Standard asynchrone plus performante (aussi bien en pre´cision qu’en temps).
Pourquoi alors ne pas introduire une ve´ritable formulation mixte qui aurait la possibilite´ de
calculer et de visualiser, inde´pendamment, la tempe´rature et le flux de chaleur, a` tout instant
de la simulation et qui serait plus proche de la technique de Galerkin standard?
2.2.3 Re´capitulatif des mode`les TGD et Gdimp
Le sche´ma Taylor Galerkin Discontinu explicite (TGD) est mieux adapte´ aux proble`-
mes diffusifs purs que la me´thode GS. Ne´anmoins, cette technique de re´solution est trop sensible
aux maillages et son caracte`re explicite impose d’avoir recours a` de petits pas de temps, en-
traˆınant ainsi des temps de calculs particulie`rement e´leve´s. Des proble`mes de pre´cision sur l’esti-
mation de la tempe´rature ont e´galement e´te´ remarque´s lors du test en flux impose´ [Pelissou 2003].
Le mode`le Galerkin Discontinu implicite (Gdimp) est une ame´lioration du TGD qui
a la particularite´ d’estimer plus pre´cise´ment le vecteur inconnu flux graˆce a` son interpolation
plus locale P+0 . Ce sche´ma stable permet de prendre en compte de plus grands pas de temps,
sans perdre en pre´cision. De ce fait, il permet d’obtenir des re´sultats tre`s encourageants (notam-
ment sur les tests de tempe´rature impose´e mais aussi de flux impose´) avec des temps de calculs
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acceptables.
Ces deux sche´mas sont facilement programmables dans n’importe quel code de calcul e´le´ments
finis. Les seules difficulte´s re´sident dans l’e´criture et dans la gestion des diverses conditions aux li-
mites thermiques, avec un champ de tempe´rature (et aussi le flux de chaleur) estime´ sur chacun
des e´le´ments (valeur constante) de la triangulation et non plus aux valeurs nodales. Autre-
ment dit, il faut introduire un lissage au noeud (technique d’Ortiz) pour passer d’une valeur
sur l’e´le´ment a` une valeur nodale de la tempe´rature a` la fin des calculs thermiques de chaque
incre´ment.
T G D Gdimp
• Interpolation P0/P0 : T et −→q constant
par e´le´ment.
• Interpolation P0/P+0 : T constante par
e´le´ment et −→q constant par sous-e´le´ment.
; Sche´ma local, stable. ; Formulation plus locale.
• Sche´ma Taylor explicite • Sche´ma d’Euler implicite
; restriction sur les valeurs dt, ex-
plosion des temps CPU.
; plus grande souplesse dans les dt
qui offre un gain de temps non ne´gligeable.
• sche´ma stable avec une convergence plus
rapide.
• Sche´ma bien adapte´ aux proble`mes de
convection/diffusion.
• Sche´ma mieux adapte´ aux proble`mes pu-
rement diffusifs.
• Mais tre`s sensible au maillage avec un
taux de convergence en O(h).
• Moins sensible au maillage mais sensible
au dt (solveur ite´ratif), avec des taux de
convergence en O(h) et O(∆t).
• Validation sur le test de tempe´rature
impose´e : absorption du choc thermique.
Plus de re´chauffement anormal en de´but
de simulation, avec un refroidissement im-
pose´.
• Validation sur le test de tempe´rature
impose´e : absorption du choc thermique.
Plus d’oscillation spatio-temporelle.
• Validation sur le test de flux impose´ :
pour des valeurs faibles du flux sinon mau-
vaise estimation de la tempe´rature.
• Validation sur le test de flux impose´.
Mais le Gdimp se re´ve`le moins performant
que l’approche GS asynchrone.
⇒ Ame´lioration de la pre´cision du calcul
du flux et du temps de re´solution
⇒ Meilleur compromis entre la pre´cision
et le temps de calculs.
Tab. 2.20 – Bilan des mode`les TGD et Gdimp.
Apre`s avoir introduit deux mode`les nume´riques discontinus explicite (TGD) et implicite
(Gdimp), tous deux base´s sur l’interpolation de plus faible degre´ P0, puis e´tabli des compa-
raisons entre ces deux me´thodes [Pelissou-Massoni 2003], [Pelissou 2003] graˆce a` des cas tests
analytiques, nous souhaitons a` pre´sent augmenter le degre´ d’interpolation du sche´ma nume´rique.
Pour ce faire, nous envisageons de passer a` des polynoˆmes de degre´ 1 (autrement dit a` une in-
terpolation continue P1) tout en pre´servant la formulation mixte de notre proble`me thermique.
Ceci fait l’objet du chapitre suivant.
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Chapitre 3
Re´solution nume´rique par la nouvelle
formulation Mixte continue P1/P1
L’objectif de ce chapitre est de de´velopper une me´thode e´le´ments finis mixtes qui soit capable,
a` tout instant du processus thermique, de de´terminer inde´pendamment aussi bien le champ de
tempe´rature que le flux de chaleur. Ainsi, nous introduisons un deuxie`me mode`le nume´rique, qui
a la particularite´ d’utiliser des e´le´ments finis mixtes line´aires te´trae´draux P1. Nous nommerons
cette nouvelle formulation, la formulation Mixte continue P1/P1.
Conside´rer le flux de chaleur comme inconnue inde´pendante va donc rajouter un certain
nombre de donne´es et de parame`tres dans le syste`me d’e´quations matricielles final et accroˆıtre
sensiblement la flexibilite´ du mode`le lors de l’imposition des diverses conditions aux limites. De
plus, la tempe´rature et le flux de chaleur n’auront pas le meˆme degre´ de pre´cision avec cette
interpolation P1/P1 puisque :
T ∈ P1 ⇒ −−→∇T ∈ P0 et −→q ∈ P1
Nous espe´rons qu’en conservant la formulation mixte du proble`me thermique instationnaire,
l’utilisation des e´le´ments finis mixtes line´aires n’entraˆıneront pas les meˆmes proble`mes d’insta-
bilite´s que ceux occasionne´s par l’approche Galerkin Standard.
Puisque la re´solution de proble`me thermique est axe´e sur le re´gime instationnaire, les in-
connues du proble`me de´pendent a` la fois des variables spatiales et temporelles. Il faudra donc
comple´ter la formulation Mixte continue par une approximation temporelle. La formulation sera
combine´e a` plusieurs sche´mas d’inte´gration temporelle afin de trouver le plus performant, en
terme de pre´cision et de couˆt de calculs, pour la simulation de proble`mes thermome´caniques
fortement couple´s. On verra que le sche´ma Dupont implicite a` trois pas de temps re´pondra a`
tous nos crite`res.
Sachant que peu de travaux existent dans ce domaine, on se propose d’en faire un bref survol
avant de de´crire la formulation Mixte P1 (base´e sur l’e´le´ment fini mixte continu P1/P1 et sur une
inte´gration temporelle globale a` trois pas de temps); ce qui permettra de mieux positionner notre
de´marche par la suite. Enfin, une dernie`re partie sera consacre´e aux applications nume´riques afin
d’e´valuer la robustesse de cette formulation par comparaison aux sche´mas discontinus TGD et
Gdimp. La validation de la me´thode propose´e sera effectue´e, comme pre´ce´demment, sur des tests
purement thermiques ou` la solution analytique est bien connue.
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3.1 Bibliographie sur les me´thodes mixtes
Peu de travaux existent dans ce domaine.
On peut cependant citer ceux de [Zienkiewicz-Taylor 1989] ainsi que ceux de [Manzari 1998,
Manzari 1999]. Ce dernier conside`re des proble`mes de conduction thermique dans des milieux
non re´gis par la loi de Fourier, mais subissant un effet dit ”Non Fourier” de´crit par la loi
”Non Fourier Heat Conduction” (loi NFHC) ou` le flux et la de´rive´e temporelle du flux (via un
parame`tre de relaxation τ) de´pendent line´airement du gradient de tempe´rature (3.2).
3.1.1 Equations re´gissant les proble`mes hyperboliques de conduction
• La conservation de l’e´nergie pour un e´le´ment infinite´simal d’un corps solide requiert :
div−→q + ρCv T˙ = g (3.1)
ou` g est la fonction de cre´ation de chaleur, ρ la densite´, Cv la chaleur spe´cifique a` volume
constant et T˙ repre´sente la de´rive´e partielle temporelle de la tempe´rature.
• La loi de Non Fourier Heat Conduction s’e´crit commune´ment :
−→q + τ .−→˙q = − K .−−→∇T (3.2)
K et τ sont respectivement le tenseur de conductivite´ thermique et le tenseur temps de relaxation
de´pendant du milieu. Pour un mate´riau anisotrope dont les principaux axes de direction sont x,
y et z, ces tenseurs se de´finissent comme suit :
K =

Kx 0 0
0 Ky 0
0 0 Kz
 τ =

τx 0 0
0 τy 0
0 0 τz

Le parame`tre temps de relaxation τi est de´fini par
αi
c2i
∀i ∈ {x, y, z} avec :
c la vitesse de propagation de l’onde thermique dans le milieu
α la diffusivite´ thermique avec α =
k
ρCv
k la conductivite´ thermique
Remarque 3.1 En posant τ = 0 dans l’expression (3.2), on se rame`ne a` la loi de Fourier
classique (qui nous inte´resse).
Remarque 3.2 Le temps de relaxation τ repre´sente le retard de phase, c’est a` dire qu’il faut
un temps τ pour que le gradient de tempe´rature produise un flux de chaleur. Ce parame`tre de
relaxation est de 10−4s pour les me´taux.
• Les conditions initiales requises pour le proble`me hyperbolique de conduction thermique
doivent s’exprimer en fonction de la tempe´rature et du flux de chaleur initiaux ainsi que de leurs
de´rive´es temporelles. C’est a` dire, avec des fonctions fi connues :
T = f1(x,y,z) et T˙ = f2(x,y,z)
−→q = f3(x,y,z) et −→˙q = f4(x,y,z)
(3.3)
3.1. BIBLIOGRAPHIE SUR LES ME´THODES MIXTES 117
ou plus simplement : T = 0 , T˙ = 0 , −→q = −→0 , −→˙q = −→0 (3.4)
• Avec cette loi de conduction de non Fourier (3.2), tous les types de conditions aux
limites peuvent eˆtre conside´re´s. La plupart du temps, ce sont des conditions de Dirichlet,
avec une tempe´rature ou un flux de chaleur impose´(e). [Manzari 1998] pre´cise que l’on peut
e´galement rajouter d’autres types de transferts thermiques, comme la conduction ou la convec-
tion/rayonnement.
3.1.2 Approche Galerkin Standard combine´e a` un θ−sche´ma
[Manzari 1998] utilise d’abord l’approche Galerkin avec des e´le´ments finis P2/P1 combine´e a`
un θ−sche´ma (me´thode s’ave´rant tre`s couˆteuse et donc, tre`s limite´e), puis opte pour les e´le´ments
P1/P1 associe´s au sche´ma de Crank-Nicholson (me´thode plus performante mais valide´e unique-
ment sur des tests uni et bidimensionnels) [Manzari 1999].
Avant d’introduire ces deux approches, nous avons besoin d’expliciter la formulation faible
associe´e.
3.1.2.1 Formulation variationnelle
De manie`re standard, la formulation variationnelle de ce type de proble`me hyperbolique de
conduction s’e´crit : 
∫
Ω
(
ρCv T˙ + div−→q − g
)
wT dΩ = 0∫
Ω
(−→q + τ .−→˙q +K .−−→∇T) wq dΩ = 0 (3.5)
ou` wT est la fonction test pour la tempe´rature et wq est la fonction test pour le flux. En fait, wq
est une matrice diagonale dont les termes diagonaux correspondent aux poids des composantes
du flux. En appliquant le the´ore`me de Green sur la premie`re e´quation de (3.5), on en de´duit :
∫
Ω
(
ρCv T˙ wT −−→q .−−−→∇wT − g wT
)
dΩ +
∫
Γ
−→q .−→n wT dS = 0∫
Ω
(−→q + τ .−→˙q +K .−−→∇T) wq dΩ = 0 (3.6)
3.1.2.2 Discre´tisation spatiale : e´le´ments finis P2/P1 [Manzari 1998]
En conside´rant cette formulation variationnelle, on doit eˆtre capable de choisir des e´le´ments
finis mixtes compatibles [Brezzi-Fortin 1991] en T et −→q . Ainsi l’auteur opte pour l’e´le´ment P2/P1
(figure 3.1), dans le cadre d’une mode´lisation 2D : le champ de tempe´rature T est interpole´ par
des polynoˆmes (quadratiques) de degre´ 2 par e´le´ment tandis que chacune des composantes du
flux (qx et qy) est approche´e par des polynoˆmes (line´aires) de degre´ 1 par e´le´ment; les champs
interpole´s sont continus au passage entre les e´le´ments.
Finalement, en notant [∆i] = [Ti,qxi ,qyi ]
> le vecteur inconnu au noeud i du maillage,M la
matrice de capacite´, K et KS les matrices de conductivite´ volumique et surfacique et F et FS
les vecteurs volumique et surfacique du second membre, cette discre´tisation spatiale conduit au
syste`me suivant :
M∆˙ + (K+KS)∆ = F + FS (3.7)
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Fig. 3.1 – Ele´ment P2/P1 en tempe´rature/flux [Manzari 1998].
En fixant deux noeuds i et j d’un e´le´ment de la triangulation, les composantes des matrices et
vecteurs respectifs se mettent sous la forme :
Mij =

∫
Ω
ρ cNTi N
T
j dx dy 0 0
0
∫
Ω
τx
Kx
N qi N
q
j dx dy 0
0 0
∫
Ω
τy
Ky
N qi N
q
j dx dy

(3.8)
Kij =

0 −
∫
Ω
∂NTi
∂x
N qj dx dy −
∫
Ω
∂NTi
∂y
N qj dx dy
∫
Ω
∂NTi
∂x
N qj dx dy
∫
Ω
1
Kx
N qi N
q
j dx dy 0
∫
Ω
∂NTi
∂y
N qj dx dy 0
∫
Ω
1
Ky
N qi N
q
j dx dy

(3.9)
KSij =

∫
Γ
hNTi N
T
j dS 0 0
0 0 0
0 0 0
 (3.10)
Fi =

∫
Ω
NTi g dx dy
0
0
 et FSi =

∫
Γ
(hTe + qs)NTi dS
0
0
 (3.11)
3.1.2.3 Sche´ma d’inte´gration temporelle : θ−sche´ma
Une θ-me´thode diffe´rence finie est conside´re´e :
θ [X˙]t+∆t + (1− θ) [X˙]t = [X]t+∆t − [X]t∆t (3.12)
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Cette inte´gration temporelle, associe´e a` la discre´tisation spatiale (3.7) permet d’obtenir le
syste`me matriciel suivant qui de´termine les inconnues [∆i] a` l’instant t+∆t :[
M
∆t
+ θ K˜
]
[∆]t+∆t +
[
− M
∆t
+ (1− θ) K˜
]
[∆]t = (1− θ) [F˜ ]t + θ [F˜ ]t+∆t (3.13)
ou` K˜ = K +KS et F˜ = F + FS .
Le sche´ma (3.13) est donc inconditionnellement stable pour θ ≥ 1
2
, en particulier pour θ =
1
2
avec le sche´ma de Crank-Nicholson et pour θ =
2
3
(c’est la me´thode de Galerkin).
3.1.2.4 Applications
Pour ve´rifier la validite´ et l’efficacite´ de cette me´thode, [Manzari 1998] la teste notamment
sur des proble`mes monodimensionnels, munis d’une solution exacte, comme le cas d’un milieu
semi-infini soumis a` un flux de chaleur suivant un pas variable (figure 3.2).
(a) au cours du temps d’un capteur fronta-
lier : en haut Kr = 0, en bas Kr = 0,1.
(b) en s’e´loignant de la surface impose´e avec
Kr = 0,1 et suivant deux coupes.
Fig. 3.2 – Evolution de la tempe´rature [Manzari 1998].
Sur la figure 3.2, on observe une bonne concordance entre les solutions exactes (traits pleins)
et les solutions nume´riques FEM (carre´ et rond); Kr repre´sentant le parame`tre de radiation.
3.1.2.5 Quelques remarques
Graˆce a` la solution simultane´e de la tempe´rature et du flux de chaleur, cette me´thode mixte
apparaˆıt efficace pour traiter les proble`mes de propagation d’ondes thermiques. De plus, le fait
que la tempe´rature et le flux soient deux variables inde´pendantes permet d’imposer plus facile-
ment et plus pre´cise´ment les conditions aux limites.
[Manzari 1998] constate que la solution obtenue est stable et pre´cise pour des proble`mes de chocs
thermiques violents. En effet, les solutions nume´riques (1D et 2D) sur des cas tests confirment
que la me´thode peut capturer correctement la physique du mouvement de l’onde thermique.
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Mais elle s’ave`re tre`s couˆteuse du fait de l’interpolation e´leve´e des inconnues et ne´cessite de
re´soudre des syste`mes line´aires suivant des techniques spe´cifiques. C’est pourquoi [Manzari 1999]
ame´liore son mode`le en utilisant l’approche Galerkin avec cette fois-ci des e´le´ments P1/P1 et un
sche´ma d’inte´gration temporelle de Crank-Nicholson. Ce sche´ma se re´ve`le plus performant mais
l’auteur se contente de l’appliquer a` des proble`mes uni et bidimensionnels, et avec des conditions
de flux impose´.
On est donc en droit de s’interroger sur la fiabilite´ de ce nouveau mode`le sur des cas d’une
part tridimensionnels et d’autre part plus se´ve`res, par exemple dans des conditions thermiques
des proce´de´s de forgeage a` chaud.
3.2 Formulation propose´e du proble`me thermique mixte
Deux approches d’e´le´ments finis mixtes assez similaires ont e´te´ propose´es par Manzari
[Manzari 1998, Manzari 1999] pour re´soudre les proble`mes de conduction NFHC en 1D et 2D.
On va donc adapter cette technique au proble`me thermome´canique 3D (avec la prise en compte
de la de´formation) ou` la loi de conduction est plus simple (le temps de relaxation τ est nul) mais
ou` les transferts thermiques sont plus importants et diversifie´s.
Pour pouvoir appliquer cette nouvelle formulation Mixte inspire´e des travaux de [Manzari 1999],
nous avons besoin au pre´alable de re´e´crire les e´quations re´gissant le proble`me thermique insta-
tionnaire.
3.2.1 Re´e´criture de la formulation forte
Rappelons que le proble`me mixte (2.3) se compose distinctement de la loi de Fourier et de
l’e´quation de la chaleur (2.1), avec un certain nombre de conditions initiales et aux limites.
Pour la suite, nous choisirons d’e´crire la loi de Fourier comme suit :
−→q = − k−→∇T ⇔ k−1−→q + −→∇T = 0 (3.14)
Plus pre´cise´ment, pour chaque composante spatiale ql du flux, la loi de Fourier s’e´crit :
∀l ∈ [1,3] , k−1 ql + ∂T
∂xl
= 0 (3.15)
De meˆme, l’e´quation de la chaleur va eˆtre quelque peu modifie´e en changeant le signe; ce chan-
gement ne´cessaire pour conserver la syme´trie de la matrice de raideur :
− ρ c ∂T
∂t
− div−→q = − w˙ (3.16)
Finalement, apre`s re´e´criture, le proble`me thermique mixte qui nous inte´resse s’exprime de la
manie`re suivante :
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
k−1 ql +
∂T
∂xl
= 0 ∀l ∈ [1,3] dans Ω
− ρ c ∂T
∂t
− div−→q = − w˙ dans Ω×]0,t[
T (x,0) = T0 , −→q = −→0 ∀x ∈ Ω
T = Timp sur Γ1×]0,t[
−→q .−→n = − φimp sur Γ2×]0,t[
−→q .−→n = hcd (T − Tout) sur Γ3×]0,t[
−→q .−→n = h (T − Text) sur Γ4×]0,t[
(3.17)
3.2.2 Formulation variationnelle
Pour re´soudre ce proble`me thermique (3.17), nous introduisons sa formulation variationnelle
en conside´rant l’espace Wq des fonctions tests ϕq associe´ au flux et l’espace VT des fonctions
tests tempe´rature ϕT s’annulant sur la frontie`re Γ1.
• La formulation faible de la loi de Fourier s’exprime alors pour ∀l ∈ [1,3] :∫
Ω
k−1 ql ϕq dΩ +
∫
Ω
∂T
∂xl
ϕq dΩ = 0 ∀ϕq ∈ Wq (3.18)
• La formulation faible de l’e´quation de la chaleur s’e´crit quant a` elle :
−
∫
Ω
ρ c
∂T
∂t
ϕT dΩ −
∫
Ω
div−→q ϕT dΩ = −
∫
Ω
w˙ ϕT dΩ ∀ϕT ∈ VT (3.19)
En utilisant la formule de Green sur le terme de divergence, on en de´duit pour ∀ϕT ∈ VT :
−
∫
Ω
ρ c
∂T
∂t
ϕT dΩ +
∫
Ω
−→q .−→∇ϕT dΩ −
∫
Γ
−→q .−→n ϕT dΓ = −
∫
Ω
w˙ ϕT dΩ (3.20)
La de´composition de Γ en quatre sous-parties (Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4) nous permet de de´terminer la
quantite´
∫
Γ
−→q .−→n ϕT dΓ :∫
Γ
−→q .−→n ϕT dΓ = −
∫
Γ2
Φimp ϕT dΓ2 +
∫
Γ3
hcd (T − Tout)ϕT dΓ3
+
∫
Γ4
h (T − Text)ϕT dΓ4 ∀ϕT ∈ VT
(3.21)
Autrement dit, la formulation variationnelle de l’e´quation de la chaleur se met sous la forme
suivante pour ∀ϕT ∈ VT :
−
∫
Ω
ρ c
∂T
∂t
ϕT dΩ +
∫
Ω
−→q .−→∇ϕT dΩ −
∫
Γ3
hcd T ϕT dΓ3 −
∫
Γ4
hT ϕT dΓ4
= −
∫
Ω
w˙ ϕT dΩ −
∫
Γ2
φimp ϕT dΓ2 −
∫
Γ3
hcd Tout ϕT dΓ3 −
∫
Γ4
hText ϕT dΓ4
(3.22)
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En introduisant des espaces fonctionnels ade´quats tels que L2(Ω) et H1(Ω) et en rappelant que
l’espace (L2(Ω),‖ ‖0) est muni de son produit scalaire (u,w)Ω =
∫
Ω
uw dΩ et que L2(0,t;V ) est
l’ensemble des fonctions de carre´ inte´grable sur ]0,t[ a` valeurs dans V , nous pouvons conside´rer
les notations suivantes :
a(u, v) =
∫
Ω
k−1 u v dΩ
b(u, v) =
∫
Ω
∇u v dΩ et B(u, v) =
∫
Ω
u .∇v dΩ
c(u, v) = −
∫
Ω
ρ c u v dΩ
d(u, v) = −
∫
Γ3
hu v dΓ3 −
∫
Γ4
hcd u v dΓ4
l(v) = −
∫
Ω
w˙ v dΩ −
∫
Γ2
φimp v dΓ2 −
∫
Γ3
huext v dΓ3 −
∫
Γ4
hcd uout v dΓ4
Ce qui nous conduit a` l’e´criture de la formulation faible associe´e au proble`me thermique (3.17) :
Trouver −→q ∈ [L2(Ω)]3 et T ∈ L2(0,t;H1(Ω)) tel que :
a(−→q , ϕq) + b(T, ϕq) = 0 ∀ϕq ∈ [L2(Ω)]3
∂
∂t
c(T, ϕT ) + B(−→q , ϕT ) + d(T, ϕT ) = l(ϕT ) ∀ϕT ∈ H1(Ω)
(3.23)
3.2.3 Formulation variationnelle discre`te
La me´thode de Galerkin standard, introduite par [Zienkiewicz-Taylor 1989], consiste a` ap-
procher VT et Wq par Vh et Whou` Vh et Wh sont les espaces des fonctions d’interpolation (pour
la tempe´rature T et le flux −→q ) qui sont des polynoˆmes de degre´ n par e´le´ment (n repre´sente le
degre´ d’interpolation choisi). Pour cela, il faut au pre´alable discre´tiser le domaine Ω (note´ Ωh)
en un ensemble de nelt e´le´ments Ωe construits a` partir de leurs noeuds.
La formulation variationnelle discre`te du proble`me thermique (3.17) s’e´crit alors :
Trouver −→q ∈Wh et Th ∈ L2(0,t;Vh) tel que :
a(−→qh, ϕq) + b(Th, ϕq) = 0 ∀ϕq ∈Wh
∂
∂t
c(Th, ϕT ) + B(−→qh, ϕT ) + d(Th, ϕT ) = l(ϕT ) ∀ϕT ∈ Vh
(3.24)
3.3 Discre´tisation spatiale par e´le´ments finis
Nous souhaitons conserver le caracte`re mixte en tempe´rature/flux du proble`me thermique
pour discre´tiser sa formulation variationnelle. Pour cela, sur la base es travaux de [Manzari 1998],
nous choisissons d’utiliser des e´le´ments finis mixtes continus.
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3.3.1 Me´thode des e´le´ments finis mixtes P1/P1
La discre´tisation spatiale du proble`me thermique se fait a` l’aide des e´le´ments finis mixtes
continus P1/P1 :
– la tempe´rature et chaque composante du flux sont interpole´es par des polynoˆmes line´aires
de degre´ 1 par e´le´ment (figure 3.3), soit 4 inconnues par noeud (en 3D),
– les champs interpole´s sont continus au passage entre les e´le´ments.
11 et  qT

22 et  qT

33 et  qT

Elément K
Fig. 3.3 – Configuration 2D de l’e´le´ment fini mixte P1/P1 en tempe´rature/flux.
Si l’on conside`re l’e´le´ment Ωe, on a alors :
T (x,t) =
nel∑
k=1
Tk(t)NTek (x)
ql(x,t) =
nel∑
k=1
qlk(t)N
qe
k (x) ∀ l ∈ [1,3]
(3.25)
ou`

nel = 4 : nombre de noeuds de l’e´le´ment Ωe ,
NTek : fonction d’interpolation de la tempe´rature pour le k
e noeud de l’e´le´ment Ωe ;
fonction line´aire valant 1 au noeud k et nulle aux autres noeuds,
Tk : tempe´rature au noeud k de l’e´le´ment Ωe ,
N qek : fonction d’interpolation du flux pour le k
e noeud de l’e´le´ment Ωe ; fonction
line´aire valant 1 au noeud k et nulle aux autres noeuds,
qlk : l
e`me composante du flux au noeud k de l’e´le´ment Ωe .
Le proble`me e´tant ainsi pose´, il suffit de trouver les trois composantes du flux et le champ de
tempe´rature en chaque noeud du domaine Ωh discre´tise´.
3.3.2 Syste`me d’e´quations diffe´rentielles
La discre´tisation spatiale du proble`me thermique commence par la discre´tisation spatiale de
la loi de Fourier puis de celle de l’e´quation de la chaleur. On sera alors amene´ a` re´soudre un
syste`me d’e´quations diffe´rentielles.
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• Discre´tisation spatiale de la loi de Fourier
Dans l’e´quation (3.18), nous choisissons pour ϕq les fonctions de base : ϕq = lN
qe
i pour
∀i ∈ [1,nel] dans Ωe; ce qui donne :
I li =
∫
Ωe
k−1 ql lN
qe
i dΩe +
∫
Ωe
∂T
∂xl
lN qei dΩe = 0 . (3.26)
En interpolant la composante ql sur l’e´le´ment Ωe, on a :∫
Ωe
k−1 ql lN
qe
i dΩe =
∫
Ωe
k−1
 nel∑
j=1
qlj N
qe
j
 lN qei dΩe
=
nel∑
j=1
(∫
Ωe
k−1N qej
lN qei dΩe
)
qlj =
nel∑
j=1
lAeij q
l
j
De meˆme, en interpolant la tempe´rature T au niveau de second terme de (3.26), on a :∫
Ωe
∂T
∂xl
lN qei dΩe =
∫
Ωe
∂
∂xl
 nel∑
j=1
Tj N
Te
j
 lN qei dΩe
=
nel∑
j=1
(∫
Ωe
∂NTej
∂xl
lN qei dΩe
)
Tj =
nel∑
j=1
lBeij Tj
Finalement, la discre´tisation de la loi de Fourier se met sous la forme simplifie´e :
I li =
nel∑
j=1
( lAeij q
l
j +
lBeij Tj ) = 0 ∀ l ∈ [1,3] (3.27)
• Discre´tisation spatiale de l’e´quation de la chaleur
Dans l’e´quation (3.22), nous choisissons pour ϕT les fonctions de base : ϕT = NTei ∀i ∈ [1, nel]
dans Ωe; ce qui donne :
−
∫
Ωe
ρ c
dT
dt
NTei dΩe +
∫
Ωe
−→q .−→∇NTei dΩe −
∫
Γe3
hT NTei dΓ
e
3 −
∫
Γe4
hcd T N
Te
i dΓ
e
4
= −
∫
Ωe
w˙ NTei dΩe −
∫
Γe2
φimpN
Te
i dΓ
e
2 −
∫
Γe3
hTextN
Te
i dΓ
e
3 −
∫
Γe4
hcd ToutN
Te
i dΓ
e
4
(3.28)
En introduisant l’approximation de la tempe´rature (3.25) dans le premier terme de gauche de
(3.28), on a :
−
∫
Ωe
ρ c
∂T
∂t
NTei dΩe = −
∫
Ωe
ρ c
∂
∂t
 nel∑
j=1
Tj N
Te
j
 NTei dΩe
= −
nel∑
j=1
(∫
Ωe
ρ cNTej N
Te
i dΩe
)
∂Tj
∂t
=
nel∑
j=1
Ceij
∂Tj
∂t
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On s’aperc¸oˆıt que le deuxie`me terme de gauche de (3.28) a de´ja` e´te´ calcule´ lors de la discre´tisation
de la loi de Fourier. En effet, on retrouve l’expression de Beij :∫
Ωe
−→q .−→∇NTei dΩe =
3∑
l=1

∫
Ωe
 nel∑
j=1
qlj N
qe
j
 ∂NTei
∂xl
dΩe

=
nel∑
j=1
(
3∑
l=1
∫
Ωe
N qej
∂NTei
∂xl
dΩe
)
qlj =
nel∑
j=1
Beji q
l
j
En ce qui concerne les deux termes surfaciques de la partie gauche de (3.28), on aboutit a`
l’expression suivante :
−
∫
Γe3
hT NTei dΓ
e
3 −
∫
Γe4
hcond T N
Te
i dΓ
e
4
= −
∫
Γe3
h
 nel∑
j=1
Tj N
Te
j
 NTei dΓe3 − ∫
Γe4
hcond
 nel∑
j=1
Tj N
Te
j
 NTei dΓe4
= −
nel∑
j=1
(∫
Γe3
hNTej N
Te
i dΓ
e
3 +
∫
Γe4
hcondN
Te
j N
Te
i dΓ
e
4
)
Tj =
nel∑
j=1
Deij Tj
Pour tout le membre de droite de (3.28), on utilise la notation suivante :
Qei = −
∫
Ωe
w˙ NTei dΩe −
∫
Γe2
φimpN
Te
i dΓ
e
2 −
∫
Γe3
hTextN
Te
i dΓ
e
3 −
∫
Γe4
hcond ToutN
Te
i dΓ
e
4
Finalement, la discre´tisation de l’e´quation de la chaleur se met sous la forme simplifie´e :
nel∑
j=1
(Ceij
∂Tj
∂t
+ Beji q
l
j + D
e
ij Tj ) = Q
e
i (3.29)
3.3.3 Bilan local de la discre´tisation spatiale du proble`me thermique
Les deux discre´tisations spatiales (3.27) et (3.29) conduisent au syste`me suivant :
nel∑
j=1
( lAeij q
l
j +
lBeij Tj ) = 0 ∀ l ∈ [1,3]
nel∑
j=1
(Ceij
∂Tj
∂t
+ Beji q
l
j + D
e
ij Tj ) = Q
e
i
(3.30)
En combinant les trois composantes du flux, ce syste`me est e´quivalent a` :
Ae q + Be T = 0
Ce
∂T
∂t
+ >Be q + De T = Qe
(3.31)
126 CHAPITRE 3. FORMULATION MIXTE CONTINUE P1/P1
Posons {Uj} = {qxj ,qyj ,qzj ,Tj}> le vecteur inconnu au noeud j du maillage. Au niveau local,
c’est a` dire pour chaque e´le´ment Ωe du domaine Ωh, la discre´tisation spatiale du proble`me
thermique se rame`ne a` un syste`me de (4 ∗ 4) e´quations a` (4 ∗ 4) inconnues Uj (j ∈ {1, 4}),
s’e´crivant sous forme matricielle :
Me
∂Ue
∂t
+ KeUe = Fe (3.32)
avec

Ue = {Ue1,Ue2,Ue3,Ue4}> : vecteur inconnu sur l’e´le´ment Ωe du maillage
Me : matrice locale de capacite´, M e =
(
0 0
0 Ce
)
Ke : matrice locale de conductivite´, Ke '
(
Ae Be
>Be De
)
Fe =
{
0
Qe
}
vecteur local chargement des conditions aux limites.
De´taillons un peu toutes ces matrices locales et ce vecteur chargement.
• Afin de de´finir correctement la matrice locale de capacite´Me, on a besoin d’e´crire la matrice
syme´trique (4∗4) locale Ce, n’intervenant donc que sur les inconnues tempe´ratures nodales.
On rappelle la notation des composantes Ceij = −
∫
Ωe
ρ cNTej N
Te
i dΩe .
Ce =

Ce11 C
e
12 C
e
13 C
e
14
Ce21 C
e
22 C
e
23 C
e
24
Ce31 C
e
32 C
e
33 C
e
34
Ce41 C
e
42 C
e
43 C
e
44

• Afin d’e´crire correctement la matrice locale de conductivite´ Ke, on a besoin de de´finir :
- la matrice syme´trique (12 ∗ 12) locale Ae, n’intervenant donc que sur les inconnues
flux nodaux. Avec lAeij =
∫
Ωe
k−1N qej
lN qei dΩe pour chaque composante x, y et z du flux.
Ae =

xAe11 0 0
xAe21 0 0
xAe31 0 0
xAe41 0 0
0 yAe11 0 0
yAe21 0 0
yAe31 0 0
yAe41 0
0 0 zAe11 0 0
zAe21 0 0
zAe31 0 0
zAe41
xAe12 0 0
xAe22 0 0
xAe32 0 0
xAe42 0 0
0 yAe12 0 0
yAe22 0 0
yAe32 0 0
yAe42 0
0 0 zAe12 0 0
zAe22 0 0
zAe32 0 0
zAe42
xAe13 0 0
xAe23 0 0
xAe33 0 0
xAe43 0 0
0 yAe13 0 0
yAe23 0 0
yAe33 0 0
yAe43 0
0 0 zAe13 0 0
zAe23 0 0
zAe33 0 0
zAe43
xAe14 0 0
xAe24 0 0
xAe34 0 0
xAe44 0 0
0 yAe14 0 0
yAe24 0 0
yAe34 0 0
yAe44 0
0 0 zAe14 0 0
zAe24 0 0
zAe34 0 0
zAe44

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- la matrice (12 ∗ 4) locale Be, avec comme composantes lBeij =
∫
Ωe
∂NTej
∂xl
lN qei dΩe
pour chaque composante x, y et z du flux.
Be =

xBe11
xBe12
xBe13
xBe14
yBe11
yBe12
yBe13
yBe14
zBe11
zBe12
zBe13
zBe14
xBe21
xBe22
xBe23
xBe24
yBe21
yBe22
yBe23
yBe24
zBe21
zBe22
zBe23
zBe24
xBe31
xBe32
xBe33
xBe34
yBe31
yBe32
yBe33
yBe34
zBe31
zBe32
zBe33
zBe34
xBe41
xBe42
xBe43
xBe44
yBe41
yBe42
yBe43
yBe44
zBe41
zBe42
zBe43
zBe44

- la matrice syme´trique surfacique (3 ∗ 3) locale De, n’intervenant que sur les incon-
nues tempe´ratures nodales; ses composantes ayant la forme :
Deij = −
∫
Γe3
hNTej N
Te
i dΓ
e
3 −
∫
Γe4
hcdN
Te
j N
Te
i dΓ
e
4 .
De =

De11 D
e
12 D
e
13
De21 D
e
22 D
e
23
De31 D
e
32 D
e
33

• Afin de de´finir correctement le vecteur second membre, nous devons rappeler la de´finition du
vecteur (4∗1) local chargement, note´ Qe, n’intervenant que sur les inconnues tempe´ratures
nodales, avec :
Qei = −
∫
Ωe
w˙ NTei dΩe −
∫
Γe2
φimpN
Te
i dΓ
e
2 −
∫
Γe3
hTextN
Te
i Γ
e
3 −
∫
Γe4
hcd ToutN
Te
i dΓ
e
4
et Qe = {Qe1 , Qe2 , Qe3 , Qe4 }> .
Les matrices de capacite´ M et de conductivite´ K sont syme´triques, assez creuses et de´finies
ne´gatives. Lors de l’assemblage de ces dernie`res, on va se servir de cette proprie´te´ de syme´trie
afin de ne stocker que leur partie diagonale infe´rieure, graˆce a` l’utilisation du stockage morse.
Finalement, apre`s assemblage de ces diverses matrices (locales) et vecteur (local), on aboutit
au syste`me global suivant forme´ de (4 ∗ nbnoe) e´quations a` (4 ∗ nbnoe) inconnues Uj :
M
∂U
∂t
+ KU = F (3.33)
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avec

Uj ={qxj ,qyj ,qzj ,Tj}> : inconnu au noeud j du maillage,
M : matrice de capacite´,
K :matrice de conductivite´,
F : vecteur des conditions aux limites.
3.4 Divers sche´mas pour l’inte´gration temporelle
L’utilisation d’e´le´ments finis mixtes line´aires te´trae´draux P1/P1 conduit a` l’obtention du
syste`me (3.33), avec pour vecteur inconnu, le vecteur U . L’e´criture de ce syste`me est la meˆme
que celle obtenue au § 1.2.1.2 lors de l’approximation spatiale (1.32) de l’e´quation de la chaleur
avec une approche GS (la tempe´rature interpole´e par des fonctions continues P1). Seulement,
ici, le vecteur U regroupe 4 degre´s de liberte´ (la tempe´rature T et les 3 composantes du flux
de chaleur qx, qy et qz) alors que le syste`me (1.32) de´pend uniquement du champ de tempe´rature.
En outre, pour re´soudre l’e´quation (3.33), nous pourrons donc utiliser les meˆmes techniques
de re´solution, pre´ce´demment introduites au § 1.2.1.5. Ainsi, nous conside´rons le sche´ma aux DF
a` trois pas de temps. Nous introduisons e´galement un mode`le implicite (a` deux pas de temps),
au niveau de l’assemblage local.
3.4.1 Premier choix : sche´ma DF a` trois pas de temps du second ordre
La re´solution du syste`me diffe´rentiel (3.33) va se faire en conside´rant un sche´ma aux diffe´rences
finies a` trois pas de temps du second ordre (cf p 16).
On rappelle que :
– Le syste`me (3.33) est discre´tise´ a` l’instant t∗ = α1tn−1+α2tn+α3tn+1 avec α1+α2+α3 = 1.
– La tempe´rature T ∗ va s’e´crire T ∗ = α1Tn−1 + α2Tn + α3Tn+1.
– Chaque composante du flux s’e´crira aussi ql ∗ = α1qln−1 + α2qln + α3qln+1 ∀l ∈ [1,3].
– Les de´rive´es temporelles sont e´galement exprime´es a` l’instant t∗ :
∂T ∗
∂t
=
β1Tn−1 + β2Tn
∆t1
+
γ1Tn + γ2Tn+1
∆t2
avec γ1 = − γ2 , β1 = − β2 = γ2 − 1
∂
−→
q∗
∂t
=
β1
−→
q∗n−1 + β2
−→
q∗n
∆t1
+
γ1
−→
q∗n + γ2
−→
q∗n+1
∆t2
– L’e´quation (3.33) se rame`ne au syste`me :(
M
γ2
α3 dt
+K
)
U∗ = F + M
[(
α1 γ2
α3 dt
− β1
dt0
)
Un−1 +
(
α2 γ2
α3 dt
− β2
dt0
− γ1
dt
)
Un
]
(3.34)
Remarque 3.3 La particularite´ de cette e´criture nous permet d’avoir recours a` plusieurs sche´mas
d’inte´gration regroupe´s dans le tableau 1.1 (cf p 18). Avec n’importe quel jeu de parame`tres, nous
en de´duisons l’e´criture simplifie´e du syste`me line´aire :
AU∗ = B (3.35)
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3.4.2 Deuxie`me sche´ma : sche´ma implicite a` deux pas de temps
En ce qui concerne le second sche´ma d’inte´gration temporelle, nous repartons du syste`me
diffe´rentiel de´coulant de la discre´tisation spatiale (locale) du proble`me :
Ae q + Be T = 0
Ce
dT
dt
+ >Be q + De T = Qe
(3.36)
En envisageant d’utiliser un sche´ma a` caracte`re implicite, le syste`me ci-dessus se met sous la
forme suivante : 
Ae qn+1 + Be Tn+1 = 0
Ce
T
n+1 − Tn
∆t
+ >Be qn+1 + De Tn+1 = Qe
(3.37)
⇔

Ae qn+1 + Be Tn+1 = 0(
Ce
∆t
+De
)
T
n+1 + >Be qn+1 = Qe +
Ce
∆t
T
n
(3.38)
Ou encore, sous forme matricielle :(
Ae Be
>Be
Ce
∆t
+De
) (
qn+1
T
n+1
)
=
(
0
Qe +
Ce
∆t
T
n
)
(3.39)
En reprenant les notations introduites au paragraphe § 3.3.3, le syste`me local, muni d’un sche´ma
implicite a` deux pas de temps, se re´e´crit comme suit :(
M e
∆t
+Ke
)
U
n+1 = F e +
M e
∆t
U
n (3.40)
Apre`s assemblage, on sera amene´ a` re´soudre le syste`me line´aire de la forme :
A˜Un+1 = B˜ (3.41)
Tous ces sche´mas seront teste´s sur un cas analytique (cf § 3.6.1.1) afin d’en estimer leur
efficacite´ et d’en de´duire le plus performant. Pour l’instant, c’est le sche´ma Dupont implicite qui
est retenu.
Avant de passer a` la re´solution de l’un des deux syste`mes line´aires (3.35 ou 3.41), nous
avons besoin de comple´ter l’e´criture du syste`me en prenant en compte les conditions aux limites
thermiques.
3.5 Traitement des conditions aux limites thermiques
Le me´canisme de la prise en compte des conditions aux limites va eˆtre diffe´rent suivant la
nature du transfert thermique. En effet, il est plus simple d’imposer une valeur (donc connue)
en un noeud pre´cis que de prendre en compte une fonction de´pendant de l’inconnue (ici, la
tempe´rature).
130 CHAPITRE 3. FORMULATION MIXTE CONTINUE P1/P1
3.5.1 Condition de Dirichlet : tempe´rature ou flux de chaleur impose´(e)
Dans ce cas, nous choisissons d’utiliser la me´thode directe [Rappaz et al. 1998].
Supposons que l’on veuille imposer la valeur xi au degre´ de liberte´ i, ca`d xi = xi. La
substitution de cette valeur dans le syste`me assemble´ initial Px = r re´sulte en un nouveau
syste`me de meˆme dimension que le premier ou` tous les termes connus faisant intervenir la valeur
xi sont passe´s au second membre :
P11 . . . 0 . . . P1n
...
...
...
0 . . . 1 . . . 0
...
...
...
Pn1 . . . 0 . . . PNn


x1
...
xi
...
xn
 =

r1 − P1i xi
...
xi
...
rn − Pni xi
 (3.42)
Outre les modifications apporte´es au second membre, on constate qu’il faut aussi modifier la
ie`me ligne et colonne de la matrice P pour effectivement obtenir xi = xi en ce degre´ de liberte´,
apre`s re´solution du syste`me.
Bien e´videmment, on applique le meˆme proce´de´ pour toutes les valeurs impose´es.
Si l’on revient au syste`me, de forme ge´ne´rale AU = B avec pour ie`me inconnue le vecteur
Ui = {qxi,qyi,qzi,Ti}>, nous allons utiliser la meˆme de´marche, a` part que cette fois-ci, nous avons
4 degre´s de liberte´ par noeud. Par conse´quent, on sera soit en mesure de bloquer la valeur nodale
en tempe´rature soit celle du flux de chaleur.
Par exemple, si nous connaissons la tempe´rature sur le premier noeud (T1 = Timp) et la com-
posante du flux suivant z sur le dernier noeud N (qzN = Qimp), la prise en compte de ces deux
conditions au niveau du syste`me AU = B va entraˆıner les modifications suivantes :

a11 a12 a13 0 . . . 0 a1n
a21 a22 a23 0 . . . 0 a2n
a31 a32 a33 0 . . . 0 a3n
0 0 0 1 0 . . . . . . 0 0
0
. . .
...
an−3,1
... an−3,n−3 an−3,n−2 0 an−3,n
an−2,1
... an−2,n−3 an−2,n−2 0 an−2,n
0 . . . . . . 0 . . . 0 0 1 0
an1 0 an,n−3 an,n−2 0 ann


qx1
qy1
qz1
T1
...
qxn
qyn
qzn
Tn

=

b1 − (a14 Timp + a1,n−1Qimp)
b2 − (a24 Timp + a2,n−1Qimp)
b3 − (a34 Timp + a3,n−1Qimp)
Timp
...
bn−3 − (an−3,4 Timp + an−3,n−1Qimp)
bn−2 − (an−2,4 Timp + an−2,n−1Qimp)
Qimp
bn − (an4 Timp + an,n−1Qimp)

3.5.2 Condition de conduction impose´e
3.5.2.1 Interpre´tation de cette condition aux limites
Si l’on conside`re une condition de conduction impose´e sur le plan z = 0 (note´ Γ), on aura :
−→q .−→n = hcd (T − Tout) ⇔ qz = −hcd (T − Tout) (3.43)
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On a vu que cette condition intervient dans l’e´criture de la formulation variationnelle de l’e´quation
de la chaleur au niveau du terme :∫
Γ
−→q .−→n dΓ =
∫
Γ
hcd (T − Tout) dΓ =
∫
Γ
hcd T dΓ−
∫
Γ
hcd Tout dΓ , (3.44)
avec la de´composition d’un premier terme inconnu (puisque T est un champ inconnu) et d’un
second terme connu (puisqu’on dispose des valeurs de hcd et Tout).
Or si l’on adopte la de´marche de la me´thode directe, on serait tente´ de rajouter la valeur de qz
dans le syste`me global assemble´, cad pour tout noeud i appartenant a` la frontie`re Γ :
qzi = −hcd(Ti − Tout) ⇔ qzi + hcd Ti = hcd Tout (3.45)
Cela reviendrait donc a` imposer un flux qzi. Or la valeur de ce flux n’est plus une constante
mais elle de´pend, a` pre´sent, du champ inconnu Ti. Autrement dit, il y a couplage entre ces deux
champs inconnus : si nous modifions la matrice assemble´e, nous entraˆınons ine´vitablement une
perte de syme´trie de la matrice de raideur.
3.5.2.2 De´marche envisage´e
Afin de conserver la syme´trie de la matrice de raideur et de pouvoir imposer la valeur du
flux qzi, nous avons donc pense´ a` une strate´gie de changement de variable.
– Changement de variable
Il va s’ope´rer lors de la construction des matrices locales de raideur volumique Kevol (16*16)
et surfacique Kesurf (12*12); autrement dit, avant l’assemblage global. Rappelons alors la
forme des 2 matrices de raideur locales:
Kevol =
(
Ae Be
>Be 0
)
et Kesurf =
(
0 0
0 De
)
(3.46)
On conside`re de nouvelles variables T ∗ et −→q ∗ construites de la manie`re suivante :{ −→q ∗ = −→q − hcd T
T ∗ = T
⇔
[ −→q
T
]
=
[
1 −hcd
0 1
] [ −→q ∗
T ∗
]
(3.47)
– Transformation des matrices
Nous avons duˆ introduire deux nouvelles matrices locales N evol (16*16) et N
e
surf (12*12)
afin que Ke∗vol et K
e∗
surf deviennent syme´triques, avec :
Ke∗vol =
>N evolK
e
volN
e
vol et K
e∗
surf =
>N esurf K
e
surf N
e
surf (3.48)
De manie`re simplifie´e, N e est une matrice identite´ a` laquelle nous avons rajoute´ le terme
hcd au niveau de la connexion entre les inconnues Ti et qzi (pour le ie`me noeud). Si l’on
prend l’exemple de la matrice surfacique locale avec le couplage sur le 1er noeud, on obtient
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la matrice (3.49) :
N e =

1
1
1 . . . . . . . . . −hcd
... 1
...
1
1
... 1
...
1
... 1
...
0 . . . . . . . . . 1
1
1

qx1
qy1
qz1
qx2
qy2
qz2
qx3
qy3
qz3
T1
T2
T3
(3.49)
Pour ce qui est de la matrice de masse et du second membre, ils ne sont pas modifie´s. On
aboutit alors a` un nouveau syste`me ayant pour inconnues la tempe´rature T ∗ et le flux −→q ∗.
– Prise en compte de la condition en flux impose´ pour q∗z
Graˆce a` ce changement de variable et a` l’e´criture d’un nouveau syste`me syme´trique, on
peut maintenant imposer, sur tous les noeuds concerne´s, la condition :
q∗zi = −hcd Tout (3.50)
Cette dernie`re sera ge´re´e par la me´thode directe, de´crite au paragraphe pre´ce´dent. Une
fois la re´solution de ce syste`me faite, on pourra repasser aux anciennes inconnues T et −→q
par le changement de variable inverse :{ −→q = −→q ∗ + hcd T ∗
T = T ∗
(3.51)
– Technique non valide
Cependant, au cours des validations sur le cas analytique de la barre en conduction impose´e
(cf § 3.6.3 pour la mise en donne´es du cas standard), on se rend compte que cette technique
ne marche pas. En effet, elle est trop contraignante dans le sens ou` il y a une redondance
dans la prise en compte de cette condition aux limites pour une vraie formulation mixte !
Les matrices et donc le syste`me se retrouvent ”surconditionne´s”. Ce surconditionnement est
visible sur les isovaleurs de la tempe´rature de la barre (figure 3.4(a)) : on voit nettement
que la condition aux limites est meˆme mal ge´re´e sur la face impose´e avec des valeurs
minimales (et maximales) de la tempe´rature tout a` fait incohe´rentes et ne´gatives et sans
l’apparition du phe´nome`ne de diffusion thermique.
3.5.2.3 De´marche adopte´e
Il semble donc qu’inte´grer la condition de conduction au niveau de la formulation variation-
nelle de l’e´quation de la chaleur (3.44) soit suffisante pour capturer le phe´nome`ne voulu, comme
le sugge`re la figure 3.4(b) avec une excellente diffusion thermique dans la pie`ce.
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(a) Strate´gie de changement de va-
riable
(b) Prise en compte dans
l’e´quation de la chaleur
Fig. 3.4 – Test de conduction impose´e : T0 = 25◦C, Tout = 50◦C et hcd = 20 000W/m/◦K.
3.5.2.4 Ge´ne´ralisation a` la condition de convection/rayonnement
On peut ge´ne´raliser cette e´tude sur le phe´nome`ne de convection/rayonnement. Pour les
meˆmes raisons, cette condition aux limites ne sera prise en compte que dans l’e´quation de la
chaleur avec : ∫
Γ
−→q .−→n dΓ =
∫
Γ
h (T − Text) dΓ =
∫
Γ
hT dΓ−
∫
Γ
hText dΓ , (3.52)
soit un terme inconnu dans la matrice de raideur surfacique D et un terme connu dans le second
membre (vecteur Q).
3.5.3 Re´solution du syste`me line´aire
Apre`s la discre´tisation spatio-temporelle du proble`me thermique mixte et le traitement des
diverses conditions aux limites, nous obtenons un syste`me line´aire de la forme :
– AU∗ = B si l’on utilise un sche´ma DF a` l’ordre 2 (§ 3.4.1),
– ou encore A˜Un+1 = B˜ avec un sche´ma implicite (§ 3.4.2).
Dans les deux cas, le syste`me line´aire est re´solu par une me´thode ite´rative. Notre choix
s’est porte´ sur la me´thode de gradient conjugue´ pre´conditionne´ par la diagonale [Ciarlet 1991,
Ern-Germond 2000]:
– Nous calculons le champ inconnu U∗ a` l’instant t∗. On retrouvera ensuite l’expression de
Un+1 a` partir de :
Un+1 =
U∗ − (α1 Un−1 + α2 Un)
α3
(3.53)
– Nous calculons directement le champ inconnu Un+1 au pas de temps suivant tn+1.
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3.6 Validations de la formulation Mixte P1/P1 sur des cas tests
analytiques
Afin d’e´valuer l’efficacite´ de notre formulation, nous nous proposons de l’appliquer sur trois
cas purement thermiques, tous munis d’une solution analytique. Nous reprenons dans un premier
temps les tests de tempe´rature et de flux impose´s puis, nous introduisons le test de conduction
impose´e. Nous verrons que la pertinence du mode`le Mixte continu sera de´duite d’une comparai-
son minutieuse avec les sche´mas discontinus, TGD et Gdimp.
3.6.1 Tempe´rature impose´e sur l’extre´mite´ d’une barre d’acier
Nous commenc¸ons l’e´valuation de la formulation Mixte par l’e´tude de ce cas standard, large-
ment de´veloppe´ au cours du chapitre 2. Il va nous permettre de trouver et de de´duire le sche´ma
d’inte´gration temporelle le plus performant qui servira ensuite de re´fe´rence pour la suite des
validations et applications nume´riques.
3.6.1.1 Analyse de sensibilite´ au sche´ma d’inte´gration temporelle
Tout d’abord, rappelons que les divers sche´mas d’approximation temporelle, pre´sente´s au
cours du premier chapitre (§ 1.2.1.5), sont combine´s a` la formulation Mixte ”spatiale” continue
P1/P1. Citons les principaux sche´mas que nous avons inte´gre´s et teste´s :
– un sche´ma aux diffe´rences finies du second ordre a` trois pas de temps (3.34) :(
M
γ2
α3 dt
+K
)
U∗ = F + M
[(
α1 γ2
α3 dt
− β1
dt0
)
Un−1 +
(
α2 γ2
α3 dt
− β2
dt0
− γ1
dt
)
Un
]
(3.54)
Suivant les valeurs des αi, βi et γi, nous obtenons quatres sche´mas :
∗ Le sche´ma de Lees : α1 = 13 et γ2 =
1
2
donc α2 = α3 =
1
3
et β1 = −12
∗ Le sche´ma de Dupont : α1 = 14 et γ2 = 1 donc α2 = 0, α3 =
3
4
et β1 = 0
∗ Le sche´ma de Dupont implicite : α1 = 0 et γ2 = 32 donc α2 = 0, α3 = 1 et β1 =
1
2
∗ Le sche´ma de Crank-Nicholson du second ordre, bien qu’il ne fasse pas apparaˆıtre
le champ Un−1, peut s’e´crire comme un cas particulier des sche´mas a` trois pas de
temps : α1 = 0 et γ2 = 1 donc α2 = α3 =
1
2
et β1 = 0 .
– et un sche´ma implicite a` deux pas de temps (3.40), de la forme :(
M
∆t
+K
)
Un+1 = F +
M
∆t
Un (3.55)
a) Simulation standard
Nous nous plac¸ons dans le test de re´fe´rence ou` la tempe´rature initiale de la barre est de
800◦C et la tempe´rature impose´e de 25◦C sur la face z = 0mm. La taille de maille est constante,
h = 2,8mm. La dure´e de la simulation est fixe´e a` 30s avec un pas de temps dt = 1s.
Sur la figure 3.5, nous avons repre´sente´ pour chacun des deux capteurs (situe´s a` 10mm et
20mm du bord re´gule´ thermiquement) l’e´volution au cours du temps de la tempe´rature obtenue
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avec les 5 sche´mas d’inte´gration temporelle en plus de la solution exacte. Remarquons qu’au
niveau du second noeud, aucune fluctuation temporelle n’apparaˆıt quel que soit le sche´ma utilise´.
Fig. 3.5 – Evolution de la tempe´rature des 2 traceurs : comparaison entre la solution analytique
et les divers sche´mas d’inte´gration temporelle de la formulation Mixte P1/P1.
En outre, a` maillage fixe´, le sche´ma de Lees se re´ve`le le moins performant, pre´sentant un e´cart
notable avec les courbes analytiques (3,45% et 1,25% d’erreur). Quant aux autres sche´mas, ils
ont sensiblement la meˆme allure en se superposant avec la solution analytique. Plus pre´cise´ment,
si nous calculons la moyenne du pourcentage d’erreur (avec la formule 2.24) de tous ces sche´mas
(cf tableau 3.1), il en ressort une estimation tre`s pre´cise pour le sche´ma de Dupont (0,3% et
0,1%), une estimation le´ge`rement moins pre´cise pour le sche´ma de Dupont implicite et Crank-
Nicholson (0,6% et 0,2%) et une estimation encore moins fiable pour le sche´ma mixte implicite
(1,1% et 0,26%).
Par contre, a` quelques secondes pre`s, les sche´mas Dupont et Dupont Implicite sont les plus
rapides en temps de re´solution thermique.
Lees Dupont Dupont-implicite Crank-N Mixte implicite
Erreur z = 10mm 3,5% 0,32% 0,67% 0,6% 1,1%
Erreur z = 10mm 1,25% 0,13% 0,24% 0,2% 0,26%
Temps CPU 115s 108s 107s 110s 115s
Tab. 3.1 – Erreurs et temps de calculs des cinq sche´mas d’inte´gration temporelle.
Si nous regardons, sur la figure 3.6, les isovaleurs de la tempe´rature obtenues apre`s le premier
incre´ment(apre`s une seconde), nous constatons que les sche´mas de Lees et de Dupont ne prennent
pas correctement en compte la tempe´rature impose´e sur la face z = 0, avec l’apparition des
tempe´ratures ne´gatives. Heureusement les autres sche´mas ge`rent parfaitement cette condition
aux limites thermiques. De plus, un le´ger choc thermique de 2,5◦C (Tmax = 802,5◦C) apparaˆıt
avec le sche´ma de Lees.
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Fig. 3.6 – Isovaleurs de la tempe´rature apre`s 1 seconde.
Au bout du second incre´ment (a` 2s), le sche´ma de Dupont arrive a` bloquer les noeuds qui
ont une tempe´rature impose´e alors que quatre incre´ments sont ne´cessaires pour le sche´ma de
Lees. En fin de simulation, la diffusion thermique s’ope`re sur l’ensemble des sche´mas avec des
valeurs minimales et maximales similaires (cf figure 3.7).
Fig. 3.7 – Isovaleurs de la tempe´rature apre`s 30 secondes.
⇒ Pour l’instant, il semblerait que le sche´ma de Lees soit le moins performant et que le
sche´ma de Dupont implicite soit le plus correct.
Pour confirmer cette hypothe`se, nous comple´tons cette e´tude a` l’aide de deux autres simu-
lations : nous allons raffiner le maillage (en fixant le pas de temps) puis nous envisagerons la
variation du pas de temps (avec le maillage fixe´).
b) Raffinement du maillage
On conside`re quatre maillages ayant respectivement pour taille de maille constante h = 5mm,
h = 2,8mm, h = 2mm et h = 1mm. La simulation dure toujours 30s, avec un pas de temps
dt = 0,25s.
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Pour chacun des sche´mas d’inte´gration temporelle, nous trac¸ons la solution exacte et l’e´volution
de la tempe´rature pour ces quatre maillages. La figure 3.8 repre´sente l’ensemble des courbes pour
le capteur situe´ a` 1mm du bord re´gule´ thermiquement, tandis que les e´volutions thermiques des
capteurs positionne´s a` 10mm et 20mm sont visibles sur les figures 3.9 et 3.10.
(a) Sche´ma Lees (b) Sche´ma Dupont
(c) Sche´ma Dupont implicite (d) Sche´ma Crank-Nicholson
(e) Sche´ma Mixte implicite
Fig. 3.8 – Evolution de la tempe´rature pour les 5 sche´mas d’inte´gration en fonction du maillage
avec un capteur en peau a` z = 1mm.
De manie`re ge´ne´rale, la solution nume´rique devient de plus en plus pre´cise avec un maillage
de plus en plus fin. Et bien e´videmment, en contre partie, les temps de calculs augmentent (cf
tableau 3.2). On peut souligner qu’en terme de rapidite´ de re´solution, c’est le sche´ma Mixte
implicite qui est le plus satisfaisant, suivi du sche´ma Dupont Implicite.
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[0,30s] Lees Dupont Dupont-implicite Crank-N Mixte implicite
h = 5mm 105s 112s 90s 98s 63s
h = 2,8mm 6min 30s 6min 25s 6min 6min 32s 4min
h = 2mm 21min 19min 35s 18min 20min 13min
h = 1mm 44min 42min 30s 44min 43min 29min
Tab. 3.2 – Temps de calculs des cinq sche´mas d’inte´gration temporelle.
Sur la figure 3.8, nous constatons des fluctuations anormales de la tempe´rature aussi bien
pour les sche´mas de Lees et de Dupont. Ces fluctuations sont plus prononce´es avec le sche´ma de
Lees : apparition de valeurs ne´gatives de la tempe´rature se propageant pendant deux incre´ments.
Elles proviennent, entre autre, du fait que la condition de tempe´rature impose´e est initialement
mal ge´re´e pour ces deux sche´mas.
Pour ce qui est du second noeud (a` 10mm), des e´carts de plus en plus faibles sont observe´s
sur la figure 3.9 entre la solution analytique et la solution nume´rique de´pendant d’un maillage
de plus en plus raffine´. Malheureusement, tous ces sche´mas font apparaˆıtre des oscillations de
la tempe´rature, excepte´ pour le Dupont implicite. Une fois de plus, le sche´ma de Lees donne les
plus grandes oscillations.
On peut e´galement remarquer que les oscillations se produisent uniquement avec les maillages
les plus grossiers (h = 5mm et h = 2,8mm), ce qui sugge`re que le rapport entre le pas d’espace
(h) et le pas de temps dt (fixe´ a` 0,25s) ne ve´rifie pas les conditions de stabilite´ (condition de
profondeur de pe´ne´tration).
En effet, il faut que dt ≥ ρ c
4 k
∗ h2 = 7800 ∗ 360
4 ∗ 15 ∗ (0,005)
2 c’est a` dire dt ≥ 1,17s alors qu’on
le fixe a` 0,25s.
Rappelons, de plus que si les oscillations temporelles avaient lieu, elles devraient se pro-
duire au niveau du troisie`me capteur (a` 20mm). C’est e´galement le cas avec la formulation
mixte continue : seul le sche´ma Dupont implicite est robuste en n’introduisant aucune fluctua-
tion spatio-temporelle (figure 3.10).
Pour synthe´tiser l’ensemble des fluctuations engendre´es par les divers sche´mas, nous avons
classe´, dans le tableau 3.3, la puissance des fluctuations, par ordre de´croissant. Nous avons
e´galement stipule´ quand la condition aux limites en tempe´rature impose´e e´tait correctement
prise en compte de`s le premier incre´ment.
Lees Dupont Dupont-implicite Crank-N Mixte implicite
Tempe´rature impose´e
incre´ment 1 Non Non Oui Oui Oui
Fluctuations
z = 10mm 1er 3e`me Non 4e`me 2nd
Fluctuations
z = 20mm 1er 2nd Non 4e`me 3e`me
Tab. 3.3 – Raffinement du maillage : synthe`se des sche´mas d’inte´gration temporelle.
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(a) Sche´ma Lees (b) Sche´ma Dupont
(c) Sche´ma Dupont implicite (d) Sche´ma Crank-Nicholson
(e) Sche´ma Mixte implicite
Fig. 3.9 – Evolution de la tempe´rature pour les 5 sche´mas d’inte´gration en fonction du maillage
avec un capteur situe´ a` z = 10mm.
Explications
L’ensemble de ces re´sultats nume´riques nous permet d’expliquer simplement l’apparition des
fluctuations temporelles.
Rappelons que l’on utilise un sche´ma dans lequel la tempe´rature T et le flux −→q sont de´crits par :{
T = α1Tn−1 + α2Tn + α3Tn+1
ql = α1qln−1 + α2qln + α3qln+1 ∀l ∈ [1,3]
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(a) Sche´ma Lees (b) Sche´ma Dupont
(c) Sche´ma Dupont implicite (d) Sche´ma Crank-Nicholson
(e) Sche´ma Mixte implicite
Fig. 3.10 – Evolution de la tempe´rature pour les 5 sche´mas d’inte´gration en fonction du maillage
avec un capteur situe´ a` z = 20mm.
Si les coefficients α1, α2 et α3 sont tels qu’ils donnent un poids plus important aux tempe´ratures
et flux passe´s (Tn−1, Tn, −→q n−1 et −→q n) qu’a` la tempe´rature et flux futurs (Tn+1 et −→q n+1), alors
pour obtenir une valeur correcte de T et −→q , le calcul va exage´rer les valeurs de Tn+1 et −→q n+1
vers le futur.
Un ou deux incre´ments apre`s, le processus va s’inverser en donnant une tempe´rature Tn+1
et un flux −→q n+1 trop tourne´s vers le passe´. On constate alors les fluctuations temporelles.
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Remarque 3.4 En e´tudiant les valeurs des coefficients de tous les sche´mas d’inte´gration tem-
porelle, on se rend compte que :
– Le sche´ma de Lees avec α1 = α2 = α3 = 1/3 est trop tourne´ vers le passe´; ce qui explique
les importantes fluctuations temporelles rencontre´es en de´but de simulation.
– Le sche´ma de Crank-Nicholson avec α1 = 0 et α2 = α3 = 1/2 et en imposant en tout point
Tn−1 = T0 et −→q n+1 = −→q 0. Ce sche´ma est moins tourne´ vers le passe´ que le sche´ma de
Lees, mais davantage que le sche´ma de Dupont.
– Le sche´ma de Dupont avec α1 = 1/4, α2 = 0 et α3 = 3/4 donne un poids plus important
a` Tn+1 et −→q n+1.
– Meˆme constatation pour le sche´ma de Dupont implicite avec α1 = α2 = 0 et α3 = 1.
D’autre part, avec de telles conditions de refroidissement tre`s se´ve`res :
– Le sche´ma de Lees donne des fluctuations e´normes avec des valeurs ne´gatives de certaines
tempe´ratures au cours des oscillations.
– Le sche´ma de Dupont reste raisonnable, comme le sche´ma de Crank-Nicholson,
– Le sche´ma de Dupont implicite pre´sente aucune fluctuation.
⇒ Le sche´ma Dupont implicite semble le plus robuste lors du raffinement du maillage :
– Aucune fluctuation n’est observe´e au cours de la simulation,
– Le traitement de la condition de tempe´rature impose´e est correct.
c) Raffinement du pas de temps
Suite aux re´sultats sur le raffinement du maillage, nous choisissons de faire ici seulement une
comparaison entre les deux sche´mas implicites : le sche´ma Dupont implicite et le Mixte impli-
cite. En prenant des pas de temps extreˆmement petits compris entre dt = 0,5 et 0,01s, nous
regardons ce qui se passe durant les deux premie`res secondes de la simulation, avec un maillage
fin de l’ordre de h = 1mm.
La figure 3.11 repre´sente les diffe´rentes e´volutions thermiques pour les capteurs positionne´s
a` 1mm, 10mm et 20mm. La solution nume´rique obtenue a` partir des deux sche´mas implicites
devient de plus en plus pre´cise avec un pas de temps de plus en plus petit. En effet, l’e´cart
observe´ entre la solution exacte et la solution nume´rique s’amoindrit a` chaque fois que l’on
conside`re un pas de temps plus rapide. Malheureusement, c’est aux de´pens d’un couˆt de calcul
plus e´leve´. Les tableaux 3.4 et 3.5 permettent de comparer ces deux sche´mas : le sche´ma Dupont
implicite est le plus pre´cis et le sche´ma mixte implicite le plus rapide.
[0,2s] dt = 0,5s dt = 0,25s dt = 0,1s dt = 0,05s dt = 0,01s
CPU Dupont Imp 2min 3min 30s 7min 13min 30s 64min
CPU Mixte Imp 35s 74s 4min 30s 8min 30s 40min
Tab. 3.4 – Comparaison des temps de calculs des sche´mas implicites.
Si l’on s’inte´resse aux isovaleurs de la tempe´rature (figures 3.12 et 3.13), on se rend compte
que des chocs thermiques se produisent essentiellement sur la premie`re couche des e´le´ments
alors qu’ils e´taient imperceptibles sur les courbes nume´riques de la figure 3.11 avec l’absence de
re´chauffement anormal.
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(e) Sche´ma Dupont implicite (f) Sche´ma Mixte implicite
Fig. 3.11 – Evolution thermique des noeuds situe´s a` 1mm, 10mm et 20mm avec h = 1mm.
[0,2s] z = 1mm z = 10mm z = 20mm
Erreur Dupont Imp 15% a` 2% 0,2% a` 0,01% 0,01% a` 0,00002%
Erreur Mixte Imp 18% a` 1% 0,6% a` 0,02% 0,02% a` 0,00009%
Tab. 3.5 – Comparaison des pourcentages d’erreurs des sche´mas implicites.
Ces chocs apparaissent sur les deux sche´mas de`s que le pas de temps dt ≤ 0,1s :
- Le choc est violent avec le sche´ma Mixte implicite puisqu’il atteint une valeur de 947◦C
(avec dt = 0,05s) alors que le choc engendre´ par le sche´ma Dupont implicite est infime (803◦C).
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- Evidemment le phe´nome`ne de choc thermique s’accroˆıt avec un dt encore plus petit, a`
maillage constant, et dans ce cas, la condition de profondeur de pe´ne´tration est encore moins
respecte´e. Par exemple, avec un dt = 0,01s, le choc thermique du sche´ma Dupont implicite
atteint une valeur de 833◦C alors que la tempe´rature max du sche´ma Mixte implicite explose
avec ses 1144◦C et se visualise clairement sur la premie`re couche des e´le´ments.
En effet, si on revient a` la de´finition de la condition de profondeur de pe´ne´tration (1.65), il
faut ne´cessairement :
dt ≥ ρ c
4 k
∗ h2 = 7800 ∗ 360
4 ∗ 15 ∗ (0,001)
2 ca`d dt ≥ 0,0468 s
Il est donc normal d’obtenir un re´chauffement non physique sur les premie`res couches des
e´le´ments dans la barre si l’on choisit un pas de temps infe´rieure a` 0,0468 s.
Fig. 3.12 – Isovaleurs de la tempe´rature du sche´ma Dupont implicite apre`s un incre´ment dt.
Fig. 3.13 – Isovaleurs de la tempe´rature du sche´ma Mixte implicite apre`s un incre´ment dt.
144 CHAPITRE 3. FORMULATION MIXTE CONTINUE P1/P1
⇒ Malgre´ quelques le´ge`res fluctuations temporelles de la part du sche´ma Dupont implicite
de`s lors que le pas de temps est infe´rieur a` 10−1s (pour h = 1mm), il semble plus adapte´ pour
re´soudre ce type de proble`me de diffusion que le sche´ma Mixte implicite. Ce dernier semble
plus rapide mais beaucoup moins pre´cis et robuste, en produisant des oscillations tre`s violentes
pouvant durer plusieurs incre´ments.
d) Interpre´tations des re´sultats
Nos re´sultats sont cohe´rents et co¨ıncident avec ceux obtenus par [Soyris 1990], en arrivant
aux meˆmes de´ductions :
– Les fluctuations spatiales proviennent de ce que le pas de temps (dt) et d’espace (h) ne
sont pas inde´pendants. Un maillage grossier ne´cessite un grand dt mais pour utiliser un
petit pas de temps, il faut un maillage fin.
– Les fluctuations temporelles qui apparaissent avec le sche´ma de Lees peuvent eˆtre atte´nue´es
par une meilleure initialisation de type Crank-Nicholson ou supprime´es par l’utilisation de
sche´mas plus implicites, comme le Dupont et surtout le Dupont implicite.
– Ne´anmoins ces deux phe´nome`nes ne peuvent eˆtre se´pare´s aussi simplement.
⇒ Finalement, a` la vue de tous ces re´sultats, le sche´ma de Dupont implicite offre le
meilleur compromis en terme de pre´cision et de temps de calculs, avec une prise
en compte de la tempe´rature impose´e de`s le premier incre´ment de la simulation et l’absence
d’oscillations non physiques de`s qu’on reste dans un jeu de donne´es (dt, h, CL et type de
sche´ma d’inte´gration) correct (par exemple, pour dt > 0,1s avec h = 1mm). Il sera vivement
recommande´ pour des cas de refroidissement (ou re´chauffement) extreˆmes (cf § 3.6.1.3.b).
3.6.1.2 Etude comple´mentaire sur le test de tempe´rature impose´e : re´sultats nume´-
riques en tempe´rature et flux
Apre`s avoir e´tabli quel e´tait le sche´ma d’inte´gration le plus performant pour la formulation
Mixte continue P1/P1, nous poursuivons la validation du cas test en tempe´rature impose´e. Nous
allons maintenant dresser une e´tude comparative du mode`le Mixte (combine´ au sche´ma Dupont
implicite) en fonction de la solution exacte du proble`me monodimensionnel et des solutions
nume´riques (TGD et Gdimp) pre´ce´demment obtenues au cours du chapitre 2.
Rappelons que le refroidissement de cette barre est uniaxial et conduit a` l’expression suivante
de la solution analytique :
T (z,t) = Timp + (T0 − Timp) ∗ erf
(
z
2
√
a t
)
(3.56)
Cette formulation combine´e a` la loi de Fourier, nous permet de calculer la solution exacte
de la composante z du flux chaleur :
qz (z,t) = − k ∂T
∂z
(z,t) = − k (T0 − Timp) exp (
−z2
4 a t )√
pi a t
(3.57)
Rappelons que l’originalite´ de la formulation Mixte permet d’estimer a` chaque instant de la
simulation les deux inconnues, tempe´rature et flux de chaleur. Graˆce aux deux solutions analy-
tiques (2.22 et 3.57), nous pourrons suivre et comparer les e´volutions de la tempe´rature mais
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aussi celles de la composante qz du flux de chaleur.
a) Cas standard
Les conditions du cas standard se re´sument par :
- Tempe´rature initiale de la barre : T0 = 800◦C
- Tempe´rature impose´e sur le plan z = 0 : Timp = 25◦C
- Maillage : h = 2,8mm
- Temps de la simulation : 30s avec un pas de temps me´canique dt fixe´ a` 1s
- Donne´es du mate´riau : k = 15 W.m−1.K−1, ρ = 7800 Kg.m−3 et c = 360 J.Kg−1.K−1
Cela va donc provoquer un phe´nome`ne de diffusion thermique dans la barre, en l’occur-
rence un refroidissement uniaxial, aussi bien visible sur les isovaleurs de la tempe´rature ”Mixte”
(figure 3.14) que sur celles de la composante qz du flux de chaleur (figure 3.15).
Fig. 3.14 – Isovaleurs de la tempe´rature au cours de la re´solution Mixte : mise en e´vidence du
phe´nome`ne de diffusion thermique.
Fig. 3.15 – Isovaleurs de la composante suivant z du flux de chaleur lors de la re´solution Mixte
continue : mise en e´vidence du phe´nome`ne de diffusion thermique.
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De manie`re plus pre´cise, e´valuons la fiabilite´ et la pre´cision de cette formulation a` l’aide
des solutions analytiques et des trois capteurs positionne´s respectivement a` 1, 10 et 20mm du
bord. Les trois trace´s analytiques et nume´riques, repre´sente´s sur la figure 3.16, montrent bien la
pertinence du mode`le continu, avec des courbes approximant correctement les solutions exactes,
et avec des e´carts infiniment petits. Avec un maillage moyennement grossier, ces re´sultats sont
excellents avec une moyenne d’erreur de l’ordre de 0,6% pour z = 10mm et de 0,2% pour
z = 20mm.
(a) Evolution de la tempe´rature (b) Evolution de l’erreur thermique
Fig. 3.16 – Comparaison entre la formulation Mixte continue et la solution analytique.
On peut juste remarquer sur la figure 3.16(a) un le´ger de´calage en de´but de simulation pour
le noeud situe´ en peau. Ce de´calage se re´percute sur l’estimation de l’erreur (2%), avec une
pointe notoire de 26% au premier incre´ment, mise en e´vidence sur la figure 3.16(b).
Si l’on s’inte´resse a` pre´sent a` l’e´volution au cours du temps de la composante qz du flux
de chaleur, on comprend mieux d’ou` provient ce de´calage : en fait, c’est un petit proble`me
d’initialisation qui entraˆıne, au premier incre´ment, un e´cart assez important entre la courbe
analytique et nume´rique (cf figure 3.17).
Fig. 3.17 – Evolution du flux qz : comparaison entre la solution analytique et la formulation
Mixte de Forge 3©r.
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En effet, pour simplifier l’initialisation du flux dans le code de calculs Forge 3©r, nous avons arbi-
trairement choisi de lui affecter le vecteur nul (−→q0 = −→0 ). Ne´anmoins, pour le test de tempe´rature
impose´e, si on se re´fe`re a` sa solution analytique (3.57), qz tend vers −∞ quand z → 0. Par
conse´quent, le calcul de la premie`re valeur de qz est errone´e, a` cause de notre choix d’initialisa-
tion.
Malgre´ ce proble`me d’initialisation, une tendance correcte des courbes nume´riques du flux
est obtenue pour l’ensemble des capteurs (situe´s a` 0, 2, 10 et 20mm du bord impose´).
En rajoutant les re´sultats TGD et Gdimp sur la figure 3.18, on s’aperc¸oˆıt que la formulation
Mixte est la plus pre´cise et obtient meˆme la meilleure estimation de la tempe´rature pour le
capteur place´ en peau, avec seulement 2% contre 3,3% et 22%. Sa robustesse est e´galement mise
en e´vidence graˆce au tableau 3.6 qui dresse les temps de re´solution et les moyennes de l’erreur
des trois mode`les. On note cependant une formulation Mixte le´ge`rement moins rapide que le
Gdimp.
Fig. 3.18 – Evolution de la tempe´rature : comparaison entre l’analytique, le TGD, le Gdimp et
la formulation Mixte sur le test standard de tempe´rature impose´e.
[0,30s] TGD Gdimp Mixte
CPU 157s 103s 105s
erreur z = 1mm 3,3% 22% 2%
erreur z = 10mm 7% 2,2% 0,6%
erreur z = 20mm 3,6% 0,5% 0,2%
Tab. 3.6 – Comparaison des temps de calculs et des erreurs moyennes pour les 3 mode`les.
⇒ Sur le cas standard de tempe´rature impose´e, la formulation Mixte se re´ve`le tre`s robuste,
avec une excellente pre´cision (meˆme sur maillage moyennement grossier) et avec un temps de
re´solution tre`s raisonnable.
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b) Comparaison entre l’utilisation d’un maillage structure´ et non structure´
Pour comple´ter cette e´tude, on s’inte´resse ici au comportement de la solution nume´rique avec
un maillage structure´ puis non structure´, avec une taille de maille constante (h = 2,5mm).
Comme on peut le voir sur les figures 3.19 et 3.20, les e´volutions de la tempe´rature et du
flux qz sont similaires avec des maillages structure´ et non structure´ . En terme de pre´cision,
les estimations des erreurs thermiques sont quasiment les meˆmes : pour le noeud place´ a` 10mm,
0,8% avec un maillage structure´ et 0,7% avec un maillage non structure´ et respectivement 0,3%
et 0,2% pour le second noeud place´ a` 20mm.
Fig. 3.19 – Influence du mode de triangulation sur l’e´volution de la tempe´rature ”Mixte”.
Fig. 3.20 – Influence du mode triangulation sur l’e´volution du flux qz avec h = 2,5mm.
Par comparaison aux mode`les discontinus (cf tableau 3.7), la formulation Mixte apparaˆıt la
plus fiable (en terme de pre´cision) mais toujours moins rapide que le Gdimp.
⇒ La formulation Mixte reste stable vis-a`-vis du mode de triangulation du maillage : la
meˆme pre´cision est obtenue avec un maillage structure´ ou non structure´, tandis que le TGD et
Gdimp diffe`rent le´ge`rement (le TGD plus pre´cis avec un maillage non structure´ tandis que le
Gdimp est plus pre´cis avec un maillage structure´.)
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[0,30s] TGD Gdimp Mixte
CPU
maillage structure´ 4min 25s 64s 2min 33s
CPU
maillage non structure´ 4min 30s 74s 2min 54s
erreur z = 10mm
maillage structure´ 8,3% 0,4% 0,8%
erreur z = 10mm
maillage non structure´ 6,3% 2,6% 0,7%
erreur z = 20mm
maillage structure´ 4,1% 0,46% 0,3%
erreur z = 20mm
maillage non structure´ 3% 1,2% 0,2%
Tab. 3.7 – Comparaison des temps de calculs et des pourcentages d’erreurs des 3 mode`les.
c) Raffinement du maillage
Le pas de temps e´tant fixe´ a` dt = 0,25s, on e´tudie le comportement de la solution nume´rique
”Mixte” en prenant des maillages de plus en plus grossiers.
Les diffe´rentes e´volutions de la tempe´rature (obtenues avec la solution analytique et la formu-
lation Mixte) sont repre´sente´es sur la figure 3.21, pour des noeuds localise´s a` 10 et 20mm du
bord. Quel que soit le maillage utilise´ avec le pas de temps fixe´ a` 0,25s, une bonne concordance
des re´sultats est obtenue sans apparition d’oscillation spatio-temporelle. Les re´sultats Mixtes
sont de´ja` tre`s encourageants avec un maillage grossier (1,66% et 0,7%), et incontestablement
meilleurs qu’avec le sche´ma TGD (9,3% et 4,8%) ou le mode`le Gdimp (1,36% et 1,38%).
Fig. 3.21 – Influence du raffinement du maillage sur l’e´volution de la tempe´rature avec une
re´solution Mixte P1/P1.
On retrouve le meˆme comportement que celui de´ja` obtenu et e´tabli pour le TGD et le Gdimp :
”La solution nume´rique co¨ıncide d’autant mieux avec la solution analytique que le maillage est
fin; autrement dit, plus le maillage est grossier, plus l’estimation de la tempe´rature est impre´cise
et plus l’erreur est importante (figure 3.22), avec des temps de re´solution thermique plus courts
(tableau 3.8).”
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(a) capteur situe´ a` 10mm (b) capteur situe´ a` 20mm
Fig. 3.22 – Evolution de l’erreur thermique ”Mixte” en fonction du raffinement du maillage.
Ce comportement s’accentue avec l’e´volution du flux qz, repre´sente´e sur la figure 3.23, en
passant de 7% a` 1% d’erreur.
Fig. 3.23 – Raffinement du maillage a` pas de temps fixe´ : e´volution de la composante qz du flux
pour z = 10mm.
Si on se re´fe`re au temps des calculs du tableau 2.17 de la page 105, la formulation Mixte se
re´ve`le toujours plus rapide que le TGD, mais plus lente que le Gdimp. Par contre, en terme de
pre´cision, c’est incontestablement la plus performante.
[ 0,30 s ] h = 5mm h = 2,8mm h = 2mm h = 1mm
CPU Mixte 90 s 6min 18min 44min
% erreur Mixte z = 10mm 1,66% 0,41% 0,2% 0,03%
% erreur Mixte z = 20mm 0,68% 0,15% 0,08% 0,07%
Tab. 3.8 – Temps de calculs et pourcentages de l’erreur pour la formulation Mixte continue.
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⇒ La formulation Mixte est sensible au raffinement du maillage, avec une sensibilite´ moins
prononce´e que celle du TGD et du Gdimp, une bonne pre´cision et des temps de calculs satisfai-
sants.
d) Raffinement du pas de temps
Apre`s avoir e´tabli une certaine influence du maillage sur la solution nume´rique Mixte, on
regarde ce qu’il en est quand on fait varier le pas de temps dt, sachant que le maillage est main-
tenant fixe´ a` h = 1mm.
Pour l’e´volution de la tempe´rature, on s’inte´resse aux capteurs situe´s a` 1, 10 et 20mm du bord,
comme en te´moignent les figures 3.24(a), 3.25(a) et 3.26(a). Il s’ave`re que la solution nume´rique
Mixte est d’autant plus pre´cise que le pas de temps est petit, avec un rapprochement de plus
en plus visible des courbes nume´riques vers la solution analytique (trace´e pour dt = 0,25s). En
fait, l’erreur moyenne diminue, en passant de 14% a` 0,7% pour z = 1mm, 7,6% a` 0,3% pour
z = 10mm et de 2,7% a` 0,08% pour z = 20mm (figures 3.24(b), 3.25(b) et 3.26(b)).
(a) Evolution de la tempe´rature ”Mixte” (b) Evolution de l’erreur thermique
Fig. 3.24 – Influence du pas de temps dt : noeud situe´ a` 1mm avec h = 1mm.
(a) Evolution thermique ”Mixte” (b) Evolution de l’erreur thermique
Fig. 3.25 – Influence du pas de temps dt : noeud situe´ a` 10mm avec h = 1mm.
Bien que l’erreur diminue, le tableau 3.9 nous indique une augmentation significative des
temps de calcul. En comparant ces valeurs aux tableaux 2.6 du TGD et 2.18 du Gdimp, cette
augmentation reste raisonnable.
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(a) Evolution thermique ”Mixte” (b) Evolution de l’erreur thermique
Fig. 3.26 – Influence du pas de temps dt : noeud situe´ a` 20mm avec h = 1mm.
[ 0,30 s ] dt = 5s dt = 2s dt = 1s dt = 0,5s dt = 0,25s
CPU 4min 20s 8min 30s 15min 26min 44min
Tab. 3.9 – Comparaison des temps de calcul de la formulation Mixte continue.
En ce qui concerne la composante qz du flux de chaleur, le meˆme phe´nome`ne est constate´ :
” Le mode`le Mixte continu est de moins en moins pre´cis avec de plus grands pas de temps qui
entraˆınent une re´duction des couˆts de calcul ”.
Fig. 3.27 – Influence du pas de temps dt sur l’e´volution du flux qz avec z = 10mm.
Il est important de spe´cifier que les plus grandes valeurs de dt ne produisent pas d’oscillations
non physiques aussi bien au niveau de l’e´volution de la tempe´rature que de celle du flux.
⇒ La formulation Mixte est sensible au pas de temps et devient naturellement plus pre´cise
et robuste lorsque ce pas est petit.
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3.6.1.3 Validation du test de tempe´rature impose´e sur deux cas extreˆmes
Dans cette partie, nous e´tudions deux cas extreˆmes afin de s’assurer de la robustesse de la
formulation Mixte et, par la meˆme occasion, de celle des deux mode`les discontinus :
– prolonger le calcul jusqu’a` l’e´quilibre thermique,
– choisir un gradient de tempe´rature impose´ tre`s grand afin de produire un choc thermique
violent.
a) Equilibre thermique
Pour cette simulation, nous conservons une tempe´rature initiale de 800◦C, une tempe´rature
impose´e de 25◦C et un maillage de 2,8mm. Par contre, on conside`re une dure´e totale de 10 000s
avec un pas de temps fixe´ a` 250s.
Sur la figure 3.28, nous avons uniquement repre´sente´ l’e´volution de la tempe´rature pour le
capteur situe´ a` z = 10mm. Comme on peut le voir, l’e´quilibre thermique est parfaitement atteint
pour les trois mode`les nume´riques, au bout de quelques incre´ments. On observe cependant que
cet e´quilibre est obtenu plus rapidement avec les mode`les nume´riques qu’avec la solution exacte,
puisque nous avons utilise´ une barre finie de (10× 10× 100mm) alors que la solution analytique
est de´finie dans le cas d’un milieu semi-infini ( lim
t→+∞ T (z,t) = 25
◦C). Ce qui sous entend que
les trois mode`les refroidissent plus vite.
Fig. 3.28 – Apparition de l’e´quilibre thermique : noeud situe´ a` z = 10mm.
On peut aussi remarquer que le couˆt de calcul est tre`s important pour la re´solution TGD
(21h40min) alors que le Gdimp n’a besoin que de 28min et la formulation Mixte que de quelques
minutes (6min).
⇒ L’e´quilibre thermique est parfaitement atteint avec les trois mode`les nume´riques, en don-
nant des re´sultats tre`s similaires et une convergence tre`s rapide pour la re´solution avec la for-
mulation Mixte.
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b) Choc thermique tre`s violent
On s’inte´resse, ici, a` des conditions extreˆmes de refroidissement :
– T0 = 1000◦C et Timp = 25◦C,
– Dure´e de la simulation 0,5s avec dt = 0,01s,
– Le maillage est fin : h = 1mm.
Sur la figure 3.29, nous comparons les solutions nume´riques TGD, Gdimp et Mixte a` l’ana-
lytique. L’allure ge´ne´rale des courbes semble correcte, quel que soit le mode`le nume´rique utilise´.
Le plus faible e´cart entre la solution exacte et la courbe nume´rique est obtenu avec la formula-
tion Mixte (0,2% et 0,003%). On peut cependant souligner que les mode`les discontinus donnent
de bons re´sultats avec 0,5% et 0,0007% pour le TGD et 0,35% et 0,0004% pour le Gdimp. Par
contre, pour ce test, le couˆt de calcul de la me´thode Mixte est plus important (16min) que celui
du Gdimp (7min) et meˆme du TGD (10min30s).
Fig. 3.29 – Evolution de la tempe´rature pour les noeuds situe´ a` 5 et 10mm du bord impose´.
De plus, les isovaleurs montrent qu’en de´but de simulation, la me´thode Mixte est la seule
a` faire apparaˆıtre un re´chauffement anormal, localise´ sur quelques noeuds. Par exemple, le
re´chauffement maximal a lieu au niveau du noeud de coordonne´es (0; 4,3; 1,8). Si l’on trace son
e´volution thermique (figure 3.30), le phe´nome`ne non physique est clairement mis en e´vidence,
pour la re´solution Mixte. Par contre, il est inte´ressant de remarquer que les me´thodes TGD
et Gdimp sont plus robustes en ne faisant pas apparaˆıtre de tels phe´nome`nes, en ce noeud ou
ailleurs.
⇒ La formulation Mixte se re´ve`le fiable et suffisamment robuste meˆme quand le refroidis-
sement/re´chauffement est tre`s se´ve`re. Par contre, si le pas de temps est infe´rieur a` 10−2s, des
oscillations non physiques peuvent localement se produire, contrairement au TGD et Gdimp,
robustes en toute circonstance.
3.6 VALIDATIONS FORMULATION MIXTE SUR CAS ANALYTIQUES 155
(a) Premier incre´ment (b) Evolutions de la tempe´rature
Fig. 3.30 – Mise en e´vidence du choc thermique avec la formulation Mixte.
3.6.1.4 Conclusions
Graˆce a` une e´tude comparative sur le cas test analytique en tempe´rature impose´e, nous
avons pu valider, la formulation Mixte continue P1/P1 munie du sche´ma Dupont implicite, qui
se trouve eˆtre la plus performante.
L’ensemble des re´sultats nume´riques e´tablis nous permet d’assurer que ce mode`le est robuste
et fiable, avec une grande pre´cision (meˆme sur maillage grossier) et avec un temps de re´solution
tout a` fait raisonnable.
Ce mode`le reste cependant sensible au raffinement du maillage et au pas de temps.
D’autre part, en prolongeant la dure´e de la simulation, la formulation Mixte, tout comme le
TGD et le Gdimp, permettent d’atteindre l’e´quilibre thermique.
Ne´anmoins, lorsqu’il s’agit de chocs thermiques extreˆmement violents, avec un maillage fin
et un pas de temps tre`s petit (infe´rieur a` 0,01s), le mode`le Mixte perd de la stabilite´ avec
l’apparition locale de phe´nome`nes non physiques qui ne se produisent pas avec les deux mode`les
discontinus (beaucoup plus robustes dans cette configuration).
3.6.2 Flux impose´ sur l’extre´mite´ d’une barre d’acier
Dans ce paragraphe, on se propose maintenant de valider la formulation Mixte P1 sur le
test de flux impose´, sachant que nous aurons, en plus, plusieurs re´sultats nume´riques (GS asyn-
chrone, TGD et Gdimp de Forge 3©r) indispensables pour e´tablir la comparaison.
Rappelons que le re´chauffement de la barre est uniaxial (dans la direction de la diffusion
thermique, ici l’axe z) et conduit a` l’expression suivante de la solution analytique :
T (z,t) = T0 +
2√
pi
Φimp
√
a
k
√
t ∗ exp
( − z2
4 a t
)
− Φimp z
k
∗ erfc
(
z
2
√
a t
)
(3.58)
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Cette formulation combine´e a` la loi de Fourier, nous permet d’e´tablir la solution exacte de la
composante z du flux de chaleur −→q :
qz (z,t) = − k
 −Φimp√a t z exp (−z24 a t )
k t a
√
pi
−
Φimp erfc
(
z
2
√
a t
)
k
+
Φimp z exp (−z
2
4 a t )
k
√
pi a t
 (3.59)
Le cas particulier z = 0 simplifie les solutions analytiques (3.58) et (3.59) avec :
T (0,t) = T0 +
2√
pi
Φimp√
k ρ c
√
t
qz(0,t) = Φimp
(3.60)
Graˆce a` ces diffe´rentes solutions analytiques, nous pourrons suivre et comparer les e´volutions
de la tempe´rature mais aussi celles de la composante suivant z du flux de chaleur.
3.6.2.1 Cas standard
Les conditions du cas standard sont re´sume´es par :
- Tempe´rature initiale de la barre : T0 = 25◦C
- Tempe´rature impose´e sur le plan z = 0 : Φimp = 1MW/m2
- Maillage : h = 2,3mm
- Temps de la simulation : 30s avec un pas de temps me´canique dt fixe´ a` 1s
- Donne´es du mate´riau : k = 15 W.m−1.K−1, ρ = 7800 Kg.m−3 et c = 360 J.Kg−1.K−1
Fig. 3.31 – Isovaleurs de la tempe´rature au cours de la re´solution Mixte : mise en e´vidence du
phe´nome`ne de diffusion thermique.
La mise en donne´e de cette simulation va donc provoquer un phe´nome`ne de diffusion ther-
mique dans la barre, en l’occurrence un re´chauffement uniaxial, aussi bien visible sur les iso-
valeurs de la tempe´rature obtenue avec une me´thode Mixte (figure 3.31) que sur celles de la
composante qz du flux de chaleur (figure 3.32).
De plus, sur les isovaleurs de qz, on constate que le flux est parfaitement impose´, aussi bien
en de´but qu’en fin de simulation.
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Fig. 3.32 – Isovaleurs de la composante suivant z du flux de chaleur lors de la re´solution Mixte
continue : mise en e´vidence du phe´nome`ne de diffusion thermique.
Plus pre´cise´ment, e´valuons la fiabilite´ et la pre´cision de la formulation Mixte a` l’aide des
solutions analytiques et des divers capteurs positionne´s respectivement a` 0, 1, 10, 20 et 50mm
du bord. Tous les trace´s analytiques et nume´riques sont repre´sente´s sur la figure 3.33, montrant
ainsi la fiabilite´ du mode`le Mixte continu, avec des courbes nume´riques tre`s proches des solutions
exactes. Avec un maillage moyennement fin (h = 2,3mm), ces re´sultats sont de´ja` satisfaisants
avec une moyenne d’erreur de l’ordre de 3,7% (z = 1mm) et de 4% (z = 10mm).
Fig. 3.33 – Evolution de la tempe´rature : comparaison entre la formulation Mixte continue et la
solution analytique.
Si l’on s’inte´resse a` pre´sent a` l’e´volution au cours du temps de la composante qz du flux de
chaleur, visible sur la figure 3.34, on se rend compte de la pertinence du mode`le pour l’estimation
de qz. En effet, une allure correcte des courbes nume´riques est obtenue pour tous les capteurs,
aussi bien ceux place´s en peau que ceux plus e´loigne´s de la face re´gule´e thermiquement.
Si l’on conside`re les re´sultats nume´riques pre´ce´demment obtenus avec l’approche Galerkin
standard, le sche´ma TGD et le mode`le Gdimp (implante´s dans Forge 3©r), on s’aperc¸oˆıt que la
formulation Mixte et le GS sont les plus pre´cis, en obtenant des champs de tempe´rature tre`s
voisins pour tous les capteurs (figures 3.35 et 3.36).
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Fig. 3.34 – Evolution du flux qz : comparaison entre la solution analytique et la formulation
Mixte de Forge 3©r.
Fig. 3.35 – Comparaison entre l’analytique, le GS, le TGD, le Gdimp et la formulation Mixte
pour z = 1mm et h = 2,3mm.
Le tableau 3.10 compare les temps de calcul et les pourcentages de l’erreur des quatre
mode`les, mettant ainsi en e´vidence la robustesse de la formulation Mixte continue. Il s’ensuit
les remarques suivantes :
– Calculant simultane´ment le champ de tempe´rature et le flux, il est normal que le mode`le
Mixte soit le´ge`rement moins rapide que l’approche GS mais tout aussi pre´cis.
– Le Gdimp, moins fiable, est toutefois plus rapide que la formulation Mixte.
– Le TGD reste toujours inapproprie´ pour le test de flux impose´.
⇒ Sur le cas standard de flux impose´, la formulation mixte se re´ve`le aussi robuste que l’ap-
proche Galerkin standard, avec une excellente pre´cision (meˆme sur maillage assez grossier) et
avec un temps de re´solution acceptable.
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Fig. 3.36 – Comparaison entre l’analytique, le GS, le TGD, le Gdimp et la formulation Mixte
pour z = 10mm et z = 20mm.
[0,30s] GS TGD Gdimp Mixte
CPU 80s 8min 97s 3min35s
erreur z = 1mm 3,77% 40% 4,4% 3,74%
erreur z = 10mm 4,12% 60% 13,4% 4%
erreur z = 20mm 3,17% 53% 10,3% 2,77%
Tab. 3.10 – Comparaison des temps de calculs pour les trois mode`les.
3.6.2.2 Sensibilite´ du mode`le Mixte continu P1/P1
Comme pour le test de tempe´rature impose´e, on se propose de regarder l’influence du maillage
et du pas de temps sur la solution nume´rique Mixte.
a) Raffinement du pas d’espace
(a) Evolution de la tempe´rature ”Mixte” (b) Evolution de l’erreur maximale (2.25)
Fig. 3.37 – Raffinement du maillage pour le capteur situe´ en peau avec dt = 0,25s.
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Par exemple, reprenons le cas standard en conside´rant cette fois une dure´e de simulation
de 5s, avec dt = 0,25s et trois tailles de maille (5; 2,5 et 1mm). Sur la figure 3.37, nous avons
repre´sente´ respectivement les trace´s de la tempe´rature (a) et de l’erreur maximale (b) pour le
noeud situe´ a` 1mm du bord impose´.
⇒ Comme pour le test de la tempe´rature impose´e, la formulation Mixte continue est sensible
au raffinement du maillage, avec une estimation du champ de tempe´rature (et aussi du flux)
plus pertinente a` l’aide d’un maillage tre`s fin, au prix d’un temps de calcul plus important (cf
tableau 3.11).
[0,5s] h = 5mm h = 2,5mm h = 1mm
CPU 20s 110s 8min
erreur max z = 1mm 6,13% 2,78% 2,75%
Tab. 3.11 – Raffinement du maillage : temps de calculs et erreurs maximales.
b) Raffinement du pas de temps
Ici, on fait varier le pas de temps dt en conservant une taille de maille constante (h = 1mm).
Si l’on s’inte´resse, par exemple, aux noeuds en peau, on constate un rapprochement des courbes
nume´riques Mixtes de la tempe´rature (figure 3.38(a)) et du flux qz (figure 3.38(b)) de`s que le
pas de temps est suffisamment petit. Force´ment, avec ces valeurs de dt, le temps de re´solution
est plus important mais l’erreur maximale est plus faible.
(a) Evolution de la tempe´rature ”Mixte” (b) Evolution du flux qz
Fig. 3.38 – Raffinement du pas de temps pour le capteur situe´ en peau avec dt = 0,25s.
c) Analyse de sensibilite´ par rapport a` la valeur de Φimp
La dernie`re e´tude de sensibilite´ concerne la variation de la valeur du flux impose´. On a de´ja`
e´tabli que plus la valeur du flux est grande, plus le choc thermique sera important avec une
diffusion thermique plus violente et rapide dans la barre.
Ce phe´nome`ne est heureusement obtenu avec la formulation Mixte, aussi bien pour la
tempe´rature (figure 3.39) que pour la composante qz (figure 3.40) avec une allure ge´ne´rale de
courbes tre`s proche de l’analytique.
Le re´chauffement e´tant plus prononce´ avec les plus grandes valeurs de Φimp, il semble donc
normal que l’estimation du champ de tempe´rature (et celle du flux) soient le´ge`rement moins
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pre´cises (cf tableau 3.12). Cette constatation est mise en e´vidence sur les figures 3.41 repre´sentant
l’erreur moyenne (estime´e ici en erreur maximale) de la tempe´rature et du flux.
Fig. 3.39 – Evolution de la tempe´rature obtenue par la re´solution Mixte en fonction de Φimp :
noeud situe´ sur la face impose´e (z = 1mm) avec h = 2mm.
Fig. 3.40 – Evolution du flux qz pour le noeud situe´ a` z = 1mm en fonction de Φimp.
[0,30s] 10 100 1 000 104 105 106
erreur max T 0,001% 0,007% 0,06% 0,5% 1,4% 1,4%
erreur max qz 1,16% 1,3% 1,27% 1,27% 1,27% 1,27%
Tab. 3.12 – Variation de Φimp : estimation des erreurs maximales.
3.6.2.3 Conclusion
La validation du mode`le Mixte sur le cas-test en flux impose´ est concluante : il semble mieux
adapte´ pour re´soudre ce type de proble`me de diffusion que les sche´mas TGD et Gdimp. Avec sa
formulation Mixte originale qui permet de calculer a` tout instant le champ de tempe´rature et
le flux de chaleur, ce mode`le se re´ve`le le plus performant pour ce deuxie`me cas analytique, avec
une excellente pre´cision (du meˆme ordre que celle de l’approche GS de Forge 3©r) et un temps
de calculs acceptable (plus long que le GS a` cause des quatre inconnues par noeud).
On retrouve un mode`le sensible au maillage, au pas de temps et a` la valeur du flux impose´,
qui aura tendance a` provoquer une diffusion thermique plus importante et plus rapide, avec donc
une estimation un peu moins pre´cise des deux champs inconnus.
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(a) Erreur thermique (b) Erreur thermique
(c) Erreur qz
Fig. 3.41 – Evolution de l’erreur maximale pour la formulation Mixte.
3.6.3 Conduction impose´e sur l’extre´mite´ d’une barre d’acier
Nous terminons la validation de la formulation Mixte continue en introduisant un dernier cas
test monodimensionnel qui va consister a` imposer un coefficient de transfert thermique constant
sur l’extre´mite´ de la barre en contact avec un autre milieu (ici un outil). Autrement dit, un
phe´nome`ne de conduction impose´e est conside´re´, au cours duquel des e´changes thermiques se
produisent entre la barre et l’outil.
Une barre d’acier de dimension 10×10×100mm est initialement a` la tempe´rature T0 = 25◦C.
A l’instant t = 0, cette barre est mise en contact avec un outil de 50◦C sur l’une de ses parois
(figure 3.42). La tempe´rature de cet outil est maintenue par la suite, tout comme son coefficient
de transfert thermique hc = 20 000W/m/◦K : la barre d’acier est donc maintenue au flux de
conduction impose´e : Φcond =
−→
Φ .−→n = hc (T − Tout) sur l’une de ses faces. De plus, on suppose
un re´gime adiabatique sur l’ensemble des autres faces de la pie`ce. Dans ces conditions, la barre
qui est donc en contact avec cet outil, va se re´chauffer.
Les donne´es du mate´riau restent inchange´es. Ce sont toujours celles d’un acier moyennement
conducteur de chaleur :
k = 15 W.m−1.K−1 , ρ = 7800 Kg.m−3 , c = 360 J.Kg−1.K−1
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Pour e´tudier le re´chauffement de la barre, trois traceurs sont positionne´s afin de suivre
correctement l’e´volution de la tempe´rature au cours du temps : le premier est place´ en peau (a`
1mm de la zone de contact), le second a` 10mm et le dernier a` 20mm; tous deux situe´s au centre
de la barre (cf figure 3.42).
Fig. 3.42 – Barre d’acier a` 25◦C maintenue a` Φcond sur l’une de ces faces.
3.6.3.1 Solution analytique
Ce test monodimensionnel de conduction impose´e posse`de e´galement une solution analy-
tique [Incropera-DeWitt 2001], qui nous sera tre`s utile pour la validation de nos trois mode`les
nume´riques (discontinus et continu). Cette solution s’e´crit :
T (z,t) = T0 + (Tout − T0)
[
erfc
(
z
2
√
α t
)
− exp
(
hc z
k
+
h2c α t
k2
)
∗ erfc
(
z
2
√
α t
+
hc
√
α t
k
)]
(3.61)
Dans (3.61), z repre´sente une profondeur donne´e dans la direction uniaxiale de la barre et α =
k
ρ c
la diffusivite´ thermique du mate´riau.
La solution analytique correspondant a` ces trois traceurs est repre´sente´e sur la figure 3.43.
Fig. 3.43 – Repre´sentation de la solution analytique pour les capteurs situe´s a` 1mm, 10mm et
20mm du bord en conduction impose´e.
164 CHAPITRE 3. FORMULATION MIXTE CONTINUE P1/P1
3.6.3.2 Visualisation des re´sultats
Nous nous proposons maintenant de montrer et de commenter quelques uns des re´sultats
nume´riques, obtenus avec les trois mode`les : TGD, Gdimp et la formulation Mixte. Dans le but
d’e´tablir une comparaison plus comple`te et fiable, nous aurons e´galement a` notre disposition,
pour ce test, la solution analytique (3.61) et l’approche GS de Forge 3©r.
Au cours de la re´solution avec une formulation Mixte, la diffusion thermique est mise en
e´vidence a` la fois sur les isovaleurs de la tempe´rature (figure 3.44) que sur celles du flux qz
(figure 3.45); isovaleurs prises a` des instants pre´cis au cours de la simulation (dure´e total 20s).
Fig. 3.44 – Isovaleurs de la tempe´rature au cours de la re´solution Mixte.
Fig. 3.45 – Isovaleurs de la composante suivant z du flux de chaleur lors de la re´solution Mixte
continue : mise en e´vidence du phe´nome`ne de diffusion thermique.
Nous prenons une taille de maille constante moyenne, h = 2,8mm et un pas de temps de
0,5s. Comme on peut le voir sur la figure 3.46, une tendance ge´ne´rale correcte des trois mode`les
nume´riques par rapport a` l’analytique et l’approche GS est obtenue par les trois capteurs. Si
l’on regarde plus attentivement ces trace´s, on se rend compte que le TGD est le plus e´loigne´ (de
la solution analytique) alors que la formulation Mixte est la plus rapproche´e.
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Fig. 3.46 – Evolution de la tempe´rature : comparaison des divers mode`les nume´riques implante´s
dans Forge 3©r avec h = 2,8mm.
Comparer les temps de re´solution et les erreurs moyennes des quatres mode`les du tableau
3.13 nous indique que la formulation Mixte est la plus fiable, avec des erreurs tre`s faibles et un
temps de calculs tout a` fait raisonnable.
[0,20s] GS TGD Gdimp Mixte
CPU 66s 180s 70s 100s
erreur z = 1mm 1,7% 1% 0,75% 0,5%
erreur z = 10mm 0,8% 6,2% 3,1% 0,3%
Tab. 3.13 – Test de conduction impose´e : comparaison des temps calculs et des erreurs.
Remarque 3.5 Solution analytique de la composante qz du flux de chaleur.
Graˆce a` la solution analytique donnant la tempe´rature (3.61) et a` la loi de Fourier, on peut
calculer la solution analytique de qz. Cette dernie`re s’e´crit :
qz(z,t) = − k ∂T
∂z
(z,t) = − k (Tout − T0)
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La formulation Mixte permet e´galement de suivre et de visualiser les e´volutions du flux qz au
cours du temps. Ainsi, nous les avons repre´sente´es sur la figure 3.47 pour un noeud directement
en contact avec le flux Φconv (c’est a` dire z = 0mm) et un autre place´ a` z = 10mm. En comparant
avec la solution analytique, on observe un le´ger de´calage, en de´but de simulation, pour le capteur
directement en contact. Comme pour le test de tempe´rature impose´e, ce de´calage provient de
l’initialisation de flux et s’estompe au bout de quelques incre´ments. Malgre´ ce de´calage, il y a
une bonne concordance des re´sultats.
⇒ Avec un maillage moyennement grossier, le mode`le Mixte continu semble encore mieux
adapte´ que l’approche GS pour le test de conduction impose´e, en donnant une estimation plus
pre´cise du champ de tempe´rature (avec un couˆt de calcul un peu plus important).
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Fig. 3.47 – Evolution de flux qz : comparaison entre l’analytique et la formulation Mixte continue.
3.6.3.3 Sensibilite´ de la formulation Mixte au maillage et au pas de temps
Comme pre´ce´demment, on peut e´tudier l’influence du maillage et du pas de temps sur la
solution nume´rique Mixte (ou sur les solutions nume´riques TGD et Gdimp). Quel que soit le
mode`le de re´solution choisi, le meˆme comportement en de´coule : une solution nume´rique plus
pre´cise (avec une erreur plus petite) avec un maillage plus fin ou un pas de temps plus petit et
ceci au de´triment d’un temps de calculs beaucoup plus e´leve´.
Pour illustrer ces propos, nous repre´sentons seulement l’e´volution de la tempe´rature Mixte
pour le noeud situe´ a` z = 10mm. Un re´chauffement dans la barre va se produire avec cette mise
en donne´es : T0 = 1000◦C, Tout = 200◦C et hc = 20 000.
– La figure 3.48(a) s’inte´resse au raffinement de maillage avec un pas de temps fixe´ a` 1s.
Une estimation de la tempe´rature de´ja` tre`s pertinente est obtenue avec le maillage le plus
grossier (' 0,8%).
– La figure 3.48(b) met en e´vidence la sensibilite´ de la solution nume´rique Mixte au raffi-
nement du pas de temps, obtenue avec un maillage fin (h = 1mm) et une solution exacte
trace´e pour dt = 0,25s.
(a) Influence du maillage h (b) Influence du pas de temps dt
Fig. 3.48 – Evolution de la tempe´rature ”Mixte” pour le capteur situe´ a` z = 10mm.
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3.6.3.4 Sensibilite´ de la formulation mixte au coefficient de transfert thermique hc
Dans ce paragraphe, nous mettons en e´vidence l’influence du coefficient de transfert ther-
mique sur la solution nume´rique. A cet effet, nous conside´rons le test suivant : la barre initia-
lement a` 1200◦C est mise en contact avec un outil qui est a` Tout = 50◦C. La barre est maille´e
avec une taille de maille fine (h = 1mm) et le pas de temps choisi est d’une seconde. Ainsi, la
barre au contact de cet outil va se re´chauffer. Bien e´videmment, ce re´chauffement sera plus ou
moins prononce´ suivant la valeur du coefficient d’e´change thermique hc.
Comme en te´moignent les divers trace´s de la figure 3.49, plus ce coefficient hc est e´leve´,
plus le re´chauffement est se´ve`re et brutal. Autrement dit, pour un noeud situe´ a` 10mm du
bord impose´, le re´chauffement ressenti sera moins violent que pour un noeud directement en
contact avec l’outil. Par conse´quent, les noeuds de la face en contact prendront rapidement la
tempe´rature de l’outil pour les plus grandes valeurs de hc (figure 3.49(b)) alors que le noeud a`
10mm aura tendance a` re´chauffer plus lentement avec un hc tre`s petit (figure 3.49(a)).
(a) Evolution thermique : noeud z = 0mm (b) Evolution thermique : noeud z = 10mm
Fig. 3.49 – Influence du coefficient de transfert thermique hc sur la solution nume´rique Mixte.
Sur la figure 3.49(b), on peut e´galement remarquer qu’a` partir de la valeur hc = 105, un
re´chauffement maximum est atteint. D’autre part, le phe´nome`ne de conduction est tre`s bien
pris en compte sur la face en conduction impose´e avec la formulation Mixte. Chose e´tonnante,
on se rend compte que pour cette face, l’estimation de la tempe´rature ”Mixte” devient de plus
en plus pre´cise avec un coefficient de transfert de plus en plus important, en passant de 3,2% a`
0,01% (cf tableau 3.14), alors que le phe´nome`ne inverse se produit avec le capteur positionne´ a`
10mm.
[0,20s] hc = 200 2 000 2.104 2.105 2.106
Erreur z = 0mm 3,2% 3% 1% 0,1% 0,01%
Erreur z = 10mm 2% 4,8% 5,7% 5,8% 5,8%
Tab. 3.14 – Influence du coefficient de transfert thermique hc sur l’erreur Mixte.
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3.6.3.5 Conclusion
La me´thode Mixte a e´te´ valide´e sur le test de conduction impose´e, en donnant une estima-
tion pre´cise de la tempe´rature, avec un temps de re´solution acceptable. Les sche´mas TGD et
Gdimp semblent moins bien approprie´s, avec des re´sultats moins pertinents. Cependant, aucun
des mode`les n’a fait apparaˆıtre de phe´nome`nes non physiques.
De plus, la me´thode Mixte semble aussi pre´cise que l’approche GS; seul le couˆt des calculs diffe`re.
3.6.3.6 Remarques
A partir du cas-test en conduction impose´e, valide´ avec la formulation Mixte, nous pouvons
faire plusieurs commentaires.
a) Comparaison de cas ”extreˆmes” en tempe´rature et conduction impose´e
Lorsque le coefficient de transfert thermique est tre`s e´leve´ (hc ' 106W/m/K ou encore
dans l’absolu quand hc → ∞), la condition de conduction impose´e tend vers la condition de
tempe´rature impose´e.
Dans cette partie, on se propose donc de regarder si on arrive effectivement a` cette conclusion.
Pour cela, on choisit une taille de maille de 2mm, une tempe´rature initiale T0 de 1 000◦C et :
– une tempe´rature impose´e Timp = 25◦C,
– une tempe´rature exte´rieure Text = 25◦C et un coefficient de transfert thermique
hc = 2.106W/m/K.
Pour e´tudier ce refroidissement, nous conside´rons trois capteurs, situe´s a` 1, 10 et 20mm du
bord re´gule´ thermiquement. Sur la figure 3.50, nous repre´sentons, pour ces trois capteurs, la
solution analytique (en tempe´rature impose´e), la solution nume´rique de´coulant d’une re´solution
Mixte en tempe´rature et celle en conduction impose´e qui se superposent.
Fig. 3.50 – Evolution de la tempe´rature ”Mixte” : comparaison entre le test en tempe´rature
impose´e et celui en conduction impose´e.
En comparant les re´sultats nume´riques, il est inte´ressant de noter que les erreurs prove-
nant de la conduction impose´e sont plus importantes que celles en tempe´rature impose´e; ce qui
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est normal. Pour qu’elles soient identiques, il aurait fallu supposer une valeur plus grande du
coefficient de transfert conductif hc.
[0,20s] z = 1mm z = 10mm z = 20mm
Erreur convimp 4% 1,8% 0,5%
Erreur timp 2,5% 1,4% 0,4%
Tab. 3.15 – Comparaison des erreurs provenant d’une re´solution Mixte.
b) Prise en compte de la convection/rayonnement
Jusqu’a` pre´sent, nous avons valide´ la formulation mixte et les deux mode`les discontinus P0
uniquement sur des cas-test ou` la diffusion thermique e´tait uniaxiale et provenait de la prise
en compte des conditions aux limites type Dirichlet (tempe´rature ou flux impose´(e)) ou Fourier
(conduction impose´e).
Nous nous proposons de rajouter des e´changes thermiques entre la pie`ce et l’air. En effet, le
phe´nome`ne de convection/rayonnement est la dernie`re condition aux limites qui n’a pas encore
e´te´ aborde´e et qui, de plus est, se re´ve`le pre´sente au cours du processus du forgeage d’une pie`ce
me´tallique.
Il est donc inte´ressant de regarder comment se comportent les divers mode`les si l’on prend en
compte ce type d’e´change thermique entre la barre d’acier et l’air (sous la forme d’une e´criture
simplifie´e). Malheureusement, dans ce cas, nous n’aurons plus de solution analytique pour nous
servir de re´fe´rence. C’est pourquoi, nous choisissons de prendre comme solution de re´fe´rence la
solution nume´rique GS, et pour l’ensemble des cas qui n’auront plus de solutions exactes.
Pour e´tudier la convection/rayonnement, nous reprenons la barre d’acier (avec h = 2mm)
qui a toujours les meˆmes caracte´ristiques. Sa tempe´rature est de 25◦C. La tempe´rature ambiante
est de Text = 50◦C, avec un coefficient d’e´change thermique hext variable (figure 3.51).
Fig. 3.51 – Barre d’acier a` 25◦C en contact avec l’air sur l’ensemble de ses faces.
Prenons deux valeurs de ce coefficient hext : 20W/m/K et 2000W/m/K. Au contact de l’air,
la barre va donc se re´chauffer et ce re´chauffement sera accentue´ avec la plus grande valeur du
coefficient de transfert thermique hext . Pour visualiser ce re´chauffement, nous plac¸ons un cap-
teur directement sur une face libre, en contact avec l’air , avec pour coordonne´es (0,0,50).
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La figure 3.52 repre´sente l’e´volution de la tempe´rature pour les diverses solutions nume´riques
Forge 3©r, obtenue pour ce capteur et pour les deux valeurs du coefficient hext. En comparant
a` la solution nume´rique GS de re´fe´rence, on se rend compte que le phe´nome`ne de convec-
tion/rayonnement est parfaitement pris en compte avec les trois mode`les.
Fig. 3.52 – Comparaison des divers mode`les nume´riques sur le test de rayonnement.
⇒ Le dernier mode de transfert thermique en convection/rayonnement est bien pris en
compte par les trois mode`les nume´riques (TGD, Gdimp et formulation Mixte); ce re´sultat valide
ces trois formulations, en ayant pour seule solution de re´fe´rence la solution nume´rique Galerkin
standard asynchrone de Forge 3©r.
b) Prise en compte de la conduction et de la convection/rayonnement
Les phe´nome`nes de conduction et de convection/rayonnement e´tant correctement ge´re´s et de
fac¸on inde´pendante par la formulation Mixte et les mode`les discontinus, on se propose dans ce
dernier paragraphe de les combiner. Pour ce faire, nous pre´sentons un cas de re´chauffement puis
de refroidissement de la barre d’acier, avec la solution nume´rique GS asynchrone de Forge 3©r
comme base de comparaison.
• Premier cas : re´chauffement
Les conditions de la simulation sont les suivantes :
- Une tempe´rature initiale de la pie`ce a` 25◦C
- Un outil a` la tempe´rature de 100◦C est en contact avec la face infe´rieure de la barre. Le
coefficient de transfert de conduction est de 2 000W/m/K.
- Le reste de la pie`ce rayonne (Text = 50◦C et hext = 50W/m/K).
- La taille de maille choisie est de 2,8mm.
- Un capteur est positionne´ a` 10mm du bord en contact avec l’outil.
Comme on peut le voir sur les diffe´rentes e´volutions thermiques de la figure 3.53, un re´chauffement
dans la pie`ce est obtenu. L’allure ge´ne´rale des courbes semble correcte. On remarque que le TGD
reste le plus e´loigne´ de la solution GS, que le Gdimp donne une solution nume´rique encoura-
geante et que la formulation Mixte co¨ıncide parfaitement.
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Fig. 3.53 – Comparaison des divers mode`les nume´riques sur le test de re´chauffement.
• Deuxie`me cas : refroidissement de la barre
Ici, nous supposons :
- Une tempe´rature initiale de la pie`ce a` 800◦C
- Un outil a` la tempe´rature de 25◦C est en contact avec la face infe´rieure de la barre. Le
coefficient de transfert de conduction est de 20 000W/m/K.
- Le reste de la pie`ce rayonne (Text = 50◦C et hext = 50W/m/K).
- La taille de maille choisie est de 2,8mm.
- Un capteur est positionne´ a` 10mm du bord en contact avec l’outil.
Cette mise en donne´es entraˆıne un refroidissement dans la pie`ce, visible sur les divers trace´s
nume´riques de la figure 3.54. Le meˆme comportement que pour un test de refroidissement est
obtenu : les trois solutions nume´riques (Gdimp et Mixte) ont une allure ge´ne´rale tre`s proche de
la solution de re´fe´rence, le TGD reste le plus e´loigne´ et la formulation Mixte est la plus fiable.
Fig. 3.54 – Comparaison des divers mode`les nume´riques sur le test de refroidissement.
⇒ Le mode`le Mixte semble efficace pour re´soudre simultane´ment les proble`mes de conduction
et de convection/rayonnement. Notre sche´ma Gdimp est le´ge`rement moins pertinent que la
formulation Mixte en donnant une estimation de la tempe´rature satisfaisante et toujours avec
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un gain de temps non ne´gligeable. Par comparaison, le TGD est le moins pre´cis, tout en restant
acceptable.
3.7 Bilan ge´ne´ral
Dans ce troisie`me chapitre, nous nous sommes inte´resse´s a` la re´solution nume´rique du
proble`me thermique instationnaire en introduisant un mode`le original, la formulation mixte
continue P1/P1. Apre`s avoir longuement de´taille´ notre nouveau mode`le (discre´tisation spatio-
temporelle, choix du sche´ma temporel, traitement subtil des conditions aux limites, re´solution
du syste`me line´aire,...), nous avons effectue´ plusieurs validations nume´riques sur des cas pure-
ment thermiques munis d’une solution analytique afin d’en e´valuer sa robustesse.
Pour faciliter la synthe`se de notre mode`le, nous dressons tous ses avantages et ses limitations,
avant de les regrouper dans un tableau 3.16.
a) Avantages
; Sa formulation mixte originale permet, a` tout instant du processus thermique, de de´terminer
inde´pendamment le champ de tempe´rature et le flux de chaleur.
; Il y a possibilite´ de lui affecter divers sche´mas d’inte´gration temporelle dont le plus per-
formant est le sche´ma de Dupont implicite. On peut noter que le sche´ma Mixte implicite (a`
deux pas de temps) est aussi inte´ressant, avec un temps de re´solution non ne´gligeable malgre´
l’apparition fre´quente d’oscillations non physiques.
; Le mode`le est stable, robuste, extreˆmement pre´cis (de meˆme ordre de pre´cision que l’ap-
proche GS combine´e a` la thermique asynchrone pour le test de flux impose´ et de convection
impose´e).
; Par comparaison aux solutions analytiques, aux sche´mas discontinus (TGD et Gdimp) et
quand cela est possible a` l’approche GS asynchrone, la formulation Mixte est la plus adapte´e
pour re´soudre les proble`mes de diffusion pure.
; Le mode de structuration du maillage n’influe pas sur les solutions nume´riques (en
tempe´rature et en flux).
; Le fait d’augmenter le degre´ de l’interpolation en passant a` des polynoˆmes (continus)
de degre´ 1, permet de s’affranchir des principales limitations de l’approche GS (sans thermique
asynchrone) et du TGD, et de conserver tous les avantages d’une formulation mixte.
b) Inconve´nients
; Utiliser une interpolation mixte P1/P1 conduit a` une meilleure pre´cision qu’avec du P0/P0.
En contre-partie, le temps de calcul est plus important avec a` pre´sent, la re´solution d’un syste`me
line´aire a` quatre inconnues par noeud.
; D’autre part, notre mode`le reste sensible au raffinement de maillage et au pas de temps.
Cette sensibilite´ a des conse´quences non ne´gligeables lorsqu’on s’inte´resse a` la simulation de
choc thermique extreˆme avec un pas de temps tre`s petit (infe´rieur a` 0,01s) : des fluctuations
spatio-temporelles peuvent survenir. Il faut donc faire tre`s attention au jeu de parame`tres utilise´
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(maillage h, pas de temps dt et conditions initiales et aux limites) de manie`re a` ce qu’il reste
raisonnable et cohe´rent vis a` vis de la condition de profondeur de pe´ne´tration.
Dans ce cas pre´cis, le TGD et le Gdimp sont plus stables et plus robustes en ne pre´sentant au-
cune fluctuation. On pourrait donc envisager de coupler les mode`les Gdimp(ou TGD)/formulation
Mixte sur les premiers incre´ments de la simulation pour estomper les oscillations, la` ou` le choc
ressenti est violent. Il ne resterait plus qu’a` de´terminer un crite`re pour le couplage de ces mode`les.
Formulation Mixte continue P1/P1
• Interpolation P1/P1 : T et −→q line´aires par e´le´ment.
• Plusieurs sche´mas d’inte´gration temporelle : le sche´ma Dupont implicite retenu
; sche´ma stable, consistant.
• Syste`me line´aire a` re´soudre avec 4 inconnues par noeud.
• Formulation extreˆmement pre´cise, robuste, la plus adapte´e pour re´soudre les proble`mes
purement diffusifs.
• Mais suffisamment sensible au maillage et au pas de temps dt.
• Validation sur les trois cas tests purement thermiques :
∗ Tempe´rature impose´e : absorption du choc thermique. Equilibre thermique atteint
en fin de simulation.
∗ Flux impose´ : elle se re´ve`le meilleure que le Gdimp (et donc le TGD) et aussi
performant que l’approche GS asynchrone.
∗ Conduction impose´e : elle est aussi performante que l’approche GS asynchrone
∗ Convection/Rayonnement correctement pris en compte (aussi avec le TGD et le
Gdimp).
⇒ Elle offre le meilleur compromis entre la pre´cision et le temps de calcul.
X Attention aux jeux de parame`tres (h, dt, CI et CL) !!
X Possibilite´ de couplage avec le Gdimp si choc thermique trop pre´ponde´rant.
Tab. 3.16 – Bilan de la formulation Mixte continue.
Finalement, cette e´tude comparative [Pelissou 2004] nous permet de conclure sur le fait que
le mode`le Mixte est le plus approprie´ pour re´soudre le proble`me thermique mixte instationnaire.
Dans le chapitre suivant, nous nous proposons d’introduire le couplage me´canique et d’e´valuer
le comportement de la formulation Mixte lors de la re´solution des proble`mes thermome´caniques
fortement couple´s.
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Chapitre 4
Couplage thermome´canique
Jusqu’a` pre´sent, nous avons uniquement aborde´ la mode´lisation et diverses techniques de
re´solution du proble`me thermique instationnaire qui se re´ve`le indispensable pour la simulation
nume´rique des proce´de´s de mise en forme des me´taux. Cependant, au cours du proce´de´ du
forgeage (a` chaud, a` tie`de ou a` froid), la pie`ce initiale va subir d’importantes de´formations a`
tempe´rature e´leve´e au contact des outillages; ce qui nous conduit de`s lors a` re´soudre un proble`me
thermome´canique fortement couple´.
Ce dernier chapitre est donc consacre´ au couplage thermome´canique pour les diverses e´tapes
du forgeage a` chaud.
Nous commencerons par pre´senter brie`vement la mode´lisation puis la re´solution du proble`me
me´canique mixte en vitesse/pression avant d’analyser la nature du couplage entre ce proble`me
me´canique et le proble`me thermique mixte en tempe´rature/flux de chaleur.
Enfin, nous finirons par quelques applications nume´riques simples et industrielles avec l’uti-
lisation de la formulation Mixte continue P1/P1 pour re´soudre le proble`me thermique instation-
naire.
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4.1 Formulation et re´solution du proble`me me´canique
Dans cette partie, nous de´crivons le proble`me me´canique relatif a` la mise en forme des
mate´riaux par le proce´de´ de forgeage.
La discre´tisation du proble`me me´canique sera ensuite aborde´e par la me´thode des e´le´ments
finis, avant d’introduire les diverses e´tapes de la re´solution nume´rique.
4.1.1 Mode´lisation me´canique du forgeage
Tout d’abord rappelons que le me´tal chaud a` forger, appele´ lopin, est assimile´ a` un milieu
continu homoge`ne. Nous nous plac¸ons donc dans le cadre de la me´canique des milieux continus
pour suivre l’e´volution du comportement de ce me´tal, occupant un domaine Ωt fini a` l’instant t.
Afin de mode´liser les me´canismes re´gissant la de´formation du mate´riau, nous ajouterons des
e´quations relatives a` la loi de comportement. D’autre part, pour que le proble`me me´canique soit
complet et correctement pose´, nous devrons e´galement introduire des conditions aux limites, a`
la fois sur les surfaces libres qu’en contact, c’est a` dire ajouter des e´quations supple´mentaires
inte´grant le comportement aux interfaces (lois tribologiques des interfaces).
4.1.1.1 Equations de conservation
L’e´coulement de la matie`re forge´e lors de la mise en forme ve´rifie les principes fondamentaux
de la MMC que sont la conservation de la masse et la conservation de la quantite´ de mouvement
qui donne l’e´quation d’e´quilibre.
a) Loi de conservation de la masse
Ce premier principe de conservation stipule que la masse d’un syste`me mate´riel reste constante
au cours du temps, c’est a` dire, en notant ρ la densite´ :
d
dt
∫
Dt
ρ(x,t) dx = 0 ∀Dt ⊂ Ωt
⇔
∫
Dt
[
∂ρ
∂t
+ div(ρ v)
]
dx = 0 ∀Dt ⊂ Ωt (4.1)
Comme le sous-domaine Dt est pris quelconque dans le domaine Ωt, l’expression (4.1) peut se
mettre sous la forme locale :
∂ρ
∂t
+ div(ρ v) = 0 dans Ωt (4.2)
Cette e´criture locale (4.2) est encore appele´e l’e´quation de continuite´.
Remarque 4.1 Le mate´riau e´tant conside´re´ comme homoge`ne et parfaitement incompressible
(avec une densite´ ρ constante), la conservation de la masse revient a` satisfaire l’e´quation
d’incompressibilite´ :
div(v) = 0 dans Ωt (4.3)
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b) Loi de conservation de la quantite´ de mouvement
Pour un solide occupant un domaine Ωt, l’e´quation de conservation de la quantite´ de mou-
vement s’exprime au moyen du tenseur syme´trique des contraintes σ (relie´ a` la loi de compor-
tement), des forces volumiques f (de´crivant par exemple les forces de gravite´) et du champ de
vitesse v de la matie`re :
div(σ) + ρ f = ρ
dv
dt
dans Ωt (4.4)
Au cours du proce´de´ de forgeage, il est courant de ne´gliger les effets d’inertie et de gravite´ par
rapport aux efforts plastiques. En effet, pour un lopin d’acier de 10cm, les forces de gravite´ ne
repre´sentent que 1% des efforts plastiques. D’autre part, les forces d’inertie de´passeraient le 10e`me
des forces de de´formation a` condition d’atteindre localement une vitesse de 50m/s [Boye`re 1999].
Sous ces deux hypothe`ses, le mate´riau se de´formera uniquement sous l’effet des forces im-
pose´es par les outillages. Dans ces conditions, l’e´quation (4.4) se re´duit en obtenant la condition
de nullite´ de la divergence du tenseur des contraintes, appele´e l’e´quation d’e´quilibre :
div(σ) = 0 dans Ωt (4.5)
b) Bilan des lois de conservation
Finalement, dans le cadre de la mise en forme des me´taux, le syste`me d’e´quations re´gissant
les lois de conservation se simplifie de la manie`re suivante :{
div(v) = 0 dans Ωt
div(σ) = 0 dans Ωt
(4.6)
D’un point de vue mathe´matique, ce syste`me (4.6) est incomplet. Il faut donc rajouter a` ces
lois de conservation une relation reliant la contrainte a` la de´formation (par une loi appele´e loi
de comportement) ainsi que des conditions aux limites (avec une ou plusieurs lois tribologiques
a` l’interface).
4.1.1.2 Lois de comportement
Les lois rhe´ologiques de comportement mode´lisent l’e´coulement et la de´formation de la
matie`re au cours de sa mise en forme, lorsque des contraintes lui sont applique´es. Afin d’analyser
le comportement du mate´riau, diffe´rentes sollicitations me´caniques et thermiques sont effectue´es
en vue de de´duire et de dresser le bilan des parame`tres caracte´risant alors son comportement.
En ge´ne´ral, la loi rhe´ologique est une relation reliant la contrainte σ a` la de´formation ε, a` la
vitesse de de´formations ε˙ et a` la tempe´rature T .
L’e´tat des contraintes du mate´riau est de´fini par le tenseur des contraintes de Cauchy σ qui
se de´compose en :
– une partie de´viatorique s repre´sentant le cisaillement,
– et une partie sphe´rique p I repre´sentant la pression hydrostatique p, I e´tant la matrice
identite´.
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σ = s− p I avec p = − 1
3
Tr(σ) (4.7)
Le tenseur des vitesses de de´formation ε˙ s’exprime par la relation :
ε˙ =
1
2
(∇v + >∇v) (4.8)
La contrainte e´quivalente de Von-Mises est donne´e par :
σ¯ =
√
3
2
s : s (4.9)
Le taux de de´formation ge´ne´ralise´ s’exprime :
˙¯ε =
√
2
3
ε˙ : ε˙ (4.10)
A l’instant t du proce´de´, la valeur de la de´formation e´quivalente est obtenue par inte´gration
temporelle :
ε¯ =
∫ t
0
˙¯ε dt (4.11)
La tempe´rature du proce´de´ de forgeage influant sur la loi rhe´ologique, plusieurs types de
comportement de la matie`re se distinguent.
– Au cours du proce´de´ du forgeage a` chaud, la de´formation e´lastique est souvent ne´glige´e : la
loi viscoplastique (ou la loi thermo-viscoplastique) mode´lise le comportement du mate´riau.
– Au cours du proce´de´ du forgeage a` froid, l’e´lasticite´ ne peut plus eˆtre ne´glige´e : le comporte-
ment du mate´riau est alors mode´lise´ par des lois e´lastoplastiques, ou e´lasto-viscoplastiques
ou encore thermo-e´lasto-viscoplastiques.
a) Loi viscoplastique
Pour les proble`mes de mise en forme des me´taux a` chaud, le comportement de la pie`ce
peut eˆtre conside´re´ comme viscoplastique. En effet, lors de la mode´lisation de l’e´coulement de la
matie`re a` chaud, la composante e´lastique de la de´formation est ne´gligeable devant la composante
visqueuse (avec ε˙el = 0).
Dans la majorite´ des cas de simulation du forgeage, la pie`ce subit de grandes transforma-
tions, en se ramenant a` un proble`me de grandes de´formations. Par diffe´renciation du proble`me
et de´composition du temps de mise en forme en petits intervalles de temps, on peut se ramener
a` une formulation base´e sur le tenseur des vitesses de de´formations ε˙ pour de´crire les phe´nome`nes.
Graˆce a` la thermodynamique des milieux continus, un potentiel viscoplastique ϕ relie le
tenseur de´viateur des contraintes s a` la vitesse de la de´formation plastique ε˙ par :
s =
∂ϕ
∂ε˙
(4.12)
En combinant la de´finition du taux de de´formation ge´ne´ralise´ (4.10) a` l’expression (4.13) ci-
dessous du potentiel viscoplastique de Norton-Hoff
ϕ =
K
m+ 1
[√
3 ˙¯ε
]m+1
(4.13)
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la loi de comportement de Norton-Hoff va s’e´crire :
s = 2K
[√
3 ˙¯ε
]m−1
ε˙ (4.14)
K repre´sentant la consistance du mate´riau et m la sensibilite´ a` la vitesse de de´formation.
Il faut e´galement pre´ciser que dans notre cas, la consistanceK peut de´pendre de la tempe´ratu-
re : cette de´pendance de´crit les phe´nome`nes d’e´crouissage pour un mate´riau thermo-e´crouissable.
Quelques lois d’e´crouissage sont introduites dans le § 4.2.1.1 en e´voquant la nature du couplage
thermome´canique.
Remarque 4.2 Loi thermo-viscoplastique.
Lors du forgeage a` chaud, on peut e´galement rencontrer un comportement thermo-viscoplastique
de la pie`ce. La de´formation va alors se de´composer en :
– une partie thermique qui peut eˆtre de´duite de la loi classique thermo-e´lastique :
ε˙th = α T˙ I (4.15)
ou` α est le coefficient de la dilatation thermique et T˙ la vitesse de refroidissement.
– et en une partie viscoplastique de´crite par la loi de Norton-Hoff (4.14) avec :
ε˙vp =
√
3
2
(
σ¯
K
√
3
) 1
m s
σ¯
s = 2K
[√
3 ˙¯ε
]m−1
ε˙
σ¯ = K
√
3
[√
3 ˙¯ε
]m

⇔ ε˙vp = 3
2
˙¯ε
s
σ¯
(4.16)
Soit la loi thermo-viscoplastique

ε˙ = ε˙vp + ε˙th
ε˙vp =
3
2
˙¯ε
s
σ¯
et Tr(ε˙vp) = 0
ε˙th = α T˙ I et Tr(ε˙th) = 3α I
(4.17)
b) Loi thermo-e´lasto-viscoplastique
Cette dernie`re loi de comportement permet de simuler le traitement thermique mettant en
jeu diffe´rents aspects nume´riques (comme le contact, le frottement, le remaillage) et de forts
gradients thermiques (une gamme de tempe´rature tre`s large) qui influencent fortement le com-
portement du mate´riau tout au long du proce´de´.
Dans le cas de traitement thermique, la de´formation totale est faible (' 1%) et se trouve
le plus souvent dans le domaine des de´formations e´lastiques. Cependant, paradoxalement, les
de´formations plastiques induites, infiniment petites, sont les principales causes des contraintes
re´siduelles et des distorsions de trempe.
Introduite par [Aliaga 2000] dans le code Forge 3©r, la loi de comportement thermo-e´lasto-
viscoplastique mode´lise l’ensemble du processus de trempe et repre´sente la rhe´ologie du mate´riau
depuis son comportement visqueux a` chaud jusqu’au comportement e´lastoplastique a` froid, voire
meˆme avec un retour e´lastique en fin du traitement.
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Puisque le comportement thermo-e´lasto-viscoplastique est une ge´ne´ralisation des diffe´rentes
lois rhe´ologiques, le tenseur des vitesses de de´formation ε˙ va s’exprimer comme e´tant la somme
des vitesses de de´formation e´lastique ε˙el et viscoplastique ε˙vp et d’une composante thermique
de la vitesse de la de´formation ε˙th, en conside´rant la dilatation thermique du mate´riau (thermo-
e´lastique). Ce qui nous conduit a` la de´composition suivante :
ε˙ = ε˙el + ε˙vp + ε˙th
ε˙el = D−1 σ˙
ε˙vp =
3
2
˙¯ε
s
σ¯
et Tr(ε˙vp) = 0
ε˙th = α T˙ I et Tr(ε˙th) = 3α I
(4.18)
La partie e´lastique est de´crite par la loi de Hooke [Bousseta 2005] alors que la composante
viscoplastique suit la loi de Norton-Hoff (4.14).
4.1.1.3 Conditions initiales et aux limites me´caniques
Les conditions initiales du proble`me me´canique sont donne´es par la position initiale.
Pour ce qui est des conditions aux limites, notons par Γ la frontie`re du domaine Ω oc-
cupe´ par le mate´riau. Cette frontie`re se de´compose en une re´union de quatre parties disjointes
Γ = Γl∪Γf ∪Γv∪Γc sur lesquelles on impose des conditions aux limites de´crites sur la figure 4.1.
• Sur la surface libre Γl, la contrainte normale σn est nulle : σn = 0.
• Sur la frontie`re a` chargement impose´ Γf , la contrainte normale est e´gale au vecteur
contrainte impose´ F tel que : σn = F .
• La vitesse est impose´e sur la frontie`re Γv : v = vimp avec vimp la vitesse impose´e.
Ce cas de figure peut par exemple mode´liser un contact bilate´ral collant entre un corps rigide
(vitesse connue) et un corps de´formable.
• Enfin le mate´riau est en contact avec les outils au niveau de la surface Γc . Le contact
s’accompagnant ge´ne´ralement de frottement, diverses conditions de contact et de frottement
peuvent eˆtre de´finies sur cette surface de contact. Ceci fait l’objet du paragraphe suivant.
Fig. 4.1 – Mode´lisation des conditions aux limites du proble`me me´canique.
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4.1.1.4 Contact et frottement : proble`mes d’interface
Bien que cela ne concerne pas les objectifs de ce manuscrit, on re´sume les conditions de
contact et de frottement entre un corps de´formable (pie`ce) et un outil rigide, qui ont une e´volution
temporelle faisant partie des inconnues du proble`me me´canique [Barboza 2004, Terzolo 2004].
a) Condition de contact
Plusieurs types de contact peuvent eˆtre impose´s sur la surface Γc : il peut s’agir d’un contact
unilate´ral ou bilate´ral (de´collement autorise´ ou impossible des noeuds en contact), avec comme
spe´cificite´ supple´mentaire d’eˆtre collant ou glissant (de´placement tangentiel interdit ou permis
des noeuds en contact).
Ge´ne´ralement, la condition relative au contact unilate´ral est retenue. Ce type de contact est
de´crit par les conditions classiques de Signorini qui imposent la non pe´ne´tration des noeuds de
la pie`ce dans l’outillage :
(v − vout) . n ≥ 0
σn ≤ 0 sur Γc{
(v − vout) . n
}
σn = 0
(4.19)
avec v la vitesse sur le corps de´formable, vout celle sur le corps rigide, n la normale sortante par
rapport a` l’outil (figure 4.1) et σn = σn.n la pression de contact.
b) Loi de frottement
Ge´ne´ralement, le contact ne se fait pas sans frottement, sauf si on le ne´glige volontairement.
Par conse´quent, nous devons prendre en compte une condition relative au frottement entre le
lopin et les outils de forgeage sur Γc .
Le frottement est l’existence de forces s’exerc¸ant sur une interface entre deux corps et tendant
a` s’opposer au mouvement tangentiel entre eux. Cela se traduit par l’existence d’une contrainte
tangentielle, appele´e la cission de frottement τ :
τ = σn− σnn (4.20)
De´finir une loi de frottement, c’est mettre en relation τ et diverses grandeurs physiques
qui vont l’influencer. La formulation intuitive des lois de frottement qui permettent donc de
mode´liser le frottement a` l’interface entre deux corps en contact quand un mouvement de glisse-
ment se produit entre eux, s’exprime dans la plupart des cas a` l’aide de la vitesse de glissement.
Cependant, une e´criture en de´placement peut-eˆtre pre´fe´re´e.
Dans la pratique, il faut exercer une force tangentielle minimale pour faire apparaˆıtre une
glissement entre ces deux corps en contact. Plusieurs lois de frottement existent. Enume´rons les
principales.
Pour cela, introduisons la vitesse de glissement tangentielle ∆vg de´finie par :
∆vg = (v − vout)−
[
(v − vout) . n
]
n (4.21)
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• Loi de Tresca
La loi de Tresca de´rive des lois de comportement plastiques incompressibles. Cette loi relie
la cission de frottement τ a` la contrainte d’e´coulement du mate´riau σ0 par le coefficient de
frottement de Tresca m¯ :
τ = − m¯ σ0√
3
∆vg
‖∆vg‖ avec 0 ≤ m¯ ≤ 1 (4.22)
• Loi de Coulomb
La loi de frottement de Coulomb relie la cission critique de frottement τc a` la pression de
contact pc = −σn par le coefficient de frottement µ :
τc = µ pc
∆vg
‖∆vg‖ (4.23)
• Loi puissance : loi de frottement viscoplastique
Enfin, la loi puissance, encore appele´e la loi de frottement de Norton, est souvent utilise´e en
forgeage a` chaud avec de fortes pressions de contact. De´rivant du comportement visqueux, elle
relie la cission de frottement τ a` la vitesse de glissement tangentielle ∆vg :
τ = − αf K ‖∆vg‖q−1∆vg (4.24)
avec αf le coefficient de frottement, q le coefficient de sensibilite´ a` la vitesse de glissement et K
la consistance du mate´riau.
4.1.1.5 Re´capitulatif des e´quations me´caniques relatives au proce´de´ du forgeage
Si l’on tient compte de l’ensemble des e´quations pre´ce´demment e´tablies, la formulation
continue du proble`me me´canique va compter neuf inconnues : trois scalaires pour la vitesse
et six pour la contrainte. Bien e´videmment, nous n’allons pas re´soudre ce proble`me mixte en vi-
tesse/contrainte mais en vitesse/pression : la contrainte σ est alors exprime´e par sa de´composition
de´viatorique et s par la loi de comportement.
Re´capitulons alors l’ensemble des e´quations re´gissant le proble`me me´canique fort, sous sa
forme mixte en vitesse/pression. Il s’agit de trouver les champs (v,p) ve´rifiant l’e´quation d’e´quilibre
(munie d’une loi de comportement) et l’e´quation d’incompressibilite´, avec un certain nombre de
conditions initiales et aux limites tel que :
div(σ) = div(s)−∇p = 0 e´quation d’e´quilibre
div(v) = 0 e´quation d’incompressibilite´
s = 2K
[√
3 ˙¯ε
]m−1
ε˙ loi de comportement de Norton-Hoff
(v − vout) . n ≤ 0 sur Γc contact unilate´ral
τ = − αf K ‖∆vg‖q−1∆vg sur Γc loi de frottement de Norton
(4.25)
La formulation forte du proble`me me´canique e´tant e´tablie, nous poursuivons cette e´tude avec
l’utilisation de la me´thode des e´le´ments finis en vue de re´soudre nume´riquement le proble`me
me´canique.
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4.1.2 Discre´tisation du proble`me me´canique
Nous avons besoin de formuler plus faiblement le proble`me (4.25) avant de pre´senter les deux
e´tapes essentielles de la discre´tisation du proble`me me´canique mixte instationnaire.
4.1.2.1 Formulation faible me´canique
En utilisant des fonctions tests approprie´es ainsi que la formule de Green, ou encore en ap-
pliquant directement le Principe des Puissances Virtuelles, nous obtenons, a` partir de l’e´quation
d’e´quilibre et de l’e´quation d’incompressibilite´, la formulation faible associe´e au proble`me me´canique
fort (4.25).
En notant V l’espace des vitesses cine´matiquement admissibles, par V0 l’espace des vitesses
cine´matiquement admissibles a` ze´ro et P l’espace des pressions p tels que :
V =
{
v ∈ [H1(Ω)]3, (v − vout).n ≤ 0 sur Γc
}
V0 =
{
v ∈ V, v.n ≤ 0 sur Γc
}
P = L2(Ω)
(4.26)
la formulation variationnelle mixte en vitesse/pression s’e´crit :
∫
Ω
s(v) : ε˙(v∗) dΩ −
∫
Ω
pdiv(v∗) dΩ −
∫
Γc
τ . v∗ dΓ = 0 ∀v∗ ∈ V0
∫
Ω
p∗ div(v) dΩ = 0 ∀p∗ ∈ P
(4.27)
De plus, si l’on conside`re la loi rhe´ologique de Norton-Hoff (4.14) et la loi de frottement puis-
sance (4.24), cette formulation faible devient pour ∀(v∗, p∗) ∈ V0 × P :
∫
Ω
2K (
√
3 ˙¯ε(v))m−1 ε˙(v) : ε˙(v∗)dΩ −
∫
Ω
p div(v∗) dΩ +
∫
Γc
αf K ‖∆vg‖q−1∆vg v∗ dΓ = 0
∫
Ω
p∗ div(v) dΩ = 0
(4.28)
La formulation variationnelle e´tant e´tablie, nous sommes capables de calculer la solution
mixte (v, p) de ce proble`me en introduisant une approximation spatiale par la me´thode des
e´le´ments finis. Comme ce proble`me est instationnaire avec donc des inconnues de´pendant a` la
fois des variables spatiale (x) et temporelle (t), nous commenc¸ons par introduire la discre´tisation
temporelle avant de nous inte´resser a` l’approximation spatiale.
4.1.2.2 Discre´tisation temporelle
Afin de prendre en compte l’e´volution de la ge´ome´trie au cours du temps, il faut ajouter (puis
re´soudre) l’e´quation d’e´volution (4.29) au proble`me ou` x(t) repre´sente la position en chaque point
mate´riel : 
dx
dt
= v(t, x(t)) ∀x ∈ Ωt
x(0) = x0 avec x0 ∈ Ω0 donne´
(4.29)
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Nous allons donc fractionner l’intervalle de temps Tsim (correspondant a` la dure´e de l’en-
semble de la simulation) en N incre´ments, de´finis par des pas de temps ∆ti tels que :
Tsim = ∪Ni=1 [ ti, ti +∆ti ]
La configuration Ωt e´tant connue a` l’instant t, la solution (vt, pt) satisfaisant l’e´quilibre a` cet
instant peut eˆtre de´termine´e. La nouvelle configuration a` l’instant suivant (t + ∆t) sera donc
calcule´e a` partir de la configuration pre´ce´dente au temps t.
Un des sche´mas d’inte´gration temporelle utilise´ pour re´soudre l’e´quation (4.29) est un sche´ma
de type Euler explicite. Entre deux incre´ments de temps conse´cutifs t et t+∆t, l’e´coulement du
mate´riau s’e´crit :
x(t+∆t) = x(t) + ∆t v(t, x(t)) ⇔ xt+∆t = xt +∆t vt
Cela revient donc a` supposer que la vitesse reste constante pendant l’intervalle de temps [t,t+∆t].
4.1.2.3 Discre´tisation spatiale
a) Principe
La discre´tisation par e´le´ments finis consiste a` de´terminer la solution de la formulation varia-
tionnelle (4.27) non plus dans les espaces continus V et P, mais dans des sous-espaces d’approxi-
mation de dimension finie Vh et Ph, contenant la solution mixte (vh, ph) du proble`me discret, h
e´tant la taille de maille.
Ces sous-espaces sont de´finis par une partition du domaine Ωh (approximation du domaine
Ω) en une re´union d’e´le´ments finis, appele´e triangulation et note´e Th, avec :
Ωh =
⋃
e∈Th
Ωe
et pour i 6= j, Ωi ∩ Ωj = {0} ou contient un sommet, une areˆte ou une face.
A cause du couplage entre le champ de vitesse et de pression, les espaces d’approximations
ne peuvent eˆtre pris inde´pendamment; ce qui entraˆıne un choix non trivial des e´le´ments finis.
En effet, l’existence et l’unicite´ de la solution (vh, ph) ne seront assure´es que si ces espaces
d’approximation ve´rifient la condition de compatibilite´ de Brezzi-Babus˘ka [Brezzi-Fortin 1991] :
cette condition de compatibilite´ est en fait une condition de stabilite´ spatiale a` laquelle est com-
bine´e une condition de consistance, assurant ainsi la convergence de la solution mixte (vh, ph)
vers celle du proble`me fort (v, p) lorsque h tend vers ze´ro.
b) Choix de l’e´le´ment fini mixte P+1 /P1 [Coupez 1991]
Un choix possible pour ve´rifier la condition de Brezzi-Babus˘ka est d’opter pour l’e´le´ment fini
te´trae´drique mixte P+1 /P1 (cf figure 4.2). De´taillons cet e´le´ment P
+
1 /P1 quasi-line´aire, encore
appele´ le ”mini-e´le´ment”.
– Les champs de vitesse et de pression sont interpole´s line´airement en fonction de chacune
des valeurs nodales du te´trae`dre.
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– Le champ de vitesse est enrichi par le rajout d’un e´le´ment bulle (rajout d’un degre´ de
liberte´) au centre de l’e´le´ment. Cet ajout, note´ + a pour conse´quence de satisfaire la
compatibilite´ de l’e´le´ment P+1 /P1 entre l’interpolation de la pression et celle de la vitesse.
– La fonction bulle s’annule sur les faces du te´trae`dre et est continue sur les quatre sous-
te´trae`dres, de´finis par les quatre sommets et le centre de gravite´ du te´trae`dre.
Fig. 4.2 – Configuration 3D de l’e´le´ment fini mixte P+1 /P1 en v/p.
En rappelant que P1 est l’interpolation line´aire et que Ωei (i = 1 a` 4) sont les quatre sous-
e´le´ments (ou sous-te´trae`dres) de l’e´le´ment te´trae´drique Ωe, les espaces d’approximations se for-
mulent comme suit :
Ph =
{
ph ∈ C0(Ωh) tq ∀e ∈ Th , ph|Ωe ∈ P1(Ωe)
}
Vh = Lh ⊕ Bh
Lh =
{
vh ∈ [C0(Ωh)]3 tq ∀e ∈ Th , vh|Ωe ∈ [P1(Ωe)]3 et (vh − vout) . ≤ 0 sur Γc
}
Bh =
{
bh ∈ [C0(Ωh)]3 tq ∀e ∈ Th , bh|Ωei ∈ [P1(Ωei )]3 et bh = 0 sur ∂Ωei
}
En notant respectivement N l et N b les fonctions de bases line´aires et bulle, les champs de
vitesse et de pression discrets sont approxime´s par :
vh = vlh + bh =
nbnoe∑
i=1
vliN
l
i +
nbelt∑
k=1
bkN
b
k
ph =
nbnoe∑
i=1
piN
l
i
(4.30)
avec les notations :
– nbnoe et nbelt le nombre de noeuds et d’e´le´ments dans le maillage.
– N li la fonction d’interpolation d’ordre 1 associe´e au noeud i. Cette fonction est utilise´e
pour l’interpolation des champs de vitesse et de pression : elle vaut 1 au noeud i et 0 sur
les autres noeuds de l’e´le´ment.
– N bk la fonction d’interpolation d’ordre 2 associe´e a` l’e´le´ment k. Cette fonction est utilise´e
pour l’interpolation du terme bulle du champ de vitesse: elle vaut 1 au centre de sous-
e´le´ment et 0 sur la frontie`re de l’e´le´ment.
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Le proble`me discret (4.27) s’e´crit a` chaque incre´ment de temps [tn, tn+1] :
Trouver (vh, ph) ∈ V0h × Ph tels que :
∫
Ωh
s(vh) : ε˙(v∗h) dv −
∫
Ωh
ph div(v∗h) dv −
∫
Γhc
τ(vh).v∗h ds = 0 ∀v∗h ∈ V0h
∫
Ωh
p∗h div(vh) dv = 0 ∀p∗h ∈ Ph
ou`
 V
0
h = V l0h ⊕ Bh
V l0h =
{
vh ∈ Lh tq vh . n ≤ 0 sur Γc
}
(4.31)
En conside´rant la de´composition du champ de vitesse (4.30), le proble`me discret (4.31) se re´e´crit :
Trouver (vlh, bh, ph) ∈ V l0h × Bh × Ph tels que :
∫
Ωh
s(vlh + bh) : ε˙(v
l∗
h ) dv −
∫
Ωh
ph div(vl∗h ) dv −
∫
Γhc
τ(vlh).v
l∗
h ds = 0 ∀vl∗h ∈ V l0h
∫
Ωh
s(vlh + bh) : ε˙(b
∗
h) dv −
∫
Ωh
ph div(b∗h) dv = 0 ∀b∗h ∈ Bh
∫
Ωh
p∗h div(v
l
h + bh) dv = 0 ∀p∗h ∈ Ph
(4.32)
Avec l’annulation du champ bulle sur la frontie`re, le terme de frottement n’apparaˆıt plus dans
la deuxie`me e´quation de (4.32).
c) Traitement nume´rique du contact
Le caracte`re instationnaire du proble`me me´canique induisant une gestion incre´mentale du
contact, il faut au pre´alable introduire la notion de distance a` l’outil, plus exactement la distance
de pe´ne´tration, note´e δ et calcule´e dans la direction normale de l’outil (figure 4.3), avec la
convention suivante si au cours d’un incre´ment de calcul, un noeud de la zone de contact quitte
le contact ou pe´ne`tre dans l’outil :
δ > 0 : noeud a` l’exte´rieur de l’outil
δ = 0 : noeud a` la surface
δ < 0 : noeud inte´rieur a` l’outil
Fig. 4.3 – Distance de pe´ne´tration.
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Cette condition de contact est prise en compte dans la formulation discre`te (4.32) du proble`me
de forgeage, par la me´thode de pe´nalisation [Barboza 2004]. Cette technique consiste a` introduire
un facteur de pe´nalisation % au niveau de la condition de contact ce qui modifie la formulation
faible discre`te :
Trouver (vh, ph) ∈ Vh × Ph tels que ∀(v∗h, p∗h) ∈ V0h × Ph :
∫
Ωh
s(vlh + bh) : ε˙(v
l∗
h ) dv −
∫
Ωh
ph div(vl∗h ) dv −
∫
Γhc
τ(vlh).v
l∗
h ds
− %
∑
k∈Γhc
[
(vk − vout)nk − δ
k
∆t
]+
Skv
∗ . n = 0
∫
Ωh
s(vlh + bh) : ε˙(b
∗
h) dv −
∫
Ωh
ph div(b∗h) dv = 0
∫
Ωh
p∗h div(v
l
h + bh) dv = 0
(4.33)
avec la notation [x]+ =
x+ |x|
2
. Sk est la surface associe´e au noeud k, utilise´e pour affecter un
poids plus fort aux noeuds lie´s a` des faces frontie`res de plus grande surface, avec Sk =
∫
Γhc
Nk ds .
4.1.3 Re´solution nume´rique
Le syste`me non line´aire pre´ce´demment obtenu peut se re´e´crire sour une forme plus sche´matique
en remplac¸ant chaque inte´grale de (4.33) par le vecteur R :
Rv(vlh, bh, ph) = 0
Rb(vlh, bh, ph) = 0
Rp(vlh, bh, ph) = 0
(4.34)
Ce proble`me, rendu fortement non line´aire par les termes de comportement, de contact et de
frottement, est re´solu par la me´thode ite´rative de Newton-Raphson.
Soit K la matrice Hessienne (ou de raideur) de´finie par : K
xy (x, y) =
∂R (x, y)
∂y
avec (x, y) = { (v,v), (v,p), (p,v), (b,b), (b,p), (p,b), (b,v), (v,b) }
(4.35)
A chaque ite´ration n de la me´thode de Newton-Raphson, un syste`me line´aire de la forme suivante
doit eˆtre re´solu : 
Kvv Kvb Kvp
>Kvb Kbb Kbp
>Kvp >Kbp Kpp

 δvδb
δp
 = −
 R
v
Rb
Rp
 (4.36)
ou` (δv, δb, δp) sont les corrections apporte´es a` la solution (vlh, bh, ph) a` l’ite´ration suivante n+1 :
vn+1 = vn + δv
bn+1 = bn + δb
pn+1 = pn + δp
(4.37)
188 CHAPITRE 4. COUPLAGE THERMOME´CANIQUE
En remarquant que le termeKpp de la matrice hessienne est nulle et en utilisant une proprie´te´
du champ bulle Kvb = Kbv = 0, le syste`me (4.36) se simplifie :
Kvv 0 Kvp
0 Kbb Kbp
>Kvp >Kbp 0


δv
δb
δp
 = −

Rv
Rb
Rp
 (4.38)
La contribution locale sur un e´le´ment Ωe de la triangulation e´tant identique a` la contribu-
tion globale, on utilise une technique de condensation locale de la bulle afin de supprimer des
e´quations de (4.38) le degre´ de liberte´ supple´mentaire lie´ a` la bulle :
δbe = − (Kbb)−1 (Rb +Kbpδp ) (4.39)
On obtient alors une formulation mixte en vitesse/pression avec pour seules inconnues nodales
les trois composantes du champs de vitesse et celles de la pression :[
A D
>D −L
] [
δv
δp
]
= −
[
Rv
Rbp
]
(4.40)
avec

A = Kvv
D = Kvp
L = >KbpKbb−1 Kbp
Rbp = Rp − >KbpKbb−1 Rb
Le syste`me line´aire (4.40) est ensuite re´solu par une me´thode ite´rative type Re´sidu Minimal
Pre´conditionne´. Une technique de stockage compact de la matrice du syste`me est associe´e a` la
me´thode de re´solution permettant ainsi d’optimiser le couˆt des calculs.
Remarque 4.3 C’est par l’interme´diaire de la matrice de condensation locale de la bulle L que
la contribution de la bulle est pre´sente de manie`re sous-jacente dans (4.40).
Remarque 4.4 Lien avec la condition de compatibilite´ pour le proble`me thermique stationnaire
Il est inte´ressant de remarquer que pour discre´tiser le proble`me thermique mixte stationnaire
(valable aussi pour l’instationnaire), la condition de compatibilite´ est satisfaite en utilisant des
e´le´ments finis mixtes P1/P1; sous-entendu qu’il n’est pas utile d’avoir recours aux e´le´ments finis
mixtes P+1 /P1 comme pour le proble`me me´canique. En effet, si on revient a` l’e´criture station-
naire du proble`me thermique mixte :
−→q + k−→∇T = 0
div (−→q ) = w˙
+ conditions initiales et aux limites classiques
(4.41)
et a` l’expression matricielle de sa formulation Mixte discre`te e´le´ments finis P1/P1 :[
A B
>B D
] [ −→q
T
]
=
[
0
Q
]
(4.42)
on constate que la matrice syme´trique re´sultante est a` diagonale non nulle, avec D 6= 0 provenant
des conditions aux limites thermiques. Le fait que D soit non nulle permet de satisfaire la
condition de Brezzi-Babus˘ka pour les e´le´ments thermiques P1/P1 et de ne pas avoir a` utiliser
les e´le´ments P+1 /P1.
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4.2 Couplage avec le proble`me thermique
En s’inte´ressant a` la simulation nume´rique des proce´de´s de mise en forme des me´taux, le
couplage thermome´canique a, a` plusieurs reprises, fait l’object de nombreux travaux au CEMEF.
On peut notamment citer ceux de :
– [Chenot et al. 1992] pour la forge et plus re´cemment ceux de [Mocellin-Terzolo 2004] pour
l’approche multicorps en version paralle`le,
– [Colonna 1992] pour le traitement thermique puis plus re´cemment ceux de [Aliaga 2000],
– [Jaouen 1998] pour la fonderie
– [Heinrich 2003] pour la coule´e continue d’acier en 2D et [Costes 2004] en 3D.
Dans la litte´rature, on trouve e´galement beaucoup d’exemples et d’applications, tels que
[Micari et al. 1995], [Ce´sar et al. 1996], [Fernandes et al. 1999] ou encore ceux de [Bergman 2004].
4.2.1 Nature du couplage thermome´canique
La nature du couplage varie selon la technique utilise´e pour la mise en forme des me´taux, avec
un couplage thermique plus ou moins pre´dominant. Le couplage va s’effectuer de deux manie`res,
en fonction de la thermode´pendance de certaines variables me´caniques puis, en fonction de la
de´pendance des variables thermiques par rapport a` certaines grandeurs me´caniques (comme la
de´formation, le frottement).
4.2.1.1 Variables me´caniques thermode´pendantes
Le couplage thermome´canique va eˆtre pris en compte par l’actualisation des variables me´cani-
ques thermode´pendantes a` la fin de chaque incre´ment de temps.
Plus pre´cise´ment les e´quations s’e´crivent : σ = D(T ) . εe et s = 2K(T ) .
[√
3 ˙¯ε
]m−1
ε˙ .
Dans le cas de forgeage, pour un mate´riau thermo-e´crouissable, l’e´crouissage sera de´crit par
la consistance K de´pendant de la tempe´rature T . Plusieurs mode`les peuvent eˆtre utilise´s, pour
prendre en compte la de´pendance de la consistance a` la tempe´rature :
K (T, ε¯) = K0 (ε¯+ ε0)n e(β/T ) loi couramment utilise´e (a)
K (T, ε¯) = K0 (ε¯+ ε0)n e( − β/T ) (b)
s = A ∗ em1 T ∗ Tm9 ∗ em2 ∗ em4/ε ∗ (1 + ε)m5 T ∗ em7 ε ∗ ε˙m3 ∗ ε˙m8 T (c)
(4.43)
Pour les deux premie`res e´quations de (4.43),K0 est une consistance de re´fe´rence, ε¯ la de´formation
e´quivalente, ε0 le terme de re´gulation de l’e´crouissage, n le coefficient de sensibilite´ a` l’e´crouissage,
β le coefficient de sensibilite´ a` la tempe´rature. La troisie`me expression (4.43.c) est celle du
de´viateur des contraintes pour la loi de type Hensel-Spittel.
4.2.1.2 Variables thermiques de´pendant de la re´solution me´canique
Le proble`me me´canique va, a` son tour, influencer la mode´lisation thermique : de la chaleur
sera ge´ne´re´e par de´formation du lopin et par frottement.
– Principalement, la pie`ce subissant de grandes de´formations au contact des outils de for-
geage s’e´chauffe. C’est le terme source (4.44) qui prend en compte cette de´formation.
w˙ = fp σ : ε˙ (4.44)
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fp repre´sentant la fraction de puissance des de´formations transforme´es en chaleur, ge´ne´ralement
comprise entre 0,9 et 1.
– De plus, le frottement entre la pie`ce et les outils va aussi produire de la chaleur. Le flux de
chaleur duˆ au frottement Φfrott sera pris en compte au niveau des conditions aux limites
thermiques avec :
Φfrott =
bm
bm + bout
τ(∆νg) .∆νg (4.45)
ou` bm =
√
km ρm cm est l’effusivite´ du mate´riau et bout celle l’effusivite´ de l’outil et ∆νg la
vitesse de glissement a` l’interface. Pour caracte´riser les conditions aux limites sur les faces
en contact, nous avons vu au premier chapitre qu’il faut utiliser la formule ci-dessous :
−→q .−→n = hcd (T − Tout)− bm
bm + bout
αK ‖∆νg‖p+1 (4.46)
4.2.1.3 Proble`me thermome´canique lie´ a` la simulation nume´rique du proce´de´ de
forgeage a` chaud
D’apre`s les e´quations me´caniques, le couplage avec la thermique apparaˆıt dans l’expression
de la consistance K tandis que le couplage avec la me´canique apparaˆıt dans l’e´quation de la
chaleur par l’e´nergie de de´formation et dans les conditions aux limites sur les faces en contact
par la pre´sence de la vitesse de glissement. Le proble`me thermome´canique se synthe´tise de la
manie`re suivante :

div(σ) = div(s)−∇p = 0 dans Ω e´quation d’e´quilibre
div(v) = 0 e´quation d’incompressibilite´
s = 2K
[√
3 ˙¯ε
]m−1
ε˙ loi de comportement de Norton-Hoff
K (T, ε¯) = K0 (ε¯+ ε0)n eβ/T loi thermoe´crousissable
σ . n = 0 sur Γl surfaces libres
(v − vout) . n ≤ 0 sur Γc contact unilate´ral
τ = − αf K ‖∆vg‖q−1∆vg sur Γc loi de frottement de Norton
ρ c
dT
dt
− div−→q = w˙ et w˙ = fp σ : ε˙ e´quation de la chaleur
−→q = − k−→∇T loi de Fourier
T (x,0) = T0 condition initiale
−→q .−→n = hcd (T − Tout) − bm
bm + bout
αK ‖∆νg‖p+1 sur Γc condition de conduction

−→q .−→n = h (T − Text)
h = hcv + hr sur Γl
hr = r σr (T + Text) (T 2 + T 2ext)
condition de conv/ryt
(4.47)
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4.2.2 Couplage thermome´canique
Lors de la re´solution nume´rique des proble`mes thermome´caniques, on s’appuie ge´ne´ralement
sur le meˆme maillage en vue de discre´tiser le proble`me me´canique et le proble`me thermique.
A chaque incre´ment de temps, la tempe´rature (ou tempe´rature/flux dans le cas de notre for-
mulation Mixte thermique) et la vitesse/pression sont les inconnues du proble`me thermome´cani-
que que nous souhaitons re´soudre. Cependant, le proble`me ne peut pas eˆtre re´solu globalement
et simultane´ment en grande partie a` cause de la taille des matrices a` re´soudre et du condition-
nement des matrices.
Le couplage retenu est un couplage faible incre´mental entre la re´solution me´canique et ther-
mique. Cela signifie que les syste`mes me´canique et thermique se re´solvent inde´pendamment et
de fac¸on se´quentielle, de manie`re a` ne remettre a` jour qu’un certain nombre de variables. Par
conse´quent, lors de la re´solution de ce proble`me couple´, aucune ite´ration de convergence n’est
effectue´e a` la fin de chaque re´solution thermome´canique incre´mentale. La figure 4.4 synthe´tise
cet algorithme de couplage.
Fig. 4.4 – Couplage thermome´canique [Terzolo 2004].
Plus pre´cise´ment, on conside`re la re´solution du premier bloc me´canique en utilisant le bloc
thermique de l’incre´ment pre´ce´dent avec le de´couplage suivant :
P (v, p, T ) =

P1(v, p)T = 0
P2(T )v,p = 0
(4.48)
Le meˆme pas de temps est utilise´ pour les deux proble`mes P1 et P2. La thermique est donc cal-
cule´e avec un incre´ment de retard par rapport au champ de vitesse et de pression [Aliaga 2000].
Toutefois, il est possible d’utiliser des pas de temps diffe´rents pour re´soudre les proble`mes
me´canique et thermique, a` l’aide de la de´synchronisation du pas de temps thermique. En utilisant
l’approche GS combine´e a` la thermique asynchrone lors de la re´solution du proble`me thermique,
le pas de temps thermique optimal calcule´ est souvent diffe´rent du pas de temps me´canique
choisi arbitrairement. Ainsi, a` la fin du calcul thermique, ce pas de temps optimal est re´ajuste´
par line´arisation sur celui me´canique.
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4.3 Simulations nume´riques : cas de forgeage
Apre`s avoir rappele´ le proble`me me´canique et e´tabli les caracte´ristiques du couplage ther-
mome´canique pour le proce´de´ de forgeage a` chaud, nous pre´sentons, dans cette dernie`re partie,
plusieurs simulations nume´riques relatives a` ce proce´de´.
Avant d’introduire la de´formation (en activant le terme du travail me´canique), un dernier cas
analytique est e´voque´ : c’est la diffusion thermique d’un cube entre deux outils. Suivra ensuite
une compression acade´mique d’un cylindre, avec l’e´tude pre´liminaire d’une de´formation pure-
ment me´canique (sans frottement ni transfert thermique) afin de s’assurer que le terme source
w˙ (faisant apparaˆıtre le phe´nome`ne d’auto-e´chauffement dans la pie`ce) est correctement pris en
compte, puis le rajout des e´changes thermiques et du frottement. Enfin, nous terminerons par
un cas industriel avec la compression du triaxe.
Pour toutes ces simulations, la formulation Mixte continue P1/P1 en T/−→q et la formulation
mixte P+1 /P1 en
−→v /p sont choisies afin de re´soudre le proble`me thermome´canique.
4.3.1 Diffusion d’un cube entre deux outils plans
4.3.1.1 Exemple d’applications : cas de double conduction a` chaud
On conside`re un cube en acier (donne´es du mate´riau p 63) de 10mm de coˆte´ (soit d’e´paisseur
e = 5mm). Cette pie`ce, initialement a` la tempe´rature T0 = 1000◦C est en contact entre deux
outils maintenus a` la tempe´rature Tout = 500◦C (figure 4.5). Le coefficient de transfert de
conduction entre le cube et les outils reste fixe´ a` αout = 4000W/m/◦K.
Fig. 4.5 – Test de double conduction a` chaud.
On va donc se retrouver dans la configuration du refroidissement d’un cube d’e´paisseur
2e = 10mm (on se place suivant l’axe z) avec des conditions conductives en parois (le cube e´tant
en contact avec deux outils plans). On parle alors de test double conduction a` chaud quand la
pie`ce initialement chaude est contact avec deux outils froids et inversement de test de double
conduction a` froid quand la pie`ce est froide et les outils chauds.
Afin de suivre le refroidissement dans ce cube, plusieurs capteurs sont positionne´s, comme
le sugge`re le tableau 4.1.
Temp 1 Temp 2 Temp 3 Temp 4 Temp 5
Position (x,y,z) (5,5,0) (5,5,1) (5,5,5) (5,5,9) (5,5,10)
Tab. 4.1 – Coordonne´es des cinq capteurs.
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La simulation nume´rique servant ici de re´fe´rence posse`de les caracte´ristiques suivantes :
– le temps de simulation est de 30s, avec un pas de temps dt fixe´ a` 0,5s ,
– la taille de maille h du cube est de 1mm, avec 11601 e´le´ments et 2400 noeuds,
– une condition adiabatique est suppose´e sur l’ensemble des faces libres du cube.
4.3.1.2 Solution analytique
Ce cas de double conduction peut se ramener a` un cas de diffusion entre plaques paralle`les
d’e´paisseur finie e, avec des conditions convectives en parois : on note par Tf la tempe´rature du
fluide de refroidissement loin de la plaque et par α le coefficient de transfert. Ainsi, les conditions
convectives s’e´crivent :
z = ± e : − k ∂T (t)
∂z
= α [T (t)− Tf (t)] (4.49)
Compte tenu de la condition initiale (T = T0 a` t = 0 en tous points de la plaque) et de ces deux
conditions aux limites (4.49), l’e´quation de la chaleur se re´sout analytiquement, sous la forme
d’une se´rie :
T (z,t)− Tf
T0 − Tf =
∞∑
n=1
[
4 sin(Mn)
2Mn + sin(2Mn)
]
e
−
(
M2n
at
e2
)
cos
(
Mn z
e
)
(4.50)
ou` Mn est la ne`me racine positive de l’e´quation :
Mn tan(Mn) =
α e
k
(4.51)
4.3.1.3 Pre´sentation des re´sultats nume´riques
L’ensemble de ces donne´es va donc contribuer a` l’apparition d’un double refroidissement dans le
cube. Ce refroidissement est mis en e´vidence a` la fois sur la figure 4.6 repre´sentant, a` plusieurs
instant de la re´solution thermique Mixte, les isovaleurs de la tempe´rature et sur la figure 4.7
e´tudiant le comportement de la tempe´rature en fonction de l’e´paisseur e de la pie`ce, a` un temps
donne´.
Fig. 4.6 – Isovaleurs de la tempe´rature avec une re´solution thermique Mixte P1/P1.
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Fig. 4.7 – Trace´ de la tempe´rature ”Mixte” en fonction de la profondeur e : au bout d’une seconde
(en haut a` gauche), de 10s (en haut a` droite) et de 20s (en bas).
En trac¸ant l’e´volution au cours du temps de la tempe´rature ”Mixte” pour les cinq capteurs
(figure 4.8), une excellente syme´trie est aussi constate´e et l’e´quilibre thermique (a` 500◦C) est
quasiment atteint au bout des 20s de simulation.
Fig. 4.8 – Evolution de la tempe´rature avec une re´solution thermique Mixte P1/P1.
Connaissant la solution analytique (4.50), on se propose de de´finir la solution nume´rique
la plus pertinente pour ce test de double conduction en comparant les quatres mode`les de
la re´solution thermique (l’approche Galerkin standard asynchrone, le sche´ma TGD, le mode`le
Gdimp et la formulation Mixte continue P1).
Pour chacun des traceurs (temp1, temp2 et temp3), nous repre´sentons sur les figures 4.9(a),
4.9(b) et 4.9(c) l’e´volution thermique au cours du temps des divers mode`les et la solution analy-
tique. Il s’ave`re que la formulation Mixte P1 est la plus pre´cise (les e´carts avec l’analytique sont
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les plus faibles) et que ses courbes co¨ıncident parfaitement avec les courbes GS asynchrone. Par
contre, c’est le TGD qui donne la moins bonne estimation de la tempe´rature, avec un refroidis-
sement un peu trop rapide et des courbes les plus e´loigne´es de la solution exacte.
(a) Capteur temp1 (b) Capteur temp2
(c) Capteur temp3
Fig. 4.9 – Comparaison entre la solution analytique et les divers mode`les nume´riques.
En temps de calculs, l’approche GS asynchrone est la plus rapide (2min 36 s), devant le mode`le
Gdimp (4min 30 s), la formulation Mixte (6min 30 s) et le sche´ma TGD (30min).
Remarque 4.5 En conside´rant un pas de temps dt plus petit, de l’ordre de 0,01s, la condition
de profondeur de pe´ne´tration n’est plus satisfaite avec la re´solution Mixte continue, faisant ainsi
apparaˆıtre un re´chauffement anormal sur la premie`re couche des e´le´ments de la triangulation
(figure 4.10), pendant les premiers incre´ments. Les deux mode`les nume´riques discontinus sont,
quant a` eux, plus robustes, sans l’apparition d’aucun phe´nome`ne non physique de`s 0,01s.
4.3.1.4 Synthe`se des quatre mode`les thermiques
A la vue de ces re´sultats, la formulation Mixte continue P1 est concluante sur le test de
double conduction a` chaud, avec une excellente pre´cision et des temps de calculs acceptables.
Des re´sultats analogues sont e´galement obtenus en conside´rant un test de double conduction a`
froid (tempe´rature du cube a` 500◦C et celles des outils a` 1 000◦C).
En ce qui concerne les mode`les Galerkin discontinus, ils sont incontestablement les plus
robustes en absorbant les chocs thermiques avec n’importe quelle mise en donne´es; ce qui n’est
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pas le cas de la formulation Mixte quand les conditions de stabilite´ (entre le pas de temps et
le pas d’espace) ne sont plus respecte´es. Dans ce cas, on pourrait envisager le couplage sur les
premiers instants de la simulation entre le mode`le Gdimp et la formulation mixte. Le mode`le
Gdimp serait plus conseille´ que le sche´ma TGD en donnant une estimation plus pre´cise du champ
de tempe´rature et un gain de temps de re´solution non ne´gligeable.
Fig. 4.10 – Isovaleurs de la tempe´rature avec les quatres mode`les de re´solution thermique a`
l’instant dt = 0,01s et h = 1mm.
4.3.2 Test acade´mique : compression de cylindre (Aubert & Duval)
C’est la socie´te´ Aubert & Duval qui nous a propose´ ce cas de validation, en simulant la
compression d’un quart de cylindre. C’est un cas relativement simple avec la de´formation d’une
pie`ce cylindrique.
Les industriels ont effectue´ un certain nombre d’essais expe´rimentaux afin d’e´tablir une loi
rhe´ologique me´canique et un mode`le thermique (cf Annexe D). Ce mode`le thermome´canique a
par la suite e´te´ valide´ en simulant la compression du quart de cylindre avec le logiciel bidimen-
sionnel Forge 2©r. Une fois la validation faite avec ce code 2D, les inge´nieurs Aubert & Duval ont
naturellement voulu tester le mode`le thermome´canique sur la version tridimensionnelle du logi-
ciel. Malheureusement ils se sont heurte´s, lors de l’e´tude thermique, a` des re´sultats non cohe´rents
entre les deux logiciels Forge 2©r et Forge 3©r.
En partant du principe que Forge 2©r a e´te´ valide´ expe´rimentalement, nous avons voulu
comprendre d’ou` venait l’e´cart obtenu, par Aubert & Duval, entre Forge 2©r et Forge 3©r.
4.3.2.1 Mise en donne´es
Le cylindre fait 100mm de hauteur et 50mm de rayon. Pour alle´ger les calculs, seulement un
quart du cylindre sera conside´re´ (figure 4.11). Place´ entre deux outils plats maintenus a` 400◦C,
le cylindre est initialement a` la tempe´rature de 980◦C. L’outil supe´rieur compresse de moitie´ la
pie`ce (a` la vitesse de 7mm/s) tandis que l’outil infe´rieur reste fixe´. Des e´changes thermiques
vont donc se produire entre la pie`ce et les outils, avec un coefficient de conduction hout de
2 000W/m/K. On suppose aussi des e´changes thermiques avec l’air : tempe´rature ambiante
Text = 50◦C et h = 10W/m/K.
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Fig. 4.11 – Compression d’un quart d’un cylindre : a` gauche les dimensions, a` droite les condi-
tions de la simulation.
Une rhe´ologie point a` point (loi de Norton-Hoff, type thermo-e´crouissable) et un mode`le ther-
mique point a` point (cf Annexe E) ont e´te´ utilise´s. Pour le frottement, c’est la loi de Tresca (4.22)
qui est retenue avec m¯ = 0,3. Enfin, le cylindre est maille´ finement, avec une taille de maille h
de 2,5mm et des boites de maillage plus fine (1mm), soit 400 000 e´le´ments au de´part pour un
maillage Forge 3©r (figure 4.12).
Fig. 4.12 – Maillage du quart de cylindre avec h = 2,5mm : a` gauche le maillage 2D de Forge 2©r
avec l’activation d’un raffinement sur le bord, a` droite le maillage 3D de Forge 3©r.
Pour de´crire correctement les divers phe´nome`nes de transferts thermiques, plusieurs capteurs
virtuels sont positionne´s dans le cylindre (figure 4.11) :
– Le capteur 1, place´ au centre de la pie`ce, s’inte´resse au phe´nome`ne d’auto-e´chauffement
de´gage´ lors de la compression. Plus pre´cise´ment, a` l’e´volution du terme source ω˙ interve-
nant dans l’e´quation de la chaleur (1.10).
– Le capteur 2, un peu plus e´loigne´ du centre du cylindre et donc du capteur 1 est e´galement
concerne´ par l’auto-e´chauffement.
– Le capteur 3, situe´ sur la surface late´rale cylindrique, e´tudie la phe´nome`ne de convec-
tion/rayonnement.
– Les capteurs 4 et 5, directement en contact sur l’interface entre la pie`ce et l’outil supe´rieur,
sont confronte´s au frottement et aux transferts thermiques conductifs.
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4.3.2.2 Re´sultats nume´riques
a) Obtenus par Aubert & Duval
La figure 4.13 repre´sente les e´volutions thermiques de ces diffe´rents capteurs obtenues par
Aubert & Duval, avec les versions 3.0 de Forge 2©r et 6.2 de Forge 3©r. On se rend compte que
le phe´nome`ne d’auto-e´chauffement est plus accentue´ avec le code Forge 2©r qu’avec Forge 3©r
(capteurs 1 et 2) et, qu’en revanche, le refroidissement du cylindre au niveau de la zone de
contact est plus rapide avec Forge 2©r qu’avec Forge 3©r (capteurs 4 et 5). Le rayonnement, quant
a` lui, est aussi bien pris en compte par les deux codes (capteur 3).
Fig. 4.13 – Re´sultats d’Aubert & Duval : comparaison entre la re´solution thermique de Forge 2©r
(pointille´s) et celle de Forge 3©r (traits pleins).
b) Obtenus par le Cemef avec la version standard de Forge 3©r
Avant de comparer ces re´sultats avec ceux obtenus avec la re´solution thermique Mixte P1/P1
du code Forge 3©r, on se propose de comprendre l’e´cart obtenu entre la version bidimensionnelle
et tridimensionnelle du logiciel. Il est important de mentionner qu’il est difficile d’e´tablir une
comparaison pre´cise et efficace entre ces deux logiciels avec l’obtention plus que de´licate de
maillages compatibles entre le 2D et le 3D.
Fig. 4.14 – Re´sultats Cemef pour la re´solution thermique de Forge 2©r et de Forge 3©r.
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Cependant, nous avons refait ce cas test au laboratoire avec les meˆmes versions de Forge 2©r
et de Forge 3©r et avec les meˆmes donne´es. Les re´sultats obtenus, pre´sente´s sur les figures 4.14
et 4.15 ne sont pas en accord avec ceux fournis par Aubert & Duval; ce qui est de´ja` plus rassurant
et remet donc en question la fiabilite´ des re´sultats des industriels, provenant sans doute d’une
mauvaise manipulation lors de la simulation de ce cas.
Fig. 4.15 – Comparaison de tous les re´sultats : e´volution thermique des trois capteurs.
D’un point du vue de la re´solution me´canique, nous en arrivons a` la meˆme conclusion, en
nous inte´ressant a` l’e´volution des de´formations e´quivalentes ε¯ (figure 4.16(a)), a` celle du taux
de de´formations e´quivalentes ˙¯ε (figure 4.16(b)) ou encore a` celle des contraintes e´quivalentes σ¯
(figure 4.17) : les courbes ”me´caniques” obtenues avec les codes Forge 2©r et Forge 3©r co¨ıncident.
(a) De´formations e´quivalentes ε¯ (b) Taux de de´formations e´quivalentes ˙¯ε
Fig. 4.16 – Re´sultats Cemef pour la re´solution me´canique de Forge 2©r et de Forge 3©r.
200 CHAPITRE 4. COUPLAGE THERMOME´CANIQUE
Fig. 4.17 – Re´sultats Cemef : comparaison des contraintes e´quivalentes σ¯ Forge 2©r et Forge 3©r.
Remarque 4.6 Pour confirmer l’hypothe`se d’une mauvaise manipulation, nous nous inte´ressons
a` la compression du cylindre sans aucun transfert thermique ni frottement (cas anisotherme). La`
encore, la similitude des deux logiciels est observe´e sur les figures 4.18(a)-4.18(d), en repre´sentant
successivement les e´volutions thermiques puis celles des de´formations et des contraintes e´quivalentes.
(a) Tempe´rature (b) De´formations e´quivalentes ε¯
(c) Taux de de´formations e´quivalentes ˙¯ε (d) Contraintes e´quivalentes σ¯
Fig. 4.18 – Cas anisotherme : re´sultats Cemef pour la re´solution thermome´canique de Forge 2©r
et de Forge 3©r.
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Remarque 4.7 A la vue de la bonne concordance des re´sultats, nous simplifions la suite des
e´valuations pour ce test en optant pour un mode`le thermique et une loi me´canique ”constantes” :
∗ une loi de comportement Norton-Hoff (4.14) avec K = 135,25 et m = 0,1162
∗ et des donne´es du mate´riau constantes (cf tableau 4.2).
Conductivite´ k Masse volumique ρ Capacite´ c
25,6W.m−1.K−1 7870Kg.m−3 651 J.Kg−1.K−1
Tab. 4.2 – Donne´es du mate´riau.
4.3.2.3 Validation de la formulation Mixte continue
Nous testons la formulation Mixte continue dans deux configurations ”me´caniques” :
– le cas d’une compression anisotherme, sans e´change thermique (coefficients de transferts
thermiques conductifs hcd et convectifs h nuls) ni frottement (coefficient de frottement de
Tresca m¯ = 0), afin d’e´tudier seulement le phe´nome`ne d’auto-e´chauffement qui se produit
au cours de la compression.
– le cas de compression avec la conside´ration du frottement (m¯ = 0,3) et des divers transferts
thermiques entre la pie`ce et les outils (hcd 6= 0) et entre la pie`ce et l’air (h 6= 0).
a) Cas anisotherme
Puisqu’on supprime le frottement et les e´changes thermiques, on peut se restreindre a` l’e´tude
de l’e´volution thermique du capteur 1 au coeur de la pie`ce.
La figure 4.19 met en e´vidence l’auto-e´chauffement se de´gageant au fur et a` mesure de la
compression du cylindre.
Fig. 4.19 – Isovaleurs de la tempe´rature ”Mixte” : mise en e´vidence du phe´nome`ne d’auto-
e´chauffement (croix du forgeron).
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Dans le cas anisotherme, une solution analytique peut se de´duire de l’e´criture simplifie´e de
l’e´quation de la chaleur :
ρ c
∂T
∂t
= w˙ ⇔ ∂T
∂t
=
w˙
ρ c
avec w˙ = σ : ε˙
⇔ T (t+∆t) = T (t) + ∆t σ : ε˙
ρ c
(4.52)
Cette solution analytique peut eˆtre compare´e aux diverses solutions nume´riques GS asyn-
chrone Forge 2©r et GS asynchrone Forge 3©r mais aussi a` la solution de´coulant de la re´solution
thermique Mixte continue. Sur la figure 4.20, nous avons repre´sente´ ces quatre e´volutions de la
tempe´rature pour le capteur 1, montrant ainsi la bonne concordance des diffe´rentes courbes et
sugge´rant une estimation correcte du terme de chaleur w˙ par la formulation Mixte.
Fig. 4.20 – Cas anisotherme : e´volution de la tempe´rature du capteur 1.
b) Cas classique de compression
On tient compte a` pre´sent du frottement et des diverses e´changes thermiques entre le cy-
lindre et les outils et entre le cylindre et l’air. Ces phe´nome`nes thermiques sont clairement mis
Fig. 4.21 – Isovaleurs de la tempe´rature avec une re´solution Mixte P1.
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en e´vidence sur la figure 4.21 repre´sentant les isovaleurs de la tempe´rature du cylindre, pris a`
plusieurs instants de la de´formation : l’auto-e´chauffement au coeur de la pie`ce, la diffusion ther-
mique cre´e´e par le refroidissement de la pie`ce au contact avec les outils, et aussi avec l’air.
Comme en te´moigne les e´volutions thermiques de la figure 4.22, les re´sultats sont plus qu’en-
courageants avec les courbes provenant de la formulation Mixte qui sont sensiblement identiques
aux courbes obtenues par une approche GS asynchrone de Forge 2©r et de Forge 3©r, repre´sentant
toutes deux, ici, des solutions re´fe´rences en l’absence de solutions analytiques. La formulation
Mixte de´crit correctement le phe´nome`ne d’auto-e´chauffement (capteur 1), de conduction (cap-
teur 4) et de convection/rayonnement (capteur 3).
Fig. 4.22 – Evolution de la tempe´rature des divers capteurs avec une re´solution Mixte.
4.3.2.4 Conclusion
Malgre´ une erreur initiale commise par les industriels Aubert & Duval, ce premier cas de
compression acade´mique permet de s’assurer de l’efficacite´ de la formulation Mixte continue
aussi bien dans un cas de de´formation seule qu’avec la prise en compte du frottement et des
e´changes thermiques.
4.3.3 Compression du triaxe
Pour cette dernie`re validation, on se propose d’e´tudier un cas plus complexe, celui de la
compression du triaxe, et plus exactement celle d’un sixie`me du triaxe. Comme on peut le voir
sur la figure 4.23, nous avons d’une part la pie`ce cylindrique maille´e finement pre`s des outillages
et, d’autre part la forme voulue (le triaxe) apre`s de´formation.
Les donne´es de ce test sont synthe´tise´es dans le tableau 4.3 ci-dessous.
Pour e´tudier le refroidissement du triaxe, nous positionnons deux capteurs virtuels (cf fi-
gure 4.23) : l’un au centre de la pie`ce (capteur 1), l’autre pre`s de la zone de contact de l’outil
supe´rieur (capteur2).
Comme pre´ce´demment, on e´tudie le cas anisotherme avant de rajouter les e´changes ther-
miques et le frottement. Pour e´valuer l’efficacite´ de la formulation Mixte continue, nous rajou-
tons les solutions nume´riques TGD, Gdimp en plus de la solution de re´fe´rence Forge 3©r GS
asynchrone.
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Fig. 4.23 – Simulation du triaxe : a` gauche la pie`ce maille´e initiale, a` droite la pie`ce finale.
Me´canique Thermique
Loi EVP thermoe´crouissable (4.43.a) Donne´es du mate´riau
β = 0,0025, n = 0,174, ε0 = 0,0001 k = 27W/m/K
K = 1625000 et m = 0,139 ρ = 7500Kg/m3
E = 7.107 et ν = 0,3 c = 669J/Kg/K
loi de frottement de Coulomb T0 = 1200◦C
m¯ = 0,4 Tout = 350◦C et hout = 2000W/(m.◦C)
µ =0,4 Text = 50◦C et hout = 8W/(m.◦C)
Tab. 4.3 – Mise en donne´es du cas de compression du triaxe.
4.3.3.1 Cas anisotherme
Fig. 4.24 – Cas anisotherme : e´volutions thermiques au niveau du capteur 1.
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Sur la figure 4.24, on se focalise sur l’e´volution de la tempe´rature du premier capteur virtuel.
Une bonne concordance des re´sultats est observe´e en regardant les quatres courbes. En prenant
pour re´fe´rence la solution nume´rique Forge 3©r GS, le terme d’auto-e´chauffement est correctement
calcule´ avec les deux mode`les discontinus et la formulation Mixte continue.
4.3.3.2 Cas de compression du triaxe
Lorsqu’on prend en compte le frottement et les divers transferts thermiques, on constate que
les trois mode`les (TGD, Gdimp et formulation Mixte) donnent de meilleurs re´sultats au coeur
du triaxe qu’au niveau de l’interface de contact (cf figure 4.25) :
– Le TGD approxime convenablement la tempe´rature au centre de la pie`ce. Par contre,
pre`s des outils, l’estimation de la tempe´rature est d’une moins bonne pre´cision avec un
refroidissement plus prononce´, atteignant ∼ 30◦C.
– L’estimation de la tempe´rature est un peu plus pertinente avec le mode`le Gdimp mais
perd le´ge`rement de sa pre´cision au coeur de la pie`ce.
– Pour les zones de chocs thermiques, il est donc tre`s inte´ressant d’avoir recours a` ces tech-
niques de re´solution P0.
– La formulation Mixte reste cohe´rente a` la solution de re´fe´rence GS asynchrone pour les
deux traceurs.
Fig. 4.25 – Evolution de la tempe´rature pour les deux traceurs : comparaison des quatres mode`les
de re´solution thermique de Forge 3©r.
Pour ce qui est des temps de simulation, ils sont du meˆme ordre (' 30min) pour les quatre
mode`les thermiques. En fait, le temps de re´solution thermique est infiniment petit (re´solution
d’un syste`me line´aire par la me´thode du gradient conjugue´ pre´conditionne´) compare´ a` celui de la
re´solution me´canique (re´solution d’un syste`me non line´aire par la me´thode de Newton-Raphson),
quand il y a de´formation de la pie`ce.
4.3.3.3 Conclusion
La formulation Mixte continue se re´ve`le e´galement pertinente sur ce deuxie`me cas de com-
pression industriel, beaucoup plus complexe.
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4.3.4 Bilan des validations thermome´caniques
Les nombreuses validations sur des cas analytiques puis les applications industrielles tridi-
mensionnelles plus ou moins simples ont permis de mettre en e´vidence l’efficacite´ et la robustesse
de la formulation mixte continue pour la simulation de compression de lopin cylindrique (a` for-
tiori des proce´de´s de forgeage), avec notamment une gestion plus qu’encourageante du terme
source w˙ a` l’origine de l’auto-e´chauffement et du couplage thermome´canique et avec la prise en
compte du frottement au niveau des zones de contacts pie`ce/outillages.
4.4 Conclusion
Dans ce dernier chapitre, nous nous sommes penche´s sur la description du proble`me me´cani-
que relatif a` la mise en forme des me´taux par le proce´de´ de forgeage a` chaud, dans le but de
mieux comprendre la nature du couplage thermome´canique, et a` plus long terme, d’adapter la
formulation Mixte continue et les deux mode`les discontinus a` la simulation des diffe´rentes e´tapes
du processus de forgeage.
Le couplage retenu est un couplage faible entre la re´solution me´canique et la re´solution
thermique sachant que ce couplage n’intervient que de deux manie`res : l’une par la thermo-
de´pendance de certaines variables me´caniques (comme la consistance du mate´riau intervenant
dans la loi de comportement rhe´ologique) et l’autre par la chaleur cre´e´e/dissipe´e par de´formation
de la pie`ce initiale (terme source w˙) et par frottement (ajout d’une condition aux limites a` l’in-
terface de contact pie`ce/outil).
Plusieurs simulations de compression ont e´te´ pre´sente´es afin d’e´valuer la fiabilite´ de la formu-
lation Mixte continue sur le proce´de´ de forgeage a` chaud. Un premier cas de double conduction
a` chaud (pie`ce chaude et outils froids) sans de´formation a d’abord confirme´ via une solution
analytique que les transferts thermiques conductifs e´taient parfaitement pris en compte avec
les mode`les discontinus et la formulation Mixte. On s’est ensuite inte´resse´ a` la compression
simple d’un cylindre (sans puis avec e´changes thermiques et frottement) pour valider la formu-
lation Mixte continue [Pelissou- et al. 2004]. Enfin, un cas industriel a e´te´ pre´sente´, celui de la
compression d’un triaxe, montrant la robustesse de la formulation Mixte et laissant apparaˆıtre
quelques difficulte´s pour les mode`les discontinus au niveau des interfaces de contact pie`ce/outil
[Pelissou-Massoni 2004].
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Conclusion ge´ne´rale
Le travail que nous venons de pre´senter dans ce manuscrit s’articule autour de l’ame´lioration
de la pre´cision des calculs thermiques au cours de la simulation du proce´de´ de forgeage a` chaud,
pour des pie`ces me´talliques tridimensionnelles.
Au cours de cette e´tude, nous avons de´veloppe´ une formulation mixte originale qui permet
de suivre aussi bien les e´volutions de la tempe´rature que celles du flux de chaleur, tout au long
du processus de mise en forme des me´taux, depuis le chauffage du lopin initial jusqu’au refroi-
dissement de la pie`ce finie.
Pour re´aliser ce travail, nous avons duˆ modifier le code de calculs Forge 3©r, essentiellement
au niveau de la re´solution 3D de l’e´quilibre thermique, en introduisant trois nouvelles techniques
base´es sur la me´thode des e´le´ments finis. Dans l’ordre chronologique, on s’est d’abord inte´resse´
au sche´ma TGD explicite, puis au mode`le implicite Gdimp et enfin a` la formulation Mixte
continue P1/P1. Les principales difficulte´s qu’il a fallu re´soudre au cours de ces trois dernie`res
anne´es sont :
– Base´s sur la me´thode de Galerkin Discontinue avec l’e´le´ment fini constant P0, le TGD et
le Gdimp sont des mode`les calculant le champ de tempe´rature sur chaque e´le´ment de la
triangulation (plus d’estimation nodale comme c’e´tait le cas avec une approche Galerkin
standard). Il a donc fallu en conse´quence modifier les conditions aux limites thermiques au
cas de forgeage, d’une part en les e´crivant a` l’aide des valeurs ”e´le´mentaires” et non plus
a` partir des valeurs nodales et, d’autre part en conside´rant la de´formation de la pie`ce.
– Concernant la formulation Mixte continue utilisant l’e´le´ment mixte te´trae´drique P1/P1
(avec par conse´quent quatre inconnues par noeud : une pour la tempe´rature et trois pour
les composantes du flux) et un sche´ma temporel implicite, nous avons duˆ nous inspirer de
la discre´tisation spatiale EF du proble`me mixte me´canique en vitesse/pression ayant lui-
meˆme quatre degre´s de liberte´ pour de´velopper l’assemblage local puis global des diverses
matrices de la formulation Mixte thermique, et ceci pour une meilleure compatibilite´ avec
la version paralle`le de Forge 3©r monocorps.
Synthe`se
• Le chapitre 1 introduit la formulation classique du proble`me thermique instationnaire en
tempe´rature, compose´e de l’e´quation de la chaleur (combine´e a` la loi de Fourier), de conditions
initiales et aux limites spe´cifiques aux e´changes thermiques entre deux corps et avec un milieu
exte´rieur. Ce chapitre met e´galement en e´quations le proble`me thermique adapte´ a` la simulation
du proce´de´ de forgeage.
La suite du chapitre est entie`rement de´die´e a` la re´solution nume´rique du proble`me thermique
instationnaire en pre´sentant diverses techniques ayant chacune leurs spe´cificite´s et leurs limita-
tions :
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– L’approche classique Galerkin Standard munie de l’e´le´ment fini line´aire te´trae´drique P1
est la plus utilise´e. Cependant, des oscillations nume´riques non physiques se produisent
lors du traitement de chocs thermiques. Afin de stabiliser ces chocs et respecter la condi-
tion de profondeur de pe´ne´tration, une technique de de´synchronisation des pas de temps
me´caniques et thermiques peut eˆtre combine´e a` la me´thode de Galerkin en rajoutant de la
diffusion : c’est la thermique asynchrone (actuellement utilise´e dans le solveur thermique
de Forge 3©r monocorps) qui se re´ve`le efficace pour les proble`mes faiblement non line´aires
et tant que les chocs ne sont pas trop importants.
Base´e sur la thermique asynchrone, la me´thode de diffusion partitionne´e semble mieux
approprie´e, notamment pour les proble`mes fortement non line´aires, avec changement de
phases (simulation du proce´de´ de la coule´e de me´taux).
– Rajoutant un terme stabilisant a` la formulation originelle de Galerkin qui s’apparente
a` de la diffusion artificielle, les me´thodes stabilise´es s’affranchissent des principales limi-
tations de l’approche Galerkin pour le traitement plus ge´ne´ral des proble`mes de convec-
tion/diffusion. Malgre´ de bonnes proprie´te´s de stabilite´, on a vu qu’elles pouvaient entraˆıner
des proble`mes de consistance lie´s a` la non syme´trie du syste`me line´aire re´sultant.
– Enfin, les me´thodes de Taylor Galerkin et de Galerkin Discontinue ressortent comme e´tant
les plus qualifie´es pour notre e´tude du forgeage a` chaud. Il a fallu pour cela introduire la
formulation mixte en tempe´rature et en flux de chaleur du proble`me thermique instation-
naire et se baser sur les travaux de [Pichelin 1998] pour les combiner.
• Le chapitre 2 est consacre´ a` la formulation mixte a` deux champs du proble`me ther-
mique instationnaire, en conservant l’e´criture distincte de l’e´quation de la chaleur et de la loi
de Fourier. Nous avons vu que cette formulation en T/−→q est mieux adapte´e pour re´soudre les
proble`mes de diffusion pure et qu’elle permet de mieux repre´senter les gradients, en imposant
moins de de´rivabilite´ aux champs inconnus. En vue de re´soudre ce proble`me thermique, nous
avons par la suite modifie´ deux mode`les nume´riques, le sche´ma TGD (interpolation P0/P0 +
de´veloppement Taylor explicite) et le mode`le Gdimp (interpolation plus locale P0/P+0 + sche´ma
d’Euler implicite), pour qu’ils puissent s’adapter au proce´de´ de forgeage.
En les validant sur des cas analytiques (purement thermiques), nous nous sommes aperc¸us
qu’ils e´taient mieux approprie´s que l’approche Galerkin standard et tre`s robustes en absor-
bant naturellement les chocs thermiques meˆme particulie`rement violents, avec cependant une
meilleure pre´cision et un temps de re´solution plus court pour le mode`le implicite. En effet :
– Les principales limitations du sche´ma TGD proviennent du choix de son sche´ma d’inte´gra-
tion temporelle a` caracte`re explicite qui le contraint a` prendre de petits pas de temps,
faisant ainsi accroˆıtre les temps de calculs et de sa trop grande sensibilite´ au raffinement
du maillage. D’autre part, une mauvaise estimation de la tempe´rature de´coule du cas test
en flux impose´.
– Le Gdimp est une ame´lioration du TGD avec une estimation plus pre´cise du flux in-
connu a` l’aide d’une interpolation plus locale P+0 (et donc une estimation plus pre´cise de
la tempe´rature) et en lui affectant un sche´ma d’Euler implicite qui lui confe`re une plus
grande souplesse dans le choix du pas de temps (donc un mode`le plus rapide).
• Le chapitre 3 poursuit la re´solution du proble`me thermique mixte instationnaire en
introduisant le nouveau mode`le propose´, la formulation Mixte continue P1/P1. L’e´laboration
de notre formulation a d’abord e´te´ longuement e´voque´e avec l’e´criture de toutes les e´quations
constituant le proble`me faible et discret, l’utilisation de la me´thode des e´le´ments finis mixtes
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(line´aires P1), le choix du sche´ma d’inte´gration temporelle (le sche´ma Dupont implicite), une
me´thode de re´solution ite´rative (la me´thode de gradient conjugue´ pre´conditionne´) et la gestion
non triviale des conditions aux limites thermiques.
Cette formulation a ensuite e´te´ correctement valide´e sur une se´rie d’applications simples
munies de solutions analytiques et de solutions nume´riques (GS asynchrone, TGD et Gdimp).
L’e´tude comparative re´sultante, sur des tests purement thermiques, a sugge´re´ qu’elle e´tait la
plus fiable en offrant le meilleur compromis entre la pre´cision et le temps de calculs. Cependant
le jeu des parame`tres de la simulation (donne´es du maillage, du pas de temps me´canique, des
conditions initiales et aux limites) doit rester cohe´rent pour e´viter l’apparition d’oscillations non
physiques en respectant les conditions de profondeur de pe´ne´tration.
• La re´solution nume´rique du proble`me thermome´canique couple´ fait l’objet du dernier
chapitre : description de la formulation utilise´e pour le cas du forgeage a` chaud, re´solution
du proble`me me´canique mixte en vitesse/pression (P+1 /P1), analyse du couplage faible entre
le proble`me me´canique et thermique, avec la prise en compte dans les e´quations thermiques
des termes d’origine me´canique (source de chaleur et frottement) et vice-versa (e´crouissage
de´pendant de la tempe´rature).
Enfin, la validation de la formulation Mixte continue s’est poursuivie sur des cas acade´miques
de forgeage et sur des applications industrielles, montrant notamment la gestion satisfaisante
du phe´nome`ne d’auto-e´chauffement et de frottement au cours du processus de de´formation de
la pie`ce. Ces dernie`res simulations nous ont donc permis d’e´tablir une estimation encourageante
du champ de tempe´rature, en tout point de la pie`ce. Toutefois, on peut noter une estimation
moins pre´cise de la tempe´rature pour les mode`les discontinus (TGD et Gdimp), particulie`rement
dans les zones de contact bien que les e´changes thermiques conductifs sont correctement pris en
compte.
Perspectives
Malgre´ ces re´sultats encourageants, beaucoup de points restent encore a` e´claircir. C’est
pourquoi, il serait inte´ressant d’approfondir les validations des trois mode`les sur des proble`mes
expe´rimentaux et des cas industriels plus renseigne´s et plus complexes, et surtout d’ame´liorer la
formulation Mixte continue :
– On a vu que notre formulation reste stable tant que le jeu de parame`tres (taille de maille,
pas de temps, conditions initiales et conditions aux limites thermiques) utilise´ est raison-
nable; autrement dit avec un choc thermique tre`s violent, il y aura apparition de fluctua-
tions spatio-temporelles de`s que le pas de temps est tre`s petit. Le TGD et le Gdimp sont,
dans ce cas, beaucoup plus stables. L’ide´e de les coupler semble alors le´gitime en pre´sence
de ce type de chocs. Pour activer le couplage Gdimp/formulation Mixte, plusieurs crite`res
devront alors eˆtre choisis, comme par exemple :
∗ un crite`re de´pendant d’une valeur fixe´e du pas de temps me´canique,
∗ ou un crite`re de´pendant d’une erreur de gradient de tempe´rature,
∗ crite`re active´ en de´but de simulation, la` ou` les chocs thermiques devraient eˆtre
pre´ponde´rants,
∗ ou crite`re active´ de`s qu’une partie du lopin est en contact avec l’outil.
– Pour re´duire encore le temps de calculs, la version paralle`le de Forge 3©r serait conseille´e.
La nouvelle formulation e´tant paralle´lisable, peu de modifications seront ne´cessaires. Par
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contre, si nous nous orientons vers un couplage des mode`les thermiques, ou simplement
vers l’utilisation de l’un des deux mode`les Galerkin Discontinu, un plus gros travail de pro-
grammation devra eˆtre effectue´, essentiellement a` cause des inconnues de´finies non plus
aux noeuds mais par e´le´ment.
– L’ensemble de notre travail concerne l’ame´lioration de l’e´quilibre thermique du logiciel
Forge 3©r se´quentiel monocorps, avec uniquement la pre´diction de l’e´volution thermique
du lopin et la supposition d’outils inde´formables. Depuis, une nouvelle version commer-
cialise´e, beaucoup plus re´aliste, a vu le jour : c’est la version multicorps de´veloppe´e par
[Barboza 2004] et [Terzolo 2004] permettant de suivre a` la fois les e´volutions thermiques et
les de´formations aussi bien dans le lopin que dans les divers outillages devenus de´formables.
C’est [Terzolo 2004] qui s’occupa de la re´solution thermique en modifiant l’approche Ga-
lerkin standard au cas multicorps. Cela serait donc inte´ressant d’inte´grer nos trois mode`les
dans cette nouvelle version. Bien suˆr, il faudra adapter les e´quations, notamment en tenant
compte du terme de couplage entre les deux mate´riaux, au niveau de l’interface de contact
multicorps.
Dans le cas du processus de forgeage a` chaud, la tempe´rature de la pie`ce va fortement influer
la tempe´rature des outils et inversement : il y a donc couplage entre les deux mate´riaux,
avec inde´niablement un couplage fort (besoin d’introduire une me´thode maˆıtre-esclave
base´e sur les e´le´ments de contact). Ces e´changes multicorps sont de deux types, avec
d’abord la prise en compte de la contribution provenant de la conduction entre les deux
corps et celle du terme provenant du frottement entre les deux corps de´formables.
– En e´voquant l’ide´e du crite`re sur l’erreur du gradient thermique, on pourrait e´galement
envisager a` plus long terme un remailleur thermique adaptatif base´ sur un estimateur d’er-
reurs en gradient thermique. En effet, pour e´viter le choc thermique, on pourrait conside´rer
le raffinement de maillage en introduisant un maillage thermique diffe´rent du maillage
me´canique. La` ou` les chocs thermiques seront importants, on pourrait de´coupler les struc-
tures de maillages me´canique et thermique. Le maillage thermique sera alors conside´re´
comme un raffinement du maillage me´canique, dans les zones de chocs thermiques. Bref,
cette e´tude peut, a` elle seule, faire l’object d’une the`se en conside´rant les e´tapes suivantes :
∗ recherche d’un crite`re de raffinement en fonction du gradient thermique calcule´ sur le
maillage me´canique. La litte´rature e´tant assez riche dans ce domaine, on pourrait par
exemple s’inspirer des travaux de [Lewis et al. 1991], [Chambarel-Pumborios 1992]
[Franca-Haghighi 1994], [Pelletier et al. 1994], [Papastavrou-Verfu¨rth 2000] et
[Probert et al. 1992].
∗ adaptation du mailleur pour ge´ne´rer des sous mailles dans les zones ou` le crite`re est
atteint : remaillage anisotrope dans la direction du choc thermique [Prax-Sadat 1998],
[Murthy-Mathur 1998], [Gruau 2004].
∗ a` chaque pas de temps, transfert des informations entre me´canique et thermique pour
le calcul couple´ [Bousseta 2005].
∗ adaptation au calcul paralle`le : de´composition judicieuse entre les domaines ther-
miques et me´caniques [Terzolo 2004, Barboza 2004].
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Annexe A
Sche´ma de discre´tisation temporelle
a` trois pas de temps
On se propose de de´tailler les calculs nous conduisant au syste`me diffe´rentiel (1.47). En combi-
nant les expressions (1.39) et (1.40), le syste`me (1.32) prend la forme :
C
(
β1Tn−1 + β2Tn
∆t1
+
γ1Tn + γ2Tn+1
∆t2
)
+ K (α1Tn−1 + α2Tn + α3Tn+1)
⇔
(
C
γ2
∆t2
+K α3
)
Tn+1 = Q − K (α1Tn−1 + α2Tn) − C
(
β1Tn−1 + β2Tn
∆t1
+
γ1Tn
∆t2
)
⇔ P Tn+1 = 1
α3
[
Q − K (α1Tn−1 + α2Tn) − C
(
β1Tn−1 + β2Tn
∆t1
+
γ1Tn
∆t2
)]
avec P la matrice de´finie par P = C
γ2
α3∆t2
+K .
⇔ P Tn+1 = 1
α3
[
Q +
(
C
γ2
α3∆t2
− P
)
(α1Tn−1 + α2Tn) − C
(
β1Tn−1 + β2Tn
∆t1
+
γ1Tn
∆t2
)]
⇔ P T ∗ = Q + C
[(
α1 γ2
α3∆t2
− β1
∆t1
)
Tn−1 +
(
α2 γ2
α3∆t2
− β2
∆t1
− γ1
∆t1
)
Tn
]
En posant κ0 =
α1 γ2
α3∆t2
− β1
∆t1
et κ1 =
α2 γ2
α3∆t2
− β2
∆t1
− γ1
∆t1
, on obtient finalement :
P T ∗ = Q + C
(
κ0 Tn−1 + κ1 Tn
)
(A.1)
Remarque A.1 Avec ∆t1 = ∆t2, on obtient :
γ1 = −γ2
β1 = −β2 = γ2 − 1
α1 + α2 + α3 = 1
α2 =
3
2
− 2α1 − γ2
α3 = α1 − 12 + γ2
(A.2)
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Annexe B
Sche´ma Taylor Galerkin applique´ au
proble`me scalaire 1D de convection
Pour re´soudre l’e´quation (B.1) avec a une constante positive,
ut = a ux (B.1)
trois techniques d’approximations temporelles vont eˆtre aborde´es avant de pouvoir appliquer la
formulation Galerkin qui permettra d’obtenir l’e´criture comple`te de l’e´quation discre`te.
B.1 Technique base´e sur un pas de temps ”arrie`re” (explicite)
La discre´tisation de la de´rive´e temporelle s’exprime par un sche´ma d’Euler tel que :
unt =
un+1 − un
∆t
= a unx (B.2)
Autrement dit, on aura recours a` l’utilisation du de´veloppement de Taylor explicite pour ut a`
l’instant n :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt +O(∆t4)
⇔ u
n+1 − un
∆t
= unt +
∆t
2
untt +
∆t2
6
unttt +O(∆t3) (B.3)
ou`

utt = a2 uxx
uttt = a2 (ut)xx
(B.4)
En combinant (B.3) et (B.4) dans l’e´quation (B.1), on aboutit :
un+1 − un
∆t
− a
2∆t2
6
(ut)nxx = a u
n
x +
a2∆t
2
unxx
⇔
(
1− a
2∆t2
6
∂xx
) (
un+1 − un
∆t
)
= a unx +
a2∆t
2
unxx (B.5)
En appliquant la formulation Galerkin a` l’e´quation (B.5) graˆce a` l’approximation locale
suivante :
U(x,t) =
∑
j
φj(x)Uj(t) , (B.6)
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nous en de´duisons l’e´quation de Galerkin qui s’e´crit :〈(
1− a
2∆t2
6
∂xx
)
(Un+1 − Un) − a∆t Unx −
a2∆t2
2
Unxx , φi
〉
= 0 ∀ i (B.7)
avec < u,v > la notation du produit scalaire dans L2. En choisissant de prendre des fonctions
d’interpolation line´aires (φj ∈ P 1) et une taille maille h uniforme, l’e´quation (B.7) discre`te se
met sous la forme suivante avec comme parame`tre nodal Unj :
[ 1 +
1
6
(1− C2) δ2 ] (Un+1j − Unj ) = C∆0 Unj +
1
2
C2 δ2 Unj (B.8)
avec

C = a
∆t
h
∆0 Uj =
1
2
(Uj+1 − Uj−1)
δ2 Uj = Uj−1 − 2Uj + Uj+1
(B.9)
Le sche´ma (B.8) est appele´ le sche´ma Taylor Galerkin explicite, note´ ETG et il est d’ordre 3 en
pre´cision.
B.2 Technique base´e sur un pas de temps ”saute-mouton”
(leap-frog)
La discre´tisation de la de´rive´e temporelle s’exprime par un sche´ma de diffe´rence finie centre´e :
unt =
un+1 − un−1
2∆t
= a unx (B.10)
Deux de´veloppements de Taylor sont donc ne´cessaires pour utiliser cette discre´tisation centre´e :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt +O(∆t4)
un−1 = un −∆t unt +
∆t2
2
untt −
∆t3
6
unttt +O(∆t4)
(B.11)
unt =
un+1 − un−1
2∆t
− ∆t
2
6
unttt (B.12)
(
1− a
2∆t2
6
∂xx
) (
un+1 − un−1
2∆t
)
= a unx (B.13)
〈(
1− a
2∆t2
6
∂xx
)
(Un+1 − Un−1) − 2 a∆t Unx , φi
〉
= 0 ∀ i (B.14)
En utilisant les fonctions de base line´aires, le sche´ma de Taylor Galerkin leap-frog, note´
LFTG, se met sous la forme (B.15) :
[ 1 +
1
6
(1− C2) δ2 ] (Un+1j − Un−1j ) = 2C∆0 Unj ∀ j (B.15)
C’est un sche´ma pre´cis a` l’ordre 4 et stable si C ≤ 1.
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B.3 Technique base´e sur un pas de temps de Crank-Nicholson
La discre´tisation se fait par un sche´ma standard de Cranck-Nicholson :
un+1 − un
∆t
=
1
2
a (unx + u
n+1
x ) (B.16)
avec l’utilisation des de´veloppements de Taylor suivants :
un+1 = un +∆t unt +
∆t2
2
untt +
∆t3
6
unttt + ...
un = un+1 −∆t un+1t +
∆t2
2
un+1tt −
∆t3
6
un+1ttt + ...
(B.17)
un+1 − un
∆t
=
1
2
(unt + u
n+1
t ) +
∆t
4
(untt − un+1tt ) +
∆t2
12
(unttt + u
n+1
ttt ) (B.18)
un+1 − un
∆t
=
a
2
(unx + u
n+1
x ) +
a2∆t
4
(unxx − un+1xx )
a2∆t2
12
∂xx(unt + u
n+1
t ) (B.19)
En posant
1
2
(unt + u
n+1
t ) =
un+1 − un
∆t
l’e´quation (B.19) prend la forme : (B.20)
(
1− a
2∆t2
6
∂xx
) (
un+1 − un
∆t
)
=
a
2
(unx + u
n+1
x ) +
a2∆t2
4
(unxx + u
n+1
xx ) (B.21)
Pour ∀ i, on a :〈(
1− a
2∆t2
6
∂xx
)
(Un+1 − Un)− a∆t
2
(Unx + U
n+1
x )−
a2∆t2
4
(Unxx + U
n+1
xx ) , φi
〉
= 0 (B.22)
C’est le mode`le Taylor Galerkin Crank-Nicholson, note´ CNTG.
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Annexe C
Analyse de sensibilite´ des
parame`tres k, ρ et c sur la solution
nume´rique TGD ”forgeage”
Pour comple´ter l’e´tude de sensibilite´ traite´e a` la page 74 du chapitre 2, nous rajoutons dans
cette Annexe, l’estimation de l’erreur TGD ”forgeage” de´duite de l’ensemble des tests re´capitule´s
dans le tableau 2.9.
• Dans les tableaux C.1, C.2 et C.3, nous avons calcule´ l’erreur moyennne TGD pour l’en-
semble de ces tests, d’abord en fonction de la conductivite´ k, puis de la densite´ ρ et enfin de la
capacite´ calorifique c.
k=1 k=5 k=10 k=15 k=20 k=30 k=50
erreur TGD 0,15% 2,53% 4,07% 4,96% 5,58% 6,45% 7,47%
Tab. C.1 – Erreur moyenne du sche´ma TGD en fonction de la conductivite´ k.
ρ = 1000 ρ = 2500 ρ = 5000 ρ = 7800 ρ = 10 000 ρ = 15 000
erreur TGD 8,83% 7,34% 5,92% 4,96% 4,42% 3,52%
Tab. C.2 – Erreur moyenne du sche´ma TGD en fonction de la masse volumique ρ.
c=10 c=100 c=200 c=300 c=360 c=500 c=1000
erreur TGD 8,24% 7,62% 6,22% 5,35% 4,96% 4,25% 2,7%
Tab. C.3 – Erreur moyenne du sche´ma TGD en fonction de la capacite´ calorifique c.
• Nous repre´sentons les diverses courbes de l’erreur TGD obtenues en faisant varier a` tour
de roˆle la conductivite´ k (figure C.1(a)), puis la densite´ ρ (figure C.1(b)) et enfin la capacite´
calorifique c (figure C.1(c)).
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(a) influence de la conductivite´ k
(b) influence de la densite´ ρ
(c) influence de la capacite´ c
Fig. C.1 – Evolution de l’erreur thermique TGD pour le capteur situe´ a` 10mm du bord re´gule´
thermiquement.
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Annexe D
Mode`le spatio-temporel combine´ a`
l’e´le´ment P0/P
+
0
D.1 Principe
Il s’agit d’un mode`le ”de´couple´” en espace et en temps pour lequel l’inte´gration spatiale
est du type Galerkin Discontinu utilisant des e´le´ments finis P0/P+0 en tempe´rature/gradient de
tempe´rature. L’inte´gration temporelle, quant a` elle, utilise des e´le´ments finis discontinus P0 en
temps, plus pre´cise´ment une interpolation constante par tranche temporelle ]ti, ti+1[. Autrement
dit, ce choix recouvre deux approximations :
– une interpolation constante par rapport aux variables d’espace x :
T ∈ P0(K) et −−→∇T ∈ P+0 (K) ,
– une interpolation discontinue constante par rapport au temps t :
T ∈ P0( ]ti,ti+1[ ) et −−→∇T ∈ P0( ]ti,ti+1[ ) .
On peut donc introduire l’espace d’approximations W sth tel que :
W sth =
{
wh ∈ L2(Ωst) , wh|Ki ∈ P0(Ki) , Ki ⊂ Ωsth
}
Bien e´videmment, comme pour l’e´valuation des de´rive´es spatiales, la de´rive´e temporelle de
la tempe´rature ne pourra eˆtre de´finie au sens fort puisque la fonction T n’est pas continue sur
l’intervalle ]0,t[. Il faudra donc l’e´valuer dans un sens plus faible, celui des distributions sur
l’espace ΩST .
D.2 Discre´tisation de l’e´quation de la chaleur avec une formu-
lation espace/temps
Rappelons, tout d’abord, le proble`me thermique instationnaire re´gi par l’e´quation de la cha-
leur a` laquelle on associe des conditions initiales et aux limites :
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Trouver T (x,t) tel que pour ∀(x,t) ∈ Ω×]0,tf [
∂T
∂t
+ −→v .−−→∇T + k div−→q = 1
ρ c
w˙ sur Ω×]0,tf [
−→q + −−→∇T = −→0 sur Ω×]0,tf [
T (x,0) = T0(x) sur Ω× {0}
T (x,t) = g(x,t) sur ∂Ω×]0,tf [
(D.1)
ou` tf repre´sente la dure´e totale du processus thermique e´tudie´, k la diffusivite´ thermique du
milieu Ω, T0 une fonction connue de´pendant uniquement de la position du point mate´riel et
g(x,t) une fonction donne´e de´pendant de la position x et du temps t.
En de´finitive, la discre´tisation de l’e´quation de la chaleur, sous sa forme mixte T/
−−→∇T , a` l’aide
de la me´thode des e´le´ments finis espace/temps (P0/P+0 en espace et P0 en temps) est obtenue a`
partir des e´quations traitant de la discre´tisation :
– du terme de de´rivation temporelle
∂Th
∂t |K×]ti,ti+1[
= |K| (T iK − T i−1K ) ou` T iK = Th|Ki (D.2)
– du terme de convection
−→v .−−→∇Th |K×]ti,ti+1[ = − (ti+1 − ti)
∑
F∈ ∂K
[T ih]
F
K
∫
F
(−→v .−→n )− ds
avec [T ih]
F
K = T
i
K − T iK(F )
(D.3)
– du terme de diffusion
∇.−→qh |K×]ti,ti+1[ = (ti+1 − ti)
∑
F∈ ∂K
ω−→q iKF . |F | −→n FK
avec −→q iKF = (T iK − T iK(F ))
D |F | −→n FK
|K| + |K(F )|
(D.4)
– du terme de dissipation
( w˙h , ϕ )Ωsth =
N−1∑
i=0
∑
K⊂Ωh
∫ ti+1
ti
∫
K
w˙ ϕ dΩ dt ∀ϕ ∈ D(Ωsth ) (D.5)
Comme l’e´nergie dissipe´e w˙ est suppose´e constante sur l’e´le´ment spatio-temporel, de valeur
w˙iK :
( w˙h , ϕ )Ωsth =
N−1∑
i=0
∑
K⊂Ωh
w˙iK |K| (ti+1 − ti) (D.6)
En choisissant de prendre ϕ parmi les fonctions de base de l’espace W sth , on en de´duit une
e´valuation locale du terme source :
w˙h |K×]ti,ti+1[ = w˙
i
K |K| (ti+1 − ti) (D.7)
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Finalement, en combinant les quatre termes discre´tise´s ci-dessus, nous pouvons e´crire le bi-
lan de la discre´tisation spatio-temporelle de l’e´quation de la chaleur (P0/P+0 en espace et P0 en
temps) :
Etant donne´ T i−1K , trouver T
i
K tel que pour tout K
i ∈ Ωsth , le syste`me suivant soit ve´rifie´ :
|K| (T iK − T i−1K ) − (ti+1 − ti)
∑
F∈∂K
(T iK − T iK(F ))
∫
F
(−→v .−→n )− ds
+ k (ti+1 − ti)
∑
F∈∂K
ω
−−→
qiKF . |F | −→n FK =
1
ρ c
w˙iK |K| (ti+1 − ti)
−→q iKF = (T iK − T iK(F ) )
D |F | −→n FK
|K| + |K(F )|
(D.8)
Si l’on conside`re des intervalles de temps constants de longueur ∆t et si l’on affecte la valeur opti-
mal au facteur de formes ω =
1
d
, [Batkam-Coupez 2001] en de´duisent une expression e´quivalente :
Etant donne´ T t−∆tK , trouver T
t
K qui ve´rifie pour tout K×]t,t+∆t[∈ Ωsth :
1
∆t
(T tK − T t−∆tK ) −
1
|K|
∑
F∈∂K
(T tK − T tK(F ))
∫
F
(−→v .−→n )− ds
+
k
|K|
∑
F∈∂K
(T tK − T tK(F ))
D |F |2
d |K| + |K(F )| =
w˙tK
ρ c
(D.9)
C’est sous cette dernie`re forme que [Batkam-Coupez 2001] choisissent de re´soudre nume´rique-
ment leur proble`me thermique.
Les me´thodes de re´solution sont les meˆmes que celles utilise´es pour re´soudre le mode`le
Gdimp : il s’agit soit de la me´thode ite´rative de Jacobi (ou Gauss-Seidel), soit de la me´thode de
type gradient conjugue´.
222 ANNEXE D. MODE`LE SPATIO-TEMPOREL COMBINE´ A` L’E´LE´MENT P0/P+0
223
Annexe E
Test de compression du cylindre
Aubert & Duval
E.1 Loi rhe´ologique point a` point
La rhe´ologie est une loi thermo-e´crouissable de´finie point par point, c’est a` dire que la
contrainte σ de´pend de ε¯, de ˙¯ε et de T tels que :
ε¯ = 0,5 ε¯ = 1 ε¯ = 1,5 ε¯ = 2 ε¯ = 2,5 ε¯ = 3
˙¯ε = 0,01 257,9 257,9 257,9 257,9 257,9 257,9
˙¯ε = 0,03 293 293 293 293 293 293
˙¯ε =0,1 337,9 337,9 337,9 337,9 337,9 337,9
Tab. E.1 – Valeurs du flux des contraintes pour une tempe´rature T = 600◦C et 900◦C.
ε¯ = 0,5 ε¯ = 1 ε¯ = 1,5 ε¯ = 2 ε¯ = 2,5 ε¯ = 3
˙¯ε = 0,01 185,5 185,5 185,5 185,5 185,5 185,5
˙¯ε = 0,03 211 211 211 211 211 211
˙¯ε =0,1 243,3 243,3 243,3 243,3 243,3 243,3
Tab. E.2 – Valeurs du flux des contraintes pour une tempe´rature T = 950◦C.
ε¯ = 0,5 ε¯ = 1 ε¯ = 1,5 ε¯ = 2 ε¯ = 2,5 ε¯ = 3
˙¯ε = 0,01 137,2 137,2 137,2 137,2 137,2 137,2
˙¯ε = 0,03 155,8 155,8 155,8 155,8 155,8 155,8
˙¯ε =0,1 179,3 179,3 179,3 179,3 179,3 179,3
Tab. E.3 – Valeurs du flux des contraintes pour une tempe´rature T = 1000◦C.
ε¯ = 0,5 ε¯ = 1 ε¯ = 1,5 ε¯ = 2 ε¯ = 2,5 ε¯ = 3
˙¯ε = 0,01 103,4 103,4 103,4 103,4 103,4 103,4
˙¯ε = 0,03 117,9 117,9 117,9 117,9 117,9v 117,9
˙¯ε =0,1 135,8 135,8 135,8 135,8 135,8 135,8
Tab. E.4 – Valeurs du flux des contraintes pour une tempe´rature T = 1050◦C et 1200◦C.
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E.2 Loi thermique point a` point
La conductivite´ k , la densite´ ρ et la capacite´ calorifique c ne sont plus des constantes mais
des fonctions de´pendant de la valeur de la tempe´rature T :
Conductivite´ k Masse volumique ρ Capacite´ c
T = 20◦C 11,6 8230 430
T = 200◦C 14,2 8171 473
T = 400◦C 17,2 8098 521
T = 500◦C 18,7 8062 546
T = 600◦C 20,5 8019 571
T = 700◦C 22,3 7974 598
T = 800◦C 23,7 7924 624
T = 900◦C 25,6 7870 651
T = 1000◦C 27,5 7817 681
T = 1200◦C 31,5 7733 748
Tab. E.5 – Valeurs des donne´es du mate´riau en fonction de la tempe´rature.
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Re´sume´
La prise en compte de la thermique couple´e au mode`le me´canique continue a` poser des
de´fis a` la mode´lisation nume´rique, et plus particulie`rement lors de la simulation du proce´de´
de forgeage a` chaud (de´formations importantes de la pie`ce chaude au contact d’outils plus
froids). Cette the´matique d’actualite´ encore peu ou mal traite´e dans les codes de calculs clas-
siques (pre´sence de proble`mes de stabilite´ et de convergence dus aux fortes non line´arite´s des
mode`les thermome´caniques) nous ame`ne a` mettre au point une me´thodologie nume´rique sa-
tisfaisante de l’e´quilibre thermique en vue de simuler un tel couplage, avec un bon compromis
entre la pre´cision de l’estimation du champ de tempe´rature et le temps de re´solution. Ainsi,
trois mode`les nume´riques sont introduits et inte´gre´s dans le code e´le´ments finis Forge 3©r,
tous base´s sur une formulation mixte a` deux champs en tempe´rature/flux de chaleur pour
de´crire le proble`me thermique instationnaire.
– Deux mode`les base´s sur la me´thode de Galerkin Discontinue et l’e´le´ment fini constant
P0 sont d’abord pre´sente´s :
∗ le sche´ma explicite Taylor Galerkin Discontinu (TGD) associe´ a` des e´le´ments finis
mixtes discontinus P0/P0 et a` un de´veloppement de Taylor explicite,
∗ le mode`le Galerkin Discontinu Implicite (GDIMP), notre premie`re me´thode qui
est une ame´lioration du sche´ma TGD avec une formulation plus pre´cise pour l’es-
timation du flux (e´le´ments finis mixtes P0/P+0 ) et une convergence plus rapide
(sche´ma d’Euler implicite).
– Notre nouvelle formulation, la formulation Mixte continue base´e sur l’e´le´ment fini mixte
line´aire P1/P1 et sur un sche´ma temporel implicite.
Tout au long de ce travail, ces me´thodes nume´riques sont de´crites, e´value´es, valide´es (so-
lutions analytiques ou re´sultats expe´rimentaux) compare´es et soumises a` des discussions
critiques quant a` leur efficacite´ et leur robustesse.
Mots-clef : re´solution proble`me thermique instationnaire, formulation mixte, Galerkin
Discontinu, e´le´ments finis mixtes line´aires, sche´ma temporel implicite, choc thermique.
Abstract
Many challenges and difficulties persist in the numerical simulations, and particularly during
hot forging processes simulation, when strong thermomechanical couplings must be taken into
account. But this thematic is still few or badly treated with the classical softwares (problems
of stability and convergence due to large nonlinear thermomechanical couplings). Therefore,
this work mainly consists in the improvement of a solving methods for the thermal problem
with a good compromise between the precision of the temperature field and the calculate
time. For this study, three numerical methods are implemented in the Forge 3©r finite element
software. They are based on a mixed formulation with two fields, temperatre/heat flux, to
describe the unsteady thermal problem.
– Two models based on the Discontinuous Galerkin method and the P0 constant finite
element are firstly presented :
∗ Explicit Taylor Discontinuous Galerkin (TDG) with a mixed finite element P0/P0
and an explicit Taylor expansion,
∗ Implicit Discontinuous Galerkin model (GDIMP) : our first improved TDG method
with a more local formulation for the flux estimation (interpolation P0/P+0 ) and
a farther convergence (implicit Euler scheme).
– Our original formulation, the Mixed Continuous Formulation based on the linear mixed
finite element P1/P1 and an implicit time integration.
These three numerical models are described, evaluated, validated (analytical solutions or
experimental results) and compared with a serious and critical discussion (define the most
appropriate, robust and efficient method for the hot forging process simulation).
Keywords : unsteady thermal problem, mixed formulation, Discontinuous Galerkin,
continuous mixed finite elements, implicit time integration, thermal shock.
