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Abstract
In this paper we study iterative roots of PM functions, a special class of non-monotone functions. Problem 2 in [W. Zhang,
PM functions, their characteristic intervals and iterative roots, Ann. Polon. Math. LXV (1997) 119–128] is solved partly and
Theorem 4 in that paper is generalized.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Given a non-empty set E and an integer n > 0, consider a map F : E → E. An iterative root of order n of F is
a map f : E → E such that
f n = F, (1)
where f n denotes the nth iterate of f , i.e., f n(x) = f (f n−1(x)) and f 0(x) ≡ x for any x ∈ E. Iterates and iterative
roots of one-dimensional maps are both important subjects in the theory of functional equations and the theory of
dynamical systems. When E ⊂ R and F is strictly monotone, many results are given, e.g., in [2–7,12]. A fundamental
result is the following [2,4,5]:
Theorem. (See Bödewadt [2].) Let I := [a, b] and CI(I, I ) := {f : I → I | f is continuous and strictly increasing,
f (a) = a, f (b) = b}. For any integer n 2, every F ∈ CI(I, I ) has iterative roots f of order n in CI(I, I ).
Finding iterative roots of non-monotone functions is a difficult problem [1]. References [11,13] discuss PM func-
tions, a special class of non-monotone functions, and reduce the problem of their iterative roots to monotone cases
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monotone function) if the number N(F) of forts (a short name of non-monotone points in [13]) of F in I is finite. Let
PM(I, I ) denote the set of all PM functions on I . Clearly, for each PM function F ,
0 = N(F 0)N(F)N(F 2) · · ·N(Fn) · · · .
Let H(F) denote the smallest positive integer k such that N(Fk) = N(Fk+1). As shown in [13], when H(F) > 1,
map F has no continuous iterative roots of order n for integer n > N(F); when H(F)  1, there is a sub-interval
[a′, b′] of I covering the range of F such that F is strictly monotone on it. Such a maximal sub-interval of monotonic-
ity is bounded by forts or endpoints called the characteristic interval of F . When F is strictly increasing on its
characteristic interval, the following results are obtained.
Theorem 1. (See [13, Theorem 4].) Let F ∈ PM(I, I ) and H(F) 1. Suppose that
(i) F is strictly increasing on its characteristic interval [a′, b′], and
(ii) F on I cannot reach a′ and b′ unless F(a′) = a′ or F(b′) = b′.
Then for any integer n 1, F has a continuous iterative root of order n. Moreover, these conditions are necessary for
integers n > N(F) + 1.
From the proof of Theorem 4 in [13] we see that the result after “moreover” in Theorem 1 can be modified stronger:
If F has a continuous iterative root of an even order n > N(F) + 1, then F satisfies (i) and (ii).
In [11,13], two open problems were raised:
(P1) Does F ∈ PM(I, I ) with H(F) > 1 have an iterative root of order n for nN(F)?
(P2) Does F ∈ PM(I, I ) with H(F) 1 have an iterative root of order n for n N(F) + 1 if F(x′) = a′ (or b′) at
x′ ∈ I \ [a′, b′]?
Problem (P1) is solved in [8,9] for the special case when n = 2 and in [10] as F is a piecewise expansion, but
problem (P2) remains difficult. Until now we did not find a progress on problem (P2).
In this paper a new version of Theorem 4 in [13] is given. This new version not only generalizes the known results
on iterative roots of PM functions but also solves problem (P2) partly.
2. Main results
We first give some useful lemmas.
Lemma 1. (See [13, Theorem 3].) Suppose F ∈ PM(I, I ) and H(F) 1. Let [a′, b′] be the characteristic interval, let
m and M be the minimum and maximum on [a, b], and m′ and M ′ those on [a′, b′]. If, restricted to [a′, b′], Eq. (1) has
a continuous solution f1 which maps [a′, b′] into itself and maps [m,M] into [m′,M ′], then there exists a continuous
function f from I into I such that
(i) f (x) = f1(x) for all x ∈ [a′, b′], and
(ii) f satisfies Eq. (1) on the whole interval I .
Lemma 2. Let F ∈ PM(I, I ) and H(F)  1. Then F has no continuous iterative roots f of order n > 1 such that
H(f ) > n.
Proof. Suppose that there is a continuous function f : I → I such that f n = F and H(f ) > n. Then




< · · · < N(f n) = N(F) < N(f n+1) · · ·N(f 2n) = N(F 2),
which yields H(F) > 1, a contradiction to our assumption. 
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of F of order n such that H(f ) = 1.
Proof. This result follows from the proof of Lemma 1. In fact, for every continuous function f1 : [a′, b′] → [a′, b′]
such that f n1 = F |[a′,b′] the function
f := f1 ◦ σ,
where σ := F |−1[a′,b′] ◦ F , is an iterative root of F of order n. It is easy to see that H(f ) = 1 since function σ does not
depend on n. 
From the proof of Theorem 1 we know that the condition n > N(F) + 1 guarantees that any iterative root f of F
of order n should satisfy H(f ) < n. With Lemma 2, the following theorem gives the corresponding results when
H(f ) = n.
Theorem 3. Let F ∈ PM(I, I ) and H(F)  1. Suppose that F is strictly increasing on its characteristic interval
[a′, b′], N(F) = n > 1, and that minF = a′ and maxF = b′. Then F has no continuous iterative roots f of order n
such that H(f ) = n.
Proof. For an indirect proof, assume that F has an iterative root f of order n such that H(f ) = n. Let Sk be the set
of forts of f k . Since F is strictly increasing on [a′, b′], by Theorem 2(iv) in [13], f is strictly monotone on [a′, b′]
and f ([a′, b′]) ⊂ [a′, b′]. Hence, either
(C1) f is strictly increasing on [a′, b′],
or
(C2) f is strictly decreasing on [a′, b′].
Since H(f ) = N(F) = n, it is easy to see that N(f k) = k for 0  k  n. The fact N(f n) = N(f ◦ f n−1) >
N(f n−1) shows that f is not monotone on [minf n−1,maxf n−1], implying that f must have a fort, say ξ , in
(minf n−1,maxf n−1). On the other hand, the fact N(f ) = 1 implies that ξ is the unique fort of f on I , i.e., S1 = {ξ}.
Furthermore, compared with f n−1, the extra fort of f n, say x0 (i.e., x0 ∈ Sn \ Sn−1) must be such that f n−1(x0) ∈ S1,
but S1 = {ξ} as shown above. It follows that f n−1(x0) = ξ , namely,
f (ξ) = f n(x0) = F(x0) ∈ [a′, b′]. (2)
Since ξ is the unique fort of f on I , f (ξ) is either the minimum (minf ) or the maximum (maxf ) of f on I .
We further claim that
a′ = minf n−1 = minf if f (ξ) = minf ; (3)
b′ = maxf n−1 = maxf if f (ξ) = maxf. (4)
In fact, if f (ξ) = minf , from (2) and the fact a′ = minf n  f (ξ) we see that f (ξ) = a′. Thus
a′ = minf minf n−1 minf n = a′,
implying that a′ = minf n−1. Similarly, if f (ξ) = maxf , from (2) and the fact b′ = maxf n  f (ξ) we get f (ξ) = b′,
implying (4). Moreover, we note that f n−1|[a′,b′] is increasing (respectively decreasing) if f |[a′,b′] is increasing (re-
spectively decreasing), because F = f n−1 ◦ f and F |[a′,b′] is increasing.
In what follows, since minF = a′ and maxF = b′, we discuss in four cases.
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In (C1), i.e., f is strictly increasing on [a′, b′], from (3) we get ξ = a′ if f (ξ) = minf because S1 = {ξ} and
f (a′) = a′. It follows from (3) that a′ = ξ ∈ (minf n−1,maxf n−1) = (a′,maxf n−1), a contradiction. Similarly,
from (4) we get ξ = b′ if f (ξ) = maxf because S1 = {ξ} and f (b′) = b′. Then we also obtain a contradiction that
b′ = ξ ∈ (minf n−1,maxf n−1) = (minf n−1, b′).
In (C2), i.e., f is strictly decreasing on [a′, b′], we first assume that f (ξ) = minf . From the proof of (3) we see
that F(ξ) = f n−1(a′) and a′  f n−1(a′) b′, which implies
f (a′) f n(a′) f (b′)
because of the monotonicity of f on [a′, b′]. Thus f (b′)  F(a′) = a′ in this case. From the fact f (b′)  a′ we
obtain minf = f (ξ) = a′ and f (b′) = a′, so ξ = b′. Moreover, we claim that f (a′) = b′. Otherwise, it follows from
a′  f (a′) < b′ that a′ = f n(a′) > f n−1(b′), a contradiction to the fact a′ = minf n−1. Therefore, S1 = {b′}, and
S2 = {a′, b′} since N(f 2) = 2 and f (a′) = b′. Here we note that f (x) 	= b′, ∀x ∈ I \ {a′}. Since N(f 3) = 3, there
is a fort η ∈ [a, b] such that f (η) = a′ = minf or f (η) = b′. Obviously, as we discussed, η = b′ or η = a′, which
contradicts to η ∈ S3 \ S2.
On the other hand, in (C2) we assume that f (ξ) = maxf . By (4) we get f (ξ) = b′, i.e., F(ξ) = f n−1(b′), implying
that a′  f n−1(b′) b′. Since f is strictly decreasing on [a′, b′], we have
f (a′) f n(b′) f (b′),
implying that f (a′) F(b′) = b′ in this case. Similarly, from the fact f (a′) b′ we obtain f (a′) = b′ and therefore
ξ = a′. A similar argument to the above discussion gives a contradiction.
Case (ii). F(a′) = a′ and F(b′) < b′.
In (C1) we first assume that f (ξ) = minf . As discussed in Case (i) we see that f (ξ) = a′ and ξ = a′, which
makes a contradiction that ξ ∈ (minf n−1,maxf n−1) = (a′,maxf n−1). On the other hand, assume that f (ξ) =
maxf . By (4), f (ξ) = b′ and f (b′) < b′, which implies that ξ > b′ since f is strictly increasing on [a′, b′]. It is
a contradiction to ξ ∈ (minf n−1,maxf n−1) = (minf n−1, b′).
In (C2) we first assume that f (ξ) = minf . By (3), f (ξ) = a′. If f (a′) < b′, it follows that a′ = f n−1 ◦ f (a′) >
f n−1(b′), which is a contradiction. Thus, the facts f (a′) = b′ and a′ = F(a′) = f n−1(b′) lead to the result F(b′) = b′,
a contradiction to the assumption of Case (ii). On the other hand, assume that f (ξ) = maxf . By (4), f (ξ) = b′. Let
y0 := f (a′) ∈ [a′, b′]. Then f n−1(y0) = F(a′) = a′. It implies that y0 = b′ because y0 ∈ [a′, b′] and f n−1 is strictly
decreasing on [a′, b′]. Therefore, f (a′) = b′, implying that F(b′) = f (F (a′)) = f (a′) = b′, a contradiction to the
assumption of Case (ii).
Case (iii). F(a′) > a′ and F(b′) = b′.
The proof of this case is similar to Case (ii).
Case (iv). F(a′) > a′ and F(b′) < b′.
The proof of (C1) is similar to Case (ii) in (C1).
In (C2), suppose that f (ξ) = minf . As shown in the beginning of this proof, N(f n) = n. Put ξ = x0. Then we can
assume that Sn = {xi : i = 0, . . . , n − 1}, where
f (xi) = xi−1, i = 1,2,3, . . . , n − 1.
Since F |[a′,b′] is increasing, we see that Sn ∩ (a′, b′) = ∅. By (3), a′ = minf . So xi  a′, i = 0, . . . , n− 1. Since a′, b′
are forts, there exist integers p,q  0 such that a′ = xp , b′ = xq . On the other hand, x0 = f r(xr) for 1 r  n − 1.
Note that x0 = ξ  b′, since f |[a′, b′] is decreasing and ξ is the unique fort. This implies that a′ = xp for an integer
p  1. Thus x0 = f p(a′) and f p(a′) ∈ [a′, b′], since f : [a′, b′] → [a′, b′]. Hence x0 = b′ and f (b′) = f (ξ) = a′.
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have f (a′) = b′. The equalities f (a′) = b′ and f (b′) = a′ imply that F(a′) = a′. This is a contradiction.
If f (ξ) = maxf . By (4), f (ξ) = b′. Using a similar argument to the above discussion, we also get a contradiction.
Consequently it is proved that F has no iterative roots f of order n such that H(f ) = n. 
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