The collisional relaxation of a strongly magnetized pure ion plasma that is composed of two species with slightly different masses is discussed. We have in mind two isotopes of the same singly ionized atom. Parameters are assumed to be ordered as X 1 ; X 2 ) jX 1 À X 2 j ) v ij = b and
b, where X 1 and X 2 are two cyclotron frequencies, v ij ¼ ffiffiffiffiffiffiffiffiffiffiffiffi T k =l ij q is the relative parallel thermal velocity characterizing collisions between particles of species i and j, and b ¼ 2e 2 =T k is the classical distance of closest approach for such collisions, and v ?j =X j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2T ?j =m j p =X j is the characteristic cyclotron radius for particles of species j. Here, l ij is the reduced mass for the two particles, and T k and T ?j are temperatures that characterize velocity components parallel and perpendicular to the magnetic field. For this ordering, the total cyclotron action for the two species,
?i =ð2X 2 Þ are adiabatic invariants that constrain the collisional dynamics. On the timescale of a few collisions, entropy is maximized subject to the constancy of the total Hamiltonian H and the two actions I 1 and I 2 , yielding a modified Gibbs distribution of the form exp½ÀH=T k À a 1 I 1 À a 2 I 2 . Here, the a j 's are related to T k and T ?j through T ?j ¼ ð1=T k þ a j =X j Þ À1 . Collisional relaxation to the usual Gibbs distribution, exp½ÀH=T k , takes place on two timescales. On a timescale longer than the collisional timescale by a factor of ð
Þexpf5½3pð bjX 1 À X 2 j= v 12 Þ 2=5 =6g, the two species share action so that a 1 and a 2 relax to a common value a. On an even longer timescale, longer than the collisional timescale by a factor of the order expf5½3pð bX 1 = v 11 Þ 2=5 =6g, the total action ceases to be a good constant of the motion and a relaxes to zero. V C 2014 AIP Publishing LLC.
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I. INTRODUCTION
There is good agreement between theory and experiment for the collisional relaxation of strongly magnetized single species plasmas. [1] [2] [3] [4] [5] The relaxation is novel because the collisional dynamics is constrained by adiabatic invariants associated with the cyclotron motion. Here, we extend the theory to the case of a two-species plasma, where the charges of the two species are the same (e 1 ¼ e 2 ) and the masses differ only slightly (i.e., jm 1 À m 2 j ( m 1 ; m 2 ). We have in mind a pure ion plasma that is composed of two isotopes. Such isotopically impure ion plasmas are often used in experiments. 6, 7 In Sec. II, we begin with an analysis of a collision between two isotopically different ions that move in the uniform magnetic field B ¼ Bẑ. For sufficiently strong magnetic field, the collision looks very different from Rutherford scattering; the two ions approach and move away from one another in tight helical orbits that follow magnetic field lines.
We will find that the sum of the cyclotron actions for the two ions,
?2 =ð2X 2 Þ, is an adiabatic invariant that is nearly conserved in the collision. Here, m j v 2 ?j =2 and X j ¼ eB=ðm j cÞ are the cyclotron kinetic energy and cyclotron frequency for the two ions (j ¼ 1,2). More specifically, the change in the total action is of order DðI 1 þ I 2 Þ $ exp½ÀX c s, where X 1 ' X 2 X c and s is a time that characterizes the duration of the collision. The time is shortest, and the change DðI 1 þ I 2 Þ largest, for nearly head-on collisions, where s ' ðp=2Þðb=v k Þ. Here, v k is the initial relative velocity of the ions parallel to the magnetic field, b ¼ 2e 2 =ðlv 2 k Þ is the minimum separation between the ions allowed on energetic grounds, and l m 1 m 2 =ðm 1 þ m 2 Þ is the reduced mass. This estimate of s uses guiding center drift dynamics as a zeroth order approximation to the orbits and so assumes that the cyclotron radii for the two ions are small compared to the ion separation [i.e., v ?j =X j ( b]. For sufficiently large B, the product X c s ¼ ðp=2ÞðX c b=v k Þ is large compared to unity and the change DðI 1 þ I 2 Þ $ exp½Àðp=2ÞðX c b=v k Þ is exponentially small.
The same analysis shows that the change in the individual actions is of order DI 1 ' ÀDI 2 $ exp½ÀjX 1 À X 2 js, which also is exponentially small if jX 1 À X 2 j½pb=ð2v k Þ is large. By assumption, the ion masses, and therefore the ion cyclotron frequencies, differ only slightly, so we have the ordering X 1 ; X 2 ) jX 1 À X 2 j ) v k =b, which implies the conclusion I 1 ; I 2 ) jDI 1 j ' jDI 2 j ) jDðI 1 þ I 2 Þj:
The individual actions are well conserved, and the sum of the two actions is conserved even better. In Sec. III, we determine how these adiabatic invariants constrain the collisional relaxation of a strongly magnetized plasma composed of such ions. We say that the plasma is strongly magnetized when b ) v ?;jk X j and jX 1 À X 2 j ) v jk b ;
where v ij ¼ ffiffiffiffiffiffiffiffiffiffiffiffi T k =l ij q is the relative parallel thermal velocity, b ¼ 2e 2 =ðl jk v 2 jk Þ ¼ 2e 2 =T k is the distance of closest approach, v ?j ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2T ?j =m j p is the perpendicular thermal velocity for species j, and l jk is the reduced mass of two interacting particles from species j and k. As we will see, the temperatures T k ; T ?1 , and T ?2 need not be equal during the evolution to thermal equilibrium. The condition X 1 ; X 2 ) jX 1 À X 2 j plus inequalities (2) imply that all collisions between unlike ions are in the strongly magnetized parameter regime.
Note that this definition of strong magnetization is more restrictive than that used previously for the case of singlespecies plasmas. 3, 4 The requirement jX 1 À X 2 j ) v jk = b has replaced the less restrictive requirement X 1 ; X 2 ) v jk = b. As a first step in determining the influence of the adiabatic invariants on the evolution, we note that the difference between the cyclotron frequencies of like ions is zero, so the change in the individual actions is not exponentially small. Of course, the change in the sum of the two actions for the like ions is exponentially small.
Thus, on the timescale of a few collisions, one expects that like ions will interchange cyclotron action with each other, but not with unlike ions. On this timescale, the total cyclotron action of species 1 (i.e., I 1 ¼ P N 1 j¼1 I 1j ) and the total cyclotron action of species 2 (i.e., I 2 ¼ P N 2 j¼1 I 2j ) along with the total Hamiltonian H are constants of the motion, and a modified Gibbs distribution, exp½ÀH=T k À a 1 I 1 Àa 2 I 2 is established. 8 Here T k ; a 1 and a 2 are thermodynamic variables. From the velocity dependence in H; I 1 and I 2 , one can see that T k is the temperature that characterizes velocity components parallel to the magnetic field and that
the temperatures that characterize the perpendicular velocity components for species 1 and 2. Inequalities (2) imply that on a longer timescale particles of the two species interchange action with each other conserving the sum I 1 þ I 2 . On this timescale, the variables a 1 and a 2 evolve to a common value, yielding the distribution exp½ÀH=T k À aðI 1 þ I 2 Þ, where a is that common value. On a still longer timescale, I 1 þ I 2 is not conserved, and a evolves to zero, yielding the usual Gibbs distribution exp½ÀH=T k .
The purpose of this paper is to calculate the rate at which a 1 and a 2 evolve to the common value a and the much slower rate at which a evolves to zero. We will find that a 1 -a 2 satisfies the equation,
and that a satisfies the equation
where a is of the order O½n b 
In K 1 ð jÞ; j is the magnetization j ij ¼ bX i = v ij , whereas in K 2 ð jÞ; j is the magnetization difference j j 12 À j 21 j, when K 1 and K 2 are used to describe the equipartition rates.
II. TWO-PARTICLE COLLISION
In this section, we consider the isolated collision of two ions that have equal charges ðe 1 ¼ e 2 eÞ, slightly different masses ðjm 1 À m 2 j ( m 1 ; m 2 Þ, and move in the uniform magnetic field B ¼ Bẑ. The Hamiltonian for the two interacting charges can be written as
; (7) where we have used the vector potential A ¼ Bxŷ, and the quantities (x k ,p xk ), (y k ,p yk ), (z k ,p zk ) are canonically conjugate coordinates and momenta. 9 We assume that the magnetic field strength and initial velocities satisfy the conditions for strong magnetization as defined in Sec. I (i.e., v ?j =X j ( b and jX 1 À X 2 j ) v k =b). In this limit, the following transformation 10 is useful:
One can check that (z k ,p zk ), ðY k ; P Y k eB c X k Þ and ðw k ; I k Þ satisfy the usual Poisson brackets required of canonically conjugate coordinates and momenta, i.e., fq i ; p j g ¼ d ij . Here (X k ,Y k ) are the coordinates of the guiding center for the k-th particle, and ðw k ; I k Þ are the gyro-angle and cyclotron action for the k-th particle. In terms of these new canonical variables, the Hamiltonian takes the form
where
Here,
is the cyclotron radius of the k-th particle.
Since jr 1 À r 2 j is periodic in w 1 and w 2 , the Hamiltonian can be written in the form
, and l and run over all integer values from À1 to þ1. We will find it instructive to calculate the change over the course of the collision in the sum and difference of the cyclotron actions, DðI 1 þ I 2 Þ and DðI 1 À I 2 Þ. Hamilton's equations yield the time derivatives
and
For strong magnetization, one expects guiding center drift theory to provide a good zeroth order approximation to the particle orbits. Moreover, the guiding center variables are slowly varying in time compared to the rapidly varying gyro-angles w 1 and w 2 . In this approximation, the arguments of g l ¼ g l ðI 1 ; I 2 ; z 1 À z 2 ; X 1 À X 2 ; Y 1 À Y 2 Þ are slowly varying and the exponentials e iðlw 1 þw 2 Þ are rapidly oscillating, and the time integral of such a product phase mixes to a small value. We will find that the value is exponentially small in the ratio of the rapid to the slow timescales.
At this point, we can anticipate the main result of the calculation. The smallest frequency for the exponentials is jX 1 À X 2 j, corresponding to the choice l ¼ À ¼ 61. Since the coefficient for this term vanishes identically in Eq. (15) but not in Eq. (16), the change jDðI 1 þ I 2 Þj is much smaller than the change jDðI 1 À I 2 Þj. Equivalently, one may say that the total action is conserved to much better accuracy than either of the two actions independently, i.e., jDðI 1 þ I 2 Þj ( jDI 1 j; jDI 2 j.
The guiding center Hamiltonian 11, 12 is obtained simply by setting q 1 ¼ q 2 ¼ 0 in Eq. (13) , yielding
Making the canonical transformation to center-of-mass and relative coordinates,
yields the Hamiltonian
Thus, with guiding center dynamics, the quantities H GC , P Z , I 1 , I 2 , and
are constants of the motion, and the relative coordinate z(t) is governed by the equation
where v k _ zðt ¼ À1Þ is the initial relative velocity. From this equation, one sees that the minimum allowed separation between the guiding centers is given by b 
, and the timescale associated with this variation is of order b=v k or larger. By comparison, the timescale for the oscillatory variation of the exponential expðilw 1 
. Thus, the strong magnetization ordering v k =b ( jX 1 À X 2 j ( X 1 ; X 2 is simply a statement of the needed separation of timescales. We Taylor expand g l in powers of q k = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi jDR ? j 2 þ z 2k =b ( 1. As one would expect, each term in the expansion of g l is of order ðq=bÞ jljþjj , and for simplicity we retain only the lowest order term. An equivalent way to do so is to expand H in powers of q k and collect terms of the right Fourier dependence expðilw 1 þ iw 2 Þ, so as to obtain the Taylor-approximated g l . Expressions of g l that are used in the calculation are the following:
is the gyroangle at t ¼ 0, and as mentioned earlier we choose
is an even function of time. Also we note that jg 10 j and jg 01 j are of the order
À2 . Since the time integrals Ð 1 À1 dtg l expðilw 1 þ iw 2 Þ turn out to be exponentially small in the ratio of the slow to rapid timescales, we need only to retain the lowest frequency terms in the sum over l and . Specifically, we retain the terms with frequencies jX 1 À X 2 j; X 1 , and X 2 , using Eqs. (24)- (26) to obtain the results
The integrals carrying cosðX i tÞ are proportional to
while the integral carrying cos½ðX 1 À X 2 Þt is proportional to
where n ¼ v k t=b; j i ¼ bX i =v k ; g ¼ jDR ? j=b and f ¼ z=b. In terms of these variables, differential equation (23) takes the form
In Sec. III, we will need the results
gf 1 ðj 2 ; gÞ; (32)
In the regime of strong magnetization (i.e., 1 ( jj 1 À j 2 j ( j 1 ; j 2 ), the integrals f 1 and f 2 are exponentially small, since the integrands are the product of a rapidly oscillating cosine and a slowly varying function. The rapid oscillation makes a direct evaluation of such integrals difficult.
In Appendix, we analytically continue the integrals into the complex n-plane, making the exponentially small value of the integrals manifest in the integrands themselves. This facilitates numerical evaluation of the integrals and yields the asymptotic forms
is shown in Fig. 1 . From the numerical evaluations, one can see that the quantities h j ðj; gÞ are neither exponentially small nor large. Also for g ¼ 0, one can show that h j ðj; 0Þ ¼ h 2 ðj; 0Þ ' 8pj=9. In Sec. III, we will need the asymptotic forms only for small g. Fig. 2 shows a comparison of the numerical solution for f 1 ðj; 0Þ ¼ f 2 ðj; 0Þ f ðjÞ (solid curve) with the asymptotic solution (dashed curve).
As expected, the asymptotic forms are exponentially small in the ratio of the slow to fast timescales. For example, for f 1 the fast timescale is s f ¼ X À1 j and the slow timescale is s s ' ðp=2Þðb=v k Þ for g ¼ jR ? j=b < 1 and s s ' jR ? j=v k for g > 1. Note from Fig. 1 that gð0Þ ¼ p=2 and that gðgÞ % g for g ) 1. For f 2 , the only difference is that the fast timescale is jX 1 À X 2 j À1 .
For strong magnetization (i.e., 1 ( jj 1 À j 2 j ( j 1 ; j 2 ), the asymptotic forms verify the expected ordering for the changes in the actions (i.e., jDðI 1 þ I 2 Þj ( jDI 1 j; jDI 2 j ( 1).
As a check on the accuracy of Eqs. (32)- (34), we compare the predictions for DðI 1 À I 2 Þ and DðI 1 þ I 2 Þ with results obtained by direction numerical integrations of the equations of motion for some sample collisions. For these comparisons, we choose m 2 ¼ m 1 þ 0.1m 1 and v ?1 ¼ v ?2 ¼ 0:01v k . The two particles are initially separated by the distance d ¼ 100b and given the intial relative velocity
. The collision ends when the particles are again separated in the z-direction by the distance d. The motion is followed with a sixth-order Runge-Kutta algorithm, 13 using a timestep that is sufficiently small for the error in the total energy to be small compared to the change DðE ?1 þ E ?2 Þ. The phase angles / j are varied to obtain the peak-to-peak variation in DðI 1 À I 2 Þ and 
The points result from integrating the particle equations of motion. For the collisions in these figures, g is near zero, and j 2 is varied over a range of values. Of course, j 1 ¼ 1:1j 2 and jj 2 À j 1 j ¼ 0:1j 2 . In Fig. 5 , j 1 is fixed at the value 21.0, and g is varied. We can see from the figures that our theory matches with the simulation results as long as magnetization is strong, i.e. j 1 ) 1. Particularly from Fig. 4 , it is evident that the theory breaks down when j 1 goes lower than around 2.
III. COLLISIONAL EVOLUTION OF A PLASMA
This section discusses the collisional evolution of a two species, strongly magnetized, pure ion plasma. Species 1 consists of N 1 singly ionized atoms of mass m 1 and species 2 of N 2 singly ionized atoms of mass m 2 , where jm 1 À m 2 j ( m 1 ; m 2 . For simplicity, the plasma is assumed to be uniform and immersed in a continuous neutralizing background charge. A laboratory realization of such a plasma is a thermal equilibrium, pure ion plasma that is confined in a Malmberg-Penning trap. Plasma rotation in the uniform axial magnetic field of the trap is equivalent to neutralization by a continuous background charge.
The plasma is assumed to be in the weakly correlated parameter regime, e 2 n 1=3 =T k ( 1, where n is the density. 14, 15 The inequality can be written as b ( n À1=3 , so close collisions, which are primarily responsible for changes in the cyclotron actions, are well separated binary interactions of the kind considered in Sec. II. Furthermore, the plasma is assumed to satisfy the strong magnetization ordering in Eq. (2), so all collisions between unlike ions are of the kind considered in Sec. II.
To understand the final assumption, first recall from Eqs. / kj ¼ / kj ðt ¼ 0Þ. The time between close collisions is much larger than a cyclotron period, so we assume that the particles enter each collision with random gyroangles.
Thus, the N-particle dynamics consists of many statistically independent, binary interactions of the kind considered in Sec. II. In this section, we simply establish a statistical framework to understand the cumulative effect of these collisions. The derivation follows an approach similar to the Green-Kubo relations. 16 For a collision between unlike particles, we found in Sec. II that the changes in the individual actions are exponentially small, jDI 1 j ' jDI 2 j $ Oðexp½Àpjj 1 À j 2 j=2Þ, and that the change in the sum of the actions is even smaller jDðI 1 þ I 2 Þj $ Oðexp½Àpj=2Þ. However, for a collision between like particles, the change in the individual actions is not exponentially small since X 1 ¼ X 2 and exp½Àp=2jj 1 À j 2 j ¼ 1. Of course, the change in the sum of the actions is exponentially small since j ¼ j 1 ' j 2 ) 1.
Thus, on the timescale of a few collisions, one expects the like particles to interchange action with each other nearly preserving the sums
Iðj 2 Þ, where I(j k ) is the action of the j-th particle of species k (k ¼ 1,2). Maximizing entropy subject to the constancy of the total Hamiltonian H and the total actions I 1 and I 2 yields a modified Gibbs distribution of the form
where Z and the thermodynamic variables T k ; a 1 and a 2 are determined by the normalization 1 ¼ Ð dCD 0 ðCÞ and the expectation values
Here, dC is a volume element in the N-particle phase space
. The first three terms in the expression for hHi are kinetic energy terms, whose form can be understood from the velocity dependence in H [i.e.,
The last term, U corr , is the correlation energy due to the interaction potentials in H. For a weakly correlated and neutralized plasma, this latter term is small compared to the kinetic energy terms, 14 so we drop this term and use
Because the I k 's are not exact constants of the motion, the Liouville distribution, D, is not given exactly by
where D 1 is a small correction due to the time variation of the I k . Also, the thermodynamic variables, T k ; a 1 and a 2 vary slowly in time, and the purpose of this section is to determine that variation.
To that end, we must evaluate the rates of change
where {,} is the Poisson bracket, and use has been made of the Liouville equation, 0
H f g, and of integration by parts.
There is a subtle point in the evaluation of the Right Hand Side of Eq. (42). If one were to approximate D by D 0 , the resulting integral would be zero
where w kj is the gyroangle conjugate to I kj and use has been made of the facts that the only dependence on w kj is in H and that dependence is periodic. 
By hypothesis, I k changes through a sequence of close collisions entered with randomly phased initial gyroangles. Thus, one can think of I k ðtÞ as a stochastic variable that suffers a sequence of many small and random changes. The correlation time for _ I k ðtÞ is about the duration of a close collision, and the change in I k ðtÞ during that time is small. 
The Poisson brackets in Eq. (47) are non-zero only in regions of C-space corresponding to close, well-separated, binary collisions. In those regions, the Poisson brackets depend primarily on the coordinates and velocities of the two colliding particles. Thus, the coordinates of all the other particles may be integrated out, reducing Eq. (47) to the form
Here
The two-particle function F ði k ; j q Þ is obtained by integrating DðCÞ over coordinates and velocities for all particles except i k and j q , and H(i k ,j q ) is the two-particle Hamiltonian governing the collisions between i k and j q (see Eq. (12) of Sec. II). The first term in Eq. (48) describes a collision between particles 1 and 2 of species k, and there are N k (N k -1)/2 such collisions. The next two terms describe a collision between particle 1 of species k and particle 1 of species k 0 , and there are N k N k 0 such collisions. If for brevity we refer to particles i k and j q as particles 1 and 2, the two-particle phase-space volume element dc is given by dc ¼ dz 1 dp 1 dz 2 dp 2 dw
where use has been made of the definitions I j ¼ m j v 2 ?j =ð2X j Þ and P Y j ¼ m j X j X j , and where (z,v z ) are the relative position and velocity in z and ðZ; V z Þ are the center of mass position and velocity. These latter two variables do not enter the Poisson brackets.
Next, we argue that the t 0 À t dependence in the dc-integrals of Eq. (48) is even in t 0 À t. From Hamiltonian (14), we see that the Poisson brackets in Eq. (48) involve terms of the form g l exp½ilw 1 þ iw 2 . The dependence on t 0 À t enters because the second bracket in each product of brackets is evaluated at the primed phase point C 0 ¼ C 0 ðC; t 0 À tÞ. When the products of brackets are averaged over the random initial phases of the gyroangles, the resulting time dependence from the gyroangles is of the form cos½lðw is the change in (I(1 k ) þ I(2 k )) during a collision between particles 1 k and 2 k . The quantities DðIð1 k ÞÞ ð1 k ;1 k 0 Þ and DðIð1 k 0 ÞÞ ð1 k ;1 k 0 Þ follow the same notation. These changes were evaluated in Sec. II. Next, we note that one coordinate in the dc-integral can be written as a time integral. Figure 6 shows the (z,v z ) phase space with a typical trajectory for a collision. Such a trajectory is described by Eq. (23). The dc-integral includes an integral over the dzdv z plane, and we propose to carry out the integral by arranging area elements in a sequence along each phase in the trajectory using the incompressible nature of the flow, dz 0 dv 0 z ¼ dzdv z . Along the trajectory, the two-particle distribution F is a constant, so it may be evaluated at some starting area element before the interaction, say at dzdv z . At this starting element we set dz ¼ jv z jdt, where jv z j is the initial relative velocity defined in Eq. (23). Thus for each element along the trajectory, we have the integration element dz 0 dv 0 z ¼ jv z jdtdv z . The time integral dt is an integral of the Poisson bracket along the trajectory, that is, over the course of the collision, and yields the change in the actions during the collision. Thus, Eq. (50) reduces to the form
where F ð0Þ is the distribution evaluated at a phase point before the interaction and
Here, the subscripts 1 and 2 stand for i k and j q as in Eq. (48). In this same notation, the distribution before the interaction is given by
where C is a normalization constant and
Here, l kq ¼ m k m q /(m k þ m q ) is the reduced mass and M kq ¼ m k þ m q is the total mass of the two particles. From the normalization Ð dcF ð0Þ ¼ 1, we find the distribution
where L 3 is the volume of the plasma and
It is convenient to define the relative, parallel thermal velocity of a species i particle and a species j particle as
and the magnetization of a species-i particle in interaction with a species-j particle as
where the distance of closest approach is b ¼ 2e 2 =T k . Note that because of this definition, the j ij 's are related to j 11 by ratios of masses Specifically,
According to Eqs. (32)-(34), the change in actions depend on the initial gyroangles / 1 and / 2 . Along any trajectory of the kind shown in Fig. 6 ; 2Þ, one must be careful to identify the species of particles 1 and 2. For example, in the first term of Eq. (52) both 1 and 2 are of species k, and in the second and third terms, particles 1 and 2 are of species k and k 0 . Making these substitutions and using the relations
(64)
In Appendix A, we obtain the large j asymptotic limits 
For the strong magnetization ordering j ij ) j j 12 À j 21 j ) 1, we note that K 1 ð j ij Þ ( K 2 ðj j 12 À j 21 jÞ. Here, the last term on the Right Hand Side of Eq. (63) describes the rapid relaxation where particles of species k collide with particles of species k 0 and exchange cyclotron actions. As one would expect, this term is proportional to ða k À a k 0 Þ and vanishes when a k ¼ a k 0 . The first term describes the slow relaxation where the total cyclotron action is broken and liberated (or absorbed) cyclotron energy is exchanged with parallel energy. As one would expect, this term is proportional to T k À T ?k , and vanishes when T k ¼ T ?k . Note here that ðT k À T ?k Þ is proportional to a k , so one may equally say that the term vanishes when a k ¼ 0. Also, note that when the two species are the same (i.e., when k ¼ k 0 ) and when a k ¼ a k 0 , the rate equation reduces to that obtained in the work of O'Neil and Hjorth. 4 Finally, we will argue in Sec. IV that Eq. (63) is an easy place to generalize the treatment to more than two species. One simply sums k 0 over all species except k 0 ¼ k. Next, we introduce scaled variables. The thermodynamic variables T k ; a 1 and a 2 are the three unknowns, which we scale 
Following the same notation, we write density ratios asn k ¼ n k =n The scaling removes dependence on the total density n, and dependence on B enters only in the combination with T k0 through the magnetization parameter j 11;0 . As we will see, the solution depends only on the initial values of the scaled thermodynamic variables, the initial magnetization strength j 11;0 ¼ X 1 b 0 = v 11;0 , the mass ratio m 1 /m 2 , and the density ratiosn k ¼ n k =n.
In terms of these scaled variables, Eq. (63) takes the form
wherê
regulates equipartition ofT ?k withT k on the slower timescale, and
regulates equipartition of a k with a k 0 on the faster timescale. The statement of conservation of energy in Eq. (41) .
To obtain equations forâ 1 ðtÞ andâ 2 ðtÞ alone, we combine Eq. (68) with the relations
The result is
where the ij 's and theĈ k 's are given bŷ
andT ?k ¼T k =ð1 þâ kT k m k =m 1 Þ. In these coefficients,T k ðtÞ andT ?k ðtÞ are determined by Eq. (71) and the relation
Analytic progress in solving Eqs. (74) and (75) is possible in two separate limits. We first discuss the solutions in these limits and then solve the equations numerically for various values of the parameters, verifying the limiting behaviors expected from the analytic solutions.
For sufficiently strong magnetization, theK k andĜ j integrals satisfy the inequalityK 1 ;K 2 )Ĝ 1 ;Ĝ 2 , and the collisional relaxation takes place on two timescales. By subtracting Eq. (75) from Eq. (74) and neglectingĜ 1 andĜ 2 compared toK 1 ;K 2 , we obtain the equation
is the rate at whichâ 1 andâ 2 relax to a common valueâ. At a slower rate,â relaxes to zero. To obtain this rate, we multiply Eq. (74) byĈ 2 and Eq. (75) byĈ 1 and add to obtain the result
The large quantityK 1 enters theĈ j on both sides of this equation and cancels, leaving a slow rate of orderĜ j . Settinĝ a 1 ¼â 2 ¼â, then yields the equation
is the rate at whichâ decays to zero, and hence from the relationâ k ¼ ðm 1 =m k Þð1=T ?k À 1=T k Þ, the rate at whichT ?1 andT ?2 approachesT k . Of course, this approximate solution is only accurate to order jĜ j =K k j ( 1. For example,â 1 ðtÞ Àâ 2 ðtÞ does not decay to exactly zero during the first phase of the evolution but rather to the small value ðâ 1 Àâ 2 Þ ' Another analytic solution is possible whenâ 1 andâ 2 are small, and Eqs. (74) and (75) may be treated as linear coupled equations with constant coefficients ij and C j . In these coefficients, one must setT k ¼T ?1 ¼T ?2 ¼T . A normal mode analysis 9 then yields the solution
where C þ and C -are constants determined by the initial valuesâ 1 ð0Þ andâ 2 ð0Þ, the damping decrementsŜ þ andŜ À are given bŷ
and the eigenvectors bŷ
In the strongly magnetized limit whereĈ j ) ij , we recover the previous solution. The damping decrements are approximatelŷ
in agreement with Eqs. (79) and (82). In this limit, the jþi eigenvector is proportional tô
and ½â 1 ðtÞ Àâ 2 ðtÞ evolves to near zero on the timescale S À1 À ' 1=ðC 1 þ C 2 Þ. As mentioned earlier, the correction is of order
When theĈ k 's are comparable to the ij , the separation in timescales betweenŜ þ andŜ À no longer exists. This is the case when magnetization is low or the ion mass difference between the two species is large. However, we note again that our rates only apply to the strong magnetization regime j j 12 À j 21 j ) 1. If magnetization is low and j j 12 À j 21 jՇ1, the timescale in which particles of different species exchange cyclotron action is comparable to the timescale of a few collisions. Over this timescale, the distribution would not be cast into the modified Maxwellian in Eq. (38) as assumed.
We convert the rate equations back to unscaled version for easier reference, using the definitions of the scaled physical quantities. The unscaled version of Eqs. (74) and (75) is
Next, we consider three numerical integrations of (74) and (75). For both the first and the second integrations, we choosê n 1 ¼n 2 ¼ 1=2 for convenience, and m 2 /m 1 ¼ 25/24, as that is the mass ratio of two common constituent ions in a pure ion plasma, namely Mg þ 25 and Mg þ 24 . 6, 7 For all the cases, the lighter ion has a mass of m 1 ¼ 24m p , where m p is the proton mass. We choose the total density to be n ¼ 10 5 cm -3 . The parallel temperature T k is assumed to be in the range where the plasma is weakly correlated, i.e., C corr < 1, where C corr ¼ ð4pn=3Þ
1=3 e 2 =T k is the coupling parameter. 14 This requires T k > 1:1 Â 10 À5 eV. We also choose the magnetic field to be B ¼ 60 kG, a value that was realized in past experiments.
1,2
The first integration is for a case of strong magnetization j 11;0 ¼ 80:0 and correspondingly j 12;0 À j 21;0 ¼ 3:2. The initial parallel temperature T k0 under this value of j 11;0 is 4.5 Â10 -5 eV. With this temperature, the system has a weak correlation of C corr ¼ 0:24. For such a density and temperature, the collision rate is n b 2 0 v 11;0 ¼ 7:7 Â 10 3 s À1 . Also, the initial scaled perpendicular temperatures are taken to beT ?1;0 ¼ 0:5 andT ?2;0 ¼ 0:25. The evolution ofâ 1 andâ 2 is shown in Fig. 7 and ofT ?1 ;T ?1 andT k in Fig. 8 . In this case, the separation of timescales is clearly apparent.â 1 andâ 2 evolve to a common value in a time of 10 s and then evolve to zero in the longer time of 1000 s, or 17 min. Note in both figures that the abscissa is a logarithmic scale. As T k decreases during the final relaxation, the magnetization j 11 / T À3=2 k rises and the equipartition rate, which has the exp½À5ð3p j 2=5 11 Þ=6 dependence, is exponentially suppressed. This accounts for the fact that the final equipartition takes place over a long three decades of time. In Fig. 8 , the temperaturesT ?1 and T ?2 have slightly different values even afterâ 1 andâ 2 have reached common value because of the mass dependence in the relationT ?k ¼T k ð1 þâ kT k m k =m 1 Þ. Note that the correction in Eq. (87) is not visible on the scale of the figures.
The second case, as shown in Figs. 9 and 10, is for a case where the initial parallel temperature is lower than the perpendicular temperatures, but the magnetization and ion masses stay the same as in the first case. The first equipartition, whenâ 1 andâ 2 are approaching to the same value, has similar duration as in the previous case, but the final equipartition occurs over an exponentially much shorter duration of 20 s than in that previous case, as the increase in parallel temperature speeds up equipartition exponentially.
The third integration is for a case of strong magnetization, but large ion mass difference between the two species. 
IV. DISCUSSION
The analysis of Sec. III assumes that the ion plasma is immersed in a uniform neutralizing background charge. For the case of a single species ion plasma, a laboratory realization of this simple theoretical model is a pure ion plasma in a Malmberg-Penning trap. 17 Rotation of the plasma in the uniform axial magnetic field of the trap induces a radial electric field and a radial centrifugal force that can be thought of as arising from an imaginary cylinder of uniform neutralizing background charge. 14,18 The Gibb's distribution for the magnetically confined single-species plasma differs only by rigid rotation from that for a plasma confined by a cylinder of neutralizing charge. 14, 18 However, there is a caveat to this equivalence for the case of a pure ion plasma with different mass species. The rotation can give rise to centrifugal separation of the species. 6, 19, 20 A parameter that determines the degree of separation is the quantity x 2 jm 2 À m 1 jr 2 p =T k , where x is the plasma rotation frequency and r p is the radius of the cylindrical plasma column. We assume that this quantity is small compared to unity so that centrifugal separation is negligible and the equivalence is preserved. Note that x varies inversely with magnetic field strength, 14 so small x 2 jm 2 À m 1 jr 2 p =T k can be consistent with strong magnetization.
For a plasma in a Malmberg-Penning trap, the Hamiltonian H and the actions I k are to be interpreted as the Hamiltonian and actions in the rotating frame of the plasma. To be precise, the actions are defined in the local drift frame, 21 but for the plasmas of interest, the difference between the local drift velocity and the local plasma velocity (i.e., rx) is negligibly small, that is, small compared to the thermal velocity.
Another caveat concerns the statement of conservation of kinetic energy in Eq. (63). In some experiments heating processes have rates that are comparable to the rate at which the a k 's relax. If the heating process is understood and the rate can be quantified in a formula, the heating rate should replace the zero on the Left Hand Side of Eq. (73). Alternatively, one can proceed empirically and measure T k ðtÞ, say using Laser Induced Fluorescence, 17 and then use Eq. (63) to determine the evolution of T ?1 ðtÞ and T ?2 ðtÞ, or equivalently of a 1 (t) and a 2 (t). Of course, the relaxation of the a's can occur on two timescales, and it may be that the heating is negligible for the relatively rapid relaxation of a 1 (t) and a 2 (t) to a common value, but not negligible on the longer timescale where that common value relaxes to zero.
Finally, there is the question of how the theory should be generalized for the case of three or more isotopic ions. In the discussion following Eq. (63), we noted that this can accomplished by summing the Right Hand Side over k 0 for k 0 6 ¼ k. In terms of scaled variables, one can sum over k 0 for subscript k 0 6 ¼ k on the Right Hand Side of Eq. (68). Note that subscript k 0 is also implicitly hidden in the expressions (69) and (70) for G k and K k . Equation (68) then provides k equations for the T ?k . Also, Eq. (73) for conservation of energy must be modified by summing over terms for each T ?k . This generalization is valid because we keep the assumption of the dominance of uncorrelated binary collisions, among particles of all the k species.
For large j, the integrands in Eqs. (A3) and (A4) involve the product of a rapidly oscillating function and a slowly varying function, and efficient evaluation of such integrals can be effected through analytic continuation. Following the earlier work of O'Neil and Hjorth, 4 we define
, which satisfies the differential equation
where xðn ¼ 0Þ ¼ maxðg; 1Þ. In the square roots of Eq. (A6), the branch cut for any function ffiffiffiffiffiffiffiffiffi ffi wðxÞ p is taken along argwðxÞ ¼ 0. The Right Hand Side of Eq. (A6) then has branch cuts for x < Àg; 0 < x < minðg; 1Þ and x > maxðg; 1Þ.
We first consider the case where g < 1, that is, where there is reflection. The case of no reflection ðg > 1Þ follows similarly. For g < 1, the branch cuts are indicated by the thick solid lines in Fig. 13(b) . As n moves from À1 to 1 along the dashed contour in Fig. 13(a) , xðnÞ moves along the dashed contour in Fig. 13(b) , reaching the turning point x ¼ 1 at n ¼ 0, i.e. x(0) ¼ 1. Because xðnÞ is even in n, the integrals in Eqs. (A3) and (A4) can be rewritten as
The goal here is to analytically continue the n-contour so that the integrands themselves exhibit the exponentially small value of the integrands, so we push the n-contour toward positive imaginary values. The deformation can continue until the xðnÞ contour collides with the branch cut ending at x ¼ g as shown in Figs. 14(a) and 14(b). During the deformation, the turning point moves from x ¼ 1 to x ¼ g, and n-image of the turning point moves from n ¼ 0 to
where use has been made of Eq. (A6). The two points around which the x-contour loop are the images of x ¼ 0 approached from opposite sides of the branch cut between x ¼ 0 and x ¼ g. From Eq. (A6), we see that the coordinates of these two points in the complex n-plane are n ¼ igðgÞ6rðgÞ, where There is a branch cut between the two points in the function xðnÞ.
Since the singularities of the integrands in Eqs. (A7) and (A8) involve more than just isolated poles, the integrals cannot be expressed as the sum of residues. Nevertheless, for sufficiently large j, one can see that the integrals are of order exp½ÀgðgÞj, that is, one obtains the asymptotic forms f j ðj; gÞ ¼ h j ðj; gÞexp½ÀgðgÞj quoted in Eqs. (20) and (21) of Sec. II. Here, the quantities h j ðj; gÞ are neither exponentially small nor large, and for small g are given by 4 h j ðj; gÞ ' 8pj=9. The integrals also are evaluated by numerically carrying out the n-integral along the deformed contour in Fig. 14(a) . Returning to an evaluation of integrals (A3) and (A4), we first note that gðgÞ is an increasing function of g. Thus, for sufficiently large values of j, only small values of g contribute to the integrals, and we may use the approximation h j ðj; gÞ ' h j ðj; 0Þ ¼ 8pj=9, or h j ð j=r 3 ; gÞ ' h j ðj; 0Þ ¼ 8p j=ð9r 3 Þ. Also, for small values of g, one can see by curve fitting that gðgÞ ' p=2 þ kg 3=2 , where k ¼ 0.874 (see Fig. 15 ). The integrations over g can then be carried out in Eqs. (A3) and (A4) yielding the integrals 
The r-integrals in these two equations are identical and involve the product of an exponentially decreasing function, expðÀr 2 =2Þ, and an exponentially increasing function, expðÀp j=r 3 Þ. Evaluating the integrals by the saddle point method yields the large j asymptotic formulae, 
Numerical evaluations of K 1 ð jÞ and K 2 ð jÞ have been carried out for a series of j values. At each of these values, the quantities h j ð j=r 3 ; gÞ are evaluated for an array of ðr; gÞ values using the analytic continuation described earlier. The integrands are peaked near some values ðr 0 ; g 0 Þ, and the ðr; gÞ integrands are evaluated by choosing ðr; gÞ values near the peak and smoothly interpolating the integrand between these points. The results of the integration are given for a series of j values in Tables I and  II We can compare our results with previous work. If we consider equipartition of a strongly magnetized singlespecies plasma, where n ¼ n 1 and n 2 ¼ 0, T ?1 equilibrates with T k following the rate equation
where Ið j 11 Þ ¼ ffiffiffiffiffi ffi 2p p K 1 ð j 11 Þ=8 from Eq. (63). The function Ið jÞ was evaluated in the work of O'Neil and Hjorth 4 and Glinksy et al. 3 In Fig. 18 , numerical values of Ið jÞ in our work are plotted as points together with values obtained by Glinsky et al. 
Our asymptotic formula is an improved version of the work of O'Neil and Hjorth. We approximate gðgÞ with g 3=2 as the lowest-order non-constant term, which is more accurate than g 2 in the work of O'Neil and Hjorth. However, we believe the result from Glinsky et al. is even better, since their work investigated the cyclotron motion in much greater detail. In the same Fig. 18 , we plot the graphs of the three asymptotic expressions together with the points of numerically integrated values mentioned above. All the plotted graphs and data points show the similar exponential decrease of Ið jÞ with increasing j.
