showed that the local power of the standard IVX-based test could be improved in some cases when a lagged predicted variable is added to the predictive regression on purpose, which poses a general important question on whether a lagged predicted variable should be included in the model or not. This paper proposes novel robust procedures for testing both the existence of a lagged predicted variable and the predictability of asset returns in a predictive regression regardless of regressors being stationary or nearly integrated or unit root and the AR model for regressors with or without intercept. A simulation study confirms the good finite sample performance of the proposed tests before applying the proposed tests to some real datasets in finance to illustrate their practical usefulness.
Introduction
The introduction to the 2013 Nobel for Economic Sciences states: "There is no way to predict whether the prices of stocks and bonds will go up or down over the next few days or weeks. But it is quite possible to foresee the broad course of the prices of these assets over longer time periods, such as the next three to five years...". Testing for predictability of asset returns has been a long history and is of importance in economics and finance, and such a test is often built on a simple linear structural regression model between a predicted variable and some regressors; see, for example, the excellent survey papers by Campbell (2008) and Phillips (2015) . Typically, some predicted variables employed in the literature are low frequency data, such as the annual, quarterly and monthly CRSP value-weighted index in Campbell and Yogo (2006) ; the monthly S&P 500 excess returns in Cai and Wang (2014) and in Kostakis et al. (2015) . Some commonly employed regressors (financial predictors or predicting variables) are dividend payout ratio, longterm yield, dividend yield, dividend-price yield, T-bill rate, earnings-price ratio, book-to-market value ratio, default yield spread, net equity expansion and term spread; see Kostakis et al. (2015) for a detailed description of these variables.
Since empirical studies suggest that those regressors may be persistent, such as near unit root (nearly integrated) or unit root (integrated), classical tests for predictability built upon a linear regression model are no longer valid. For example, Campbell and Yogo (2006) and Demetrescu and Rodrigues (2016) pointed out that the usual asymptotic approximation of the t-test statistic by employing the (standard) normal distribution performs particularly bad when regressors are persistent with the largest autoregressive roots of the typical regressor candidate being usually smaller than one but close to one. Therefore, one may employ the nearly integrated asymptotics as an alternative framework for statistical inference. However, in the context of nearly integrated regressors, as addressed by Demetrescu and Rodrigues (2016) , the limiting distribution of the slope parameter estimator is not centered at zero, and this bias depends on the mean reversion parameter of the nearly integrated regressor. Although nearly integrated asymptotics approximates the finite sample behavior of the t-statistic for no predictability considerably better when regressors are persistent, the exact degree of persistence of a given regressor, and thus the correct critical values for a predictability test, are unknown in practice. To overcome these difficulties, a number of alternative (robust) approaches have been proposed in the literature to test predictability without characterizing the stochastic properties of regressors (i.e., whether they are stationary or nearly integrated or unit root); see, for instance, Cavanagh et al. (1995) , 1 Campbell and Yogo (2006) , Jansson and Moreira (2006) , Phillips and Lee (2013) , Cai and Wang (2014) , Breitung and Demetrescu (2015) , Kostakis, et al. (2015) , Demetrescu and Rodrigues (2016) , and references therein.
Consider the following simple predictive regression model:
Y t = α + βX t−1 + U t , X t = θ + φX t−1 + V t .
(
Due to the dependence between U t and V t , researchers have found that the least squares estimator for β based on the first equation in (1) is biased in finite samples when the regressor {X t } is nearly integrated (see Stambaugh, 1999) , and some bias-corrected inferences have been proposed in the literature such as the linear projection method in Amihud and Hurvich (2004) and Chen and Deo (2009) . A comprehensive summary of research for model (1) can be found in Phillips and Lee (2013) . Using the linear projection of U t onto V t as U t = ρ 0 V t + η t , Cai and Wang (2014) derived the asymptotic distribution of an estimator for β when X t is nearly integrated, which depends on whether θ is zero or nonzero. Also, the asymptotic nonnormal distribution depends on the degree of persistence, which can not be estimated consistently, if X t is nearly integrated. When (U t , V t ) T has a bivariate normal distribution with A T denoting the transpose of the matrix or vector of A throughout, Campbell and Yogo (2006) proposed a Bonferroni Qtest, based on the infeasible uniform most powerful test, and showed that this new test is more powerful than the Bonferroni t-test of Cavanagh et al. (1995) in the sense of Pitman efficiency.
Implementing this Bonferroni Q-test is nontrivial at all as it requires additional estimators and tables in an unpublished technic report written by them. Under the normality assumption, Chen et al. (2013) proposed a weighted least squares approximated likelihood inference with a limit depending on whether regressors are stationary or nearly integrated or unit root. Without the normality assumption, Zhu et al. (2014) proposed a robust empirical likelihood inference for β with a chi-squared limit regardless of {X t } being stationary or nearly integrated or unit root,
and Choi et al. (2016) proposed a unified test based on a so-called Cauchy estimation regardless of {X t } being nearly integrated or unit root. Without using the information on the persistence level of the predicting variable, the key idea in Zhu et al. (2014) is to employ the property that |X t | p → ∞ as t → ∞ when {X t } is either nearly integrated or unit root. Therefore, the unified method in Zhu et al. (2014) is robust with respect to the stochastic properties of the predicting variable.
On the other hand, it is known in the econometrics literature that an extended instrumental variable (dubbed as IVX) based inference is attractive in handling the dependence between U t and V t and avoiding a nonstandard asymptotic limit; see Phillips and Magdalinos (2007) for details. In particular, the IVX estimation approach proposed by Magdalinos and Phillips (2009) is becoming increasingly popular in predictive regressions because the relevant test statistic has the same limiting distribution in both stationary and nonstationary cases. The key idea behind this method is to construct instrumental variables (IV) by explicitly controlling the degree of the regressor's persistence in the case of near integration. As illustrated by Kostakis et al. (2015) , the IVX methodology offers a good balance between size control and power loss. The power of the proposed test depends on some tuning parameters in constructing the IVX instruments with a sacrifice for the nonstationary case; see the parameters C z < 0 and β ∈ (0, 1) defined in (4) and the rates of convergence in Kostakis et al. (2015) . Based on some Monte Carlo simulation studies, Kostakis et al. (2015) recommended taking C z = −I and β ∈ (0.9, 0.95) 1 . As Kostakis et al. (2015) assumed zero intercept in modeling regressors, i.e., no θ in the second equation of
(1), and it is known that the divergent rate of a nearly integrated regressor depends on whether a nonzero intercept exists in the AR model for the regressor, it remains open whether the IVX method could unify the cases of zero and nonzero intercept θ. In summary, the IVX method in Kostakis et al. (2015) has a difficulty in choosing tuning parameters, sacrifices the test power in the nonstationary case, and may not be able to unify the cases of zero and nonzero intercept.
To improve the local power of the IVX based tests, Demetrescu (2014) proposed adding the lagged predicted variable into the model so that the model becomes dynamic. Specifically, Demetrescu (2014) considered the following dynamic model with γ = 0 but the restriction is not imposed in estimating parameters (termed as variable addition approach):
see Demetrescu (2014) and Breitung and Demetrescu (2015) for more details on this model and the variable addition approach. Hence, an interesting question is whether the lagged variables are really econometrically needed in real applications, i.e., how to test the existence of a lagged predicted variable in a predictive regression, which apparently has not been formally addressed in predictive regressions when regressors may be nearly integrated. This paper addresses this issue by proposing novel robust procedures for testing the existence of the lagged predicted variables (H 0 : γ = 0) in a predictive regression in addition to testing predictability (H 0 : β = 0) regardless of regressors being stationary or nearly integrated or unit root and the AR model for the regressors with or without intercept.
Although many tests for predictability have been proposed in the literature, conclusions on predictability are unfortunately quite contradictory for different data sets, data periods and methods. For example, Kostakis et al. (2015) reported significant predictability with respect to dividend yield, dividend-price ratio, T-bill rate, earnings-price ratio, book-to-market value ratio, default yield spread, net equity expansion for the period 1/1927-12/1994, which is in line with the findings in Campbell and Yogo (2006) , and reported predictability only with respect to term spread for the period 1/1952-12/2008 while the method in Campbell and Yogo (2006) showed predictability for dividend payout ratio, dividend yield, T-bill rate and term spread;
see Table 6 in Kostakis et al. (2015) . Implementing these tests assumes that U t 's in (1) are uncorrelated errors, but this assumption has not been examined in both Campbell and Yogo (2006) and Kostakis et al. (2015) . To this end, we plot the autocorrelation function (ACF) of When we plot the ACF ofÛ t = Y t −α −βX t−1 for Y t being the S&P 500 excess return in Figures 4 -6, it is easy to conclude that the assumption of uncorrelated U t 's does not hold for either of the aforementioned three periods. On the other hand, the ACF ofÛ t = Y t −α −γY t−1 −βX t−1 from (2) in Figure 7 suggests that the assumption of uncorrelated U t 's is reasonable for the period 1/1982-12/2015 with Y t being the S&P 500 excess return. Similarly, Figure 8 suggests that the assumption of uncorrelated U t 's in (2) is valid for the period 1/1982-12/2015 with Y t being the CRSP value-weighted excess return too. Therefore, our conducted data analyses will be focused on the period 1/1982-12/2015 as suggested by the above ACF analyses and detailed findings will be reported in Section 3.
The main contribution of this paper is to propose novel procedures for testing H 0 : γ 0 = 0 4 and/or H 0 : β 0 = 0 without characterizing the stochastic properties of the regressor under model (2). Specifically, we investigate the possibility of applying the idea of the robust empirical likelihood inference in Zhu et al. (2014) . Readers are referred to Owen (2001) for an overview on empirical likelihood method, which has been proved to be quite effective in interval estimations and hypothesis tests.
The rest of this paper is organized as follows. Section 2 presents the methodologies and main asymptotic results. A simulation study and real data analysis are given in Section 3.
Some concluding remarks are depicted in Section 4. All proofs are relegated to the Appendix.
Methodologies and Main Asymptotic Results
In order to model the regressor reasonably well, we fit an ARMA(1,15) to the listed regressors in the introduction for the period 1/1982-12/2015 and plot the ACF in Figure 9 , which shows evidently that the fitting is good. Hence, motivated by the aforementioned real examples, we consider the following general dynamic predictive regression model
where { ∞ j=0 ψ j V t−j } is a strictly stationary sequence and {(U t , V t ) T } is a sequence of independent and identically distributed (iid) random vectors with zero means and finite variances. Of our interest is to test H 0 : γ 0 = 0 and/or H 0 : β 0 = 0 regardless of {X t } being stationary (i.e., |φ 0 | < 1) or nearly integrated (i.e., φ 0 = 1 − ρ/n with ρ = 0) or unit root (i.e., φ 0 = 1).
Model with a Known Intercept
To better appreciate the methodology, we first consider the case by assuming that α = α 0 is known, which may have an independent interest too. In this case, to find the least squares estimator for (γ, β) T based on the first equation in (3), one shall solve the following score
The reason to use Y t−1 − βX t−1 instead of Y t−1 is that {Y t−1 − βX t−1 } becomes stationary when {X t } is a unit root process. To make an inference about γ and/or β, one may directly apply the empirical likelihood method based on estimating equations in Qin and Lawless (1994) to (4) but it is easy to show that this does not lead to a chi-squared limit in case of nearly integrated {X t }, that is, the Wilks theorem 2 does not hold; see Zhu et al. (2014) 
The purpose of adding a weight into (5) is to ensure that
as n → ∞ by noting that |X t−1 |/ 1 + X 2 t−1 p → 1 as t → ∞ when {X t } is a nearly integrated or unit root process.
To describe the proposed empirical likelihood tests, we introduce the following notation. For
Based on {Z t (γ, β)} n t=1 with Z t (γ, β) = (Z t1 (γ, β), Z t2 (γ, β)) T , the empirical likelihood function for γ and β is given by
Then it follows from the Lagrange multiplier technique that
where λ = λ(γ, β) satisfies the following equation
If we are interested in testing H 0 : γ 0 = 0, then we consider the profile empirical likelihood
On the other hand, if the interest is in testing H 0 : β 0 = 0, then one considers the profile empirical likelihood function L P 2 (β) = max γ L(γ, β). The following theorem shows that the Wilks theorem holds for the above proposed empirical likelihood method.
Theorem 1. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume either (i) |φ 0 | < 1 independent of n (stationary case), or (ii) φ 0 = 1 − ρ/n for some ρ = 0 (nearly integrated case), or (iii) φ 0 = 1 (unit root
Based on the above theorem, a robust empirical likelihood test for testing H 0 : γ 0 = 0 or
2,1−ξ , respectively, where χ 2 1,1−ξ and χ 2 2,1−ξ denote the (1 − ξ)-th quantile of a chi-squared limit with one degree of freedom and with two degrees of freedom, respectively. Clearly the proposed robust tests above do not need a prior on whether {X t } is stationary or nearly integrated or unit root, and whether θ 0 = 0 or θ 0 = 0. Remark 1. When {U t } follows an autoregressive model rather than independent random variables, the above theorem does not hold. Instead one should take the error structure into account like the studies in Xiao et al. (2003) and Liu et al. (2010) for nonparametric regression models.
Here, for the purpose of unifying the cases of stationary, nearly integrated and unit root, one can follow the idea in Li et al. (2017) to take the model structure of {U t } into account by employing either empirical likelihood method or jackknife empirical likelihood method in Jing et al. (2009) .
The following theorems analyze the test power of the above empirical likelihood test separately for the cases of {X t } being stationary, nonstationary with zero intercept and nonstationary with nonzero intercept.
Theorem 2. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume |φ 0 | < 1 independent of n.
which has a non-central chi-squared limit with two degrees of freedom and non-centrality param-
which has a non-central chi-squared limit with one degree of freedom and non-centrality parameter
Theorem 3. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0.
which has a central chi-squared limit with one degree of freedom even when d 1 = 0, wherẽ
which has a non-central chi-squared limit with one degree of freedom and non-central parameter
Theorem 4. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0.
which has a non-central chi-squared limit with two degrees of freedom and non-central parameter
and sgn(x) denotes the sign function.
(ii) Under H a : γ 0 = d 1 /n 3/2 for some d 1 ∈ R and β 0 is a nonzero constant, we have
which has a central chi-squared limit with one degree of freedom even when d 1 = 0, wherē
(iii) Under H a : β 0 = d 2 /n 3/2 for some d 2 ∈ R and γ 0 is a nonzero constant, we have
Remark 2. Theorems 3(ii) and 4(ii) show that testing for H 0 : β 0 = 0 is more powerful than that for H 0 : γ 0 = 0 when {X t } is a nearly integrated or unit root process. The reason is that D 2 andD 2 become a multiplier ofS 2 andS 2 , respectively in these two cases.
Model with an Unknown Intercept
Next, we consider the case that α in model (3) is unknown. Again, our interest is to test H 0 : γ 0 = 0 and/or H 0 : β 0 = 0 without knowing whether {X t } is stationary or nearly integrated or unit root.
As before, one may simply apply the empirical likelihood method to the following weighted score equations:
However, this does not work by noting that the joint normalized limit of the first and third equations in (6) is degenerate in the near unit root and unit root cases. Moreover, by reexpressing the first two equations in (6) as
in the above second equation becomes a smaller order than the term n(α − α 0 ) in the above first equation when θ 0 = 0 and α 0 = 0 by noting that
Hence, when we profile the nuisance parameter α later, a solution for α in the first equation of (6) may not be a solution for α in the second equation of (6), which causes a problem in the minimization. These problems are not surprising since it is known in the literature that an inference for a unit root or nearly integrated process has a different asymptotic distribution when the model has zero or nonzero intercept, and unifying the cases with and without intercept requires a careful effort.
To overcome these issues and unify the cases with and without intercept, we follow the idea in Zhu et al. (2014) by splitting the data into two parts and using the difference with a big lag to get rid of the intercept first so as to still keep the differences of regressor as a nonstationary process. This is important as inference with nonstationarity has a faster rate of convergence than that in the stationary case. More specifically, put m = [n/2] with [·] denoting the ceiling function, and defineX
without intercept, which is the same as model (3) with known α = 0. Clearly, if {U t } is independent, then is {Ũ t }. Furthermore, |X t | p → ∞ and |X t |/ 1 +X 2 t p → 1 as t → ∞ when {X t } is nearly integrated or unit root. As discussed before, this property is the key to ensure that the Wilks theorem holds for the proposed empirical likelihood test.
Therefore, similar to the model with known intercept in (3), we definẽ
Then, based on {Z t (γ, β)} m t=1 , the empirical likelihood function for γ and β is defined as
If we are interested in testing H 0 : γ 0 = 0, then we consider the profile empirical likelihood functionL P 1 (γ) = max βL (γ, β). On the other hand, if the interest is in testing H 0 : β 0 = 0, then one considers the profile empirical likelihood functionL P 2 (β) = max γL (γ, β). The following theorem shows that the Wilks theorem holds for this empirical likelihood test.
Theorem 5. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0. Further assume either (i) |φ 0 | < 1 independent of n, or (ii) φ 0 = 1 − ρ/n for some ρ = 0,
Again, based on the above theorem, a robust empirical likelihood test for H 0 : γ 0 = 0 or (3) is to reject H 0 at level ξ whenever −2 logL P 1 (0) > χ 2 1,1−ξ or −2 logL P 2 (0) > χ 2 1,1−ξ or −2 logL(0, 0) > χ 2 2,1−ξ , respectively. These tests are robust without knowing whether {X t } is stationary or nearly integrated or unit root and has a zero or nonzero intercept. Similar power analyses like Theorems 2-4 can be done.
Finite Sample Analysis

Monte Carlo Simulation Study
In this subsection, we investigate the performance of the proposed robust tests in terms of size and power. Note that all simulations are implemented in the statistical software R.
Consider model (3) with α 0 = 1, θ 0 = 0, ψ 0 = 1, ψ j = 0 for j ≥ 1, φ = 0.9 or 1 − 2/n or 1, where the sample size n = 200 or 2000 or 5000. For testing H 0 : γ 0 = 0, we take β 0 = 0.5
. Hence, the results for γ 0 = 0 represent the size of the proposed test and the results for nonzero γ's represent the power of the proposed test.
The reason for considering these scaled γ's with the order of 1/ √ n instead of 1/n even for the nonstationary case is given in Remark 2. For testing H 0 : β 0 = 0, we take γ 0 = 0.5 and
in case of φ 0 = 0.9, and
n in case of φ 0 = 1 − 2/n and φ 0 = 1.
We generate 1, 000 random samples from model (3) with the above settings and (U t , V t ) T having a normal copula with correlation ρ = −0.5 and marginal distributions t(5) and t(4). We compute the sizes and powers of the proposed tests with the significance levels 5% and 10% based on either Theorem 1 (i.e., α is assumed to be known) or Theorem 5 (i.e., α is unknown) 13 by employing the package 'emplik' in the R software. Empirical sizes and powers are reported in Tables 1-4, respectively, for testing H 0 : γ 0 = 0 with known α or unknown α, for testing H 0 : β 0 = 0 with known α or unknown α.
The results for γ 0 = 0 in Tables 1 and 2 show that the size of the proposed test with known α is slightly more accurate than that with unknown α for n = 200, but both have a quite accurate size for a larger n. The results for γ 0 = 0 in Tables 1 and 2 show that the proposed test for H 0 : γ 0 = 0 has a good power whenever α is known or unknown, the power increases as γ 0 deviates more from zero, and the test with known α is more powerful than that with unknown α since the latter requires splitting the data into two parts, which reduces the effective sample size in the inference.
The results for β 0 = 0 in Tables 3 and 4 show that the proposed test for H 0 : β 0 = 0 has a good size whenever α is known or unknown. Also, the results for β 0 = 0 in Tables 3 and 4 show that the proposed test has a good power and the test with known α is more powerful than that with unknown α, which is due to the technique of splitting data.
In conclusion, Tables 1-4 show that the proposed robust tests for H 0 : γ 0 = 0 and/or H 0 : β 0 = 0 with a lagged predicted variable in a predictive regression perform pretty well regardless of {X t } being a stationary process, or a nearly integrated process or a unit root process. The test with known α is more powerful than the test with unknown α, which can be explained by the employed technique of splitting data in order to unify the cases with and without intercept in the predictive regression.
Real Data Analyses
This subsection demonstrates the practical usefulness of the proposed tests by applying them to test the predictability of stock returns in the U.S. market regardless of the financial variable (regressor) being stationary or nearly integrated or unit root.
We revisit the data analysis in Kostakis et al. (2015) and Cai and Wang (2014) by focusing on the period 1/1982-12/2015 for one of the two predicted variables: the CRSP value-weighted excess return and the S&P 500 excess return, and one of the ten financial predictors: dividend payout ratio, long-term yield, dividend yield, dividend-price ratio, T-bill rate, earnings-price ratio, book-to-market value ratio, default yield spread, net equity expansion and term spread.
The reason to focus on this time period is due to the ACF analyses in Figures 1 -9 supporting the assumption of uncorrelated errors in model (3).
In Tables 5 and 6 , we report the P-values of the proposed robust empirical likelihood tests for testing H 0 : γ 0 = 0 and H 0 : β 0 = 0. When we say a known α in model (3), it means α is set to be the least squares estimator, that is, α minimizes the least squares distance n t=1 {Y t − α − γY t−1 − βX t−1 } 2 . Some findings are summarized as follows by comparing the obtained P-values with the significance level 10%.
• When the predicted variable is the CRSP value-weighted excess return, the null hypothesis H 0 : γ 0 = 0 can not be rejecteit hasd for all considered regressors and the predictability (i.e., β 0 = 0) exists for four regressors whenever α is treated as a known or an unknown parameter.
• When the predicted variable is the S&P 500 excess return, the null hypothesis H 0 : γ 0 = 0 is rejected for all cases whenever α is known or unknown, and the predictability (i.e., β 0 = 0) exists for four regressors when α is known, but there exists no predictability for all regressors when α is unknown.
As argued in the introduction, the existing literature on testing predictability often ignores checking uncorrelated errors, while the employed tests for predictability heavily rely on this assumption. In other words, the existing findings on predictability may not be methodologically rigorous. Based on a different time period, where the assumption of uncorrelated errors is checked to be reasonable, our proposed robust test does not reject H 0 : γ 0 = 0 for the predicted variable CRSP value-weighted excess return, which means the method in Demetrescu (2014) by adding a lagged predicted variable on purpose is valid for this predicted variable. However, our proposed robust test does reject H 0 : γ 0 = 0 for the predicted variable S&P 500 excess return, which means the method in Demetrescu (2014) The Monte Carlo simulation study shows that the finite sample performance of the proposed tests is good. The proposed robust procedure for testing H 0 : γ 0 = 0 can be employed to check whether the method in Demetrescu (2014) is applicable. The empirical analysis shows that adding a lagged predicted variable for the S&P 500 excess return is necessary while there is no need to add the lag for the CRSP value-weighted excess return. 
Appendix: Proofs of Theorems
Before proving theorems, we need some lemmas.
Lemma 1. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume |φ 0 | < 1 independent of n.
1 n n t=1
and max
where W 1 ∼ N (0, Σ 1 ).
(ii) If γ 0 = d 1 / √ n for some d 1 ∈ R and β 0 is a nonzero constant, then
where
Proof. (i) Since
we have Y t − α 0 − U t = o p (1) as t → ∞, which is used to show that
which imply (7). Similarly we can prove (8) and (9).
(ii) By noting that Y t − α 0 − β 0 X t−1 − U t = o p (1) as t → ∞, results can be shown in a way similar to the proof of (i).
(iii) By noting that
as t → ∞, results follow from similar arguments in proving (i).
Lemma 2. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0. Put
(ii) If γ 0 = d 1 /n for some d 1 ∈ R and β 0 is a nonzero constant, then
(iii) If β 0 = d 2 /n for some d 2 ∈ R and γ 0 is a nonzero constant, then
where D[0, 1] is the collection of real-valued functions on [0, 1] which are right continuous with left limits; see Billingsley (1999) . By (10) and (20), we have
Hence,
and
Put S 0 = 0 and S t = t j=1 U j for t = 1, · · · , n. Then
It follows from Taylor expansion that
where ξ t lies between X t−1 and X t . By (20), we have |X t−1 |/t a p → ∞, |X t |/t a p → ∞ and |X t−1 − X t |/t a p → 0 for any a ∈ (0, 1/2) as t → ∞, which imply that
It follows from (24) and (25) that
By (23) and (26), we have
Similarly we have
. (28) Hence, (11) follows from (20), (21), (22), (27) and (28).
(ii) It follows from (10) and (20) 
which imply (14). Similarly we can prove (15) and (16).
(iii) By noting that
which imply (17). Similarly we can prove (18) and (19).
Lemma 3. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0.
(ii) If γ 0 = d 1 /n 3/2 for some d 1 ∈ R and β 0 is a nonzero constant, then
(iii) If β 0 = d 2 /n 3/2 for some d 2 ∈ R and γ 0 is a nonzero constant, then
results follow from the same arguments in proving Lemma 2(i).
(ii) By noting that
for s ∈ [0, 1], results follow from the same arguments in proving Lemma 2(ii).
as t → ∞, results follow from the same arguments in proving Lemma 2(iii).
Lemma 4. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 | < 1 independent of n.
(i) Under H 0 : γ 0 = 0, with probability tending to one, L(0, β) attains its maximum value at some point β * in the interior of the ball |β − β 0 | ≤ n −1/δ 0 for some δ 0 ∈ (2, 2 + δ) as n → ∞, and β * and λ * = λ * (β * ) satisfy Q 1n (β * , λ * ) = 0 and Q 2n (β * , λ * ) = 0, where
(ii) Under H 0 : β 0 = 0, with probability tending to one, L(γ, 0) attains its maximum value at some point γ * in the interior of the ball |γ − γ 0 | ≤ n −1/δ 0 for some δ 0 ∈ (2, 2 + δ) as n → ∞, and γ * and λ * = λ * (γ * ) satisfy Q 3n (γ * , λ * ) = 0 and Q 4n (γ * , λ * ) = 0, where
Proof. Using Lemma 1, this lemma follows from the arguments in the proof of Lemma 1 of Qin and Lawless (1994).
Lemma 5. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0. (γ, β) . Under H 0 : γ 0 = 0, with probability tending to one,L(0,β) attains its maximum value at some pointβ * in the interior of the ball |β −β 0 | ≤ n −1/δ 0 for some δ 0 ∈ (2, 2 + δ) as n → ∞,
(ii) Under H 0 : β 0 = 0, with probability tending to one, L(γ, 0) attains its maximum value at some point γ * in the interior of the ball |γ − γ 0 | ≤ n −1/δ 0 for some δ 0 ∈ (2, 2 + δ) as n → ∞, and γ * and λ
Proof. Using Lemma 2, this lemma follows from the arguments in the proof of Lemma 1 of Qin and Lawless (1994).
Lemma 6. Suppose model (3) holds with |γ 0 | < 1 and E{|U t | 2+δ + |V t | 2+δ } < ∞ for some δ > 0, and α = α 0 is known. Further assume φ 0 = 1 − ρ/n for some ρ ∈ R and θ 0 = 0.
with probability tending to one,L(0,β) attains its maximum value at some pointβ * in the interior of the ball |β −β 0 | ≤ n −1/δ 0 for some δ 0 ∈ (2, 2 + δ) as n → ∞, andβ * andλ * =λ * (β * ) satisfyQ 1n (β * ,λ * ) = 0 andQ 2n (β * ,λ * ) = 0, wherē
Proof. Using Lemma 3, this lemma follows from the arguments in the proof of Lemma 1 of Qin and Lawless (1994). (2001)) that 
which imply that
By Lemma 2(ii) with d 1 = 0, we can show that
whereΣ 2 is defined in Lemma 2(ii). By (39) and (40), expandingQ 1n (β * ,λ * ) andQ 2n (β * ,λ * )
which imply thatS * T 2Σ
whereS 2 = −(α 0 , 1) T . It follows from (41) and Taylor expansion that
where I 2×2 denotes the 2×2 identity matrix. Since the matrix
is idempotent and
it follows from Lemma 2(ii) with
Case A3) Assume φ 0 = 1 − ρ/n, θ 0 = 0 and H 0 : β 0 = 0. Like the proof for the case A2), it follows from Lemmas 2(iii) with d 2 = 0 and 5(ii) that
whereΣ 3 andW 3 are defined in Lemma 2(iii), and
is idempotent with rank one, it follows from Lemma 2(iii) with
Therefore it follows from the above cases A1)-A3) that Theorem 1 holds for the case of φ 0 = 1 − ρ/n and θ 0 = 0. Similarly we can show Theorem 1 holds for the case of |φ 0 | < 1 by using Lemmas 1 and 4, and for the case of φ 0 = 1 − ρ/n and θ 0 = 0 by using Lemmas 3 and 6.
Proofs of Theorems 2-5. They can be shown in the same way as the proof of Theorem 1 by using Lemmas 1-6. For computing the non-central parameters in Theorems 3(ii) and 4(ii), we use the facts that 
