Wearable wireless sensors for health monitoring are enabling the design and delivery of just-in-time interventions (JITI). Critical to the success of JITI is to time its delivery so that the user is available to be engaged. We take a first step in modeling users' availability by analyzing 2,064 hours of physiological sensor data and 2,717 self-reports collected from 30 participants in a week-long field study. We use delay in responding to a prompt to objectively measure availability. We compute 99 features and identify 30 as most discriminating to train a machine learning model for predicting availability. We find that location, affect, activity type, stress, time, and day of the week, play significant roles in predicting availability. We find that users are least available at work and during driving, and most available when walking outside. Our model finally achieves an accuracy of 74.7% in 10-fold cross-validation and 77.9% with leave-one-subject-out.
INTRODUCTION
Mobile technology has a potential to provide unprecedented visibility into the health status of users in their natural environment [29] . Sensors embedded in smart phones (e.g., GPS, microphone), and wireless sensors worn on the body (e.g., electrocardiography (ECG), accelerometers) can continuously monitor an individual's health, behavior, and the surrounding environment. Machine learning algorithms have been developed to obtain measures of behavior and exposure to the environment such as activity from accelerometers, geoexposure from GPS, stress from physiology, and social context from microphone. These automated measures of behavioral and environmental contexts enable the design of just-intime interventions (JITI) to support maintenance of healthy Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. behaviors. However, the success of JITI depends on timing the delivery of intervention so that users are available physically, cognitively, and socially to attend to the intervention.
We use smoking cessation to illustrate the potential of JITI and the importance of timing the delivery of JITI. Smoking is responsible for most deaths in the US, accounting for one in five deaths [34] . Although majority of daily smokers want to quit, less than 10% succeed according to Center for Disease Control. The highest lapse rate among newly abstinent smokers is in the first week when over 50% of them lapse [1] . Smoking lapse is impulsive and the first lapse usually leads to full relapse [47] . Hence, it is critical to help abstinent smokers break their urge when and where it occurs (within first few days of quitting). Although wearable sensors now provide us an ability to detect the potential precipitants (e.g., stress [40] or smoking cues detected via smart eyeglasses) and trigger a JITI to break the urge, but it will succeed only if the user is available to be engaged when the JITI is delivered. Otherwise, we may lose the precious opportunity to prevent the potent first lapse. Hence, timing a JITI is critical.
Considerable research have been conducted in a closely related topic of interruptibility [13, 23] . These works largely aim to detect interruptibility of a user at workplace by analyzing the user's computer activity (e.g., key stokes), workplace status via audio and/or video capture of the workplace, phone status, and physical activity status via wearable sensors. Research on interruptibility provides insights about tasks or social contexts where a person is more interruptible, however, lessons from these studies cannot adequately guide the design of JITIs. This is because, unlike the case of interruption that may disrupt concentration of a task, JITI is aimed at improving the user's health and require appropriate engagement of the user. Further, these works asked users to rate their availability in-the-moment. Such reports are subjective, can become an additional source of disruption, and do not assess user's capability to engage in a JITI.
In this paper, we develop a model to predict availability in the natural environment. Our model is derived from data collected from a week-long mobile health study with 30 participants. During the study, participants wore a wireless physiological sensor suite that collected ECG, respiration, and accelerometry, and carried a smart phone that included GPS and accelerometers. Participants were prompted by a smartphone to complete Ecological Momentary Assessment (EMA) selfreports consisting of 42 items, multiple times daily. Answer-ing these 42-items required a level of engagement expected in JITI. Each EMA was associated with micro-incentive to encourage compliance [36] .
To address the biases in human estimates of availability [4] , we use delay in responding to EMA as an objective metric to measure the availability of a participant. To predict availability, we use GPS traces to identify participants' location and driving state, infer their physical activity states from onbody accelerometers, and stress from ECG and RIP sensor data. In addition, we use time of day, day of the week, and self-reported affect, activity type, and conversation status. We compute a total of 99 features.
We identify 30 most discriminating features and train a machine learning model to predict the availability of a user. We find that several features derived from sensors such as location, activity type, time, and day of the week, play significant roles in predicting availability. In particular, features derived from stress (inferred from physiological sensors) play a significant role in predicting availability. We find that the machine learning model can predict availability with 74.7% accuracy (against a base accuracy of 50%). This compares favorably against existing works on predicting interruptibility, where the prediction accuracy was reported to be 79.5% against a base accuracy of 70.1% in the office environment [14] , and an accuracy of 77.85% against a base accuracy of 77.08% in the natural environment [42] . We find that users are usually available when walking outside of their home or work, or even if just outside of their home or work location. But, they are usually not available when driving or at work. We also find that participants are more available when they are happy or energetic versus when they are stressed.
In summary, our work makes the following contributions: 1.) we propose a novel objective approach to determine user's availability to engage in a task which requires significant user involvement (as compared to [14, 21, 42] ), 2.) we propose a model with 74.7% accuracy (over 50% base accuracy) and 0.494 kappa to predict availability in the natural environment using data collected from a real-life field study with wearable sensors, and 3.) to the best of our knowledge this is the first study related to interruptibility which uses microincentives [36] to obtain a stronger indicator of unavailability.
We note that EMAs are widely used in scientific studies on addictive behavior [33, 45, 46] , pain [49] , and mental health [2, 30, 38, 50] . While EMAs have obvious benefits, prompting EMAs at inopportune moments can be very disruptive for the recipients' current task [44] or social situation [5, 44] . The work presented here can directly inform the appropriate timing for delivering EMA prompts.
RELATED WORKS
In an era of mobile computing and ubiquitous sensors, we have unprecedented visibility into user's contexts (e.g., physical, psychological, location, activity) and this awareness can be used to guide the design of interventions.
A home reminder system for medication and healthcare was reported in [24] . Smart home and wearable sensors were used to identify a person's contextual information for triggering an intervention. A similar study was conducted using smart home sensors to remind patients about their medications in [19] , which considered availability of the patient when triggering a prompt, e.g., the system did not trigger a reminder when the patient was not at home, was in bed, or was involved in a phone conversation. A context sensitive mobile intervention for people suffering from depression was developed in [10] . Data from phone sensors such as GPS and ambient light, and self-reported mood were used to infer contextual information of the patient and predictions were made about future mental health related state to trigger an appropriate intervention. A system to assist diabetes patients was reported in [43] to keep track of their glucose level, caloric food intake, and insulin dosage by logging user contexts (e.g., location from GSM cell tower, activity) and used these logged data to learn trends and provide tailored advice to the user. This thread of research highlights the tremendous capabilities and utility of mobile sensor inferred context-sensitive interventions. However, research in this area focuses primarily on determining the time of triggering the intervention. A timely intervention may still not be effective if the receiver is not available physiologically or cognitively to engage in that intervention. Thus, assessing the cognitive, physical, and social availability of a user in the natural environment will extend and complement research in this area.
Research on interruption is closely related to availability of an individual. A vast majority of research in this area focused on understanding the impact of interruption in workplaces. A feasibility study for detecting interruptibility in work environment used features extracted from video capture (a simulated sensor) [21] . Subjective probe of interruptibility in Likert scale was converted to binary labels of interruptible and highly non-interruptible. A machine learning model was able to classify these states with an accuracy of 78.1% (base=68.0%). An extension of this research used sensors (e.g., door magnetic sensor, keyboard/mouse logger, microphone) installed in the office [14] , which improved the accuracy to 79.5% (base=70.1%).
These studies provide insights on interruptibility in carefully instrumented controlled environment (i.e., office), but may not capture the user's receptivity outside of these environments. For instance, a smoking urge may occur outside of office setting, where most of the above used sensors (e.g., video, keystrokes, etc.) may not be available. In addition, the approach of probing users at regular intervals to gauge their interruptibility may not indicate their true availability due to subjective biases as pointed out in [12] .
Research on interruption in the natural environment has primarily focused on determining the receptivity of a user to receive a phone call. In [20] , a one-day study was conducted with 25 users who wore accelerometers and responded to prompted EMA's on whether they are currently receptive to receiving phone calls. Using accelerometers to detect transition, it is shown that people are more receptive during postural transition (e.g., between sitting, standing, and walking).
The first work to use an objective metric was [12] that conducted a week-long study with 5 users. It collected the moments when users changed their ring tones themselves and also in response to a prompt generated every 2 hours. By using phone sensors (e.g., GPS, microphone, accelerometer, proximity) to infer phone posture, voice activity, time, and location, and training a person-specific model, it was able to predict the ringer state with an average accuracy of 96.1%. The accuracy dropped to 81% if no active queries were used. We note that predicting the state of ringer is a broad measure of the interruptibility of a user to receive calls and it does not indicate the user's availability to engage in a JITI.
The closest to our work is a recent work [42] that conducted a large-scale study (with 79 users) to predict user's availability to rate their mood on 2 items when prompted by their smartphones. The prompt occurred every 3 hours, if the phone was not muted. The notification is considered missed if not answered in 1 minute. The users can also actively reject a notification. A model is developed based on phone sensor data (location provider, position accuracy, speed, roll, pitch, proximity, time, and light level) to predict availability. It reports an accuracy of 77.85% (base=77.08%, kappa=0.17), which is only marginally better than chance.
The work presented here complements and improves upon the work reported in [42] in several ways. First, [42] recruited volunteers without any compensation. Other works in the area of interruptibility also either used no compensation [12, 42] or a fixed compensation [20, 22, 31, 32] for participation. Micro-incentives are now being used in scientific studies to achieve better compliance with protocols [36] . Ours is the first work to use micro-incentive to enhance participant's motivation. In [42] , participants answered only 23% of the prompts (1508 out of 6581), whereas in our study participants responded to 88% of the prompts (2394 out of 2717) within the same 1 minute cutoff used in [42] . This is despite the fact that our EMA's are more frequent (upto 20 per day) and require a deeper involvement (to complete 42 item questionnaires), which may be the case with JITI that require frequent and deeper engagement. Therefore, our work complements all existing works by providing a stronger measure of unavailability, not considered before. Second, we use wearable sensors in addition to a subset of smartphone sensors used in [42] . Third, we report a significantly higher accuracy of 74.7% (over 50% base accuracy) and a kappa of 0.494 compared to [42] . Finally, to the best of our knowledge, this is the first work to directly inform the timing of delivering EMA prompts in scientific studies that use micro-incentives.
STUDY DESIGN
In this paper, we analyze data collected in a scientific user study that aimed to investigate relationship among stress, smoking, alcohol use, and their mediators (e.g., location, conversation, activity) in the natural environment when they are all measured via wearable sensors, rather than via traditional self-reports. The study was approved by the Institutional Review Board (IRB), and all participants provided written informed consents. In this section, we discuss participant demographics, study setup, and data collection procedure.
Participants: Students from a large university (approximately 23,000 students) in the United States were recruited for the study. Thirty participants (15 male, 15 female) with a mean age of 24.25 years (range 18-37) were selected who selfreported to be "daily smokers" and "social drinkers".
Wearable Sensor Suite: Participants wore a wireless physiological sensor suite underneath their clothes. The wearable sensor suite consisted of two-lead electrocardiograph (ECG), 3-axis accelerometer, and respiration sensors.
Mobile Phone: Participants carried a smart phone that had four roles. First, it robustly and reliably received and stored data wirelessly transmitted by the sensor suite. Second, it stored data from GPS and accelerometers sensors in the phone. These measurements were synchronized to the measurements received from wearable sensors. Third, participants used the phone to complete system-initiated self-reports in the field. Fourth, participants self-reported the beginning of drinking and smoking episodes by pressing a button.
Self-report Measures:
The mobile phone initiated field questionnaires based on a composite time and event based scheduling algorithm. Our time-based prompt was uniformly distributed to provide an unbiased experience to participants throughout the day. However, using only time-based prompts may not facilitate EMA collection about interesting events such as smoking or drinking. To capture these, a prompt was also generated around a random subset of self-reported smoking and drinking events.
For availability modeling, we only use random EMAs that are similar to sensor-triggered JITI in unanticipated appearance. The 42-item EMA asked participants to rate their subjective stress level on a 6-point scale. In addition, the EMA requested contextual data on events of interest (stress, smoking, and drinking episodes). For example, in case of a stress, users were asked about social interactions, for smoking episodes they were asked about presence of other smokers, and for drinking, they were asked about the number of drinks consumed. EMAs pose burden on the users [23] and we adopted several measures to reduce this burden. First, the smart phone software was programmed to deliver no more than 20 questionnaire prompts in a day. Second, two subsequent EMA prompts were at least 18 minutes apart. Third, the anticipated completion time of the EMA was designed to range between 1 and 3 minutes. As selection of different answers leads to different paths, we report a time range considering the maximum and the minimum possible path length. Fourth, participants had the option of delaying an EMA for up to 10 minutes. If the participant did not respond to the prompt at the second opportunity, the prompt would disappear. Fifth, participants were encouraged to specify time periods in advance (every day before beginning the study procedure) when they did not wish to receive prompts (e.g., during exams).
Participant Training: A training session was conducted to instruct participants on the proper use of the field study devices. Participants were instructed on the proper procedures to remove the sensors before going to bed and put them back on correctly the next morning. In addition, participants received [27] .
an overview of the smart phone software's user interface, including the EMA questionnaires and the self-report interface.
Once the study coordinator felt that the participant understood the technology, the participant left the lab and went about their normal life for seven days. For all seven days, the participant was asked to wear the sensors during working hours, complete EMA questionnaires when prompted, and self-report smoking and drinking episodes.
Incentives: We used micro-incentives to encourage compliance with EMA's [36] . Completing a self-report questionnaire was worth $1, if the sensors were worn for 60% of the time since last EMA. An additional $0.25 bonus was awarded if the questionnaire was completed within five minutes. A maximum of 20 requests for self-reports occurred each day. Thus, the participant could earn up to $25 per day ($1.25 x 20 self-report requests), adding up to $175 over seven days of field study ($25 x 7). Since wearing physiological sensors and answering 42-items questionnaire upto 20 times daily are highly burdensome, level of compensation was derived from the prevailing wage in similar behavioral science studies [36] that involve wearable sensors. Most interruptibility studies provided fixed incentive to participants for completing the study [20, 22, 31, 32] , while some studies were purely voluntary [42] . We believe that micro-incentive associated with each EMA helps obtain a stronger measure of unavailability.
Data Collected: Average number of EMA prompts delivered per day was 13.33, well below the upper limit of 20 per day. This EMA frequency is consistent with prior work [14] . EMA compliance rate was 94%. An average of 9.83 hours per day of good quality sensor data was collected from physiological sensors across all participants.
SENSOR INFERENCE
In this section, we describe the procedure we use to infer participant's semantic location from GPS traces, activity from accelerometers, and stress from ECG and respiration. In each case, we adapt existing inference algorithms.
Inference of Semantic Location
Locations of interest and their semantic labels are determined from GPS traces that were collected on the phone. Figure 1 shows a typical GPS trace of a participant for one day. Places of interest for a participant were places where the participant spent a significant amount of time. We first apply a clustering algorithm to the GPS data using the method proposed in [35] . Distance threshold of 100 meters and temporal threshold of 5 minutes are used to find the spatio-temporal clusters throughout the day for each participant. These clusters represent the locations of interest. Next, we assign semantic labels to these locations using Semantic Context labeler from [27] .
Label assignment is based on demographic, temporal and business features. Demographic features include the age and gender of the participant, which are obtained from recruitment forms. The temporal features include the arrival time, visit midpoint time, departure time, season, holiday, and the duration of stay at that location. These features were computed from the GPS traces and clusters. Lastly, the business features include the count of different types of business entities such as Arts/Entertainment, Food/Dining, Government/community, Education, etc. within different distance thresholds from the current location (see [27] for details).
To compute the business features, we used Google Places API. For this model, we obtain an accuracy of 85.8% (and κ = 0.80). Table 1 presents the confusion matrix for this semantic context labeler model where F -measure is 0.85 and area under the curve is 0.97. We observe that Home, Work, and Store are detected quite well. But, Restaurant is confused with Store, because a Store and a Restaurant can be co-located. We correct the labels (if necessary) by plotting the GPS traces in Google earth and by visually inspecting it. These location labels were considered as ground truth. But, in some cases we could not reliably distinguish between a store and a restaurant (due to inherent GPS inaccuracy). We discard these data points by marking them unknown.
We also obtain a detailed level of semantic labeling. For Home, detailed label can be Indoor Home, Dormitory, and Backyard. Figure 2 shows a detailed breakdown of the labels. Our labeling concept of these details evolved over time [28] (e.g., by adding new levels). Hence, we made multiple iterations to obtain consistent labels.
Driving Detection
Driving is detected from GPS-derived speed and by applying a threshold for maximum gait speed of 2.533 meters/sec [9] . A driving session is composed of driving segments separated by stops, e.g., due to a traffic light being red. Stops usually are of short duration unless there is a congestion. The end of a driving session is defined as a stop (speed=0) for more than 2 minutes. Otherwise, two driving segments sandwiched by a less than 2 minute stop is considered to be part of the same driving session. In case of loss of GPS signal for more than 30 seconds we also end the driving session at the timestamp when we received the last GPS sample. In order to determine whether participant is driving or just riding a vehicle we use the EMA question "If you commuted since the last interview, what type?", where possible responses are "Driving", "Biking", "Walking", "Riding as a Passenger", "Riding Public Transportation", and "Did not commute". Finally, if an EMA prompting time is between start and end of a driving session, and the self-report response mentions "Driving", we mark that EMA to occur during driving.
Activity Inference
To infer whether a subject is in motion or not, we use a simple threshold based activity detector using the 3-axis on-body accelerometer (placed on chest). Phone accelerometer data was not used because the phone may not be on the person and thus may miss some physical activity. We adapt the physical Figure 4 . Using cut-off point 0.21384 we observe that subjects were physically active for around 20% of their total wearing time.
movement detection approach in [3, 39] . As the placement of the accelerometer and the participant population is different from that presented in prior works, we collected training data to determine an appropriate threshold for detecting activity. We collected labeled data under walking and running (354.16 minutes), and stationary (1426.50 minutes) states from seven pilot participants who wore the same sensor suite. Figure 3 shows the training data from seven pilot participants. We filtered the raw signal, removed the drift, and extracted the standard deviation of magnitude, which is independent of the orientation of the accelerometers and recommended in literature [3, 39] . We find the distinguishing threshold for our accelerometer to be 0.21384, which is able to distinguish stationary from non-stationary states with an accuracy of 97% in 10-fold cross-validation. Figure 4 shows that subjects were physically active for around 20% of their total wearing time.
Stress Inference
Measurements from the ECG and RIP sensors were used to extract 13 features (including heart rate variability) for physiological stress model as proposed in [40] . The model produces binary outputs on 30 second segments of measurements that indicate whether a person is stressed or not. A correlation of 0.71 between the stress model and the self-reported rating of stress was reported in [40] in both lab and 2-day field study with 21 participants. As proposed in [40] , stress inference is discarded when the participant is not stationary.
METRIC FOR MEASURING AVAILABILITY
We define availability as a state of an individual in which (s)he is capable of engaging in an incoming, unplanned activity. For example, consider a software engineer who has just quit smoking, is working on a project, when (s)he receives a JITI on the mobile phone, perhaps triggered by an acute stress detection from sensors. In response, (s)he could -1) stop ongoing work and engage in the intervention (e.g., do a biofeedback exercise to relax), 2) continue working on the project for a short time (pre-specified threshold) and then stop the work to engage in JITI, 3) continue working on the project but attend to JITI later, or 4) completely ignore the JITI. In our proposed definition, for cases 1 and 2 the software engineer will be considered as available while for cases 3 and 4 (s)he will be considered unavailable. We first consider delay in starting to answer a randomly prompted EMA as a metric for measuring availability.
Response Delay
Response delay for an EMA is the duration between the prompt time and the time of completion of the first item in the EMA. Figure 5 shows the probability distribution of response delay across all participants. Delay distribution fits a Gamma distribution with shape parameter κ = 1.2669 and scale parameter θ = 35.5021. We use the p = 0.95 cutoff (which occurs at 124 seconds) as the grace period to obtain a good separation between the available and unavailable states.
Since each EMA is associated with a micro-incentive, it is plausible that some participants may be financially sensitive and fill out each EMA in a timely fashion, even when not fully available. In such cases, they may complete some EMA's Figure 5 . Delay distribution is fitted with a Gamma distribution with shape parameter κ=1.2669 and scale parameter θ=35.5021. We use the cutoff of p = 0.95 that occurs at 124.1 seconds, as the grace period. A response delay beyond this grace period is marked as unavailable.
quickly without sufficient care. We, therefore, consider completion time as another metric to complement response delay.
Completion Time
Completion Time for an EMA is the ratio of total completion time to the number of items answered. However, time to answer the first item includes the time to take the phone out. Therefore, we compute completion time, starting from the second item. Finally, there is between person difference in completion time due to participant's cognitive processing, typing variations, and affinity to micro-incentive. To remove these biases, we compute the z-score of completion time for each participant and then use this z-score in further analysis.
To investigate if there is a threshold such that a completion time of lower than this threshold indicates urgency and lack of care in answering an EMA, we measure the consistency of response to the EMA. For this purpose, we use a measure of consistency that is used widely in psychometrics. It is called Cronbach's alpha [8] . For a given set of items in an EMA (with numerical responses) that measure the same psychological construct, Cronbach's alpha is given by
where k is the number of items in the set, s 2 i is the variance in response to the i th item, and s
2
T is the variance of the total scores formed by summing up the responses to all the items in the set. We observe that if all the items in the set have equal variance and thus were perfectly correlated, we obtain α = 1. On the other hand, if all the items in the set are independent, α = 0. An α ≥ 0.7 is regarded as acceptable [8] .
In our 42-item EMA, there are several affect items that measure the same psychological construct. These items are Cheerful?, Happy?, Energetic?, Frustrated/Angry?, Nervous/Stressed?, and Sad?, where participants respond on a Likert scale of 1-6. To compute alpha, items that assess positive affect (Cheerful, Happy, and Energetic) are retained as scored and items that assess negative affect (Frustrated/Angry, Nervous/Stressed, and Sad) are reverse coded (e.g., 1 becomes 6). To test whether these six items indeed measure the same psychological construct, we compute the Figure 6 . We plot Cronbach's alpha value for various thresholds of z-score of completion times. We observe that the alpha is always acceptable (i.e., ≥ 0.7). This holds even when we consider various subsets of items that require recollection or multiple choice selection.
overall alpha score for all responses from all participants. The overall α = 0.88 indicates a good agreement [16] .
We next compute the Cronbach's alpha score for various thresholds of (z-scores of) completion times. We observe that the 42-item EMA questionnaire contains different types of item. First, there are single choice items which participant can answer right away. Second, there are multiple choice items which requires going through various possible answers, which may take more time. Third, there are recall based items where participants need to remember about past actions. An example of such an item is "How long ago was your last conversation?". Such items may require longer to complete. We consider subsets of EMA items in each of the above three categories and compute their corresponding z-scores. Figure 6 plots the alpha values for various thresholds on completion times for four cases -when the completion time for all items is considered and when the completion times for each of the above three subset of EMA items is considered. Since our goal is to find a lower threshold such that completing EMA items quicker than this threshold may indicate lack of availability, we only plot completion times lower than average (i.e., z-score of 0). We observe that in each case, α ≥ 0.7, which implies that completing EMA items quickly does not indicate inconsistent response. Hence, completion time is not a robust estimator of unavailability and we retain only the response delay as our metric of unavailability.
Labeling of Available and Unavailable States
When an EMA prompt occurs, the phone beeps for 4 minutes. If the participant begins answering or presses the delay button, this sound goes away. There are 4 possible outcomes for each such prompt -i) Missing: Participant neither answers the EMA nor presses delay, i.e., just ignores it, ii) Delayed: Participant explicitly delays the EMA, and plans to answer it when (s)he becomes available, iii) After Grace: Participant answers after a grace period, which is defined in Figure 5 , iv) Before Grace: Participant answers within the grace period. We mark the first three scenarios as Unavailable.
To identify available EMAs, we use two different approaches. In the first, we take n quickest answered EMA's from each participant, where n is the number of EMA prompts when this participant was found to be unavailable. We mark each such EMA as available. We call this a Representative dataset, be-cause it gives more weight to those participants' data, who sometimes forego micro-incentives by missing or delaying EMA's when they are not available. This may be similar to the situation in a class where several students may have a question, but only a few speak up, thus helping others who may be shy. This dataset gives less weight to data from those participants who are always prompt in answering EMA's, due to their sincerity, scientific devotion to the study, or affinity to micro-incentives. This dataset thus recognizes and respects wide between person variability inherent in people.
Counting missed, delayed, or delayed above grace period (124.1s), we label 170 EMA's as triggered when participants were unavailable. Number of instances when a participant was unavailable ranges from 0 to 15. By marking n quickest answered EMA from each participant as available, where n is the number of EMA prompts for which that particular participant was unavailable, we obtain a total of 340 EMA's for training data. This dataset provides a robust separation of delay between the available and unavailable class (with a mean of 141.4s ± 51.7s and a minimum separation of 107.7s). This kind of wide separation helps us mitigate the effect of delay in taking out the phone to answer an EMA.
Due to the definition of Representative dataset, 3 participants are completely ignored due to always being compliant, responding within grace period, and never delaying an EMA. Hence, we construct a Democratic dataset, where we consider equal number of EMA's from each participant. To obtain a similar size of training data as in the Representative dataset, we use 6 quickest EMA from each participant as available and 6 slowest (including delayed or missed) as unavailable. We thus obtain 12 samples from each participant, making for a total of 360 samples. The delay separation between available and unavailable class in this dataset has a similar mean of 169.8s, but a higher standard deviation of 193.8s, and a smaller minimum separation of 5.2s.
FINDINGS
Before presenting our model for predicting availability, we conduct a preliminary analysis of various factors in this section to understand their role in predicting availability. We investigate various contextual factors (e.g., location, time, etc.), temporal factors (e.g., weekend vs. weekdays, time of transition, etc.), mental state (e.g., happy, stressed, etc.), and activity state (e.g., walking, driving, etc.).
Figures 7 and 8 present the probability of participants being available and the mean response delay across different contexts (e.g., location, activity, mental state, and time) respectively. In these figures, outside refers to outside of home, work, store, restaurant, and vehicle. We observe in Figure 8 that the response delay has high variance (range 23.2-137.5) across different contexts, which can be attributed to the Gamma distribution of response delay (see Figure 5) .
Location: From Figure 7 , we observe that participants are more likely to be available (p(A) = 0.71 1 ) when they are outside and they are most likely to be unavailable at work (p(A) = 0.34). When participants are outside, their response 1 We use p(A) to denote the probability of being available. delay is also lower than any other location (mean=41.0s; p = 0.074 on Wilcoxon rank-sum) (see Figure 8) . This lower response delay may be because when participants are outside, they are unlikely to be engaged in a time-sensitive activity (e.g., deadline, driving a vehicle) and thus can attend to the incoming prompt relatively quickly. As expected, during driving participants are usually unavailable (p(A) = 0.33) and the delay in response during driving is significantly higher than other times (p = 0.019 on Wilcoxon rank-sum).
Walking: In contrast to [20] , which found posture change as an indication of being interruptible, we find that in daily life, walking by itself does not indicate availability (p(A) = 0.44). Interestingly though, walking outside indicates a highly available state (p(A) = 0.92), while walking at work indicates a highly unavailable state (p(A) = 0.16). We observe a mean response delay of 29.7s when participants are walking outside, which is not significantly lower than stationary (p = 0.318 on Wilcoxon rank-sum), but significantly lower (p = 0.008 on Wilcoxon rank-sum) when compared with other locations (e.g., home, work, etc.).
Mental State: When participants are in a happier state, they are more likely to be available (p(A) = 0.82) and we observe a lower response delay (mean=41.3s; p = 0.008 on Wilcoxon rank-sum). Similarly, when participants are feeling energetic, they are more available (p(A) = 0.6). But, unlike happy, in the energetic state the delay (45.2s) decrease is not significant (p = 0.144 on Wilcoxon rank-sum). On the other hand, participants being stressed reduces the probability of being available (p(A) = 0.43). A good news for JITI that may be triggered upon detection of stress is that participants are not Number of change where event occurred in one window followed by non-event within N second prior to EMA prompt Table 2 . For 6 values of N (30 seconds, 1 min, 2 min, 3 min, 4 min, and 5 min), the above four derivative features are computed for stress and activity, producing 24 features for each.
found to be highly unavailable when stressed as is the case at work. Such JITI, therefore, may still be attended to by users. Investigation of the receptivity of stress-triggered JITI may represent an interesting future research opportunity.
Home: Since being at home indicates only a marginally available state (p(A) = 0.54), we investigate whether time of day makes a difference. We find that availability at home is lower during morning (p(A) = 0.5), and higher in the evening (p(A) = 0.56), but not by much. However, response delay in the morning (54.5s) is higher than that in the evening (41.8s) (p = 0.052 on Wilcoxon rank-sum). This indicates that participants are more pressed for time in the morning.
Transition: To further investigate the effect of location on availability, we analyze the availability of participants when they are about to leave a place (within 30 minutes of departure) or have just arrived at a place (30 minute since arrival). We find that the availability of participants when leaving home (p(A) = 0.55) is similar to when in home generally. But, their availability is higher when they have just arrived home (p(A) = 0.67). The scenario is reversed at work. The availability at work upon arrival (p(A) = 0.33) is similar to the overall availability at work. But, their availability is higher when about to leave work (p(A) = 0.58).
Day: Finally, we analyze the effect of weekday vs. weekend. We find that participants are more likely to be available on weekend (p(A) = 0.56) than on weekdays (p(A) = 0.48). Interestingly, the response delay on weekends is higher than that during weekdays (p = 0.061 on Wilcoxon rank-sum).
Although one could investigate several combinations of factors, we next develop a model that uses several features derived from these factors to predict availability of participants.
PREDICTING AVAILABILITY
In this section, we develop a model to predict availability. We first discuss the features we compute, feature selection methods to find the most discriminating features, and then the machine learning model to predict availability. We conclude this section by reporting the evaluation of our availability model.
Feature Computation
To predict availability, we compute a variety of features. Majority of them come from sensors, but we also obtain several from self-reported EMA responses because the sensor models for their detection is not mature enough today to detect them with reasonable confidence. We expect that these features will also become reliably detectable from sensors in near future. In total, we compute 99 features.
Clock: Time and Day (6 features): We compute several time related features. We include "day of the week" since there may be a day-specific influence, "elapsed hour" in a day to identify work vs. non-work hours, and "Time since last EMA" to capture the cumulative fatigue caused by frequent EMA prompts. We also include binary features such as "Working Hour?", which is defined to be between 9 AM and 5 PM, "Weekend?", and "Holiday?".
Sensor: Stress (4+24 features): As discussed earlier, we infer stress level for each 30 second window. Since sometimes EMA prompts itself may cause stress, we used binary stress levels in the 30 second windows prior to the generation of an EMA prompt. From these windows, 24 derived features are computed (see Table 2 ), similar to that in [13] . We note that if the participant is physically active during a 30-second window, we mark the stress feature as undefined for this window (due to stress being confounded by physical activity). Hence, stress level in each of the 30 second windows for derived features may not be available. Consequently, we compute four other features. The first two of these come from the first window preceding the prompt where stress inference is available (i.e., unaffected by physical activity). Binary stress state and probability of being stressed are used as features from this first window. The remaining two features are the number of windows where the participant is stressed over the prior 3 (and 5) windows preceding the prompt, for which stress inference is available. These windows must occur within 5 minutes prior to the prompt.
Sensor: Location, Place, Commute Status (7 features):
We compute several location related features. This includes coarse level location such as Home, Work, Store, Restaurant, Vehicle, and Other and detailed location such as inside home, dormitory, backyard, etc. We also include "Previous Location" and "time spent in current location" because it is likely that after immediate arrival at home from work or from other locations people are less likely to be available. We include a binary feature for "driving" because driving requires uninterrupted attention and distraction during driving can result in injury, loss of life, and/or property. It is also illegal in several parts of the world to engage a driver in a secondary task such as texting. Since EMA prompts are generated randomly (as per the norm in behavioral science [48] ), some EMA prompts did occur during driving. Participants were instructed to find a safe place to park the car in such cases before answering. A binary feature outdoor is also included since we observe participants being more available when they are outdoors and walking.
Sensor: Physical Activity (3+24 features): Since physical activity can also indicate availability, we use physical activity data from the chest accelerometer sensor as a binary feature, and intensity of activity as a numeric feature. EMA questionnaire contains items such as "Describe physical movement" with possible answers "Limited (writing)", "Light (walking)", "Moderate (jogging)", and "Heavy (running)". We include features such as writing as a categorical feature because writing state may affect availability and we are unable to infer it activities from our sensors with reasonable confidence today.
EMA: Activity Context (13 features): EMA questionnaire asked participants to describe their ongoing activity using the following items: "How would you describe your current activity?", with possible responses as "Leisure/Recreation" or "Work/Task/Errand", a multiple choice item "What's going on?" with possible responses as Meeting, E-mail, Reading, Phone Call, Writing, Sports, Video Game, Surfing the Internet, Watching Movies/TV/Video, Listening to Music, and Other. Each possible response is used as a binary feature. We also use binary response to the "Taken alcohol?" item.
EMA: Social Interaction (6 features): Research on interruption has revealed that situations involving social engagement are considered less interruptible [6, 15, 18] . To model availability, we used participants' responses for the social interaction related EMA queries that includes "In social interaction?", "Talking?", "If talking, on the phone?", "If talking, with whom?", "If not talking, how long ago was your last conversation?", and "Who was it with?".
EMA: Mental State (9 features):
We also include emotional state due to their wide acceptability as a factor in Human Computer Interaction [7, 26] . Although stress is detectable from sensors, affect is not yet detectable reliably in the field setting from physiological sensors. Hence, we use EMA responses. We include response to our EMA items, "Cheerful?", "Happy?", "Frustrated/Angry?", "Nervous/Stressed?", "Sad?", "Facing a problem?", "Thinking about things that upset you?", "Difficulties seem to be piling up?", and "Able to control important things?". Response in Likert scale 1-6 is used as feature.
EMA: Fatigue (3 features): Each EMA prompt resulted in some level of fatigue on the recipient [23] . We find that responses to the first half of the EMA's are more consistent than the second half EMA for the day (p = 0.056, n = 30, paired t-test on Cronbach's alpha). Therefore, we add EMA index of the day as a feature. Our EMA questionnaire contained items such as "Energetic?" and "Sleepy?". Subjective responses of these items in 1-6 Likert scale are also used as features.
Feature Selection
As reported in the preceding, a total of 99 features were computed. But, to avoid overfitting of the model, we select a subset of the features for modeling availability. We base our feature selection on two complementary methods.
Correlation based Feature Subset Selection: Our goal is to find features that are highly correlated to the class available vs. unavailable, and not correlated with each other. We used Hall's [17] method to find the optimal non-correlated feature set regardless of the underlying machine learning algorithm.
Wrapper for Feature Subset Selection: Correlation based feature selection may discard some features that are useful for a particular machine learning algorithm. Therefore, we also use Wrapper [25] based feature selection to find an optimal feature subset for the SVM machine learning algorithm [41] .
By taking a union over the features selected by correlation based feature selection and Wrapper applied to SVM, we obtain a total of 30 features. Table 3 lists these features ordered according to their information gain [11] . We make several observations. First, we observe that most of the features selected are either already detectable from sensors (1-4, 8, 11-30) or are potentially detectable in near future from sensors (9-10). But, three features (5-7) are hard to detect automatically today. An inward looking camera in smart eyeglasses could potentially detect some of these in near future as well. Second, we observe that stress features (16) (17) (18) (19) (21) (22) (23) (24) (25) (26) figure quite prominently in this list, indicating a significant role of stress in predicting availability. Finally, we observe that driving is not included in the list of selected features, though intuitively it appears relevant. We hypothesize that features ranked 1, 2, 4, and 8 contain information about driving and as such driving may not be needed as a separate feature.
Model
Due to its well-accepted robustness, we train a Support Vector Machine (SVM) [41] model with RBF kernel to predict availability of users. To evaluate the model, we use both the standard 10 fold cross-validation and leave-one-subject-out to evaluate between subject generalizability. As described earlier, we use two diverse methods to label EMA's as available and unavailable to generate training data. We present the performance of the model on each of these labeling methods.
Representative Dataset: Based on the missed, explicitly delayed, or delayed above grace period (124.1s) we mark 170 EMA's as triggered when participants were unavailable. We mark the n quickest answered EMA from each participant as available, where n is the number of EMA prompts for which that particular participant was unavailable. This provides us with 340 instances as training data for modeling with 170 instances coming from each class 2 .
Using this dataset we get an overall accuracy of 74.7% (against a base accuracy of 50%) with kappa of 0.494 for 10-fold cross-validation. From the confusion matrix in Table 4 , we find that for 78.8% cases, the classifier is able to predict availability versus 70.6% in the case of unavailability. We get a precision of 0.749, a recall of 0.747, an F -measure of 0.747, and area under the curve of 0.747. For leave-one-subject-out, we get a weighted average accuracy of 77.9%.
Democratic Dataset: In this dataset, we take 12 samples from each participant, which leads to similar 360 samples from 30 participants. The 6 quickest responded EMA's are considered available and 6 slowest responded ones (including explicitly delayed ones) are considered as unavailable.
For this labeling, the SVM model achieves an accuracy of 69.2% with a kappa of 0.383, slightly lower than the Representative model. However, from the confusion matrix in Table 5 , we find that for 75.0% cases, classifier is able to predict availability. We get a precision of 0.694, a recall of 0.692, an F -measure of 0.691, and area under the curve of 0.692. For leave-one-subject-out, we get an accuracy of 76.4%.
LIMITATIONS AND FUTURE WORK
Being the first work to inform the timing of sensor-triggered just-in-time intervention (JITI), this work has several limitations that open up interesting opportunities for future works. First, several features used to predict availability are not yet reliably detectable via sensors today. For a model to be automated in informing the timing of JITI, all features need to be inferred from sensors. Second, this work used data from wearable sensors. Since wearing sensors involves user burden, it is more desirable to use only those sensors that are available on the phone. But, some features are not feasible to obtain today from phone sensors (e.g., stress) and hence represents interesting future works. Third, the type of sensors available on the phone is growing richer rapidly. Several sensors such as proximity sensor, acoustic sensor, and phone orientation and other data in the phone (e.g., calendar, task being performed on the phone, etc.) that may inform the current context of a user were not used in this work. Using these and other sensors emerging in phone may further improve the prediction accuracy. Similarly, using additional sensors on the body and those in instrumented spaces such as office, home, and vehicle (e.g., cameras) can also be used wherever available to further improve the prediction accuracy.
Fourth, this work used micro-incentive to improve compliance in responding to EMA prompts and used it to accomplish a high level of motivation. Although the work presented in this paper can inform the timing of delivering randomly prompted self-reports in scientific studies, it remains an open question how well the micro-incentive captures the motivation level expected in users who choose to use JITI due to certain health condition or due to a wellness or fitness motivation.
Fifth, given that filling out a 42-item EMA requires significant user involvement (i.e., 2.4 minutes to complete), the results of this work may be more applicable to JITI that involve similar engagement. Its applicability to lighter JITI may need further investigation. We note, however, that if the user is found to be unavailable for a more involved active JITI (e.g., when driving), passive intervention could be delivered in the meantime (e.g., by playing music [37] ).
Sixth, the analysis in this work used only the unanticipated (i.e., randomly prompted) EMA's to simulate the triggering of a sensor-triggered JITI, but the participants also filled out EMA's that resulted from their self-initiation. Although these self-initiated EMA's were voluntary, they may add to the burden and fatigue of participants. It remains open whether the results of a future study that only uses randomly prompted EMA's may be any different than the one reported here.
CONCLUSION
Sensor-triggered just-in-time-interventions (JITI) promise to promote and maintain healthy behavior. But, critical to the success of JITI is determining the availability of the user to engage in the triggered JITI. This paper takes a first step to inform the timing of delivering JITI. We propose a novel objective metric to measure a user's availability to engage in a JITI and propose a model to predict availability in the natural environment based on data collected in real-life. Our findings indicate that availability of a user depends not only on user's ongoing activity or physical state, but also on user's psychological state. Our results can inform the design of JITIs and opens up numerous opportunities for future works to improve the accuracy, utility, and generalizability of our model.
