High dimensional superposition models characterize observations using parameters which can be written as a sum of multiple component parameters, each with its own structure, e.g., sum of low rank and sparse matrices, sum of sparse and rotated sparse vectors, etc. In this paper, we consider general superposition models which allow sum of any number of component parameters, and each component structure can be characterized by any norm. We present a simple estimator for such models, give a geometric condition under which the components can be accurately estimated, characterize sample complexity of the estimator, and give high probability non-asymptotic bounds on the componentwise estimation error. We use tools from empirical processes and generic chaining for the statistical analysis, and our results, which substantially generalize prior work on superposition models, are in terms of Gaussian widths of suitable sets.
Introduction
For high-dimensional structured estimation problems [7, 27] , considerable advances have been made in accurately estimating a sparse or structured parameter θ ∈ R p even when the sample size n is far smaller than the ambient dimensionality of θ * , i.e., n p. Instead of a single structure, such as sparsity or low rank, recent years have seen interest in parameter estimation when the parameter θ * is a superposition or sum of multiple different structures, i.e., θ = k i=1 θ * i , where θ * 1 may be sparse, θ * 2 may be low rank, and so on [1, 8, 9, 11, 15, 16, 18, 19, 31, 32] .
In this paper, we substantially generalize the non-asymptotic estimation error analysis for such superposition models such that (i) the parameter θ can be the superposition of any number of component parameters θ * i , and (ii) the structure in each θ * i can be captured by any suitable norm R i (θ * i ). We will analyze the following linear measurement based superposition model
θ * i is one component of the unknown parameters, y ∈ R n is the response vector, and ω ∈ R n is random noise independent of X. The structure in each component θ * i is captured by any suitable norm R i (·), such that R i (θ * i ) has a small value, e.g., sparsity captured by θ * i 1 , low-rank (for matrix θ * i ) captured by the nuclear norm θ * i * , etc. Popular models such as Morphological Component Analysis (MCA) [14] and Robust PCA [8, 11] can be viewed as a special cases of this framework (see Section 9) .
The superposition estimation problem can be posed as follows: Given (y, X) generated following (1), estimate component parameters {θ i } such that all the component-wise estimation errors ∆ i =θ i − θ * i , where θ * i is the population mean, are small. Ideally, we want to obtain high-probability non-asymptotic bounds on the total componentwise error measured as k i=1 θ i − θ * i 2 , with the bound improving (getting smaller) with increase in the number n of samples.
We propose the following estimator for the superposition model in (1):
where α i are suitable constants. In this paper, we focus on the case where α i = R i (θ * i ), noting that recent advances [22] can be used to extend our results to more general settings.
The superposition estimator in (2) succeeds if a certain geometric condition, which we call structural coherence (SC), is satisfied by certain sets (cones) associated with the component norms R i (·). Since the estimateθ i = θ * i + ∆ i is in the feasible set of the optimization problem (2), the error vector ∆ i satisfies the constraint R i (θ * i + ∆ i ) ≤ α i where α i = R i (θ * i ). The SC condition of is a geometric relationship between the corresponding error cones C i = cone{∆ i |R i (θ * i + ∆ i ) ≤ R i (θ * i )} (see Section 3). If SC is satisfied, then we can show that the sum of componentwise estimation error can be bounded with high probability, and the bound takes the form:
where n is the sample size, k is the number of components, and w(C i ∩ B p ) is the Gaussian width [3, 10, 30] of the intersection of the error cone C i with the unit Euclidean ball B p ⊆ R p . Interestingly, the estimation error converges at the rate of
, similar to the case of single parameter estimators [21, 3] , and depends only logarithmically on the number of components k. Further, while dependency of the error on Gaussian width of the error has been shown in recent results involving a single parameter [3, 30] , the bound in (3) depends on the maximum of the Gaussian width of individual error cones, not their sum. The analysis thus gives a general way to construct estimators for superposition problems along with high-probability non-asymptotic upper bounds on the sum of componentwise errors. To show the generality of our work, we provide a detailed review and comparison with related work in Appendix 8.
Notation:
In this paper, we use . to denote vector norm, and |||.||| to denote operator norm. For example, . 2 is the Euclidean norm for a vector or matrix, and |||.||| * is the nuclear norm of a matrix. We denote cone{E} as the smallest closed cone that contains a given set E. We denote ., . as the inner product.
The rest of this paper is organized as follows: We start with an optimization algorithm in Section 6 and a deterministic estimation error bound in Section 2, while laying down the key geometric and statistical quantities involved in the analysis. In Section 3, we discuss the geometry of the structural coherence (SC) condition, and show that the geometric SC condition implies statistical restricted eigenvalue (RE) condition. In Section 5, we develop the main error bound on the sum of componentwise errors which hold with high probability for sub-Gaussian designs and noise. In Section 7, we compare an estimator using "infimal convolution" [25] of norms with our estimator (2) for the noiseless case. We discuss related work in Section 8. We apply our error bound to practical problems in Section 9, present experimental results in Section 10, and conclude in Section 11. The proofs of all technical results are in the Appendix.
Error Structure and Recovery Guarantees
In this section, we start with some basic results and, under suitable assumptions, provide a deterministic bound for the componentwise estimation error in superposition models. Subsequently, we will show that the assumptions made here hold with high probability as long as a purely geometric non-probabilistic condition characterized by structural coherence (SC) is satisfied.
Let {θ i } be a solution to the superposition estimation problem in (2), {θ * i } be the optimal (population) parameters involved in the true data generation process. Let ∆ i =θ i − θ * i be the error vector for component i of the superposition. Our goal is to provide a preliminary understanding of the structure of error sets where ∆ i live, identify conditions under which a bound on the total componentwise error k i=1 θ i − θ * i 2 will hold, and provide a preliminary version of such a bound, which will be subsequently refined to the form in (3) in Section 5. Sinceθ i = θ * i + ∆ i lies in the feasible set of (2), as discussed in Section 1, the error vectors ∆ i will lie in the error sets
For the analysis, we will be focusing on the cone of such error sets, given by
Let
From the optimality ofθ as a solution to (2), we have
usingθ = θ * + ∆ and y = Xθ * + ω. In order to establish recovery guarantees, under suitable assumptions we construct a lower bound to X∆ 2 , the left hand side of (5). The lower bound is a generalized form of the restricted eigenvalue (RE) condition studied in the literature [5, 7, 24] . We also construct an upper bound to ω T X∆, the right hand side of (5) , which needs to carefully analyze the noise-design (ND) interaction, i.e., between the noise ω and the design X.
We start by assuming that a generalized form of RE condition is satisfied by the superposition of errors:
there exists a constant κ > 0 such that for all ∆ i ∈ C i , i = 1, 2, . . . , k:
The above RE condition considers the following set:
which involves all the k error cones, and the lower bound is over the sum of norms of the component wise errors. If k = 1, the RE condition in (6) above simplifies to the widely studied RE condition in the current literature on Lasso-type and Dantzig-type estimators [5, 24, 3] where only one error cone is involved. If we set all components but ∆ i to zero, then (6) becomes the RE condition only for component i. We also note that the general RE condition as explicitly stated in (6) has been implicitly used in [1] and [32] . For subsequent analysis, we introduce the setH defined as
noting that H ⊂H.
The general RE condition in (6) depends on the random design matrix X, and is hence an inequality which will hold with certain probability depending on X and the set H. For superposition problems, the probabilistic RE condition as in (6) is intimately related to the following deterministic structural coherence (SC) condition on the interaction of the different component cones C i , without any explicit reference to the random design matrix X: there is a constant ρ > 0 such that for all ∆ i ∈ C i , i = 1, . . . , k,
If k = 1, the SC condition is trivially satisfied with ρ = 1. Since most existing literature on high-dimensional structured models focus on the k = 1 setting [5, 24, 3] , there was no reason to study the SC condition carefully. For k > 1, the SC condition (9) implies a non-trivial relationship among the component cones. In particular, if the SC condition is true, then the sum k i=1 ∆ i being zero implies that each component ∆ i must also be zero. As presented in (9), the SC condition comes across as an algebraic condition. In Section 3, we present a geometric characterization of the SC condition [18] , and illustrate that the condition is both necessary and sufficient for accurate recovery of each component. In Section 4, we show that for sub-Gaussian design matrices X, the SC condition in (9) in fact implies that the RE condition in (6) will hold with high probability, after the number of samples crosses a certain sample complexity, which depends on the Gaussian width of the component cones. For now, we assume the RE condition in (6) to hold, and proceed with the error bound analysis.
To establish recovery guarantee, following (5), we need an upper bound on the interaction between noise ω and design X [3, 20] . In particular, we consider the noise-design (ND) interaction
where γ > 0 is a constant, and sH is the scaled version of H where the scaling factor is s > 0. Here, s n (γ) denotes the minimal scaling needed on H such that one obtains a uniform bound over ∆ ∈ sH of the form:
Then, from the basic inequality in (5), with the bounds implied by the RE condition and the ND interaction, we have
which implies a bound on the component-wise error. The main deterministic bound below states the result formally:
Theorem 1 (Deterministic bound) Assume that the RE condition in (6) is satisfied in H with parameter κ.
The above bound is deterministic and holds only when the RE condition in (6) is satisfied with constant κ such that κ 2 > γ. In the sequel, we first give a geometric characterization of the SC condition in Section 3, and show that the SC condition implies the RE condition with high probability in Section 4. Further, we give a high probability characterization of s n (γ) based on the noise ω and design X in terms of the Gaussian widths of the component cones, and also illustrate how one can choose γ in Section 5. With these characterizations, we will obtain the desired component-wise error bound of the form (3).
Geometry of Structural Coherence
In this section, we give a geometric characterization of the structural coherence (SC) condition in (9) . We start with the simplest case of two vectors x, y. If they are not reflections of each other, i.e., x = −y, then the following relationship holds:
Proposition 2 If there exists a δ < 1 such that − x, y ≤ δ x 2 y 2 , then
Next, we generalize the condition of Proposition 2 to vectors in two different cones C 1 and C 2 . Given the cones, define δ 0 = sup
By construction, − x, y ≤ δ 0 x 2 y 2 for all x ∈ C 1 and y ∈ C 2 . If δ 0 < 1, then (12) continues to hold for all x ∈ C 1 and y ∈ C 2 with constant (1 − δ 0 )/2 > 0. Note that this corresponds to the SC condition Figure 1 : Geometry of SC condition when k = 2. The error sets E 1 and E 2 are respectively shown as blue and green squares, and the corresponding error cones are C 1 and C 2 respectively. −C 1 is the reflection of error cone C 1 . If −C 1 and C 2 do not share a ray, i.e., the angle α between the cones is larger than 0, then δ 0 < 1, and the SC condition will hold.
with k = 2 and ρ = (1 − δ 0 )/2. We can interpret this geometrically as follows: first reflect cone C 1 to get −C 1 , then δ is the cosine of the minimum angle between −C 1 and C 2 . If δ 0 = 1, then −C 1 and C 2 share a ray, and structural coherence does not hold. Otherwise, δ 0 < 1, implying −C 1 ∩ C 2 = {0}, i.e., the two cones intersect only at the origin, and structural coherence holds.
For the general case involving k cones, denote
In recent work, [18] concluded that if δ i < 1 for each i = 1, . . . , k then −C i and j =i C j does not share a ray, and the original signal can be recovered in noiseless case. We show that the condition above in fact implies ρ > 0 for the SC condition in (9), which is sufficient for accurate recovery even in the noisy case. In particular, with δ := max i δ i , we have the following result:
Theorem 3 (Structural Coherence (SC) Condition) Let δ := max i δ i with δ i as defined in (14) . If δ < 1, there exists a ρ > 0 such that for any ∆ i ∈ C i , i = 1, . . . , k, the SC condition in (9) holds, i.e.,
Thus, the SC condition is satisfied in the general case as long as the reflection −C i of any cone C i does not intersect, i.e., share a ray, with the Minkowski sum j =i C j of the other cones.
Restricted Eigenvalue Condition for Superposition Models
Assuming that the SC condition is satisfied by the error cones {C i }, i = 1, . . . , k, in this section we show that the general RE condition in (6) will be satisfied with high probability when the number of samples n in the sub-Gaussian design matrix X ∈ R n×p crosses the sample complexity n 0 . We give a precise characterization of the sample complexity n 0 in terms of the Gaussian width of the set H.
Our analysis is based on the results and techniques in [28, 20] , and we note that [3] has related results using mildly different techniques. We start with a restricted eigenvalue condition on H. For a random vector Z ∈ R p , we define marginal tail function for an arbitrary set E as
noting that it is deterministic given the set E ⊆ R p . Let i , i = 1, . . . , n, be independent Rademacher random variables, i.e., random variable with probability 1 2 of being either +1 or −1, and let X i , i = 1, . . . , n, be independent copies of Z. We define empirical width of E as
With this notation, we recall the following result from [28, Proposition 5.1]:
Lemma 1 Let X ∈ R n×p be a random design matrix with each row the independent copy of sub-Gaussian random vector Z. Then for any ξ, ρ, t > 0, we have
with probability at least
From Lemma 1, in order to obtain lower bound of κ in RE condition (6), we need to lower bound Q 2ρξ (H; Z) and upper bound W n (H; Z). To lower bound Q 2ρξ (H; Z), we consider the spherical cap
From [28, 20] , one can obtain a lower bound to Q ξ (A; Z) based on the Paley-Zygmund inequality. The Paley-Zygmund inequality lower bound the tail distribution of a random variable by its second momentum. Let u be an arbitrary vector, we use the following version of the inequality.
In the current context, the following result is a direct consequence of SC condition, which shows that Q 2ρξ (H; Z) is lower bounded by Q ξ (A; Z), which in turn is strictly bounded away from 0. The proof of Lemma 2 is given in Appendix C.1.
Lemma 2
Let sets H and A be as defined in (7) and (19) respectively. If the SC condition in (9) holds, then the marginal tail functions of the two sets have the following relationship:
Next we discuss how to upper bound the empirical width W n (H; Z). Let set E be arbitrary, and random vector g ∼ N (0, I p ) be a standard Gaussian random vector in R p . The Gaussian width [3] of E is defined as
Empirical width W n (H; Z) can be seen as the supremum of a stochastic process. One way to upper bound the supremum of a stochastic process is by generic chaining [26, 3, 28] , and by using generic chaining we can upper bound the stochastic process by a Gaussian process, which is the Gaussian width.
As we can bound Q 2ρξ (H; Z) and W n (H; Z), we come to the conclusion on RE condition. Let X ∈ R n×p be a random matrix where each row is an independent copy of the sub-Gaussian random vector Z ∈ R p , and where Z has sub-Gaussian norm
We have the following lower bound of the RE condition. The proof of Theorem 4 is based on the proof of [28, Theorem 6.3], and we give it in appendix C.2.
Theorem 4 (Restricted Eigenvalue Condition) Let X be the sub-Gaussian design matrix that satisfies the assumptions above. If the SC condition (9) holds with a ρ > 0, then with probability at least 1−exp(−t 2 /2), we have inf
where c 1 , c 2 and c 3 are positive constants determined by σ x , σ ω and α.
To get a κ > 0 in (6), one can simply choose t = (c 1 ρ
with high probability.
From the discussion above, if SC condition holds and the sample size n is large enough, then we can find a matrix X such that RE condition holds. On the other hand, once there is a matrix X such that RE condition holds, then we can show that SC must also be true. Its proof is give in Appendix C.3.
Proposition 5
If X is a matrix such that the RE condition (6) holds for ∆ i ∈ C i , then the SC condition (9) holds.
Proposition 5 demonstrates that SC condition is a necessary condition for the possibility of RE. If SC condition does not hold, then there is
, and RE condition is not possible.
General Error Bound
Recall that the error bound in Theorem 1 is given in terms of the noise-design (ND) interaction
In this section, we give a characterization of the ND interaction, which yields the final bound on the componentwise error as long as n ≥ n 0 , i.e., the sample complexity is satisfied.
Let ω be a centered sub-Gaussian random vector, and its sub-Gaussian norm |||ω||| ψ 2 ≤ σ ω . Let X be a row-wise i.i.d. sub-Gaussian random matrix, for each row Z, its sub-Gaussian norm |||Z||| ψ 2 ≤ σ x . The ND interaction can be bounded by the following conclusion, and the proof of lemma 3 is given in Appendix D.1.
Lemma 3 Let design X ∈ R n×p be a row-wise i.i.d. sub-Gaussian random matrix, and noise ω ∈ R n be a centered sub-Gaussian random vector. Then s n (γ) ≤ c
. for some constant c > 0 with probability at
Constant c depends on σ x and σ ω .
In lemma 3 and theorem 6, we need the Gaussian width ofH and H respectively. From definition, bothH and H is related to the union of different cones; therefore bounding the width ofH and H may be difficult. We have the following bound of w(H) and w(H) in terms of the width of the component spherical caps.
The proof of Lemma 4 is given in Appendix D.2.
Lemma 4 (Gaussian width bound) Let H andH be as defined in (7) and (8) respectively. Then, we have
By applying lemma 4, we can derive the error bound using the Gaussian width of individual error cone. From our conclusion on deterministic bound in theorem 1, we can choose an appropriate γ such that κ 2 > γ. Then, by combining the result of theorem 1, theorem 4, lemma 3 and lemma 4, we have the final form of the bound, as originally discussed in (3):
X be a random matrix with each row an independent copy of sub-Gaussian random vector Z, noise ω be a centered sub-Gaussian random vector, and B p ⊆ R p be the centered unit euclidean ball. Suppose SC condition holds with
Algorithm 1 Accelerated Proximal Algorithm
Inputs: X, y.
for constants c, C > 0 that depend on sub-Gaussian norms |||Z||| φ 2 and |||ω||| φ 2 .
Thus, assuming the SC condition in (9) is satisfied, the sample complexity and error bound of the estimator depends on the largest Gaussian width, rather than the sum of Gaussian widths. The result can be viewed as a direct generalization of existing results for k = 1, when the SC condition is always satisfied, and the sample complexity and error is given by w 2 (C 1 ∩ S p−1 ) and w(C 1 ∩ B p ) [3, 10] .
Accelerated Proximal Algorithm
In this section, we propose a general purpose algorithm for solving problem (2) . For convenience, with
While the norms R i (.) may be non-smooth, one can design a general algorithm as long as the proximal operators
2 for each set Ω i can be efficiently computed. The algorithm is simply the proximal gradient method [23] , where each component θ i is cyclically updated in each iteration (see Algorithm 1):
where η t+1 is the learning rate. To determine a proper η t+1 , we use a backtracking step [4] . Starting from a constant η t+1 = η, in each step we first updateθ t+1 i ; then we decide whetherθ t+1 i satisfies condition:
If the condition (27) does not hold, then we decrease η t+1 till (27) is satisfied. Based on existing results [4] , the basic method can be accelerated by setting the starting point of the next iteration θ t+1 i as a proper combination ofθ t+1 i and θ t i . By [4] , one can use the updates:
Convergence of Algorithm 1 has been studied in [4] . The backtracking step ensures that the convergence of algorithm 1. The work [4] also give the convergence rate of Algorithm 1, which is O(1/t 2 ). Therefore, we can always reach a stationary point of problem (2) using Algorithm 1.
Noiseless Case: Comparing Estimators
In this section, we present a comparative analysis of estimator
with the proposed estimator (2) in the noiseless case, i.e., ω = 0. In essence, we show that the two estimators have similar recovery conditions, but the existing estimator (29) needs additional structure for unique decomposition of θ into the components {θ i }.
The estimator (29) needs to consider the so-called "infimal convolution" [25, 32] over different norms to get a (unique) decomposition of θ in terms of the components {θ i }. Denote
Results in [25] show that (30) is also a norm. Thus estimator (29) can be rewritten as
Interestingly, the above discussion separates the estimation problem in (29) into two parts-solving (31) to getθ, and then solving (30) to get the components {θ i }. The problem (31) is a simple structured recovery problem, and is well studied [10, 28] . Using infimal convolution based decomposition problem (30) to get the components {θ i } will be our focus in the sequel.
To get some properties of decomposition (30), we consider the unit norm balls for norm R(.) and component The blue and purple polygons are the norm ball of norms R 1 (.) and R 2 (.) respectively. The red line is the outline of R(.) norm ball. Note that for any point in the red line, we will be able to decompose it to the two vertexes around it.
norms R i (.):
The norm balls are related by the following result, we give the proof in appendix F.1.
Lemma 5 For a given set {λ i }, the infimal convolution norm ball Ω R is the convex hull of
Lemma 5 illustrates what the decomposition (30) should be like. If θ is a point on the surface of the norm ball Ω R , then the value of R(θ) is the convex combination of some θ i on the surface of
Hence if θ can be successfully decomposed into different components along the direction of θ i , then we should be able to connect θ i and θ by a surface on the R(.) norm ball, or they have to be "close". Interestingly, the above intuition of "closeness" between different components θ i can be described in the language of cones, in a way similar to the structural coherence property discussed in Section 3.
Given the intuition above, we state the main result in this section below. Its proof is given in appendix F.2.
Theorem 7 Givenθ 1 , . . . ,θ k and define
Suppose dim(span{θ i }) = k, then there exist λ 1 , . . . , λ k such that 
is the structure of error around the true value θ * . The green segment C 0 is a subspace determined by θ * 1 and θ * 2 . For the superposition in (a), error of θ * is composed of three parts: θ * + C 0 ,
In (b), we move the green segment and two error cones to the origin, then the uniquely recovery condition is that if we reflect one of the three structures, their intersection remains {0}.
Theorem 7 illustrate that the successful decomposition of (30) requires an additional condition, i.e., −C 0 ∩ k i=1 C i = {0} beyond that is needed by the SC condition (see Section 3). The additional condition needs us to choose parameters {λ i } properly. Theorem 7 shows that {λ i } depends on both {θ * i } and {c i }. For appropriate {θ * i }, there may be a range of {c i } such that the solution is unique. Therefore, in noiseless situation, if we know {R i (θ * i )}, then solving estimator (29) would be a better idea, because it requires less condition to recover the true value and we do not need to choose parameters {λ i }.
Related Work
Structured superposition models have been studied in recent literatures. Early work focus on the case when k=2 and noise ω = 0, and assume specific structures such as sparse+sparse [14] , and low-rank+sparse [11] . [16] analyze error bound for low-rank and sparse matrix decomposition with noise. Recent work have considered more generalized models and structures. [1] analyze the decomposition of a low-rank matrix plus another matrix with generalized structure. [15] propose an estimator for the decomposition of two generalize structured matrices, while one of them has a random rotation. Because of the increase in practical application and non-trivial of such problem, people have begun to work on unified frameworks for superposition model. In [31] , the authors generalize the noiseless matrix decomposition problem to arbitrary number of superposition under random orthogonal measurement. [32] consider the superposition of structures of structures captured by decomposable norm, while [18] consider general norms but with a different measurement model, involving componentwise random rotations. These two papers are similar in spirit to our work, so we briefly discuss and differentiate our work from these papers.
[32] consider a general framework for superposition model, and give a high-probability bound for the fol-lowing estimation problem:
they assume each R i () to be a special kind of norm called decomposable norm. the authors used a different approach for RE condition. They decompose X k i=1 ∆ i 2 into two parts. One is
which characterizes the restricted eigenvalue of each error cone. The other is
which characterizes the interaction between different error cones. (35) is a strong assumption, and RE condition can hold without it. If ∆ i and ∆ j are positively correlated, then large interaction terms will make our RE condition stronger. Therefore their results are restricted.
[19] consider an estimator like (2), which is
where Q i are known random rotations. Problem (36) is then transformed into a geometric problem: whether k random cones intersect. The componentwise random rotation can ensure that any kind of combination can be recovered with high probability. However, in practical problems, we need not have such random rotations available as part of the measurements. Further, their analysis is primarily focused on the noiseless case.
Application of General Bound
In this section, we instantiate the general error bounds on Morphological Component Analysis (MCA), and low-rank and sparse matrix decomposition. The proofs are provided in appendix E.
Morphological Component Analysis Using l 1 Norm
In Morphological Component Analysis [14] , we consider the following linear model
where vector θ 1 is sparse and vector θ 2 is sparse under a rotation Q. In [14] , the authors introduced a quantity M = max
For small enough M , if the sum of their sparsity is lower than a constant related to M , we can recovery them. We show that for two given sparse vectors, our SC condition is more general.
Consider the following estimator
where vector y ∈ R n is the observation, vectors θ 1 , θ 2 ∈ R p are the parameters we want to estimate, matrix X ∈ R n×p is a sub-Gaussian random design, matrix Q ∈ R p×p is orthogonal. We assume θ 1 and Qθ 2 are s 1 -sparse and s 2 -sparse vectors respectively. Function Q. 1 is still a norm.
Suppose s 1 = 1, s 2 = 1, and the i-th entry of θ 1 and the j-th entry of Qθ 2 are non-zero. If
then we have
Thus we will have chance to separate θ 1 and θ 2 successfully. It is easy to see that M is lower bounded by θ T 1 Qθ 2 . Large θ T 1 Qθ 2 leads to larger M , but also leads to larger ρ, which is better for separating θ 1 and θ 2 . The proof of above bound of ρ is given in Appendix E.1.
In general, it is difficult for us to derive a lower bound of ρ like 39. Instead, we can derive the following sufficient condition in terms of M :
, then for problem (38) with high probability
is much stronger than (39), because every entry of Q has to be smaller than 1/8;
Morphological Component Analysis Using k-support Norm
k-support norm [2] is another way to induce sparse solution instead of l 1 norm. Recent works [2, 12] have shown that k-support norm has better statistical guarantee than l 1 norm. For arbitrary θ ∈ R p , its k-support norm θ sp k is defined as
For the superposition of an s 1 sparse vector and an s 2 sparse vector, the best choice is to use s 1 -support norm and s 2 -support norm. The new problem is
Denote σ s 1 ,s 2 (Q) as the set of all the largest singular values of Q's s 1 ×s 2 submatrices. Let σ = max σ s 1 ,s 2 (Q).
In this case, we have the following sufficient condition and high probability error bound:
where θ max = max i∈supp(θ) |θ i | and θ min = min i∈supp(θ) |θ i |, then we have for problem (40) with high probability
In the problem setting of theorem 9, both norms are not decomposable. Therefore we can not apply the framework of [32] for this problem.
Low-rank and Sparse Matrix Decomposition
To recover a sparse matrix and low-rank matrix from their sum [8, 11] , one can use k-support norm [2] to induce sparsity and nuclear norm to induce low-rank. These two kinds of norm ensure that the sparsity and the rank of the estimated matrices are small. If we have k > 1, the framework in [32] is not applicable, because k-support norm is not decomposable. When k = 1, the component norms simplify to · 1 for sparsity.
Suppose we have a rank-r matrix L * and a sparse matrix S * with s nonzero entries, S * , L * ∈ R d 1 ×d 2 . Our observation Y comes from the following problem
where each X i ∈ R d 1 ×d 2 is a sub-Gaussian random design matrix. E i is the noise matrix. We want to recover S * and L * using s-support norm and nuclear norm respectively, so that the estimator takes the form:
By using Theorem 6, and existing results on Gaussian widths, the error bound is given by Theorem 10 If there is a ρ > 0 for problem (41), then with high probability
Theorem 10 requires SC condition to hold. When will SC condition for (41) holds? Early work have shown that to successfully estimate both L and S, the low-rank matrix L should satisfy "incoherence" condition [8]. From example in Appendix E.5, we can recovery matrix L and S even incoherence condition does not hold.
Experimental Results
In this section, we confirm the theoretical results in this paper with some simple experiments. We show our experimental results under different settings. In our experiments we focus on MCA when k = 2. The design matrix X are generated from Gaussian distribution such that every entry of X subjects to N (0, 1). The noise ω is generated from Gaussian distribution such that every entry of ω subjects to N (0, 1). We implement our algorithm 1 in MATLAB. We use synthetic data in all our experiments, and let the true signal
We generate our data in different ways for our three experiments.
Recovery From Noisy Observation
In our first experiment, we test the impact of ρ on the estimation error. We choose three different matrices Q, and ρ is determined by the choice of Q. The first Q is given by random sampling: we sample a random orthogonal matrix Q such that Q ij > 0, and ρ is lower bounded by (39). The second and third Q is given by identity matrix I and its negative −I; therefore ρ = 1/ √ 2 and ρ = 0 respectively. We choose dimension p = 1000, and let s 1 = s 2 = 1. The number of samples n varied between 1 and 1000. Observation y is given by y = X(θ * 1 + θ * 2 ) + ω. In this experiment, given Q, for each n, we generate 100 pairs of X and w. For each (X, w) pair, we get a solutionθ 1 andθ 2 . We take the average over all θ 1 − θ * 1 2 + θ 2 − θ * 2 2 . Figure 4 shows the plot of number of samples vs the average error. From figure 4, we can see that the error curve given by random Q lies between curves given by two extreme cases, and larger ρ gives lower curve.
Recovery From Noiseless Observation
In our second experiment, we test how the dimension p affects the successful recovery of true value. In this experiment, we choose different dimension p with p = 20, p = 40, p = 80, and p = 160. We let s 1 = s 2 = 1. To avoid the impact of ρ, for each sample size n, we sample 100 random orthogonal matrices Q. Observation y is given by y = X(θ * 1 + θ * 2 ). For each solutionθ 1 andθ 2 of (38), we calculate the proportion of Q such that θ 1 − θ * 1 2 + θ 2 − θ * 2 2 ≤ 10 −4 . We increase n from 1 to 40, and the plot we get is figure 5. From figure 5 we can find that the sample complexity required to recover θ * 1 and θ * 2 increases with dimension p.
Recovery using k-support norm
In our last experiment, we test the impact of sparsity on the estimation error. In this experiment we solve problem (40), and let both s 1 and s 2 vary from 2 to 3. We set the matrix Q to be a p × p discrete cosine transformation (DCT) matrix [14] . We use different problem size with p = 100 and p = 150. Number of samples n varies from 30 to 70. For each n, we generate 20 pairs of X and ω. For each (X, w) pair, we get a solutionθ 1 andθ 2 . We take the average over all
The plot is shown in figure 6 . From figure 6 , we can see that the error curve increases as dimensionality and sparsity increases. If dimensionality p is fixed, then lower sparsity implies better estimation result.
Conclusions
We present a simple estimator for general superposition models and give a purely geometric characterization, based on structural coherence, of when accurate estimation of each component is possible. Further, we establish sample complexity of the estimator and upper bounds on componentwise estimation error and show that both, interestingly, depend on the largest Gaussian width among the spherical caps induced by the error cones corresponding to the component norms. Going forward, it will be interesting to investigate specific component structures which satisfy structural coherence, and also extend our results to allow more general measurement models.
Proof: By feasibility of θ * and optimality ofθ, we have
Ifθ = iθ i is an optimum of (2), we have
.
For
since κ 2 > γ. However, the inequality contradicts (42). Therefore
B Geometry of Structural Coherence
In this section, our goal is to characterize the geometric property of our SC condition. We start from a simple case when k = 2.
B.1 Proof of Lemma 2
Lemma 6 If there exists a δ < 1 such that − x, y ≤ δ x 2 y 2 , then
Proof: We know from [18] that
and
Combine them and we will get the conclusion.
B.2 Proof of Theorem 3
Theorem 12 (Structural Coherence (SC) Condition) Let δ := max i δ i with δ i as defined in (14) . If δ < 1, there exists a ρ > 0 such that for any ∆ i ∈ C i , i = 1, . . . , k, the SC condition in (9) holds, i.e.,
Proof: We have by lemma (2)
Sum over all possible combinations, we get
C Restricted Eigenvalue Condition C.1 Proof of Lemma 2
Lemma 7 Let sets C and A be as defined in (7) and (19) respectively. If the SC condition in (9) holds, then the marginal tail functions of the two sets have the following relationship:
Proof: By definition, for any u ∈ H, we can find u i ∈ C i , i = 1, 2, . . . , k and
, from definition we know that v ∈ A. Hence we also have
Therefore taking the infimum over all v ∈ A and then all u ∈ C, the conclusion holds.
C.2 Proof of Theorem 4
Theorem 13 (Restricted Eigenvalue Condition) Let X be the sub-Gaussian design matrix that satisfies the assumptions above. If the SC condition (9) holds with a ρ > 0, then with probability at least 1 − exp(−t 2 /2), we have inf
Proof: Let two sets C and A be as defined previously. From Lemma (1) and lemma (2) we know that for any ξ > 0, with probability at least
We use the "Bowling scheme" in [28] , let v be any vector in A, by Paley-Zygmund inequality [6] , one can get
From the proof of [28, Theorem 6.3] , empirical width can be bounded by
Select ξ = α/6, combine (48), (49), (50) to discover that:
which completes the proof.
From the conclusion above, the right hand side contains three parts. The first part is a constant times the square root of sample size, and the second part is a measure of the complexity of error sets. Therefore, when the number of samples is large enough or the error set has low complexity, the right terms will be larger than zero.
C.3 Proof of Proposition 5 Proposition 14
If there is a matrix X such that condition (6) holds for ∆ i ∈ C i , then SC (9) holds.
Proof: If such ρ does not exist, then there are some ∆ i ∈ C i , i = 1, . . . , k not all zero such that
which implies X k i=1 ∆ i 2 = 0 for every X. This is a contradiction.
D Error Bound D.1 Proof of Lemma 3
Lemma 8 Let design X ∈ R n×p be a row-wise i.i.d. sub-Gaussian random matrix, and noise ω ∈ R n be a centered sub-Gaussian random vector. Then s n (γ) ≤ c
. for some constant c > 0 with probability at least 1 − c 1 exp(−c 2 w 2 (H)) − c 3 exp(−c 4 n). Constant c depends on σ x and σ ω .
Proof: First notice that
We can first bound ωX∆ ω 2 then bound ω 2 .
(a). Bound
is not centered. In the first step we center it using
where i is a Radmacher random variable, its probability of being +1 and −1 are both half. x i ∈ R p is the i-th row of X. By assumption we know different x i are independent and have same distribution.
Here we fix ω. By proposition 5.10 in [29] , the following bound holds:
Through simple transform we know that
for any u, v ∈ R p . Then use [26, Theorem 2.2.27]
We first notice that ω 2 2 is a sub-exponential random variable. Therefore if the sub-gaussian norm of ω is ω φ 2 , then for each entry ω i the sub-expoential norm
. Through definition we reach:
Applying proposition 5.16 in [29] to ω 2 2 , we obtain
Replace t with σ 2 ω n gives
Combine (a) and (b): First we have
Now we have bounded the symmetrized ω T X∆, then ω T X∆ can be bounded using symmetrization of probability [17] :
Because ω has zero mean, there the above inequality give us:
with high probability. Hence by definition
Now as we have the high probability bound of both κ and s n (γ), we can derive our error bound for random case.
D.2 Proof of Lemma 4
Lemma 9 (Gaussian width bound) Let H andH be as defined in (7) and (8) respectively. Then, we have
Proof: By definition and the fact that the Gaussian width of convex hull of sets is equal to the Gaussian width of their union [10] w
By concentration inequality for Lipschitz functions [17] , for each i = 1, . . . , k P ( sup
Then denote
the conclusion holds. The conclusion for w(H) can be proved the same as above.
D.3 Proof of Theorem 6
Theorem 15 For estimator (3), let
X be a random matrix with each row an independent copy of sub-Gaussian random vector Z, noise ω be a centered sub-Gaussian random vector, and B p ⊆ R p be the a centered unit euclidean ball. If sample size n > c(max i w 2 (C i ∩ S p−1 ) + log k)/ρ 2 , then with high probability,
∆ 1 and ∆ 2 satisfy the following inequalities:
The same holds for Q∆ 2 . Then when Q ij sign(θ 1i )sign(Qθ 2j ) > 0 we have from geometry that
, when we set k to be the sparsity s, the corresponding Gaussian width of tangent cone is O(s log(p − s)), therefore plus this result in Theorem 6 we get
E.4 Proof of Theorem 10
Theorem 19 If there is a ρ > 0 for problem (41), then with high probability
Proof: From [10] , we know that for error cone of d 1 × d 2 rank-r matrix, its Gaussian width is O(r(d 1 + d 2 − r)). Therefore if ρ > 0, then by applying theorem 6, the error bound is
E.5 Additional Example for Low-rank ans Sparse Matrix Decomposition Example 1 Suppose noise ω = 0,
and M = S 0 + L 0 , then the SC condition of problem (41) holds.
Proof: Suppose the singular value decomposition of L * 0 is U ΣV T . Denote
From [18] we know that SC is equivalent to −C S C L = {0}. To prove −C S C L = {0}, we need the following inequalities:
has unique solution 0.
It is easy to notice that sign(S 0 ), ∆ = U V T , ∆ = ∆ 11 . As the value of norms is non-negative, we have ∆ 11 ≥ 0 and −∆ 11 ≥ 0. Therefore ∆ 11 = 0. Besides,
which leads to ∆ ij = 0 for (i, j) = (1, 1).
Finally, ∆ = 0 and the conclusion holds.
People tend to think that we cannot obtain the correct decomposition in this situation. Note that the cone C S is centered at one point, and the cone C L contains C S but their surface contacts only at the origin. Therefore the reflection of one cone will touch the other cone only at the origin. As a result, for M = M 0 = S 0 + L 0 , i.e., SC condition holds.
F Noiseless Case: Comparing Estimators
In this section we try to explore the structures that are different between problem (2) and problem (29) and the structures that they share.
F.1 Proof of Lemma 5
Lemma 10 For a given set {λ i }, the infimal convolution norm ball Ω R is the convex hull of
Proof: If θ ∈ Ω R , then from definition there are
. Without loss of generalization, suppose θ i = 0 for each i, then we have the following decomposition:
It is easy to know that
R(θ) = 1 and R i (
. Therefore
Therefore θ ∈ Ω R which completes the proof.
F.2 Proof of theorem 7
Theorem 20 Givenθ 1 , . . . ,θ k and define
Suppose dim(span{θ i }) = k, then there exist λ 1 , . . . , λ k such that k i=1θ i = θ are unique solutions of (30) if and only if there are c 1 , . . . , c k with c i ≥ 0 and k i=1 c i = 1 such that for the corresponding error cone C i ofθ i and C 0 defined above, −C i ∩ j =i C j = {0}, for i = 0, 1, . . . , k.
Proof: Before proofing the main result we need the following lemma, it is proved in appendix F.3.
Lemma 11
For fixed λ 1 , . . . , λ k , suppose k i=1 θ i = θ is a solution of decomposition (30) under this set of {λ i }, and dim(span{θ i }) = k. Let C i , i = 1, 2, . . . , k be the corresponding error cones of {θ i }, c i = λ i R i (θ i )/R(θ) and C 0 be as defined in (56). The decomposition (30) for θ is unique if and only if for any i = 0, 1, . . . , k,
We come to the main result and the necessity is obvious from lemma 11;
Without loss of generality, suppose c i ≥ 0. If such c 1 , . . . , c k exist forθ 1 , . . . ,θ k , let λ i = c i R i (θ i )
. Suppose θ 1 , . . . , θ k is a set of optimal solution under the λ defined above. From 55 we can write the decomposition as θ = 
Therefore c i θ i −θ i ∈ C i by definition. We also have
which is contradict to our condition. Thereforeθ i is a solution. Uniqueness is a direct conclusion of lemma 11.
Note that in this proof we set λ i = c i R i (θ i ) . This is also a general way to choose the parameter {λ i }.
F.3 Proof of Lemma 11
Proof: Without loss of generality, assume θ i = 0.According to (55), let
, and θ i = 1 c i θ i .
Suppose θ i is a unique decomposition, for any ∆ i ∈ C i , if
Therefore we obtain the following decomposition of θ:
It is obvious from observation that and hence θ i − θ i ∈ C i for λ i R i (θ i ) = R(θ). Unfold θ i and θ i gives
Sum over all i, we get
which is contradict to our assumption that −C 0 ∩ k i=1 C i = {0}. Therefore the conclusion holds.
