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ABSTRACT
Atmospheric effects on stellar radial velocity measurements for exoplanet discovery and characteri-
zation have not yet been fully investigated for extreme precision levels. We carry out calculations
to determine the wavelength dependence of barycentric corrections across optical wavelengths, due
to the ubiquitous variations in air mass during observations. We demonstrate that radial velocity
errors of at least several cm s−1 can be incurred if the wavelength dependence is not included in
the photon-weighted barycentric corrections. A minimum of four wavelength channels across optical
spectra (380-680 nm) are required to account for this effect at the 10 cm s−1 level, with polynomial fits
of the barycentric corrections applied to cover all wavelengths. Additional channels may be required
in poor observing conditions or to avoid strong telluric absorption features. Furthermore, consistent
flux sampling on the order of seconds throughout the observation is necessary to ensure that accurate
photon weights are obtained. Finally, we describe how a multiple-channel exposure meter will be
implemented in the EXtreme PREcision Spectrograph (EXPRES).
Keywords: techniques: radial velocities - instrumentation: spectrographs
1. INTRODUCTION
Thousands of exoplanets have been discovered in the
past two decades through Doppler measurements and
transit photometry. These techniques have been enabled
primarily by the development of new technologies for
spectroscopic and photometric observations. Radial ve-
locity measurements are biased toward massive planets in
short-period orbits, but improvements in precision have
led to the discovery of super-Earths and Neptune-like
planets. Transit photometry with the Kepler and COn-
vection ROtation and planetary Transits spacecrafts has
enabled the detection of smaller exoplanets, and many
more are expected with the next generation of space-
based photometry missions such as the Transiting Exo-
planet Survey Satellite (TESS; Ricker et al. 2014), the
CHaracterizing ExOPlanet Satellite (CHEOPS; Fortier
et al. 2014), and the PLAnetary Transitions and Oscil-
lation of stars (PLATO; Rauer et al. 2014). The radial
velocity and transit techniques complement each other
by enabling the calculation of bulk planet densities, as
mass can be determined from the radial velocity semi-
amplitude and radius can be determined from the transit
depth. Currently, one of the key goals in exoplanet sci-
ence is to detect Earth analogues and statistically assess
their prevalence around main-sequence stars. Further
advances in strategy, analysis, and instrumentation are
necessary to begin the discovery of these exoplanets, and
the radial velocity technique is a viable path for reducing
the observational bias toward large planets in the current
known sample (Mayor et al. 2014; Fischer et al. 2016).
It will not be possible to measure the masses for the
majority of current and future transit detections or dis-
cover Earth analogues without significant improvement
in radial velocity precision. Earth-like planets induce a
reflex velocity on their stellar hosts with an amplitude
on the order of 10 cm s−1, requiring a factor of 10 in
improvement in radial velocity precision over the current
state of the art. The most significant terms in the error
budget for radial velocity measurements come from pho-
tospheric velocities and instability in the instruments.
The upcoming generation of spectrographs optimized for
Doppler measurements aim to reach instrumental preci-
sions that are sufficient to detect Earth analogues orbit-
ing small stars (Pepe et al. 2010; Jurgenson et al. 2016;
Schwab et al. 2016; Szentgyorgyi et al. 2016). Achieving
this level of precision requires an extremely stable instru-
ment, more precise wavelength calibration techniques,
and techniques for modeling telluric contamination in the
observed spectra.
The precise analysis of stellar velocities also requires
correction for the motion of the observatory with respect
to the solar system barycenter. This correction is applied
to the measured Doppler shift multiplicatively through
ztrue = (1 + zmeas)(1 + zB)− 1, (1)
where ztrue is the Doppler shift of the host star rela-
tive to the barycenter of the system, zmeas is the mea-
sured Doppler shift, and zB is the barycentric correction
(Wright & Eastman 2014). These Doppler shifts are re-
lated to the change in photon wavelength through
λobs = (1 + z)λref , (2)
where λref is the reference wavelength and λobs is the
observed, shifted wavelength. The systems engineering
error budgets for the next generation of Doppler spectro-
graphs typically allocate barycentric correction errors of
no more than 2 cm s−1 (Podgorski et al. 2014; Jurgen-
son et al. 2016; Halverson et al. 2016). One complication
is that the barycentric correction can only be calculated
for an instant in time, but exposures have durations up
to about 30 minutes. Because the barycentric correc-
tion does not strictly change linearly in time, corrections
should be calculated throughout an observation and ap-
plied as a flux-weighted average. For a ground-based ob-
servation, atmospheric extinction will introduce a wave-
length dependence in the transmittance of photons to the
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2instrument, and therefore, a wavelength dependence in
the barycentric correction.
Here, we carry out simulated observations to investi-
gate the importance of including this chromatic depen-
dence, due to air mass variations, in the barycentric cor-
rection in preparation for the commissioning of the EX-
treme PREcision Spectrograph (EXPRES) in 2017 (Ju-
rgenson et al. 2016). We discuss how transient effects
such as variations in the optical depth of different atmo-
spheric components may compound this effect. In addi-
tion, we discuss important considerations for the instru-
mentation requirements of the multiple-channel exposure
meters that will be used to correct for this effect.
2. SIMULATED OBSERVATIONS AND BARYCENTRIC
CORRECTIONS
2.1. Atmospheric Transmittance
We simulate the effect of an atmosphere on the cal-
culations of barycentric corrections by using the mean
extinction law derived for Kitt Peak National Obser-
vatory (KPNO) provided with the Image Reduction
and Analysis Facility (IRAF)1 software package (Tody
1993). Typical exposure times for radial velocity mea-
surements of exoplanet host stars are tens of minutes
long, which are the timescales that are most relevant
for our simulations. Wavelength-dependent changes in
the transmittance of the atmosphere determine how the
observed stellar flux will change throughout an observa-
tion. The transmittance of the atmosphere is dominated
by Rayleigh scattering in blue wavelengths, but contri-
butions from aerosol content and ozone are significant at
redder wavelengths (Buton et al. 2013). With knowledge
of how the air mass changes throughout an observation,
it is possible to calculate how the transmittance changes
throughout that observation with
Tatm(λ) = e
−Xκ(λ), (3)
where Tatm(λ) is the transmittance of the atmosphere, X
is the air mass, and κ(λ) is the extinction coefficient of
the atmosphere per air mass. When determining the air
mass throughout the simulated observations, we adopt
the analytical form introduced by Young & Irvine (1967)
as
X ≈ sec(z)[1− 0.0012(sec2(z)− 1)], (4)
where z is the zenith angle. This expression is accurate
to 80◦ zenith angles. Atmospheric transmittance curves
at different air mass values for the KPNO mean extinc-
tion law are shown in Figure 1. An example of changing
atmospheric transmittance is shown in Figure 2 for a 30
minute observation of a setting object in the due west
direction at an initial air mass of 1.7 and a final air mass
of 2.0. Observations reaching this air mass are gener-
ally discouraged, but must occasionally be performed in
radial velocity surveys in order to obtain observations
of target stars at high cadence. Therefore, this simu-
lated observation represents a situation close to a worst-
case scenario in terms of sky position. This example
illustrates that the fractional change in transmittance
1 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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Figure 1. Mean atmospheric extinction law for Kitt Peak Na-
tional Observatory for different air mass values.
0 5 10 15 20 25 30
elapsed time (min)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
T
a
tm
(λ
)
∆MTE ≈ 25 s
380 nm MTE
680 nm MTE
400 530 660
λ (nm)
Figure 2. Example of how the atmospheric transmittance changes
throughout a 30 minute observation of a setting object at an initial
air mass of 1.7 and a final air mass of 2.0, in optical wavelengths.
The fractional change in transmittance is larger for bluer wave-
lengths. The mean time of the exposure (MTE) for blue and red
wavelengths is separated by about 25 s.
throughout an observation is highly dependent on wave-
length, as blue light is preferentially attenuated as air
mass increases. The photon-weighted mean time of the
exposure (MTE) of the observation at 380 nm occurs ap-
proximately 25 s earlier than at 680 nm. A time differ-
ence this large will correspond to a difference in barycen-
tric velocity of tens of cm s−1 (Wright & Eastman 2014).
2.2. Barycentric Corrections
In our simulations, we propagate the spectrum of a star
through the atmosphere, telescope, and instrument, and
then calculate the barycentric correction weights from
the signal received at the exposure meter of the instru-
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Figure 3. Spectrum of the G0 star LTT 7379, as it would be
detected by the exposure meter of EXPRES at different air mass
values.
ment. The stellar spectrum we adopt is that of LTT
7379, a G0 main-sequence star (Hamuy et al. 1992).
The simulated observations are carried out at the loca-
tion of Lowell Observatory in Happy Jack, AZ, USA.
We also adopt the instrumental throughput determined
for the Discovery Channel Telescope and the predicted
throughput to the exposure meter of EXPRES, including
the quantum efficiency of the detector (Jurgenson et al.
2016). Instrumental losses should not change over time,
but these assumptions yield a more realistic simulation
and should not affect the generalization of the results to
other spectrographs. The G0 stellar spectrum of LTT
7379 is shown at different air masses in Figure 3 as it
would be detected by the exposure meter of EXPRES.
Signal weights are calculated for the effective wavelength
midpoint of each channel of the exposure meter. Because
the spectrum of every star is different, the effective wave-
length midpoint of each channel in the exposure meter
will be different for every observation, and is found with
λeff =
∫
λF (λ)dλ∫
F (λ)dλ
, (5)
where F (λ) is the spectrum of light that is detected and
the integrals are taken over the wavelength bounds of
each channel. This spectrum depends on the properties
of the star being observed, but is also dependent on the
throughput of all optical components of the telescope and
instrument because the transmission and reflection effi-
ciencies of every component are wavelength dependent.
We calculate the barycentric corrections for simulated
observations with the publicly available code BARYCORR,
which has been tested to be accurate at the 1 cm s−1 level
before complications arise from long exposure times and
atmospheric effects (Wright & Eastman 2014). The re-
quired inputs for reaching this precision with BARYCORR
are the measured Doppler shift, exposure time as a Ju-
lian date, coordinates of the star, location and elevation
of the observatory, proper motion, parallax, and bulk ra-
dial velocity of the star system. In our simulations, we
calculate a barycentric correction for each time sampled
with the exposure meter as discussed in Fischer et al.
(2016). These barycentric corrections are then weighted
by the number of photons detected in each channel to
obtain the final barycentric correction at each effective
wavelength midpoint. The number of photons used for
the weights for every time sample i and each channel k
is found with
wk,i =
∫ tf,i
t0,i
∫ λf,k
λ0,k
F (λ)Tatm(λ)AteleTinst(λ)
λ
hc
dλdt,
(6)
where Atele is the effective area of the primary mirror
of the telescope, Tinst(λ) is the efficiency of all optical
components leading up to the detector and including the
quantum efficiency of the detector, λ0 and λf are the
wavelength bounds on each channel, and t0 and tf are
the initial and final times over which the exposure meter
integration takes place. The weighted barycentric cor-
rection for each channel is then calculated with
zB,k =
∑n
i=1(zB,iwk,i)∑n
i=1(wk,i)
, (7)
where n is the total number of exposure meter integra-
tions. The barycentric corrections at the effective wave-
length midpoints of each channel can then be fit by a
polynomial to obtain corrections at every wavelength
across a spectrum. This method differs from the pre-
viously used method in which the weighted MTE is used
for calculating barycentric corrections (see Landoni et al.
2014; Wright & Eastman 2014). Fischer et al. (2016) and
references therein discuss that taking weighted barycen-
tric corrections may improve corrected radial velocities
by up to 25 cm s−1 compared to the method of using the
weighted MTE.
3. RESULTS
We determine the optimal number of channels for the
exposure meter by calculating the signal weights for sim-
ulated observations with different numbers of channels.
The results are shown in Figure 4 for two observations,
one from an air mass of 1.7-2.0 (top two panels) and
one from an air mass of 1.2-1.3 (bottom two panels).
With a single channel exposure meter, the barycentric
correction is assumed to be the same for all wavelengths.
For an exposure meter with two channels, a linear fit
can be applied to two barycentric corrections for inter-
polation across the spectrum. With additional channels,
higher-order polynomial fits can be applied to improve
the accuracy of interpolated barycentric corrections. The
red curves in the left panels of Figure 4 show relative
barycentric corrections for 12 channels and a third-order
polynomial fit, which displays a behavior in the cor-
rections that is not accounted for by lower order fits.
The individual channel barycentric corrections are well-
fit by this polynomial, indicating that a third-order fit
is sufficient to account for the chromatic dependence.
The orange curves in Figure 4 show a third-order fit
with only four channels, and is nearly identical to the
twelve-channel result. The two right panels show the
corresponding velocity differences that are incurred as a
function of wavelength relative to the oversampled case
with 12 channels, with the average offset labeled in the
44000 4500 5000 5500 6000 6500
wavelength (A˚)
0.0
0.2
0.4
0.6
0.8
1.0
1.2
re
la
ti
ve
z B
×10−9
channels order
12
4
3
2
1
3
3
2
1
0
∆X = 1.7− 2.0
4000 4500 5000 5500 6000 6500
wavelength (A˚)
−10
−5
0
5
10
15
20
25
30
35
∆
R
V
k
−
1
2
(c
m
s−
1
)
〈∆RV1−12〉 = 2.51 cm s−1
〈∆RV2−12〉 = 1.14 cm s−1
〈∆RV3−12〉 = 0.33 cm s−1
〈∆RV4−12〉 = 0.10 cm s−1
4000 4500 5000 5500 6000 6500
wavelength (A˚)
0
1
2
3
4
5
re
la
ti
ve
z B
×10−10
∆X = 1.2− 1.3
4000 4500 5000 5500 6000 6500
wavelength (A˚)
−5
0
5
10
15
∆
R
V
k
−
1
2
(c
m
s−
1
)
〈∆RV1−12〉 = 1.02 cm s−1
〈∆RV2−12〉 = 0.48 cm s−1
〈∆RV3−12〉 = 0.14 cm s−1
〈∆RV4−12〉 = 0.03 cm s−1
Figure 4. Left: relative barycentric corrections as a function of wavelength for two simulated 30 minute exposures of a spectral type G0
star at an initial air mass of 1.7 and final air mass of 2.0 (top) and an initial air mass of 1.2 and final air mass of 1.3 (bottom). The number
of channels and the polynomial-fit order for each simulation is shown in the legend. Right: radial velocity (RV) values relative to the
twelve-channel results for the barycentric correction values shown in the left panels. The legend indicates the average RV offset compared
to the twelve-channel case.
legends. The difference in calculated radial velocity on
the blue end compared to the red end of the spectrum
reaches nearly 30 cm s−1 for the higher air mass case.
This indicates the importance of using multiple chan-
nels to account for the wavelength dependence of the
barycentric correction. The radial velocity error for an
observation incurred by not including the chromatic de-
pendence in the barycentric correction will depend on
which lines are used for the Doppler analysis and where
they reside in the spectrum. In the high air mass ex-
ample, an even distribution of lines across the spectrum
taken with equal weights will result in a radial velocity
error of 2.5 cm s−1 for a single channel exposure meter
compared to the twelve-channel case. However, the lines
used in the Doppler analysis are generally not evenly dis-
tributed. For G and K dwarf stars, there are more lines
in blue wavelengths than in the red, so the velocity mea-
surement may be biased toward this side of the spectrum
where the error is larger.
We also quantify the radial velocity error induced by
the length of the integration time chosen for the ex-
posure meter. This error is incurred because the time
stamp of every exposure meter integration is taken to
be the midpoint. However, the midpoint of this integra-
tion will never be equivalent to the weighted MTE, due
to the atmospheric effects described in this paper. Al-
though this introduces an inherent error associated with
this method, with short integration times of the expo-
sure meter, the midpoint of the integration approaches
the weighted MTE. This error is shown in the left panel of
Figure 5 for different exposure meter integration lengths
at different air masses. The simulated observations are
30 minutes long, in the due west direction, with ini-
tial air masses of each observation ranging from 1.1 to
50 50 100 150 200 250 300 350 400
te (s)
0.0
0.5
1.0
1.5
2.0
∆
R
V
t e
−
1
.0
(c
m
s−
1
)
∆X = 1.7− 2.0
∆X = 1.5− 1.7
∆X = 1.3− 1.4
∆X = 1.1− 1.2
4000 4500 5000 5500 6000 6500
wavelength (A˚)
0.0
0.5
1.0
1.5
2.0
∆
R
V
t e
−
1
.0
(c
m
s−
1
)
∆X = 1.7− 2.0 te = 10.0 s
te = 60.0 s
te = 180.0 s
te = 300.0 s
Figure 5. Left: differences in radial velocity obtained from different exposure meter integration lengths (te), relative to the 1.0 s integration
length result. The observations are 30 minutes long at initial air masses ranging between 1.1 and 1.7 throughout a 10 hr night. Longer
integration times of the exposure meter lead to less accurate barycentric corrections and significant errors in radial velocity. Right: radial
velocities from different exposure meter integration lengths relative to the 1.0 s exposure meter integration length result for a single 30
minute observation at an initial air mass of 1.7 and final air mass of 2.0.
1.7. These simulated observations are then repeated ev-
ery two hours over a 10 hr period representing a full
night. The error is taken to be the average radial ve-
locity offset between the 1.0 s integration result and the
other integration lengths. Appreciable radial velocity er-
rors start to occur when the exposure meter integration
length becomes longer than about two minutes. The ra-
dial velocity errors obtained from a single observation in
different exposure meter channels with different integra-
tion lengths are shown in the right panel of Figure 5. The
exposure meter integration length error is moderately de-
pendent on wavelength, as larger errors are incurred in
blue wavelengths.
For every exposure meter integration throughout an
observation, there will be some down time for the ex-
posure meter to read out. This will introduce a small
error in the signal measurements if left unaccounted for,
but should be negligible given the extremely fast readout
times of the modern detectors that will be used in future
exposure meters.
4. DISCUSSION
4.1. Atmospheric Effects
Atmospheric extinction induces a ubiquitous wave-
length dependence in the barycentric corrections for
ground-based observations. The extent of this effect
depends on the parameters of the observation. The
wavelength dependence is stronger when the observation
passes through bigger differences in air mass. Therefore,
observations performed near the meridian or at low air
masses are less sensitive to this effect. Observations per-
formed closer to Earth’s equator will be more sensitive
to this effect, because stars will traverse bigger changes
in air mass compared to observations of the same dura-
tion made closer to Earth’s poles. Longer observations,
and ones performed in the easterly and westerly direc-
tions that will necessarily pass through larger differences
in air mass, will be the most sensitive to this effect. The
time of night and the time of year did not have a signifi-
cant impact on the results. We find only slight differences
in the results between G and M type stellar spectra; the
general conclusions remain the same.
Although the changing air mass during an observa-
tion induces a somewhat predictable change in atmo-
spheric transmittance, there are also other potential
transient wavelength-dependent effects on stellar flux in-
cluding variable seeing, guiding errors, and variations
in the optical depth of the different components of at-
mospheric attenuation (atomic and molecular scatter-
ing and absorption, aerosols, and clouds). For exam-
ple, Landoni et al. (2014) carried out simulations that
showed how wavelength-dependent atmospheric pertur-
bations can impact the accuracy of barycentric correc-
tions. However, they did not consider the impact of
changing atmospheric extinction throughout an obser-
vation, due to changing air mass, which is dependent on
sky position and can introduce significant wavelength-
dependent barycentric correction errors, even in stable
observing conditions. Transient effects are more difficult
to predict in advance of an observation, and their sever-
ity depends on the observing conditions and the specific
instrumentation in use. The results we provide only take
into account how the air mass changes throughout an
observation, but otherwise we implicitly assume stable
observing conditions. It is therefore possible that the
wavelength dependence is more significant in more real-
istic scenarios. Stubbs et al. (2007) discuss the expected
variations of the components of atmospheric attenuation
over different timescales in the context of precision pho-
tometry, but their conclusions can be generalized for in-
sight regarding high-precision spectroscopy as well.
The extinction coefficient of atomic and molecular
Rayleigh scattering is given by
κR(λ, P, h) =
2.5
ln(10)
σ(λ)P
g(h)M
, (8)
6where P is atmospheric pressure, M is the molecular
mass of dry air, g(h) is the acceleration due to gravity
at altitude h, and σ(λ) is the Rayleigh scattering cross
section (Buton et al. 2013). Strutt (1871) found that the
intensity of scattered light is proportional to λ−4, indi-
cating that this component is much more significant in
blue wavelengths. However, changes in pressure occur
on timescales of days (Stubbs et al. 2007), and so will
be mostly irrelevant for precision spectroscopic observa-
tions, which only last tens of minutes.
Molecules present in the atmosphere such as O2, ozone,
and water produce many absorption features in opti-
cal and near-infrared spectra. Any variations of these
components during observations will have an impact on
the chromatic transmittance of the atmosphere. Oxygen
molecules produce strong absorption bands in red wave-
lengths, but oxygen content is expected to be axisymmet-
ric about the zenith and stable over time (Stubbs et al.
2007). Ozone impacts atmospheric transmittance at a
level up to a few percent in the Chappuis Band (Chap-
puis 1880) between wavelengths of 500 nm< λ < 700 nm.
Space-based instruments such as the Total Ozone Map-
ping Spectrometer (TOMS) have measured ozone vari-
ability. Stubbs et al. (2007) report annual cyclic variabil-
ity of ±25% above the PanSTARRS observing site with
much smaller nightly variations. Even extreme changes
in ozone content would have only a small impact on chro-
matic exposure timing based on the figures presented in
Stubbs et al. (2007). Water molecules produce signifi-
cant absorption features in red and near-infrared wave-
lengths. Water content variations occur on both nightly
and longer timescales (Thomas-Osip et al. 2007; Frogel
1998) and the attenuation likely has an azimuthal de-
pendence as well (Stubbs et al. 2007), and thus could be
an important factor in chromatic exposure timing given
that stars are tracked across the sky during observations.
Near-infrared spectrographs will especially suffer from
water absorption in the 800 nm to 1 µm range, and may
need to avoid these features entirely in the Doppler anal-
ysis.
Transient changes in aerosol content could also lead
to chromatic changes in atmospheric transmittance on
observation timescales. Long-term changes with moder-
ate wavelength dependence in the Mie scattering regime
have clearly been observed, and have been correlated
with seasons as well as surface events on Earth such as
forest fires and volcanic eruptions (Holben et al. 2001;
Burki et al. 1995). These studies also present evidence
for daily variations, indicating a potential impact on at-
mospheric transmittance on timescales of observations.
Stubbs et al. (2007) note that wind direction can impact
the effect of aerosol attenuation, adding an azimuthal
component to transmittance. However, (Buton et al.
2013) found no significant evidence for aerosol content
variations on nightly timescales at Maunakea.
Clouds composed of water droplets and ice crystals
can significantly reduce atmospheric transmittance on
timescales relevant to astronomical observations. How-
ever, these particles are generally larger than the wave-
lengths of optical light, and so scattering should be in-
dependent of wavelength (Buton et al. 2013). Non-
chromatic atmospheric effects such as clouds are not rele-
vant for chromatic measurements of atmospheric attenu-
ation, but the exposure meter integration length must be
set to account for the variation in attenuation across all
wavelengths during the observations. Given that clouds
may pass through an observation on timescales of min-
utes, integration times of the exposure meter on the order
of seconds should be able to completely account for this
effect.
It is possible, if not probable, that using more than
four channels will be necessary to accurately account for
the wavelength dependence of transient atmospheric ef-
fects on barycentric corrections. The use of 12 channels
would provide a more sound approach in substandard ob-
serving conditions, as the spectrum would be more fre-
quently sampled. Higher-order polynomial fits may also
be required. In addition to more channels, more rapid
sampling with the exposure meter may also be required
in substandard conditions. Given that the variations in
the optical depth of the various atmospheric components
can occur on timescales of minutes, integration lengths
on the order of seconds may be a more appropriate sam-
pling frequency. One limiting factor in the speed of sam-
pling is how much signal can be detected in the exposure
meter integration, as a sufficient number of photons is
needed to exceed read noise.
4.2. Exposure Meter of EXPRES
We have established specific requirements for accurate
chromatic exposure meters. The exposure meter of EX-
PRES will consist of an R ≈ 250 Czerny-Turner spectro-
graph and an electron-multiplying CCD (EMCCD) for
the detector. An EMCCD multiplies the signal with a
solid state device before readout so that readout noise
remains small compared to the signal even in low-light
conditions (see Daigle et al. 2014 and references therein).
High signal-to-noise ratio in the exposure meter spectra
will help ensure that accurate signal weights are obtained
for the barycentric corrections. These devices can read
out at speeds up to hundreds of frames s−1 depending on
the binning mode, which will be sufficient for any desired
sampling frequency. EMCCD detectors are already com-
monly used for other high sampling frequency imaging
applications in astronomy, such as with fast tip-tilt and
wavefront-sensing adaptive optics systems (e.g., Young
et al. 2014).
The exposure meter pickoff in EXPRES is behind the
slit, and diverts 2% of light to the exposure meter. It
must be ensured that the exposure meter faithfully sam-
ples the same spectrum that is detected at the main
CCD. This will be accomplished by measuring the chro-
matic sensitivity of the different optical paths and deriv-
ing correction factors that will be applied to the exposure
meter spectra. We do not expect temporal variations
between the exposure meter and the main spectrograph,
due to high stability in pressure and temperature that
the EXPRES vacuum enclosure provides.
One important advantage of a spectrograph and CCD-
based exposure meter is that the detected spectra can
be binned into the desired number of channels for cal-
culating weighted barycentric corrections. These chan-
nels need not be continuous, and can be chosen to avoid
strong telluric absorption lines. These features are gener-
ally avoided in the Doppler analysis, and so they should
be avoided in the exposure meter data to preserve appro-
priate weights for the barycentric corrections. The expo-
7sure meter spectrograph of EXPRES will be wavelength-
calibrated with a ThAr emission lamp to ensure that
wavelength channels are established with sufficient accu-
racy.
5. CONCLUSION
Future searches for small, rocky planets will rely on
Doppler measurements of stellar hosts, which will com-
plement upcoming space-based missions for transit pho-
tometry. Improvement in radial velocity precision will
allow for the detection and characterization of these
smaller planets. Error budgets for the next generation of
instruments are very stringent, and currently assume the
error from the barycentric correction is not larger than
2 cm s−1. The algorithms for achieving this accuracy
are complete, but no instrument has yet implemented
the necessary components to reach the required level of
precision.
We have demonstrated the importance of calculating
barycentric corrections as a function of wavelength due
to variable atmospheric extinction throughout an obser-
vation. The next generation of Doppler spectrographs
that aim for the highest possible precision will need to
include wavelength sampling by use of multiple-channel
exposure meters. Wavelength sampling with at least four
broadband channels and third-order polynomial fitting is
sufficient to reduce chromatic errors in the barycentric
correction to less than 1 cm s−1. However, additional
channels would provide a more sound approach when ob-
serving conditions are substandard. An exposure meter
detector that reads out on the order of seconds will en-
sure that the error induced from the barycentric correc-
tion remains under 1 cm s−1, but in stable atmospheric
conditions, this interval could be extended.
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