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A MULTIDIMENSIONAL GENERALIZATION OF SYMANZIK
POLYNOMIALS
MATTHIEU PIQUEREZ
Abstract. Symanzik polynomials are defined on Feynman graphs and they are used in
quantum field theory to compute Feynman amplitudes. They also appear in mathematics
from different perspective. For example, recent results show that they allow to describe
asymptotic limits of geometric quantities associated to families of Riemann surfaces.
In this paper, we propose a generalization of Symanzik polynomials to the setting of
higher dimensional simplicial complexes and study their basic properties and applications.
We state a duality relation between these generalized Symanzik polynomials and what we call
Kirchhoff polynomials, which have been introduced in recent generalizations of Kirchhoff’s
matrix-tree theorem to simplicial complexes. Moreover, we obtain geometric invariants which
compute interesting data on triangulable manifolds. As the name indicates, these invariants
do not depend on the chosen triangulation.
We furthermore prove a stability theorem concerning the ratio of Symanzik polynomials
which extends a stability theorem of Amini to higher dimensional simplicial complexes. In
order to show that theorem, we will make great use of matroids, and provide a complete
classification of the connected components of the exchange graph of a matroid, a result we
hope could be of independent interest.
Finally, we give some idea on how to generalize Symanzik polynomials to the setting of
matroids over hyperfields defined recently by Baker and Bowler.
1. Introduction
The aim of this paper is to introduce a family of polynomials that we call generalized
Symanzik polynomials, and to study their geometric and combinatorial properties.
Classical Symanzik polynomials arising in quantum field theory are associated to Feynman
graphs and used for computing Feynman amplitudes. They are defined as follows.
Let G = (V,E) be a graph with vertex set V and edge set E. Let p = (pv)v∈V be a
collection of vectors called the external momenta such that each pv , the external momentum
of v ∈ V , is an element of the real vector space RD for some positive integer D and endowed
RD with a Minkowski bilinear form. Moreover, we suppose that the collection of external
momenta verify the conservation of momenta hypothesis, namely that
∑
v∈V pv = 0. Such a
pair (G, p) is called a Feynman graph. In what follows we will only consider the case D = 1,
but the results can be extended to the more general setting as in [ABBF16].
The first Symanzik polynomial denoted by ψG is defined by
(1) ψG(x) :=
∑
T∈T
∏
e 6∈T
xe,
where T denotes the set of spanning trees of G, where x = (xe)e∈E is a collection of variables
indexed by the edges of the graph, and the product for a spanning tree T ∈ T is on all edges
of G which are not in T . (A spanning tree of G = (V,E) is a connected subgraph of G
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which has vertex set V and which does not have any cycle.) Note in particular that the first
Symanzik does not depend on the external momenta.
The second Symanzik polynomial denoted φG is defined by
(2) φG(p, x) :=
∑
F∈SF2
q(F )
∏
e 6∈F
xe.
In this formula, SF2 denotes the set of spanning forests of G which have two connected
components. (A spanning forest of G is a subgraph with vertex set V and without any cycle.)
For a spanning forest F ∈ SF2, the term q(F ) is defined by q(F ) := −〈pF1 , pF2〉 where F1
and F2 are the two connected components of F , and where, for i ∈ {1, 2}, pFi is the sum
of the momenta of vertices in Fi. Using these polynomials, the Feynman amplitude can be
computed then as a path integral of exp(−iφG/ψG).
The above polynomials have many known interesting properties, most of them are summa-
rized in [BW10]. In this paper, we present natural generalizations of the above definitions.
In particular, we are going to extend the setting to higher dimensional simplicial complexes.
Other generalizations already exist, see e.g. [GR07] and [KRTW10], though the purpose is
different from ours. In addition to introducing a larger family of polynomials with interest-
ing properties, we hope that this generalization will provide a better understanding of these
polynomials and will widens their applications.
Symanzik polynomials are known to have tight connection to other concepts in mathemat-
ics. Before going to the heart of our construction and presenting an overview of our results,
we would like to to start by highlighting some of these links and making a series of comments
to motivate the study undertaken in this paper.
First, Symanzik polynomials of graphs are known to be in a sense dual to Kirchhoff poly-
nomials. These latter polynomials are those obtained applying the well-known (weighted)
Kirchhoff matrix-tree theorem, which counts the number of spanning trees of a graph as the
determinant of a matrix linked to the Laplacian of the graph. Recently, the notion of a
spanning tree has been extended to the case of higher dimensional simplicial complexes, and
Kirchhoff’s theorem has been generalized to this setting, c.f. [DKM09, Lyo09] and [BK16]. In
order to generalize the definition of Symanzik polynomials to this setting, it is thus natural
to exploit and formulate an appropriate version of the duality theorem in this setting. This is
what we have done to find our definition of generalized Symanzik polynomials. In the classical
case, this duality infers a determinantal formula for Symanzik polynomials. This is still true
after the generalization.
This leads us to our second point which concerns determinantal probability measures [Lyo03].
This tight relation between Kirchhoff polynomials, spanning trees and determinants is stud-
ied thoroughly in the paper [Lyo09] of Lyons on random complexes. In fact, what appears
here are determinantal probabilities. For instance, the probability for a uniform (or suitably
weighted) spanning tree of a graph to contain a specific edge can be easily computed because
it is given by the determinant of some matrix. The Laplacian of the graph is used to define
this matrix. In the same way, Kirchhoff polynomials are also obtained using this Laplacian.
By analogy, the matrix whose determinant gives the first Symanzik polynomial allows us to
compute the probability for a spanning tree not to contain a specific edge. In this paper, we
will also generalize Kirchhoff and Symanzik polynomials in two different ways: first to span-
ning forests and second to higher order determinants (the classical definition is of order two).
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This naturally leads to hyperdeterminants which are also linked to determinantal probability
measures as it was shown in [EG09].
This brings us naturally to the third point, which is the link to the theory of matroids.
Matroids are mathematical objects obtained by abstracting and generalizing some of the main
notions of linear algebra and, in particular, of graph theory, as spanning trees for example
(we refer to [Oxl11] for further information). In [BW10], the link between matroid theory
and Symanzik polynomials is noticed. We go further than [BW10] by defining Symanzik
polynomials for matroids and for their recent generalization matroids over hyperfields obtained
by Baker and Bowler in [BB16]. Apart from this generalization, we show that matroids
play a major role in understanding some interesting features of the Symanzik polynomials.
These purely combinatorial results about matroids, which we hope should be of independent
interest, concerns the exchange properties between independent sets of a general matroid,
which generalize well-known exchange properties between bases. For a connected graph, it is
well-known that any spanning tree can be obtained from any other by a sequence consisting of
exchanging one edge at a time. The exchange properties between spanning trees and spanning
2-forests in a graph were studied by Amini in [Ami16] for the purpose of understanding
the asymptotic of some geometrically defined quantities in a family of Riemann surfaces.
Generalizing the definition of the exchange graph of a graph from [Ami16] to any general
matroid, we provide a complete characterization of the connected components of this graph
and use it to generalize the stability theorem of [Ami16] to higher dimensional simplicial
complexes.
Let us make two further remarks at this point. It is well-known that the connectivity
properties of different kind of exchange graphs is the first step for creating simple and effi-
cient random generation of bases based on Markov chains, c.f. [FM92] and the recent work
of [ALOV18] based on combinatorial Hodge theory for matroids [AHK18]. What we prove in
this paper is another geometric manifestation of the exchange properties in matroids. Fur-
thermore, the results we obtain on the exchange graph of a matroid has very close ties to
an old conjecture of White on toric ideals of matroids [Whi80, Bla08, LM14]. In fact, by
the work of [Bla08], a part of White’s conjecture can be rephrased as whether a particular
generalization of our exchange graph is always connected, c.f. Remark 4.17. So our results
and methods might lead to a new approach in that direction.
As we mentioned previously, Symanzik polynomials for graphs originated from Physics, and
recent advances has shown that their properties govern the mathematics of Feynman ampli-
tudes, see e.g. [BB03, BEK06, Bro15, BS12, BY11]. In particular, Brown shows in [Bro15] how
certain arithmetic factorization properties satisfied by the Symanzik polynomials of graphs
and their minors play a crucial role in defining the cosmic Galois group, a Galois group for
Feynman amplitudes.
From a point of view inclined towards Physics, we will show that our generalized polyno-
mials present a certain stability (rather different from the stability theorem evoked above).
This means that if we start with a sufficiently nice topological space S, then the Symanzik
polynomials of any triangulation of S come from (more precisely can be factorized into) the
same Symanzik polynomial, which can be directly defined then as the Symanzik polynomial
of S. In other words, this stability indicates that these polynomials might be useful for com-
puting interesting features of continuous objects by approximating them with discrete ones.
For instance, path integrals are fundamental in the formulation of quantum field theory. But
they are generally ill-defined. A way to go through this difficulty is to discretize the paths,
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and Regge calculus gives a way to do this (originally in the framework of quantum grav-
ity), see e.g. the original article of Regge [Reg61], the introductory paper [Wil92], and to a
more recent approach [Ori07] in the framework of group field theory. We have found striking
similarities between the geometry of generalized Symanzik polynomials and Regge calculus,
although at this point we are not still able to formalize this.
About the geometrical data computed by generalized Symanzik polynomials, in simple
cases as compact orientable manifolds endowed with a volume form, the Symanzik polynomial
simply compute the volume of the manifold (setting the good values to variables). There is
not always a simple interpretation for the value computed in more complex cases. However,
for general metric graphs, the first Symanzik polynomial evaluated at positive reals computes
the volume of the Jacobian torus of the graph, which is defined in [KS00].
The Symanzik polynomials of graphs has been generalized in the context of non-commutative
quantum field theory [KRTW10]. The article [KRV11] shows how these new polynomial in-
variants derive from the Bollobás-Riordan polynomial, which is a generalization of the Tutte
polynomial for ribbon graphs. (Classical Symanzik polynomials are in fact particular multi-
variate versions of the Tutte polynomials [Sok05], (4.11).) The Bollobás-Riordan polynomial
itself has been generalized to higher dimensions in [AGH13] and [Avo16]. A recent paper
[KMT18] provides a generalization of these polynomials in the context of Hopf algebras.
Another recent paper [BC17] studies this kind of generalization for a different purpose. It
concerns the geometric Brownian motion, also linked to quantum theory. As far as we know,
multidimensional generalizations of Symanzik polynomials have not been studied prior to this
work, and it would be certainly valuable to compare our approach to the above cited works.
Symanzik polynomials of graphs form a family of graph polynomials with very interesting
properties. They are specializations of the multivariate Tutte polynomial. Recent papers
study graph polynomials which usually reveal surprising geometric properties. It is not hard
to prove that the first Symanzik polynomials of the connected graphs verify the half-plane
property, i.e., they are nonvanishing whenever all the variables lie in the open right complex
half-plane. The papers [COSW04], [Brä07] and [BBL07] study invariant polynomials verifying
this property and other linked properties. They might be extended in some cases to our
generalization.
Moreover, in [Ami16], it has been proved that a bounded geometrical deformation of the
graph only induces a variation of the ratio of the two Symanzik polynomials that is bounded
independently of the initial geometry. At the end of this article, we will generalize this
(previously mentioned) stability theorem. The initial goal of Amini in [Ami16] was to give a
combinatorial proof of a result he obtained with Bloch, Burgos Gil and Fresán in [ABBF16].
In that work, they expressed the asymptotic of the Archimedean height pairing between two
0-divisors on degenerating families of Riemann surfaces as to the ratio of the two Symanzik
polynomials. The generalization presented in this paper should have links to the generalization
of that work to higher dimensional varieties. In another direction, Scott and Sokal study
in [SS14] strict monotonicity properties of the inverse powers of the Kirchhoff polynomials of
graphs and matroids. They give a complete characterization of the exponents in the strict
monotonicity range for series-parallel graphs, and raise several questions and conjectures.
One might naturally wonder if such results could be generalized to the setting of generalized
Symanzik polynomials studied in this paper.
In the rest of this introduction, we give a quick overview of the main results of this paper.
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1.1. The generalization. The idea of the generalization comes from Kirchhoff’s matrix-tree
theorem (observed by Kirchhoff [Kir47]) in its weighted form. We briefly sketch the idea here.
Example 2.8 contains all the details. Let G = (V,E) be a connected graph of vertex set V
and edge set E = {e1, . . . , en}. Set a weight ye ∈ R on each edge e ∈ E. Set Q the incident
matrix of G, and Y the diagonal matrix diag(ye1, . . . , yen). Then, the theorem states that
(3)
∑
T∈T
∏
e∈T
ye = det(Q˜Y Q˜
⊺
),
where we removed a row from Q to get Q˜. Let E′ ⊆ E be a subset of |V | − 1 edges. We
restrict the matrix Q˜ to the columns indexed by the elements of E′. We denote this square
matrix by Q˜E′. A step of the proof is to notice that det(Q˜E′)
2 equals 1 if E′ corresponds to
a spanning tree of G, 0 otherwise. Thus, the first Symanzik polynomial verifies
ψG(x) =
∑
E′⊆E
|E′|=|V |−1
det(Q˜E′)
2
∏
e 6∈E′
xe.
In the right-hand member, the graph G is almost absent. The main data we use is its incident
matrix. Thus, one can define the Symanzik polynomial of any matrix.
However, we needed to delete a row from the matrix. When the matrix does not come from
graphs, we could have to remove several rows, and the result could depend on the chosen rows.
To avoid any problem, we introduce a very useful tool: the standard inner product on the
exterior algebra. This is used in [Lyo03] by Lyons to deal with a subject not far from ours,
as explained above.
Notations and conventions. If p, q are integers with p 6 q, then the set {p, p + 1, . . . , q} will
be written [p . . q], or more simply [q] if p = 1. Let I be a finite set. Then |I| is its cardinality
and P(I) is its power set. If J ∈ P(I) is a subset of I and if there is no ambiguity, then
Jc := I \ J denotes the complement of J . If i ∈ Ic, then I + i := I ∪ {i}, and if i ∈ I, then
I − i := I \ {i} (using these notations means, respectively, that i ∈ Ic and that i ∈ I). If
there is an ordering on the elements I, we will also use I to denote the ascending family of
elements in I (see below).
Let n be a positive integer. In the whole article, x = (x1, . . . , xn) will be a family of
variables. Z[x] is the ring of polynomials over Z with variables x1, . . . , xn. Following a usual
notation, if I ⊆ [n],
xI :=
∏
i∈I
xi.
If ∆ is a set, Z〈∆〉 is the free Z-module on ∆. By convention, if a ∈ Z, then
a0 =
{
0 if a = 0,
1 otherwise.
Let n, p be positive integers. Then Mp,n(Z) will denote the set of matrices with p rows
and n columns over Z and Mn(Z) is a simpler notation for Mn,n(Z). If P ∈ Mn,p(Z), then
P
⊺ ∈Mp,n(Z) denotes the transpose of P .
Let n, p, q be positive integers. Let u = (u1, . . . , un) be a family of n vectors in R
p. Then,
when there is no ambiguity, the same letter in uppercase, U , will denote the matrix inMp,n(R)
whose columns are the coordinates of the vectors of u. Reciprocally, if U is a matrix, then
one can associate to U a family of vectors u. If I = (i1, . . . , iq) is a family of elements of [n],
then uI will be the family (ui1 , . . . , uiq), and UI ∈ Mp,q(R) will be the associated matrix.
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Moreover, u
⊺
will be the family of p vectors in Rn associated to U
⊺
. If I is an (unordered)
subset of [n] of size q, then uI , resp. UI , will denote the family u(i1,...,iq), resp. the matrix
U(i1,...,iq), where I = {i1, . . . , iq} and i1 < i2 < · · · < iq.
If u and v are two families of elements of a same set of respective size n and m, then u ⋆ v
will denote the concatenation of the two families, i.e.,
u ⋆ v = (u1, . . . , un, v1, . . . , vm).
By extension, if U ∈ Mp,n(R) and V ∈Mp,m(R) are two matrices, then U ⋆ V is the matrix
of Mp,n+m(R) associated to u ⋆ v.
Let
∧
Rp =
⊕
l>0
∧l Rp be the exterior algebra over Rp. With the notations of the previous
paragraphs, we will denote by u ∈ ∧nRp, resp. uI ∈ ∧q Rp, the exterior product u1 ∧ · · · ∧ul,
resp. ui1 ∧ · · · ∧ uiq . We endow
∧
Rp with the standard inner product: if n and m are two
nonnegative integers, if u, v are two families of respective sizes n and m in Rp, then
(u,v) =
{
det(U
⊺
V ) if n = m,
0 otherwise.
We have the associated norm ‖u‖ := (u,u)1/2.
Note that, if e is the standard basis of Rp, then the family (eI)I⊆[p],|I|=l forms an orthonor-
mal basis of
∧l Rp.
We have the standard inclusion Zp ⊂ Rp. If F is a vector subspace of Rp, then we denote
by FZ the sublattice F ∩ Zp. If u is a family of vectors in Zp ⊂ Rp, then we denote by Zu
the sub-Z-module generated by u, and by 〈u〉 the subspace of Rp spanned by u. If A is a
sub-Z-module of Zp, we will denote by ‖A‖ the covolume of A, i.e., the value ‖f‖ where f is
any basis of A.
If U ∈ Mp,n(Z), then Im(U), resp. ker(U), will always denote vector subspaces, i.e., the
image, resp. kernel, of U in Rp, resp. Rn.
Let n and p be two positive integers. Let u be a family of n vectors of Zp ⊂ Rp. Let r be
the rank of u. We define the Symanzik polynomial of u by
Sym2(u;x) :=
1
‖〈u〉Z‖2
∑
I⊆[n]
|I|=r
‖uI‖2xIc .
Actually, one can replace the exponents 2 by any nonnegative even integer k. We will call
k the order of the polynomial (see Definition 2.9). The order 0 has some theoretical interests,
as we will see for matroids. Moreover, Theorem 5.1 about stability can be generalized without
great effort for higher orders. That is why, we will study the case of all the orders in this
article. This widens the set of interesting polynomials. However, in this introduction, we set
k = 2.
The main result of Section 2 is the close link between Symanzik polynomials and the
Kirchhoff theorem. To enlight this link, we introduce the Kirchhoff polynomial of u:
Kir2(u;x) :=
1
‖〈u〉Z‖2
∑
I⊆[n]
|I|=r
‖uI‖2xI .
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Then, the link is given by the duality theorem (Theorem 2.12). If v is a family of maximal
rank of ker(U)Z, then the theorem states that there exists an explicit factor c ∈ Q such that
Kir2(v
⊺
;x) = cSym2(u;x).
Here is the generalization of the second Symanzik polynomial in a specific case (see Defi-
nition 2.16 for the general case). If a is an element of Zu, then the Symanzik polynomial of
u with parameter a is
Sym2(u; (a);x) := Sym2(u ⋆ (a);x ⋆ (0)).
The justification of the definitions of Symanzik polynomials without parameters and of
Kirchhoff polynomials are given respectively in Examples 2.11 and 2.8. However, the link
between Symanzik polynomials with parameters and second Symanzik polynomials is harder
to establish. We need Proposition 2.19. In this proposition, some orientations hidden in
Symanzik polynomials with parameters appear. These orientations are already well-known.
They are called chirotopes in the theory of oriented matroid (see [FL78], [GR13]). One can
think about them in the following way. We take a spanning 2-forests (F1, F2) of a graph.
Then we can orient all edges that link F1 and F2, from F1 to F2. Much detail is given in
Example 2.20.
Propositions 2.5, 2.15 and 2.18 state determinantal formulæ similar to that of (3). For
instance, let v be a basis of ker(U) belonging to Zn, a ∈ Zu and b ∈ Zn such that Ub = a.
Set v˜ := v ⋆ (b). Then,
Sym2(u; (a);x) = cdet(V˜
⊺
XV˜ ),
for some factor c we explicit in Proposition 2.15, where X = diag(x1, . . . , xn).
1.2. Geometrical aspects of Symanzik polynomials. Following an idea of Kalai in
[Kal83], Duval, Klivans and Martin stated in [DKM09] a generalization of Kirchhoff’s theorem
for simplicial complexes. This theorem counts the number of generalized spanning trees with
some weights. In Subsection 3.1, we will call these spanning trees 0-forests (or, more exactly,
we use the more convenient definition of spanning trees of Bernardi and Klivans in [BK16]).
Readers who are not familiar with simplicial homology theory could consult the details in
Subsection 3.1.
The definition of a 0-forest is really simple: it is a maximal simplicial subcomplex without
nontrivial cycles of maximal dimension. To be more precise, let ∆ be a finite simplicial com-
plex of dimension d, and let ∂∆ be the d-th boundary operator of ∆. Let Γ be a subcomplex
of ∆ with the same (d − 1)-skeleton, and let ∂Γ be the d-th boundary operator of Γ. Then,
for an integer κ, Γ is a κ-forest of ∆ if ker(∂Γ) = {0} and rk(∂∆) − rk(∂Γ) = κ. Forests in
higher dimensions mostly behave like forests in graphs. Moreover, the two notions coincide
on connected graphs. In this case, κ-forests are the spanning forests with κ + 1 connected
components.
The boundary operator ∂∆ is a linear map. Let U be the associated matrix for some
natural bases of simplicial d-chains and of simplicial (d− 1)-chains. It is natural to define the
Symanzik polynomial, resp. Kirchhoff polynomial, of ∆ as the one of u. Then Kir2(∆;x) is
what we get applying the higher dimensional Kirchhoff weighted theorem to ∆ (see Theorem
3.7):
Kir2(∆;x) = |Tor(Hd−1(∆))|2
∑
Γ 0-forest of ∆
|Bd−1(∆)
/
Bd−1(Γ)|2
∏
δ d-face of Γ
xδ,
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where Bd−1(∆), resp. Bd−1(Γ), is the group of (d − 1)-boundaries of ∆, resp. of Γ, and
Tor(Hd−1(∆)) denotes the torsion part of the (d− 1)-th homology group of ∆.
Unlike the case of graphs, setting x = (1, . . . , 1) does not give the number of 0-forests.
Finding this number is difficult in general: there exist examples where all the coefficients are
not equal (look at Example 3.27). Knowing the value of the Kirchhoff polynomial for all order
k might help us.
However, the weighted number of 0-forests for the order k = 2 seems to be the most natural
object to consider. The first reason is in [BK16]. The authors explain that this number
counts 0-forests of ∆ taking into account a fitted orientation. The second reason is that Kalai
computed in [Kal83] the weighted number of 0-forests of the complete d-dimensional simplicial
complex over N vertices. He obtains a pretty nice formula: N(
N−2
d ).
Now, for each facet δ of ∆, assign to the variable xδ a positive number yδ ∈ R+ that
represents the volume of δ. This is natural. For example, let S be a compact oriented
manifold of dimension d, and let ω be a volume form on it. Let ∆ be a triangulation of S (see
Subsection 3.4 for a rigorous definition of triangulation). Then ω induces a volume yδ ∈ R+
for each facet δ of ∆. It is not hard to verify that
Sym2(∆; y) = Vol(S).
This is more general. Set S the topological space of any d-dimensional finite CW-complex.
We endow S with a diffuse measure µ (i.e., a measure which is 0 on any subset homeomorphic
to [0; 1]d−1). Let ∆ be a triangulation of S, and y = (yδ) be the induced volume for each
facet δ. Then
Sym2(∆; y) does not depend on the chosen triangulation ∆.
The proof essentially consists on defining directly Sym2(S;µ), which will be the value we get
for any triangulation.
The case of a metric graph G is of particular interest. Sym2(G;µ) (with µ induced by the
metric) is the volume of the Jacobian torus of G introduced by Kotani and Sunada in [KS00]
(see Example 3.12).
1.3. Stability theorem. Let v be any free family of n elements of Rp. Let a be an element
of Rp independent from v and let w = v ⋆ (a). Let y(t) = (y1(t), . . . , yn(t)) be a family
of n elements of R+ depending on some parameter t. Let Y (t) be the diagonal matrix
diag(y1(t), . . . , yn(t)). Let Z(t) be an element of Mn(R) depending on t whose entries are
bounded. Theorem 5.1 states, with different notations, that there exists two constant c, C ∈
R+ such that, for any t verifying y1(t), . . . , yn(t) > C,
(4)
∣∣∣∣∣det(W
⊺
Y (t)W )
det(V ⊺Y (t)V )
− det(W
⊺
(Y (t) + Z(t))W )
det(V ⊺(Y (t) + Z(t))V )
∣∣∣∣∣ 6 c.
This result generalizes Theorem 1.1 of [Ami16]. Notice that both ratios are of degree 1 in
y. Moreover, even if the ratios were of degree zero, terms like y1/y2 are unbounded at infinity.
Thus this property is sufficiently rare among ratios of polynomials to be noticed.
Let us roughly explain what this theorem implies for Symanzik polynomials. For the sake
of simplicity, we assume that Z is the diagonal matrix diag(z1(t), . . . , zn(t)) for all t. One can
think about the left-hand member of (4) as the absolute value of
Sym2(∆; (b); y)
Sym2(∆; y)
− Sym2(∆; (b); y + z)
Sym2(∆; y + z)
,
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for some simplicial complex ∆ and some parameter b (which is a (d − 1)-boundary of ∆).
Thus, the first ratio simply corresponds to the ratio of the two Symanzik polynomials. The
second one corresponds to the same ratio after a bounded deformation of the geometry of
∆. Hence, such a deformation only induces a variation of the ratio of the two Symanzik
polynomials that is bounded independently of how great are the volumes of the facets.
1.4. Structure of the paper. Section 2 is devoted to the generalization in an abstract
setting, and to the important duality theorem (Theorem 2.12) linking Symanzik polynomials
to the well-known Kirchhoff theorem. In the third section we develop applications of Symanzik
polynomials to geometry. The two last sections follow Sections 2 and 3 of [Ami16]. Section 4
describes a combinatorial result about what we call the exchange graph of a matroid, which
is needed for the last section. In this last section, we state and prove the stability theorem.
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2. Kirchhoff and Symanzik polynomials and duality
2.1. Preliminaries. We begin this section setting up some more tools in order to deal with
Symanzik polynomials of higher orders.
In the whole article, k will always be any nonnegative even integer.
Let p be a positive integer. If k is nonzero, let a1 = (a1,1, . . . , a1,p), . . . , ak be k vectors of
Rp. We define the standard k-multilinear symmetric product to be
(a1, . . . , ak)k :=
p∑
i=1
k∏
j=1
aj,i.
If y is a family of p variables, then we define the k-multilinear symmetric product associated
to y by
(a1, . . . , ak)k,y :=
p∑
i=1
( k∏
j=1
aj,i
)
yi.
We will omit the index k when the number of variables is clear.
Let us define what we call matrix of higher order, and some basic operations on it. Hyper-
determinants were first discovered by Arthur Cayley in 1843 (see [Cay49]).
Let A be any commutative ring. A matrix of order k and size (n1, . . . , nk) on A, where k is
a positive integer, and where the size is a k-tuple of positive integers, is a family of elements
of A indexed by [n1] × · · · × [nk]. We can naturally sum two matrices of the same size by
summing corresponding entries.
Let C = (ci1,...,ik)(i1,...,ik)∈[n1]×···×[nk] be such a matrix. Let l ∈ [k] and P = (pi,j) ∈
Mnl,m(A) be a usual matrix. Then the (right) multiplication of C by P along the l-th direc-
tion, denoted by C ·l P , is the k-dimensional matrix B of size
size(B) = (n1, . . . , nl−1,m, nl+1, . . . , nk),
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verifying,
bi1,...,ik =
nl∑
a=1
ci1,...,a,...,ik · pa,il ,
where a is the l-th index of c.
Let Ckn(A) denote the set of hypercubic matrices of order k and of size n, i.e., of matrices
having size (n, . . . , n︸ ︷︷ ︸
k times
). Let C ∈ Ckn(A). We define the hyperdeterminant of C by
det(C) :=
1
n!
∑
τ1,...,τk∈Sn
k∏
j=1
σ(τj)
n∏
a=1
cτ1(a),...,τk(a),
where Sn is the set of permutations on [n], and σ(τ) denotes the signature of the permutation
τ . Notice that this definition coincides with the usual one for k = 2. Moreover, the deter-
minant would be 0 if k was odd. Let D be the diagonal hypermatrix D := diagk(a1, . . . , an)
defined by
Di1,...,ik =
{
ai1 if i1 = · · · = ik,
0 otherwise.
Then det(D) = a1 · · · an. The determinant is multiplicative: if l ∈ [k] and if P ∈ Mn(A),
then
det(C ·l P ) = det(C) det(P ).
Let u1, . . . , uk be k families of vectors in Rp of respective size l1, . . . , lk. If (·, . . . , ·)∗ is any
k-multilinear symmetric product from (Rp)k to a commutative ring, we can extend it to
∧
Rp
by
(u1, . . . ,uk)∗ =
{
det((u1i1 , . . . , u
k
ik
)∗)16i1,...,ik6l1 if l1 = · · · = lk,
0 otherwise.
We allow ourselves to use standard terminologies and notations of inner products in this case.
For instance, ‖u‖k∗ denoted (u, . . . ,u)∗.
For instance, if l1 = · · · = lk = n, then
(u1,u2)x = det((U
1)
⊺
X(U2)),
where X = diag(x1, . . . , xn), and,
(u1, . . . ,uk)x = det(X ·1 U1 · · · ·k Uk),
where X is the diagonal hypercubic matrix diagk(x1, . . . , xn) (and U
i is the matrix associated
to ui).
Notice that ‖·‖kx systematically denotes ‖·‖k2,x.
We state a simple but very useful lemma.
Lemma 2.1. Let r, p, n be three positive integers and U ∈ Mp,n(Z) be a matrix of rank r.
Let F ∈Mp,r(Z). Assume that Zu ⊆ Zf . Then, there exists a unique V ∈Mr,n(Z) such that
U = FV . Moreover, we have the following points.
(1) The following properties are equivalent.
• f is a basis of Zu.
• v⊺ is a basis of 〈u⊺〉Z.
Futhermore, if they hold, v generates Zr and ‖uI‖ = ‖Zu‖ · ‖vI‖ for any subset I of
[n] of size r.
A MULTIDIMENSIONAL GENERALIZATION OF SYMANZIK POLYNOMIALS 11
(2) The following properties are equivalent.
• f is a basis of 〈u〉Z.
• v⊺ is a basis of Zu⊺.
Futhermore, if they hold, ‖uI‖ = ‖〈u〉Z‖ · ‖vI‖ for any subset I of [n] of size r.
Proof. The first part of the lemma is clear. Notice that columns of F , resp. rows of V , have
to be free. Let us prove Point (1).
If f is a basis of Zu, then there exists V ′ ∈ Mn,r(Z) such that F = UV ′ = FV V ′. Since
columns of F are free, V V ′ = Idr. Thus, v generates Z
r. Let w be such that w
⊺
is a basis
of 〈u⊺〉Z (which equals 〈v⊺〉Z). This last space contains v⊺ . Therefore, there exists a square
matrix G such that V = GW . Then,
1 = det(V V ′) = det(GWV ′) = det(G) det(WV ′),
which implies that G is invertible, and then that v
⊺
is in fact a basis of 〈v⊺〉Z.
Let us prove the converse. If v
⊺
is a basis of 〈u⊺〉Z, then v⊺ can be completed into a basis
v˜
⊺
of Zn. Set V ′ =
(
V˜ −1
)
[r]
. As UV ′ = FV V ′ = F , Zf ⊆ Zu. The other inclusion follows
from the existence of V . Thus, f is in fact a basis of Zu.
Moreover,
‖uI‖2 = det(U ⊺I UI) = det(V
⊺
I F
⊺
FVI).
But VI and F
⊺
F are square matrices. Thus, since f is a basis of Zu,
det(V
⊺
I F
⊺
FVI) = det(VI)
2 det(F
⊺
F ) = ‖vI‖2‖Zu‖2.
The second point can be proven in a similar way. 
Some specific notations will be introduced later but we can already deal with the heart of
the subject.
2.2. Kirchhoff and Symanzik polynomials. In this article, Kirchhoff polynomials are
a generalization of polynomials appearing in the weighted Kirchhoff’s matrix tree theo-
rem, whereas Symanzik polynomials generalize first and second Symanzik polynomials better
known in Physics (see Examples 2.8, 2.11 and 2.20, Theorem 3.7 and the introduction for more
details). They are dual in a very precise way as we will show at the end of this subsection,
cf. Theorem 2.12.
We will fix some objects for the rest of the section. Let p, n be two positive integers, u be
a family of n elements in Zp, and r := rk(u) be the rank of this family. Recall that k is an
even nonnegative integer.
Definition 2.2. The Kirchhoff polynomial of order k of u is defined by
Kirk(u;x) :=
1
‖〈u〉Z‖k
∑
I⊆[n]
|I|=r
‖uI‖kxI . ⋄
Remark 2.3. Another definition would be obtained replacing ‖〈u〉Z‖ by ‖Zu‖. A priori, no
definition is better than the other. We choose our definition in order to get determinantal
formula without any factor (see Propositions 2.5 and 2.6). As a counterpart, factors appear
in the duality theorem 2.12. ⋄
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Let I be a subset of [n] of size r, let v be such that v
⊺
is a basis of Zu
⊺
, and let F ∈Mp,r(Z)
be the unique matrix such that U = FV . By Lemma 2.1, f is a basis of 〈u〉Z. If uI is nonzero,
then ZuI is a submodule of 〈u〉Z of maximal rank, and we therefore have all the following
equalities:
(5)
‖uI‖
‖〈u〉Z‖ = ‖vI‖ = |det(VI)| = |〈u〉Z
/
ZuI | = |(v⊺ , eI)|,
where e is the standard basis of Zn. In particular, the coefficients of Kirk are in Z.
Moreover, v
⊺
could be any basis of Zu
⊺
. But Equation (5) gives a formula of the coefficients
depending on v alone. Thus,
(6) Kirk(u;x) only depends on Zu
⊺
.
Remark 2.4. Using det(VI) instead of ‖uI‖/‖〈u〉Z‖ in Definition 2.2, it is possible to define
Kirchhoff polynomials for k odd, or even for u a family of vectors over An where A is any PID.
However, one has to be careful because the k-th power of an element of A∗ could be different
from 1. The polynomial depends on the chosen v (up to a k-th power of an invertible of A∗).
Moreover, one has to add some artificial signs to the Symanzik polynomial (see Definition
2.9) in order to make Theorem 2.12 about the duality true. For more details, we refer to
[Piq17]. ⋄
Kirchhoff polynomials of order 2 have a more computable definition under the condition
r = p.
Proposition 2.5. If r = p (or equivalently if u
⊺
is free), then
Kir2(u;x) = ‖u⊺‖2x = det(UXU
⊺
),
where X ∈Mn(Z[x]) is the diagonal matrix diag(x1, . . . , xn).
Proof. The second equality comes directly from the definitions. Let e be the standard basis
of Rn. As the standard orthonormal basis of
∧r Rn (for the standard inner product) is an
orthogonal basis for (·, ·)x, we obtain,
‖u⊺‖2x =
∑
I⊆[n]
|I|=r
(u
⊺
, eI)
2‖eI‖2x
=
∑
I⊆[n]
|I|=r
‖uI‖2xI .
It remains to check that ‖〈u〉Z‖ = 1, but this is true because 〈u〉Z = Zp. 
For orders larger than 2, one can obtain a similar formula.
Proposition 2.6. If r = p (or equivalently if u
⊺
is free), then
Kirk(u;x) = ‖u⊺‖kk,x = det
(
X ·1 U ⊺ ·2 · · · ·k U ⊺
)
,
where X is the diagonal hypercubic matrix diagk(x1, . . . , xn).
Proof. The same proof works if one replaces the computation by
‖u⊺‖kk,x =
∑
I⊆[n]
|I|=r
(u
⊺
, eI)
k‖eI‖kk,x
A MULTIDIMENSIONAL GENERALIZATION OF SYMANZIK POLYNOMIALS 13
=
∑
I⊆[n]
|I|=r
‖uI‖kxI . 
Example 2.7. How to compute the Kirchhoff polynomial of any family u with the determi-
nantal formula? Take v a family such that v
⊺
is a basis of Zu
⊺
. Let F be the unique matrix
such that U = FV (it is not necessary to compute f). By Lemma 2.1, for any subset I ⊆ [n]
of size r,
‖uI‖ = ‖vI‖‖〈u〉Z‖.
As 〈v〉Z = Zr, one can rewrite last equation as
‖uI‖
‖〈u〉Z‖ =
‖vI‖
‖〈v〉Z‖ .
Thus,
Kirk(u;x) = Kirk(v;x) = ‖v⊺‖kk,x.
Note that, if instead of taking a basis of Zu
⊺
, one takes a basis of 〈u⊺〉Z, you will divide all
coefficients by a common divisor equal to( ‖Zu‖
‖〈u〉Z‖
)k
.
We will see a meaning of this factor in Remark 3.8. ⋄
Example 2.8. Now let us explain more precisely the link between Kirchhoff as mathematician
and Kirchhoff polynomials. Let G = (V,E) be a connected graph with vertex set V of size
p and edge set E of size n. Suppose that vertices are labelled from 1 to p and edges from 1
to n. By abuse of notation, the same letter will denote a vertex, resp. an edge, and its label.
Similarly, a set of edges could denote a set of numbers. Let Q = (qv,e) ∈ Mp,n(Z) be an
incidence matrix of G, i.e., put an orientation on edges of G and set, for each v ∈ V and each
e ∈ E,
qv,e :=

0 if e is a loop,
1 if v is the head of e,
−1 if v is the tail of e,
0 if v and e are not incident.
Let i ∈ [p] be any number, and U be the matrix Q where we deleted the i-th row. The
well-known Kirchhoff’s matrix-tree theorem, in its weighted form, states that
det(UXU
⊺
) =
∑
I∈T
xI ,
where X = diag(x1, . . . , xn), and T ⊆ P(E) is the family of all subsets I ⊆ E that verify that
the spanning subgraph of G with edge set I is a spanning tree of G. Then Proposition 2.5
implies that
Kir2(u;x) =
∑
I∈T
xI .
In fact, in this very special case, Kirk(u;x) does not depend on k. Moreover one can see
that Zq
⊺
= Zu
⊺
. Thus, by (6), we even have
(7) Kirk(q;x) =
∑
I∈T
xI .
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We will see later, in Theorem 3.7, a generalization of Kirchhoff’s theorem to the case of finite
simplicial complexes. ⋄
Symanzik polynomials have a similar definition, but note the complement in the last ex-
ponent.
Definition 2.9. The Symanzik polynomial of order k of u is defined by
Symk(u;x) :=
1
‖〈u〉Z‖k
∑
I⊆[n]
|I|=r
‖uI‖kxIc . ⋄
Remark 2.10. Kirchhoff and Symanzik polynomials are so similar that one can easily define
ones from the others thanks to following formulæ.
Symk(u;x) = x1 · · · xnKirk(u; (x−11 , . . . , x−1n )),
Kirk(u;x) = x1 · · · xn Symk(u; (x−11 , . . . , x−1n )). ⋄
Example 2.11. What is the link between Symanzik polynomials of Definition 2.9 and the
first Symanzik polynomial of the introduction (1)? Let G be a graph as defined in Example
2.8. Set k = 2. We have seen in Example 2.8 that, using the same notations,
Kirk(q;x) =
∑
I∈T
xI .
Using Remark 2.10, we obtain
Symk(q;x) = x1 · · · xnKirk(q; (x−11 , . . . , x−1n ))
=
∑
I∈T
xI
c
,
which is exactly the first Symanzik polynomial. ⋄
Now we can state the duality theorem.
Theorem 2.12 (Duality). Let q be a positive integer and v be a family of n vectors in Zq
such v
⊺
spans ker(U). Then
(8)
1
ak
Symk(u;x) =
1
bk
Kirk(v;x),
where
a :=
‖Zu‖
‖〈u〉Z‖ = |〈u〉Z
/
Zu| and
b :=
‖Zv‖
‖〈v〉Z‖ = |〈v〉Z
/
Zv|.
Note that ker(U) denotes a vector subspace of Rn, and that ker(U) = 〈u⊺〉⊥.
Proof. Set u˜ a family of vectors such that u˜
⊺
is a basis of 〈u⊺〉Z. One can find a matrix
U ′ ∈ Mr,n(Z) such that U˜U ′⊺ = Idr. Similarly, set v˜ such that v˜⊺ is a basis of 〈v⊺〉Z, and
V ′ ∈Mn−r,n(Z) such that V˜ V ′⊺ = Idn−r.
Let I be a subset of [n] of size r. The coefficient of xI
c
in the left-hand side of (8) is(‖〈u〉Z‖
‖Zu‖
‖uI‖
‖〈u〉Z‖
)k
.
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Therefore, by Lemma 2.1, this coefficient is equal to ‖u˜I‖k. Applying the same argument on
the right-hand side, it remains to prove that
‖u˜I‖ = ‖v˜Ic‖.
We will deduce this last equality from
(9)
 U˜I U˜Ic
V ′I V
′
Ic

 Idr V˜ ⊺I
0 V˜
⊺
Ic
 =
 U˜I 0
∗ Ids
 ,
where s := n− r, and from U ′I U ′Ic
V˜I V˜Ic

 U˜ ⊺I 0
U˜
⊺
Ic Ids
 =
 Idr ∗
0 V˜Ic
 .
Indeed, this implies
‖u˜⊺ ∧ v′⊺‖ · ‖v˜Ic‖ = ‖u˜I‖,
‖u′⊺ ∧ v˜⊺‖ · ‖u˜I‖ = ‖v˜Ic‖.
Since all these factors are nonnegative integers. We must have
‖u˜I‖ = ‖v˜Ic‖,
which concludes the proof. 
Remark 2.13. In the proof above, the equality of coefficients implies that
‖uI‖
‖Zu‖ =
‖vIc‖
‖Zv‖ .
In fact, one can prove something stronger, namely,
Zu
/
ZuI ≃ Zv
/
ZvIc. ⋄
We need a lemma for the proof of Theorem 5.1. We state this lemma here because its proof
is very similar to that of Theorem 2.12. If I is a subset of [n] and if I is an ordering of the
elements of I, then we write ε(I) := (eI , eI), i.e., (−1)ι where ι is the number of inversions
in I.
Lemma 2.14. Let p,m be two positive integers. Let u˜ and v˜ be such that u˜
⊺
and v˜
⊺
are two
free families of vectors in Rm of respective size p and m− p. Assume that U˜ V˜ ⊺ = 0. Let I be
a subset of [m] of size p. Then
det(U˜I) = λ ε(I ⋆ I
c) det(V˜Ic),
where λ ∈ R∗ does not depend on I.
Proof. We define V ′ ∈ Mm−p,m(R) as in the proof of Theorem 2.12, i.e., such that V˜ V ′
⊺
=
Idm−p. We still get Equation (9). By reordering columns and by transposing, this equation
leads to
ε(I ⋆ Ic) det(U˜
⊺
⋆ V ′
⊺
) det(V˜Ic) = det(U˜I).
Then set λ = det(U˜
⊺
⋆ V ′
⊺
) to conclude the proof (λ cannot be 0 since there exists an I such
that det(U˜I) 6= 0). 
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Now let us extend determinantal formulæ to Symanzik polynomials. From the determinan-
tal formula for Kirchhoff polynomials (Propositions 2.5 and 2.6) and from the duality theorem
(Theorem 2.12), we immediately obtain the following formula.
Proposition 2.15. If v is a family of vectors in Zn−r such that v
⊺
is a basis of the vector
subspace ker(U), then
Symk(u;x) =
(a
b
)k‖v⊺‖kk,x
where a = ‖Zu‖/‖〈u〉Z‖ and b = ‖Zv‖/‖〈v〉Z‖ are defined as in Theorem 2.12.
2.3. Symanzik polynomials with parameters. Now we want to generalize the second
Symanzik polynomials defined in the introduction (2). Actually, one can naturally add more
than one parameter.
Definition 2.16. Let l be a nonnegative integer and let w = (w1, . . . , wl) be a family of
elements in 〈u〉. The Symanzik polynomial of order k of u with parameters w1, . . . , wl is
defined by
Symk(u;w;x) :=
1
‖〈u〉Z‖k
∑
I⊆[n]
|I|=r−l
‖uI ∧w‖kxIc . ⋄
Remark 2.17. In the case w1, . . . , wl ∈ Zu, one simply has
Symk(u;w;x) = Symk(u ⋆ w;x ⋆ (0, . . . , 0︸ ︷︷ ︸
l times
)). ⋄
Once more, there is a determinantal formula.
Proposition 2.18. Let l be a nonnegative integer and w be a family of l elements in 〈u〉.
For i ∈ [l], let w˜i ∈ Rn be such that wi = Uw˜i. Let v be a family of vectors in Zn−r such that
v
⊺
is a basis of the vector subspace ker(U). Then,
Symk(u;w;x) =
(a
b
)k‖v⊺ ∧ w˜‖kk,x
where a = ‖Zu‖/‖〈u〉Z‖ and b = ‖Zv‖/‖〈v〉Z‖ are defined as in Theorem 2.12.
Proof. By the multilinearity of the determinant and by a density argument, we can restrict
our study to the case w1, . . . , wl ∈ Zu. Applying Proposition 2.15 to Symk(u⋆w;x⋆(0, . . . , 0)),
one obtains that
Symk(u;w;x) =
(a′
b′
)k‖v′⊺‖kk,x′ ,
where
V ′ :=
 V
⊺
W˜
0 −Idl

⊺
,
x′ = (x1, . . . , xn, 0, . . . , 0),
a′ =
‖Z(u ⋆ w)‖
‖〈u ⋆ w〉Z‖ and
b′ =
‖Zv′‖
‖〈v′〉Z‖ .
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It is not difficult to see that a′ = a, b′ = b and ‖v′⊺‖kk,x′ = ‖v
⊺ ∧ w˜‖kk,x. 
We now give another form of Symanzik polynomials which will allow us to explain the link
between Definition 2.16 and the second Symanzik polynomial of the introduction (2). We
need to define the following orientation. Choose a volume form ω on 〈u〉 and, for two subsets
I and J of respective sizes r− l and l, set εI(J) := sign(ω(uI⋆J )) ∈ {−1, 0, 1}. Depending on
ω, we will get an orientation or its opposite.
Proposition 2.19. Let l be a nonnegative integer and w be a family of l elements in 〈u〉.
Then,
Symk(u;w;x) =
1
‖〈u〉Z‖k
∑
I⊆[n]
|I|=r−l
( ∑
J⊆Ic
|J |=l
εI(J)‖uI∪J‖(w˜, eJ)
)k
xI
c
,
where e is the standard basis of Rn and w˜ is defined as in Proposition 2.18.
Note that, since k is even, the right-hand side does not depend on ω.
Proof. Without loss of generality, assume that members of w are in Zu. Let f be a basis
of Zu = Z(u ⋆ w) such that ω(f) > 0. Let V ∈ Mr,n(Z) be such that U = FV . Then,
εI(J) = sign(det(VI⋆J)). Let T = V W˜ . Lemma 2.1 shows that, for I ⊆ [n] of size r − l, we
have
(10) ‖uI ∧w‖k = ‖Zu‖k‖vI ∧ t‖k = ‖Zu‖k(v⊺ , eI ∧ w˜)k.
Then,
(v
⊺
, eI ∧ w˜) =
(
v
⊺
, eI ∧
( ∑
J⊆[n]
|J |=l
(w˜, eJ)eJ
))
=
∑
J⊆Ic
|J |=l
(v
⊺
, eI ∧ eJ)(w˜, eJ)
=
∑
J⊆Ic
|J |=l
εI(J)‖vI∪J‖(w˜, eJ).
Hence, by (10),
‖uI ∧w‖k = ‖Zu‖k
( ∑
J⊆Ic
|J |=l
εI(J)‖vI∪J‖(w˜, eJ)
)k
.
By Lemma 2.1, ‖Zu‖‖vI∪J‖ = ‖uI∪J‖. We conclude the proof using Definition 2.16. 
Example 2.20. In this example, we will explain the link between the second Symanzik
polynomial from the introduction and Symanzik polynomials with one parameter introduced
above. More precisely, we want to show that
(11) φG(p, x) = Sym2(q; (p);x),
where we recall notations below.
Let G = (V,E) be a connected graph as in Example 2.8, and Q ∈Mp,n(Z) be an incidence
matrix of G. Take p a vector in Rp such that
∑
v∈V pv = 0 (this is a slightly less general case
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compared to the definition in the introduction since we take D = 1). The second Symanzik
polynomial, denoted by φG, is defined by
φG(p, x) :=
∑
F∈SF2
−pF1pF2
∏
e 6∈F
xe,
with the following notations. The set SF2 denotes the set of spanning forests of G that have
two connected components. For F ∈ SF2, F1 and F2 denotes the two connected components
of F . Then, pFi :=
∑
v∈Fi pv for i ∈ {1, 2}. Since the sum of pv is zero, one can replace
−pF1pF2 by p2F1 .
Since G is a connected graph,
∑
v∈V pv = 0 is equivalent to p ∈ 〈q〉. Now, we compare
φG(p, x) with the Symanzik polynomial Sym2(q; (p);x). By Proposition 2.19, with similar
notations,
Sym2(q; (p);x) =
1
‖〈q〉Z‖2
∑
I⊆[n]
|I|=r−1
( ∑
j∈Ic
εI(j)‖qI+j‖p˜j
)2
xI
c
,
where we write εI(j) instead of εI((j)). By (7), the ratio ‖qI+j‖2/‖〈q〉Z‖2 equals 1 if I + j
forms a spanning tree of G, and 0 otherwise. Thus, we can restrict the sum to the sets I that
correspond to 2-forests of G. It remains to show that, if I ⊆ [n] corresponds to F ∈ SF2,
then ∣∣∣ ∑
j∈Ic
εI(j)p˜j
∣∣∣ = |pF1 |.
Let us try to better understand what happens here. On each edge e, we put a weight p˜e such
that, for each vertex v, pv equals the algebraic sum of the weight of the edges incident to v:
pv =
∑
e∈E
qv,ep˜e.
Thus, when we sum pv over all vertices v of F1, each edge in F1 appears two times with
opposite signs and each edge in F2 does not appear in the sum. Thus, it only remains edges
joining F1 and F2:
pF1 =
∑
e∈E(F1,F2)
εF2,F1(e)p˜e,
where E(F1, F2) is the set of edges joining F1 and F2, and εF2,F1(e) equals +1 if e is oriented
from F2 to F1, and equals −1 otherwise. Now, let us see how εI computes this orientation.
More precisely, it remains to show that, if e and e′ are two edges of E(F1, F2), then e and
e′ have the same orientation (between F1 and F2) if and only if εI(e) = εI(e
′). Suppose that
they do not have the same orientation. In this case, there exists an oriented cycle in F +e+e′
respecting their orientation. This means that, for some nonnegative integer l, there exist
i1, . . . , il ∈ I and η1, . . . , ηl ∈ {−1,+1} such that
η1qi1 + · · ·+ ηlqil + qe + qe′ = 0.
Thus,
εI(e) = sign(ω(qI ⋆ qe))
= sign(ω(qI ⋆ (−η1qi1 − · · · − ηlqil − qe′)))
= sign(ω(qI ⋆ (−qe′)))
= −εI(e′).
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The other case, with e and e′ having the same orientation, leads to the opposite equality.
Thus, εF2,F1(e)εI(e) ∈ {−1,+1} does not depend on the chosen e. Finally, we have proved
(11). ⋄
2.4. Symanzik rational fractions. In this subsection, we introduce the Symanzik rational
fractions. The following definition is more canonical that Definition 2.9 about Symanzik
polynomials. Indeed, the problems highlighted in Remarks 2.3 and 2.4 disappear for Symanzik
rational fractions. For instance, one can easily define Symanzik rational fractions for families
of vectors in Rp. This is useful in order to compute the archimedean height pairing, as we
will see in Subsection 3.3. Moreover, the rational fractions have a nice property of stability
stated in Theorem 5.1.
Definition 2.21. Let u be a family of vectors in Rp, let l be a nonnegative integer and w be
a family of l vectors in 〈u〉. The (normalized) Symanzik rational fraction of order k of u with
parameters w1, . . . , wl is defined by
S˜ymk(u;w;x) :=
∑
I⊆[n]
|I|=r−l
‖uI ∧w‖kxIc
∑
I⊆[n]
|I|=r
‖uI‖kxIc
. ⋄
If elements of u are in Zp, then we simply have
S˜ymk(u;w;x) =
Symk(u;w;x)
Symk(u;x)
.
Remark 3.18 gives a determinantal formula in the case l = 1 and k = 2. It can be easily
extended to the general case.
We have defined Kirchhoff and Symanzik polynomials for family of vectors, and we have
seen in Example 2.8 that they are linked to graphs. Thus, it is only natural to look for a link
with matroids.
2.5. The matroids case. This is a short subsection about the links between Kirchhoff and
Symanzik polynomials and matroids. More exactly, we give a definition of Kirchhoff and
Symanzik polynomials of order zero for matroids, and of any order for matroids over hyper-
fields. This recent generalization of matroids by Baker and Bowler can be found in [BB16].
To read this subsection, we assume that the reader is familiar with (classical) matroids. Oth-
erwise, the reader can go directly to the next section, and a longer introduction to matroids
will be given in Section 4. All notions about matroids used here can be find in [Oxl11].
We will mainly use the axiomatic of independents. We write M = (E,I) for a matroid M
on a ground set E and with a family of independent sets I ⊆ P(E).
If u = (u1, . . . , un) is a family of elements of a Z-module, Mu = (Eu,Iu), with Eu = [n]
will be the matroid representing the family u.
We denote by B(M) the bases of M and by M̂ the dual of the matroid M.
Let n be a positive integer and M = (E,I), with E = [n] be a matroid. Here is the main
definition.
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Definition 2.22. The Kirchhoff polynomial (of order 0) of the matroid M with variables
x1, . . . , xn is defined by
Kir0(M;x) =
∑
I∈B(M)
xI .
The Symanzik polynomial (of order 0) of the matroid M with variables x1, . . . , xn is defined
by
Sym0(M;x) =
∑
I∈B(M̂)
xI . ⋄
This definition is natural because of the following claim, whose proof is straightforward.
Claim 2.23. Let u be a family of n elements in Zp. Then
Kir0(u;x) = Kir0(Mu;x),
Sym0(u;x) = Sym0(Mu;x).
The analogous for matroids of the duality Theorem 2.12 is given by the following claim,
which is a direct corollary of Claim 2.23 and of Theorem 2.12 for k = 0.
Claim 2.24. Let q be a positive integer and v be a family of n vectors in Zq such that v
⊺
spans ker(U), then Mu = M̂v.
Next proposition shows that parameters of Symanzik polynomials correspond to a so-called
quotient of the matroid.
If w are elements of 〈u〉, thenMu⋆w is an extension ofMu, i.e., we haveMu equals Mu⋆w
∣∣
[n]
,
the induced matroid of Mu⋆w on the elements [n].
Proposition 2.25. Let w consist of independent elements of 〈u〉. Then
Sym0(u;w;x) = Sym0(Mu⋆w
/
[n + 1 . .n+ l];x).
Proof. Looking at Definition 2.16, the left-hand side is the sum of xI
c
over all I ⊆ [n] of size
r − l such that uI ⋆ w is an independent family. But such sets I exactly correspond to the
bases of the matroid Mu⋆w
/
[n + 1 . .n+ l]. Thus, Definition 2.22 ends the proof. 
Is there a “good” generalization of matroids suited to the computation of Kirchhoff and
Symanzik polynomials of higher order? Of course, one probably has to assign some values to
each basis of the matroid. In this regard, matroids over hyperfields seem to be a good answer.
They are far generalizations of matroids given in [BB16]. Let F be a hyperfield endowed
with an involution x 7→ x. If M is a matroid over a F defined on the ground set [n] by a
Grassman-Plücker function ϕ, then one can naturally define
Kirk(M;x) :=
∑
I∈B(M)
ϕ(I)kxI ,
Symk(M;x) :=
∑
I∈B(M)
ϕ(I)
k
xI
c
,
Symk(M;w;x) := Symk((M + w)/w;x),
where M+ w is an extension of M. We still have the duality
Symk(M;x) = Kirk(M̂;x),
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and the definitions coincide with ours for R-matroids (up to a factor). As observed in [BB16],
duality for matroids over fields corresponds to orthogonal complementation, as we have seen
in Theorem 2.12.
3. Symanzik polynomials on simplicial complexes
Every result in this section can be extended to CW-complexes.
Before extending Symanzik polynomials to simplicial complexes, we will generalize the
notion of forests in graph theory to the case of simplicial complexes. Generalized forests will
reveal interesting properties of these polynomials.
3.1. Simplicial complexes and forests. Let V be a finite set of vertices. An abstract
simplicial complex on V is a nonempty set ∆ of subsets of V called faces such that ∆ is
stable by inclusion: if δ is a face and if γ ⊆ δ, then γ is also a face. A simplicial complex
Γ is a subcomplex of ∆ if Γ ⊆ ∆. If δ is a face, its dimension is dim(δ) := |δ| − 1. Notice
that ∆ has always a unique face of dimension −1: the empty set. The dimension of ∆ is the
maximal dimension of its faces. We call it d. The d-dimensional faces are called facets. If l is
an integer, l > −1, then ∆l is the set of faces of ∆ of dimension l. The l-skeleton ∆(l) of ∆
is the subcomplex of all faces of dimension at most l of ∆:
∆(l) :=
l⋃
i=−1
∆i.
In this article, we will suppose that a complex ∆ is always endowed with an enumeration
on each set of faces ∆l, l ∈ [−1 . . d], by numbers from 1 to |∆l|.
Let Cl(∆) := Z〈∆l〉 be the set of l-chains of ∆, where each simplex has the standard
orientation given by the enumeration of ∆0. Let ∂∆ be the d-th boundary operator of the
augmented simplicial chain complex:
∂∆ : Cd(∆) −→ Cd−1(∆),
{i0, . . . , id} with i0 < · · · < id 7−→
∑d
j=0(−1)j{i0, . . . , ij−1, ij+1, . . . , id}.
If δi denotes the i-th facet for the chosen enumeration, then (δ1, . . . , δ|∆d|) is a basis of Cd(∆).
We identify Cd(∆) with Z
|∆d| mapping this basis to the standard basis. We obtain in the
same way a basis of Cd−1(∆) and an identification Cd−1(∆) ≃ Z|∆d−1|. Now we can represent
∂∆ by a matrix in M|∆d−1|,|∆d|(Z) which we will call the d-th incidence matrix of ∆. The
kernel of ∂∆ in Cd(∆) is denoted by Zd(∆) and its elements are called d-cycles. The image
of ∂∆ in Cd−1(∆) is denoted by Bd−1(∆) and its elements are called (d− 1)-boundaries.
We can also define Zk(∆) and Bk−1(∆) for k < d as the kernel and the image of ∂∆,k :=
∂∆(k) .
Example 3.1. Figure 1 is an example of a 2-dimensional simplicial complex ∆ called the
bipyramid. Its 2-nd incidence matrix is shown on the right. We represented a 2-cycle in blue
and a 1-boundary, ∂∆
({2, 3, 5} + {3, 4, 5}), in red. ⋄
For the rest of this section, we fix V a finite set, ∆ an abstract simplicial complex on V ,
d := dim(∆), n := |∆d| and p := |∆d−1|. We set U ∈ Mp,n(Z) the d-th incidence matrix of
∆. As in the previous section, we set r := rk(U).
Now we define (simplicial) κ-forests of ∆ following [BK16] which is based on [DKM09]
and [Kal83]. This definition is one possibility to generalize the notion of forests in graphs to
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1
2
4
5
3
{1,2,3}→
{1,2,4}→
{1,3,4}→
{2,3,4}→
{2,3,5}→
{2,4,5}→
{3,4,5}→
{1, 2} →
{1, 3} →
{1, 4} →
{2, 3} →
{2, 4} →
{2, 5} →
{3, 4} →
{3, 5} →
{4, 5} →

1 1 0 0 0 0 0
−1 0 1 0 0 0 0
0 −1 −1 0 0 0 0
1 0 0 1 1 0 0
0 1 0 −1 0 1 0
0 0 0 0 −1 −1 0
0 0 1 1 0 0 1
0 0 0 0 1 0 −1
0 0 0 0 0 1 1

Figure 1. A bipyramid and its d-th incidence matrix.
higher dimension (see [DKM09] for a slightly different definition). Indeed, in dimension one,
our definition will coincide with the usual one if one sees graphs as 1-dimensional simplicial
complexes.
Definition 3.2. Let Γ ⊆ ∆ be a simplicial subcomplex of ∆ such that Γ(d−1) = ∆(d−1). Let
κ be a nonnegative integer. Then Γ is a κ-forest of the simplicial complex ∆ if it verifies the
following three properties.
(1) acyclicity: Γ has no nonzero d-cycle,
(2) rk(∂∆)− rk(∂Γ) = κ,
(3) |Γd| = |∆d| − rk
(
Zd(∆)
)− κ.
The set of κ-forests of ∆ is denoted by Fκ(∆). Moreover, we will call Γ a subforest of ∆ if it
is acyclic. By Proposition 3.5 below, this is equivalent to being a κ-forest for some κ > 0. ⋄
Example 3.3. Let Γ be the bipyramid where we removed facets {1, 3, 4} and {3, 4, 5}. To
check that it is a 0-forest, we look at the d-th incidence matrix UΓ of ∂Γ (which is a submatrix
of U). Clearly Γ(1) = ∆(1). Moreover, the three conditions are verified:
(1) the kernel of UΓ is trivial. Thus, Γ is acyclic.
(2) Im(UΓ) = Im(U). Thus, rk(∂∆)− rk(∂Γ) = 0.
(3) |Γ2| = 5, |∆2| = 7 and rk(Z2(∆)) = rk(ker(∂∆)) = 2. Thus,
|Γ2| = |∆2| − rk Z2(∆)− 0. ⋄
We will see easier ways to check whether a subcomplex is a κ-forest in this section. But
before, let us motivate the name of forest.
Example 3.4. If G = (V,E) is a simple graph, then it can be seen as a 1-dimensional
complex. The three conditions of Definition 3.2 for a subgraph F = (VF , EF ) to be a κ-forest
can be rewritten as
(1) F is acyclic,
(2) F has κ more connected components than G,
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(3) |EF | = |E| − gG−κ (which equals |V | − cG−κ) where cG is the number of connected
components of G and gG is the genus of G which equals |E| − |V |+ cG.
Thus, for instance, if G is connected, a 0-forest is exactly a spanning tree, and a κ-forest in
our definition is what is usually called a (κ + 1) forest (because in graphs it is more natural
to count the number of connected components). ⋄
It is well-known that, in graphs, only two out of the three conditions enumerated in the
previous example are needed to be a κ-forest. This is still true in simplicial complexes.
Proposition 3.5. A subcomplex Γ of ∆ such that Γ(d−1) = ∆(d−1) is a κ-forest for a non-
negative integer κ if and only if it verifies two out of the three conditions of the Definition
3.2.
Proof. By the rank-nullity theorem, acyclicity (i.e., triviality of ker(∂Γ)) is equivalent to
rk(∂Γ) = |Γd|. The same theorem implies that rk(Zd(∆)) = |∆d| − rk(∂∆). Thus, the three
conditions can be rewritten as:
(1) rk(∂Γ) = |Γd|,
(2) rk(∂∆)− rk(∂Γ) = κ,
(3) |Γd| = |∆d| − (|∆d| − rk(∂∆))− κ.
Now, the proposition is clear. 
Two more remarks before we end this subsection. First, there is a natural bijection between
the set of κ-forests ∆ and the set of independent subfamilies of u of size r − κ. Thus, the
subforests naturally form the family of independent sets of a matroid over [n].
Finally, it is useful to have in mind a practical algorithm to create κ-forests of ∆. As long
as there are still d-cycles, choose a cycle, pick a facet in this cycle and remove it. At the end,
we will obtain a 0-forest. One can then remove any κ more facets to obtain a κ-forest. Every
κ-forest can be obtained in this way.
3.2. Kirchhoff and Symanzik polynomials for simplicial complexes. Here is some
more notations. Set
Hk(∆) := Zk(∆)
/
Bk(∆),
the k-th reduced homology group of ∆. If A is a Z-module, Tor(A) will denote its torsion part.
Abusing notations, if a face δ is numbered by i, we will often write δ instead of i. In the
same way, a set of faces will sometimes denote the set of numbers associated to these faces.
Finally, if I ⊆ [n], ∆∣∣
I
will denote the subcomplex of ∆ with facets labeled by an element of
I.
Definition 3.6. We define the Kirchhoff polynomial of order k of ∆ to be the Kirchhoff
polynomial of the boundary operator:
Kirk(∆;x) := Kirk(u;x),
where we recall that U is the matrix associated to ∂∆ ⋄
This definition can be rewritten in terms of forests.
Theorem 3.7 (Kirchhoff’s theorem for simplicial complexes). One has
Kirk(∆;x) = |Tor(Hd−1(∆))|k
∑
Γ 0-forest of ∆
|Bd−1(∆)
/
Bd−1(Γ)|kxΓd .
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a
1 b 2
a
1b2
c
δ
γ
γ δ
↓ ↓
U =
 −1 −1−1 −1
1 −1
 ← a← b
← c
Figure 2. A decomposition of RP2.
Proof. We recall the Definition 2.2 about Kirchhoff polynomials:
Kirk(u;x) :=
1
‖〈u〉Z‖k
∑
I⊆[n]
|I|=r
‖uI‖kxI .
Notice that uI is nonzero if and only if UI has a trivial kernel, i.e., if and only if ∆
∣∣
I
is acyclic.
Hence, in the above sum, we can restrict to sets I such that ∆
∣∣
I
is a 0-forest of ∆. We have
Tor(Hd−1(∆)) = 〈Bd−1(∆)〉Z
/
Bd−1(∆)
≃ 〈Bd−1(∆)〉Z
/
Bd−1(∆
∣∣
I
)
Bd−1(∆)
/
Bd−1(∆
∣∣
I
)
,
≃ 〈u〉Z
/
ZuI
Bd−1(∆)
/
Bd−1(∆
∣∣
I
)
,
Since ∂∆ and ∂∆
∣∣
I
have same rank, we can write
|Tor(Hd−1(∆))| · |Bd−1(∆)
/
Bd−1(∆
∣∣
I
)| = |〈u〉Z
/
ZuI |.
We can now use (5) to conclude the proof. 
Remark 3.8. Actually, the equality of the theorem takes a simpler form:
Kirk(∆;x) =
∑
Γ 0-forest of ∆
|Tor(Hd−1(Γ))|kxΓd .
Indeed,
Tor(Hd−1(Γ)) = 〈Bd−1(Γ)〉Z
/
Bd−1(Γ) ≃ 〈uΓ〉Z
/
ZuΓ = 〈u〉Z
/
ZuΓ.
Though, the form of the theorem enlights that Kirk(∆;x) is divisible by |Tor(Hd−1(∆))|k in
Z[x]. This is the factor we have seen above in Example 2.7, and its the ak of Theorem 2.12
and Propositions 2.15 and 2.18.
We can compare the above formula to Corollary 21 of [BK16] (called Simplicial matrix tree
theorem). Let R ⊆ [p] corresponds to the chosen root. We get the corollary setting k = 2,
x = (1, . . . , 1) and multiplying both sides by ‖(u⊺)R‖2/‖Zu⊺‖2. ⋄
Example 3.9. The real projective plane is a very instructive example. In order to simplify
calculations, we study it as a ∆-complex, called ∆, instead of a simplicial complex: see Figure
2. We refer to [Hat02], p. 103 for a precise definition of ∆-complexes.
A MULTIDIMENSIONAL GENERALIZATION OF SYMANZIK POLYNOMIALS 25
A basis of Zu
⊺
is (( 11 ),
(
1
−1
)
). Thus, following Example 2.7,
Kir2(∆; (x1, x2)) = det(
(
1 1
1 −1
)( x1 0
0 x2
)(
1 1
1 −1
)
) = 22x1x2.
We see that ∆ has only one 0-forest: itself. Indeed, it does not have nontrivial cycles. Then,
looking at Remark 3.8, |Tor(Hd−1(∆))| = 2. Indeed, the class of a+ b is an element of order
2 in Tor(Hd−1(∆)). Unlike the case of graphs, setting x1 = x2 = 1 does not give the number
of 0-forests. Finding this number is difficult in general: there exist examples where all the
coefficients of the polynomial are not equal (see Example 3.27). Knowing the value of the
Kirchhoff polynomial for all order k might help us. ⋄
Now we only focus on Symanzik polynomials.
Definition 3.10. We define the Symanzik polynomial of order k of ∆ to be the Symanzik
polynomial of the boundary operator:
Symk(∆;x) := Symk(u;x). ⋄
A direct corollary of Theorem 3.7 follows.
Corollary 3.11. One has
Symk(∆;x) = |Tor(Hd−1(∆))|k
∑
Γ 0-forest of ∆
|Bd−1(∆)
/
Bd−1(Γ)|kxΓcd .
Example 3.12. Symanzik polynomials compute some interesting data on metric graphs. For
more details about this example, we refer to [KS00]. Let G be a simple graph with n edges
e1, . . . , en. For each i ∈ [n], set a positive length li to the edge ei. Let G be the geometric
representation of G, i.e., G is a one dimensional CW -complex with the metric induced by the
lengths. We set y = (l1, . . . , ln). Let g be the genus of G.
Let v be a basis of Z1(G). We define the map
φ : C1(G) → Rg,
a 7→ ((a, v1)y, . . . , (a, vg)y).
Actually, φ could be naturally extended to the singular 1-chains on G. Now we define the
Jacobian torus of G to be
Jac(G) := Rg/φ(Z1(G)).
The standard inner product in Rg induces an inner product on C1(G). The latter is associated
to the symmetric matrix Y˜ := Y V V
⊺
Y . Thus,
(12) Vol(Jac(G)) =
√
det(V ⊺ Y˜ V ) =
√
det(V ⊺Y V )2 = Sym2(G, y).
In fact, this equality holds for a deeper combinatorial reason as it has been shown in
[KS00]. Choosing an arbitrary point p of G leads to a bijection between the set of so-called
break divisors of G and its Jacobian torus. This bijection induced a quasi-partition of the
Jacobian torus into parallelotopes labelled by spanning trees of G (see Figure 1 of [ABKS14]).
The parallelotope associated to a spanning tree T has volume∏
i,ei 6∈E(T )
li.
This gives another proof of the equality (12). ⋄
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In the previous example, the value of the Symanzik polynomial obtained at the end will
not change if one adds or deletes some vertices inside an edge of the metric graph. We will
see in the next subsection that this result is more general. Before that, let us define Symanzik
polynomials with parameters for simplicial complexes.
Definition 3.13. Let w be a family of size l of (d − 1)-boundaries of ∆. We define the
Symanzik polynomial of order k of ∆ with parameters w to be the Symanzik polynomial of u
with parameters w:
Symk(∆;w;x) := Symk(u;w;x). ⋄
The following result is a direct corollary of both Theorem 3.7 and Proposition 2.19.
Corollary 3.14. Let w be a family of size l of (d− 1)-boundaries. Then
Symk(∆;w;x) = |Tor(Hd−1(∆))|k
∑
Γ∈F l(∆)
∑
F⊆Γc
d
Γ∪F∈F0(∆)
(
εΓd(F )
∣∣∣∣ Bd−1(∆)Bd−1(Γ ∪ F )
∣∣∣∣ (w˜, eF ))kxΓcd ,
where ε is defined in Proposition 2.19, and w˜ is a family of d-chains of ∆ such that ∂w˜j = wj
for every j ∈ [l].
Remark 3.15. As in Example 2.20, εΓd has a geometrical meaning. For instance, if l = 1
and if Γ is a 1-forest of ∆, εΓd is one of the two opposite canonical orientations on facets δ of
Γcd such that Γ + δ is a 0-forest of ∆. These orientations are characterized by the fact that,
for any two different such facets δ, δ′, any cycle of Γ + δ + δ′ will follow the orientation of
exactly one of them.
In matroid theory, such orientations are encoded by oriented matroids, or by generalizations
of them like R-matroids. For more details, one can consult [Piq17] and [BB16]. ⋄
3.3. Archimedean height pairing. Let us introduce an interesting inner product which is
linked to Archimedean height pairing. For instance, compare Proposition 3.17 with Theorem
1.2 of [ABBF16].
Let y be a family of n positive real numbers. We denote by Cd(∆;R) the vector subspace
〈Cd(∆)〉. We endow Cd(∆;R) with the inner product (·, ·)y and Cd−1(∆;R) with the standard
inner product (·, ·). This allows us to define the adjoint ∂∗ : Cd−1(∆;R) → Cd(∆;R) of ∂
according to these products.
Notice that Im(∂∗) ⊆ ker(∂)⊥ and ker(∂∗) = Im(∂)⊥. Thus, rk(∂∗) + dim(ker(∂)) 6
dim(Cd(∆;R)) and dim(ker(∂
∗))+ rk(∂) = dim(Cd−1(∆;R)). Using the rank-nullity theorem
twice, we deduce that the inequality must be an equality. Hence,
Im(∂∗) = Zd(∆;R)
⊥.
Let b and b′ be two (d − 1)-boundaries. One can find a unique preimage a ∈ Cd(∆;R) of
b which is orthogonal to Zd(∆;R). The orthogonal of Zd(∆;R) is the image of ∂
∗. Let f be
any preimage of a by ∂∗. Then, we have the following definition.
Definition 3.16. With the above notation, we set
〈b, b′〉y := (f, b′). ⋄
Choosing f ′ such that b′ = ∂∂∗f ′, one has
〈b, b′〉y := (f, ∂∂∗f ′) = (∂∗f, ∂∗f ′)y.
Thus, the product is indeed well-defined, symmetric and positive-definite.
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Proposition 3.17. If y is a family of n positive real numbers and if b is a (d− 1)-boundary
of ∆, then
〈b, b〉y = S˜ym2(∆; (b); y) :=
Sym2(∆; (b); y)
Sym2(∆; y)
.
Proof. Let a be the preimage of b orthogonal to Zd(∆;R), and let v be a basis of Zd(∆;R).
By Propositions 2.15 and 2.18, after simplification of the factors,
Sym2(∆; (b); y)
Sym2(∆; y)
=
‖v ∧ a‖2y
‖v‖2y
= ‖a‖2y = 〈b, b〉y. 
Remark 3.18. If rows of U are free, then the matrix corresponding to ∂∗ is Y −1U
⊺
. There-
fore,
S˜ym2(∆; (b); y) = 〈b, b〉y = (b, (∂∂∗)−1b) = b
⊺
(UY −1U
⊺
)−1b. ⋄
3.4. Symanzik polynomial on triangulable topological spaces. So far, we only dis-
cussed the case of discrete objects. Actually, we can define the Symanzik polynomial of
any sufficiently nice topological space endowed with a diffuse measure (see details below).
This definition is consistent with above definitions when we discretize the space by taking a
triangulation.
Let S be the topological space of a finite CW-complex of dimension d. Assume there is some
finite diffuse measure µ on S, i.e., a measure which is zero on every subset homeomorphic to a
(d− 1)-dimensional ball. Let S˜ be the subset of points z of S such that z has a neighborhood
homeomorphic to a d-dimensional ball. Let (C∗,sing(S), ∂sing) be the complex of singular
homology of S as defined in [Hat02]. Let a ∈ Cd,sing(S) be a singular d-chain of S with
coefficients in Z. If z ∈ S˜ does not belong to the support of ∂singa, then we denote by ωa(z)
the projection of a onto Hd,sing(S,S − z) ≃ Z (we refer to [Hat02] for a definition of relative
homology). We denote Cregd,sing(S;R) the vector subspace of all a ∈ Cd,sing(S;R) such that ωa
is defined µ-almost everywhere. In particular, if a ∈ Zd(S;R), then ωa is defined on S˜, thus
a ∈ Cregd,sing(S;R). Moreover, if a ∈ Cregd,sing(S;R), then ωa is locally constant on its domain.
This can be shown by first projecting a onto Hd,sing(S,S −Vz) where Vz is a neighborhood of
z in the domain of ωa such that Vz is homeomorphic to a d-dimensional ball.
We put a (positive semidefinite) inner product on Cregd,sing(S;R): for k chains a1, . . . , ak ∈
Cregd,sing(S;R),
(a1, . . . , ak)k,µ := (ωa1 , . . . , ωak)Lk(µ) :=
∫
S
ωa1(z) · · ·ωak(z)dµ(z),
where ωa1(z) · · ·ωak(z) is seen as an element of Z (which does not depend on the chosen
isomorphism Hd,sing(S,S − z) ≃ Z). This inner product is also well-defined on Hd,sing(S;R)
by taking any representative. Thus, we have the following definition.
Definition 3.19. With the above notations, the Symanzik polynomial of S of order k with
respect to the measure µ is defined by
Symk(S;µ) := |Tor(Hd−1,sing(S))|k‖v‖kk,µ,
where v is any basis of Hd,sing(S).
Moreover, if w is a family of l elements of Bd−1,sing(S;R) whose supports have measure
zero, then the Symanzik polynomial of S of order k with respect to the measure µ and with
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parameters w is defined by
Symk(S;w;µ) := |Tor(Hd−1,sing(S))|k‖v ∧ w˜‖kk,µ,
where w˜ is a family of elements of Cd,sing(S;R) such that ∂singw˜j = wj for any j ∈ [l]. ⋄
Example 3.20. For example, the Symanzik polynomial of any order of a compact orientable
manifold endowed with a volume form equals its entire volume (the torsion is trivial by the
universal coefficient theorem and Poincaré duality). ⋄
Now let us study triangulations. Let m := |∆0| be the number of vertices of ∆. Set
ν∆ : ∆ → P(Rm),
{i0, . . . , il} 7→ conv(ei0 , . . . , eil),
where (e1, . . . , em) is the standard basis of R
m. We denote by |∆| the standard geometrical
realization of ∆ defined by
|∆| :=
⋃
δ∈∆
ν∆(δ).
A triangulation of S consists of a simplicial complex ∆ and an application Ψ of the form
Ψ = Φ ◦ ν∆ where Φ : |∆| → S is a homeomorphism.
Since S comes from a finite CW-complex, such a triangulation exists. Fix one of them:
(∆,Ψ). The dimension of ∆ is also d.
Theorem 3.21. With above notations, one has
Symk(S;µ) = Symk(∆; y),
where yδ := µ(Ψ(δ)) for every δ ∈ ∆d.
Proof. The homeomorphism Ψ induces a map Ψ′ : Cd(∆) → Cd,sing(S). If δ is a facet of ∆,
for each z ∈ int(Ψ(δ)), ωΨ′(δ)(z) is a generator, and for each z ∈ S˜ \ Ψ(δ), ωΨ′(δ)(z) = 0.
Thus, for k facets δ1 . . . , δk of ∆,
(Ψ′(δ1), . . . ,Ψ
′(δk))µ =
{
µ(Ψ(δ1)) if δ1 = · · · = δk,
0 otherwise
= (δ1, . . . , δk)y.
Moreover, it is well-known that Ψ′ induces an isomorphism Ψ∗ : Hd(∆)
∼−→ Hd,sing(∆) ([Hat02],
Theorem 2.27). Thus, Ψ∗ maps bases of Zd(∆) to bases of Hd,sing(S). If v is a basis of Zd(∆),
and if w is its image by Ψ′, the last equality implies that ‖w‖kk,µ = ‖v‖kk,y. Moreover, Theorem
2.27 of [Hat02] also implies
Tor(Hd−1,sing(S))k = Tor(Hd−1(∆))k.
We conclude by Definition 3.19, Proposition 2.15 and Remark 3.8. 
Thus, the specialization of the polynomial does not depend on the triangulation. Let us
study the abstract meaning of this fact.
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3.5. Partial factorization of Symanzik polynomials. Here is a corollary of Theorem
3.21. Let ∆ be any d-dimensional simplicial complex with n facets. Let (Γ,Ψ) be a triangu-
lation of |∆|. Assume that there exists a map ϕ : Γd → ∆d such that, for any facet γ of Γ,
Ψ(γ) ⊆ ν∆(ϕ(γ)). In this case, we call (Γ,Ψ) a subtriangulation of ∆. Set m := |Γd|.
Corollary 3.22. Let x′ be a family of m variables. For δ ∈ ∆d, let
xδ :=
∑
γ∈ϕ−1(δ)
x′γ .
Then
Symk(Γ;x
′) = Symk(∆;x).
Proof. Let y′ be a family of m positive real numbers. It is not hard to create a finite diffuse
measure µ on |∆| such that µ(Ψ(γ)) = y′γ for every γ ∈ Γd. Thus, considering (∆, ν∆) as a
second triangulation of |∆|, Theorem 3.21 implies
Symk(Γ; y
′) = Symk(∆; y),
where, for δ ∈ ∆d,
yδ =
∑
γ∈ϕ−1(δ)
y′γ .
As this is true for any family y′ of positive numbers, the equality holds in Z[x′]. 
One can go further in the factorization. Let us use notations of the last subsection. We
say that two points z, z′ ∈ S˜ are equivalent if, for every c ∈ Hd,sing(S), ωc(z) is zero if and
only if ωc(z
′) is zero. In particular, all points of a connected component of S˜ are equivalent.
Equivalent classes form a partition S˜1, . . . , S˜l of S˜ (notice that some S˜j could contain several
connected components: see Example 3.26). In what follows, we do not consider the possible
class of points z belonging to no cycle, i.e., such that ωc(z) = 0 for every cycle c. Let j ∈ [l],
zj ∈ S˜j and cj ∈ Hd,sing(S) be such that ωcj(z)2 ∈ Z is nonzero and minimal. Finally, let
τj : S˜ → Z be zero on S˜cj and equal to ωcj
∣∣
S˜j
on S˜j.
Proposition 3.23. With above notations, τj does not depend on zj nor cj . Moreover, there
exists a polynomial PS ∈ Z[T1, . . . , Tl] such that, for every finite diffuse measure µ on S,
Symk(S;µ) = PS(‖τ1‖kLk(µ), . . . , ‖τl‖kLk(µ)).
Proof. Let v be a basis of Hd,sing(S). Let n be the size of v. The Symanzik polynomial equals
P1((vi1 , . . . , vik)k,µ)i1,...,ik∈[n], where P1 is the integer polynomial on n
k variables corresponding
to Tor(Hd−1,sing(S))k · det.
Let c ∈ Hd,sing(S). Then
(13) ωc =
l∑
j=1
ωc(zj)
τj(zj)
τj.
Indeed, for the sake of a contradiction, assume there exists z ∈ S˜ such that ωc(z) 6= ω′c(z),
where ω′c denote the right-hand side. Let j ∈ [l] be such that z ∈ S˜j. Then the cycle
c′ :=
ωc(zj)
τj(zj)
cj − c
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verifies ωc′(zj) = 0, but ωc′(z) = ω
′
c(z) − ωc(z) 6= 0. This is absurd since z and zj are
equivalent.
In particular, if z ∈ S˜j, then
ωc(z)
τj(z)
=
ωc(zj)
τj(zj)
.
This implies that τj does not depend on zj and cj .
Notice that the ratios in (13) are integers by the minimality condition on cj . Rewrit-
ing the elements of v in terms of the τj, we get that the Symanzik polynomial equals
P2((τj1 , . . . , τjk)k,µ)j1,...,jk∈[l] for some integer polynomial P2. But clearly, if j1, . . . , jk ∈ [l],
then
(τj1, . . . , τjk)k,µ =
{‖τj1‖kLk(µ) if j1 = · · · = jk,
0 otherwise.
Finally, there exists PS ∈ Z[T1, . . . , Tl] such that
Symk(S;µ) = PS(‖τ1‖kLk(µ), . . . , ‖τl‖kLk(µ)). 
Now suppose that S = |∆| for some simplicial complex ∆. For every δ ∈ ∆d, int(ν∆(δ)) is
included in a connected component of S˜, thus, in a S˜j for some j ∈ [l]. We pick a point zδ in
the interior of ν∆(δ) for every facet δ ∈ ∆d. Then we set, for j ∈ [l],
Qj(x) =
∑
δ∈∆d
(τj(zδ))
kxδ.
Using the argument we used to deduce Corollary 3.22 from Theorem 3.21, we infer the fol-
lowing corollary from Proposition 3.23.
Corollary 3.24. With above notations,
Sym2(∆;x) = P|∆|(Q1(x), . . . , Ql(x)).
Example 3.25. For example, if ∆ is the bipyramid (Figure 1), |∆| has three equivalence
classes: the equatorial plane and both pyramids. The corresponding factorized polynomial is
Symk(∆;x) = (x1 + x2 + x3)x4 + (x1 + x2 + x3)(x5 + x6 + x7) + x4(x5 + x6 + x7). ⋄
Example 3.26. Let S be the following ∆-complex. We take two copies of Figure 2 and
we identify the four edges labeled by a, and the four edges labeled by b. Then S˜ has two
connected components: the interiors of each copy. But it has only one equivalent class because
rk(Z2(S)) = 1. ⋄
Example 3.27. For any U ∈ Mp,l(Z), it is not hard to create a CW-complex S (of dimen-
sion 2) such that U is the matrix associated to the cellular boundary operator of S. Thus,
triangulating S, there is a simplicial complex ∆ and a factorization of Sym2(∆;x) of the
form det(UX ′U
⊺
). Hence, one can somehow obtain any possible Symanzik polynomial from
simplicial complexes. ⋄
3.6. Symanzik polynomials with parameters and geometry. As we have seen for ma-
troids, parameters are equivalent to matroidal contractions. Thus, it is normal to ask if they
could correspond to topological contractions. Though this is not directly true in general, this
subsection gives some results in this direction.
Let a be a (d− 1)-chain of ∆. If δ ∈ Cd−1(∆), then [δ]a ∈ Z will denote the coefficient of δ
in a. The support of a, denoted by supp(a), is the set of (d− 1)-faces associated to a nonzero
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coefficient in a. One can see ∆ as a CW-complex. Then, ∆
/
supp(a) denotes the CW-complex
obtained as the result of contracting elements in supp(a) (see the following example).
Example 3.28. The cellular homology of ∆
/
supp(a) is naturally isomorphic to the rela-
tive simplicial homology H∗(∆,∆
∣∣
supp(a)
) (see [Hat02]). For instance, Cd−1(∆
/
supp(a)) =
Cd−1(∆)
/
Z〈supp(a)〉. If U is the d-th incidence matrix of ∆, then the d-th incidence matrix
of ∆
/
supp(a) is obtained by removing rows of U corresponding to elements of supp(a). Hence
we can still define the Symanzik polynomial of ∆
/
supp(a).
In fact, if (∆,Ψ) is the triangulation of some CW-complex S, and if µ is some diffuse finite
measure on S, then
Sym2(∆
/
supp(a); y) = Sym2(S
/ ⋃
α∈supp(a)
Ψ(α); µ˜),
where, for δ ∈ ∆d, yδ = µ(Ψ(δ)), the quotient on the right-hand side is the topological
contraction, and µ˜ is the induced measure on the contracted space. ⋄
Definition 3.29. Let b ∈ Bd−1(∆) be a nonzero boundary. Then b is a simple boundary of
∆ if it is a generator of Z〈supp(b)〉 ∩ Bd−1(∆).
Let b, b′ ∈ Bd−1(∆) be two boundaries. Then they are called cosimple boundaries if they
are simple and if they form an independent family of maximal rank of Z〈supp(b)∪ supp(b′)〉∩
Bd−1(∆). In this case, we define:
θb,b′ :=
‖Z(b, b′)‖
‖Z〈supp(b) ∪ supp(b′)〉 ∩ Bd−1(∆)‖ .
⋄
Proposition 3.30. For any (d − 1)-boundary b ∈ Bd−1(∆;R) with real coefficients, there
exist simple boundaries b1, . . . , bl, pairwise cosimple, and real numbers λ1, . . . , λl such that
b = λ1b1 + · · · + λlbl.
Proof. Let D be a maximal subset of supp(b) such that rk(Zd(∆
/
D)) = rk(Zd(∆)). Let
δ ∈ supp(b) \ D. Then Zd(∆/(D + δ))
/
Zd(∆) has rank 1. Let a˜δ be a generator of this
quotient. Let aδ ∈ Cd(∆) be a representative of a˜δ. Let bδ be its boundary. One can easily
check that the bδ, for δ ∈ supp(b) \D, verify the conditions of the proposition, and that
b =
∑
δ∈supp(b)\D
[δ]b
[δ]bδ
bδ. 
Remark 3.31. Let b, b′ be cosimple boundaries of ∆ and let a, a′ be d-chains such that
∂a = b and ∂a′ = b′. Let v be a basis of Zd(∆). Then, v ⋆ (a) is a basis of Zd(∆
/
supp(b)),
and that v ⋆ (a, a′) is a basis of the vector subspace 〈Zd(∆
/
(supp(b) ∪ supp(b′)))〉. Thus, by
Propositions 2.15, 2.18 and Remark 3.8,
Symk(∆;x) = Tor(Hd−1(∆))
k‖v‖kk,x,
Symk(∆; (b);x) = Tor(Hd−1(∆))
k‖v ∧ a‖kk,x,
Symk(∆
/
supp(b);x) = Tor(Hd−1(∆
/
supp(b)))k‖v ∧ a‖kk,x,
Symk(∆; (b, b
′);x) = Tor(Hd−1(∆))
k‖v ∧ a ∧ a′‖kk,x,
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Symk(∆
/
(supp(b) ∪ supp(b′));x) = Tor
(
Hd−1(∆
/
(supp(b) ∪ supp(b′))))k
θkb,b′
‖v ∧ a ∧ a′‖kk,x.
The last denominator comes from the following diagram:
0 〈v〉Z 〈v ⋆ (a, a′)〉Z Z〈supp(b) ∪ supp(b′)〉 ∩ Bd−1(∆) 0
0 Zv Z(v ⋆ (a, a′)) Z(b, b′) 0
∼
∂
⊆
∂
⊆
Thus, adding a parameter which is a simple boundary is equivalent to contracting topo-
logically the support of this boundary, up to a factor. This is still true for two parameters
which are cosimple. ⋄
Thanks to Proposition 3.30 and to Remark 3.31, the following proposition allows us to deal
with more complex cases for order 2.
Proposition 3.32. Let y be a family of n positive real numbers. If v is a basis of Zd(∆) and
if a1, . . . , al are some d-chains of ∆ with real coefficients, then
‖v ∧ (a1 + · · ·+ al)‖2y =
l∑
i=1
‖v ∧ ai‖2y + 2‖v‖2y
∑
16i<j6l
〈∂ai, ∂aj〉y and
‖v‖2y〈∂ai, ∂aj〉y = sign(〈∂ai, ∂aj〉y)
√
‖v ∧ ai‖2y‖v ∧ aj‖2y − ‖v‖2y‖v ∧ ai ∧ aj‖2y.
Proof. Let π be the orthogonal projection onto 〈v〉 for the scalar product (·, ·)y . For each
i ∈ [n], let hi := ai − π(ai). Then,
‖v ∧ (a1 + · · · + al)‖2y = ‖v‖2y‖h1 + · · ·+ hl‖2y = ‖v‖2y
l∑
i=1
‖hi‖2y + 2‖v‖2y
∑
16i<j6l
(hi, hj)y.
By Subsection 3.3, (hi, hj)y = 〈∂ai, ∂aj〉y. Moreover one can factorize ‖v‖y‖hi‖y into ‖v∧ai‖y.
The following calculation gives us the second part of the proposition:
‖v ∧ ai ∧ aj‖2y = ‖v‖2y‖hi ∧ hj‖2y = ‖v‖2y
(‖hi‖2y‖hj‖2y − (hi, hj)2y). 
Remark 3.33. Notice that
P (y) := ‖v‖2y〈∂ai, ∂aj〉y = (v ∧ ai,v ∧ aj)y
is a polynomial in y. More precisely, it is one of the two square roots of the polynomial
‖v ∧ ai‖2y‖v ∧ aj‖2y − ‖v‖2y‖v ∧ ai ∧ aj‖2y. Let J ⊆ [n] and αJ ∈ R∗ be such that αJyJ
c
is a
nonzero monomial of P (y). It is enough to find the sign of αJ to infer which square root is
P (y). The set J corresponds to a 1-forest of ∆. Let δ ∈ Jc be a facet such that Γ := ∆∣∣
J+δ
is a 0-forest of ∆. Then let a′i, a
′
j ∈ Cd(Γ;R) be such that ∂a′i = ∂ai and ∂a′j = ∂aj . Then,
P (y) = (v ∧ a′i,v ∧ a′j)y, and
αJ = (v ∧ a′i, eJc)(v ∧ a′j , eJc) = (± det(VIc)[δ]a′i)(± det(VIc)[δ]a′j),
where the last equality comes from the Laplace cofactor expansion along the last column, and
where both signs are equal. Finally, one only has to look to the orientations of δ in a′i and a
′
j :
sign(αJ) = sign([δ]a
′
i[δ]a
′
j). ⋄
Example 3.34. The results of this subsection let us make computation like the following
one. Consider the following graph G.
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•v1
•v2 •v3 •v4
•
v5
y1
y4
y2
y5
y3
y6
For example, we have the following decomposition into simple boundaries 2v2 − v3 − v4 =
b + b′ where b = v2 − v3 and b′ = v2 − v4. Since we are in a graph, all factors from Remark
3.31 are trivial. Moreover, we have sign(〈b, b′〉y) is constant equal to +1. Hence,
Sym2(G; (2v2 − v3 − v4); y)
= Sym2(G; (b); y) + Sym2(G; (b
′); y)
+2
√
Sym2(G; (b); y) Sym2(G; (b
′); y)− Sym2(G; y) Sym2(G; (b, b′); y)
= Sym2(
•
•
•• ; y) + Sym2(
•
•
•• ; y)
+2
√
Sym2(
•
•
•• ; y) Sym2(
•
•
•• ; y)− Sym2(
•
•
••• ; y) Sym2(
•
•
• ; y).
For example, if we set y1 = · · · = y6 = 1, then it remains to count the number of spanning
trees:
Sym2(G; (2v2 − v3 − v4); y) = 12 + 12 + 2
√
12 · 12− 12 · 9 = 36. ⋄
4. Exchange graph for matroids
This section could seem out of context: we will not talk about Symanzik polynomials.
However, we need Corollary 4.15 below in the next section. Theorem 4.14 and its corollaries
are interesting combinatorial results about connected components of what we call the exchange
graph of a matroid. These results generalize Theorem 2.13 of [Ami16] to the matroids, and
they go further in the study of the exchange graph.
We begin with recalling basic definitions and properties about matroids without any proof.
We refer to [Oxl11] for much information.
A matroid can have many equivalent, or cryptomorphic, definitions. We will mainly use
the following one.
Definition 4.1. A matroid M is a pair which consists of a ground set E, which can be any
finite set, and a family of independent sets I, which is a subset of P(E). We writeM = (E,I).
A matroid has to verify three axioms:
(1) ∅ ∈ I,
(2) (hereditary property) I is stable by inclusion (J ⊆ I ∈ I ⇒ J ∈ I),
(3) (augmentation property) if I, J ∈ I and if |J | < |I|, then there exists i ∈ I \ J such
that J + i ∈ I. ⋄
One could see E as a set of vectors generating some vector space, and I as the set of free
subfamilies of E (though, there are matroids which have not such a representation).
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Let M = (E,I) be a matroid. If I ⊆ E, we define the rank of I by
rk(I) := max
J∈P(I)∩I
|J |.
The rank of M is the rank of E. We call the closure of I the set
cl(I) := {i ∈ E∣∣ rk(I ∪ {i}) = rk(I)} ⊆ E.
This is a closure operator: it is extensive, increasing and idempotent.
A basis is an independent set maximal for the inclusion. The set of all bases is denoted by
B(M). If l is a nonnegative integer, the set of all independents of rank l is denoted by Il. In
fact, B(M) = Irk(M). Moreover, for a given ground set E, a matroid is characterized by its
bases. The bases verify the following exchange property: if I1, I2 are two different bases, then
there exist i ∈ I1 \ I2 and j ∈ I2 \ I1 such that I1 − i+ j is a basis.
In this section, we fix a matroid M = (E,I). We set r := rk(M). If I ⊆ E, fr(I) will
denote the set of elements independent from I, i.e., the complement of cl(I) in E.
We are interested in finding the different connected components of some interesting sub-
graphs of the exchange graph of a matroid we define right below.
Definition 4.2. The exchange graph G = (V, E) associated to M is the graph with vertex
set V := I × I and edge set E such that two vertices (I1, I2) and (I ′1, I ′2) are adjacent if there
exists i ∈ E such that either, I ′1 = I1 + i and I ′2 = I2 − i, or, I ′1 = I1 − i and I ′2 = I2 + i. ⋄
We fix G = (V, E) the exchange graph of M. If U is a subset of V, then G[U ] denotes the
induced subgraph of G with vertex set U , i.e., the subgraph of G of vertex set U and edge set
all the edges connecting pairs of vertices in U . If p, q ∈ [0 . . r], then we set Vp,q := Ip × Iq.
Moreover, if p 6= 0 and q 6= r, we define the bipartite graph Gp,q := G[Vp,q ⊔ Vp−1,q+1].
Remark 4.3. If p ∈ [1 . . r] and q ∈ [0 . . r − 1], then we have a natural graph isomorphism:
Φp,q : Gp,q ∼−−→ Gq+1,p−1,
(I1, I2) ∈ Vp,q ⊔ Vp−1,q+1 7−−→ (I2, I1) ∈ Vq,p ⊔ Vq+1,p−1. ⋄
There are two important invariants in connected components of G. They correspond to
Definitions 4.4 and 4.7 below.
Definition 4.4. If I, J are two non necessarily disjoint sets, we write I ⊎ J for the multiset
containing elements of I and, disjointly, elements of J (such that elements in I ∩ J appear in
I ⊎ J with multiplicity 2). ⋄
Abusing notation, if (U, V ) and (I, J) are two ordered pairs of sets, then we write (U, V ) ⊆
(I, J) if U ⊆ I and V ⊆ J . That defines a partial order on ordered pairs of sets.
Definition 4.5. If (I, J) ∈ I×I is an ordered pair of independent sets and if (U, V ) is another
one, we say that (U, V ) is a codependent pair of (I, J) if (U, V ) ⊆ (I, J) and cl(U) = cl(V ). ⋄
Claim 4.6. Let (I, J) ∈ I × I be an ordered pair of independent sets. Let (U, V ), (U ′, V ′) ∈
I×I be two codependent pairs of (I, J). Then (U ∪U ′, V ∪V ′) is a codependent pair of (I, J).
Proof. Clearly (U ∪ U ′, V ∪ V ′) ⊆ (I, J). And,
cl(U ∪ U ′) = cl(cl(U) ∪ cl(U ′)) = cl(cl(V ) ∪ cl(V ′)) = cl(V ∪ V ′). 
Thanks to the previous claim, and noticing that (∅, ∅) is always a codependent pair, one
can state the following definition.
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Definition 4.7. If (I, J) ∈ I×I is an ordered pair of independent sets, we call maximal code-
pendent pair (or MCP) of I and J , denoted by MCP(I, J), the unique maximal codependent
pair of (I, J) for the inclusion. ⋄
Proposition 4.8. If (I, J) ∈ V, then I ⊎ J and MCP(I, J) are invariant in the connected
component of (I, J) in G, i.e., if (I ′, J ′) is any element of the connected component of (I, J),
then
I ⊎ J = I ′ ⊎ J ′ and MCP(I, J) = MCP(I ′, J ′).
Proof. Let (I, J) and (J ′, I ′) be two neighbors in V such that there exists i ∈ E such that
I ′ = J + i, and I = J ′ + i. One has
I ⊎ J = (J ′ + i) ⊎ J = J ′ ⊎ (J + i) = J ′ ⊎ I ′.
Moreover, if (U, V ) := MCP(I, J), since i ∈ fr(J), i 6∈ cl(V ), and so i 6∈ U . Thus,
MCP(I, J) = MCP(I− i, J) = MCP(J ′, J). Using the same argument on (J ′, I ′), one obtains
that MCP(I, J) = MCP(J ′, I ′). The end of the proof is now straightforward. 
Let us fix p ∈ [1 . . r] and q ∈ [0 . . r − 1]. The nice result is that the two invariants of
Proposition 4.8 form a complete set of invariants (see Corollary 4.16). This is also true for
Gp,q if we ignore isolated vertices. That is why we first study which vertices are isolated.
Proposition 4.9. Let (I, J) be a vertex of G. Then:
(1) (I, J) is an isolated vertex of G if and only if cl(I) = cl(J), i.e., MCP(I, J) = (I, J);
(2) if (I, J) ∈ Gp,q, then (I, J) is an isolated vertex of Gp,q if and only if one of the two
following cases happens.
• either (I, J) ∈ Vp,q and I ⊆ cl(J),
• or (I, J) ∈ Vp−1,q+1 and J ⊆ cl(I);
(3) if p = q + 1, Gp,q has no isolated vertex.
Proof. Let (I, J) ∈ Vp,q. The neighborhood of (I, J) in Gp,q consists of all vertices of the form
(I− i, J + i) for i ∈ I ∩ fr(J). Thus, Point (2) is clear. Then, (I, J) is isolated in G if and only
if it is isolated in Gp,q and in Gp+1,q−1 (if p 6= r and q 6= 0). By Point (2), this is equivalent
to I ⊆ cl(J) and J ⊆ cl(I), i.e., to cl(I) = cl(J) (notice that the second inclusion is trivial if
p = r or q = 0). Finally, if p > q, rk(I) > rk(J), thus I cannot be a subset of cl(J). Thus, if
p = q + 1, we can get Point (3) from Point (2). 
Let us introduce another definition below. Actually, it is equivalent to Definition 4.7.
Definition 4.10. Let (I, J) ∈ Vp,q and let W be the connected component of (I, J) in Gp,q.
Then we define the couple of fixed elements of (I, J) by
CFE(I, J) :=
( ⋂
(U,V )∈W
U,
⋂
(U,V )∈W
V
)
. ⋄
Proposition 4.11. If (I, J) is a non-isolated vertex of Gp,q, then
MCP(I, J) = CFE(I, J).
We need the following lemma which is a direct consequence of Proposition 1.1.6 of [Oxl11].
Lemma 4.12. If U ∈ I and i ∈ cl(U), then {C ⊆ U ∣∣i ∈ cl(C)} admits a least element for
the inclusion.
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Proof of the proposition. Let (P1, P2) := CFE(I, J). Denote by W the set of vertices in the
connected component of (I, J) in Gp,q and byWp,q, resp. byWp−1,q+1, the intersectionW∩Vp,q,
resp. W ∩ Vp−1,q+1. By Proposition 4.8, it is clear that MCP(I, J) ⊆ CFE(I, J).
In order to prove the other inclusion, we introduce the two following sets
Q1 :=
⋂
(J1,I1)∈Wp−1,q+1
cl(J1), Q2 :=
⋂
(I2,J2)∈Wp,q
cl(J2).
Clearly,
(14) P1 ⊆ Q1 and P2 ⊆ Q2.
The interesting property of these sets is that
(15) Q1 = Q2.
In order to prove this, it is enough to show that any element of E which is not in Q2, is not in
Q1 either. Let i be an element of E which is not in Q2. There exists (I2, J2) ∈ Wp,q such that
i 6∈ cl(J2). If i 6∈ cl(I2), then i 6∈ cl(J1) for any neighbor (J1, I1) of (I2, J2), and so i 6∈ Q1.
Otherwise, assume i ∈ cl(I2). By Lemma 4.12, there exists a least element for the inclusion
C ⊆ I2 such that i ∈ cl(C). Since i 6∈ cl(J2), we have C 6⊆ cl(J2). Let j ∈ C ∩ fr(J2). One
obtains that (I2−j, J2+j) ∈ Wp−1,q+1, and that i 6∈ cl(I2−j) since C 6⊆ I2−j. Thus, i 6∈ Q1.
The third result is
(16) Q2 ⊆ cl(P2).
To see this, let i ∈ Q2. Let (J1, I1) be a neighbor of (I, J). One has i ∈ cl(J), and so i ∈ cl(I1)
(since J ⊆ I1). Thus, by Lemma 4.12, one can choose C, resp. C1, minimal for the inclusion
in J , resp. I1, such that i is in the closure of C, resp. C1. By minimality, C = C1. Hence, by
connectivity, for all (U, V ) ∈ W, C ⊆ V . Thus, we have C ⊆ P2, and so i ∈ cl(P2).
We now have all the needed intermediate results. Equations (14), (15) and (16) imply that
P1 ⊆ Q1 = Q2 ⊆ cl(P2), and so cl(P1) ⊆ cl(P2). Using a symmetric argument, we obtain that
cl(P2) ⊆ cl(P1) and so cl(P1) = cl(P2). Thus, (P1, P2) is a dependent ordered pair of (I, J).
In particular, (P1, P2) = CFE(I, J) ⊆ MCP(I, J). 
In what follow, we will use the following lemma, which is easy to prove.
Lemma 4.13. Let U,U ′ ∈ I be such that |U | = |U ′| and fr(U) 6= fr(U ′). Then, U ∩ fr(U ′)
and U ′ ∩ fr(U) are nonempty.
Now we can state the main theorem of this section.
Theorem 4.14. Let (I, J) and (I ′, J ′) be two non-isolated vertices of Gp,q. Then (I, J) and
(I ′, J ′) are in the same connected component of Gp,q if and only if
I ⊎ J = I ′ ⊎ J ′ and MCP(I, J) = MCP(I ′, J ′).
Proof. The forward direction is given by Proposition 4.8.
Let (I0, J0) and (I
′
0, J
′
0) be two non-isolated vertices of Gp,q such that I0 ⊎ J0 = I ′0 ⊎
J ′0 and MCP(I0, J0) = MCP(I
′
0, J
′
0). Denote by W, resp. W ′, the set of vertices in the
connected component of (I0, J0), resp. of (I
′
0, J
′
0), in Gp,q. DefineWp,q :=W∩Vp,q, and define
similarly Wp−1,q+1,W ′p,q,W ′p−1,q+1. Since both vertices are assumed to be non-isolated, the
four previous sets are nonempty. If (I, J) and (I ′, J ′) are two elements of Vp,q, we set
d((I, J), (I ′, J ′)) := |I \ I ′| = p− |I ∩ I ′|.
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Now, set (I, J) ∈ Wp,q and (I ′, J ′) ∈ W ′p,q such that d((I, J), (I ′, J ′)) is minimal. Set d :=
d((I, J), (I ′, J ′)). We must show that d = 0.
For the sake of a contradiction, assume that d 6= 0. Set (P1, P2) := CFE(I, J) and
(P ′1, P
′
2) := CFE(I
′, J ′). Assume for now the following equation.
(17) ∀(I˜ , J˜) ∈ Wp,q, J \ J ′ ⊆ J˜ .
First, if (J˜ , I˜) ∈ Wp−1,q+1, one can find a neighbor (I˜1, J˜1) ∈ Wp,q of (J˜ , I˜). We have
J \ J ′ ⊆ J˜1 ⊆ I˜. Thus, one can replace Wp,q by W in (17), i.e.,
J \ J ′ ⊆ P2.
Secondly, since d 6= 0, J 6= J ′. Hence
J \ J ′ 6= ∅.
Thirdly, P ′2 ⊆ J ′. Thus
(J \ J ′) ∩ P ′2 = ∅.
Finally, the three last equations implies that P2 6= P ′2. Therefore CFE(I, J) 6= CFE(I ′, J ′).
By Proposition 4.11, MCP(I, J) 6= MCP(I ′, J ′). Applying Proposition 4.8, MCP(I0, J0) 6=
MCP(I ′0, J
′
0). This contradicts our assumption.
It remains to prove Equation (17). We note first that
(18) I ∩ J = I ′ ∩ J ′.
This can be easily deduced from I ⊎ J = I ′ ⊎ J ′.
Next, we have
(19) fr(J) = fr(J ′).
To see this, suppose for the sake of a contradiction that this equation is false. By Lemma
4.13, there exists an i ∈ J ∩ fr(J ′). One can see that i ∈ I ′, because i ∈ (I∪J)\J ′. Moreover,
let j ∈ fr(I ′ − i) ∩ I, which exists because rk(I ′ − i) < rk(I). Similarly, j ∈ J ′ + i. One
obtains that (I ′ − i+ j, J ′ + i− j) ∈ W ′p,q and (I ′ − i+ j) ∩ I = (I ′ ∩ I) + j, because j ∈ I
and i 6∈ I (otherwise one would have i ∈ I ∩ J , and so i ∈ I ′ ∩ J ′ by (18); but i ∈ fr(J ′)).
The last equality contradicts minimality of d.
Now set i ∈ fr(J) ∩ I, which exists by Proposition 4.9, (2). One has directly by (19) that
i ∈ fr(J ′), and so i ∈ I ∩ I ′. Then we prove that
fr(I − i) = fr(I ′ − i).(20)
Otherwise, by Lemma 4.13, one could set j ∈ (I ′−i) ∩ fr(I−i) and j′ ∈ (I−i) ∩ fr(I ′−i). But
(I−i+j, J+i−j) ∈ Wp,q and (I ′−i+j′, J ′+i−j′) ∈ W ′p,q. Moreover (I−i+j) ∩ (I ′−i+j′) =
(I ∩ I ′)− i+ j + j′. Once more, that contradicts minimality of d.
If (J1, I1) is a neighbor of (I, J), and if (I2, J2) is a neighbor of (J1, I1), then there exists an
i ∈ fr(J) such that I1 = J+ i, and there exists a j ∈ fr(J1) = fr(I− i) such that I2 = I− i+ j.
By (19), i ∈ fr(J ′), and, by (20), j ∈ fr(I ′ − i). Setting (I ′2, J ′2) := (I ′ − i+ j, J ′ + i− j), one
obtains that (I ′2, J
′
2) ∈ W ′p,q. First observe that
J2 \ J ′2 = (J + i− j) \ (J ′ + i− j) = J \ J ′,(21)
I2 \ I ′2 = (I − i+ j) \ (I ′ − i+ j) = I \ I ′.(22)
Hence, d((I2, J2), (I
′
2, J
′
2)) = d is minimal. We infer that this two vertices also verifies Equa-
tions (18), (19) and (20).
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Now let (I˜ , J˜) ∈ Wp,q. Since (I2, J2) has been arbitrarily chosen among neighbors of
neighbors of (I, J), one can in the same way choose a path in W:
((I, J), (J1, I1), (I2, J2), (J3, I3), . . . , (In, Jn) = (I˜ , J˜)).
To this path corresponds a path in W ′:
((I ′, J ′), (J ′1, I
′
1), (I
′
2, J
′
2), (J
′
3, I
′
3), . . . , (I
′
n, J
′
n)).
Set (I˜ ′, J˜ ′) := (I ′n, J
′
n). Equations (18), (19), (20), (21) and (22) propagate along the paths.
In particular, J˜ \ J˜ ′ = J \ J ′. Hence,
J \ J ′ ⊆ J˜ .
We conclude that (17) is true, which prove the theorem. 
This first corollary will be useful in Section 5.
Corollary 4.15. Let (I, J), (I ′, J ′) be two arbitrary vertices of Gr,r−1. Then (I, J) and (I ′, J ′)
are in the same connected component of Gr,r−1 if and only if
I ⊎ J = I ′ ⊎ J ′ and MCP(I, J) = MCP(I ′, J ′).
Proof. It suffices to combine Theorem 4.14 with Point (3) of Proposition 4.9. 
The second corollary extends Theorem 4.14 to the case of the whole exchange graph.
Corollary 4.16. Let (I, J), (I ′, J ′) be two arbitrary vertices of G. Then (I, J) and (I ′, J ′)
are in the same connected component of G if and only if
I ⊎ J = I ′ ⊎ J ′ and MCP(I, J) = MCP(I ′, J ′).
Proof. The forward direction is given by Proposition 4.8. For the other direction, let (I, J)
and (I ′, J ′) be two vertices of G such that I ⊎ J = I ′ ⊎ J ′ and MCP(I, J) = MCP(I ′, J ′). Let
p :=
⌈ |I|+ |J |
2
⌉
=
⌈ |I ′|+ |J ′|
2
⌉
,
q :=
⌊ |I|+ |J |
2
⌋
=
⌊ |I ′|+ |J ′|
2
⌋
.
Note that p − q is either zero or one. If |J | > |I|, then J ∩ fr(I) is nonempty. Let j be an
element of this set. Then (I + j, J − j) is adjacent to (I, J). Iterating this process, it is clear
that, if |J | > |I|, the connected component of (I, J) contains a vertex of Gp,q. Actually, this
is still true if |J | 6 |I| putting elements of I in J and stopping at the right time. Let (I˜ , J˜),
resp. (I˜ ′, J˜ ′), be an element of Gp,q in the connected component of (I, J), resp. of (I ′, J ′). We
have I˜ ⊎ J˜ = I˜ ′ ⊎ J˜ ′ and MCP(I˜ , J˜) = MCP(I˜ ′, J˜ ′). Thus, (I˜ , J˜) and (I˜ ′, J˜ ′) are connected in
Gp,q, thus in G, provided they are not isolated in Gp,q. There are two possibilities.
If p = q+1, then they cannot be isolated by Proposition 4.9 (3). Otherwise, p = q. In this
case, suppose, for example, that (I˜ , J˜) is isolated. Then, by Proposition 4.9 (2), I˜ ⊆ cl(J˜).
But, since |J˜ | = |I˜|, cl(J˜) = cl(I˜), thus MCP(I˜ , J˜) = (I˜ , J˜), and so MCP(I˜ ′, J˜ ′) = (I˜ , J˜).
Looking at cardinalities, this last equality implies that (I˜ , J˜) = (I˜ ′, J˜ ′).
In every case, (I˜ , J˜) and (I˜ ′, J˜ ′) are in the same connected component, so are (I, J) and
(I ′, J ′). 
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Remark 4.17. Let I ⊆ E be a subset of size l > r. We call I a coindependent of rank l if
Ic is an independent of the dual of M. Let J be the set containing all the independents and
all the coindependents. One can extend G setting V := J × J and defining the edges in a
similar way to Definition 4.2. Then Conjecture 1.8. of [Bla08] is equivalent to the conjectural
extension of Corollary 4.15 to Gr,r. This conjecture is a part of the White’s conjecture about
toric ideals of matroids. ⋄
Now we arrive to the last section of this paper which generalizes Theorem 1.1 of [Ami16].
5. Variation of Symanzik rational fractions
In this section, if Y,Z ∈ Ckn(R) are any two hypercubic matrices of order k and of size n,
we set, for k + 1 families u, u(1), . . . , u(k) of size p in R
n,
(u(1), . . . ,u(k))k,y := det(Y ·1 U(1) · · · ·k U(k)), ‖u‖k,y := k
√
(u, . . . ,u)k,y,
where, in this section, (u, . . . , u)k,y will always be nonnegative. Moreover, we use the same
definition replacing Y by Y + Z and y by y + z.
Let n, p be two positive integers, let u be a family of size n of elements of Rp, and let r be its
rank. We set M := Mu the matroid associated to u. Let v be such that v
⊺
is a basis of ker(U).
Let β ∈ 〈u〉 be any vector, α ∈ Rn be such that Uα = β and w := (v⊺ ⋆ (α))⊺ . Moreover, we
set ∆ a simplicial complex of dimension d > 0 with n facets and p (d− 1)-dimensional faces.
In this last section, we state a nice property of Symanzik rational fractions defined in
Definition 2.21. One can roughly states it as “a bounding deformation of the metric of
a simplicial complex only implies a uniformly bounded variation of the Symanzik rational
fraction with one parameter”, where uniformly means that the bound does not depend on the
chosen metric.
We can extend Propositions 2.15 and 2.18 to get
S˜ymk(u; (β); y) =
‖w⊺‖kk,y
‖v⊺‖kk,y
.
If U is the d-th incidence matrix of the simplicial complex ∆ of dimension d, we have seen
that it is natural to assign the volume of the i-th facet of ∆ to yi, for each i ∈ [n]. That is
why we will deform the metric of ∆ by slightly perturbing y.
Let k be any even positive integer. Let U be some space and Z : U → Ckn(R) be a bounded
map (i.e., each entry is bounded). Let y1, . . . , yn : U → R+ be n functions and let
Y : U −→ Ckn(R),
t 7−→ diagk(y1(t), . . . , yn(t)).
Suppose that (v, . . . ,v)y(t)+z(t) is positive for all t ∈ U . This is always true for sufficiently
large y1, . . . , yn.
If φ and ψ are two functions from U to R, then the notation φ = Oy(ψ) means that there
exist two positive constants c and C such that, for all t ∈ U , y1(t), . . . , yn(t) > C implies
that |φ(t)| 6 c|ψ(t)|. Similarly, the notation φ = oy(ψ) means that, for all positive real ε,
there exists a positive real Cε such that, for all t ∈ U , y1(t), . . . , yn(t) > Cε implies that
|φ(t)| 6 ε|ψ(t)|.
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Theorem 5.1. With the above notations, we have
‖w⊺‖ky
‖v⊺‖ky
− ‖w
⊺‖ky+z
‖v⊺‖ky+z
= Oy(1).
Much of the rest of this section is devoted to the proof of this theorem. The proof essentially
follows that of Theorem 1.1 in [Ami16]. Here are the main steps of the proof. First we find an
equivalent statement where the left-hand member is the difference of two polynomials (Claim
5.2, and beyond). Then we partially develop the polynomials in order to treat each term
separately. Next, we introduce a graph G similar to the exchange graph G of Section 4. Each
term corresponds to a vertex of G. Claim 5.4 states some properties of the terms which can
be seen on the graph. For instance, if (the vertices corresponding to) two terms are linked,
then the difference between them are negligible (more exactly, one has to multiply one of the
term by an explicit constant for this to be true). Thus, if a term is negligible, all terms in its
connected components are negligible. For other terms, the idea is to use Section 4 to associate
bijectively each such term with another term in its connected component that compensates
the first one (Claim 5.6). Before that, Claim 5.5 explicits the link between G and G.
Let us set the following functions
f1 := ‖v⊺‖ky , f2 := ‖w
⊺‖ky , g1 := ‖v
⊺‖ky+z , g2 := ‖w
⊺‖ky+z.
Let e be the canonical basis of Rn. Decomposing along the standard orthonormal basis,
we obtain
g1 = ‖v⊺‖ky+z
=
∑
K1,...,Kk⊆[n]
|K1|=···=|Kk|=n−r
(v
⊺
, eK1) · · · (v
⊺
, eKk)(eK1 , . . . , eKk)y+z .
This can be rewritten in the form
(23) g1 =
∑
I1,...,Ik∈Ir
det(VIc1) · · · det(VIck)(eIc1 , . . . , eIck)y+z.
In the same way,
g2 =
∑
J1,...,Jk∈Ir−1
det(WJc1 ) · · · det(WJck)(eJc1 , . . . , eJck)y+z,
f1 =
∑
I∈Ir
det(VIc)
kyI
c
,
f2 =
∑
J∈Ir−1
det(WJc)
kyJ
c
.
Notice that f1 is a homogeneous polynomials of R[y] of degree n − r and that all its
coefficients are positive. Moreover all coefficients of g1 and g2 are bounded.
If I is a subset of [n] and if h ∈ R[y], let us denote by [yI ]h the coefficient of the monomial
yI in h. For example, if I ∈ Ir, the monomial yIc of g1 is only present in the term where all
Iis are equal to I. Thus
[yI
c
]g1 = [y
Ic ]
(
det(VIc)
k‖eIc‖ky+z
)
= det(VIc)
k.
We deduce that these coefficients are constant, and that for all I ∈ I,
(24) [yI
c
]g1 = [y
Ic ]f1.
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The statements of the theorem is that f2/f1−g2/g1 = Oy(1). Let us simplify this statement
thanks to the following claim.
Claim 5.2. We have g1 − f1 = oy(f1).
Proof of the claim. By (24), g1−f1 is a polynomial of degree at most n−r−1. Moreover, its
coefficients are bounded functions. Let K ⊆ [n] be an arbitrary subset such that [yK ](g1−f1)
is nonzero. Then, |K| < n−r. Since f1 is homogeneous of degree n−r, [yK ](g1−f1) = [yK ]g1.
From (23) we infer that K ⊆ Ic1 ∩ · · · ∩ Ick for some sets I1, . . . , Ik ∈ Ir. Thus, K ( Ic1. It
happens that [yI
c
1 ]f1 = det(VIc1)
k is a positive integer. Since [yK ](g1 − f1) is bounded,(
[yK ](g1 − f1)
)
yK = oy(y
Ic1).
Since all coefficients of f1 are positive, we can sum all terms of (g1 − f1), and then conclude
the proof. 
Multiplying f2/f1 − g2/g1 by f1g1, and using the claim, it remains to show that
g1f2 − f1g2 = Oy(f21 ).
Notice that the monomials with nonzero coefficients in f21 are exactly the monomials of the
form yI
c
yI
′c
where (I, I ′) ∈ Ir × Ir.
Let us rewrite
g1(t)f2(t) =
∑
I1,...,Ik∈Ir
∑
J∈Ir−1
s(I1, . . . , Ik, J)h(I1, . . . , Ik, J ; t),
where
h(I1, . . . , Ik, J ; t) := (eIc1 , . . . , eIck)y+zy
Jc
is a polynomial whose coefficients are functions, and
s(I1, . . . , Ik, J) = det(VIc1 ) · · · det(VIck) det(WJc)k
is a real number. Similarly,
f1(t)g2(t) =
∑
J1,...,Jk∈Ir−1
∑
I∈Ir
s(J1, . . . , Jk, I)h(J1, . . . , Jk, I; t),
where
h(J1, . . . , Jk, I; t) := (eJc1 , . . . , eJ
c
k
)y+zy
Ic ,
s(J1, . . . , Jk, I) := det(WJc1 ) · · · det(WJck) det(VIc)k.
We will not develop the polynomials further.
It is clear that
h(K1, . . . ,Kk, L; t) = Oy(yKc1∩···∩KcnyLc)
= Oy(y(K1∪···∪Kn)cyLc).(25)
Let us define a new graph which is slightly similar to the exchange graph Gr,r−1 of M. Let
G = (V,E) be a bipartite graph with vertex set V = Vr−1,r ⊔Vr,r−1 and edge set E where
Vr−1,r := (Ir−1)k × Ir,
Vr,r−1 := (Ir)k × Ir−1,
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and where two vertices (J1, . . . , Jk, I) ∈ Vr−1,r and (I1, . . . , Ik, J) ∈ Vr,r−1 are connected by
an edge if and only if there exists i ∈ fr(J1)∩· · ·∩ fr(Jk)∩I such that I = J+ i and Il = Jl+ i,
for all l ∈ [k].
Now one can see h and s as some functions on G. Moreover
g1(t)f2(t) =
∑
a∈Vr,r−1
s(a)h(a; t),
g2(t)f1(t) =
∑
a∈Vr−1,r
s(a)h(a; t).
Thus, each vertex of G corresponds to a part of the difference between both polynomials.
Let ε be define as in Lemma 2.14. Let a = (I1, . . . , Ik, J) ∈ Vr,r−1 and b = (J1, . . . , Jk, I)
be two adjacent vertices of G. Let i ∈ [n] be such that I = J + i. We define
ηa,b := ηb,a := ε(I
c
1 ⋆ i) · · · ε(Ick ⋆ i),
where we omitted the brackets around i.
Definition 5.3. A vertex (J1, . . . , Jk, I) in Vr−1,r is said ordinary if fr(J1) = · · · = fr(Jk). A
vertex (I1, . . . , Ik, J) in Vr,r−1 is said ordinary if I1 ∩ fr(J) = · · · = Ik ∩ fr(J). A vertex of V
which is not ordinary is called special. ⋄
Claim 5.4. Here are some properties of h and s.
(1) If a and b are two adjacent vertices of G, then h(a; t) − ηa,bh(b; t) = Oy(f21 ).
(2) If a is a special vertex of V, then h(a; t) = Oy(f21 ).
(3) Let b := (J1, . . . , Jk, I) ∈ Vr−1,r be an ordinary vertex and let a := (I1, . . . , Ik, J) ∈
Vr,r−1 be one of its neighbors. If det(WJc1 ) 6= 0 then, for all ℓ ∈ [k],
det(VIc
ℓ
)
det(VIc1)
=
ε(Icℓ ⋆ i) det(WJcℓ )
ε(Ic1 ⋆ i) det(WJc1 )
,
where i verifies I = J + i.
(4) With the notations of the third point, if s(a) and s(b) are nonzero, then
s(a)
det(VIc1 )
k det(WJc)k
= ηa,b
s(b)
det(WJc1 )
k det(VIc)k
.
Proof. (1) Let a = (J1, . . . , Jk, I) ∈ Vk−1,k and b = (I1, . . . , Ik, J) be two adjacent ver-
tices. Let i ∈ [n] be such that I = J + i. Let us extract yi from h(a; t) and from
h(b; t). One has
h(I1, . . . , Ik, J ; t) = (eIc1 , . . . , eIck)y+zy
Jc
=
(
(eIc1 , . . . , eI
c
k
)y+zy
Ic
)
yi,
and, using the Laplace cofactor expansion along the column of the determinant which
contains yi,
h(J1, . . . , Jk, I; t) = (eJc1 , . . . , eJ
c
k
)y+zy
Ic
= ε(Ic1 ⋆ i) · · · ε(Ick ⋆ i)(eIc1 ∧ ei, . . . , eIck ∧ ei)y+zyI
c
=
(
ηa,b(eIc1 , . . . , eI
c
k
)y+zyi +Oy(yIc1∩···∩Ick)
)
yI
c
.
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Thus,
h(a; t) − ηa,bh(b; t) = Oy(yIc1∩···∩IckyIc)
= Oy(yIc1yIc).
The monomial yI
c
1yI
c
is present in f21 with a positive coefficient. Thus,
h(a; t) − ηa,bh(b; t) = Oy(f21 ).
(2) Since there are two kinds of special vertices, we will make two cases.
Let a = (J1, . . . , Jk, I) be a special vertex of Vr−1,r. Assume, without loss of
generality, that fr(J1) 6= fr(J2). We have seen in (25) that
h(a; t) = Oy(y(J1∪···∪Jk)cyIc).
By Lemma 4.13, fr(J1) 6= fr(J2) implies that there exists j ∈ J1 ∩ fr(J2). Since
rk(J2) = r − 1, the set I ′ := J2 + j is in Ir. But I ′ ⊆ J1 ∪ · · · ∪ Jk, and so
y(J1∪···∪Jk)
c
= Oy(yI′c).
Then,
h(a; t) = Oy(yI′cyIc) = Oy(f21 ).
In the same way, if a = (I1, . . . , Ik, J) is a special vertex of Vr,r−1, we have
h(a; t) = Oy(y(I1∪···∪Ik)cyJc).
Assume, without loss of generality, that there exists an element i in (I1∩ fr(J))\ (I2 ∩
fr(J)). One has
i 6∈ (I1 ∪ · · · ∪ Ik)c, (I1 ∪ · · · ∪ Ik)c ⊆ Ic2, i ∈ Ic2.
This implies (I1∪· · ·∪ Ik)c+ i ⊆ Ic2. Moreover, the set I := J+ i is in Ir. One obtains
y(I1∪···∪Ik)
c
yJ
c
= y(I1∪···∪Ik)
c+iyJ
c−i
= Oy(yIc2yIc).
Finally,
h(a; t) = Oy(f21 ).
(3) Let w˜ := w ⋆ ((0, . . . , 0,−1)) and u˜ such that u˜⊺ is a basis of 〈(u ⋆ (β))⊺〉. Notice that
U˜W˜
⊺
= 0. The statement is equivalent to
det(W˜Ic
ℓ
+(n+1))
det(W˜Ic1+(n+1))
=
ε(Icℓ ⋆ i) det(W˜Jcℓ )
ε(Ic1 ⋆ i) det(W˜Jc1 )
.
The families u˜ and w˜ verify the conditions of Lemma 2.14. Applying the lemma, last
equation is equivalent to
(26)
ε((Icℓ + (n+ 1)) ⋆ Iℓ) det(U˜Iℓ)
ε((Ic1 + (n+ 1)) ⋆ I1) det(U˜I1)
=
ε(Icℓ ⋆ i)ε(J
c
ℓ ⋆ (Jℓ + (n+ 1))) det(U˜Jℓ+(n+1))
ε(Ic1 ⋆ i)ε(J
c
1 ⋆ (J1 + (n + 1))) det(U˜J1+(n+1))
.
We can make some simplifications. For example,
ε((Icℓ + (n+ 1)) ⋆ Iℓ) = (−1)|Iℓ|ε(Icℓ ⋆ Iℓ ⋆ (n+ 1)) = (−1)|Iℓ|ε(Icℓ ⋆ Iℓ).
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After simplification, we get
ε(Icℓ ⋆ Iℓ)ε(Jℓ ⋆ i) det(U˜Jℓ ⋆ U˜i)
ε(Ic1 ⋆ I1)ε(J1 ⋆ i) det(U˜J1 ⋆ U˜i)
=
ε(Icℓ ⋆ i ⋆ Jℓ) det(U˜Jℓ+(n+1))
ε(Jc1 ⋆ i ⋆ J1) det(U˜J1+(n+1))
.
As b is ordinary, cl(Jℓ) = cl(J1). Thus there exists P ∈ Mr−1(R) such that UJℓ =
UJ1P . Hence, setting
P˜ =
 P 0···0
0 ··· 0 1
 ,
one obtains U˜Jℓ ⋆ U˜i = (U˜J1 ⋆ U˜i)P˜ and U˜Jℓ+(n+1) = U˜J1+(n+1)P˜ . So, both ratios equal
det(P ) up to a sign.
Now we compute the sign of the numerators:
ε(Icℓ ⋆ Iℓ)ε(Jℓ ⋆ i)ε(I
c
ℓ ⋆ i ⋆ Jℓ) = ε(I
c
ℓ ⋆ i ⋆ Jℓ)ε(i ⋆ Jℓ)ε(Jℓ ⋆ i)ε(I
c
ℓ ⋆ i ⋆ Jℓ)
= (−1)r−1.
The signs of the numerators and the denominators simplify, which concludes the proof.
(4) Since s(a) and s(b) are nonzero, det(WJc) and det(WJc1 ) are nonzero too. Thus we
can apply Point (3) for all ℓ ∈ [k]. Multiplying left-hand members and right-hand
members, we get the equality of Point (4). 
Let CC(G) be the set of connected components of G. If H = (V′,E′) ∈ CC(G), we set
V′r−1,r := V
′ ∩Vr−1,r and
V′r,r−1 := V
′ ∩Vr,r−1.
Moreover, we denote by OCC(G) the set of ordinary connected components of G that only
contain ordinary vertices. Let SCC(G) := CC(G) \ OCC(G) be the set of special connected
components of G.
The equation we wanted to show, namely,
g1f2 − g2f1 = Oy(f21 ),
is equivalent to ∑
(V′,E′)∈CC(G)
( ∑
a∈V′r,r−1
s(a)h(a; t) −
∑
a∈V′r−1,r
s(a)h(a; t)
)
= Oy(f21 ).
In the above sum, we can remove the special connected components because of Points (2)
and (1) of Claim 5.4. Thus, it remains to show∑
(V′,E′)∈OCC(G)
( ∑
a∈V′r,r−1
s(a)h(a; t) −
∑
a∈V′r−1,r
s(a)h(a; t)
)
= Oy(f21 ).
Actually, we will prove that, for all H = (V′,E′) ∈ OCC(G),
(27)
∑
a∈V′r,r−1
s(a)h(a; t) −
∑
a∈V′r−1,r
s(a)h(a; t) = Oy(f21 ).
Now we will see that any ordinary connected component of G is naturally isomorphic to
a connected component of (a subgraph of) the exchange graph of M. This will allow us to
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applied the results of Section 4. More precisely, for each a ∈ V′r,r−1, we will find a b ∈ V′r−1,r
in the same connected component such that
s(a)h(a; t) − s(b)h(b; t) = Oy(f21 ).
Fix a connected component H = (V′,E′) in OCC(G). Let G = (V, E) be the exchange
graph of M, as defined in Section 4. We define the following projection:
π : V → Vr,r−1 ⊔ Vr−1,r,
(K1, . . . ,Kk, L) 7→ (K1, L).
Let H := G[π(V′)] be the induced subgraph of G with vertex set the image of V′ by π. Let
V ′ be its vertex set and E ′ be its edge set. We have the following claim.
Claim 5.5. H is a connected component of Gr,r−1, and the map π induces an isomorphism
of graphs between H and H.
Proof. First we prove that π is injective on H. Notice that, as for G, for every l ∈ [k],
Kl ⊎ L is invariant in the connected components of G, i.e., if a = (K1, . . . ,Kk, L) and b =
(K ′1, . . . ,K
′
k, L
′) are two vertices in H, then Kl ⊎ L = K ′l ⊎ L′ for all l ∈ [k]. Thus, if we
know a, we can retrieves b only knowing L′. But L′ is encoded in π(b). That concludes the
injectivity. Thus π induces a bijection between V′ and V ′.
Next, we prove that π induces a natural bijection between E′ and edges of Gr,r−1 which
are incident to a vertex of H. Let e ∈ E′ and let a and b be its two endpoints. Using the
definitions, it is clear that π(a) and π(b) are linked.
Reciprocally, let e be an edge of Gr,r−1 which is incident to a vertex a of V ′. Let a ∈ V′
such that π(a) = a. Let b be the other endpoint of e. We want to show that there exists b in
V such that π(b) = b and that a and b are connected by an edge. There are two cases.
• If a = (J1, . . . , Jk, I) ∈ Vr−1,r, then a = (J1, I). There exists i ∈ fr(J1) such that
b = (J1 + i, I − i). Since a is an ordinary vertex, i ∈ fr(J1) implies that i ∈ fr(Jl) for
all l ∈ [k]. Thus, b := (J1 + i, . . . , Jr + i, I − i) is a neighbor of a such that π(b) = b.
• If a = (I1, . . . , Ik, J) ∈ Vr,r−1, then a = (I1, J). There exists i ∈ fr(J) ∩ I1 such that
b = (I1 − i, J + i). Since a is a special vertex, i ∈ fr(J) ∩ Il for all l ∈ [k]. Finally,
b := (I1 − i, . . . , Ik − i, J + i) is a neighbor of a in H, and π(b) = b.
We have proved that π induces a natural bijection between vertices of H and vertices of H,
and between edges of H and edges of Gr,r−1 which are incident to a vertex of H. Thus, the
claim is true. 
Let us denote by π′ : H→H the isomorphism induced by π.
Now we study a second bijection. The well-definiteness will be justified in Claim 5.6 below.
Set
Φ : V ′r,r−1 → V ′r−1,r,
(I, J) 7→
(
A ∪ (J \B), B ∪ (I \ A)
)
,
where (A,B) is the MCP of any vertex of H. This map induces a map on H:
Φ˜ : V′r,r−1 → V′r−1,r,
a 7→ π′−1 ◦ Φ ◦ π′(a).
Claim 5.6. Φ and Φ˜ have the following properties.
(1) Φ and Φ˜ are well-defined, and both are bijections.
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(2) If a ∈ V′r,r−1, then s(a)h(a; t) − s(Φ˜(a))h(Φ˜(a); t) = Oy(f21 ).
Proof. We prove the two points independently.
(1) It is enough to show the first point for Φ. Let (I, J) ∈ V ′r,r−1. Let (A,B) :=
MCP(I, J). Let (J ′, I ′) :=
(
A ∪ (J \ B), B ∪ (I \ A)
)
. We want to apply Corol-
lary 4.15 in order to show that (J ′, I ′) ∈ V ′. In the definition of (J ′, I ′), the unions
are disjoint. Indeed, if i ∈ A∩ J , resp. i ∈ B ∩ I, then ({i}, {i}) is a codependent pair
of (I, J), and so i ∈ B, resp. i ∈ A. Thus
(A ⊔ (J \B)) ⊎ (B ⊔ (I \A)) = I ⊎ J.
Set (A′, B′) := MCP(J ′, I ′). Clearly (A,B) ⊆ (A′, B′). Moreover
cl(A′) = cl(A ⊔ (A′ \A))
= cl(cl(A) ⊔ (A′ \A))
= cl(cl(B) ⊔ (A′ \ A))
= cl(B ⊔ (A′ \ A)).(28)
Similarly,
cl(B′) = cl(A ⊔ (B′ \B)).
But B ⊔ (A′ \ A) ⊆ B ⊔ (J ′ \A) = J and A ⊔ (B′ \B) ⊆ I. Since
cl(A ⊔ (B′ \B)) = cl(B′) = cl(A′) = cl(B ⊔ (A′ \ A)),(
A ⊔ (B′ \ B), B ⊔ (A′ \ A)
)
is a codependent pair of (I, J). Thus, it is included in
(A,B), and so A′ \ A and B′ \B are empty. Finally,
I ⊎ J = J ′ ⊎ I ′ and MCP(I, J) = MCP(J ′, I ′).
We can apply Corollary 4.15, and we obtain (J ′, I ′) ∈ V ′r−1,r. Thus, Φ is well-defined.
One can easily retrieve (I, J) from (J ′, I ′) by (I, J) := (A ∪ (I ′ \B), B ∪ (J ′ \ A)).
Thus, Φ is a bijection. So is Φ˜.
(2) Let a = (I, I2, . . . , Ik, J) ∈ Vr,r−1 be a vertex and let b = (J ′, J2, . . . , Jk, I ′) ∈ Vr−1,r
be the image of a by Φ˜. Let (a = a0, a1, . . . , am = b) be a path from a to b. Point (1)
of Claim 5.4 used m times show that
h(a; t) − ηa0,a1 · · · ηam−1,amh(b; t) = Oy(f21 ).
It remains to prove that
(29) s(a) = ηa0,a1 · · · ηam−1,ams(b).
We can assume without loss of generality that s(a0), . . . , s(am) are nonzero. Indeed,
this is true for all β belonging to a dense subset of 〈u〉. Moreover, both members of
Equation (29) are continuous in β.
Point (4) of Claim 5.4 used m times show that
s(a)
det(VIc)k det(WJc)k
= ηa0,a1 · · · ηam−1,am
s(b)
det(WJ ′c)k det(VI′c)k
.
It remains to show that det(VIc)
k det(WJc)
k = det(VI′c)
k det(WJ ′c)
k, i.e., that∣∣∣∣det(VI′c)det(VIc)
∣∣∣∣ = ∣∣∣∣ det(WJc)det(WJ ′c)
∣∣∣∣ .
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The proof will be very similar to the proof of (3) in Claim 5.4. We use the same
notations. It is enough to show that the analogous of (26). Since we do not care
about signs, this analogous is
(30)
∣∣∣∣∣det(U˜I′)det(U˜I)
∣∣∣∣∣ =
∣∣∣∣∣ det(U˜J+(n+1))det(U˜J ′+(n+1))
∣∣∣∣∣ .
By a calculation similar to (28), we have
cl(A ⊔ (J \B)) = cl(B ⊔ (J \B)).
Thus, there exists a (unique) matrix P˜ ∈Mr(R), of the form P 0
∗ Id
 ,
such that U˜B ⋆ U˜J\B ⋆ U˜{n+1} = (U˜A ⋆ U˜J\B ⋆ U˜{n+1})P˜ . Therefore, the second ratio
of (30) equals |det(P )|. Moreover, U˜B ⋆ U˜I\A = (U˜A ⋆ U˜I\A)P˜ . Thus, the first ratio
also equals |det(P )|. Finally, Equation (29) is true, which concludes the proof. 
We recall that we wanted to show Equation (27), which is:∑
a∈V′
r,r−1
s(a)h(a; t) −
∑
a∈V′
r−1,r
s(a)h(a; t) = Oy(f21 ).
By Claim 5.6, this equation is equivalent to∑
a∈V′r,r−1
s(a)h(a; t) − s(Φ˜(a))h(Φ˜(a); t) = Oy(f21 ),
which is true by the second point of the claim. Finally,
g1f2 − f1g2 = Oy(f21 ),
which concludes the proof of the theorem. 
One can easily obtain from Theorem 5.1 the following corollary.
Corollary 5.7. Let l be a positive integer, u′ be a family of l vectors in 〈u〉 and v′ be such
that Uv′i = u
′
i, for every i ∈ [l]. Let Z and Y be two functions as in Theorem 5.1. Then
‖v⊺ ∧ v′‖ky
‖v⊺‖ky
− ‖v
⊺ ∧ v′‖ky+z
‖v⊺‖ky+z
= Oy(max
i∈[n]
(yl−1i )).
Proof. If u′ is not free, then both ratios equal zero. Otherwise, one can apply Theorem 5.1
to well-chosen families, and obtain
‖v⊺ ∧ v′‖ky+z
‖v⊺‖ky+z
=
‖v⊺ ∧ v′‖ky+z
‖v⊺ ∧ v′[l−1]‖ky+z
‖v⊺ ∧ v′[l−1]‖ky+z
‖v⊺ ∧ v′[l−2]‖ky+z
· · · ‖v
⊺ ∧ v′[1]‖ky+z
‖v⊺‖ky+z
=
( ‖v⊺ ∧ v′‖ky
‖v⊺ ∧ v′[l−1]‖ky
+Oy(1)
)
· · ·
(‖v⊺ ∧ v′[1]‖ky
‖v⊺‖ky
+Oy(1)
)
.
In last member, every ratio is a Symanzik rational fraction. Let us prove that all Symanzik
rational fraction always are a Oy(maxi∈[n](yi)). Indeed, all coefficients are positive, and if
λKy
K is a monomial of the numerator, then Kc ∈ Ir−1. Therefore, there exists I ∈ Ir(M)
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containing Kc. Then, yI
c
appears in the denominator with a positive coefficient. And,
yK/yI
c
= Oy(maxi∈[n](yi)). Finally, the product equals
‖v⊺ ∧ v′‖ky
‖v⊺‖ky
+Oy(max
i∈[n]
(yl−1i )). 
One cannot expect a better asymptotic for Corollary 5.7 because of the following example.
Example 5.8. We set
U =
0 1 0 00 0 1 0
0 0 0 1
 , V ⊺ =

1
0
0
0
 , V ′ =

0 0 0
1 0 0
0 1 0
0 0 1
 .
And Z will be constant equal to 
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1
 .
Thus,
‖v⊺ ∧ v′‖ky = y1y2y3y4, ‖v
⊺‖ky = y1, ‖v
⊺ ∧ v′‖ky+z = y1y2y3(y4 − 1), ‖v
⊺‖ky+z = y1.
Finally,
‖v⊺ ∧ v′‖ky
‖v⊺‖ky
− ‖v
⊺ ∧ v′‖ky+z
‖v⊺‖ky+z
=
y1y2y3y4
y1
− y1y2y3(y4 − 1)
y1
= y2y3. ⋄
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