Analysis of the term structure of interest rates almost always takes a two-step approach.
Introduction
Most term structure analysis takes a two-step approach to examining prices of fixed-income securities. First, a set of constant-maturity zero-coupon yields are constructed from a sample of bond prices, and then these synthetic yields are used as the input to estimate the dynamic term structure model (DTSM) of interest. In the past, this separation was especially convenient because of the computational burden of working with large data sets of actual bond prices. Indeed, the widespread popularity of the two-step approach has implied that the estimation of these synthetic zero-coupon yields typically is taken for granted and given little consideration, despite the challenges documented in the construction of these synthetic yields in, e.g., Bliss (1996) and Gürkaynak et al. (2007 Gürkaynak et al. ( , 2010 . Furthermore, some researchers such as Dai et al. (2004) and Fontaine and Garcia (2012) have argued that synthetic interpolated yields can erase interesting bond pricing information by excessive smoothing and may even introduce unnecessary measurement error to the data.
The contribution of the present paper is to show that the initial step of constructing synthetic zero-coupon yields can be avoided, as progress in computing power now allows term structure analysis to work directly with the big data universe of bond prices. Indeed, we document that standard DTSMs can be reliably estimated via a one-step approach using a large panel of observed bond prices. We illustrate this alternative to the conventional twostep approach by comparing identical DTSMs that are estimated by the one-step and two-step approaches-both using an empirical sample of bond prices and simulated bond prices in a Monte Carlo study. 1
Our empirical application focuses on the Canadian government bond market between January 2000 and April 2016, which is chosen because its size is representative of sovereign bond markets in many developed countries. In addition, Canadian bonds face no appreciable credit risk during our sample, and these bonds are not materially affected by liquidity issues and safety premiums on recently-issued securities, which plague analysis of U.S. Treasuries. 2 In total, our Canadian sample for the one-step approach contains end-of-month prices on 105 bonds. The corresponding data for the two-step approach follows the existing literature and uses a limited number of synthetic zero-coupon yields. We consider two sources for such synthetic yields. The first data set is produced by the Bank of Canada and described in Bolder et al. (2004) . We construct the second data set of synthetic yields by estimating the flexible 1 Duffee (1999) , Driessen (2005) , Fontaine and Garcia (2012) , and Pancost (2017) also estimate DTSMs on actual bond prices, but they do not compare their results to those obtained from the corresponding two-step approach as done in the present paper.
2 In the creation of interpolated nominal U.S. Treasury yield curves, Gürkaynak et al. (2007) generally exclude the two most recently issued securities, i.e. the "on-the-run" and "first off-the-run" bonds, which often trade at a premium. A one-step approach could also exclude these bond prices or augment the DTSM of interest to accommodate bond-specific liquidity characteristics as in Fontaine and Garcia (2012) and Andreasen et al. (2017) , among others. parametric discount function of Svensson (1995) on the same panel of bond prices as used for the one-step approach. 3 The differences between these two data sets of synthetic zerocoupon yields are generally small for maturities within the one-to ten-year maturity range, but the differences may easily exceed ten basis points outside this maturity range where fewer bonds are available. This observation provides tentative evidence that the various curvefitting techniques used to construct synthetic zero-coupon yields may induce nonnegligible measurement errors in these yields.
We then estimate the same DTSMs on Canadian bond prices via the one-step and twostep approaches using either synthetic zero-coupon yields from the Bank of Canada or from the Svensson (1995) yield curve. Our benchmark DTSM is the arbitrage-free Nelson-Siegel (AFNS) model of Christensen et al. (2011) , which is a Gaussian affine model where level, slope, and curvature factors explain the evolution of the yield curve. We highlight two findings from estimating this model on our Canadian sample. First, the parameters that determine the functional form between bond yields and the latent factors (i.e. the risk-neutral parameters) are those most affected by the choice of estimation approach. For instance, the decay parameter λ in the AFNS model, which determines how the slope and curvature factor affect bond yields, varies notably. Thus, the parameters in a DTSM can be affected by using synthetic zero-coupon yields as opposed to the underlying market prices. Second, we also show that the proposed one-step approach gives a substantially closer fit to the underlying coupon bonds than the conventional two-step approach. For instance, the ability of the AFNS model to fit the market prices of coupon bonds may reduce the root mean squared fitted errors by as much as 44% when the model is estimated by the proposed one-step approach instead of the conventional two-step approach. This shows that the use of synthetic yields in the two-step approach may add some noise to the predicted bond prices from an estimated DTSM.
We also demonstrate how to address the inherent nonlinearities when pricing coupon bonds in most DTSMs and implement the one-step approach with maximum likelihood estimation of model parameters and latent factors. Furthermore, to show the general applicability of the proposed one-step approach, we estimate a nonlinear DTSM that enforces the zero-lower bound, and a five-factor model to get an even tighter fit of long-term Canadian bonds than implied by our benchmark three-factor model.
As a supplement to these empirical estimates, we also explore the finite-sample properties of the proposed one-step approach and the conventional two-step approach in a Monte Carlo study. A novel feature of this simulation experiment is to work at the level of coupon bonds and hence account for estimation uncertainty in the construction of synthetic zero-coupon yields within the two-step approach. The main insight from this Monte Carlo study is that DTSMs may be estimated more reliably by directly estimating them on observed bond prices instead of synthetic zero-coupon yields. Although these synthetic zero-coupon yields are estimated very accurately with well-established curve-fitting techniques, we nevertheless find that seemingly negligible errors in these synthetic yields do affect the estimated parameters in a DTSM. In particular, all risk-neutral parameters are estimated with smaller biases and greater efficiency in the proposed one-step approach compared with the conventional two-step approach.
The remainder of the paper is structured as follows. Section 2 describes the Canadian government bond data, while Section 3 briefly summarizes the AFNS model and presents its estimation results on Canadian data. Section 4 provides several extensions of the analysis in Section 3, while Section 5 is devoted to our Monte Carlo study. We provide an out-ofsample forecasting exercise of the Canadian three-month yield in Section 6, before concluding in Section 7. Appendices contain additional details on the characteristics of the Canadian government bonds, our construction of synthetic zero-coupon yields based on the Svensson (1995) yield curve, the model estimation, and formulas for yield decompositions.
The Canadian Bond Market
This section describes the market for Canadian government bonds. We first describe our sample of Canadian bonds for the one-step approach in Section 2.1, before presenting two data sets of synthetic zero-coupon yields for the two-step approach in Section 2.2.
The Universe of Government Bonds
As of April 2016, the Canadian government bond market had a total outstanding notional amount of CAD 512.5 billion, which is equivalent to 25% of Canadian GDP. The Canadian government holds a AAA rating with a stable outlook by all major rating agencies, meaning that no correction for credit risk is required. The number of individual fixed-coupon bonds been a regular issuance of ten-year bonds once a year since the start of our sample. Finally, at the very long end of the yield curve, thirty-year bonds have been issued approximately every three years throughout our sample, and a single fifty-year bond was issued in 2014.
The contractual characteristics of all 105 bonds and the number of monthly observations for each bond are reported in Appendix A.
All bond prices are represented by their mid-market price as provided by Bloomberg.
Following Gürkaynak et al. (2007) , securities with less than three months to maturity are excluded from our sample, as the implied yield on these securities often display erratic behavior. 4
Synthetic Zero-Coupon Yields
The corresponding data for the two-step approach follows the existing literature and represents the universe of bonds by a limited number of synthetic zero-coupon yields. We consider two sources for such synthetic yields. The first data set is produced by the Bank of Canada using the "Merrill Lynch exponential spline model" and is publicly available. 5 We construct the 4 This may partly reflect a lack of liquidity for these securities or segmented demand for short-term securities by money market funds and other short-term investors.
5 See Bolder et al. (2004) for a description of the yield curve construction and the algorithm used to filter out "strange" observations. We interpret the elimination of these strange bonds as part of the provided estimation routine. The data set from Bank of Canada can be accessed at the link: The table reports the summary statistics for the mean differences, mean absolute differences, and maximum absolute differences between synthetic Canadian zero-coupon yields from the Bank of Canada and our implementation of the Svensson (1995) curve. These differences are reported in basis points. The last two columns report the correlations between the two yield series for each maturity in levels and first differences, respectively. The data series are monthly covering the period from January 31, 2000 31, , to April 30, 2016 second data set by estimating the flexible discount function of Svensson (1995) on the same panel of bond prices as used for the one-step approach (see Appendix B for further details).
For each data set, we extract synthetic yields with the following ten maturities: 0.25, 0.5, 1, 2, 3, 5, 7, 10, 20, and 30 years. Table 1 reports summary statistics for the differences between the two data sets at various maturities. The mean absolute difference for yields in the one-to ten-year maturity range are within 5 basis points and hence small, but larger deviations emerge at the very short and very long maturities. For instance, the mean absolute difference at the six-month and thirty-year maturities are 11 and 8 basis points, respectively, but the largest difference has been 65 basis points for the six-month yield and 71 basis points for the thirty-year yield. The last two columns in Table 1 show the correlations between the two data sets, both when computed in levels and in first-differences. These nonnegligible deviations in the two data sets are also evident, in particular from the correlations in first differences, which differ from one at the short and long maturities.
To further explore these differences, Figure 2 plots the six-month and thirty-year yields from the two data sets. We see notable differences at the six-month maturity at the start of the sample and when the short rate approaches the zero lower bound in 2009. At the thirty-year maturity, the large differences appear mainly at the start of our sample.
Another way to evaluate the magnitude of these differences in synthetic zero-coupon yields http://www.bankofcanada.ca/rates/interest-rates/bond-yield-curves/ 
with h = 6 months, where y t (k) refers to the yield in period t with k months to maturity. Panel (d) shows θ(k) in the regression xhpr t+h (k) = µ(k) + θ k x t (k) + ν t+h (k) with h = 6 months, where xhpr t+h (k) ≡ hpr t+h (k) − h 12 y t (h) is the excess holding period return and hpr t+h (k) ≡ − k−h 12 y t+h (k − h) + k 12 y t (k) is the holding period return. The variable x t (k) denotes the forward spread f
is the forward rate between time t + k − h and t + k.
is to re-visit two classic regressions. The first is due to Campbell and Shiller (1991) , where realized returns are regressed on the slope of the yield curve. Panel (c) in Figure 2 shows that the loadings in these regressions differ quite a bit at the short and long end of the yield curve but are almost identical in the five-to twenty-year maturity spectrum. The second regression is due to Fama (1976) , where realized excess returns are regressed on the slope of the forward curve. Although most regression loadings in Panel (d) coincide closely, we do find substantial differences beyond the twenty-year maturity, as the loadings increase monotonically for the Svensson (1995) yields but not for those provided by the Bank of Canada. Importantly, though, these differences are not statistically significant for both regressions, as the estimated regression loadings based on the Svensson (1995) yields are well within one standard deviation of the estimated coefficients from the Bank of Canada yields.
Empirical Application
This section presents our empirical application of the one-step approach and compares the results to those obtained from the traditional two-step approach. We proceed by presenting our benchmark DTSM in Section 3.1, while Section 3.2 describes the econometric aspects related to the one-and two-step approach. The estimation results from Canadian bonds are finally discussed in Section 3.3.
A Gaussian DTSM
To capture the factors determining the Canadian yield curve described in the previous section, we focus on the three-factor Gaussian DTSM of Christensen et al. (2011) , where the factors represent the familiar level, slope, and curvature of the yield curve. 6 In this arbitrage-free Nelson-Siegel (AFNS) model, the state vector is denoted by X t = (L t , S t , C t ), where L t is a level factor, S t is a slope factor, and C t is a curvature factor. The instantaneous risk-free rate is defined as
The risk-neutral (or Q-) dynamics of the state variables are given by the stochastic differential
Here, dW i,Q for i = {L, S, C} denotes independent Wiener processes and Σ is a constant covariance matrix with dimensions 3 × 3. 7 As shown in Christensen et al. (2011) , this implies 6 Although the model is not formulated using the canonical form of affine DTSMs in Dai and Singleton (2000) , it can be viewed as a restricted version of this model class.
7 As discussed in Christensen et al. (2011) , the unit root in the level factor implies that the model is only free of arbitrage for bonds with a finite horizon. For our sample of Canadian bonds described in Section 2, that the zero-coupon bond yield at maturity τ is given by
where A(τ ) is a convexity term that 'adjusts' the functional form in Nelson and Siegel (1987) to ensure absence of arbitrage. 8
The model is closed by adopting the essentially affine specification for the market price of risk Γ t as in Duffee (2002) . That is, we let Γ t = γ 0 + γ 1 X t , where γ 0 ∈ R 3 and γ 1 ∈ R 3×3
contain unrestricted parameters. The physical (or P -) dynamics of the three factors in the AFNS model are therefore given by
where κ P i,j and θ P i are free parameters, subject to X t being stationary under the P -measure.
Estimation Methodology in the One-Step and Two-Step Approach
To describe the econometric implementation of the one-step approach, let P i t (τ, C) denote the price at time t of the ith coupon bond, which matures at time t + τ and pays the coupon C semi-annually. In the absence of arbitrage, the price of this coupon bond must equal the discounted sum of all remaining payments, i.e.,
where t < t 1 < . . . < t N = τ . Here, P zc t (τ ) = exp {−y(τ ; X t )τ } denotes the price of the zerocoupon bond with τ years to maturity, and y(τ ; X t ) is the zero-coupon yield from the DTSM.
The corresponding bond price in the data is denoted P i,Data t (τ, C). To ensure that the errors of the DTSM are comparable across bonds with different maturities, we scale each bond price by its duration. Here, we apply the model-free measure of Macaulay, which is calculated before the model estimation and denoted D i,Data t (τ, C). The measurement equation for the ith bond price in the one-step approach is therefore given by
and most other sovereign bond markets, this restriction is not binding and therefore of no practical relevance. 8 The analytical expression for the yield-adjustment term A(τ ) is provided in Christensen et al. (2011) .
where ε i t represents independent and Gaussian distributed measurement errors with mean zero and a common standard deviation σ ε , i.e., ε i t ∼ N ID 0, σ 2 ε . 9 The state transition dynamics for X t under the P -measure is given by equation (4).
As is commonly assumed, the state variables are taken to be unobserved and must be estimated along with the model parameters ψ from the panel of bond prices. The nonlinear relationship between the states X t and the price of a coupon bond P i t (τ, C) in equation (5) implies that the AFNS model cannot be estimated with the standard Kalman filter. Instead, we use the well-known extended Kalman filter (EKF) to obtain an approximated log-likelihood function L EKF (ψ), which serves as the basis for estimating ψ by quasi-maximum likelihood (QML), as described in further detail in Appendix C.
The econometric implementation of the two-step approach is well-known but summarized here for completeness. Let the synthetic zero-coupon yields in the data be denoted by y Data t (τ ), and let y(τ, X t ) denote the corresponding yield from the DTSM. The measurement equation is then given by
for a selection of constant maturities as indexed by τ . The variable ε t (τ ) ∼ N ID 0, σ 2 ε and accounts for estimation errors in the construction of these synthetic zero-coupon yields within the first step. The state transition dynamics for X t under the P -measure is similar to the one-step approach and given by equation (4). For the AFNS model, the zero-coupon yields are affine in X t as seen from equation (3), and all model parameters ψ are therefore estimated by maximum likelihood based on the Kalman filter.
Estimation Results for the AFNS Model
The estimated model parameters in the AFNS model are reported in Table 2 when using the one-step and the two-step approach. The conventional two-step approach is implemented on the two samples of synthetic yields discussed in Section 2.2 to explore whether the highlighted differences in the two data sets affect the estimated model parameters. Hence, the one-step approach uses all available bond prices with maturities exceeding three months, whereas the two-step approach only uses the ten maturities selected in Table 1 . In the interest of simplicity, we focus on the most parsimonious version of the AFNS model with independent factor dynamics in this section. This restriction comes at practically no loss of generality for the reported results, as the estimated factors and model fit are insensitive to omitting the off-diagonal terms in K P and Σ. 10 9 As is common, we also assume that these errors are uncorrelated to the state innovations in equation (4), and hence to the factors in Xt at all leads and lags.
10 See for instance Christensen et al. (2011) , who also show that this restricted model often does better at forecasting yields out of sample than the most flexible version of the AFNS model, where K P and Σ are unrestricted. Two-step approach Par.
One-step approach Bank of Canada yields Svensson (1995) This table reports the estimated parameters (Est) in the AFNS model with independent factors and their standard errors (SE) using either the one-step or the two-step approach. The SE in the one-step approach are computed by pre-and post-multiplying the variance of the score by the inverse of the Hessian matrix, as outlined in Harvey (1989) . The SE in the two-step approach are computed from the inverse of the variance of the score. The data are monthly and cover the period from January 31, 2000, to April 29, 2016.
We first note that all elements in K P and θ are estimated very inaccurately in the three data sets, which is a well-known characteristic of estimating persistent autoregressive processes over a relatively short time span. The diagonal elements in Σ and λ are estimated much more accurately and reveal some notable differences. First, the volatility of the level factor σ 11 is 0.0071 in the two-step approach based on yields from Bank of Canada, but only 0.0052 in the one-step approach and in the two-step approach based on Svensson (1995) yields. Second, the volatility of the slope factor σ 22 is 0.0085 in the two-step approach using yields from the Bank of Canada, whereas we find σ 22 = 0.0103 in the two other data sets. Finally, the Nelson-Siegel parameter λ is 0.375 in the one-step approach, 0.305 in the two-step approach based on Bank of Canada yields, and 0.451 in the two-step approach based on Svensson (1995) yields. These findings reveal that the estimated parameters in a DTSM are affected by using synthetic zero-coupon yields as opposed to the underlying market prices on coupon bonds, and that even small differences between synthetic yields of the same maturity can matter for the estimation results. Figure 3 shows the filtered states from estimating the AFNS model. Each of the states are highly correlated across the three data sets as expected, but we also observe some differences.
For instance, the level factor in the two-step approach based on Bank of Canada yields is generally 30 to 40 basis points above the estimated level factor from the one-step approach, whereas, for the slope factor, we generally find the opposite ordering between the two data sets. Somewhat smaller differences appear in the state estimates between the one-step approach and the two-step approach based on Svensson (1995) yields, although the two estimates of the curvature factor behave differently at the start and at the end of the sample. Table 3 evaluates the ability of the AFNS model to match market prices on coupon bonds. The pricing errors are here computed based on the implied yield on each coupon bond to make these errors comparable across securities. That is, for the price on the ith coupon bond P i t (τ, C), we find the value of y i,c t that solves This table reports the mean pricing errors (Mean) and the root mean-squared pricing errors (RMSE) of the Canadian bond prices for the AFNS model with independent factors estimated on three different data sets: (1) the universe of Canadian coupon bond prices, (2) zero-coupon yields constructed by the Bank of Canada, and (3) zero-coupon yields constructed from Canadian coupon bond prices using the Svensson (1995) yield curve. The final two columns report the corresponding statistics for the constructed Svensson (1995) yield curve. The pricing errors are reported in basis points and computed as the difference between the implied yield on the coupon bond and the model-implied yield on this bond. The data are monthly and cover the period from January 31, 2000, to April 29, 2016. corresponds to an 44% and 36% improvement when using the Bank of Canada yields and the Svensson (1995) yields, respectively. This shows that the first step in the conventional two-step approach may add a considerable amount of noise to the predicted bond prices from the estimated DTSM.
In the final two columns of Table 3 , we benchmark these results from the AFNS model to the fit of the Svensson (1995) discount function, that is, we compute the predicted price of a given coupon bond from the synthetic Svensson (1995) yields, which we then convert into the implied yield using equation (7) to obtain the pricing error. As expected, the RMSEs for bonds with maturities exceeding two years are all smaller for the Svensson (1995) discount function when compared to any of the estimated versions of the AFNS model. However, the deterioration in fit for the estimated AFNS model based on the one-step approach is surprisingly small except for very long-term bonds with more than 26 years to maturity.
Even more surprising are the results for bonds within the zero to two-year maturity bucket,
where the estimated AFNS model based on the one-step approach has a RMSE of only 5.74 basis points and hence does better than the Svensson (1995) discount function with a RMSE of 8.83 basis points. When accounting for the large number of bonds in this maturity bucket, we find that the overall RMSE of the Svensson (1995) discount function is 5.78 basis points and hence basically identical to that of the AFNS model from the one-step approach with an overall RMSE of 5.79 basis points.
Extensions
The present section explores whether we can improve the ability of the AFNS model to fit coupon bonds in the one-step approach. Section 4.1 replaces the proposed QML estimator in the one-step approach with a fully efficient maximum likelihood estimator. Section 4.2 extends the AFNS model with a shadow-rate specification to accommodate the zero lower bond, while the effects of extending the AFNS model with two additional factors to better fit long-term bonds are explored in Section 4.3. From a methodological perspective, these extensions illustrate that the proposed one-step approach is applicable to i) fully efficient maximum likelihood estimation, ii) nonlinear DTSMs, and iii) models with more than three factors. As in the previous section, we benchmark the performance of the one-step approach to those from the conventional two-step approach based on synthetic zero-coupon yields from the Bank of Canada and the Svensson (1995) discount function.
Maximum Likelihood Estimation in the One-Step Approach
It is well-known that the adopted QML estimator in the one-step approach based on the EKF induces an efficiency loss compared to maximum likelihood (ML), but it is perhaps less recognized that consistency of this QML estimator cannot be established as the sample size T tends to infinity. 12 To explore whether the performance of the one-step approach can be improved by adopting a better estimator, we next show how the one-step approach can be implemented with a fully efficient ML estimator.
We have so far adopted a Bayesian perspective when filtering out the states in both the one-step and two-step approach. But the one-step approach is characterized by a large set of observables in the cross-sectional dimension, and it therefore seems natural to adopt a classical perspective to filtering, as commonly considered in the estimation of large factor models (see, for instance, Bai and Ng (2002) and Bai (2003) ). 13 That is, we now consider the states
as parameters along with the model parameters ψ. 14 The main advantage 12 This is because the approximated nature of the EKF implies that the conditional first and second moments for the prediction errors related to coupon bond prices cannot be computed exactly at the true model parameters, see Bollerslev and Wooldridge (1992) and Andreasen (2013) .
13 A classical perspective to filtering has also recently been considered by Andreasen and Christensen (2015) when estimating DTSMs and by Andersen et al. (2015) when estimating option pricing models.
14 The curve-fitting procedure of Svensson (1995) , Bliss (1996) , and Gürkaynak et al. (2007 Gürkaynak et al. ( , 2010 ) among others adopt the same classical perspective, as they estimate a parametric model for a daily yield curve, where the "states" in these curves are treated as parameters and estimated from a large panel of bond prices.
of considering the states X 1:T as parameters is that the likelihood function can be evaluated without simulation for a nonlinear DTSM with Gaussian innovations and measurement errors, and this in turn makes full ML estimation feasible within the one-step approach.
To realize this, letψ ≡ ψ X 1:T denote the extended set of model parameters and let n y,t denote the number of bond prices in period t, which we collect in Y t . Hence,
refers to the entire sample of bond prices. The relation between bond prices and the states is then expressed condensely by the measurement equation
where g (X t ; ψ) is a nonlinear function in X t and ε t ∼ N ID (0, R ε,t ). 15 The state transition dynamics under the P -measure is after an appropriate Euler-discretization given by
where h (X t ; ψ) is a potentially nonlinear function in X t and w t+1 ∼ N ID (0, R w ). Given the imposed distributional assumptions on the system in equations (8) and (9), the log-likelihood function L ψ |Y 1:T is then proportional to (see Durbin and Koopman (2001) )
The ML estimator is then given by
whereΨ denotes the feasible set forψ. To make this optimization problem computationally feasible, we use the procedure in Durbin and Koopman (2001) to numerically concentrate out
T for a given value of ψ. As explained in Appendix D, this is done by iterating the Kalman filter and smoother on a linearized version of the system in equations (8) and (9), where convergence for the AFNS model typically is achieved within five iterations. 16
The asymptotic distribution ofψ M L when n y,t −→ ∞ for all t and T −→ ∞ at the same rate This table reports the estimated parameters (Est) in the AFNS model with independent factors in the one-step approach, using either QML or ML. The standard errors (SE) for the QML are computed by pre-and post-multiplying the variance of the score by the inverse of the Hessian matrix, as outlined in Harvey (1989) . The SE for the ML estimates are obtained as the inverse of the variance for the concentrated score function. The data are monthly and cover the period from January 31, 2000, to April 29, 2016. as n y,t is multivariate normal, and the standard errors are given by the inverse of the variance of the score for the concentrated log-likelihood function (see Hahn and Newey (2004) ). 17
The ML estimates are provided in Table 4 . For the AFNS model we find very small differences between the ML and the QML estimates. In particular, the two estimates of λ are almost identical. Hence, estimating the AFNS model by ML in the one-step approach does not improve the ability of the model to fit coupon bonds compared to those reported in Table 3 based on the QML estimator. 18 In the remaining part of the paper, we therefore only report results using the QML estimator, which is computationally somewhat faster than the ML estimation described above.
A Shadow-Rate Model
Given the very low policy rates in many economies during the recent financial crisis, it has become popular to account for the zero lower bound (ZLB) in DTSMs. Although short rates are close to zero for only a limited period in our Canadian sample (as seen from Figure   2 (a)), it is still possible that the ZLB may affect the shape and dynamics of the yield curve 17 It is well-known from the literature on fixed-effects in panel models thatψML may be affected by the incidental bias B inc /ny, which in our case arises from the uncertainty attached to estimating an increasing number of states X1:T as T grows. However, the states are estimated very accurately in multi-factor DTSMsas shown in Section 5 below-and the incidental bias is therefore unlikely to be important for estimating DTSMs with a reasonable number of cross-sectional observations ny. An analytical expression for the incidental bias B inc may be derived following the procedure in Hahn and Newey (2004) . 18 The corresponding version of This table reports the estimated parameters (Est) in the B-AFNS model with independent factors and their standard errors (SE) using either the one-step or the two-step approach. The SE are in all cases computed by pre-and post-multiplying the variance of the score by the inverse of the Hessian matrix, as outlined in Harvey (1989) . The data are monthly and cover the period from January 31, 2000, to April 29, 2016. even during episodes of near-zero interest rates (see, e.g., Swanson and Williams (2014) ).
To enforce the ZLB in the AFNS model, we follow Black (1995) and introduce the shadow rate s t = L t + S t and let r t = max{0, s t }, as in Christensen and Rudebusch (2015) . All other aspects of this B-AFNS model remain as described above for the AFNS model. 19 The expression for zero-coupon yields in the B-AFNS model is not available in closed form but approximated numerically using the accurate method of Krippner (2013) . 20 Table 5 shows that all elements in K P and θ P in the B-AFNS model are also estimated very inaccurately across the three data sets. The volatility parameters in Σ are estimated much more precisely and are generally higher in the B-AFNS model when compared to the AFNS model. Figure 4 shows that this difference is mainly explained by greater factor variability after 2008, because the shadow-rate specification in the B-AFNS model allows the factors to move more freely than seen in the AFNS model without violating the ZLB. We also find that λ is estimated to be somewhat higher in all three data sets when accounting for the ZLB.
Similar to the pattern observed for the AFNS model, the estimate of λ in the B-AFNS model within the one-step approach lies in between those from the two-step approach, as λ is 0.392 in the one-step approach, 0.347 in the two-step approach based on Bank of Canada yields, and 0.475 in the two-step approach using Svensson (1995) yields.
19 Following Kim and Singleton (2012) , the prefix "B-" refers to a shadow-rate model in the spirit of Black (1995) .
20 See also Rudebusch (2015, 2016) for further details on this approximation and its accuracy. Table 6 reports the pricing errors of the B-AFNS model for the underlying coupon bonds.
For the one-step approach and both versions of the two-step approach, we find slightly smaller
RMSEs in the B-AFNS model compared to the AFNS model. For instance, the overall RMSE falls by 3% from 5.79 to 5.62 basis points in the one-step approach. Thus, accounting for the ZLB does not materially improve the ability of the AFNS model to match Canadian coupon bond prices.
A Five-Factor Model
The main motivation of Gürkaynak et al. (2007) to prefer the Svensson (1995) curve over the simpler specification of Nelson and Siegel (1987) is that the Svensson (1995) curve allows for an additional 'hump' that helps fit U.S. bond yields beyond the ten-to fifteen-year maturity spectrum. 21 The AFNS model may potentially also benefit from additional dynamics to fit long-term Canadian bond prices, as its factor loadings for the slope and curvature factor decay to zero as maturity approaches infinity. This often implies (for reasonable values of λ)
that only the level factor in the AFNS model can be used to fit long-term bonds, which may at times be insufficient as noted in Christensen et al. (2011) .
To explore whether the performance of the AFNS model on our Canadian sample may be improved further, we briefly consider the generalized AFNS model of Christensen et al. (2009) , which includes an additional pair of slope and curvature factors that help to explain long-term bonds. In this AFGNS model, the instantaneous risk-free rate is given by whereS t is an additional (long-term) slope factor. The state dynamics under the risk-neutral Q measure is given by
where λ >λ > 0 andC t is an additional (long-term) curvature factor. Zero-coupon yields are then given by This table reports the estimated parameters (Est) in the AFGNS model with independent factors and their standard errors (SE) using either the one-step or the two-step approach. The SE in the one-step approach are computed by pre-and post-multiplying the variance of the score by the inverse of the Hessian matrix, as outlined in Harvey (1989) . The SE in the two-step approach are computed from the inverse of the variance of the score. The data are monthly and cover the period from January 31, 2000, to April 29, 2016. where the yield-adjustment termÃ(t, T ) is derived in Christensen et al. (2009) . The Pdynamics for this five-factor model is obtained in a standard fashion by adopting an essential affine specification for the market price of risk, as in Section 3.1.
The estimation results for the AFGNS model are reported in Table 7 , where we for consistency with the AFNS model only study the case with independent factor dynamics under the P -measure. The decay parameter λ is estimated to be somewhat larger than in the AFNS model, because S t and C t no longer have to fit long-term bonds. The very low estimate of the second decay parameterλ implies that the additional factorsS t andC t greatly assist the level factor in matching the long end of the Canadian yield curve. the one-step approach and each of the two implementations of the two-step approach. For the one-step approach, we see large improvements in the RMSEs for long-term bonds, but also in the zero to two-year and two-to four-year maturity buckets, which both contain a large numbers of bonds. As a result, the overall RMSE within the one-step approach drops from 5.79 basis points in the AFNS model to just 4.51 basis points in this extended model, which corresponds to a 22% reduction in the size of the in-sample fitted errors. This also means that the AFGNS model clearly provides a better overall fit to bond prices than the Svensson (1995) discount function with an overall RMSE of 5.78 basis points. Given this satisfying performance of the AFGNS model, its zero-coupon yields may thus be used as another and slightly more accurate representation of the Canadian yield curve than the zero-coupon yields from the Svensson (1995) discount function.
Accordingly, allowing for an additional pair of slope and curvature factors improves the ability of the AFNS model to fit bond prices, in particular those of long-term bonds.
Simulation Study
The preceding analysis has shown that the one-step and the two- 5.6 is devoted to the implementation of the two-step approach, where we explore how the number of synthetic yields and the adopted curve-fitting technique for these yields affect the estimated parameters in our DTSM. Finally, Section 5.7 summarizes the main findings from this Monte Carlo study.
Setup for the Monte Carlo Study
A novel feature of this Monte Carlo study is to work at the level of individual coupon bond prices, and hence account for estimation uncertainty in the construction of synthetic zerocoupon yields within the two-step approach. To get a representative data generating process for the Canadian bond market, we use the estimates of the AFNS model in the one-step approach from Table 2 . Based on these parameters, we first simulate N = 100 samples for the three states at a monthly frequency for 196 months, which corresponds to the number of monthly observations in our Canadian sample. 22 These simulated sample paths will be common across all exercises in this Monte Carlo study to facilitate the interpretation. The inputs for each of the two estimation approaches are then constructed as follows.
For the one-step approach, we use the simulated states to compute N panels of couponbond prices that match those observed in the Canadian sample in terms of available bonds and their characteristics. These bond prices are computed using the bond price formula in equation (5) in combination with the zero-coupon yields in equation (3). We then add measurement errors ε i t ∼ N ID 0, σ 2 ε to the individual simulated bond prices and scale these measurement errors by the duration of the simulated bond for consistency with equation (6). 23 For the two-step approach, we take these simulated panels of coupon bond prices as 22 We simulate from (4) using a standard Euler-discretization, i.e., X 23 Note that we use the same set of simulated samples of ε i t throughout this Monte Carlo study to make the results as comparable as possible.
input to extract synthetic zero-coupon yields based on the Svensson (1995) yield curve. For consistency with the empirical estimation results presented in the previous sections, we extract synthetic zero-coupon yields with ten constant maturities, 0.25, 0.5, 1, 2, 3, 5, 7, 10, 20, and 30 years, which we use for our implementation of the two-step approach in the Monte Carlo study. Given that the underlying bond prices are already contaminated with measurement errors, we do not add additional noise to these synthetic yields.
To study the role of the data quality, we consider two cases where σ ε is either 1 or 10 basis points. The first case with σ ε = 1 basis point represents an ideal setting with hardly any noise in bond prices and helps to isolate the effects of the curve fitting procedure in the two-step approach. The second case with σ ε = 10 basis points is included to describe a more realistic setting, as we find that σ ε = 7 basis points in our Canadian sample when using the one-step approach.
Accuracy of Synthetic Yields
We first consider the accuracy of the synthetic zero-coupon yields from the Svensson (1995) yield curve based on the simulated prices for coupon bonds. That is, we compare the estimated synthetic yields to the true zero-coupon yields from the AFNS model without measurement errors, see Appendix B for details.
With small measurement errors of σ ε = 1 basis point, Table 9 shows that the mean errors are generally very close to zero within the one-to twenty-year maturity range but somewhat larger at the three-and six-month maturities (-4 and -2 basis points, respectively) and at the thirty-year maturity (-1.3 basis points). This means that the Svensson (1995) yield curve slightly overpredicts the level of the zero-coupon yields at the short and long end of the curve.
The low mean absolute errors (MAE) of roughly 1 basis point show that yields within the one-to twenty-year maturity spectrum are estimated very accurately, whereas yields at the short and long end of the curve are estimated less precisely. For instance, we have a MAE of 6.8 basis points for the three-month yield and a MAE of 3.09 basis points for the thirty-year yield, as the short and long end of the curve is not always densely populated in the underlying panels of bond prices.
With larger measurement errors of σ ε = 10 basis points, maturities between one and twenty years remain well approximated with mean errors close to zero. The precision of these yields in terms of the MAEs only decreases by a factor of three, which is substantially lower than the ten-fold increase in σ ε . Thus, when σ ε = 10 basis points, the construction of synthetic zero-coupon yields is in most cases able to smooth out a large fraction of the noise from ε i t in the underlying bond prices, which generally leaves the measurement equation in the two-step approach with smaller measurement errors than in the one-step approach.
Hence, for σ ε = 10 basis points, the considered setup is likely to favor the two-step approach, The table reports the mean of the sampling distribution of the mean errors (Mean) and mean absolute errors (MAE) for each zero-coupon yield constructed using the Svensson (1995) yield curve relative to the true zero-coupon yield implied by the AFNS model with simulated samples of length T = 196 and N = 100 repetitions. The mean is obtained by first computing the mean errors in each of the simulated samples across the T = 196 observations, and we then report the average of these means across the N = 100 simulated samples. Similarly, the MAE are obtained by first computing the mean absolute errors in each of the simulated samples across the T = 196 observations, and we then report the average of these absolute means across the N = 100 simulated samples. The true states are generated from the AFNS model as described in Section 5.1. All numbers are reported in basis points.
as the measurement equation here has less noise than in the one-step approach.
Accordingly, the synthetic zero-coupon yields from the Svensson (1995) yield curve appear to be quite accurate in the present setting, although with slightly larger errors at the short and long end of the yield curve. Table 10 summarizes the outcome of the Monte Carlo study for the model parameters by reporting the mean and the standard deviation for each of the estimated coefficients in the AFNS model. We first note that both the one-step and the two-step approach generate the familiar positive bias in the mean-reversion parameters κ P 11 , κ P 22 , κ P 33 , as discussed in Bauer et al. (2012) . For the persistence of the slope factor κ P 22 and the curvature factor κ P 33 , we find that these biases are somewhat larger in the two-step approach compared with the one-step approach. For instance, with σ ε = 10 basis points, the bias in the slope factor is 0.51 − 0.22 = 0.29 in the one-step approach but 0.66 − 0.22 = 0.44 in the two-step approach.
Estimated Parameters
The corresponding figures for the curvature factor are 0.93 − 0.73 = 0.20 for the one-step approach and 1.30 − 0.73 = 0.57 for the two-step approach. However, we see the opposite pattern in κ P 11 , as the bias here is slightly smaller for the conventional two-step approach The table reports the mean (Mean) and the standard deviation (Std. dev.) of the sampling distribution for each of the estimated parameters in the AFNS model when using QML in the one-step approach and ML in the two-step approach, where synthetic yields are generated with the Svensson (1995) yield curve, both with simulated samples of length T = 196 and N = 100 repetitions.
compared with the one-step approach.
The estimates of the volatility parameters in Σ are basically unbiased in the one-step approach and estimated with great precision-both with small and large measurement errors.
The corresponding estimates in the two-step approach display small biases with σ ε = 1 basis points, which generally increase with larger measurement errors. For instance, σ 22 in the two-step approach displays a positive bias of 0.0242 − 0.0207 = 0.0035 when σ ε = 1 basis point, but this bias increases to 0.0265 − 0.0207 = 0.0058 with σ ε = 10 basis points.
All elements in θ P are generally close to their true values, although a careful inspection of Table 10 reveals that the biases in θ P typically are smaller in the one-step approach compared with the two-step approach.
The estimates of the decay parameter λ for the slope and curvature factor are centered exactly around its true value in the one-step approach and estimated with great precisionboth with small and large measurement errors. For the two-step approach, we see small positive biases in the estimates of λ, which is estimated less precisely compared to the onestep approach. For instance, when σ ε = 10 basis points, the standard deviation in the estimates of λ are 0.0264 in the two-step approach, but only 0.0056 in the one-step approach.
These differences in the estimates of λ are of particular interest given the work of Björk and Christensen (1999) , which shows that the static Nelson-Siegel and Svensson yield curves are inconsistent with no-arbitrage restrictions because the corresponding λ parameter(s) in these static models may change across time. The biased estimate of λ in the two-step approach implies that the curvature factor carries a greater weight on shorter-term yields and is less sensitive to longer-term yields relative to the true model. Since short-term yields are more The table reports the mean of the sampling distribution of the mean errors (Mean) and mean absolute errors (MAE) of each estimated state variable in the AFNS model when using QML in the one-step approach and ML in the two-step approach, where synthetic yields are generated with the Svensson (1995) yield curve, both with simulated samples of length T = 196 and N = 100 repetitions. The mean is obtained by first computing the mean errors in each of the simulated samples across the T = 196 observations, and we then report the average of these means across the N = 100 simulated samples. Similarly, the MAE are obtained by first computing the mean absolute errors in each of the simulated samples across the T = 196 observations, and we then report the average of these absolute means across the N = 100 simulated samples. The true states are generated from the AFNS model as described in Section 5.1. All numbers are reported in basis points.
volatile than long-term yields, this explains the positive bias in the estimates of σ 33 within the two-step approach. Furthermore, since short-term yields also tend to be less persistent than long-term yields, this also explains the more severe upward bias in the estimates of κ P 33 in the two-step approach compared with the one-step approach.
Estimated States
For each simulated sample and its related set of estimated parameters, we next study the accuracy of the filtered states. Table 11 shows that the filtered states in the one-step approach are basically unbiased, as the mean errors with σ ε = 10 basis points are 0.21, −0.14, and −0.58 basis points for the level, slope, and curvature factor, respectively. In contrast, the conventional two-step approach generates notable biases in the estimated states, which are −3, 7, and −25 basis points for the level, slope, and curvature factor, respectively, with σ ε = 10 basis points. We also note that these biases in the two-step approach are largely unrelated to the degree of noise in the bond prices, implying that these biases must originate from the use of the estimated synthetic zero-coupon yields.
To measure the efficiency of the filtered states, we compute the mean absolute errors in each simulated sample of T = 196 observations, which we then report in Table 11 by averaging across the N = 100 simulations. The states in the one-step approach are estimated very accurately with mean absolute errors of 1 to 2 basis points in the ideal case with σ ε = 1 basis point. For the more realistic setting where σ ε = 10 basis points, we find somewhat larger mean absolute errors of 6, 6, and 19 basis points for the level, slope, and curvature factor, respectively. The filtered states in the two-step approach are estimated much less accurately due to its lower number of cross-sectional observations to represent the yield curve compared with the one-step approach. For instance, the mean absolute errors are 10, 13, and 43 basis points for the level, slope, and curvature factor, respectively, in the two-step approach with σ ε = 10 basis points. It is also interesting to note that the efficiency of the state estimates in the two-step approach are much less affected by increasing the noise in bond prices than seen in the one-step approach. For instance, the mean absolute errors of the level and slope factor are basically unaffected by the value of σ ε . This feature of the two-step approach reflects the fact that the synthetic zero-coupon yields are able to smooth out much of the noise in the bond prices, and in this way mitigate the effects of measurement errors.
Accuracy of Yield Decomposition
DTSMs are often applied to decompose the yield curve into expected future short rates and term premiums. We next explore whether the use of the one-step approach improves the precision of this decomposition compared to the conventional two-step approach. Hence, let the τ -year term premium be defined as T P t (τ ) = y(τ, X t ) − For each simulated sample and its related set of estimated parameters and states, we next decompose the yield curve into expected future short rates and term premiums in Table   12 . We first note that the mean errors in expected future short rates (EXP) are somewhat closer to zero in the one-step approach than in to the two-step approach. For instance, at the ten-year maturity with σ ε = 10 basis points, the mean errors in expected future short rates are -3.64 basis points in the one-step approach but -11.02 basis points in the two-step approach. This finding seems consistent with the smaller biases in K P and the filtered states for the one-step approach relative to the two-step approach reported in Section 5.3 and 5.4.
Given the small errors in estimating yields in both approaches, we therefore find that the onestep approach implies slightly lower mean errors for term premiums (TP) than the two-step approach. However, the mean absolute errors (MAE) in Table 12 for expected future short rates and term premiums are very large and almost identical for both estimation approaches, meaning that the large estimation uncertainty clearly dominates the small improvement in mean errors for term premiums within the one-step approach.
Thus, standard yield curve decomposition do not benefit from the proposed one-step approach. This is because the reported biases and large estimation uncertainty in term premiums originate from expected future short rates, and hence the estimated mean-reversion parameters in K P , which are relatively insensitive to the number of cross-sectional observations used to represent the yield curve. Table 12 : Accuracy of the Yield Decomposition in the AFNS Model
The table reports the mean of the sampling distribution of the mean errors (Mean) and mean absolute errors (MAE) for each component of the yield curve decomposition into expected future short rates (EXP) and term premium (TP) at various maturities. The mean for a given maturity is obtained by first computing the mean errors in each of the simulated samples across the T = 196 observations, and we then report the average of these means across the N = 100 simulated samples. Similarly, the MAE for a given maturity is obtained by first computing the mean absolute errors in each of the simulated samples across the T = 196 observations, and we then report the average of these absolute means across the N = 100 simulated samples. All errors are shown in basis points and defined as the true value minus the model-implied value. The parameter and state estimates in the AFNS model are obtained by QML in the one-step approach and by ML in the two-step approach, where zero-coupon synthetic yields are generated with the Svensson (1995) yield curve. The true yields and expected future short rates are generated from the AFNS model as described in Section 5.1.
The Implementation of the Two-Step Approach
Given the widespread use of the conventional two-step approach, it seems useful to explore whether its performance can be improved compared to Sections 5.3 and 5.4. The essential decisions for the econometrician in the two-step approach are how many synthetic zero-coupon yields to include when estimating the DTSM, and how these synthetic yields are extracted from the panel of coupon bonds. We next analyze how decisions along each of these dimensions affect the estimated parameters in the AFNS model.
The Number of Synthetic Yields
Our implementation of the two-step approach has so far used ten synthetic zero-coupon yields to represent the thirty-year Canadian yield curve. But the choice of which synthetic yields to include is likely to affect the performance of the two-step approach. In particular, it is likely that there may exist a trade-off within the two-step approach between bias and efficiency for the estimated parameters in the DTSM. The reason is as follows. To increase efficiency, it is obviously desirable to use a large number of synthetic yields, but this is likely to come Table 13 : Accuracy of the Parameter Estimates: The Number of Synthetic Yields
The table reports the mean (Mean) and the standard deviation (Std. dev.) of the sampling distribution for each of the estimated parameters in the AFNS model when using ML in the two-step approach, with simulated samples of length T = 196 and N = 100 repetitions. The extended samples consists of the 31 synthetic zero-coupon yields with maturities of 0.5, 1, 2,..., 30 year from the Svensson (1995) yield curve. The reduced sample consists of six synthetic zero-coupon yields with maturities of 1, 2, 3, 5, 7, and 10 years from the Svensson (1995) yield curve.
at the cost of also including some less precisely measured yields, and this could potentially bias the coefficients in the DTSM. On the other hand, when only a few and very accurately measured yields are included, then we minimize the risk of coefficient bias but at the cost of low efficiency. The present section explores whether such a trade-off exist by implementing the two-step approach on two different sets of samples that both represent the same data generating process. The first is an extended sample of 31 synthetic yields with maturities of 0.5, 1, 2,..., 30 year. The second is a reduced sample of only six yields with maturities of 1, 2, 3, 5, 7, and 10 years, where we omit the imprecisely estimated yields at the short and long end of the thirty-year yield curve.
The estimated coefficients in the AFNS model from this simulation exercise are reported in Table 13 . We find somewhat surprisingly that the biases for κ P 11 , κ P 22 , σ P 11 , σ P 22 , and λ are smaller in the extended sample compared to the standard sample (in Table 10 ) and the reduced sample. Still, it is hard to detect any efficiency gains from the extended sample for these parameters, except possibly for λ. Furthermore, we note that the estimates of κ P 33 and σ P 33 have the largest biases in the extended sample, which also provides the most imprecise estimates of κ P 33 and σ P 33 . The performance of the reduced sample with six synthetic yields is very similar to what we found for the standard sample with ten synthetic yields, meaning that the reduced sample avoids the large biases we occasionally find in the extended sample (e.g. in κ P 33 and σ P 33 ). For each simulated sample and its related set of estimated parameters, The table reports the mean of the sampling distribution of the mean errors (Mean) and mean absolute errors (MAE) of each estimated state variable in the AFNS model using ML in the two-step approach. The mean is obtained by first computing the mean errors in each of the simulated samples across the T = 196 observations, and we then report the average of these means across the N = 100 simulated samples. Similarly, the MAE are obtained by first computing the mean absolute errors in each of the simulated samples across the T = 196 observations, and we then report the average of these absolute means across the N = 100 simulated samples. The true states are generated from the AFNS model as described in Section 5.1. The extended samples consists of the 31 synthetic zero-coupon yields with maturities of 0.5, 1, 2,..., 30 year from the Svensson (1995) yield curve. The reduced sample consists of six synthetic zero-coupon yields with maturities of 1, 2, 3, 5, 7, and 10 years from the Svensson (1995) yield curve. All numbers are reported in basis points.
the accuracy of the filtered states. For the extended sample, we find large positive biases for the level factor and large negative biases for the slope and curvature factor. For instance, the mean error for the curvature factor is -66 basis points when σ ε = 10 basis points. The biases in the reduced sample are much smaller than in the extended sample, and this also explains the lower mean absolute errors (MAE) of the filtered states for the reduced sample compared with the extended sample.
We draw two conclusions from this exercise. First, there does not appear to be an obvious trade-off between bias and efficiency in the two-step approach when varying the number of synthetic zero-coupon yields in the estimation of the DTSM. Second, the current practice of using a relatively low number of synthetic yields (i.e. between six and ten) seems well justified, at least when the synthetic yields are extracted based on the parametric discount function in Svensson (1995) .
Synthetic Nelson and Siegel (1987) Yields
An obvious difference between the true zero-coupon yields from the AFNS model and those from the Svensson (1995) yield curve is that the latter allows for an extra 'hump' at the long end of the yield curve compared to the AFNS model. Within our setting, this additional hump clearly seems redundant and we therefore explore the effects of omitting it when extracting synthetic zero-coupon yields from our simulated panels of bond prices. That is, we briefly consider the case where the synthetic yields are extracted based on the parametric discount function in Nelson and Siegel (1987) , and we continue to use the same ten constant yield Svensson (1995) yields Nelson and Siegel (1987) The table reports the mean (Mean) and the standard deviation (Std. dev.) of the sampling distribution for each of the estimated parameters in the AFNS model when using ML in the two-step approach on synthetic yields from the Svensson (1995) and Nelson and Siegel (1987) yield curves. The true yields are generated from the AFNS model as described in Section 5.1, with simulated samples of length T = 196 and N = 100 repetitions. For both types of yields we use the same ten constant maturities, 0. 25, 0.5, 1, 2, 3, 5, 7, 10, 20, and 30 years. maturities as in Section 5.3. Table 15 reports the results for the estimated coefficients in the AFNS model from this simulation exercise, which we benchmark to the findings in Section 5.3 based on Svensson (1995) yields. We generally find that the estimated coefficients are adversely affected by using the more parsimonious specification of Nelson and Siegel (1987) to extract the synthetic yields.
Most notably, the biases for κ P 22 , σ 11 , σ 22 , σ 33 , and λ increase somewhat when using the Nelson and Siegel (1987) yields compared to the Svensson (1995) yields, whereas the opposite applies for κ P 11 . Table 16 further shows, that the filtered state estimates with the Nelson and Siegel (1987) yields are less efficient (as measured by MAE) compared to the Svensson (1995) yields, whereas the mean errors are more similar across the two specifications.
Thus, restricting the parametric discount function for extracting synthetic zero-coupon yields compared to the specification in Svensson (1995) does not improve the performance of the conventional two-step approach. In terms of practical relevance, this finding provides support for the widely used synthetic U.S. Treasury yields constructed by Gürkaynak et al. (2007 Gürkaynak et al. ( , 2010 .
Summarizing the Main Insights From the Monte Carlo Study
The main insight from this Monte Carlo study is that the considered DTSM may be estimated more reliably by using directly observed market prices on coupon bonds instead of synthetic zero-coupon yields. Although these synthetic zero-coupon yields are estimated very Svensson (1995) yields Nelson and Siegel (1987) The table reports the mean of the sampling distribution of the mean errors (Mean) and mean absolute errors (MAE) of each estimated state variable in the AFNS model using ML in the two-step approach based on Svensson (1995) and Nelson and Siegel (1987) yields, each with the same ten maturities, 0. 25, 0.5, 1, 2, 3, 5, 7, 10, 20, and 30 years. The mean is obtained by first computing the mean errors in each of the simulated samples across the T = 196 observations, and we then report the average of these means across the N = 100 simulated samples. Similarly, the MAE are obtained by first computing the mean absolute errors in each of the simulated samples across the T = 196 observations, and we then report the average of these absolute means across the N = 100 simulated samples. The true states are generated from the AFNS model as described in Section 5.1. All numbers are reported in basis points.
accurately with well-established curve-fitting techniques, we nevertheless find that seemingly negligible errors in these synthetic yields do affect the estimated parameters in DTSMs. In particular, all risk-neutral parameters are estimated with smaller biases and greater efficiency in the proposed one-step approach compared with the conventional two-step approach. This improvement is partly explained by the more densely representation of the yield curve in the one-step approach through the entire panel of coupon bond prices, and partly by the omission of seemingly negligible estimation errors in the synthetic zero-coupon yields. We also find that parameters in the P -dynamics benefit from a one-step approach, although these parameters are unrelated to the Q-dynamics with an essential affine specification for the market prices of risk. This improvement therefore arises mainly because the states are estimated with lower biases and greater precision in the one-step approach compared to the two-step approach. 25
Forecasting the Canadian Three-Month Yield
The previous analysis has shown that parameters and latent states in the AFNS model are estimated with smaller biases and greater effeciency by the one-step approach when compared to the conventional two-step approach. The present section explores whether these advantages are sufficiently large to improve the ability of the AFNS model to forecast short-term bond yields out of sample.
We structure the forecast exercise to match the timing and frequency of the Consensus Forecasts, which serves as our benchmark, given that it is the survey for the Canadian econ-25 One potential minor caveat with our current Monte Carlo study is its relatively small number of simulations (N = 100). Ongoing work explores the robustness of our findings when N is increased to 1,000. Table 17 summarizes the outcome of this forecasting exercise for the Canadian threemonth yield. The Consensus Forecasts overpredict the level of this yield during our forecasting period, given its negative mean errors of -84.97 basis points. We see the same tendency in the forecasts from the AFNS model, where the use of the one-step approach to estimate this model gives the smallest (numerically) mean errors of −79.52 basis points. This version of the AFNS model is also seen to outperform the Consensus Forecasts in terms of root mean square errors (RMSE), which are 115.80 basis points for the AFNS model but 122.25 basis points for Consensus Forecasts. However, when using the mean absolute errors (MAE), we obtain the opposite ranking. In line with our simulation study in Section 5, we also find that a reduced sample with only six synthetic yields in the two-step approach does better than using an extended sample with 31 synthetic yields. Accordingly, the proposed one-step approach can also be used to generate competitive out of sample forecasts when compared to surveys and the conventional two-step approach with a limited number of yields.
Model

Conclusion
This paper demonstrates the advantages of estimating DTSMs directly on actual bond prices as opposed to using a limited number of synthetic zero-coupon yields. For our Canadian sample of 105 bonds, we find that the risk-neutral parameters are those which are mostly affected by using this one-step approach, and that seemingly small differences between two data sets of synthetic yields with identical maturities can affect the estimated parameters in DTSMs. We also find that estimation of a DTSM by the one-step approach gives a substantially closer fit to actual bond prices than implied by the same model when it is estimated by the conventional two-step approach. This shows that the use of synthetic yields in the two-step approach may add a considerable amount of noise to the predicted bond prices from an estimated DTSM.
We also explore the finite-sample properties of the proposed one-step approach and the conventional two-step approach in a Monte Carlo study. A novel feature of this simulation experiment is to work at the level of coupon bonds to account for estimation uncertainty in the construction of synthetic zero-coupon yields. The main insight from this Monte Carlo study is that the risk-neutral parameters in DTSMs are estimated with smaller biases and greater efficiency in the one-step approach when compared to the conventional two-step approach.
There are obviously other advantages to estimating DTSMs directly on bond prices than what is covered in the present paper. For example, DTSMs could be augmented with bondspecific characteristics to enhance our understanding of liquidity premiums and their dynamics as in Fontaine and Garcia (2012) and Andreasen et al. (2017) . Similarly, the proposed onestep approach reveals directly which bonds trade cheap or at a premium relative to the overall market, and this could be useful for portfolio management, arbitrage trading, and market surveillance. We leave these and other applications for future research.
No.
Appendix B: Construction of Zero-Coupon Yields
This section describes how we construct zero-coupon yields by the Svensson (1995) discount function using the panel of Canadian government fixed-coupon bond prices analyzed in the main text. The Svensson (1995) yield curve has a flexible functional form given by
where we impose the restrictions that λ1 > λ2 > 0. This function contains the level, slope, and curvature components known from Nelson and Siegel (1987) and augments them with an additional curvature factor to provide a better fit to the long end of the yield curve. The corresponding discount function is easily obtained as P zc t (τ ) = e −yt(τ )τ . Now, consider the value at time t of a fixed-coupon bond with maturity at t + τ that pays an annual coupon C semi-annually. Its price, denoted Pt(τ, C), is simply the sum of its remaining cash flow payments weighted by the zero-coupon bond price function P zc t (τ ):
For each observation date, the parameters in the Svensson (1995) curve, (β0, β1, β2, β3, λ1, λ2) , are estimated by optimizing the following objective function
where ny,t is the number of coupon bond prices observed on day t, P data,i t is the observed price for bond number i, P i t is its price implied by the Svensson (1995) discount function, and D i t is its duration, which is model-free and calculated before estimation based on the Macaulay formula. The stated objective is to minimize the weighted sum of the squared deviations between the actual bond prices and the predicted prices, where the weights are the inverse of the durations of each individual security. This is identical to the objective function used by Gürkaynak et al. (2007 Gürkaynak et al. ( , 2010 . The optimization for each observation date is started at the same parameter vector: 
. Tables 21 and 22 report the summary statistics of the mean errors and the mean absolute errors for the ten constant-maturity zero-coupon yields constructed using the Svensson (1995) yield curve as described above when the underlying bond prices are simulated from the AFNS model as described in Section 5.1 with measurement error standard deviation equal to σε = 1 basis point and σε = 10 basis points, respectively. The top panel reports the summary statistics of the mean errors between the true zero-coupon bond yields and the zero-coupon bond yields constructed using the Svensson (1995) yield curve based on N = 100 simulated data sets generated by the independent-factor AFNS model, each with a distribution of coupon bond prices identical to the sample of Canadian fixed-coupon bond prices described in Section 2 and with each simulated bond price being added an i.i.d. measurement error with zero mean and a uniform measurement error standard deviation of σε = 1 basis point scaled by the bond's duration. The bottom panel reports the corresponding summary statistics of the mean absolute errors. All numbers are measured in basis points.
Maturity
Mean errors, σ ε = 10 basis points in months Mean Std. dev. The top panel reports the summary statistics of the mean errors between the true zero-coupon bond yields and the zero-coupon bond yields constructed using the Svensson (1995) yield curve based on N = 100 simulated data sets generated by the independent-factor AFNS model, each with a distribution of coupon bond prices identical to the sample of Canadian fixed-coupon bond prices described in Section 2 and with each simulated bond price being added an i.i.d. measurement error with zero mean and a uniform measurement error standard deviation of σε = 10 basis points scaled by the bond's duration. The bottom panel reports the corresponding summary statistics of the mean absolute errors. All numbers are measured in basis points.
Appendix C: The Extended Kalman Filter Estimation
This appendix describes the model estimations based on the Kalman filter and the extended Kalman filter.
For affine Gaussian models in general, the conditional mean vector and the conditional covariance matrix are In addition, the transition and measurement errors are assumed to be orthogonal to the initial states. Due to the assumed stationarity, the Kalman filter is initialized at the unconditional mean and variance of the state variables under the P -measure, i.e., X0 = θ P and Σ0 = In the time-t update step, X t|t−1 is improved by using the additional information contained in Yt, i.e., 26 Throughout, conditional and unconditional covariance matrices are calculated using the analytical solutions provided in Fisher and Gilles (1996) . At this point, the Kalman filter has delivered all ingredients needed to evaluate the Gaussian log likelihood, which reads L EKF (ψ) ≡ log l(y1, . . . , yT ; ψ) = T t=1 − N 2 log(2π) − 1 2 log |Ft| − 1 2 v
where N is the number of observed yields. Now, the likelihood is numerically maximized with respect to ψ using the Nelder-Mead simplex algorithm. Upon convergence, the standard errors are obtained from the estimated covariance matrix,
∂ log lt( ψ) ∂ψ ∂ log lt( ψ) ∂ψ
, where ψ denotes the estimated model parameters.
In model estimations with coupon bond prices in the one-step approach and for the B-AFNS model using the two-step approach, the extended Kalman filter is needed because the measurement equations are no longer affine functions of the states. Instead, the measurement equation takes the general form
In the extended Kalman filter, this equation is linearized using a first-order Taylor expansion around the best guess of Xt in the prediction step of the Kalman filter algorithm. Thus, in the notation introduced above, this best guess is denoted X t|t−1 and the approximation is given by g(Xt; t where H(ψ).is the Hessian matrix evaluated as described in Harvey (1989) .
Appendix E: Full ML Estimation with Stochastic Volatility
Suppose Xt evolves as Xt+1 = h (Xt; θ) + f (Xt, εt+1; θ) ,
where the f -function accommodates stochastic volatility in the dynamics of Xt. Lagging equation (18) (18) with nonlinearities between the states and the innovations can be rewritten into an extended system with only linear innovations as in equations (8) and (9).
Appendix F: Formulas for Short Rate Expectations and Term Premiums
In this appendix, we derive the analytical formulas for short-rate expectations and term premiums in the independent-factor AFNS model. Recall that term premium is defined as
Furthermore, recall that for affine stochastic differential equations of the form
the conditional expectation is given by
In the AFNS model, the instantaneous short rate is defined as
while the specification of the P -dynamics considered is given by In order to get back to the term premium formula, we note that the conditional expectation of the instantaneous short rate process is: 
