Abstract. In this paper, we are concerned with the uniqueness and the nondegeneracy of positive radial solutions for a class of semilinear elliptic equations. Using detailed ODE analysis, we extend previous results to cases where nonlinear terms may have sublinear growth. As an application, we obtain the uniqueness and the non-degeneracy of ground states for modified Schrödinger equations.
Introduction and Main results
In this paper, we consider the uniqueness and the non-degeneracy of positive radial solutions for the following semilinear elliptic problem: 1) where N ≥ 2 and g : [0, ∞) → R. Especially we are interested in the case where the nonlinear term g may have a sublinear growth at infinity. Equation (1.1) appears in various fields of mathematical physics and biology, and has been studied widely. Particularly, almost optimal conditions for the existence of nontrivial solutions have been obtained in [5, 6, 17] . Equation (1.1) has the variational structure and solutions of (1.1) can be characterized as critical points of the functional E :
where G(s) = s 0 g(τ ) dτ . Then nontrivial solutions obtained in [5, 6, 17] were indeed ground states of (1.1), namely solutions of (1.1) which have least energy among all nontrivial critical points of E. It should be also noted that ground states obtained in [5, 6, 17] were positive and radially symmetric. But under generic assumptions for which the existence of ground states is guaranteed, one can show that any ground state is positive. Moreover we can also prove that any ground state is radially symmetric. This can be shown in two ways: One is based on the Moving Plane method for positive solutions ( [15] ), and the other is based on the rearrangement technique for minimizers ([8] and references therein). Thus if we could show the uniqueness of positive radial solutions, then we can also obtain the uniqueness of ground states.
There are lots of works concerning with the uniqueness of positive radial solutions for (1.1). See [10, 20] for the model case g(u) = −u + u 3 or g(u) = −u + u p and [4, 18, 22, 23, 25, 26, 27, 29] and references therein for more general nonlinearities. But there still remains a gap between sufficient conditions for the existence and those for the uniqueness. Especially when the nonlinear term may have sublinear growth at infinity, the uniqueness is not known in general.
Once we could obtain the uniqueness of positive solutions of (1.1) and go back to its proof, we can also show that the unique positive solution of (1.1) is nondegenerate, that is, the linearized operator L = ∆+g ′ (u) has exactly N -dimensional kernel which is given by span { ∂u ∂xi } (See also Corollary 2.4 below). This type of non-degeneracy can be applied in various ways. See for example [14, 24] for singularly perturbed problems, [21] for the existence of traveling waves of nonlinear Schrödinger equations and [30] for the (in)stability of standing waves for nonlinear Schrödinger equations.
Our aim of this paper is to prove the uniqueness and the non-degeneracy of positive radial solutions of (1.1) for general nonlinearities to which previous results cannot be applied. Especially as we have mentioned above, we are interested in the case where the nonlinear term may have sublinear growth at infinity.
To state our main result, we impose the following conditions on the nonlinear term g: Roughly speaking, the function K g measures growth orders at zero and infinity. For example if g(s) = −s + s p , we can easily see that K g (0) = 1 and K g (∞) = p. Especially when K g (∞) ∈ (0, 1), the nonlinear term g has sublinear growth at infinity. We also note that ifb < ∞, then it follows that u L ∞ <b by the Maximum Principle.
In this setting, we obtain the following result. As for the existence of a positive radial solution of (1.1), it suffices to assume (G1), (G3) and the following additional conditions ( [5, 6, 17] Now since we are interested in the positive radial solutions, (1.1) reduces to the following ordinary differential equation:
To obtain the uniqueness of positive radial solutions of (1.3), we apply the shooting method as in [20, 22] . More precisely, let us consider the initial value u(0) = d for d > 0 and denote by R(d) the first zero of u = u(r, d). Then it suffices to show that there exists a unique
To this end, we consider the variation δ(r, d) = ∂u ∂d (r, d). As in [20, 22] , the key is to construct a suitable comparison function which has the same zero as δ. Although a general method based on I-theorem has been established in [22] , this method may fail if the nonlinear term has a sublinear growth at infinity. Thus our main purpose is the construction of the comparison function without using I-theorem. (See also Remarks 2.6, 3.7 below.)
As an application of Theorem 1.1, we study the uniqueness and the non-degeneracy of ground states for the following modified Schrödinger equation: 4) where N ≥ 2, λ > 0, κ > 0 and p > 1. Then two advances on previous results can be made: One is the uniqueness for N = 2 which was not studied in [3] , and the other is the non-degeneracy for 1 < p < 3 which was not covered in previous results [3, 28] . (See also Remark 4.10 below.) The nonlinear term |u| p−1 u in (1.4) has still superlinear growth even when 1 < p < 3. But in this case, as we will see in Remark 4.4 below, problem (1.4) has a sublinear structure because of the quasilinear term u∆(|u| 2 ). This paper is organized as follows. In section 2, we classify the set of initial values as in [20, 22] and prove Theorem 1.1, leaving the proof of the main proposition into Section 3. Section 3 is the most technical part and we will construct a suitable comparison function by using detailed ODE analysis. Finally in Section 4, we study the uniqueness of positive radial solutions for a class of quasilinear elliptic problems. Especially we will apply Theorem 1.1 to obtain a completely optimal result for the uniqueness and the non-degeneracy of complex valued ground states of modified Schrödinger equations in Subsection 4.4.
Classification of the set of initial values and Preliminaries
In this section, we give some preliminaries and prove Theorem 1.1. To this end, we study the structure of radial solutions of the following ODE:
For d > 0, we denote the unique solution of (2.1) by u(·, d). Then as in [20] and [22] , we can classify the sets of initial values as follows: When d ∈ N , we may assume that R(d) is a first zero of u(r, d). Then it follows that u ′ (R) < 0. Furthermore when d ∈ G, we set R(d) = ∞. In this setting, we have the following result.
Proposition 2.1. We obtain the following properties.
(i) The sets N , G and P are disjoint,
decreasing with respect to r.
Next in order to study the uniqueness and the non-degeneracy of the positive radial solution of (2.1), we consider the following linearized problem:
For a solution u = u(·, d) of (2.1), we denote the unique solution of (2.3) by δ(·, d) and sometimes we denote it by δ(·) for simplicity. Our first purpose is to establish the following result.
Proof. Whenb < ∞, the proof can be found in [25] . Thus it suffices to consider the caseb = ∞.
To prove (i), we suppose by contradiction that δ(r, d) > 0 on (0, ∞). First differentiating (2.1), we have
Then by a direct calculation, we obtain the following Picone identity:
Integrating it over (r,r) for any (r,r) ⊂ (0, ∞), we get
Now since both u and u ′ decay exponentially at infinity, [22] Lemma 2 (b) for the proof.) In the former case, δ, δ ′ decay exponentially and δ ′ /δ → − −g ′ (0) asr → ∞. In the latter case, we also have δ ′ (r)/δ(r) > 0 for larger. Thus in both cases, we obtain lim sup
On the other hand since δ(0) = 1, δ ′ (0) = 0 and u ′ (0) = 0, we have from (2.1) that
Thus it follows that
This is a contradiction and hence δ has at least one zero. Finally proofs of (ii) and (iii) can be done by similar arguments in [22] Lemmas 3 (b) and 10.
We note that if δ(r, d) has exactly one zero in (0, R) for d ∈ N ∪G, then d is called admissible. Moreover if d is admissible and δ(R, d) < 0 for d ∈ N or δ(r) → −∞ as r → ∞ for d ∈ G, then d is said to be strictly admissible. (See [20] and [22] .) Our goal is to prove the following result which shows the strict admissibility of any admissible d ∈ N ∪ G. We will give its proof in Section 3.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. First we prove the uniqueness. To this end, we suppose by contradiction that problem (1.3) has at least two positive radial solutions. Especially one has G = ∅. 
) has a zero r 1 ∈ (r 0 , R(d)), then δ has a negative minimum at r 2 ∈ (r 0 , r 1 ) and hence
This is a contradiction.
Next since we assumed that the set G has at least two elements, we have (d 0 ,b)∩ G = ∅ and hence we can define Let N (d) be the number of zeros of δ(r, d) on (0, R(d)). Next we claim that Finally, let
be the linearized operator around u, and suppose that ϕ 0 is a nontrivial radial eigenfunction corresponding to 0-eigenvalue of L, that is,
Since ϕ 0 and δ satisfy the same initial condition at the origin, ϕ 0 is a constant multiple of δ. Then by Proposition 2.3, we have ϕ 0 → −∞ as r → ∞ and hence
. This completes the proof.
Once we could obtain the uniqueness of the positive radial solution, one can show more precise information on the spectrum of L. Indeed we can prove the following result.
Corollary 2.4. Assume (G1)-(G6) and let L = ∆+g ′ (u) be the linearized operator around the unique positive radial solution u of (1.1). Then the following properties hold.
(
and σ e (L) are the point spectrum and the essential spectrum of L respectively.
for any small ε > 0 and some
, then the corresponding eigenfunction is radially symmetric. (v) The principal eigenvalue µ 1 (L) > 0 is simple, and the corresponding eigenfunction ϕ can be chosen to be positive. (vi) The second eigenvalue µ 2 (L) is zero, and the eigenspace associated with the eigenvalue µ = 0 is spanned by
Proof. Although the proof can be done in a similar way as [4] , we give the proof for the sake of completeness. First, since u is bounded and decays exponentially at infinity, L is a self-adjoint operator from the domain Dom(
, and a compact perturbation of ∆ + g ′ (0). Then (i), (ii) and (iii) follow by the standard spectral theory for self-adjoint operators.
By the elliptic regularity theory and the exponential decays of u (k) (r), it follows that
It is well-known that µ 1 (L) is simple and the corresponding eigenfunction ϕ 1 has a constant sign. Since 0 is not a simple eigenvalue, it follows that µ 1 (L) > 0 and hence (v) holds.
Next we show (iv). Let λ i and ψ i (θ) with θ ∈ S N −1 be the eigenvalues and eigenfunctions of the Laplace-Beltrami operator on S N −1 . Then it is well-known that
Then from (iii), we have ϕ
for some C, ρ > 0. Moreover by a direct calculation, one has
On the other hand, u ′ satisfies u ′ < 0 and
Multiplying (2.6), (2.7) by r N −1 u ′ , r N −1 ϕ i respectively, then subtracting and integrating over (0, r), we get
which is a contradiction. On the other hand when r i = ∞, by the exponential decays of u ′ , u ′′ , ϕ i and ϕ
Thus we get
Next we suppose that µ > 0. If ϕ i ≡ 0, for some i = 1, . . . , N , in a similar argument as above, it follows from λ i = N − 1 that
Then taking r → ∞ in (2.8), we get
This is a contradiction and hence
and hence ϕ is radially symmetric. This completes the proof of (iv). Finally we prove (vi). Let ϕ be an eigenfunction of L with eigenvalue µ = 0. From (2.6) and λ 0 = 0, it follows that
Moreover from (2.5), we also have ϕ 0 ∈ H 1 rad (R N ). Then by Theorem 1.1, we get ϕ 0 ≡ 0. Thus from (2.9), we obtain
To finish the proof, it suffices to show that µ 2 (L) = 0. If µ 2 (L) > 0, the corresponding eigenfunction ϕ is radially symmetric from (iv). This implies that ϕ satisfies
Moreover from (iii), one can show that ϕ, ϕ ′ decay exponentially and
First we claim that ϕ has a zero on (0, ∞). To this end, letφ be an eigenfunction of L corresponding to eigenvalue µ 1 > 0. Thenφ decays exponentially and satisfies
Now we suppose that ϕ = 0 on (0, ∞). Then we have the following identity:
In a similar way as the proof of Proposition 2.2 (i), integrating over [0, r] and passing a limit r → ∞, we get
However since µ 1 is the principal eigenvalue, it follows that µ 1 > µ 2 , which leads a contradiction. Thus there exists r 0 ∈ (0, ∞) such that ϕ(r 0 ) = 0. Next we compare ϕ and δ. First from µ 2 > 0 and by Lemma A.1 (b), it follows that r δ < r 0 , where r δ is the unique zero of δ. Especially δ = 0 on (r 0 , ∞). Then from (2.3) and (2.10), one has the following identity:
Arguing similarly as in the proof of Proposition 2.2 (i), we get lim sup
Thus from ϕ(r 0 ) = 0 and δ(r 0 ) = 0, we obtain
This is a contradiction and hence µ 2 = 0. This completes the proof of Corollary 2.4.
Now we give some preliminaries to prove Proposition 2.3. For s > 0 and λ > 0, we define the I-function by
We note by the definition of K g (s) that
Moreover we put
. Then from (G2) and (G4), K ∞ is well-defined,
We also observe that lim
Moreover the map t → Λ(t) is continuous.
is decreasing on (b,b) by (G4), it follows that s * is welldefined and K g (t) > 1 for t ∈ (b, s * ). Thus there exists a unique λ > 0 such that
(ii): By the assumption I(c,λ) ≥ 0 and (G2), it follows that
is decreasing, the claim holds.
(iii): Let s ∈ [s * ,b). Then one has from (G5) that K g (s) ≤ K g (s * ) = 1 and To derive a contradiction, we define
We note that v λ (0) = λu(0) > 0. Moreover one can see that v λ satisfies
and hence
Our aim is to compare δ with v λ , and our goal is to show the following lemma.
Lemma 3.1 (Key lemma). Let r δ ∈ (0, R) be the unique zero of δ(r, (ru ′ (r)) ∈ (−∞, 0) and inf
Thus the r.h.s of (3.3) is positive for sufficiently large λ.
Lemma 3.3. Let r δ be the unique zero of δ(r) and suppose that δ(r) → 0 as r → R.
Then it follows that b < u(r δ ) < s * , where s * is a constant defined in Lemma 2.5 (i).
Proof. First we show that b < u(r δ ). To this aim, suppose by contradiction that u(r δ ) ≤ b. Then it follows that u(r) < b for r δ < r < R and hence g(u) < 0 on (r δ , R) by (G2).
Next from (2.1) and (2.3), one has
Integrating (3.4) over [r δ , r] and using the integration by parts, we get
Now suppose that d ∈ G. Then since u, u ′ and δ decay exponentially as r → ∞, we can pass the limit r → ∞ to obtain
However since g(u) < 0 and δ < 0 on (r δ , ∞), this is a contradiction. Next let d ∈ N . In this case, one has u(R) = 0, u ′ (R) < 0, δ(R) = 0 and δ ′ (R) > 0. Taking r = R, we get
This is a contradiction again and hence b < u(r δ ).
Next we prove u(r δ ) < s * . By the definition of s * , it suffices to consider the case K ∞ < 1. Suppose by contradiction that u(r δ ) ≥ s * . Since u is decreasing, one has u ≥ s * on (0, r δ ). Moreover as we have mentioned in Section 1, we may assume that u(0) <b by the Maximum Principle. Thus by Lemma 2.5 (iii), we get I(u(r), λ) < 0 for all r ∈ (0, r δ ) and λ > 0.
Moreover taking large λ > 0, we have by Lemma 3.2 (ii) that v λ > 0 on (0, r δ ). Thus we obtain
From (2.3), (3.2) and δ(r δ ) = 0, we can apply the Sturm Comparison Principle (Lemma A.1 (b) below) to show that v λ has a zero on (0, r δ ). This contradicts to Lemma 3.2 (ii) and hence the claim holds.
Now by Lemma 3.3, we can apply Lemma 2.5 (i) with t = u(r δ ). Putting λ = Λ u(r δ ) , we get I(s, λ) < 0 for s > u(r δ ) and I(s, λ) > 0 for 0 < s < u(r δ ).
Then by Lemma 2.5 (ii) and the continuity of u, we also have I(s, λ) > 0 for 0 < s < u(r δ ) and λ ≥ λ, 0 < s ≤ u(r δ ) and λ > λ.
Finally since u is decreasing, we obtain I(u(r), λ) < 0 for 0 < r < r δ , I(u(r), λ) > 0 for r δ < r < R, λ ≥ λ, r δ ≤ r < R, λ > λ. (3.5)
Next we investigate the sign of v λ near its zero. Claim. Ifr 0 ∈ (r δ , R) is a zero of v λ , then v λ < 0 on some right neighborhood of r 0 .
Indeed suppose by contradiction that v λ (r) > 0 for r >r 0 nearr 0 . Then by Lemma 3.2 (i), v λ has a next zeror 0 ∈ (r 0 , R) and v λ > 0 on (r 0 ,r 0 ). Thus from (3.5), one has
In this case, we can apply Lemma A.1 (a) to conclude that δ must have a zero on (r 0 ,r 0 ) ⊂ (r δ , R). This contradicts to the assumption which we made in the beginning of this section and hence the claim holds. Now we assume that there exists r 0 ∈ (r δ , R) such that v λ (r 0 ) = 0. Then by the claim above, it follows that v λ < 0 on a right neighborhood of r 0 . Moreover if v λ has a next zero r 1 > r 0 , then v λ must change its sign from negative to positive by Lemma 3.4 (i). This contradicts to the above claim providedr 0 = r 1 and hence v λ < 0 on (r 0 , R).
(3.6)
Next we observe from (3.6) and by Lemma 3.4 (i) that v λ > 0 on a left neighborhood of r 0 . If there exists r 2 ∈ (r δ , r 0 ) such that v λ (r 2 ) = 0, it follows that v λ > 0 on (r 2 , r 0 ) ⊂ (r δ , R). Then by applying the above claim withr = r 2 , we obtain a contradiction. This implies that v λ > 0 on (r δ , r 0 ) and v ′ λ (r 0 ) < 0. Lemma 3.6. v λ has a unique zero r ∈ (0, r δ ), that is, v λ > 0 on (0, r) and v λ < 0 on (r, R).
Proof. First we show that v λ has at least one zero on (0, r δ ). Indeed if v λ > 0 on (0, r δ ), we have from (3.5) that
Then by Lemma A.1 (b), v λ must have a zero on (0, r δ ). This is a contradiction and hence the existence of a zero r ∈ (0, r δ ) holds. Moreover we may assume that r is the first zero of v λ . Now by Lemma 3.4 (ii), v λ < 0 on a right neighborhood of r. If v λ has a next zero r 1 ∈ (r, r δ ], it follows that v λ < 0 on (r, r 1 ). From (3.5), we get
Then by Lemma A.1 (a), δ must have a zero on (r, r 1 ). This contradicts to the assumption of Proposition 2.3 and hence v λ < 0 on (r, r δ ]. In this case, v λ cannot have a zero on (r δ , R) by Lemma 3.5. This completes the proof. Now by Lemma 3.2 (ii), we can choose large λ > λ so that v λ > 0 on [0, r δ ]. Then by Lemmas 3.2 (i) and 3.5, v λ has a unique zero r ∈ (r δ , R).
To prove the key lemma, we define
as in [20] . Then one has
for r, λ with θ(r) = λ. Finally we prove Proposition 2.3 by using Lemma 3.1.
Proof of Proposition 2.3. As we have mentioned in the beginning of this section, we assume that δ(r, d) has exactly one zero r δ ∈ (0, R) and suppose by contradiction that δ(R) = 0 when d ∈ N and δ(r) stays bounded at infinity when d ∈ G. Then it follows that δ(r) → 0 exponentially as r → ∞ if d ∈ G.
First we suppose that d ∈ N . In this case, one has by Lemma 3.1 and (3.5) that
Since δ(r δ ) = δ(R) = 0, we can apply Lemma A.1 to show that v λ0 has a zero on (r δ , R). But this contradicts to Lemma 3.1.
Next we consider the case d ∈ G. We put
Then from (3.5) and by Lemma 3.1, one has ϕ < ψ on (r δ , ∞). Moreover since v λ0 = 0 on (r δ , ∞), we can rewrite (2.3) and (3.2) as
respectively. By a direct computation, one can obtain the following Picone identity holds:
Integrating it over [r, t] ⊂ (r δ , ∞), we get
Next from (2.1), (2.2) and by the definition of v λ0 , it follows that
Since δ decays exponentially at infinity, we have
Moreover since δ(r δ ) = 0 and v λ0 (r δ ) = 0, we can apply l'Hôpital's rule to obtain
.
Thus we also have lim
Now from (3.11), (3.12) and (3.13), it follows that
This is a contradiction because ϕ < ψ on (r δ , ∞) and hence the proof is complete.
Remark 3.7. As we have noted in Remark 2.6, we can obtain Proposition 2.3 by the previous result in [22] when K ∞ ≥ 1. Actually the key of the proof of the strict admissibility was to construct a comparison function v λ having the same zero with δ. In [22] , this construction was done by applying the I-theorem. Our argument shows that we can construct such v λ without using the I-theorem.
We also observe that K ∞ ≥ 1 is equivalent to the fact that g(s) has superlinear or asymptotically linear growth at infinity. Since we were able to obtain Proposition 2.3 even if K ∞ < 1, our result can cover the case where the nonlinearity may have sublinear growth or may be negative at infinity.
Application to ground states of modified Schrödinger equations
In this section, we study the uniqueness of positive radial solutions for the quasilinear elliptic problem of the form:
As an application, we will also show the uniqueness and the non-degeneracy of ground states for modified Schrödinger equations in Subsection 4.4. We impose the following conditions on the nonlinear term h(t) and the quasilinear term a(t).
(H5) There exists ℓ > 0 such that
(A4) There exists a ∞ > 0 such that lim t→∞ a(t) t ℓ = a ∞ (ℓ > 0 is defined in (H5)). Here K h and K a are the growth functions of h and a respectively, which are defined in (1.2). We observe that if K a (t) is non-decreasing on [0, ∞), then (A3) automatically holds.
A typical example of a(t) is given by a(t) = 1+κ|t| ℓ for κ > 0 and ℓ ≥ 2. Moreover by direct computations, we can see that a(t) = 1 + |t| ℓ1 + |t| ℓ2 for 0 < ℓ 1 < ℓ 2 or a(t) = |t| 2 + e −ct 2 for 0 < c ≤ 1 satisfy (A1)-(A4). As for the nonlinear term h(t), typical examples are given by:
• Power nonlinearity:
• Defocusing cubic-focusing quintic nonlinearity:
• Focusing cubic-defocusing quintic nonlinearity:
and N ≥ 2.
• Nagumo type nonlinearity:
By elementary calculations, one can show that these nonlinearities fulfill (H1)-(H5). Similar statements also hold for quadratic-cubic nonlinearities: h(t) = −t ± c|t|t ∓ |t| 2 t.
In this setting, we obtain the following result. 
be the linearized operator of (4.1) which is given by
4.1. Dual approach and auxiliary lemmas. In this subsection, we introduce a dual approach of (4.1) and prepare some auxiliary lemmas. To this aim, let f (s) be a unique solution of the following ODE:
From (A1), we can see that f is well-defined and f ∈ C 2 [0, ∞). We also extend f (s) as an odd function for s < 0. Then we have the following. (i) f > 0 and f ′ > 0 on (0, ∞). Especially f is monotone on (0, ∞) and hence the inverse f −1 exists.
(iii) f (s) has the following asymptotic behavior.
Proof. (i) and (ii) follow from (4.2). Moreover from (A4), we can show that (iii) holds. (For the proof, we refer to [16] .)
Now we consider the following semilinear elliptic problem:
which we call a dual problem of (4.1). We also define the linearized operatorL :
Then we have the following relation between (4.1) and (4.3).
is a positive radial solution of (4.1) if and only
is a positive radial solution of (4.3).
is a positive solution of (4.1) and put v = f −1 (u). Then
and the following identity holds:L
(v) u is non-degenerate if and only if v is non-degenerate.
For the proof of (i), we refer to [16] . The proof of (ii)-(v) can be found in [3] . (See also [2, Lemmas 2.7 and 2.8].) By Lemma 4.3, it suffices to study the uniqueness and the non-degeneracy of positive radial solutions of (4.3).
Remark 4.4. Let us consider the most typical case:
h(t) = −λt + |t| p−1 t and a(t) = 1 + κ|t| 2 (ℓ = 2).
Then by Lemma 4.2 (iii), we can see that g(s)
for some C > 0. This implies that if 1 < p < 3, the nonlinear term of the converted semilinear problem (4.3) has a sublinear growth at infinity.
4.2.
Existence of a positive radial solution of (4.1). In this subsection, we prove the existence of a positive radial solution u ∈ C 2 (R N ) of (4.1). To this end, we show that the function
satisfies (G1), (G3) and (G6) in Section 1. For s < 0, we extend g(s) as an odd function. First we can easily see that g ∈ C 1 [0, ∞). Moreover since h(0) = 0 and f (0) = 0, we also have g(0) = 0. Next one has
Since f (s) → 0 as s → 0, it follows that
Thus from (H1), we get
and hence (G1) holds.
To prove (G3), we observe that
Letζ > 0 be a constant in (H3) and put ζ = f −1 (ζ). Then from (H3), it follows that G(ζ) = H(ζ) > 0 and hence (G3) holds.
Finally we show that (G6) holds. When N ≥ 3, we have by (H5) and Lemma 4.2 (iii) that lim sup
Next suppose that N = 2. By (G3) and (G6) are satisfied, we can apply results in [5, 6, 17 ] to obtain the existence of a positive radial solution v ∈ H 1 ∩ C 2 (R N ) of (4.3). Then by Lemma 4.3, we obtain the existence of a positive radial solution u ∈ X ∩C 2 (R N ) of (4.1).
Finally we note that a positive radial solution of (4.1) obtained here is indeed a ground state of (4.1). To be more precise, we define the energy functional J : X → R by
. Then we can show the existence of a ground state w, which is a solution of (4.1) satisfying
Moreover one can also show that w is positive and radially symmetric. Since we have established (G1) and (G3) in Subsection 4.2, it remains to show that (G2), (G4) and (G5) hold. To this end, let β,β > 0 be constants in (H2) and define Proof. First we observe that g and h have same sign because f ′ > 0. Thus from (H2), it follows that g(s) < 0 for 0 < s < b and g(s) > 0 for b < s <b.
Next by Lemma 4.2 (ii), we have
Thus from (A1) and (H2), we obtain
In a similar way, we can show that g(s) < 0 on (b, ∞) and g ′ (b) < 0 whenb < ∞. This completes the proof.
In order to prove (G4) and (G5), we prepare the following lemma.
Proof. For simplicity, we put
Then from (A1), it follows that φ ∈ C 1 [β, ∞). Thus it suffices to show that φ
Now by a direct computation, one has
Noticing that t ≥ β, we have from (A3) that
Thus we obtain
This implies that φ ′ ≥ 0 on [β, ∞) and hence the proof is complete.
Lemma 4.7. The function g(s) defined in (4.4) satisfies (G4) and (G5).
Proof. First by the definition of K g (s), Lemma 4.2 (ii) and from (4.5), it follows that
Since f (b) = β, we have only to show that
is decreasing on [β,β). Now we can see thatK g (t) is rewritten as
Thus from (A3), (H4) and by Lemma 4.6, (G4) is satisfied.
Next to prove (G5), it suffices to show thatK g ≤ 1 on (0, β). From (A1), (A2) and (H4), we havẽ
Thus (G5) holds. This completes the proof.
4.4.
Results for the complex valued ground state for modified Schrödinger equation. In this subsection, we consider a special case a(t) = 1 + 2κ|t| 2 , h(t) = |t| p−1 t − λt, and study the uniqueness and the non-degeneracy of a complex-valued ground state, which are important in the study of the corresponding time-evolution Schrödinger equation.
We consider the following modified Schrödinger equation:
where κ > 0, p > 1 and z : R × R N → C. For physical backgrounds, we refer to [7, 19] . We are interested in standing waves of the form: z(t, x) = u(x)e iλt , where λ > 0 and u : R N → C. Then we obtain the following quasilinear elliptic problem:
From physical as well as mathematical points of view, the most important issue is the stability of the standing wave. It is known that in the study of the stability of standing waves, the uniqueness and the non-degeneracy of ground states of (4.6) plays an important role. (See [9, 11, 12] for results on the (in)stability of standing waves.) Now we define the energy functional and the energy space by
A solution w of (4.6) is said to be a ground state if it satisfies
As for the existence and properties of a complex-valued ground state, we have the following. For the proof, we refer to [11] .
Proposition 4.8. Suppose λ > 0, κ > 0 and
problem (4.6) has a ground state w, which has a form w(x) = e iθ |w(x)| for some θ ∈ R.
Moreover let w be a real-valued ground state of (4.6). Then w satisfies the following properties:
(i) w ∈ C 2 (R N ) and w(x) > 0 for all x ∈ R N . (ii) w is radially symmetric and decreasing with respect to r = |x|. Proposition 4.8 tells us that up to a phase shift, we may assume that the ground state of (4.6) is real-valued. Moreover any ground states are positive and radially symmetric. Thus the uniqueness of the ground state of (4.6) follows from Theorem 4.1. Finally it is known that p =
3N +2
N −2 is the critical exponent for the existence of non-trivial solutions of (4.6). This can be proved by using the Pohozaev type identity. (See [1] for the proof.)
Now let G be the set of ground states of (4.6). Since (4.6) is invariant under the translation and the phase shift, we have the following result. if N ≥ 3, 1 < p < ∞ if N = 1, 2. Let w be the unique (real-valued) ground state of (4.6). Then we have G = e iθ w(· + y) ; y ∈ R N , θ ∈ R .
Moreover we also have
Ker (L) = span iw(x), ∂w ∂x 1 , · · · , ∂w ∂x N .
Here L is the linearized operator of (4.6) around the unique (real-valued) ground state w, which is given by L(φ) = −∆φ + λφ − κ(2w∆w + 2|∇w| 2 )φ − κw 2 ∆(φ + φ) − 2κw∇w · ∇(φ + φ) − κw∆w(φ + φ)
where φ is a complex conjugate of φ.
Proof. To prove Theorem 4.9, we put φ = φ 1 + iφ 2 with φ 1 , φ 2 ∈ H 2 (R N , R) and decompose L into two operators L 1 , L 2 acting on φ 1 and φ 2 respectively. By a direct computation, we have Next we show that Ker (L 2 ) = span{w}. Although the proof can be found in [28] , we give a much simpler proof based on Corollary 2.4. By the definition of L 2 , one has w ∈ Ker (L 2 ). We suppose by contradiction that there existsw ∈ H 1 (R N ) such thatw ≡ w and L 2 (w) = 0. This implies that 0 is not a simple eigenvalue of L 2 . Then by Corollary 2.4 (v), it follows that the principal eigenvalue µ(L 2 ) is negative and the corresponding eigenfunction ψ can be chosen to be positive.
Since ψ satisfies − ∆ψ + λψ − κ(2w∆w + 2|∇w| 2 )ψ − w p−1 ψ = µψ, On the other hand, multiplying (4.6) with u = w by ψ, we also have R N ∇ψ · ∇w + λψw − κ(2w 2 ∆w + 2w|∇w| 2 )ψ − w p ψ dx = 0.
Subtracting these equations, we obtain 0 = µ R N ψw dx.
However since µ < 0, ψ > 0 and w > 0, this is a contradiction. This implies that Ker (L 2 ) = span{w}. This completes the proof of Theorem 4.9.
Remark 4.10. In [3] and [28] , the authors required a technical assumption 3 ≤ p to obtain the non-degeneracy of the ground state of (4.6). We could remove this additional assumption in Theorem 4.9. The key is to obtain Proposition 2.3 even when the nonlinear term may have a sublinear growth. We also note that our result covers the case N = 2. In [1] , the uniqueness for the case N = 2 has been obtained under the assumption 3 ≤ p and some largeness condition on λ and κ. Theorem 4.9 enables us to obtain the uniqueness without any restrictions on κ, λ and p.
Finally by Corollary 2.4, we can obtain more precise information on the linearized operator around the unique real-valued ground state. Indeed let L 1 be the linearized operator defined in (4.7). Then we have the following results, which answer the question raised in [1, Remark 5.6] and complete previous results on the non-degeneracy in [3, 28] . .
Appendix A. Sturm Comparison Principle
In this appendix, we introduce a version of the Sturm Comparison Principle which was used in Section 3. Then V has at least one zero on (µ, ν).
