Abstract. A generalization of the Sturm comparison theorem is given for differential equations of mixed type. The results constitute a generalization of Sturmian theorems used in the study of hyperbolic initial boundary value problems.
Much of the oscillation theory for partial differential equations is based on generalizations of the Sturm comparison theorem to equations of elliptic and hyperbolic types. In the case of the second order elliptic equations there exists an analogue of the Sturm-Picone theorem which leads to a very satisfactory comparison and oscillation theory [3] . However in the hyperbolic case, one seems to be limited to an analogue of the original Sturm theorem, only allowing for the comparison of equations with the same second order terms [1] . This fact constitutes one of the principal barriers to a more satisfactory oscillation theory for hyperbolic equations [4] .
The present note is based on the observation that while the Sturmian comparison theorem for second order hyperbolic equations is less general than one would like, it does have one significant advantage: it can be generalized to second order partial differential equations independent of their classifications as hyperbolic, parabolic, or elliptic. Such a generalization enables one to establish oscillation properties associated with certain problems of Tricomi type, as well as providing new insights into hyperbolic oscillation theory.
We shall consider two partial differential equations of the form
where x = (jc,, . . . , xn+l) and the coefficients m, h, ay are of class C1 in the closure of sufficiently regular bounded domain G c R"+1 while p(x) and P(x) are assumed to be continuous in G. It is also assumed that m(x) is positive, while the matrix (a¡j) is symmetric and positive definite in G. Then the classification of (1) and (2) is completely determined by the sign of the function A(x) for every x G G.
For solutions w(x) and u(x) of (1) and (2), respectively, we use the symmetry of 
Making use of the linearity of (1) and (2), we therefore have the following result. Theorem 1. Let G be a bounded nodal domain for a solution u(x) of (I) and suppose that p(x) > P(x) in G with p ^ P. If (5) is satisfied on T, then every solution v(x) of (2) has a zero in G.
An obvious way of satisfying (5) is to assume that u(x) = 0 on T. However the interest of Theorem 1 derives from the interpretation of the condition N • V« -mvn+lDn + lu > 0 onT (6) which, together with the assumption u(x) > 0 in G, also suffices to establish Theorem 1. Writing (6) in the form (Vu, Dn+lu) ■ (N, -mvn+l) > 0 on T
we note that (Vm, Dn+iu) is in the direction of the interior normal to T. In the elliptic case /i(x) < 0, the second vector ÇZ"-\hanvx,. . . , 27_i hainvn, -™vn+,) is also directed interior to T. As a result, in the elliptic/parabolic cases (where h(x) < 0), (5) is always satisfied without requiring that ü(x) vanish on T.
In the hyperbolic case (h(x) > 0), (6) may not be satisfied on T. However there is a simple and geometrically interesting way of decomposing T into r, = (x| (6) is satisfied at x}, T2 = (x| (6) is not satisfied at x}.
In this connection we choose an arbitrary XqGT and make a canonical change of variables for which h(Xf,) = 1, mixç) = 1, and aJx^f = 8y. Assuming G to be a nodal domain for a solution u(x) of (1) satisfying u(x) > 0 in G, it again follows that (Vu, Dn+lu)(x0) is an interior normal to T while = (»>,-,vn,0) (rB+I-0)
is the tangent to T at x,, with projection (i»" ■ ■ ■ ,vn) into R". Also, the interior of the characteristic cone associated with (1) and (2) which is precisely the condition that the tangent vector t at Xq not be interior to the characteristic cone. Denoting the interior of the characteristic cone at x by C(x), we have T, = (x e T| the tangent to T at x does not belong to C(x)}, T2 = (x e r| the tangent to T at x belongs to ß(x)}.
With these definitions, Theorem 1 takes on a new meaning.
Theorem 2. Let G be a bounded nodal domain for a solution u(x) of (I) and suppose that p(x) > P(x) in G with p ^ P. If v(x) is a solution of (2) satisfying t>(x) = 0 for all x G r2, then v(x) has a zero in G.
By way of examples, we note that in [1] , a Sturmian comparison theorem was established (in different notation) for hyperbolic initial boundary value problems of the form -(«(y)uy)y + {h(y)ux)x + p(y)u = 0; 0 < x < it and v > 0, Thus the fact that u(x, y) = a2 -x1 -y2 satisfies -«^ + uxx = 0 and has a circular nodal domain, G = {(x,y)\x2 + y2 < a2}, implies that if P(x,y) < 0 in G, then every solution of
which is zero on T2 = {(x,y) E T\y2 <x2} also has a zero in G.
As a final example, we note that solutions of characteristic initial value problems of the form [2] ust + p(s, t)u = 0; s > 0, t > 0, «(0, t) = <p(t); u(s, 0) = ^s)
frequently have nodal lines which are the graphs of í = fis) where f'(s) < 0 for 0 < j < co. The question arises as to whether two such nodal lines could intersect twice to enclose a nodal domain G for a solution of (8).
A negative answer can be given by noting that such a nodal domain would have T = T, and T2 = 0. Choosing a constant P < p(s, t) in G, one can always choose initial values Í» and ^ so that the solutions of vs, + Pv = 0, u(0, t) = $(/), v(s, 0) = *(j) has no zeros in G, and the existence of this solution would contradict Theorem 2.
