there are examples of functions that are BV-S on an infinite subset E of [a, b] but not BV on E. Therefore the set of functions which are BV-S on [a, b] {that is, the set of functions F(x) for which the total variation of F(x -) [ 
or F(x+)]
on [a, b] is finite} includes as a proper subset the functions which are BV on [a, b] . It may be noted in this connection that various authors have studied the properties of BV functions on a set. These studies can be found in most of the references appended in the list of the bibliography.
Throughout our discussion we suppose that S is a fixed set which is dense in [a, b] , and consequently U becomes a fixed class of functions as defined above. We denote the set of points x of S for which F(x-) = F(x) = F(x + ) by S F , where S is as above and F(x) is any function belonging to the class U. From theorem 3.4 onwards we suppose that S is Lebesgue measurable and mS = b -a. LEMMA 
Preliminary lemmas

Let F(x) belong to the class U. Then the set of points for which F(x-) # F(x + ) is countable. Also the subset of S for which we do not have F(x~) = F(x) = F(x+) is countable.
PROOF. For each positive integer n, let E n denote the set of numbers x such that | F ( J C -) -F ( J C + ) | > -, a+-<x<b--. n n n
The set E n cannot have a cluster point, and hence it is finite. The set \J ™ = t E n is therefore countable. Similarly for the second part of the lemma and this completes the proof. We now define the function G(x) on [a, b] as follows:
It is easy to verify that
, and G(x) = limF(£ + ) a s ( £ < x , £ -x).
Clearly G(x) = F(x) at each point of the set S F . LEMMA [a, b] andifF(x) belongs to U, then
ifE is dense in
The symbol x shall mean: can be made to differ by £ (> 0) by going far enough in the limiting process indicated by ->. The symbols x o + and x r + lshall mean a and b respectively.
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To prove V S (F; E) ^ V*(G) we consider any subdivision [a, b] 
The proofs of these results are straightforward.
n(a) = 0 and n(x) = K a *(G) for a < x g b.
Clearly the function n(x) is non-decreasing on [a, b] . be any subdivision of [a, b] . Take points £;, ^ of S with
Now letting ^ -> x t , n i -> x i + 1 over the points of 5 we obtain
Since D is arbitrary, we have
If (BV) denotes the set of all functions which are of bounded variation on [a, b] and (BV-S) the set of all functions which are BV-S, then by Theorem 3.1, (BV) c (BV-S). The following example shows that (BV) is a proper subset of (BV-S).
EXAMPLE. Let S be a dense subset of [a, b] and let E be an infinite subset of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700013720 [5] On functions of bounded variation 317
It is easy to see that F(x±) = <p(x±) for all xe [a, b]. For any two points c, d{> c)o(E \F(c+)-F(d-)\ = |0( c + )
which shows that F(x) is BV-S on E. Now consider the subdivision a ^ <x t < a 2 < • • • < oc 2m < b and denote by V the sum
Since ^ j8 n is divergent, it follows that F(x) is not of bounded variation on E. n-*oo PROOF. We suppose that V S {F; E) is finite. If V S (F; E) is infinite the proof is analogous. Let e > 0 be arbitrary. There exists a subdivision
as n -* oo; a positive integer n 0 exists such that for n S; « 0
Since 6 > 0 is arbitrary, we obtain by using corollary 2. PROOF. Let {/>"} be a sequence of subdivisions 
= 0
Combining (2) and (3) and noting corollary 2.
2.1, we obtain lim V s (B n ; [a, b]) = V S (F; [a, bj).
n-*oo
It is clear that B n (x) -» F(x) at each point of the set E. Let f be any point of S F -E. Choose points £,', £" of E with £' < £ < £" such that n(£")-n(!;') < \B.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700013720 [7] On functions of bounded variation 319
Let m be a positive integer such that {', £," e D n for all n ^ m. Then for all n ^ m This proves the theorem. THEOREM 
(cf. [13], p. 222). Let !F = {F(x)} be a sequence of functions in the class U. If there is a positive K such that \F{x±)\ ^ K, a < x < b; \F(a)\, \F(b)\ ^ K and V S (F; [a, b]) ^ K for every F(x) e &, then there exist a subsequence in ^ which converges to a function (p(x) almost everywhere in [a, b], where <j>(x) is of bounded variation in [a, b].
To prove the theorem we require the following lemma:
. (cf. [13], p. 221). Let & = {F(x)} be a sequence of functions in the class U and S o = n {S F ; Fe ^}. If each F{x) is non-decreasing on S o and if there is a positive K such that \F(x±)\ ^ K, a < x < b; \F(a)\, \F(b)\ ^ Kfor each Fe ^F, then there is a subsequence {F n (x)} of functions in ^ which converges to a function <\>{x) almost everywhere in [a, b], where <j)(x) is non-decreasing on [a, b].
The lemma can bs proved in the usual way. 
The space (X, d)
Let X denote the set of all functions x{t) in the class U which are BV-S on [0, 1]. To each pair x, y of functions in X we associate the real number d(x, y) use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700013720 defined by (4) d , x) it follows that the sequence {x ni } converges to 3c which implies that the sequence {x n } converges to x. This completes the proof.
(x, y) = r\x(t)-y(t)\dt+\T(x)-T(y)\,
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