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Let S be a string over a ﬁnite, ordered alphabet Σ . For any substring S ′ of S , the set of
distinct characters contained in S ′ is called its ﬁngerprint. The text ﬁngerprinting indexing
problem is to construct a data structure for the string S in advance, so that on given any
input subset C of Σ , we can answer the following queries eﬃciently: (1) determine if
C represents a ﬁngerprint of some substrings in S; (2) ﬁnd all maximal substrings of S
whose ﬁngerprint is C . The best known results solved these two queries in Θ(|Σ |) and
Θ(|Σ |+ K ) time, respectively, where K is the number of maximal substrings. In this paper,
we propose two improved algorithms for the text ﬁngerprinting indexing problem. The ﬁrst
one solves the two queries in O (|C | logn) and O (|C | logn + K ) time, respectively. For the
second one, the query time complexities are further reduced to O (|C | log(|Σ |/|C |)) and
O (|C | log(|Σ |/|C |) + K ). Both results answer an open problem proposed by Amir et al.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let S be a string of length n over an ordered alphabet Σ , with |Σ |  n. For any substring S ′ of S , the set of distinct
characters in S ′ is called the ﬁngerprint of S ′ , and we say such a ﬁngerprint appears in S . The text ﬁngerprinting problem,
introduced by Amir et al. [1], consists of the following two subproblems:
Find_All: Compute all ﬁngerprints that appear in S .
Indexing: Construct a data structure for S in advance, so that we can answer several queries about the ﬁngerprints that
appear in S eﬃciently.
For the indexing problem, the following queries are studied in the literature:
Existential Query: Given a set C ⊆ Σ , answer if C is a ﬁngerprint in S .
Enumerative Query: Given a set C ⊆ Σ , locate all maximal substrings of S whose ﬁngerprint is C . (We refer to each location
of a maximal substring as a maximal location. A more formal deﬁnition is given in Section 2.)
Eﬃcient solutions to the text ﬁngerprinting problem have important applications in the ﬁelds of natural language
processing [1,12], computational biology [5,16], and formal languages [1]. Amir et al. ﬁrst proposed an O (n|Σ | log |Σ | logn)-
time algorithm for the Find_All problem based on an interesting naming technique [1]. Using this algorithm as a prepro-
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Some notation.
S String to be indexed |S| = n
Σ The alphabet of S |Σ | n
F Distinct ﬁngerprints in S |F | |L| n|Σ |
L Maximal locations of all ﬁngerprints in S |L| n|Σ |
C Input query C ⊆ Σ
Table 2
The results of the text ﬁngerprinting indexing problem.a
Construction time Working space Storage Query time
[1] O (n|Σ | log |Σ | logn) O (n|Σ | log |Σ |) O (n|Σ | log |Σ |) Q1: O (|Σ | logn)
Q2: O (|Σ | logn + K )
[6] Θ(n|Σ | log |Σ |) O (n|Σ | log |Σ |) O (n|Σ | log |Σ |) Q1: O (|Σ | logn)
Q2: O (|Σ | logn + K )
[15] O (n + |L| log |Σ |) O (|F | log |Σ | + |L|) Q1: O (|F | log |Σ |) Q1: Θ(|Σ |)
Q2: O (|F | log |Σ | + |L|) Q2: Θ(|Σ | + K )
Ours O (n + |L| log |Σ |) O (|F | log |Σ | + |L|) Q1: O (|F | log |Σ |) Q1: O (|C | logn)
Q2: O (|F | log |Σ | + |L|) Q2: O (|C | logn + K )
O (n + |L| log |Σ |) O (|L|) Q1: O (|F |) Q1: O (|C | log(|Σ |/|C |))
Q2: O (|L|) Q2: O (|C | log(|Σ |/|C |) + K )
a Q1: existential query; Q2: enumerative query.
cessing step, they gave a data structure that answers existential query and enumerative query in O (|Σ | logn) time and
O (|Σ | logn + K ) time, respectively, where K is the number of maximal locations of C . The space of their data structure is
O (n|Σ | log |Σ |). Didier et al. [6] improved the time for Find_All to Θ(n|Σ | log |Σ |), while keeping the same query time and
space for the indexing problem. Besides, they also proposed a Θ(n2)-time algorithm for Find_All.
Let F denote the set of all distinct ﬁngerprints in S and let L denote the set of all maximal locations of all ﬁngerprints
in F . Kolpakov and Raﬃnot [14] proposed an O ((n + |L|) log |Σ |)-time algorithm for Find_All, and constructed an elegant
data structure called the ﬁngerprint tree to answer existential query and enumerative query in Θ(|Σ |) time and Θ(|Σ | + K )
time, respectively. Their data structure can be constructed in O ((n + |L|) log |Σ |) time and occupies O (|F | log |Σ | + |L|)
space. The construction time was further improved to O (n + |L| log |Σ |) in [15]. Moreover, if only existential query is
concerned, the space for the data structure can be further reduced to O (|F | log |Σ |). As |F | |L| n|Σ | [14], the above
are the best results known so far. All these algorithms used the naming technique in [1] for the indexing problem.
The query time complexities in all previous results are dependent of the size of Σ rather than the size of the input set C .
Amir et al. [1] asked if there is a solution for existential query in O (|C |×polylog n) time. In this paper, we answer this open
problem aﬃrmatively by two different approaches. The ﬁrst one is based on a simple observation that allows us to reduce
unnecessary computation in Amir et al.’s algorithm, so that existential query and enumerative query can be answered in
O (|C | logn) time and O (|C | logn + K ) time, respectively. The second one is based on a new data structure called the lexi-
string trie. As compared with the ﬁrst approach, the second one is more complicated, but more eﬃcient in time and space.
The time complexities for answering existential and enumerative queries are O (|C | log(|Σ |/|C |)) and O (|C | log(|Σ |/|C |)+K ),
respectively. Note that in any case, |C | log(|Σ |/|C |) = O (|Σ |). Instead of applying the naming technique, we show how to
reduce the ﬁngerprint query into a pattern matching query, and then solve the latter query by the lexi-string trie. The
construction of the lexi-string trie takes O (n + |L| log |Σ |) time and O (|L|) working space. As for the ﬁnal storage, it
occupies only O (|F |) space for existential query and O (|L|) space for enumerative query, which is more space-eﬃcient
than all previous results. Tables 1 and 2 summarize the important parameters and give the comparison of results.
The rest of this paper is organized as follows. Section 2 gives notation and preliminaries. In Section 3, we review the
ﬁngerprint tree of Kolpakov and Raﬃnot. Section 4 describes the ﬁrst approach and its preprocessing. In Section 5 we
describe the lexi-string trie and show how to use it to answer the queries, while in Section 6 we give its construction
algorithm. Section 7 describes a minor modiﬁcation to the lexi-string trie, with which the construction space is reduced.
We conclude the paper in Section 8.
2. Notation and preliminaries
Let X be a string with length |X |. For any 1  i  j  |X |, we use X[i] to denote the ith character of X , and X[i, j] to
denote the substring of X consisting of X[i], X[i + 1], . . . , X[ j].
Let S be a string of length n over a ﬁnite, ordered alphabet Σ = {1,2, . . . , |Σ |}. Without loss of generality, we assume
that |Σ | is a power of 2. The ﬁngerprint of S[i, j] is the set of distinct characters appearing in S[i, j]. Let F denote the set
of all distinct ﬁngerprints of all substrings of S . For convenience, let ∅ (the empty set) belong to F .
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[i, j] of C in S is maximal if and only if S[i − 1] /∈ C and S[ j + 1] /∈ C , where S[0] and S[n + 1] are assumed to be 0. Let L
be the set of all maximal locations of all ﬁngerprints in S . In this paper, we consider constructing an index on S to support
the following queries:
Existential query: given a set C ⊆ Σ , answer if C ∈ F .
Enumerative query: given a set C ⊆ Σ , ﬁnd all maximal locations of C in S .
Given a string S , let S ′ be the string obtained by replacing each maximal substrings of repeated characters ck in S by a
single character c. We call S ′ the simple format of S . Let n′ = |S ′|. Since each interval [i, i] is a maximal location in S ′ , we
have n′  |L|. The simple format is useful for answering ﬁngerprint queries. For existential query, a set C is a ﬁngerprint
in S if and only if C is a ﬁngerprint in S ′ . For enumerative query, Kolpakov and Raﬃnot [15] showed how to construct
an O (n′)-space index for S in O (n) time. Using the index, each maximal location in S ′ can be mapped in O (1) time to a
maximal location in S with the same ﬁngerprint. Thus, we have the following lemma.
Lemma 1. (See [15].) With an O (n)-time preprocessing, each ﬁngerprint query on S can be reduced to a ﬁngerprint query on S ′ in
O (1) time.
In the rest of this paper, unless otherwise speciﬁed, we assume that S is already transformed into the simple format
based on Lemma 1. Therefore, n |L|.
3. The ﬁngerprint tree
In this section, we review the ﬁngerprint tree proposed by Kolpakov and Raﬃnot [15] for the text ﬁngerprinting problem.
We ﬁrst describe a preprocessing phase, which is used to compute the information for generating the ﬁngerprint tree. Then
we give the deﬁnition of the ﬁngerprint tree and explain how to use it to answer the desired queries.
3.1. The preprocessing phase
The main goals of the preprocessing phase are: (1) ﬁnd the set of all maximal locations L, (2) ﬁnd the set of all distinct
ﬁngerprints F , and (3) for each distinct ﬁngerprint F ∈ F , ﬁnd all maximal locations of F .
Firstly, Kolpakov and Raﬃnot showed that all maximal locations L in S can be found in O (|L|) time. Actually, they gave
a stronger result:
Lemma 2. (See [15].) For each i, 1  i  n, let maxloci = (i1, i2, . . . , ik) be a list of increasing positions such that [i, i1], [i, i2], . . . ,
[i, ik] are exactly all maximal locations in S with starting position i. Then, all maximal location lists maxloci , i = 1,2, . . . ,n, can be
computed in O (|L|) time.
Next, we want to ﬁnd all distinct ﬁngerprints in S . Instead of outputting the ﬁngerprints explicitly, we assign a name for
each distinct ﬁngerprint based on the naming technique of Amir et al. [1]. We begin by giving some deﬁnitions:
1. For a ﬁngerprint F , the ﬁngerprint table B F is a |Σ |-bit array such that BF [α] = 1 if α ∈ F , and BF [α] = 0 otherwise.
2. The name tree of a ﬁngerprint F is a complete ordered binary tree with |Σ | leaves, satisfying the following properties:
(i) For a node containing the xth, (x+1)th, . . . , yth leaves in its subtree, the node corresponds to the subarray BF [x..y].
(Thus, the jth leaf corresponds to BF [ j], and the root corresponds to BF [1..|Σ |].)
(ii) Each node is assigned an integer as its name. For the αth leaf, its name is equal to BF [α]. For the internal nodes,
they are named consistently such that two nodes have the same name if and only if the contents of their corre-
sponding subarrays are the same.
(iii) A node with height i is at level i and corresponds to a subarray of length 2i . A name assigned to a node at level i
is called a level-i name.
(iv) The name of the root is called the ﬁngerprint name of F .
3. If some internal node has the name m and its left and right children have names m1 and m2, respectively, the ordered
pair (m1,m2) is called the source pair of m, while m is called the target name of (m1,m2).
4. Let {π1,π2, . . . ,πk} be a set of name trees, where each πi is based on some ﬁngerprint. We say the set of name trees
is agreeing if the following holds: For any two nodes from two distinct trees, they have the same name if and only if
the contents of their corresponding subarrays are the same. (See Fig. 1 for an example.)
According to the above deﬁnitions, given an agreeing set of name trees built on the ﬁngerprints of all maximal locations
in L, two ﬁngerprints are the same if and only if the same ﬁngerprint name is assigned to their name trees. Thus, to
ﬁnd all distinct ﬁngerprints in S , it is suﬃcient to build an agreeing set of name trees for the ﬁngerprints of all maximal
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Fig. 2. Decoding the ﬁngerprint name 10.
locations in L. Then, we can ﬁnd all distinct ﬁngerprint names as the representatives of their ﬁngerprints, and attach a list
of maximal locations to each ﬁngerprint name.
Since each name tree is of size Θ(|Σ |), building every name tree in an agreeing set explicitly may cost too much. Kol-
pakov and Raﬃnot showed that if we focus on getting only the ﬁngerprint names in some agreeing set, it can be done
faster. Their algorithm constructs an agreeing set R in a bottom-up fashion, such that all nodes at the same level are as-
signed the names in a batch. Precisely, for the name assignment at level i, each level-i node uses the pair of corresponding
level-(i − 1) names as the source pair. Then, we sort these source pairs according to the lexicographical order. Finally, con-
secutive increasing integers are assigned to these sorted source pairs as their corresponding names. The name assignment
at each level requires O (|L|) time and generates O (|F |) new names. In summary, we have the following lemma.
Lemma 3. (See [15].) We can construct an agreeing set R of name trees for the ﬁngerprints of all maximal locations in L in
O (|L| log |Σ |) time and O (|F | log |Σ |+ |L|) space. In addition, the ﬁngerprint names are sorted such that for any two ﬁngerprints F
and F ′ of F , the ﬁngerprint name of F is smaller than the ﬁngerprint name of F ′ if and only if B F is lexicographically smaller than BF ′ .
In total, there are O (|F | log |Σ |) distinct names in the agreeing set R , where each level has O (|F |) names.
If all names and their source pairs are stored, any name tree in R can be decoded from its ﬁngerprint name by recursively
extracting the source pairs. (See Fig. 2 for an example.)
3.2. Fingerprint tree
The ﬁngerprint tree is a compacted binary tree containing the bit-strings BF for all ﬁngerprints F ∈ F . Each leaf in the
tree corresponds to some ﬁngerprint F , and it stores an additional pointer to the list of maximal locations whose ﬁngerprint
is F . Each edge in the tree thus corresponds to a subarray of some ﬁngerprint table. Instead of labeling the edge with the
bit-string of the subarray explicitly, Kolpakov and Raﬃnot showed that this bit-string, say b, can be encoded with two
appropriate names from the agreeing set R , so that with the help of the source pairs, the bit-string b can be decoded in
Θ(|b|) time. Thus, the ﬁngerprint tree occupies O (|F |) space.
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When a query C comes, we construct the ﬁngerprint table for C , and traverse the ﬁngerprint tree to check whether C is
a ﬁngerprint in S . As the bit-string of each edge can be retrieved in time proportional to its length, the process takes Θ(|Σ |)
time. Consequently, existential and enumerative queries can be answered in Θ(|Σ |) and Θ(|Σ | + K ) time, respectively.
4. The ﬁrst approach
In this section, we ﬁrst review the query algorithm of Amir et al. [1]. Then based on a simple observation, we show how
to reduce unnecessary computation so that existential query and enumerative query can be sped up.
4.1. The query algorithm of Amir et al.
Suppose we have an agreeing set for the ﬁngerprints in F . The basic concept of the query algorithm in [1] is to assume
the input query C is in F and to reconstruct its name tree π . At the beginning, the ﬁngerprint table for C is constructed,
which also represents the name of each leaf in π . Then, we process each internal node β in a bottom-up fashion, and
decide its name from the names m1 and m2 of its left and right children. If C actually belongs to F , (m1,m2) must be the
source pair of some target name in the agreeing set. In this case, (m1,m2) is called a valid ordered pair. On the other hand,
if the target name of (m1,m2) does not exist, it implies that C is not a ﬁngerprint in F . It is clear that C ∈ F if and only if
every node in π gets its name in the reconstruction.
During the preprocessing of Kolpakov and Raﬃnot, we can store, for each name m1, a sorted array consisting of all
possible m2 such that (m1,m2) is a source pair. Then given any (m1,m2), we can easily check if it is a valid ordered pair
and retrieve its target name in O (logn) time. This gives the following lemma.
Lemma 4. We can construct a sorted array for each name in R in a total of O (|L| log |Σ |) time and a total of O (|F | log |Σ | + |L|)
space, such that the target name of any given pair (m1,m2) can be determined in O (logn) time.
4.2. An O (|C | logn)-time query algorithm
Consider the name tree π for the query C . The |C | characters in C correspond to |C | leaves in π , which are called the
signiﬁcant leaves. An internal node in π is called a nonzero node if its subtree contains at least one signiﬁcant leaf, and called
a zero node otherwise. (See Fig. 3 for an example.) A simple observation is that a zero node in π holds no information
about the content of C , as it corresponds to a subarray of only 0’s. Thus, we can ignore all zero nodes in π and focus on
computing the names of the nonzero nodes.
We partition the nonzero nodes into two classes. A nonzero node is called a full node if both of its children are nonzero
nodes, and a half node otherwise (see Fig. 3). The following two lemmas describe the number of nodes in these two classes.
Lemma 5. The number of full nodes is |C | − 1.
Proof. Let π ′ be the subtree of π , induced by nonzero nodes and signiﬁcant leaves. By deﬁnition, π ′ is a binary tree of |C |
leaves, and each full node is an internal node with degree 2 in π ′ . Since there are exactly |C | − 1 internal nodes with
degree 2 in a binary tree of |C | leaves, the lemma holds. 
Lemma 6. The number of half nodes is O (|C | log |Σ |).
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Proof. By deﬁnition, a nonzero node should be an ancestor of some signiﬁcant leaf. It follows that there are no more than
|C | nonzero nodes at each level of π . Thus, the number of nonzero nodes in π is O (|C | log |Σ |), and so is the number of
half nodes. 
The computation of the names of nonzero nodes in π is done in a bottom-up fashion. For a full node, we can compute
its name based on the names of its children in O (logn) time, using Lemma 4. For a half node, in order to speed up the
computation of its name, we maintain two arrays L-zero and R-zero of size O (|F | log |Σ |) as follows: For each level-i name
m in R , L-zero[m] and R-zero[m] store, respectively, the target names of the ordered pairs (0i,m) and (m,0i), where 0i
denotes the unique zero name at level i. The target names of such pairs can be obtained in O (|F | log |Σ |) time along with
the preprocessing stage of Kolpakov and Raﬃnot. Consequently, the name of any half node can be found in O (1) time based
on the name of its children. This implies the following result.
Theorem 1. For any string S with an O (n + |L| log |Σ |)-time and O (|F | log |Σ | + |L|)-space preprocessing, existential query can
be answered in O (|C | logn) time with O (|F | log |Σ |) space, and enumerative query can be answered in O (|C | logn + K ) time with
O (|F | log |Σ | + |L|) space.
5. The second approach: query
In this section, we describe a new approach for indexing ﬁngerprints, where the ﬁngerprints in F are treated as strings
and indexed by a compact data structure. Given a query C ⊆ Σ , we simply convert C into a string and then ﬁnd its match
in the data structure. In the following, we ﬁrst describe data structures required by this approach. Then we show how to
use the data structures to obtain a more eﬃcient query algorithm than that in Section 4.
5.1. The data structures
For any subset A ⊆ Σ , the lexi-string of A, which is denoted by LS(A), is deﬁned to be the string obtained by concate-
nating all the characters in A in increasing order, with a special symbol $ attached at the end. For example, the lexi-string
of the set A = {d,b,a, f } is “abdf$”. For ease of discussion, we assume that $ is included in Σ , which does not appear in
any ﬁngerprint or query, and $> c for any other c ∈ Σ .
By the deﬁnition of lexi-strings, it is obvious that C ∈ F if and only if LS(C) = LS(F ) for some F ∈ F . Let Z be the set of
all lexi-strings of the ﬁngerprints in F . We have the following.
Property 1. C ∈ F if and only if there is an exact match of LS(C) in Z .
According to Property 1, the text ﬁngerprinting indexing problem can be reduced to a traditional text indexing problem.
However, it costs too much time and space to generate all lexi-strings in Z explicitly. To avoid this, we design two data
structures and combine them to solve this text indexing problem. The ﬁrst data structure, called the lexi-string trie, is used
to perform searching in Z ; the other one, called the backtracking tree, is used to retrieve the information necessary for
searching.
5.1.1. The lexi-string trie
Let Y be a set of distinct strings. The Patricia trie [13] of Y is a compact trie storing all strings in Y . The blind trie of Y is
a specialized Patricia trie, where each node v stores a skip value, which is the total number of characters in the edge labels
from root to v , and each edge retains only a branching character, which is the ﬁrst character of its label. The storage size of
the blind trie is proportional to the number of strings in Y . See Fig. 4 for an example.
The lexi-string trie T of S , abbreviated as the LS trie, is the blind trie of the lexi-string set Z . (See Fig. 5 for an example.)
By deﬁnition, the LS trie T has the following properties:
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Fig. 6. The backtracking tree.
1. T has |F | leaves and O (|F |) nodes.
2. Each leaf of T represents a lexi-string LS(F ) for some F ∈ F .
3. Each internal node of T has at least 2 and at most |Σ | branches, which are labeled with distinct branching characters
and ordered by these characters.
Clearly, the storage of the LS trie T is O (|Z |) = O (|F |).
5.1.2. The backtracking tree
Each edge of the LS trie T stores only the ﬁrst character of the substring that it represents. Therefore, with the LS trie
alone, it is impossible to determine whether a given lexi-string belongs to Z . To remedy this drawback, we retrieve the
missing information based on a data structure, called backtracking tree, which contains a node for each ﬁngerprint F ∈ F
and supports retrieval of F . Each leaf in T simply links to the corresponding node in the backtracking tree, so that its
ﬁngerprint can be retrieved eﬃciently when needed.
The backtracking tree represents F in O (|F |) space as follows. First, for each ﬁngerprint F ∈ F , a node v(F ) is created
as the representative node of F . Next, for each nonempty ﬁngerprint F ∈ F , we ﬁnd a ﬁngerprint F ′ ∈ F such that F ′ = F\{α}
for some character α ∈ F , and then create a directed edge from v(F ) to v(F ′) labeled with α. (Note that such F ′ always
exists, as shown later in Section 6.1.) These edges connect the nodes into a directed tree of size |F |, which is rooted at the
node v(∅). (See Fig. 6 for an example.) For each ﬁngerprint F ∈ F , the characters in F are the labels on the path from v(F )
to v(∅). Thus, we have the following.
Lemma 7. Given the backtracking tree, the ﬁngerprint F corresponding to a representative node can be retrieved in O (|F |) time.
5.2. Answering the queries
In this subsection, we show how to answer queries by the LS trie T and the backtracking tree. The idea is based on
the standard blind search [7,13] strategy, which consists of two phases. In the ﬁrst phase, we trace down the blind trie to
select a leaf that represents a candidate string, which is the only string that can possibly match the query string. Then in
the second phase, we verify if the candidate string exactly matches the query string.
Our search algorithm is presented in three phases. As an initial step, Phase 0 converts the query C to its lexi-string LS(C).
Then Phase 1 and Phase 2 correspond to the two phases in the standard blind search. The three phases are described as
follows.
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Given a query C ⊆ Σ , if the characters in C are given in increasing order, LS(C) is trivially obtained and Phase 0 is
done. Otherwise, the characters in C have to be sorted, which is done as follows. First, the alphabet [1, |Σ |] is divided into
|C | equal-sized buckets, and the characters in C are distributed into corresponding buckets. For each bucket, an optimal
comparison sort is used to sort its content. Finally, the results of all buckets are concatenated to construct LS(C). Since the
number of characters in each bucket is bound by |Σ |/|C |, it is easy to see that the above sorting takes O (|C | log(|Σ |/|C |))
time in total.
Lemma 8. Phase 0 can be done in O (|C | log(|Σ |/|C |)) time.
5.2.2. Phase 1: candidate selection
The objective of this phase is to ﬁnd the unique candidate in Z which may match LS(C). The idea is to assume that LS(C)
is in Z , and traverse the LS trie T to locate the corresponding leaf. The traversal starts from the root, and for each node u
encountered, we determine the next child to traverse based on the skip value s of u and LS(C). (Precisely, we choose the
child whose branching character is equal to the (s+1)th character in LS(C).) If the traversal stops before reaching a leaf, we
can easily conclude that LS(C) is not in Z . Otherwise, the traversal reaches a leaf l, which represents the unique lexi-string
in Z that may match LS(C).
As each node contains at most |Σ | children, each branch selection in the traversal can be done in O (log |Σ |) time by
binary search, so that the total traversal time is bounded by O (|C | log |Σ |). In fact, we can improve the time by exponential
search. Let u1,u2, . . . ,uk denote the k internal nodes visited during the traversal. At each ui , we ﬁrst scan the 1st, 2nd, 4th,
8th, . . . branches until we ﬁnd a range of branches (2 j,2 j+1] that contains the proper branch. Then, binary search is used
in this range to locate the proper branch. If the dith branch is the proper one, it can be located in O (logdi) time. This gives
the following lemma.
Lemma 9. Phase 1 can be done in O (|C | log(|Σ |/|C |)) time.
Proof. As the characters in LS(C) are sorted, the summation of di is at most |Σ |. Thus the total traversal time using
exponential search is
∑
1ik logdi , which is at most O (k log(|Σ |/k)) by Jensen’s inequality. Since k |C |+1, k log(|Σ |/k) =
O (|C | log(|Σ |/|C |)), and the lemma follows. 
5.2.3. Phase 2: candidate veriﬁcation
Suppose that Phase 1 reaches a leaf l, which represents the lexi-string LS(F ∗) of some ﬁngerprint F ∗ . In this phase, we
verify whether it is equal to LS(C). We ﬁrst compare the length of LS(F ∗), which is skip(l), with the length of LS(C). If their
lengths are different, LS(C) = LS(F ∗) and we can conclude that C is not in F .
Otherwise, if LS(C) and LS(F ∗) have the same length, our next step is to retrieve the content of LS(F ∗) by the back-
tracking tree. By Lemma 7, the characters in F ∗ can be obtained in O (|F ∗|) = O (|C |) time. Then, LS(F ∗) can be obtained
in O (|C | log(|Σ |/|C |)) time by a bucket sort as in Phase 0, and LS(F ∗) and LS(C) are compared in O (|C |) time. Therefore,
Phase 2 can be done in O (|C | log(|Σ |/|C |)) time.
In summary, with the LS trie and the backtracking tree, we can answer an existential query in O (|C | log(|Σ |/|C |))
time. To support enumerative query, we simply attach the list of maximal locations of each ﬁngerprint F ∗ to the leaf
corresponding to LS(F ∗) in the LS trie. This gives the following result.
Theorem 2. Existential query can be answered in O (|C | log(|Σ |/|C |)) time with O (|F |) storage, and enumerative query can be
answered in O (|C | log(|Σ |/|C |) + K ) time with O (|L|) storage.
Remark 1. In fact, Phase 1 can be done in O (|C |) time if we apply the perfect hashing technique of [8,9], while Phase 2 can
be done in O (|C |) time with a simple trick. Thus if the characters in the query C are given in increasing order, the query
time complexities can be improved to the optimal O (|C |) and O (|C | + K ). The working space and the storage space remain
the same, while the construction time becomes randomized (due to perfect hashing). Details can be found in [4].
6. The second approach: preprocessing
In this section, we discuss the constructions of the LS trie and the backtracking tree deﬁned in Section 5. We assume
that the following information has been obtained by the preprocessing of Kolpakov and Raﬃnot as mentioned in Section 3:
1. The maximal location list maxloci of each starting position i, 1 i  n;
2. The agreeing set R , which contains O (|F | log |Σ |) names and their source pairs;
3. The set of ﬁngerprint names of F , which are sorted in the lexicographical order of their ﬁngerprint tables; and
4. The maximal locations of each ﬁngerprint name.
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Lemma 10. For any nonempty ﬁngerprint F ∈ F , there exists at least one ﬁngerprint F ′ ∈ F such that F ′ = F\{α} for some character
α ∈ F .
Proof. Let [i, j] be a maximal location of F . If F contains exactly one character, the lemma holds since ∅ ∈ F . Otherwise,
let j′ be the position just before j in maxloci . Note that since S is in simple format, j′ must exist. It is easy to see that the
ﬁngerprint F ′ of [i, j′] differs with F by exactly one character. Precisely, F ′ = F\{S[ j′ + 1]} and the lemma holds. 
The construction of the backtracking tree is based on the proof of Lemma 10. The main idea is to process the positions
of maxloci one by one, such that for each unseen ﬁngerprint F of [i, j], we create a node v(F ) in the backtracking tree, ﬁnd
the node v(F ′) corresponding to the preceding ﬁngerprint F ′ of [i, j′] with F ′ = F\{S[ j′ + 1]}, and link v(F ) to v(F ′) with
the edge labeled by S[ j′ + 1]. To facilitate the checking of whether a ﬁngerprint is unseen, we process maxloci in increasing
order of i; consequently, for all maximal locations [i1, j1], [i2, j2], . . . with the same ﬁngerprint F , only the one with the
smallest i, say [i1, j1], is considered unseen. Thus, a node v(F ) is created when [i1, j1] is processed, and for any other
maximal location, we can later ﬁnd the node v(F ) in O (1) time by checking the node for [i1, j1]. This gives the following
lemma.
Lemma 11. The backtracking tree can be constructed in O (|L|) time.
Proof. We ﬁrst use radix sort so that for each ﬁngerprint, its maximal locations [i1, j1], [i2, j2], . . . are sorted in i. This takes
a total of O (|L|) time. Consequently, the maximal location with smallest i is identiﬁed. Next we process maxloci one by
one according to the above description, so that each node in v(F ) is created and then linked properly to an existing node
in the backtracking tree in O (1) time. In total, this takes O (|L|) time, and the lemma follows. 
6.2. Construction of the lexi-string trie
In this section, we describe the construction of the LS trie T . Section 6.2.1 gives two useful subroutines. Section 6.2.2
presents the construction.
6.2.1. Subroutines
Let MR be the set of all names in the agreeing set R . Recall that each level-i name corresponds to a subarray of
2i bits. For each m ∈ MR , let (l(m), r(m)) be the source pair of m and let Bm denote the subarray corresponding to m. We
can consider any ﬁngerprint table as a bit-string of size |Σ |. From this view, for any two names m,m′ ∈ MR , we deﬁne
LCPB(m,m′) as the longest common preﬁx (LCP) of Bm and Bm′ , and derive the following.
Lemma 12. Given any two ﬁngerprint names m and m′ , we can ﬁnd in O (log |Σ |) time a sequence Q of k = O (log |Σ |) names
(h1,h2, . . . ,hk) such that LCPB(m,m′) is equal to the concatenation of Bh1, Bh2, . . . , Bhk.
Proof. We explore the name trees of m and m′ , starting from their roots, and construct the sequence Q as follows. Initially,
Q is empty. Let v and v ′ be the roots of the name trees of m and m′ , respectively. If m = m′ , LCPB(m,m′) = Bm and
thus we simply append m at the end of Q . If m = m′ , we extract the source pairs of m and m′ and do the following:
If l(m) = l(m′), since LCPB(m,m′) = LCPB(l(m), l(m′)), we recursively explore the subtrees rooted at the left children of v
and v ′ , respectively. Otherwise, since LCPB(m,m′) is equal to the concatenation of Bl(m) and LCPB(r(m), r(m′)), we append
l(m) at the end of Q and then recursively explore the subtrees rooted at the right children of v and v ′ , respectively. Clearly,
at most log |Σ | names are appended to Q . Thus, the lemma holds. 
Clearly, the subarrays Bh1, Bh2, . . . , Bhk have decreasing lengths, and each length corresponds to a distinct bit 1 in the
binary representation of the length |LCPB(m,m′)|.
For each m ∈ MR , let cnt(m) denote the number of 1-bits in Bm . Since cnt(m) = cnt(l(m)) + cnt(r(m)), we can compute
cnt(m) for all names m ∈ MR by a simple dynamic programming in O (|MR |) = O (|F | log |Σ |) time. With the help of cnt
values, the following lemma is derived.
Lemma 13. Given a name m of a ﬁngerprint F , the xth character in the lexi-string LS(F ) can be found in O (log |Σ |) time.
Proof. By deﬁnition, |LS(F )| = cnt(m)+1(= |F ∪{$}|). If x = cnt(m)+1, the desired character is $. Assume that x< cnt(m)+1.
Then the desired character is just the position of the xth 1-bit in Bm , which is found by binary search as follows: If
cnt(l(m)) x, we recursively search the subarray Bl(m); otherwise, we recursively search the subarray Br(m) . Therefore, the
lemma holds. 
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6.2.2. Construction algorithm
The construction of the LS trie is done by initially creating an empty tree T and then inserting the lexi-strings in Z one
by one, according to the lexicographical order. As the leaves of T are added from left to right, the tree structure of T can be
obtained easily in O (|F |) time by simulating depth ﬁrst search on T , provided that the length of the LCP of two consecutive
leaves (lexi-strings) is determined. Basically, the length of the LCP is the skip value of the internal node u that attaches to
the new leaf. More precisely, during the insertion of a leaf l, we use an auxiliary stack such that it contains all nodes, and
their skip values, along the path from root to the previous leaf l′ (highest node at the bottom of the stack). To insert leaf l,
we compute the length x of the LCP of l and l′ , and update the stack by popping all nodes whose skip values are greater
than x. These pops simulate the “going up” steps in the depth ﬁrst search. After the popping, if the top node has skip value
equal to x, this is the desired internal node u and we stop. Otherwise, if the top node has skip value less than x, we create
a new node u and push it to the stack, with skip value set to x. This push simulates the “going down” step in the depth
ﬁrst search.
Apart from getting the tree structure of the LS trie, we need to determine the branching character for each new edge
created, and if an internal node is created, we also need to determine its skip value. We will show how each of these
information can be determined eﬃciently based on our subroutines, so that the LS trie can be constructed in O (|F | log |Σ |)
time. Before that, we show that we can readily obtain the lexi-strings in increasing lexicographical order. We use S1 <L S2
to indicate that string S1 is lexicographically smaller than string S2. The notation S1 >L S2 is deﬁned in a similar way. Also,
for a ﬁngerprint F with name m, we use LS(m) to denote LS(F ) when the context is clear. Then we have the following
lemma.
Lemma 14. Let m and m′ be two distinct ﬁngerprint names. Then LS(m) <L LS(m′) if Bm >L Bm′ .
Proof. Let x be the length of LCPB(m,m′). Let k be the number of 1-bits in Bm[1..x]. Since Bm[1..x] = Bm′ [1..x], the ﬁrst
k characters of LS(m) are LS(m′) are the same. On the other hand, since Bm >L Bm′ , we have Bm[x+1] = 1 and Bm′ [x+1] = 0.
Thus, the (k+1)th character of LS(m) is x+1, while the (k+1)th character in LS(m′) is larger than x+1 (which is possibly $).
It follows that LS(m) <L LS(m′). 
Let (m1,m2, . . . ,m|F |) be the sequence of all ﬁngerprint names in the lexicographical order of their ﬁngerprint
tables, which are assumed to be known. Thus by Lemma 14, we will construct the LS trie by inserting LS(m|F |),
LS(m|F |−1), . . . , LS(m1) one by one.
To insert the leaf for LS(mi), we ﬁrst compute the length of LCPB(mi+1,mi), which can be done by applying Lemma 12
to break LCPB(mi+1,mi) into O (log |Σ |) parts Bh1, Bh2, . . . , Bhk , and then sum up the lengths of these parts. This step thus
takes O (log |Σ |) time, and also determines the internal node u that attaches the leaf for LS(mi). When u needs to be
created, it is easy to check that its skip value x is equal to the number of 1’s in LCPB(mi+1,mi), which can again be found in
O (log |Σ |) time by summing up the cnt counts of the parts instead. Finally, we need to determine the branching character
for each new edge, which will be the (x + 1)th character of LS(mi), or that of both LS(mi+1) and LS(mi), depending on
whether u is created or not (see Fig. 7 for an illustration). This step can be done in O (log |Σ |) time by Lemma 13.
Since we have |F | leaves in T , the above discussion implies the following lemma.
Lemma 15. The lexi-string trie T can be constructed in O (|F | log |Σ |) time.
By combining the time and space required in the preprocessing of Kolpakov and Raﬃnot and the construction of the
backtracking tree, we have the following theorem.
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Theorem 3. For any string S, the preprocessing of the second approach takes O (n+|L| log |Σ |) time and O (|F | log |Σ |+ |L|) space.
7. The modiﬁed lexi-string trie
In the second approach, we can see that the preprocessing takes O (|F | log |Σ | + |L|) space, while the data structures
for answering the queries require O (|L|) space. The gap comes from the O (|F | log |Σ |) names in R and their associated
information, which are used only in the construction. In this section, we ﬁrst discuss how to discard names while preserving
necessary information for the later construction. After that, we modify the deﬁnition of the LS trie slightly, and show that
it can be constructed even though the name information is incomplete.
7.1. Discarding names
Recall that the computation of level-i names depends only on level-(i − 1) names. As the name assignment process is
done level by level, we may discard all level-(i − 1) names as well as their source pairs after the completion of level i, as
they will not affect the computation of the remaining levels. Since each level has O (|F |) names, the above idea (if it works)
reduces the construction space to O (|F | + |L|) = O (|L|).
To compensate the information lost by discarding names and source pairs, an extra data structure is constructed for each
level. For 0 i  log |Σ |, let Mi be the set of level-i names, and τi denote the binary Patricia trie built on the bit-strings Bm
for all m ∈ Mi . For each τi , we ignore the branching character on each edge, but append to each node w an additional label
cnt(w), which denotes the number of 1-bits in the bit-string represented by w . (See Fig. 8 for an example.) We give the
following lemma for constructing τi .
Lemma 16. Given τi−1 , the names in Mi in increasing order, and their source pairs, we can construct τi in O (|F |) time and space.
Proof. By deﬁnition, for each m ∈ Mi−1, cnt(m) can be obtained from its leaf in τi−1 in O (1) time. For any m,m′ ∈ Mi−1,
let z be the lowest common ancestor of their leaves in τi−1. Then, the length of LCPB(m,m′) is equal to skip(z) and the
number of 1-bits in LCPB(m,m′) is equal to cnt(z). By preprocessing τi−1 in linear time with the data structure for constant-
time LCA queries [3,10,17], both values can be computed in O (1) time. Using τi−1 as a tool, we next discuss how to
construct τi .
Similar to the construction of the LS trie, τi is constructed by inserting the bit-strings one by one according to their
lexicographical order. Consider the insertion of a ﬁxed m ∈ Mi , with m′ being its predecessor in the sequence. The key
point is to compute the skip and cnt values, for its leaf v and the newly created internal node w . For its leaf v , we have
skip(v) = |Bm| = 2i and cnt(v) = cnt(m) = cnt(l(m)) + cnt(r(m)), both of which can be computed in O (1) time. For the
internal node w , it represents the bit-string LCPB(m,m′). As shown in Lemma 12, LCPB(m,m′) is equal to LCPB(l(m), l(m′))
if l(m) = l(m′), and is equal to the concatenation of Bl(m) and LCPB(r(m), r(m′)) otherwise. Thus, by using τi−1, computing
skip(w) and cnt(w) also takes O (1) time. To maintain the tree structure of τi , we need to ﬁnd the position at which w
should be located, which is done by simulating depth ﬁrst search on τi similar to that in Section 6.2.2. Therefore, the total
construction time of τi is O (|Mi |) = O (|F |) time. Combining with the preprocessing on τi−1, the lemma follows. 
Initially, M0 = {0,1} and τ0 is constructed in constant time. After the name assignment at each level i > 0, τi is con-
structed by Lemma 16. Finally, we discard the name in Mi−1 and τi−1, and proceed to the next level. Let τF denote τlog |Σ |
for simplicity. Since the construction of each τi does not increase the asymptotic running time, we have the following result.
Lemma 17. In O (|L| log |Σ |) time and O (|L|) space, we can compute all ﬁngerprint names in MF in increasing order with their
maximal location lists and the binary Patricia trie τF .
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7.2. Constructions of the LS trie and the backtracking tree
Consider ﬁrst the construction of the backtracking tree. The algorithm in Section 6.1 requires only the maximal location
list maxloci of each starting position i and maximal locations of ﬁngerprint names in MF , which are available by Lemmas
2 and 17. Thus, its construction still takes O (|L|) time by Lemma 11.
The original construction of the LS trie is based on the key lemmas developed in Section 6.2.1, which can no longer work
due to the discarding of names. We then have to modify its construction algorithm by using τF , which is preprocessed for
constant-time LCA queries. Consequently, we can only construct an incomplete LS trie T ∗ instead, where the labels of some
edges are left blank. (See Fig. 9 for an example.) However, the following invariant is maintained during the construction:
For any internal node u in T ∗ , every branch of u is labeled with the correct branching character except that the label
on the rightmost branch is left blank.
For each ﬁngerprint name mi , let vi be the leaf of mi in τF . The incomplete lexi-string trie T ∗ is constructed as follows.
At the beginning, the insertion of m|F | creates a leaf l|F | with skip(l|F |) = cnt(m|F |) + 1 = cnt(v |F |) + 1. We do not decide
the branching character of the edge from the root to l|F | , so that it is left blank. Clearly, the above invariant holds. The
insertion of the other mi ’s proceeds as before, where we need to determine the length |LCPB(mi+1,mi)|, the skip value
of the internal node u, and the branching character(s) of the new edge(s). The ﬁrst two values can readily be obtained
from τF . Precisely, let w be the lowest common ancestor of vi+1 and vi in τF . Then the length of the LCP is the skip value
of w in τF , and the skip value of the new internal node in the LS trie is cnt(w). For the branching character on the edge
from u towards the leaf li+1, it is equal to |LCPB(mi+1,mi)| + 1. Note that unlike the construction of the original LS trie,
this branching character was left blank after the insertion of mi+1 (due to the invariant). For the branching character on the
edge from u towards the leaf li , it will be left blank at this moment. Thus the invariant holds after each insertion. Also, all
the required steps in each insertion takes O (1) time, and we have the following lemma.
Lemma 18. The incomplete lexi-string trie T ∗ can be constructed in O (|F |) time.
Finally, we show that the incomplete LS trie still supports the desired queries. We modify the rule of the tree walk as
follows. While visiting an internal node u of degree d, if the navigating character is larger than all branching characters of
the ﬁrst d − 1 branches of u, the tree walk just proceeds to the dth branch. The candidate LS(F ∗) found in this way is still
the unique lexi-string in Z that may match LS(C). Consequently, we have the following theorem.
Theorem 4. For any string S, the preprocessing of the second approach, using the incomplete lexi-string trie instead of the lexi-string
trie, takes O (n + |L| log |Σ |) time and O (|L|) space. Existential query can be answered in O (|C | log(|Σ |/|C |)) time with O (|F |)
storage, and enumerative query can be answered in O (|C | log(|Σ |/|C |) + K ) time with O (|L|) storage.
8. Concluding remarks
In this paper, two different approaches were proposed for the text ﬁngerprinting indexing problem. The ﬁrst one im-
proved the query algorithm of Amir et al. in [1] by constructing auxiliary data structures to reduce unnecessary computation.
The second one was based on a new approach, which reduces a ﬁngerprint query to a traditional string pattern matching
query. Both approaches answered the open problem in [1], and improved the previously best query time.
Currently, all existing algorithms for the text ﬁngerprinting indexing problem were based on generating the representa-
tives of all ﬁngerprints in advance. The sizes of F and L are O (n|Σ |) = O (n2), which may not be practical for real-world
applications. One direction for further study is to construct an o(n2)-space data structure that supports existential query in
C.-Y. Chan et al. / Information and Computation 209 (2011) 1057–1069 1069O (|Σ |×polylog n) or O (|C |×polylog n) time. Recently, Schmidt and Stoye [18] proposed an O (n2)-time Find_All algorithm
for the text ﬁngerprinting problem and asked if we can eﬃciently report all pairs of ﬁngerprints that are with a small
symmetric difference. In [2], Amir et al. formulated this question as the following approximate common intervals problem:
Given a string S of length n and a constant d, for every distinct ﬁngerprint F appearing in S , report all ﬁngerprints F ′
appearing in S such that the symmetric difference between F and F ′ is at most d. For this problem, Jahn [11] recently
gave an algorithm that requires O (n2(d + 1)2 + occ) time, using O (n2) space, where occ is the size of the output. Another
direction for further study is to consider the indexing version of the approximate common intervals problem, which is to
preprocess a given string S in advance, so that the following query can be answered eﬃciently: Given a character set C and
a constant d, report all ﬁngerprints F appearing in S such that the symmetric difference between C and F is at most d.
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