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Constrained Restless Bandits for Dynamic
Scheduling in Cyber-Physical Systems
Kesav Kaza∗, Rahul Meshram, Varun Mehta and S. N. Merchant
Abstract—Restless multi-armed bandits are a class of discrete
time stochastic control problems which involve sequential de-
cision making with a finite set of actions (called arms). This
paper studies a class of constrained restless multi-armed bandits
(CRMAB). The constraints are in the form of time varying
set of actions (set of available arms). This variation can be
either stochastic or semi-deterministic. Given a total set of
arms, a fixed number of them can be chosen to be played
in each decision interval. The play of each arm yields a state
dependent reward. The current states of arms are partially
observable through binary feedback signals from arms that are
played. The current availability of arms is fully observable.
The objective is to maximize long term cumulative reward. The
uncertainty about future availability of arms along with partial
state information makes this objective challenging. Applications
for CRMAB abound in the domain of cyber-physical systems.
This optimization problem is analyzed using Whittle’s index
policy. To this end, a constrained restless single-armed bandit
is studied. It is shown to admit a threshold-type optimal policy,
and is also indexable. An algorithm to compute Whittle’s index
is presented. Further, upper bounds on the value function are
derived in order to estimate the degree of sub-optimality of var-
ious solutions. The simulation study compares the performance
of Whittle’s index, modified Whittle’s index and myopic policies.
I. INTRODUCTION
A. Motivation
Cyber-physical systems (CPS) have received much attention
in the recent times in view of their potential applications relat-
ing to environment, health care, security, etc. These systems
are envisioned to leverage heavy computing power, artificial
intelligence and the humongous data resource available, to
control various physical processes for the benefit of the society
at large [1], [2].
The key elements of cyber-physical systems are— physical
systems or processes, decision makers (controllers), actua-
tors, sensors, communication infrastructure. The interaction
between various elements of a CPS is illustrated in Fig. 1. The
goal of the decision maker is to control a physical process
or system. This is done by sending control signals to the
actuators. The system state is monitored through feedback
received from the sensors. All this happens via a communi-
cation infrastructure. Often, this infrastructure utilizes a wire-
less medium which presents uncertainty due to its temporal
evolution. Further, there are often energy and communication
resource constraints on the sensor nodes and the network.
Hence, to build secure cyber-physical systems it is imperative
to consider various issues involved in dynamic allocation
of communication resources for propagation of control and
feedback signals across the network.
In highly complex cyber-physical systems, there may be
layers of decision making involving local controllers. A sim-
Fig. 1. Various parts of a cyber-physical system and the information flow.
plistic representation of a layered CPS is given in Fig. 2.
Here, the global controller’s goal is to control a complex
process with many independent sub-processes, for maximizing
its rewards. For this purpose a local controller is assigned to
interact with each sub-process. The global controller aims for
macro-optimization while the local controllers are tasked with
micro-optimization.
Fig. 2. A layered cyber-physical system used to control a complex process
with independent sub-processes.
2Clearly, in these systems the problem of scheduling and
resource allocation occurs in various parts such as—(1) re-
source allocation for local controllers for macro-optimization
by global controller, (2) scheduling by local controllers for
micro optimization, (3) risk sensitive or risk aware scheduling
of communication resource to sensors for secure and effective
data collection. Further, these scheduling problem often come
with resource availability and latency constraints. For example,
some of the local controllers may not be available in certain
time slots on account of their being engaged or in maintenance.
Similarly, communication channels might become unavailable
in some time slots due to heavy interference. In this paper, we
formulate the problem of scheduling under dynamic resource
constraints using restless multi-armed bandit models.
Restless multi-arm bandits (RMAB) have been extensively
studied for scheduling applications in opportunistic commu-
nication systems, wireless relay networks, queuing systems,
multi-agent systems, recommendation systems, unmanned
aerial vehicle routing [3]–[12]. In the following discussion we
provide a brief overview of RMABs.
B. Restless multi-armed bandits
A restless multi-armed bandit is a class of sequential deci-
sion problems. It is used to solve policy planning problems
under uncertain system environments. A restless multi-arm
bandit model is described as follows. There is a decision
maker or source that has N independent arms. Each arm
can be in one of a finite set of states and the state evolves
according to Markovian law. The play of an arm yields a state
dependent reward. It is assumed that the decision maker knows
the statistical characteristics of state evolution for each arm.
The system is time-slotted and it is discretized. The decision
maker plays M out of N arms in each slot. The goal is to
determine the sequence of plays of the arms that maximizes
the long term cumulative reward. These planning problems are
non-trivial because there is a trade-off between the immediate,
and the future rewards. The choice that yields low immediate
reward may yield better future reward.
A typical restless multi-armed bandit model assumes that
the arms are always available and the objective is to determine
the optimal subset of arms to play in a given state. We consider
the case where the availability of arms is intermittent and
time varying. We refer to such RMABs as constrained restless
multi-armed bandits (CRMAB). This is a generalization of
restless multi-armed bandits. Also, the availability of arms may
vary across applications. We consider stochastic and semi-
deterministic availability models.
Let us now discuss another application of constrained rest-
less bandits. Consider a wireless relay network with a source,
destination and a set of N relay nodes. The availability of
each relay is time varying and may be due to reasons such
as power constraints, outage or mobility. Further, the channel
conditions of links are evolving with time. The objective here
is to schedule a relay in each time slot under such constrained
availability to maximize cumulative long term reward, i.e., the
throughput. In this network each link can be represented as
the arm of the bandit, and each link evolves independent of
transmission in every time slot. Thus, it is can be modeled as
a CRMAB.
C. Related work
The literature on restless bandits is vast and includes differ-
ent variations on bandits and their applications. We mention a
few of them that are relevant to our work.
The resltess multi-armed bandit problem was first proposed
in [13]. It was inspired from the work on rested bandits [14].
In [14], index policies were introduced for rested multi-armed
bandits, where states of arms do not change when they are not
played. This index policy is now known as Gittins index policy.
Later, [13] studied restless bandits and introduced an index
policy which is now referred to as Whittle’s index policy. The
popularity of Whittle’s index policy is due to its asymptotic
optimality in some examples and its near optimal performance
in some others (see [13], [15], [16]). The Whittle’s index
policy for other applications such as machine repair problems
are given in [5].
Recently, the RMAB framework has been applied to the
problem of risk-sensitive scheduling in cyber-physical systems
[17]. Here, an exponential cost function is defined instead
of a linear function. This variant is termed as risk-sensitive
RMAB, and the corresponding index policy as risk-sensitive
index policy.
In classical restless bandit literature, current states of all
the arms are observable in every time slot [8], [9], [13].
Later, this assumption was relaxed and restless bandit models
with partially observable states were studied, where states
are observable only for those arms that are played [3], [16].
Recent work on restless bandits further generalized this model
to the case where states of all arms are partially observable.
This is referred to as the hidden restless bandit [18], [19]. In
[4], further generalization is considered where multiple state
transitions are allowed in a single decision interval.
The Whittle index policy for RMABs was studied for job
scheduling and dynamic routing on servers in [20], [21],
where authors considered scenario of servers being available
intermittently.
Earlier, a variant of the restless multi-armed bandit with
availability constraints was proposed in [22]. It was applied
to the machine repair problem where machine availability is
time varying. This model was further generalized in [23] by
considering partially observable states. In [23], the authors
consider a penalty for playing an unavailable arm. That is,
arms can be played both when they are available and unavail-
able. Whittle’s index policy and myopic policy are analyzed.
There are several subtle, but important differences between the
current model and the model in [23]. The CRMABs considered
in this paper do not allow the play of unavailable arms. Our
proposed model differentiates between the actions “don’t play”
and “can’t play”. That is, the belief update rules are different
for the case where an arm is available and is not played and the
case where the arm is unavailable and cannot be played. In this
work, we provide an upper bound on optimal value function
which can be used as a reference to measure sub-optimality
gap of the Whittle’s index policy.
3The literature on POMDPs, RMABs makes use of certain
common techniques and procedures. These include defining
action value functions and using induction principle to derive
their structural properties. Another common aspect is proving
sub-modularity of the value function, which will lead to a
threshold structure of optimal policy (see [24], [25]). One
must note the differences in modeling that require redoing
or following similar procedures, as it is not obvious that the
same results hold.
D. Contributions
We propose a novel methodology to solve the problem
of sequential decision making under dynamic resource con-
straints. It is modeled as a constrained restless multi-armed
bandit problem. The resource constraints occur in the form of
time-varying availability of arms. We consider two availability
models, namely, stochastic and semi-deterministic availability.
The analysis of the constrained restless single armed ban-
dit (CRSAB) forms the basis of the solution methodology.
They are shown to admit a threshold type policy in belief
space. This holds for both stochastic and semi-deterministic
availability models. Indexability of CRSABs is claimed by
imposing certain conditions on the parameters. An algorithm
for computation of Whittle’s index is also presented. An
upper bound on the optimal value function is derived. The
Lagrangian relaxation of the original problem provides an
upper bound on the value function. The relationship between
the Lagrangian bound for CRMAB and unconstrained RMAB
is studied. It is shown that under certain conditions the former
gives a tighter bound than the later. An extensive simulation
study is presented with performance comparison of various
solution schemes such as Whittle’s index policy, modified
Whittle’s index policy and myopic policy.
The rest of this document is organized as follows. The
system model is explained in Section II and the constrained
restless single armed bandit is analyzed in Section III. Bounds
on value functions are derived in Section IV. Numerical sim-
ulations are presented in Section V, and concluding remarks
in Section VI.
II. MODEL DESCRIPTION AND PRELIMINARIES
Consider a restless multi-armed bandit with N independent
arms. Each arm can be one of two states, say, state 0 or state
1. The state of each arm evolves according to a discrete time
Markov chain. Some times arms might become unavailable.
Hence, the evolution of states also depends on availability
of arms. Also, the availability of arms is time varying. Let
us introduce some notation to formalize the model. Assume
that the system is time-slotted and time is indexed by t. Let
Xn(t) ∈ {0, 1} denote the state of arm n at the beginning of
time slot t.
Let Yn(t) ∈ {0, 1} denote the availability of arm n at the
beginning of time slot t and
Yn(t) =
{
1 if arm n is available,
0 if arm n is not available.
0 1pn00(y, a)
pn01(y, a)
pn11(y, a)
pn10(y, a)Bad Good
Fig. 3. Gilbert-Elliot two state channel model along with the notation of
transition probabilities for nth arm.
Each arm has two actions associated with it when it is
available, either ‘play’ or ‘don’t play’. When it is unavailable
it cannot be played. However, it’s state still evolves. Let
a1n(t) ∈ {0, 1} be an action corresponding to arm n when
it is available and it is described as follows.
a1n(t) =
{
1 if arm n is available and played,
0 if arm n is available and not played.
Let a0n(t) be the action corresponding to arm n when it is
not available. As it cannot be played, a0n(t) := 0.
The state of arm n changes at beginning of time slot (t+1)
from state i to j according to transition probabilities pnij . These
are defined as follows.
pnij := Pr{Xn(t+ 1) = j | Xn(t) = i}.
When arm n is played, the result is either success or failure.
A binary signal is observed at the end of each slot that
describes the event of success or failure (ACK or NACK in
communication parlance). Let Zn(t) be the binary signal that
is received by the source at the end of slot t. It is given as
Zn(t) =
{
1 if arm n is played and that resulted success,
0 If arm n is played and no success.
When arm n is not played, no signal is observed from that
arm. Let ρn(i) be the probability of success from playing arm
n.
ρn(i) ≡ ρn,i := Pr (Zn(t) = 1 | Xn(t) = i, an(t) = 1),
for i = 0, 1. It is the probability that signal Zn(t) = 1 is
observed given that arm n is in state i and action an(t) = 1.
We will assume ρn,0 < ρn,1, i.e., the probability of success is
higher from state 1 than from state 0.
The play of arm n yields a state dependent reward. Let ηn,i
be the reward obtained by playing arm n given that Xn(t) = i.
When arm n is not played, no reward is obtained. Further, we
suppose that 0 ≤ ηn,0 < ηn,1 ≤ 1 for all n.
The decision maker or source cannot exactly observe the
state vector at any arbitrary time t. However, the source can
exactly observe the current availability vector at the beginning
of each time slot. That is, Y (t) = [Y1(t), ..., Yn(t)] is known
at beginning of slot t. Since the source does not know the exact
states of arms, it maintains a ‘belief’ about each of them. Let
πn(t) be the belief about arm n. It is the probability of being
in state 0, given the history Ht upto time t. The history upto
time t is given as
Ht := (Yn(s), an(s), Zn(s))0≤n≤N,1≤s<t .
The belief vector is given as pi(t) = [π1(t), ..., πn(t)], with
πn(t) = Pr (Xn(t) = 0 | Ht).
4A. Availability models
We consider two availability models, namely, stochastic and
semi-deterministic. In the stochastic model, future availability
depends on a probability law conditioned on current avail-
ability. In the semi-deterministic model, the future availability
is deterministic when an arm goes unavailable. This model
is useful in applications in which some sub-systems are
occasionally down for a fixed maintenance time.
1) Stochastic: The future availability of arm n, Yn(t+1), is
dependent on current availability Yn(t) = y, action an(t) = a
and current state of arm Xn(t) = i. We define
θ
a
n(i, y) := Pr (Yn(t+ 1) = 1|Xn(t) = i, Yn(t) = y, an(t) = a).
We replace knowledge of state Xn(t) = i with belief πn(t) =
π, and we rewrite θan(i, y) as θ
a
n(π, y). The availability model
describe as follows.
Yn(t+ 1) =
{
1, w.p. θan(π, y),
0, w.p. 1− θan(π, y).
The source knows the probability of availability θan(π, y).
Notice that this model satisfies Markov property.
In general, θan(i, y) depends on the state of arm n, the
current availability y and action of that arm a. For simplicity
we assume that it is independent of state, i.e., θan(i, y) = θ
a
n(y).
2) Semi-deterministic: The future availability for unavail-
able arms has a deterministic model. When available arms turn
unavailable, they remain unavailable for exactly T0 slots and
then become available. That is,
if Yn(t) = 0, then
Yn(t+ t
′) =
{
0, for t′ = 1, ..., T0 − 1,
1, for t′ = T0.
If Yn(t) = 1, then
Yn(t+ 1) =
{
1, w.p. θan(π, 1),
0, w.p. 1− θan(π, 1).
B. Problem formulation
Let us describe the state in terms of the belief and avail-
ability. Consider the perceived state Sn(t) = (πn(t), Yn(t)) ∈
[0, 1] × {0, 1} in beginning of time slot t. Using the belief
πn(t), we compute the expected reward from play of arm n
at time t as follows.
η(πn(t), y = 1) := πn(t)ηn,0 + (1 − πn(t))ηn,1
and η(πn(t), y = 0) := 0.
We next define the optimization problem as reward max-
imization. Let φ(t) be the policy of the source such that
φ(t) : Ht → {1, · · · , N} maps the history to M arms in slot
t. Let
aφn(t) =
{
1 if n ∈ φ(t),
0 if n /∈ φ(t).
The infinite horizon discounted cumulative reward un-
der strategy φ for initial state information (pi,y), pi =
(π1(1), · · · , πN (1)) and y = (y1(1), · · · , yN(1)) is given by
Vφ(pi,y) = E
φ
(
∞∑
t=1
βt−1
[
N∑
n=1
aφn(t)η(πn(t), Yn(t)),
])
,
N∑
n=1
aφn(t) =M.
(1)
In each time slot M arms are played; hence, the constraint∑N
n=1 a
φ
n(t) = M. Here, β ∈ (0, 1) is the discount parameter.
The objective is to find a policy φ that maximizes Vφ(pi,y) for
all pi ∈ [0, 1]N , y ∈ {0, 1}N . The problem (1) is a constrained
hidden Markov restless multi-armed bandit. The optimal solu-
tion for problem (1) is computationally intractable; it is known
to be PSPACE-hard, [26]. The major difficulty here is due
to the integer constraint,
∑N
n=1 a
φ
n(t) = M, a
φ
n(t) ∈ {0, 1}.
The key idea is to introduce a relaxed version of problem (1).
This is done by replacing the exact integer constraint with the
following expectation constraint.
Eφ
(
∞∑
t=0
βt−1
[
N∑
n=1
aφn(t)
])
=
M
1− β
. (2)
Now, using Lagrangian relaxation technique for the problem,
we can reduce the dimension of the relaxed RMAB problem
to N restless single-armed bandits. Thus, the analysis can
proceed by studying a restless single-armed bandit. This allows
us to associate an index with each arm. Here, the Lagrange
multiplier for the arm can be viewed as its index. Now, an
index based policy can be used to solve the original problem
(1). This is done by playing M arms with the highest indices
in each time slot. This heuristic index based policy for RMAB
was introduced in [13].
The analysis of index policy for RMAB proceeds with the
following steps: 1) We first study restless single-armed bandit
and write Bellman optimality equations along with action
value functions. 2) We next study the properties of action value
functions and prove the optimal threshold policy result. 3) We
use this result to claim indexability and compute the index.
III. CONSTRAINED RESTLESS SINGLE ARMED BANDIT
As there is only one arm, the problem of the decision maker
here is to decide in each time slot whether or not to play the
arm. We drop the subscript n, the sequence number of the
arms; so, ρn,i ≡ ρi, ηn,i ≡ ηi, θ
a
n(y) ≡ θ
a
y . The analysis of
the single arm problem proceeds by assigning a subsidy w for
not playing the arm.
Recall that the source maintains and updates its belief about
state of the arm at the end of every time slot. The update rules
are based on previous actions, availability and observations of
the arm and it is given as follows.
1) If the arm is available, played and a success is observed,
i.e., a(t) = 1, Y (t) = 1, Z(t) = 1. Then the new belief
π(t+ 1) = Γ1(π(t)), and it is
Γ1(π) =
πρ0p00 + (1− π)ρ1p10
πρ0 + (1− π)ρ1
.
5This update is according to the Bayes rule.
2) If the arm is available, played and success is not ob-
served, i.e., a(t) = 1, Y (t) = 1, Z(t) = 0, then the
belief π(t+ 1) = Γ0(π(t)), and it is
Γ0(π) =
π(1 − ρ0)p00 + (1− π)(1 − ρ1)p10
π(1 − ρ0) + (1− π)(1 − ρ1)
.
3) If the arm is available but not played, there is no
observation, i.e., a(t) = 0, Y (t) = 1. Then the belief
π(t+ 1) = γ01(π(t)) and it is given by
γ01(π) = πp00 + (1− π)p10.
4) If the arm is not available, then it can not be played and
no observation is available, i.e., a(t) = 0, Y (t) = 0. We
consider the belief π(t+1) = γ00(π(t)) and it is updated
according to following rule.
γ00(π) =
p10
p01 + p10
or πp00 + (1 − π)p10.
In this case, belief is either taken to be the stationary
probability or the value obtained by natural evolution of
the Markov chain.
A. Value functions
Given an state (π, y), let V (π, y) denote the expected
cumulative discounted reward achieved by the optimal policy.
V is called the optimal value function. Let us now define
the values of different actions depending on the belief and
availability, in terms of V . The value for action a, given belief
π and availability y is denoted as LaV (π, y) for a ∈ Ay,
y ∈ {0, 1}. Here, LaV is called action value function. Ay is
the set of possible actions for availability y. For our model, we
have A1 = {0, 1} and A0 = {0}.When the arm is unavailable
(y = 0), it cannot be played. The value functions for the
stochastic availability model are given as follows.
a) For action a = 1, and availability y = 1 :
L1V (pi, 1) = η(pi)+
βρ(pi)
[
θ11V (Γ1(pi), 1) + (1− θ
1
1)V (Γ1(pi), 0)
]
+
β(1 − ρ(pi))
[
θ11V (Γ0(pi), 1) + (1− θ
1
1)V (Γ0(pi), 0)
]
.
Here, η(π) = η0π + η1(1 − π). The value function
consists of immediate expected reward and discounted
future value. So, the first term is immediate reward,
η(π). The second term and third terms depend on
probability of observing success or failure. These terms
also include the future value function and expectation
w.r.t. availability probability.
b) For action a = 0, and availability y = 1 :
L0V (pi, 1) = w + β
[
θ01V (γ
0
1 (pi), 1) + (1 − θ
0
1)V (γ
0
1 (pi), 0)
]
If the arm is available and is not played, the immediate
reward is a subsidy w. The second term of the value
function includes the expectation of future value which
depends on availability probability and updated belief.
c) Action a = 0, availability y = 0,
L0V (pi, 0) = w + β
[
θ00V (γ
0
0 (pi), 1) + (1 − θ
0
0)V (γ
0
0 (pi), 0)
]
This value function is very similar to preceding case. If
the arm is unavailable, it cannot be played. The value
function consists of immediate reward as subsidy w and
the expected future value which depends on availability
probability and updated belief. This updated belief could
stationary probability or the value obtained by natural
evolution of the Markov chain.
We will now write down action value function expressions
for the semi-deterministic availability model. Recall that when
arm is not available then it cannot be played for a fixed
amount of time T0. Thus, the value function differs from
earlier stochastic model for availability y = 0 and action
a = 0. The value function for availability y = 1 and action
a = 0 or a = 1 is similar to that of the stochastic availability
model. The value functions are given as follows.
a) Action a = 1, and availability y = 1 :
L1V (pi, 1) = η(pi)+
βρ(pi)
[
θ11V (Γ1(pi), 1) + (1− θ
1
1)V (Γ1(pi), 0)
]
+
β(1 − ρ(pi))
[
θ11V (Γ0(pi), 1) + (1 − θ
1
1)V (Γ0(pi), 0)
]
.
b) Action a = 0, and availability y = 1 :
L0V (pi, 1) = w + β
[
θ01V (γ
0
1 (pi), 1) + (1 − θ
0
1)V (γ
0
1 (pi), 0)
]
.
c) Action a = 0, and availability y = 0 :
L0V (π, 0) = w
(1 − βT0)
(1− β)
+ βT0V
(
(γ00)
T0(π), 1
)
.
Since the arm is unavailable for T0 number of slots, the
discounted reward obtained in this period is w (1−β
T0)
(1−β) .
The second term is future discounted value after T0 slots
when the arm becomes available.
Observe that there is no available choice of actions for y =
0. However, the value function L0V (π, 0) is important as it
impacts other value functions.
The optimal value function V satisfies the following dy-
namic programming optimality equations.
(3)
V (π, y) = max
a∈Ay
LaV (π, y),
∀π ∈ [0, 1] and y ∈ {0, 1}.
Note that we sometimes use the notation LawV (π, y) in place
of LaV (π, y) to emphasize the dependence on w. We obtain
all results assuming η0 = ρ0, and η1 = ρ1.
B. Structural results
In the following, we derive structural results for value
functions in the case of stochastic availability. These results
also hold true for the semi-deterministic availability model
because the value functions are similar except at availability
y = 0. We first define a threshold type policy.
Definition 1: (Threshold type policy) A policy is said to be
of threshold type if one of the following is true.
61) For y = 1 and ∀π ∈ [0, 1], L1V (π, 1) > L0V (π, 1). In
this case the optimal action is to play the arm.
2) For y = 1 and ∀π ∈ [0, 1], L1V (π, 1) < L0V (π, 1). in
this case not playing the arm is always optimal.
3) There exists a πT ∈ (0, 1), such that, L
1V (π, 1) >
L0V (π, 1) for all π < πT , and L
1V (π, 1) < L0V (π, 1)
for for all π > πT . Here, πT is a threshold at which both
actions are optimal and obtain same value from both the
actions.
To claim the existence of threshold type policy result we prove
following structural properties of the value functions.
Lemma 1:
1) The value functions V (π, y), and LawV (π, y) are convex
in π for a ∈ Ay, y ∈ {0, 1}.
2) The value functions V (π, y) and LawV (π, y) are convex
in w for all π ∈ [0, 1], a ∈ Ay, y ∈ {0, 1}.
The proof of Lemma 1 follows from the principle of
induction. We next show that the partial derivative of value
function w.r.t. π is bounded. A tighter bound is derived under
some conditions on state transition probabilities.
Lemma 2: If one of the following condition holds ,
1) 0 < p00 − p10 < 1/2,
2) 0 < p10 − p00 < 1,
then
∣∣∣∂L0V (pi,1)∂pi ∣∣∣ , ∣∣∣∂L1V (pi,1)∂pi ∣∣∣ and ∣∣∣∂V (pi,1)∂pi ∣∣∣ are bounded by
κ|ρ1 − ρ0|, where κ = 1/(1− β|p00 − p10|) > 1.
Proof sketch: The proof makes use of the principle of
induction. In the first step, let V1(π, 1) = max{ρ(π), w},
where ρ(π) = π(ρ0 − ρ1) + ρ1 and ρ0 < ρ1. Hence, the
absolute value of slope of V1(π, 1) w.r.t. π is bounded by
(ρ1 − ρ0.) Next we assume that |
∂Vn(pi,1)
∂pi
|≤ κ(ρ1 − ρ0),
and compute the partial derivatives of L1Vn+1(π, 1),
L0Vn+1(π, 1) and Vn+1(π, 1) w.r.t. π. We can obtain upper
bound on these derivatives using the inequalities ρ(π) ≥ ρ0,
1− ρ(π) ≥ 1− ρ1, and p00 > Γ0(π) > Γ1(π) > p10. Finally,
we can use induction principle to claim the result. 
Let D(π) := L1V (π, 1)−L0V (π, 1). It gives the advantage
of playing the arm in belief state π when it is available. The
following lemma states that this advantage decreases as the
belief increases.
Lemma 3: If ρ1 > ρ0 and either of the following is true,
1) 0 < p00 − p10 < 1/5,
2) or 0 < p10 − p00 < 1/3,
then, D(π) is decreasing in π.
Proof Sketch : It is enough to show that
∂D(pi)
∂pi
< 0.We can
upper bound on
∂D(pi)
∂pi
using Lemma 2. Then, under the above
stated conditions, we can show that the partial derivative of
D(π) w.r.t. π is negative. 
Remark 1: Note that L1V (π, 1) and L0V (π, 1) are convex
in π. The convexity of value functions and the preceding
Lemma suggest that D(π) has at most one root in π ∈ (0, 1).
We next state our main result, i.e. a threshold type policy
result.
Theorem 1: If ρ1 > ρ0 and either 0 < p00 − p10 < 1/5 or
0 < p10 − p00 < 1/3, is true, then the optimal policy is of
threshold type.
Proof: Suppose L1V (π, 1) > L0V (π, 1), at π = 0. That
is, playing the arm is advantageous than not playing it. From
Lemma 3, D(π) can have at most one root in [0, 1].
Case 1) D(π) has a root in [0, 1] : From Lemma 3, we know
that this advantage decreases as π increases. So, there exists a
πT ∈ (0, 1) : D(π) = L
1V (π, 1) < L0V (π, 1) < 0, ∀π > πT .
Hence the policy is of threshold type by definition 1.
Case 2) D(π) has no root in (0, 1) : This means D(π) >
0, π ∈ (0, 1). Hence the optimal policy always choose to play
the arm and is threshold type by definition. Similar arguments
can be made when L1V (π, 1) < L0V (π, 1), to claim the
result.
C. Indexability
We next define indexability for the arm (CRSAB) and
provide sufficient conditions.
For a given subsidy w, let G(w) be a set formed by members
(π, y) of perceived state space S = [0, 1]× {0, 1} for which
not playing the arm when available is optimal. That is,
G(w) := {[0, 1]×A0}∪{[0, 1]×A1 : L
1V (π, 1) ≤ L0V (π, 1)}.
Definition 2: (Indexability) The arm is indexable if the set
G(w) is increasing in w ∈ R.
Intuitively, indexability suggests that, if not-playing is the
optimal choice at a given subsidy w, then it is also the optimal
choice at higher values of subsidy w′ > w.
Lemma 4: For any π ∈ [0, 1], w ∈ R,
∣∣∣∂L0V (pi,1)∂w ∣∣∣ ,∣∣∣∂L1V (pi,1)∂w ∣∣∣ and ∣∣∣∂V (pi,1)∂w ∣∣∣ are bounded by 11−β .
Proof: Again, we will prove this using the principle of
mathematical induction. Let L0V1(π, 1) = w, L
1V1(π, 1) =
ρ(π), V1(π, 1) = max{L
0V1(π, 1),L
1V1(π, 1)}. Clearly,∣∣∣∂L0V1(pi,1)∂w ∣∣∣ , ∣∣∣∂L1V1(pi,1)∂w ∣∣∣, ∣∣∣∂V1(pi,1)∂w ∣∣∣ are < 11−β . Assume∣∣∣∂L0Vn(pi,1)∂w ∣∣∣ , ∣∣∣∂L1Vn(pi,1)∂w ∣∣∣, ∣∣∣∂Vn(pi,1)∂w ∣∣∣ are < 11−β .
∂L1Vn+1(pi, 1)
∂w
= βρ(pi)
{
θ11
∂Vn(Γ1(pi), 1)
∂w
+ (1 − θ11)
∂Vn(Γ1(pi), 0)
∂w
}
+β(1− ρ(pi))
{
θ11
∂Vn(Γ0(pi), 1)
∂w
+ (1− θ11)
∂Vn(Γ0(pi), 0)
∂w
}
<
βρ(pi)
1− β
+
β(1 − ρ(pi))
1− β
=
β
1− β
<
1
1− β
Similarly,
∂L0Vn+1(pi, 1)
∂w
= 1+β
{
θ01
∂Vn(γ01 (pi), 1)
∂w
+(1− θ01)
∂Vn(γ01 (pi), 0)
∂w
}
< 1 + β
{
θ01
1
1− β
+ (1− θ01)
1
1− β
}
=
1
1− β
Hence,
∂Vn+1(pi,1)
∂w
is also bounded by 11−β .
Further, as the value functions are non-negative and their
are convergent with limn→∞ Vn(π, y) = V (π, y), our claim
holds.
Remark 2: Next, using the principle of mathematical in-
duction, one can show that the value functions L1wV (π, 1)
and L0wV (π, 1) are non-decreasing and strictly increasing in
subsidy w, respectively. The proof of this straightforward.
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Lemma from [19] and a sketch of the proof.
Lemma 5: Let
πT (w) = inf{0 ≤ π ≤ 1 : L
1
wV (π, 1) ≤ L
0
wV (π, 1)} ∈ [0, 1].
If
∂L1V (pi,1)
∂w
∣∣∣pi=piT (w) < ∂L0V (pi,1)∂w ∣∣∣
pi=piT (w)
, then πT (w) is a
monotonically decreasing function of w.
Proof sketch: This proof is by contradiction.
Assume that thresholds πT (w) < πT (w
′) for
w < w′, under given ‘if’ condition. By definition
of threshold, L1wV (πT (w), 1) = L
0
wV (πT (w), 1). For
some w′ = w + ǫ, ǫ ∈ (0, c), c < 1, we have
L1w′V (πT (w
′), 1) ≥ L0w′V (πT (w
′), 1). This means
∂L1V (pi,1)
∂w
∣∣∣pi=piT (w) > ∂L0V (pi,1)∂w ∣∣∣
pi=piT (w)
, which contradicts
our assumption. 
Define D(π,w) := L1wV (π, 1)− L
0
wV (π, 1).
Theorem 2: The arm is indexable for bounded subsidy
w ∈ [wl, wh], β ∈ (0, 1), ρ1 > ρ0 and one of the following
condition is true.
1) 0 < p00 − p10 < 1/5 or
2) 0 < p10 − p00 < 1/3.
Proof: The proof proceeds in the following steps. (1)
From Lemma 1 and Lemma 4, it can be seen that the
functions LawV (π, y) a ∈ Ay are convex and Lipschitz in
w. This implies that they are absolutely continuous. (2) It
means D(π,w) is absolutely continuous, which implies that
it is differentiable w.r.t w almost everywhere in the interval
[wl, wh], for all π ∈ [0, 1]. (3) This implies that the threshold
πT (w) := {π ∈ [0, 1] | D(π,w) = 0} is absolutely continuous
on [wl, wh]; hence, πT (w) is differentiable w.r.t w almost
everywhere. (4) From Remark 2, D(π,w) is decreasing in w;
hence, ∂D
∂w
≤ 0 almost everywhere in [wl, wh]. This implies
∂piT (w)
∂w
≤ 0. Now, using Lemma 5 we can say that πT (w)
decreases with w. This means as subsidy w increases, the set
G(w) also increases. Hence, the arm is indexible.
D. Computing Whittle’s index
The index of a CRSAB is the minimum subsidy required
to make not-playing the optimal action; it is defined below. It
is difficult to obtain a closed form expression for the index.
We devise an algorithm for Whittle’s index computation for
CRSABs. The argument for convergence of this algorithm is
based on stochastic approximation schemes.
Definition 3: (Whittle’s index) For a given belief π ∈ [0, 1],
Whittle’s index W (π) is the minimum subsidy for which, not
playing the arm will be the optimal action.
W (π) = inf{w ∈ R : L0wV (π, 1) ≥ L
1
wV (π, 1)}
An algorithm for computing Whittle’s index. Algorithm 1
is based on two timescale stochastic approximation. The
algorithm runs on two timescales; value iteration algorithm
runs on the faster timescale, while subsidy w is updated on
the slower timescale. That is, the value function L0wV (π, 1),
L1wV (π, 1) are updated on faster timescale, while the value
of wt is updated along the slower one. In this algorithm,
Algorithm 1: WI computes Whittle’s index for CRSAB
Input: Reward values η0, η1, initial subsidy w0,
tolerance h, grid over belief space π ∈ G([0, 1]).
Output: Whittle’s index W (π)
for π ∈ G([0, 1])
wt ← w0;
while |L1wtV (π, 1)− L
0
wt
V (π, 1)|> h do
wt+1 = wt + αt(L
1
wV (π, 1)− L
0
wV (π, 1)), (4)
t = t+ 1;
compute L0wV (π, 1), L
1
wV (π, 1);
end
return W (π, 1)← wt;
the algorithm on the faster timescale views wt as quasi-
static, and runs value iteration till convergence. Whenever
|L1wtV (π, 1)−L
0
wt
V (π, 1)|> h, then wt is updated according
to equation (4). Otherwise, subsidy or index W (π, 1) = wt.
In stochastic approximation, two-timescale algorithms con-
verge if the sequence αt is decreasing,
∑
t αt = ∞ and∑
t α
2
t < ∞. This convergence is almost sure as shown in
Theorem 2, [28, Chapter 6]. If αt is replaced with a tiny
constant value α, there is convergence with high probability;
see [28, Section 9.3].
IV. BOUNDS ON OPTIMAL VALUE FUNCTIONS
In this section we shall derive upper bounds on the optimal
value function of a CRMAB. First, we shall compare its value
function to that of a RMAB (unconstrained). In the following
discussion we use the terms ‘unconstrained restless bandits’
and ‘restless bandits’ interchangeably.
A. Relation between value functions of RMAB and CRMAB
Let U(π) be the value function of an restless single armed
bandit which is always available. U(π) is the solution of the
following dynamic program.
US(π) = η(π) + β
[
ρ(π)U(Γ1(π)) + (1− ρ(π))U(Γ0(π))
]
UNS(π) = w + βU(γ
0
1 (π)),
U(π) = max{US(π), UNS(π)}.
(5)
The following Lemma states that for the same Markov chain
parameters, the optimal value of the restless single armed
bandit is greater than that of constrained restless single armed
bandit.
Lemma 6: For any given set of parameters p00, p1,0, ρ0, ρ1,
η0, η1, w, each of the following statements is true.
1) For belief update rules γ01(π) = πp00 + (1− π)p10 and
γ00(π) = q, the inequality U(π) ≥ V (π, y), holds ∀π ∈
ΠΓ, y ∈ {0, 1}, where
ΠΓ = {pi ∈ [0, 1]|UNS(q) ≤ UNS(Γ1(pi)), UNS(pi), UNS(Γ0(pi))}
(6)
82) If belief update rule γ01(π) = γ
0
0(π) = πp00+(1−π)p10,
the inequality U(π) ≥ V (π, y), holds ∀π ∈ [0, 1], y ∈
{0, 1}.
Proof: This is proved by induction.
1) Consider π ∈ ΠΓ, let US,1(π) = ρ(π), UNS,1(π) = w, and
U1(π) = max{US,1(π), UNS,1(π)} = max{ρ(π), w}. Also,
L1V1(π, 1) = ρ(π), L
0V1(π, 1) = w, L
0V1(π, 0) = w, and
V1(π, 1) = max{L
0V1(π, 1),L
1V1(π, 1)} = max{ρ(π), w}.
V1(π, 0) = w. Then, assuming US,n ≥ L
1Vn(π, 1), UNS,n ≥
L0Vn(π, 1) and UNS,n ≥ L
0Vn(π, 0), it can be shown that
US,n+1 ≥ L
1Vn+1(π, 1), UNS,n+1 ≥ L
0Vn+1(π, 1) and
UNS,n+1 ≥ L
0Vn+1(π, 0). Then, by induction the result
follows. The second part can also be proved similarly.
B. Bounds on value functions
We shall now derive an upper bound on the value function of
the constrained bandit. The Lagrangian relaxation provides an
upper bound on the value function of the original problem.
This has been studied for weakly couple Markov decision
processes by [29] and [30]. We extend this idea for CRMABs
with partially observable states to derive an upper bound.
Let us now look at the constrained multi-armed bandit
problem as a set of N single armed bandits. We will be
slightly abusing the notation in order to keep the mathematical
expressions simpler; any change in notation is mentioned.
The CRMAB problem can be described as follows. Given
belief vector pi ∈ [0, 1]N and availability vector y ∈ {0, 1}N ,
find J(pi,y) satisfying
J(pi,y) = max
a∈Ay
{
R(pi,y,a) +
β
∑
o∈So,y
′∈Sy
Pr (o,y′|pi,y,a)J(Γo(pi),y′)
}
s.t. ‖a‖1 = M, Ay := Ay1 ×Ay2 × ...×Ayn .
(7)
Here, Γo is the belief (vector) update rule for observation
vector o. So, Γon is the belief update rule based on observation
on for arm n. And Γ
o : So 7→ [0, 1]
N . Here, So is
the observation set with the set of all possible observation
vectors. Son is the set of possible observations for arm n.
An observation vector o also contains some ‘no observation’
elements corresponding to the unplayed arms.
The Lagrangian relaxation of the above optimization prob-
lem is written as
(8)
Jλ(pi,y)
= max
a∈Ay
{
R(pi,y,a) + λ[M − ‖a‖1]
+ β
∑
o∈So,y
′∈Sy
Pr (o,y′|pi,y,a)Jλ(Γo(pi),y′)
}
λ ≥ 0.
The following Lemma states that the Lagrange relaxed value
function of CRMAB can be written as a linear combination
of value functions of N constrained single armed bandits.
Lemma 7:
(9)Jλ(pi,y) =
Mλ
1− β
+
N∑
n=1
Jλ(πn, yn),
where,
J
λ(pin, yn) = max
an∈Ayn
{
rn(pin, yn, an)− λan
+ β
∑
on∈Son
Pr (on|pin, yn, an)
[
θ
an
ynJ
λ(Γon(pin), 1)
+ (1− θanyn )J
λ(Γon(pin), 0)
]}
.
Proof: We need to show that the right hand side (RHS)
of (9) can be obtained by substituting the RHS of (9) in the
RHS of (8). It suffices to show that the following expression
equals 0.
max
a ∈Ay
{ N∑
n =1
[rn(pin, yn, an)− λan] + λM
+ β
∑
o ∈So
∑
y
′ ∈Sy
Pr (o|pi,y,a)Pr
(
y
′|y,a
) [ Mλ
1− β
+
N∑
n=1
J
λ(Γon(pin), y
′
n)
]}
−
Mλ
1− β
−
N∑
n=1
J
λ(pin, yn)
= −
N∑
n=1
J
λ(pin, yn) + max
Ay
{ N∑
n=1
[rn(pin, yn, an)− λan] +
β
∑
o∈So
∑
y
′∈Sy
N∑
n=1
Pr (o|pi,y,a)Pr
(
y
′|y,a
)
J
λ(Γon(pin), y
′
n)
}
= −
N∑
n=1
J
λ(pin, yn) + max
a∈Ay
{ N∑
n=1
[rn(pin, yn, an)− λan]
+ β
N∑
n=1
∑
on∈Son
∑
y′n∈Sy′n
∑
o−n∈So−n
∑
y
′
−n∈Sy−n
[
Pr (o|pi,y,a)Pr
(
y
′|y,a
)
J
λ(Γon(pin), y
′
n)
]}
,
where, o−n is the observation vector o omitting the n
th element. So
is the case with y
′
−n and so on.
= −
N∑
n=1
J
λ(pin, yn) + max
a∈Ay
{ N∑
n=1
[rn(pin, yn, an)− λan] +
β
N∑
n=1
∑
on∈Son
∑
y′n∈Sy′n
[
Pr (on|pin, yn, an)×
Pr
(
y
′
n|yn, an
)
J
λ(Γon(pin), y
′
n)
]}
=
N∑
n=1
(
− Jλ(pin, yn) + max
an∈Ayn
{
[rn(pin, yn, an)− λan]
+ β
∑
on∈Son
∑
y′n∈Sy′n
[
Pr (on|pin, yn, an)×
Pr
(
y
′
n|yn, an
)
J
λ(Γon(pin), y
′
n)
]})
= 0.
The Lagrangian relaxed value function for the restless bandit
is given as follows (in [4]).
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(10)Uλ(pi) =
Mλ
1− β
+
N∑
n=1
Uλ(πn),
(11)
U
λ(pin) = max
an∈{0,1}
{
rn(pin, an)− λan
+ β
∑
on∈Son
Pr (on|pin, an)U
λ(Γon(pin))
}
.
The following theorem states that for the same set of state
transition probabilities and rewards, the Lagrange relaxed
value function of RMAB is greater than that of CRMAB. This
means, an upper bound on value can be computed using either
of the functions.
Theorem 3: The inequality Jλ(pi,y) ≤ Uλ(pi) holds for
each of the following cases.
1) γ00(π) = q, γ
0
1(π) = πp00 + (1 − π)p10, ∀π ∈ ΠΓ, y ∈
{0, 1},
2) γ00(π) = γ
0
1(π) = πp00 + (1 − π)p10, ∀π ∈ [0, 1], y ∈
{0, 1}
ΠΓ = {pi ∈ [0, 1]|UNS(q) ≤ UNS(Γ1(pi)), UNS(pi), UNS(Γ0(pi))}
Proof: From Lemma 6 we know that the value functions
of constrained restless single armed bandits are upper bounded
by those of restless single armed bandits. It follows that their
summation as given in Lemma 7 is also similarly bounded.
V. NUMERICAL EXPERIMENTS
In this section we consider different parametric scenarios
and evaluate the performance of Whittle’s index policy (WI),
modified Whittle index policy (MWI) and myopic policy in
terms of their value (discounted cumulative reward).
Modified Whittle index (MWI) is a less complex alter-
native to Whittle’s index considered in [4], [31]. However,
its performance is found to be highly sensitive to problem
parameters, in case of RMABs [4]. It is defined for MDPs
with finite horizon. The value of MWI at time t is given as
mt(π) = L
1
mt+1
V (π, 1)− L0mt+1V (π, 1).
Let us first mention a few things about the simulation
setup and numerical examples. The policies are evaluated
for different bandit instances (a parameter set is called an
instance). A bandit instance is specified by giving the values
of 1) number of arms N, 2) state transition probabilities of
arms pnij(y, a), 3) availability probabilities of arms θ
a
n(y), 4)
reward structure ηn,i, 5) success probabilities ρn(i). For each
bandit instance, the value function of each policy is computed,
and averaged over numerous sample sequences of states and
arm availability.
We will now see the results of five experiments which
will provide insight into the performance of various policies.
Experiments 1 & 2 consider a 15-armed bandit instance with
same transition matrices and rewards, for stochastic and semi-
deterministic availability models, respectively. Experiments 3,
4 & 5 consider several 100-armed bandit instances with ran-
domly generated transition matrices and rewards for stochastic
and semi-deterministic availability models.
1) Experiment 1 - Moderately sized system with stochastic
availability: We consider a 15-armed bandit instance with
stochastic availability model. The parameter set is given in
Table I. The first five arms are always available while the
remaining are available according to action dependent proba-
bilities. Fig. 4a) and Table II show the discounted cumulative
TABLE I
EXPERIMENT 1: PARAMETER SET
Arm [θ11, θ
0
1, θ
0
0] ρ0 ρ1 η0 η1 p00 p10
1 [1, 1, 1] 0 1 0 0.65 0.2 0.5
2 [1, 1, 1] 0 1 0 0.7 0.3 0.5
3 [1, 1, 1] 0 1 0 0.75 0.4 0.3
4 [1, 1, 1] 0 1 0 0.8 0.5 0.4
5 [1, 1, 1] 0 1 0 0.85 0.3 0.3
6 [0.25, 0.8, 0.9] 0.1 0.9 0.1 0.9 0.2 0.8
7 [0.3, 0.9, 0.8] 0.1 0.7 0.1 0.7 0.3 0.7
8 [0.4, 0.75, 0.7] 0.1 0.8 0.1 0.8 0.4 0.6
9 [0.5, 0.7, 0.4] 0.2 0.7 0.2 0.7 0.5 0.5
10 [0.6, 0.8, 0.8] 0.1 0.7 0.1 0.7 0.3 0.5
11 [0.7, 0.8, 0.7] 0.2 0.6 0.2 0.6 0.3 0.3
12 [0.5, 0.5, 0.5] 0.2 0.8 0.2 0.8 0.6 0.4
13 [0.8, 0.3, 0.4] 0.3 0.9 0.3 0.9 0.7 0.3
14 [0.8, 0.4, 0.2] 0.2 0.9 0.2 0.9 0.8 0.2
15 [0.7, 0.6, 0.6] 0.3 0.95 0.3 0.95 0.9 0.2
rewards achieved by various policies. Notice that WI and
myopic are equivalent in terms of value generated, but not
necessarily so, in terms of their arm choices. This is unlike
the case of restless bandits in [4], [19], where numerical
experiments demonstrated WI to be better than myopic policy
for moderately sized systems. Further, both WI and myopic
almost reach up to the Lagrangian bound. Hence, it can be
expected that their performance is close to optimal.
TABLE II
EXPERIMENT 1: DISCOUNTED CUMULATIVE REWARDS FROM VARIOUS
POLICES, WITH RANDOM INITIAL BELIEF.
Lb WI MWI Myopic Random
V alue 65.7 64.7 57.4 64.3 48.0
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Fig. 4. Experiment 1 - Stochastic availability: a) discounted cumulative
rewards as function of sessions for different policies and b) arm choice fraction
for each arm with different policies.
2) Experiment 2 - Moderately sized system with semi-
deterministic availability: We again consider a 15-armed
bandit instance with semi-deterministic availability model. The
parameters used for this experiment are same as in Experiment
1 (Table I), except for the availability parameters. Recall that
semi-deterministic availability is characterized by parameters
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[θ11 , θ
0
1, T0]. Here, θ
1
1, θ
0
1 are same as in Table I, and T0 is
chosen to be 3 slots. The discounted cumulative rewards
achieved by various policies are shown in Table III. Again,
the ordering on policy performance is same as in Experiment
1.
TABLE III
EXPERIMENT 2 - SEMI-DETERMINISTIC AVAILABILITY: DISCOUNTED
CUMULATIVE REWARDS FROM VARIOUS POLICES, WITH RANDOM INITIAL
BELIEF.
Lb WI MWI Myopic Random
Value 65.7 64.3 61.4 63.5 48.1
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Fig. 5. Experiment 2 - semi-deterministic availability: a) discounted
cumulative rewards as function of sessions for different policies and b) arm
choice fraction for each arm with different policies.
We now present some experiments which consider large
systems. In this case, as computation of Whittle’s index is
highly taxing, only myopic and MWI are evaluated. In [4],
[19], numerical experiments demonstrated the better perfor-
mance of WI compared to myopic policy, for moderately sized
systems. However, in large systems, as the differences between
rewards of arms gets smaller, we expect that the advantage of
WI over myopic tends to reduce.
3) Experiment 3 - Large systems with unconstrained avail-
ability: We consider two sets of 100-armed bandit instances
with unconstrained availability, i.e., arms are always available.
The first set of instances has a contiguous reward structure, i.e.,
η0 of the arms is generated randomly from [0, 1], and then η1 is
picked from (η0, 1]. The second set has a partitioned reward
structure, i.e., η0 ∈ [0, 0.3] and η1 ∈ [0.5, 1]. All transition
probabilities are randomly generated such that the first 50 arms
are positively correlated (p0,0 > p1,0) and the other half are
negatively correlated (p0,0 < p1,0).
Fig. 6[top] shows the comparison for the case ρ0 = 0 and
ρ1 = 1. For this case, it can be seen that the WI and myopic
policies are equivalent in terms of value generated. In this case
the Whittle’s indices of arms can be computed with closed
form expressions. Fig. 6[bottom] shows the comparison for
arbitrary values of ρ.
4) Experiment 4 - Large systems with stochastic availabil-
ity: We consider two sets 100-armed bandit instances with
stochastic availability. Same instances are used as in Experi-
ment 3, except for the availability parameters. The availability
probabilities [θ11 , θ
0
1, θ
0
0] are randomly generated from [0, 1]. In
this experiment we only evaluate the performances of modified
Whittle’s index and myopic policies, as computing indices for
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Fig. 6. Experiment 3 - Unconstrained Restless Bandits : Values achieved
by various policies when all arms are always available, for different sets of
100-armed bandit instances, with contiguous reward structure (left) and with
partitioned reward structure (right). The case for ρ0 = 0 and ρ1 = 1 is
shown at the top, and the case for arbitrary 0 ≤ ρ0 < ρ1 ≤ 1 is shown at
the bottom.
large systems is cumbersome. Furthermore, as observed in
Experiments 1, 2, we can expect the performance of WI to
be similar to that of myopic. Hence, we compare only myopic
and MWI policies.
Fig. 7 shows the values of discounted cumulative rewards
achieved by MWI and myopic policies for different 100-
armed bandit instances, for contiguous and partitioned reward
structures.
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Fig. 7. Experiment 4 - Stochastic availability model : Values achieved by
myopic and MWI policies for two sets of 100-armed bandit instances, one
set with contiguous reward structure and the other with partitioned reward
structure.
5) Experiment 5 - Large system with semi-deterministic
availability: We again consider two sets 100-armed bandit
instances, but with semi-deterministic availability. As in Ex-
periment 4, the first set of instances has contiguous reward
structure with 0 < η0 < η1 < 1, and the second set
has a partitioned reward structure with η0 ∈ [0, 0.3] and
η1 ∈ [0.5, 1]. The rewards, transition probabilities are same
as in Experiment 4, so are θ11, θ
0
1 . T0 is chosen to be 3
slots for all the arms. Fig. 8 shows the discounted cumulative
rewards for MWI and myopic policies for different instances,
for contiguous and partitioned reward structures. Again, the
11
ordering on policy performances is same as in case of the
stochastic availability model.
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Fig. 8. Experiment 5 - Semi-deterministic availability model : Values
achieved by myopic and MWI policies for two sets of 100-armed bandit
instances, one set with contiguous reward structure and the other with
partitioned reward structure.
VI. CONCLUSION
In this paper, the problem of constrained restless multi-
armed bandits is studied. These constraints are in the form
of time varying availability of arms which can either be
stochastic or semi-deterministic. Some numerical experiments
show that for moderately sized systems both Whittle’s index
policy and myopic policy are close to the upper bound on the
value function. Experiments also suggest that myopic policy
performs almost as well as Whittle’s index policy.
A useful research direction would be to study variations
on myopic policy such as finite step look ahead policies, as
robust low complexity alternatives to Whittle’s index policy.
Another future direction would be towards developing learning
algorithms for scenarios where the systems parameters are
unknown.
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