This contribution presents a simple, attractive, and exible formulation for the weighted total least squares (WTLS) problem. It is simple because it is based on the well-known standard least squares theory; it is attractive because it allows one to directly use the existing body of knowledge of the least squares theory; and it is exible because it can be used to a broad eld of applications in the error-invariable (EIV) models. Two empirical examples using real and simulated data are presented. The rst example, a linear regression model, takes the covariance matrix of the coefficient matrix as Q A = Q n ⊗ Q m , while the second example, a 2-D affine transformation, takes a general structure of the covariance matrix Q A . The estimates for the unknown parameters along with their standard deviations of the estimates are obtained for the two examples. The results are shown to be identical to those obtained based on the nonlinear GaussHelmert model (GHM). We aim to have an impartial evaluation of WTLS and GHM. We further explore the high potential capability of the presented formulation. One can simply obtain the covariance matrix of the WTLS estimates. In addition, one can generalize the orthogonal projectors of the standard least squares from which estimates for the residuals and observations (along with their covariance matrix), and the variance of the unit weight can directly be derived. Also, the constrained WTLS, variance component estimation for an EIV model, and the theory of reliability and data snooping can easily be established, which are in progress for future publications. 
Introduction
A signi cant part of literature on the estimation theory distinguishes between the standard least squares (SLS) and the total least squares (TLS). The latter originates from the work of Golub and van Loan (1980) in mathematical literature in which they introduced the error-in-variable (EIV) models. An EIV model differs from the standard Gauss-Markov model (GMM) in the sense that the coefficient matrix connecting the parameters to the random observation vector is also affected by random errors. The simplest TLS model includes the case when both coordinate components of * E-mail: A.AmiriSimkooei@tudelft.nl a linear regression model are observed.
In geodetic literature, Burkhard Schaffrin has a signi cant contribution in developing different theories on the TLS technique. We may refer to Schaffrin and Wieser (2008) in which they developed weighted TLS for an EIV model using the traditional Lagrange function. Their algorithm is restricted to the class of Q A = Q n ⊗ Q m for the covariance matrix of the coefficient matrix. Schaffrin and his colleagues developed new algorithms to solve the TLS adjustment on the model of condition equations and the TLS problem with linear and quadratic constraints. The reader is referred to Schaffrin and Felus (2009) ; Schaffrin and Wieser (2009) and Schaffrin and Wieser (2011) . Shen et al. (2011) proposed an algorithm that resembles the standard least-squares formulation. Mahboub (2012) developed an algorithm to use a general covariance matrix and provided some guidelines to make such a matrix. Xu et al. (2012) formulated WTLS as a nonlinear adjustment model without constraints and further extended it to a partial EIV model.
It is widely known that the EIV-model can also be considered as a nonlinear Gauss-Helmert model (GHM). It is because in a TLS adjustment with an EIV model the same objective function as in the adjustment by a nonlinear GHM is minimized. TLS adjustment may not be regarded as a new adjustment method, but rather as an additional possibility to formulate a new algorithm in the frame of the general method of least-squares (Neitzel, 2010) . We aim to have an impartial evaluation of both methods. The solution of the nonlinear GHM is somewhat critical to handle due to the many pitfalls described by Pope (1972) . In doing so, special attention should be paid to appropriate linearization and iteration of the model. In contrast, the elegance of the TLS algorithm lies on its simplicity in the sense that it is formulated in the standard GMM and avoids immediate linearization. Therefore, instead of solving a nonlinear GHM in an iterative manner, we use the WTLS adjustment within the EIV-model and solve it efficiently using a linearly-structured iterative algorithm. This efficiency might also include the number of iterations involved, as demonstrated in the present contribution. We should however note that the GHM can be used as a reference to cross-check the WTLS results. Particular attention is paid to the standard deviations of the estimates obtained using WTLS and GHM.
The objective of this contribution is three-fold. First, we aim to formulate the WTLS problem using the standard least squares theory. An alternative expression gives a different appearance of Tong et al. (2011) and Mahboub (2012) algorithm (but it is practically identical), while an alternative derivation gives a similar expression to that of Shen et al. (2011) . This latter derivation is of interest because it is straightforward and does not treat the problem to be nonlinear-a prerequisite for Shen et al. (2011) derivation. The algorithm takes into consideration the complete structure for the covariance matrix of the coefficient matrix. Second, we further explore the high potential capability of the formulation. Having this formulation available, one can apply the existing body of the knowledge of the least squares to the WTLS problem. We can at least highlight that (1) one can simply obtain the covariance matrix of the WTLS estimated parameters, (2) one can simply generalize the orthogonal projectors of the standard least squares from which estimates for the residuals, observations, and variance of the unit weight can directly be derived, (3) one can de ne measures for the reliability and hence the data snooping procedures can simply be implemented, and (4) one can easily establish the variance component estimation for an EIV model. Third, because the WTLS problem can, in principle, be formulated equivalently in terms of a nonlinear GHM, to assure of the proper formulation of the estimated parameters along with their covariance matrices, we use the Gauss-Helmert results as a reference. It is shown that the results of these two methods are identical. This paper is organized as follows. In Sect. 2, a general solution is given to the WTLS problem which is formulated in the standard least squares framework. Section 3 shows the applicability of the algorithm to two numerical examples: (i) a linear regression model of which both x and y coordinates have been observed, and (ii) a planar linear affine transformation in which the coordinates are observed in both the start and target systems. For both examples, the results-estimates along with their standard deviations-are shown to be identical to those obtained using GHM. We draw some conclusions in Sect. 4.
Weighted total least squares (WTLS)
Before we continue with the weighted total least squares (WTLS), we brie y explain the theory of the standard least squares. Consider the linear model of observation equations, called the GaussMarkov model, for a given geodetic observations set
where y is the m-vector of observations, A is the m × n design matrix, and x is the n-vector of unknown parameters. The leastsquares estimate of the unknown parameters iŝ
where Q y is the m×m covariance matrix of the observations. The (Teunissen, 2000) .
In many geodetic surveying applications, one usually assumes that only the observations y are corrupted by random noise of which the preceding formulation can be used. There are, however, cases that the model itself is also corrupted by random noise. In this case, the Gauss-Markov model is replaced by an 'errors-in-variables' (EIV) model expressed as
with its stochastic properties characterized by
where e y is the m-vector of observational errors, A is the m × n design matrix, E A is the corresponding m × n matrix of random errors, x is the n-vector of unknown parameters, D(e y ) = σ 2 0 Q y and D (e A ) = σ 2 0 Q A are the corresponding symmetric and nonnegative dispersion matrices of size m × m and mn × mn, respectively. In both expressions, σ 2 0 is the unknown variance factor of the unit weight (for now we assume σ 2 0 = 1). In the homoscedastic case, one assumes that Q y = I m and Q A = I mn , i.e. identities matrices of sizes m and mn, respectively. This introduces the standard TLS which was originally introduced in the mathematical literature by Golub and van Loan (1980) . They solved this TLS problem using the solution of the following eigenvalue problem:
where ν min , the smallest eigenvalue, along withx are obtained in an iterative manner. An introduction into the TLS methods can be found in van Huffel and Vandewalle (1991) , where the solution is based on a SVD approach. Alternative iteration schemes and a comprehensive literature review are given by Schaffrin et al. (2006) as well. Schaffrin and Wieser (2008) argued that the so-called gen- A e A + 2λ
with λ a m-vector of unknown Lagrange multipliers and I m an identity matrix of size m. The rst partial derivatives of Eq. (7) with respect to the vectors e y , e A , λ, and x follow 1 2
where (∼) and (.) represent the "predicted" and "estimated" quantities, respectively. The predicted residual vectors follow from Eq. (8) and Eq. (9) asẽ
Having substituted these equations into Eq. (10) yields
or
where
is the covariance matrix of the predicted observationsỹ = y − E A x. Substitution of Eq. (15) into Eq. (11) yields
After a few simple mathematical operations, the estimated unknown vector follows directly from the preceding equation aŝ
This formulation is indeed a different appearance (but equivalent) of the Tong et al. (2011) and Mahboub (2012) formulations. The formulation looks similar to the standard least squares formulation.
But, the so-called normal matrix is not in general symmetric and positive-de nite, and hence it is not possible to directly derive the covariance matrix of estimated parameters Qx . To make a symmetric positive-de nite normal matrix after substituting for A from A =Ã+Ẽ A into Eq. (18) and applying a few simple mathematical operations, one obtains the least squares estimatex as
This is indeed the weighted total least-squares formulation which resembles the standard least squares method in whichÃ = A −Ẽ A plays the role of the design matrix A, Qỹ
plays the role of the covariance matrix Q y , andỹ = y−Ẽ Ax plays the role of the observation vector y. Therefore, we deal with the predicted design matrixÃ, the predicted observation vectorỹ, and the covariance matrix Qỹ of the predicted observations. Equation (20) is then written aŝ
This formulation is similar to that of Shen et al. (2011) . Our derivation uses the Lagrange multiplier structure in a linear form rather than the nonlinear Gauss-Newton formulation. The above formulation looks in fact as if to rewrite Eq. (4) in the form of y−E A x = (A − E A ) x + e y − E A x, which is equivalent toỹ =Ãx +ẽ.
The preceding formulation of the WTLS allows one to directly apply the existing body of knowledge of standard least squares theory.
For example, without any derivation one obtains the covariance matrix of the estimated parametersx as
from which the variances and covariances among the estimates can be derived. We note that the standard deviations of the TLS estimates using Schaffrin and Wieser (2008) algorithm can be approximated by linear variance propagation and numerical computation of the required partial derivatives. This however gives a rigorous formulation. We also note that due to the nonlinear nature of the problem, in general, the estimatex along with its covariance matrix Qx is biased (see Teunissen 1990 ). The results presented in this contribution however do not show that this bias is signi cant (see later on Section 3).
In a similar manner, we may further explore the potential capability of the preceding formulation. For example, the estimated vectors of the observations and of the residuals in the modelỹ =Ãx +ẽ,
y are two orthogonal projectors. We highlight thatê is the so-called 'total residuals' of the model, and hence different fromẽ y in Eq. (12). In addition, the covariance matrices of the least-squares estimatesŷ andê are Qŷ = PÃQỹ =ÃQxÃ T and Qê = P ⊥ A Qỹ = Qỹ −Qŷ, respectively. Also, note that P ⊥ A = R is the reliability matrix that contains the redundancy numbers on its main diagonal, i.e. r i = 1 −
The internal and external reliability along with the data snooping procedures can accordingly be established.
In the analogy with the standard least squares, the variance component estimator of the unit weight is given as
The following expression (25) has already been rigorously proved by Schaffrin and Wieser (2008) and Mahboub (2012) as the estimate of the variance factor of the unit weight
Substitution forê from Eq. (23) into Eq. (24) provides the estimate of the variance factor of the unit weight of Eq. (25) in a straightforward manner.
To calculateẼ A three strategies are recommended.
1. The rst strategy is based on Eq. (13) in which one ob-
yê . Havingẽ A available as an nm-vector, one can simply reshape it as an m × n matrix, i.e. an 'inverse' vec operator. In other words,
yê ), where the operator vec −1 reconstructs an mn-vector to an m × n matrix.
2. The second algorithm is based on considering the following block structure of the Q A matrix: 
which gives
3. The third strategy takes the possible Kronecker structure of the Q A = Q n ⊗ Q m (as a special case). In this case one can simply show that
When the proper structure of the covariance matrix Q A is introduced in the EIV model, the full potential capability of the WTLS can be exploited. Schaffrin and Wieser (2008) introduce the proper structure of the covariance matrix within the class of Q A = Q n ⊗ Q m in order to consider fairly general covariance matrices where Q n has size n × n and Q m has size m×m. Q n and therefore Q A could be singular but Q m is nonsingular. An example of these cofactor matrices are given in the next section. Mahboub (2012) Because all matrices involved along with the observation vector are functions of the unknown vector x, the nal estimate can be sought in an iterative procedure. The iterative algorithm for estimating unknown parameters is given as follows:
Step 1: (Initialize x)
Step 2: (Set k = 0 and repeat)
k := k + 1
Step 3: (Check for convergence)
Repeat step 2 until one has
where ∈ is a chosen threshold value for the convergence.
Numerical results and discussions
To verify the efficacy of the presented algorithm, two case studies are provided. Both examples have been widely used in many TLS research papers and are particularly of interest in engineering Surveying and Geomatic applications. The rst example is a linear regression model in which real and simulated data sets are used.
The second example is a 2-D affine transformation for which simulated weighted datasets have been used. In both examples, the results are compared to the existing WTLS methods along with the results obtained using the nonlinear Gauss-Helmert model.
Linear regression model
Real data. The rst example considers the problem of linear regression model in which variables u and v have been observed:
Therefore errors in both variables are involved. We use the data presented in Neri et al. (1989) and later used by Schaffrin and Wieser (2008) (see Table 1 ).
We aim to estimate the slope a and intercept b of the regression line using the presented WTLS algorithm. The precision of the estimates along with the correlation coefficient i.e. ρ = σâb σâσb , will also be provided. If we de ne the parameter vector
T , only the rst column of the coefficient matrix in Eq. (4) has random errors, while the values in the second column are xed. We compose the cofactor matrices as follows: Neri et al. (1989) Point no. Observed data Weights Estimated line parameters using different algorithms are presented in Table 2 . As can be seen, both algorithms provide the 'exact solution' , given by Neri et al. (1989) . The same results have already been reported by Schaffrin and Wieser (2008) on the same data set.
The rigorous standard deviations of the presented TLS algorithm along with the correlation coefficient are presented in Table 2 Aê A , and the estimated variance factor of the unit weight (Eq. 24) are provided in Table 3 . In addition, this table includes the redundancy numbers of the 'equations' .
We note that the redundancy numbers are added up to the total redundancy of the linear regression model, namely corrupted by white Gaussian noise using the preceding covariance matrices. We will present the results of 100,000 independent runs.
The results of line parameters are given based on the algorithm presented in this contribution. The results are identical to those based on algorithms presented in Schaffrin and Wieser (2008) , Mahboub (2012) , and the Gauss-Helmert method for all of the 100,0000 runs. The same threshold ∈= 10 −12 was used for all compared methods and the nal results were identical. The algorithm presented in this contribution converges after 5.1 iterations on average, while, starting by the same initial unknown parameters, on average, 9.0 iterations are required for the nonlinear GaussHelmert model to meet the above threshold which verify faster convergence of our algorithm than GHM.
The histograms of the estimated parameters along with their standard deviations of the estimates are presented in Fig. 1 
Two-dimensional affine transformation
When a set of points are observed in two coordinate systems, the transformation parameters can be estimated in an EIV model using WTLS. The data for the planar linear affine transformation (sixparameter transformation) are simulated. The model is expressed
where the parameters c 1 and c 2 are the shifts along the u and v axes, respectively. The other parameters a 1 , a 2 , b 1 and b 2 are related to the four physical parameters of a 2-D linear transformation, which include two scales along the u and v axes, one rotation, and one non-perpendicularity (or affinity) parameter.
The coordinates of a series of points (i.e. i = 1, . . . , k points) are observed in both the start and the target systems. Equation (38) makes in total m = 2k number of equations and six number of unknown parameters to be estimated. The observation vector y and the design matrix A are Table 2 . Estimated straight-line parameters along with their standard deviations and correlation coefficient using data of Table 1 ; Exact solution by Neri et al. (1989) , nonlinear Gauss-Helmert, and present contribution.
Parameter/ Exact solution Nonlinear Gauss-WTLS standard Helmert deviation (Neri et al.) model ( 
The vector e y of observational noise and the matrix E A of the coefcient matrix random noise can be de ned with an identical structure to the preceding equations. We further assume that the noise measurements in both the start and target systems is the independent Gaussian white noise with variances σ We note that in the second application of Tong et al. (2011) in which they applied a WTLS algorithm to an affine transformation, the above-mentioned structure of the covariance matrix is not used.
One method that can be used to solve this problem is the multivariate WTLS approach that was proposed by Schaffrin and Wieser (2009) . This is accomplished by changing Eq. (39) into a multivariate model. The algorithm is restricted to the class of covariance
The alternative is to use the algorithm proposed by Mahboub (2012) in which a complete structure of the dispersion matrix can be used. Our results are identical to the results of these two algorithms and hence we will not repeat them in this contribution. We however make a comparison between our results and those obtained by the Gauss-Helmert method. Particular attention is paid to the standard deviation of the estimates using these two methods.
Suppose In the sequel, we consider the performance of the presented method in the case of fully populated covariance matrices of an affine transformation. The fully populated covariance matrices of coordinates of points in the start and target systems i.e. Q usvs and Q ut vt are constructed using MATLAB built-in function randn as (randn(100, 2 * k)) T × randn(100, 2 * k). The noise is constructed accordingly. In this case, the dispersion matrix of the coefficient matrix A reads
The same threshold = 10 
Conclusions and outlook
In this contribution we showed that the WTLS problem is an extension of the WLS problem. A new WTLS algorithm was formulated which is based on the well-known theory of the standard least squares problem. The WTLS problem uses the complete description of the covariance matrices of the observations, both of the observation vector and of the coefficient matrix in which a proper propagation law of the errors is applied. The efficacy of the proposed WTLS algorithm was demonstrated by solving two commonly used WTLS problems in geodetic literature, namely a linear regression model and 2-D affine transformation using real and simulated data. The results were shown to be identical to those provided by the nonlinear GHM.
Numerical results on all real and simulated data, including those with fully populated covariance matrices, showed faster convergence rate of our algorithm than the GHM. We also note that the Figure 3 . Histograms of estimated parameters of two-dimensional affine transformation from 100,000 independent simulated data sets.
solution of the nonlinear GHM is somewhat critical to handle because special attention needs to be paid to appropriate linearization and iteration of the model. The elegance of the WTLS algorithm lies on its simplicity in the sense that it is formulated in the standard GMM and avoids immediate linearization because the estimates are obtained based on a linearly-structured iterative algorithm. We should however note that the WTLS algorithms require the covariance matrix Q A , which is of (large) size of mn × mn. But the GHM directly uses the covariance matrix of the functionally independent observations (usually smaller than mn × mn). We also note that making the covariance matrix Q A is rather a tricky experience in some cases.
The proposed algorithm was shown to be simple in the concept, easy in the implementation, and attractive and exible in comparison with the standard least squares theory. The presented method can be used as an alternative WTLS method to the existing WTLS methods for computing the exact solution. Using the standard least squares theory, the covariance matrix of the estimates can di- Figure 4 . Histograms of standard deviations of estimated parameters of two-dimensional affine transformation from 100,000 independent simulated data sets.
rectly be obtained. This formulation simply led us to generalize the orthogonal projectors of the standard least squares from which estimates for the total residuals and observations along with their covariance matrices were obtained. The variance of the unit weight was accordingly estimated. This formulation allows one to obtain the internal and external reliability and to apply the data snooping procedures for identi cation of outlying measurements. Also, further research is in progress for other kinds of WTLS problems such as the constrained WTLS and the variance component estimation for an EIV model.
