For traditional computer-aided diagnosis, the feature extraction of lung nodules only relies on artificial design, and the use of morphological features may lose nodular information, causing differences in classification results. This paper proposes a method of lung nodule feature extraction and classification as benign or malignant. First, the region of interest (ROI) of lung nodules was obtained from the original CT image using a threshold probability map. Next, the deep features of the lung nodules were extracted using the deep belief network (DBN). Finally, an extreme learning machine (ELM) was used as the classifier for benign and malignant classification. On the publicly available LIDC database, our method reaches a high accuracy of 95±0.3% in the diagnosis of lung nodules, and the area under the ROC curve is 0.932, which is superior to other feature extraction methods. Our method also avoids the complexity of artificial extraction and differences in feature selection, and it can provide a reference for clinical diagnosis.
Introduction
Benign and malignant diagnoses of lung nodules are important to patients, and timely treatment is the most effective way to improve the patients' survival rate [17] . Lung nodules are a distinguishing feature of lung cancer; they are generally less than 3 cm in diameter and detected by anatomical imaging. However, it is not easy for experienced doctors to correctly diagnose lung nodules. Therefore, it is extremely important to study the characteristics of lung nodules.
Traditional computer-aided diagnosis (CAD) analysis of lung nodules generally uses nodular segmentation, morphological processing, or artificial extraction of lung nodule features [2, 3, 6] . The classification, based on low-level features, can reduce the labor intensity and misdiagnosis of physicians. However, the choice regarding which features best represent lung nodules mostly depends on experience and chance; additionally, the use of a morphological description of lung nodules is not accurate [5] ; for example, the definition of a nodular edge is fuzzy and subjective.
CAD would be better used if there was an unsupervised way to acquire high-level features of the lung nodule images automatically. In 2006, Deep Learning (DL) was proposed by Hinton [9] , paving the way for Artificial Intelligence. DL occurs mainly through the neural network to simulate the learning process of the human brain, specifically simulating the human brain's multi-layer abstraction mechanism to achieve an abstract expression of the object. The aim is to make the characteristics of learning similar to biological visual characteristics, thereby promoting the accuracy of the diagnosis. Therefore, the unsupervised deep learning method is used to automatically extract the features of lung nodules.
The remainder of this paper is organized as follows: section 2 introduces previous work related to the diagnosis of lung nodules. Section 3 introduces the pretreatment process of CT images. Section 4 provides a detailed description of our method. The experimental analysis and discussion are presented in section 5. The conclusion is offered in section 6.
Related Work
Recently, motivated by the great success of deep learning in medical diagnosis, considerable effort has been exerted to apply this technique to nodule detection. For example, combining SVM classification, Suzuki et al. [23] applied the ANN-based pattern recognition technique to reduce the false-positive rate of low-dose lung CT images. The results show that this method achieves an accuracy of 88.4%. Compared with the SIFT + LBP features, fractal method, convoluted neural network (CNN) and deep belief network, proposed by Hua et al. [11] , indicates that the performance of the deep learning technique was superior to traditional method of diagnosing lung nodules. Shen et al. [21] applied a multi-scale convolution neural network to extract the distinguishing features of the lung nodules, obtaining 86.84% recognition of the lung CT images in the LIDC database. Li Q et al. [15] applied the unsupervised learning method based on the restricted boltzmann machine (RBM) to generate a multi-scale feature vector with the advantage of expressing the image more accurately. Although these deep learning-based methods have presented the effectiveness in their own experiments, they relied on nodule segmentation as a prerequisite, and they are problematic in finding well-suited parameters for robust analysis.
DBN is one of the most important frameworks of deep learning and has been widely used in feature extraction, classification, recognition and other fields. In 2002, Hinton [7] proposed a fast-learning algorithm for RBM, the contrastive divergence (CD) algorithm, which has some shortcomings. For example, if the training of RBM produces a poor parameter selection, DBN will have a poor initial parameter, leading to an extended training time and lower classification accuracy. The extreme learning machine (ELM) is a machine learning algorithm for a single hidden layer feed-forward neural network. It has the advantages of a fast learning speed and good generalization performance. To solve these problems above, we summarize the advantages of ELM and DBN and then propose a novel algorithm named Pnd-EDBN (diagnosis of lung nodules based on ELM and DBN, Pnd-DBN) for the benign and malignant diagnosis. In this paper, DBN was used to identify latent information about lung nodules and combine them with ELM for benign and malignant classification.
Materials and Preprocessing

Pretreatment of CT Images
Deep learning of medical images requires a large amount of training data. However, medical image datasets, such as X-ray and CT images, have insufficient training data because of privacy. The LIDC database (lung image database consortium image) [1] , which is the most widely used public lung CT image database, provides considerable help for the lung cancer computer-aided diagnostic system.
The LIDC database contains a heterogeneous set of 1018 cases from seven institutions, each of which corresponds to a folder and contains 100-300 complete lung CT scans and a comment file (.xml files). The annotation file includes the malignancy, phenomenon and contour information. Among them, the experts divide the malignancy of lung nodules into five levels; the higher the level, the more vicious. Only the lung nodules whose diameters are greater than 30 mm are given to each point of the nodule outline marked by the four radioactive specialists. The remaining small nodules give the coordinates of the center point. Therefore, this paper only considers nodules larger than 30 mm in diameter.
Since deep learning does not require accurate segmentation of lung nodules, it only needs the lung nodule region to be included in the region of interest (ROI). Furthermore, traditional studies primarily rely on nodule morphology, which may not be able to provide an accurate description of the nodule. In this paper, an improved threshold probability map (TPM) algorithm is used to process the LIDC database without nodule segmentation [18] . The specific method as shown in Algorithm 1, and experimental result as shown in Figure 1 .
Algorithm 1 Improved threshold probability map algorithm Input: Original CT images Output: Sample set S 1. Assuming the four experts have the same experience, the weight value assigned to each expert is 0.25. Additionally, the threshold k (0<k<1) is set. 2. If a pixel of the region is marked as a nodule component by n (1≤n≤4) experts, it is set to the nodule region probability value of 0.25n. Therefore, the nodule region is transformed into a probability map with values ranging from 0 to 1. 3. For segmentation of the lung nodule region, if the pixel is less than k, then it is set to 0; otherwise, it is set to 1, thus generating corresponding binary images. 4. The binary images are subjected to AND operation with the original image and is cut into a uniform size of the rectangular area to obtain the samples set S. Using the probability threshold map of multi-experts to segment the lung nodule image, the threshold k is set to 0.25 to maintain the nodal edge information. Because the experts have the same experience, and the assessment of the same nodule of malignancy difference in the two experts will not exceed 1, rounding was used to store lung nodule malignancy in the training data. If the malignancy is less than 3, the nodules are tagged as benign nodules; otherwise, they are tagged as malignant nodules. After the pretreatment process, 15864 nodules were obtained as shown in Table 1 . The level indicates malignancy. Among the nodules, 4469 were benign, and 11395 were malignant. 
Expansion of Data Sets
A total of 4000 benign nodules and 10200 malignant nodules were selected as the training set, and the remaining 1664 nodules were deemed the testing set. On one hand, the deep learning is based on big data [19] , so a large dataset is needed. On the other hand, in the training set, the number of malignant nodules is 2.55 times that of benign nodules. To expand and balance the data set, the benign nodules are augmented by translating the nodule patches along the x-axis and y-axis a with ±2 pixels and rotating 90°, 180°, and 270°. Thus, each patch is expanded 8 times. At the same time, the malignant nodules are augmented by rotating 90°, 180°, and 270°. Thus, each patch is expanded 4 times. The training set of 72800 nodules was then obtained, among which the number of benign nodules is 32000, the number of malignant nodules is 40800, and the testing set comprises 8532 nodules. According to statistics, 92% of the LIDC database of lung nodules are less than 30×30 pixels, and the size of the input image affects the training time directly. To reduce the time complexity, the lung nodules images were uniformly cropped to 32×32 pixels.
Methods
Aiming at the advantages and disadvantages of the two networks mentioned above, this paper proposes a novel deep learning framework named Pnd-EDBN. It can extract abstract information inherent for lung nodules classification in CT images. The Pnd-EDBN lung nodules diagnose algorithm is shown in Algorithm 2. As shown in Figure 2 , the first two hidden layers are used to extract features of the lung nodules. The visible layer and first hidden layer constitute RBM1, and the first hidden layer and second hidden layer constitute RBM2. The previous layer of RBM is used as the visible layer of the next RBM. The hidden layer of the last RBM is also a hidden layer of ELM; the last three layers constitute ELM. and Nth layer as the ELM model. Record the classification accuracy of the test set. 5. When the algorithm meets the following conditions: The accuracy difference between the model of (N-1) layers and model of N layers is less than the threshold φ. Then, jump to 6; otherwise, increase the number of network layers by 1, N=N+1 and jump to 2. 6. Now the network layer is N, and the Pnd-EDBN algorithm receives the best accuracy. 
Algorithm 2 Pnd-EDBN lung nodules diagnose algorithm
Deep Belief Network (DBN)
The deep belief network is a deep architecture that consists of a stack of RBMs [10] . The input data are used as a visual layer. After low-level RBM learning, the results of the hidden layer are the input of the visual layer of high-level RBM, followed layer by layer. In this paper, DBN was used to extract the deep features of lung nodules and provided good features for ELM classification. The Pnd-EDBN feature extraction network is made up of three RBMs; the structure of the DBN is shown in Figure 3 . The training process of DBN involves learning the characteristics of the lung nodules using an unsupervised method. Specifically, the training process of DBN is multiple RBM stack learning from low-to-high. Through the pretreatment process, lung nodule images are resized to 32×32, and then the data are stretched to a 1024×1 one-dimensional vector as the input of Pnd-EDBN. The output is benign nodules or malignant nodules; thus, the final output node number is 2.
Each RBM contains a set of observable variables v=(v1,v2,...,vn)
T and a set of hidden variables h=(h1,h2,...,hm)
T , where n is a node in the visible layer, and m is a node in the hidden layer. All visible units and hidden units are binary variables.
The RBM model is an energy-based model; thus, a joint configuration, (v,h), of the visible and hidden unit has an energy given by:
where θ={w, a, b} are the parameters of the model, vᵢ, hj are the binary states of visible unit i, hidden units j, ai, bj are their biases, and wij is the weight between them. The network assigns a probability to every possible pair of a visible and hidden vector via this energy function.
where the "partition function", Z is given by summing over all possible pairs of visible and hidden vectors:
The activation conditional probability over the hidden unit h and visible vector v are given by logistic functions:
where sigmoid(x)=1/(1+exp(-x)).
The Training Process of DBN
Each RBM is trained by a K-step contrastive divergence algorithm (CD) [7] . K is the times of the visible layer's reconstruction, and K equals 1 will achieve better training results. The process of training RBM is shown as follows: Calculate
Based on the probability formula, the value hj (1) is determined by Gibbs sampling hj (1) ∈{0,1} 6. end for 7. for i=1,2,…,n (n is the amount of visible layer's nodes), do 8.
Calculate
Based on the probability formula, the value of vi (2) is determined by Gibbs sampling vi (2) ∈{0,1} 10. end for 11. for j=1,2,……m (m is the amount of hidden layer's nodes), do 12.
13. Based on the probability formula, the value of hj (2) is determined by Gibbs sampling hj (2) ∈{0,1} 14. end for 15. Parameter update (1) (1)
The pre-treated lung nodule images as the input of visual layer v 1 constituting RBM1 with the first hidden layer h 
Improvement of RBM
Lee et al. [14] proved that, since the RBM model is affected by the common features of the data, the implicit unit posterior activation probability is higher. Therefore, the feature extraction of lung nodules is affected, and valid nodular information is lost. At present, the method to solve the problem is to adjust the sparseness of the hidden unit by adding sparseness penalty factors of the RBM training process. Lee et al. proposed the sum of squares errors sparse penalty factor, which solves the features homogeneity problem by adjusting the sparsity of hidden units.
The RBM training objective function is:
In the above formula, N is the number of training samples; λ is the regularization constant that is used to control the effect of the squares penalty factors; v n is the nth training sample; Pe represents the squares penalty factor; and P(v n ) is the conditional probability of v n .
The sum of the squares errors sparse penalty factor is:
where p is the sparse coefficient, which is used to adjust the sparsity of hidden units; M is the number of hidden units; p(h n j|v n ) is the posterior activation probability of the hidden unit j under training sample v n ; and 1/N∑p(h n j|v n ) is the average activation probability of the hidden units j under given training data v n .
Hinton et al. [8] proposed a new sparse penalty factor based on the concept of cross-entropy, which conducted the RBM sparsity by connecting the weight and hidden units bias and was used to construct a deep belief network. Compared with the error sum of squares penalty factor, the cross-entropy is more suitable to describe the difference between benign and malignant lung cancer using two small probability distributions. Therefore, this paper proposes to use the cross-entropy sparse penalty factor to prevent the phenomenon of lung nodule homogeneity in training processes [22] . The cross-entropy sparse penalty factors used in this paper are as follows:
where M is the number of hidden units, N is the number of training samples, and p is used to control the sparseness of the hidden units. The function of Pc is to minimize the Kullback-Leiber distance between the average activation probability of the hidden units and the p, so that the hidden units have the overall sparseness.
For the hidden unit j, the update of Pc to W.j and the hidden unit bias bj are as follows:
Extreme Learning Machine (ELM)
To solve the problem that the poor parameter selection of the RBM training process may cause a long training time and poor performance, in this paper, ELM was used for benign and malignant lung nodule classification. ELM consists of three layersan input layer, hidden layer, and output layer-and has attracted more attention in the field of machine learning due to its faster speed [12] . It increases the learning speed by randomly generating weights and the deviation from the hidden nodes rather than iteratively adjusting parameters, an approach that is different from traditional deep learning algorithms. The network structure as shown in Figure 4 . 
where β is the output weights matrix connected to the hidden layer node j; w is the input weight connected to the hidden layer node i, b is the bias value of the hidden layer node, and g(x) is the activation function.
The purpose is to minimize the output error-that is, using w, β and b to make the o approximation equal to t. 
Equation (12) can be represented by a matrix as:
HT   (13) where H is the output matrix of the hidden layer;
Thus, the connection weight β between the hidden layer and output layer can be solved by the minimal norm least squares solution to equation (13) 
where † H is the Moore-Penrose generalized inverse of the output matrix of the hidden layers.
Experimental Results and Discussion
Evaluation Criterion
In this paper, the properties of PndDBN-5 are evaluated by different evaluation criteria. At first, we set the parameters of the properties in which malignant lung nodules are positive (P) and benign lung nodules are negative (N). As shown in Table 2 , TP represents true positive, FP represents true positive, TN represents true negative and FN represents true negative [16] . In this paper, we randomly selected different training set and testing set. The final result is the average of the 10 results. We define three types of evaluation indicators: accuracy, sensitivity, and specificity. The accuracy (AC) (equation (14)) is the ratio of the correctly detected samples and full samples, reflecting the accuracy of Pnd-EDBN. The sensitivity (SE) (equation (15)) reflects the false-positive rate. Specificity (SP) is the ratio of the correctly detected benign nodules and all benign nodules (equation (16) (17) To evaluate the diagnosis performance more objectively, it is more popular to quantitatively analyze the classification using receiver operating characteristics curve (ROC) and area under ROC curve (AUC) analyses [4] . The ROC curve is a powerful tool to evaluate binary regression analysis. It is based on the true-positive rate (sensitivity) as the ordinate and falsepositive rate (1-specificity) as the abscissa curve. Comparing the diagnostic methods of different lung cancers, we draw the ROC curves into the same coordinate to visually identify the pros and cons. The closer the curve is to the upper left, the larger the AUC value is, indicating that the diagnosis performance is better.
Experimental Parameter Setting and Discussion
Pnd-EDBN is composed of multiple RBMs and ELMs, and its detection accuracy has a great relationship with network superparameter selection. Because the deep learning parameters are designed mostly by experience, in this paper, more than 100 different super-parameters were tested; finally, the model with the smallest error rate was selected. Where the number of hidden layers is 4, the network structure is set to 1024-512-1024-1024-512-2, the learning rate (r) is 0.13, the size of batch data (mini-batch) is set to 200, and the iteration number (epoch) is set to 200. Finally, the model proposed in this paper achieved an accuracy of 95±0.3%. The following are the discussion results regarding the number of hidden layers, the hidden layer combination and the learning rate of these three parameters in the experimental process.
Number of Hidden Layers
The number of hidden layers affects the fitting degree of data directly. In theory, the more layers of network there are, the more complicated the network structure is, making the network express data precisely and ultimately obtaining a higher accuracy. However, only increasing the number of hidden layers may lead to difficulty in neural network training, greatly extend the learning time and decrease the accuracy. Therefore, the number of hidden layers is studied in this paper. Setting the number of hidden layers as 2, 3, 4, 5, and 6, respectively (excluding the input layer and the output layer), the accuracy is calculated. To avoid the influence of the number of nodes in the hidden layer, the experiment set the number of hidden layer network nodes as 1024. The experimental results are shown in Figure 5 . Figure 5 shows that, with the increase in the number of layers, the overall recognition accuracy is increased first and then decreased. When the number of layers is 4, the overall accuracy was more stable and higher than that for the other settings. When the hidden layer is 6, the overall recognition accuracy is the worst because the high-level abstract characteristic information may weaken the distinction between benign and malignant nodules, and the local optimum is easily reduced.
Discussion of Hidden Layer Combinations
Because the number of nodes of hidden layers is difficult to be ascertained and the selection method is very subjective, there is no convincing study on it. In this paper, we set up the following deep learning networks with different combinations of hidden layers and discuss the influence of different combinations of hidden layers on the results of classified recognition. The results are as follows ( Figure 6 ): In the "constant type" combination (a), the input nodes of the Pnd-EDBN network is 1024; therefore, the combination of "1024-1024-1024-1024" is closest to the input nodes, so it has the highest accuracy. It was found that the combination that is close to the number of input nodes is better. Because the deep learning network aims at mining the distributed features of data, when the number of network nodes is close to the input nodes, the distributed features of the data are easier to be expanded, and the data features are easier to be exploited. In the combination of the "appreciation type" (b) and "reduction type" (c), the classification accuracy of both achieved more than 83.2%. It can be found that the combination that owns more nodes is better. The reason is that, in a certain range, the more nodes the network has, the more details can be provided to mine the distributed features of the data, and the explanation of the data can also be more adequate. In the combination of "the middle convex type" (d) and "the middle concave type" (e), the closer they are to the input data dimension, the better performance the combination has. However, regarding the combination of "1536-2048-2048-1536", "1024-512-512-1024" and "2048-1536-1536-2048", the classification accuracy is relatively lower because of deviation from the input data dimension. In general, the hidden layer combinations satisfy the following rules: when closer to the input data dimension and with relatively more nodes, the middle convex type combination has a better performance. Figure 6 (f) shows the comprehensive result; thus, the network structure of hidden layers chosen for this article is 512-1024-1024-512.
Discussion of Learning Rate
The size of the learning rate directly affects the stability and convergence of the network. If the learning rate is too high, the reconstruction error may grow dramatically, and the weight may change too much and skip an optimal solution. If the learning rate is too low, the reconstruction error may be significantly reduced. The network will stay near the local extreme for a long time, greatly extending the convergence rate. In this paper, we have analyzed the relationship between the learning rate and diagnostic accuracy of Pnd-EDBN. Under the condition of trainsize=72800, mini-batch=200 and epoch=100, the x-axis represents the learning rate, the y-axis represents the correct rate of network training, and the test result is shown in Figure 7 . Using the experimental results, it was found that r is in the range of [0.0625, 0.2], the average accuracy rate can reach 0.89 or more and is relatively stable, and the network will not be shocked. Therefore, the learning rate of the Pnd-EDBN model is r=(0.0625+0.2)/2≈0.13.
Experimental Comparison and Discussion
Sparse Penalty Factors
To quantify the column similarity degree of W, we measured sim(W) based on the cosine similarity with the W column. Using matrix M with a dimension size of T×M (T is the training data dimension), the column similarity degree is defined as follows: (18) where N is the training sample, and ||W.j-W.i||cos is the cosine similarity between the j column and arbitrary i column. sim(W) represents the overall average cosine similarity in W columns. In the range [0,1], the larger value of sim(W) means more similarity in the W columns, indicating more similar columns of hidden units and more serious feature homogeneity. In contrast, the phenomenon of feature homogeneity has been improved.
To effectively test the effectiveness in different sparse penalty factors of feature extraction, the contrast experiment is conducted from the following two aspects: 1) similarity with the connection weights of RBM under different sparse penalty factors; 2) comparison of RBM visualization graphs among three different sparse penalty factors. Table 3 shows different network structures for which the value of sim(W) shows a decreasing trend, and the accuracy shows a growing trend. Moreover, when the classification accuracy is higher, the value of sim(W) is smaller, indicating that the characteristic homogenization of RBM has been improved.
To verify the effect of different sparse penalty factors of RBM training, it is conducted with random initialization weight and bias, sparsity p=0.01, and learning rate r=0. 13 . Figure 8 In the absence of the sparse penalty factor, RBM has a serious feature homogeneity phenomenon, and nodular features are not obvious. However, after using the sparse penalty factor, the nodule contours are more obvious, proving that the sparse penalty factor can avoid the problem of feature homogeneity effectively. Comparing (b) with (c), it can be found that there is still a similar nodule feature of (b). Compared with the sum of squares error sparse penalty factor [9] , the characteristics of RBM learning is more precise under the cross-entropy sparse penalty factor, indicating the feature homogeneity is further weakened.
ELM Effectiveness
To verify the validity of ELM, the training set testsize=8532, mini-batch=100, epoch=50 and r=0.1 were tested, and the classification results of SVM, BP, Self-Generating Neural Networks (SGNN) and other algorithms were compared from different aspects, as shown in Table 4 . Table 4 shows the average recognition results of different classifiers. Traditional DBN uses BP neural network finetuning parameters and implements classification. From Table 4 , the performance of using ELM as a classifier is 2.8% higher than that of the traditional BP neural network. Therefore, DBN can be used to learn the relevant features of lung nodules, and compared with SVM and SGNN, ELM has the best average recognition rate and obvious advantages in training time. Therefore, the lung nodule recognition model based on ELM is superior to other classification models in training time and generalization performance.
Performance
To verify the diagnostic performance of our method, our data used other lung cancer diagnostic methods for comprehensive assessment. We used the same testsize=8532 and compared other methods mentioned in the literature, as shown in Table 5 . At present, CNN, Autoencoder, and DBN are the deep learning classic frameworks that have achieved good performance in diagnosing lung nodules, indicating that we can use deep learning instead of traditional feature extraction methods. CNN can learn specific characteristics of lung nodules directly from imaging. However, because lung nodules are too small, the convolution operation may lose lung nodule contour edge features, leading to worse performance of the network. The purpose of Autoencoder is to reduce the dimension of the data. Its network structure is similar to the "reduction type", and our experiment proved that the "the middle convex type" achieves the best performance. From Table 5 , it can be observed that the accuracy and sensitivity of our method outperformed the other four state-of-the-art techniques. The proposed system achieved an overall accuracy of 95±0.3% compared with others.
After the computation of the ROC curve, the area under curve (AUC) was obtained. The AUC measures the discriminatory ability of the classifier. The value of AUC is usually between 0.5 and 1.0, where a value of 1.0 indicates perfect diagnosis accuracy, and a value of 0.5 indicates no diagnosis ability. As shown in Figure 9 , our method displays a good diagnostic performance. 
Conclusions
This paper is different from the traditional CAD system, which extracts features of lung nodules that rely on artificial design, causing differences in the classification results. In this paper, we design a new deep learning network named Pnd-EDBN for the automatic extraction of lung nodule features and the classification of benign and malignant nodules. A multi-hidden-layer DBN is utilized to extract the high-level features of the lung nodules and classify them based on the ELM. The experimental result of the LIDC database shows that our method can effectively extract high-level features of lung nodules, and ELM not only improves the classification accuracy of lung nodules but also reduces the time complexity. Consequently, our method can provide an available reference to clinical diagnosis.
