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Resumo: Neste trabalho foi apresentada uma breve revisão sobre a aplicação da modelagem atomística 
clássica na predição de transições de fase, no cálculo de observáveis físicos e do cálculo de defeitos. 
Também, uma breve discussão acerca da teoria envolvendo o método é apresentada.
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Abstract: In this work was presented a brief review on the application of classical atomistic modeling to 
predict phase transitions, calculate physical observables and the defects modeling. Also, a brief discussion 
of the theory involving the method is  presented.
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Resumen: Este trabajo se presentó una breve reseña sobre la aplicación del modelo atomistaclásica 
para predecir las transiciones de fase, en el cálculo de los observables físicos y el cálculo de los defectos. 
Además, una breve discusión sobre la teoría que rodea el método se presenta.
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1 INTRODUÇÃO
Em tese, qualquer material deve ser des-
crito utilizando-se a mecânica quântica. En-
tretanto, uma solução completa para esse 
problema, uma vez que um material é consti-
tuído de uma infinidade de átomos, nunca foi 
obtida, sendo o átomo de Hidrogênio o único 
caso analítico. Assim, na prática, mesmo a 
modelagem quântica, utiliza-se de aproxi-
mações para estimar os níveis de energia 
eletrônicos de materiais e, conseqüente-
mente, suas propriedades físicas e químicas. 
Com o advento dos super-computadores, a 
área de química quântica tem crescido ex-
ponencialmente, uma vez que este tipo de 
cálculo demanda alto custo computacional. 
Entretanto, cálculos quânticos, ditos “ab 
initio”, fornecem soluções a temperaturas do 
zero absoluto. Uma solução para o alto custo 
computacional e, portanto, para a demora 
 
 
em se obter uma solução, além do fato 
de se ter levado em conta o efeito da tempe-
ratura é a aplicação de modelagem clássica. 
Este método tem sido aplicado com 
sucesso para a predição de propriedades física 
de materiais, tais como: óxidos de metais 
pesados e iônicos (BINGHAM; CORMACK; 
CTLOW, 1989; BRAITHWAITE; CATLOW; 
GALE, 1999; CATLOW; LIDIARD; NOREETT, 
1975; LEWIS; CATLOW, 1985), mangana-
tos (ISLAM; CATLOW, 1988; WOODLEY et 
al. 2003), perovskitas (CARVALHO; DINIZ; 
PASCHOAL, 2007; FRENCH et al., 2002; PAS-
CHOAL; DINIZ, 2009; WOODLEY et al., 2001; 
WOODLEY et al., 2000; ZHANG; CATLOW, 
1991), zeólitas (CATLOW, 1995), silicatos 
(COOMBES; CATLOW; GARCES, 2003; RAJ; 
SASTRE; CATLOW, 1999), espinélios (GRAV-
-CRESPO; DE LEEUW; CATLOW, 2004), clore-
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direção dos cossenos diretores que definem os 
eixos principais dos cristais.
2.1 Modelo iônico
Há dois tipos de modelos iônicos: no primei-
ro, íons pouco polarizáveis são tratados como 
sendo esferas maciças e impenetráveis. Este 
modelo é chamado de modelo de íons rígidos. 
No segundo, íons mais polarizáveis são trata-
dos como um “núcleo” ou “caroço” de carga X 
(formado pelo núcleo em si e pelos elétrons for-
temente ligados a ele), possuindo toda a massa 
do átomo, e de uma casca esférica de carga 
(formada pelos elétrons fracamente ligados ao 
núcleo), conectados por uma força restauradora 
harmônica, ou seja, por um potencial quadrático 
com constante de mola  . Esse modelo, descrito 
na Figura 1, foi proposto por Dick e Overhauser 
(1958), e fornece uma representação adequada 
da polarização da rede, resultando em melhores 
valores para as polarizabilidades dos íons e para 
a constante dielétrica, ao contrário do modelo 
de íons rígidos (CATLOW; LIDIARD; NORGETT, 
1975). Têm-se, nesse caso, três parâmetros 
a ajustar para cada íon considerado:  X, Y e k. 
Apesar de, em geral, a soma X+Y  ser igual à 
valência do íon, pode-se utilizar uma parametri-
zação onde isso não ocorre.
Figura 1 - Representação do modelo de casca e nú-
cleo para um íon (a) não polarizado e para um (b) 
polarizado. As esferas internas representam núcle-
os, enquanto as externas representam as cascas. A 
marca central em (b) indica a posição da casca
No modelo de casca e núcleo quaisquer in-
terações de curto alcance deveriam, a priori, 
ser consideradas não entre dois íons, mas 
entre casca-casca (CC), casca-núcleo (CN), 
núcleo-casca (NC) e núcleo-núcleo (NN), con-
forme a Figura 2. No entanto, os núcleos expe-
rimentam uma blindagem eletrostática devido 
às cascas, sobrando apenas as interações 
CC. Uma vez escolhido o modelo iônico a ser 
adotado, o próximo passo foi determinar as in-
terações entre esses.
tos (WILSON et al., 2004), fluoretos (DINIZ; 
PASCHOAL, 2005, 2007; PASCHOAL et al., 
2008; VILLORA et al., 2005), aeschinitas e 
columbitas (DINIZ; PASCHOAL, 2005); tran-
sições de fase estruturais sob variação de 
pressão em materiais (AYALA, 2001; DINIZ; 
PASCHOAL, 2007; PASCHOAL et al., 2008; 
WILSON et al., 2004), defeitos em materiais 
(AMARAL et al., 2004; JACKSON; VALÉRIO, 
2002, 2004; JACKSON et al., 2002; JACKSON; 
VALÉRIO; LIMA, 2001a, 2001b; SANTOS et 
al., 2003; VALÉRIO; LIMA; AYALA, 2001; 
VALÉRIO; LIMA; JACKSON, 1999; VALÉRIO; 
JACKSON; LIMA, 2000) e migração de defei-
tos (BALDUCCI et al., 2000; CHERRY et al., 
1995a, 1995b; DAVIES; ISLAM; GALE, 1999; 
ISLAM, 2000; ISLAM et al., 1998; KHAN; 
ISLAM; BATES, 1998a, 1998b; JONES et al., 
2004; JONES et al., 2001; PIROVANO et al., 
2001; SOUZA; ISLAM; IVERS-TIFFEE, 1999) 
e até mesmo, para o cálculo de transições 
eletrônicas (JACKSON et al., 2009; REZENDE 
et al., 2010). Tais cálculos geralmente uti-
lizam um código computacional para predi-
zer tais parâmetros. Em nosso, caso, vamos 
discutir aqueles que usam o código GULP, 
do inglês General Utility Lattice Program 
(GALE, 1996, 1997; GALE; ROHL, 2003). A 
seguir discutem-se, na metodologia, as prin-
cipais etapas supracitadas. Em seguida, são 
expostos alguns resultados obtidos como 
ilustração do método.
2 METODOLOGIA
O processo clássico de simulação atomís-
tica estática consiste nas seguintes etapas: 
obter uma parametrização que descreva o ma-
terial (o que engloba a adoção de um modelo 
iônico e de um potencial de interação entre 
os íons, cujas coordenadas em geral são co-
nhecidas); encontrar o mínimo de energia que 
otimize a rede e, por fim, realizar os cálculos 
que nos fornecerão as propriedades deseja-
das. O termo “estática” define que apenas a 
energia potencial é levada em consideração; 
o “atomística”, que não estamos interessados 
em elétrons ou outras partículas subatômi-
cas, e sim, em átomos como um todo (GALE, 
2009). Neste trabalho fazemos um apanhado 
do cálculo de propriedades de materiais, bem 
como a determinação ou modelagem de tran-
sições de fase estruturais em monocristais. O 
método também pode ser adotado para mate-
riais cerâmicos, no entanto, devem-se calcu-
lar os valores das propriedades com base na 
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Figura 2 - Esboço das interações entre dois íons 
descritos pelo modelo de casca e núcleo
2.2 Potenciais de interação interiônicos
As interações entre os íons podem ser trata-
das por potenciais de curto e de longo alcance. 
Uma combinação desses elementos nos fornece-
rá o potencial resultante sobre cada par de íons. A 
soma das energias de interação de todos os pares 
nos dará, então, a energia interna da rede U, a 
qual deve ser otimizada. Como um monocristal 
é estável, essa energia deve ser negativa, repre-
sentando um estado ligado. Discutem-se a seguir 
as interações relevantes presentes nos materiais
2.2.1 Interação de Pauli
Durante a aproximação entre dois átomos 
(Figura 3), suas distribuições de carga su-
perpõem-se, havendo uma tendência para 
os elétrons de um átomo ocupar, em parte, 
estados já ocupados por elétrons do outro. 
Entretanto, o princípio de exclusão de Pauli, 
que afirma que dois férmions não podem 
ocupar o mesmo estado quântico, proíbe dois 
elétrons de possuir todos os números quân-
ticos iguais. Assim, ocorre uma promoção 
parcial de elétrons a estados de alta energia 
ainda não ocupados dos átomos. Como a 
superposição aumenta a energia total do 
sistema, podemos dizer que esta fornece 
uma contribuição repulsiva à interação.
Figura 3 - Esboço da superposição das distribuições 
eletrônicas de dois átomos, onde os círculos deno-
tam os núcleos
A energia de superposição depende da 
distribuição radial de carga em torno de cada 
átomo e, mesmo quando esta é conhecida, 
seu cálculo a partir de primeiros princípios é 
sempre complicado. No entanto, os dados 
experimentais podem ser bem ajustados – 
quando usados juntamente com o potencial 
atrativo de Van der Waals – por potenciais re-
pulsivos empíricos tais como
                                                         (1)
mais adequado para cristais moleculares, e 
                                          (2)
conhecido como potencial de Born-Mayer, mais 
adequado para cristais iônicos. Pode-se notar que 
tais potenciais são de curto alcance, caindo rapi-
damente com a distância, o que reproduz bem o 
fato da interação ser intensa quando os átomos 
estão próximos o suficiente para haver uma su-
perposição das distribuições de cargas, mas logo 
se anular à medida que a superposição diminui.
2.2.2 Interação de Van der Waals – London
A configuração eletrônica dos íons cor-
responde a cascas eletrônicas fechadas, com 
alguma distorção próxima à região de contato 
com átomos vizinhos, conforme estudos de dis-
tribuições eletrônicas usando raios X (KITTEL, 
2009). No entanto, pode acontecer num dado 
momento de o íon estar com sua nuvem ele-
trônica levemente deslocada em relação a dis-
tribuição natural, estando então momentane-
amente polarizado. Por indução elétrica, o íon 
irá provocar a polarização do íon vizinho (dipolo 
induzido), resultando uma atração fraca (com-
parada à interação coulombiana) entre estes, 
chamada interação de Van der Waals ou de 
London. Tal interação é um efeito quântico e 
independe de qualquer superposição de densi-
dades de carga para existir (KITTEL, 2009).
Pode-se mostrar usando cálculo varia-
cional que a energia potencial é proporcio-
nal ao inverso da sexta potência da distan-
cia entre os dois íons,
     (3)
sendo, portanto, uma interação de curto alcance. 
Apesar de ser a principal interação atrativa em 
cristais de gases inertes e de muitas moléculas 
orgânicas, em cristais iônicos sua contribuição 
para a energia da rede é da ordem de apenas 1 
ou 2 por cento (KITTEL, 2009).
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2.2.3 Interação de Coulomb
É uma interação de longo alcance que influi 
sobre praticamente toda a estrutura cristalina 
sendo responsável pela maior contribuição para 
a energia interna da rede em cristais iônicos. É 
atrativa entre íons de cargas opostas e repulsi-
va entre íons de mesma carga. Apesar de sua 
forma simples, sua contribuição, denominada 
energia de Madelung, para a energia interna 
total da rede é a mais difícil de determinar para 
sistemas periódicos. A razão pode ser facilmen-
te entendida: a interação entre íons decai com 
o inverso da distância r entre eles, enquanto o 
número de interações em uma casca esférica 
imaginária de raio r a partir de certo íon é 4πr2ζ, 
onde ζ é a densidade de íons na casca esférica. 
Por conseguinte, a densidade de energia poten-
cial devido à interação entre o íon de referência 
e cada casca esférica imaginária aumenta com 
a distância, em vez de diminuir. 
Para resolver esse problema, a aproximação 
usada pelo GULP é o método da soma de Ewald 
para materiais tridimensionais. O potencial de in-
teração eletrostático experimentado por um íon 
na presença de todos os outros íons de deter-
minada sub-rede do cristal é computado como 
a soma de dois potenciais. O primeiro é aquele 
que seria produzido por uma estrutura com uma 
distribuição gaussiana de carga localizada no 
sítio de cada íon, com o mesmo sinal deste (uma 
sub-rede é formada apenas por íons com cargas 
positivas ou apenas por íons com cargas nega-
tivas). O segundo é aquele de uma sub-rede de 
cargas pontuais com uma distribuição gaussia-
na adicional de sinal oposto superposto a cada 
carga pontual. É importante lembrar que pelo 
fato de a constante de Madelung, por definição, 
não levar em conta a distribuição de carga no 
íon de referência, tal distribuição também não 
contribuirá para nenhum dos dois potenciais. A 
Figura 5 ilustra a distribuição de carga para cada 
uma das duas partes do potencial.
Tem-se uma boa razão para separar o proble-
ma em duas partes: por uma escolha apropriada 
do parâmetro que determina a largura de cada 
pico gaussiano, pode-se obter uma convergên-
cia muito boa das duas partes ao mesmo tempo, 
uma no espaço real e outra no espaço recíproco. 
As distribuições gaussianas cancelam-se comple-
tamente ao tomar-se a soma dos dois potenciais, 
de forma que a rapidez da convergência depende 
do parâmetro de largura, ao passo que o poten-
cial total independe deste. Ao repetir-se tal pro-
cedimento para todas as sub-redes do cristal, ob-
tem-se a energia potencial total devido a um íon.
Figura 4 - Distribuição de cargas para cada uma das 
duas partes em que o potencial é separado. Os tra-
ços verticais representam as cargas pontuais
2.2.4 Potencial de Buckingham
Assim, para cristais iônicos, tem-se utiliza-
do com êxito o potencial que é a soma dessas 
três interações, dado da forma:
 
    (4)
onde i e j determinam as espécies atômicas, 
Zi é a carga do i-ésimo íon e rij é a distância 
entre os íons.
O primeiro termo é o potencial eletrostático 
(coulombiano). O agrupamento dos dois últimos 
potenciais, de Born-Mayer e Van der Waals-Lon-
don, respectivamente, é chamado de potencial 
de Buckingham, que nos dá mais três parâme-
tros ajustáveis – A (que determina a intensidade 
do potencial de Born-Mayer), ρ (que estipula o 
alcance desse mesmo potencial) e C (que de-
termina a intensidade do potencial de van der 
Waals) – para cada interação considerada. Em 
vista de seu curto alcance, foram consideradas 
apenas as interações ânion-ânion e cátion-ânion 
para o potencial de Buckingham, pois os cátions 
estão a distâncias “grandes” uns dos outros.
Além disso, com o fim de reduzir-se o custo 
computacional, trunca-se o alcance do poten-
cial de Buckingham, de forma que seja consi-
derado nulo a partir de determinada distância. 
Esse é um procedimento a ser realizado com 
cautela, certificando-se de que o potencial seja 
realmente desprezível e tenha atingido a con-
vergência a partir da distância de truncamen-
to. Caso contrário, isso acarretará descontinui-
dades na hiper-superfície de energia potencial, 
que refletirá, por sua vez, em problemas ao 
buscar-se um ponto de mínimo nessa superfí-
cie, conforme segue
2.3 Minimização da energia (otimização 
da rede)
Para que a estrutura esteja em equilíbrio, 
é condição necessária que a força resultante, 
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em qualquer ponto do material, seja nula. 
Isso se dá caso o gradiente da energia po-
tencial calculada com base nos potenciais 
utilizados seja nulo. Os pontos de mínimo da 
superfície de energia onde isso ocorre são 
denominados estacionários e são achados 
pelo GULP. Entretanto, o cálculo de gradien-
tes apresenta dois problemas. 
Em primeiro lugar, como todo método nu-
mérico acarreta erros, o gradiente calculado 
nos pontos estacionários não será exatamente 
igual a zero (deve-se trabalhar apenas com re-
sultados em que a norma do gradiente for in-
ferior a 0,1 para a parametrização utilizada).  O 
segundo problema é relativo ao ponto estacio-
nário em si. Por depender de várias variáveis, a 
hiper-superfície de energia potencial possui inú-
meros máximos e mínimos, e não há nenhuma 
garantia de que se chegará ao mínimo global. 
No GULP, o mínimo a que se chega é aquele 
mais próximo da estrutura inicial, e o método 
padrão que este utiliza para encontrá-lo é o de 
Newton-Raphson, explicado a seguir.
2.3.1 Método de Newton-Raphson
Um ponto na hiper-superfície de energia 
é determinado pelas coordenadas de todos os 
pontos da célula unitária e pelos parâmetros 
de rede, portanto, a priori, a energia seria uma 
função de (3z+6) coordenadas generalizadas, 
onde z é o número de íons na célula unitária. 
Entretanto, podemos utilizar as restrições im-
postas pelo grupo espacial de simetria e pelo 
próprio tipo de estrutura (cúbica, hexagonal 
etc.) do cristal, para reduzir razoavelmente o 
número de coordenadas generalizadas. Além 
disso, se o volume constante for considera-
do, elimina-se por completo a dependência da 
energia com os parâmetros de rede.
Considere-se, então, a energia como de-
pendendo de p variáveis (coordenadas genera-
lizadas não fixadas pela simetria ou estrutura), 
condensadas no vetor p-dimensional q. Um 
ponto na superfície p-dimensional de energia 
é então representado por U(q). Pode-se agora 
expressar a energia em outro ponto a uma 
distância a em relação ao ponto inicial (a é o 
vetor que contém a variação de todas as co-
ordenadas generalizadas), em termos de U(q) 
energia correspondente à estrutura inicial), 
expandindo-a em uma série de Taylor na forma 
p-dimensional, como mostrado a seguir:
                                                         (5)
     
onde  é o operador nabla. Se U(q+a) é um 
ponto estacionário, temos que:
        (6)
Como U(q) não possui dependência com a, 
pode ser considerado constante durante a dife-
renciação. Pela regra da cadeia a diferenciação 
em relação a a é da forma:
                          (7)
Se considerarmos o deslocamento como 
sendo pequeno, podemos expandir a expo-
nencial até a primeira ordem, desprezando os 
termos de ordem superior, tal que:
                                    (8)
onde o último passo deve-se ao fato de que 
o operador nabla é tomado em relação às 
coordenadas generalizadas, com as quais a 
não possui dependência. Pela definição de 
produto tensorial,
                                       (9)
onde  indica um produto tensorial, temos 
que: 
                         (10)
Usaremos a seguir a notação 
                   (11.1)
                                       (11.2)
                                       (11.3)
sendo  um tensor de segunda ordem, êi um 
versor na direção da coordenada generalizada 
qi, g o vetor gradiente da energia interna e 
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a matriz hessiana, que contém todas as deri-
vadas segundas cruzadas da energia interna. 
Dessa forma, considerando que  é o tensor 
identidade, obtemos:
       (12.1)
                                                          
(12.2)
 
                     
            (12.3)
Assim, pode-se determinar o deslocamento 
a ser realizado na hipersuperfície de energia po-
tencial para ir ao mínimo em apenas um passo, 
se a configuração inicial estiver suficientemente 
próxima do mínimo para que nossa aproxima-
ção seja válida, possuindo o valor do gradiente 
e do hessiano na configuração inicial.
Para uma superfície realística, à medida 
que a configuração inicial fica mais distante do 
mínimo, usa-se o método de Newton-Raphson 
para encontrá-lo. Este consiste em realizarem-se 
sucessivas iterações, até chegar-se tão próximo 
quanto se queira do mínimo. Se a = x - q após 
uma interação a nova posição será dada por
                                (13)
Fazendo  , obtemos um novo valor para  , 
mais próximo do mínimo. Ou seja, a  -ésima 
iteração pode ser esquematizada como:
                 (14)
No entanto, se o hessiano não for positi-
vo-definido, o ponto estacionário, ao invés de 
um mínimo, será um máximo.  Além disso, o 
hessiano é muito difícil de ser calculado dire-
tamente, sendo conveniente fazer uma atuali-
zação rápida e auto-consistente de , em 
função da posição, do gradiente e do hessia-
no do ciclo anterior. Esse processo é feito por 
um método aperfeiçoado por Broyden, Fle-
tcher, Goldfarb e Shanno (BFGS), usado como 
padrão pelo GULP.
2.4 Método de Mott-Littleton
Há duas metodologias amplamente usadas 
para executar cálculos de defeitos em sólidos: 
o método de supercélula e o de ‘aglomerado 
embutido’ (embedded cluster). No primeiro, 
constrói-se uma supercélula contendo vários 
átomos, inclusive o defeito, sendo que esta fará 
o papel de célula unitária e será otimizada em 
relação a todas as posições atômicas, enquanto 
no segundo otimiza-se em relação ao desloca-
mento dos átomos um aglomerado esférico de 
átomos (embutido no cristal) contendo o defeito. 
Ambos têm seus méritos e deméritos. Co-
locando lado a lado fatores de implementação 
computacional, o uso de ‘aglomerados embu-
tidos’ é ideal para o limite em que a diluição 
dos defeitos no cristal é infinita, enquanto o 
método de supercélula é mais apropriado para 
altas concentrações de defeitos, onde existem 
interações significantes entre defeitos.
Supondo uma baixa concentração de de-
feitos, o método escolhido foi o de ‘aglomera-
do embutido’, melhor conhecido como método 
de Mott-Littleton (MOTT; LITTLETON, 1989), 
baseado na tão chamada estratégia de duas 
regiões. Tal método consiste em dividir o 
cristal que circunda o defeito em duas regiões 
esféricas conhecidas como regiões 1 e 2. Na 
primeira, todas as interações são considera-
das e permite-se explicitamente o relaxamen-
to dos íons em resposta ao defeito. A princí-
pio poderia-se pensar em atribuir um valor de 
várias dezenas de ângstrons ao raio da região 
1, de forma que a aproximação utilizada fosse 
a melhor possível. Não obstante, a partir de 
determinados raios, essa converge para certo 
valor, sendo inútil considerar raios maiores 
que os de convergência. Todavia, exceto no 
caso de defeitos de alcance bem curto, geral-
mente não é possível atingir o grau de con-
vergência desejado por simplesmente aumen-
tar o raio da região 1 antes de se esgotar o 
espaço disponível de alocação na memória do 
computador. Contorna-se esse problema pela 
divisão da região 2 em duas partes: 2a e 2b.
Na região 2a, não utilizada no artigo pio-
neiro de Mott e Littleton, alguma permissão é 
feita para o relaxamento de íons, contudo de 
uma forma computacionalmente mais econô-
mica. Assume-se que os íons estão situados 
em um poço harmônico e estes subseqüente-
mente respondem à força do defeito concor-
demente com essa aproximação. Já na região 
2b (que se estende ao infinito) apenas a pola-
rização implícita de sub-redes é considerada, 
ao invés de deslocamento de íons individuais. 
Antes de começarmos a calcular a energia de 
Gibbs dos defeitos, foram determinados os 
raios de convergência, evitando custos compu-
tacionais maiores que os necessários. A Figura 
5 apresenta um esquema das regiões.
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Figura 5 - Representação das duas regiões do mé-
todo de Mott-Littleton. A esfera interna representa 
um defeito, a intermediária representa o contorno 
da região 1, a esfera mais externa, a região 2a, 
enquanto a região 2b tende ao infinito
Há ainda um aspecto importante a ser con-
siderado. É importante que não haja nenhum 
modo de fônon imaginário na zona de Brillouin, 
caso contrário os deslocamentos na região 2 
podem corresponder a um equilíbrio harmô-
nico instável. A presença de tais modos é a 
causa mais comum de resultados não físicos, 
como energias de formação de defeitos de 
Schottky ou de Frenkel negativos. Como a pre-
sença de defeitos diminui a simetria localmen-
te, um cálculo de Mott-Littleton pode encontrar 
instabilidades não aparentes globalmente no 
cristal. Assim, vemos que tal cálculo é bastan-
te sensível à adequação do conjunto de poten-
ciais empregados.
3 ALGUMAS APLICAÇÕES DO MÉTODO
3.1 Estudo de transições de fase         
compressão
Este procedimento tem sido empregado 
sistematicamente para investigar transições 
de fase estruturais com pressão, seja para 
confirmar a existência destas, seja para pre-
dizer ou discutir os mecanismos de transição. 
A identificação de transições de fase é impor-
tante porque transições de fase estruturais, 
como envolvem a mudança de simetria do 
material, quase sempre implica na perda da 
propriedade que faz de um determinado ma-
terial importante para uma referida aplicação 
tecnológica. Assim, a modelagem atomística 
foi aplicada com sucesso na identificação de 
transições de fase induzidas por pressão em 
monocristais de fluoretos de terra-raras REF3 
com estrutura tisonita, onde RE é um íon ter-
ra-rara entre o La e o Nd (DINIZ; PASCHOAL, 
2007; WILSON et al., 2004). Nesse caso, es-
tudando a variação da entalpia sob a variação 
de pressão Diniz e Paschoal (2007; WILSON 
et al., 2004) observaram que as pressões 
críticas determinadas por simulações ato-
místicas estão em ótima concordância com 
os valores experimentais observados para o 
LaF3 e CeF3 e ainda estimam para os demais 
cristais (PrF3 e NdF3), valores próximos aos 
dos dois primeiros, conforme mostra a Figura 
6. Esse fato era esperado, devido à seme-
lhança existente entre os íons de terra-rara, 
já que seus raios iônicos são similares. É im-
portante salientar que, confirmando o cálculo 
“ab initio” feito para o LaF3 e prevendo que 
todos os outros apresentam uma transição 
semelhante e pressões próximas umas das 
outras, as simulações revelaram que a nova 
fase é tetragonal I4/mmm, discordando da si-
metria proposta para a nova fase determina-
da experimentalmente.  
Figura 6 - Diferenças entre os valores das entalpias 
de formação das estruturas P3c1 e I4=mmm dos cris-
tais de REF3 com RE= La, Ce, Pr e Nd. As linhas que 
conectam os pontos são guias para os olhos
Outro ponto importante deste traba-
lho foi a estimativa da redução do volume 
ocorrida nessa transição, nos quatro mate-
riais, apresentada na Figura 7. O resultado 
experimental mostra uma descontinuidade 
brusca no volume de cerca de 7,3% para o 
cristal de LaF3 em torno da pressão de tran-
sição, sendo que as simulações mostraram 
que a redução de volume também ocorria de 
maneira brusca em torno do ponto de tran-
sição, apresentando uma redução de cerca 
de 4,9%, em média, para todos os com-
postos simulados. Através das simulações 
atomísticas, Diniz e Paschoal também mos-
traram que a transição de fase sofrida pelo 
LaF3 ocorre devido a aproximação dos íons 
de flúor no poliedro de coordenação do íon 
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de Lantânio, sendo avaliado como o meca-
nismo da transição.
Figura 7 - Dependência do volume da célula unitária 
por fórmula unitária com a pressão externa para os 
cristais de REF3 estudados
Outro trabalho importante foi aquele de-
senvolvido por Ayala (2001) que, a partir de 
cálculos usando simulações atomísticas sobre 
variação de pressão, determinou não apenas a 
seqüência de transição de fase reproduzida na 
literatura, mas também os valores de pressão 
crítica muito próximos daqueles determina-
dos experimentalmente, além dos parâmetros 
estruturais e constante dielétrica em função 
da pressão para a estrutura fluorita, além de 
ampliar as informações sobre o comportamento 
dielétrico em um grande intervalo de pressão 
hidrostática. Também, informações detalhadas 
sobre as posições atômicas foram obtidas, per-
mitindo uma boa descrição do mecanismo da 
transição de fase ortorrômbica-hexagonal. 
No que tange à predição de transições de 
fase, Paschoal et al (2008) mostraram para o 
Na2ThF7 que, sobre variação de pressão hidros-
tática este composto mostra uma transição de 
fase proposta teoricamente, a qual é simulta-
neamente ferrobielástica e erroelastoelétrica 
 próxima a 6 GPa. O conjunto de 
potenciais obtido utilizado na simulação descre-
ve muito bem a estrutura mesmo sob mudan-
ças de pressão, bem como o tensor de constan-
te dielétrica tensor em condições ambientais. 
As constantes elásticas e tensores piezoelétrico 
calculados obedeceram à simetria imposta pela 
transição. Finalmente, diversos observáveis 
calculados mostraram a transição de fase.
3.2 Modelagem de propriedades físicas
Outra importante aplicação da mode-
lagem atomística é na predição de pro-
priedades físicas. Este tipo de cálculo é 
importante porque a aplicabilidade tecno-
lógica de um material depende de proprie-
dades físicas como constante dielétrica (por 
exemplo, define o tamanho dos ressonado-
res para microondas), constantes elásticas 
(por exemplo, define o stress provado em 
filmes quando um material é usado como 
substrato), entre outros. Assim, em traba-
lho recente, Diniz e Paschoal (2007) calcu-
laram a dependência utilizando simulações 
estáticas para investigar a dependência das 
propriedades físicas da perovskita complexa 
Ba2RE
3+NbO6(RE
3+=La, Ce, Nd, Pr, Pm, Sm, 
Eu, Gd, Tb, Dy, Y, Ho, Er, Tm, Yb e Lu) em 
função do fator de tolerância, o qual é um 
parâmetro primordial para a simetria que a 
perovskita admite. O modelo adotado des-
creveu muito bem as propriedades estru-
turais e dielétricas dos compostos. Especi-
ficamente quando ao potencial adotado, o 
parâmetro que descreve a intensidade de 
curto alcance da interação entre os íons lan-
tanídeos e de oxigênio tem um decaimen-
to sigmoidal, o qual é imposto pela relativa 
aproximação destes íons devido ao princípio 
de exclusão e Pauli; além do parâmetro que 
descreve o alcance desta interação aumen-
tar linearmente. Ambos os comportamentos 
demonstram o efeito da contração latanídica. 
Os observáveis calculados foram a energia 
da rede, o volume, velocidade do som, cons-
tante elástica e constante dielétrica. Especi-
ficamente, os três primeiros não mostraram 
os contornos de fase morfotrópicos entre 
as fases cúbica, tetragonal e monoclínica 
em que estes compostos cristalizam-se, en-
quanto os dois últimos mostram claramente 
esse contorno. 
Em trabalho anterior, Senyshyn et a 
(2005) calcularam diversas propriedades do 
sistema REMnO3, com RE = La, Ce, Nd, Pr, 
Pm, Sm, Eu, Gd, Tb, Dy, Y, Ho, Er, Tm, Yb 
e Lu, tais como parâmetros de rede, strain, 
distorções octaédricas e distâncias interatô-
micas. Nesse caso, todas as grandezas mos-
traram o contorno de fases morfotrópico que 
essese manganatos apresentam experimen-
talmente. Além disso, esse trabalho foi pio-
neiro em estabelecer uma correlação entre 
os potenciais que descrevem a interação do 
íon terra-rara com o oxigênio, baseada no 
tamanho dos íons.
Outro exemplo interessante deste tipo 
de cálculo foi feito por Diniz e Paschoal 
(2005) quando do estudo de monocristais de 
RETiTaO6, com RE = La, Ce, Nd, Pr, Pm, Sm, 
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Eu, Gd, Tb, Dy, Y, Ho, Er e Yb, por simula-
ções atomísticas. Nesse trabalho, os autores 
mostraram que o potencial de Buckigham 
não ajusta bem a parte dos compostos que 
cristalizam-se com estrutura euxenita (RE = 
Ho a Yb e Y), o que foi atribuído ao aumento 
da covalência no vínculo ânion-ânions que 
esses compostos exibem. Além disso, várias 
propriedades estruturais e físicas foram cal-
culadas, mostrando que a distorção dos oc-
taedros de Ta/TiO6 e strain em compostos 
com estrutura euxenita é superior aqueles 
em compostos com estrutura aeschinita (RE 
= Ce, Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Y, 
Er and Yb) . Finalmente, foram calculados 
também a constante dielétrica, energia de 
rede, constantes elásticas e módulo de elas-
ticidade, os quais mostraram de forma irre-
futável, o contornos  de fase morfotrópico 
entre as estruturas supracitadas.
3.3 Cálculo de defeitos e migração
O cálculo de defeitos e sua migração em 
monocristais tem sido uma área de aplicação 
da simulação atomística bastante profícua, 
tendo os pesquisadores Mário E. G. Valério, 
C. R. A. Catlow e M. S. Islam grandes contri-
buidores para a área. Nesse tipo de cálculo, 
a grande vantagem desse tipo de simulação 
é a velocidade com que se obtêm as ener-
gias de formação de defeitos em compara-
ção com os métodos quânticos. Assim, di-
versos cálculos mostraram os defeitos mais 
prováveis e sua migração em diversos ma-
teriais, sobretudo com importância em apli-
cações ópticas, tais como as fluoritas (BRAI-
THWAITE et al., 1999), fluoretos ternários 
(AMARAL et al., 2004; JACKSON; VALÉRIO, 
2002; JACKSON; VALÉRIO; LIMA; 2001b; 
JACKSON et al., 2002; SANTOS et al., 2003; 
VALÉRIO; LIMA; AYALA, 2001; VALÉRIO; 
JACKSON; LIMA, 2000; VALÉRIO; LIMA; 
JACKSON, 1999) e óxidos (BAIRE; ISLAM; 
FRANCESCONCI et al., 2009; HART, 1993; 
ISLAM et al., 1998; SOUZA; ISLAM; IVERS-
-TIFFEE, 1999; TEALDI et al., 2004; WARS-
CHKOW et al., 2003a, 2003b).
4 CONSIDERAÇÕES FINAIS
Conforme exposto, a simulação atomís-
tica clássica mostra-se como uma impor-
tante ferramenta na investigação de transi-
ções de fase em materiais monocristalinos, 
desde sua predição como na análise dos me-
canismos envolvidos na transformação, na 
análise de propriedades físicas e no cálculo 
envolvendo defeitos. A importância de tal 
técnica advém, principalmente, de seu custo 
computacional, fornecendo bons resultados 
em um tempo extremamente curto, quanto 
comparado com simulações quânticas.
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