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Abstract. Building applications based on the reuse of existing components or
services has noticeably increased in the geospatial application domain, but re-
searchers still face a variety of technical challenges designing workflows for their
specific objectives and preferences. Hence, means for automatic service composi-
tion that provide semantics-based assistance in the workflow design process have
become a frequent demand especially of end users who are not IT experts. This
paper presents a method for automatic composition of workflows for analyzing
the impacts of sea-level rise based on semantic domain modeling. The domain
modeling comprises the design of adequate services, the definition of ontologies
to provide domain-specific vocabulary for referring to types and services, and
the input/output annotation of the services using the terms defined in the ontolo-
gies. We use the PROPHETS plugin of the jABC workflow framework to show
how users can benefit from such a domain model when they apply its constraints-
driven synthesis methods to obtain the workflows that match their intentions.
Keywords: geospatial services; service composition; scientific workflows; semantic
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1 Introduction
Like many application domains, the geospatial domain has recently seen a trend to-
wards migrating data analysis software processes from predefined static systems to
purpose-specific compositions of existing services, often in the form of workflows.
In the geospatial application domain, big geographic data, a lack of interoperability
and complex analysis processes constitute particular barriers for a successful and wide
reuse of components and services. Service-oriented architecture (SOA) principles and
Web Service technologies have been embraced by the geospatial community. Its mem-
bers have become more aware of the benefits of sharing their data and computational
services, and are thus contributing to distributed data and services. As a result, scien-
tific data have become increasingly remotely accessible in a distributed fashion through
standardized geospatial Web Services [22].
Fig. 1. Example scenario: analyzing the impacts of sea-level rise.
From the perspective of using this distributed infrastructure for developing own
software applications tailored to specific needs, however, users still face big challenges
with regard to discovering services suitable for the purpose, and with exploring how to
(re-)use and compose components correctly. With plenty of generic purpose geospatial
services (such as data access services, portrayal services, data transformation services,
and location-based services) and specific-purpose services designed to address particu-
lar geospatial applications available, it can be very hard and time-consuming for users
to identify adequate (combinations of) services manually. As an illustrative example,
consider the scenario depicted in Figure 1, where an arbitrary user wants to analyze the
impacts of a sea-level rise of 2.5 m for a particular region. He knows what the initial
data in this situation are (magnitude of sea-level rise, the region in question) and what
he wants to see in the end (e.g. a map showing the flooded areas), but he does not know
which computational steps are needed to carry out the analysis that yields this result.
Furthermore, the user might have preferences with regard to the data formats, scale and
georeferencing systems used in the process.
A possible approach to overcome this situation is the use of semantics-based au-
tomatic workflow composition techniques, which require the available services to be
annotated with machine-readable metadata, and are then able to automatically derive
possible workflows for a given specification, like the one in the figure. Many such tech-
niques, which are often based on synthesis or planning algorithms, can furthermore
take into account the users’ specific requirements and preferences, for instance regard-
ing services which should or should not be used, by adding additional constraints to the
workflow specification. They are effective means to assist users with different objec-
tives, perspectives, and preferences in their workflow design.
In this paper we show how after an adequate domain modeling of sea-level rise
impacts analysis, users can make use of the PROPHETS plugin [31] of the jABC work-
flow modeling framework [35] for semi-automatic semantics-based workflow design.
Section 2 briefly surveys related work on semantic and automatic service composition
in the geospatial application domain. Section 3 introduces the jABC workflow mod-
eling framework and describes the PROPHETS plugin. Section 4 demonstrates how
PROPHETS can be applied on the example of workflows for the analysis of sea-level
rise impacts, that is, how the domain model is designed, how workflows can be specified
and synthesized, and especially how constraints can provide further guidance. Section5
concludes the paper.
2 Related Work
Several works have addressed the construction of domain-specific applications by as-
sembling and reusing geospatial tools and data as services [30, 22, 6], and many re-
searchers followed the Open Geospatial Consortium’s (OGC) Web Service standards [1]
in order to increase discoverability and compatibility (e.g. [10, 33, 12]). However, de-
spite the substantial efforts by the OGC to provide standards for geospatial Web Ser-
vices and their widespread adoption in the scientific community, they lack a formal
semantic description, which would be required to synthesize workflows based on OGC
Web services automatically [37, 40].
Workflow management systems have been used in the geospatial domain to de-
velop and implement custom processes. For example, jOpera has been applied early
in the geospatial domain [4], and also the Kepler scientific workflow system [27] has
been used to implement distributed geospatial data processing workflows using Web
Services [15] and in particular OGC services [32, 7]. Other works used BPEL-based
business workflow technology to orchestrate geospatial services [14]. However, they
only comprised means to simplify the (manual) workflow composition process syntac-
tically, and learning how to apply these technologies to build a system based on services
remained complex for application experts, in particular with the heterogeneity and the
interoperability challenges of geospatial data.
Recently, more attempts were undertaken towards semantic and automatic geospa-
tial service composition using AI planning and program synthesis techniques [9, 38].
For example, [8] presented an approach that integrates planning methods and seman-
tic annotation to improve the robustness of geospatial Web services composition based
on geodata quality requirements. Already earlier, several works used OWL and OWL-
S techniques to describe the functional capabilities of geospatial services [19, 20, 13,
39]. For example, OWL was introduced into Kepler to enable automatic structural data
transformation in the data flow among services and OWL-S was adopted to automate
the composition of geospatial Web services [39].
The successful application of all these techniques for (semi-) automatic workflow
composition depends on the provisioning of adequate meta-information about the in-
volved technical entities (services, data types) of the target application. Ontologies or
taxonomies are frequently used structures to represent this information. For example,
an ontology model to address the semantic discovery and retrieval of geospatial ser-
vices has already been described by [18, 11] almost a decade ago, and also the service
taxonomies of [5, 25] where designed to handle the semantic discovery of geospatial
services. Another example is the service taxonomy model that has been introduced
by the International Organization for Standardization (ISO) in ISO19119 [5], which is
however restricted to OGC services.
In our work, we combine an intuitive graphical formalism for the manual composi-
tion of services into workflows with additional functionality, again embedded in a very
intuitively usable plugin, to apply a synthesis algorithm to combine services automati-
cally according to an abstract specification. In this paper we focus on the application of
this framework on an example that deals with the semi-automatic composition of work-
flows for the analysis of the impacts of sea-level rise. Since no application-specific onto-
logical models about the services and types in this domain were available, we designed
the required taxonomies ourselves. In contrast to many related approaches, which ei-
ther support OGC or not, they comprise OCG-compliant as well as non-OGC terms.
Thus, the domain model enables the user to apply a greater range of user objectives,
perspectives and input/output preferences during the synthesis process.
3 The jABC Framework and PROPHETS
The multi-purpose process modeling and execution framework jABC [35] is the current
reference implementation of the eXtreme Model-Driven Design (XMDD) paradigm [29],
which advocates the rigorous use of user-level models throughout the software devel-
opment process and software life cycle. The service concept of jABC is very close to
an intuitive understanding of service as something that is required to be ubiquitously
accessible (location-agnostic) and mechanically configurable [16]. The term “service”
is used to denote functional building blocks (SIBs), which are viewed as independent
from their location, the program entity, and hardware-platform which provides them.
The jABC provides a comprehensive and intuitive graphical user interface in which
users easily develop workflow applications by composing reusable building blocks into
hierarchical (flow-) graph structures (called Service Logic Graphs, or SLGs) that are ex-
ecutable models of the application. The workflow development process is furthermore
supported by a set of plugins providing additional functionalities, so that the SLGs can
be analyzed, verified, executed, and compiled directly in the jABC.
Figure 2 gives an impression of the jABC in action: The SLG on the canvas has
been created using SIBs from the library (displayed in the upper left of the window)
in a drag&drop fashion, and connecting them with labeled branches representing the
flow of control. After the parameters of the SIBs have been configured (in the SIB
inspector in the lower left), the workflow is ready for execution. The small window in
the upper right corner of the figure is the control panel of the Tracer plugin that steers
the execution of the models. The third window in the figure shows the result of the
workflow that also has been opened during execution.
One of the plugins providing additional functionality to the jABC is PROPHETS
(Process Realization and Optimization Platform using a Human-readable Expression
of Temporal-logic Synthesis) [31], which follows the Loose Programming paradigm
of [24] to facilitate semantics-based semi-automatic workflow design in addition to
manual workflow construction. With PROPHETS, workflow designers are not required
any more to implement the entire workflow manually. Instead, they can just provide a
sketch of the intended workflow, together with a set of constraints that further specify
the analysis objectives. The plugin then applies a synthesis algorithm [34] to this ab-
stract specification, and returns a set of possible implementations to the user, who can
select the one to be inserted into the workflow. As illustrated in Figure 3, working with
PROPHETS consists of basically two phases:
Fig. 2. GUI of the jABC framework in action.
1. In the domain modeling phase, domain experts provide resources (services, data)
and the corresponding metadata. Concretely, domain modeling for PROPHETS in-
volves the following steps:
– Integrating the services (in fact, provisioning SIB libraries for jABC),
– defining service and type taxonomies to provide a controlled vocabulary for
referring to entities in the domain model (taxonomies can be seen a special
kind of ontologies, namely ontologies with only is-a relations),
– describing the behavior of the services interfaces (inputs and outputs) and
– possibly also defining constraints that express additional knowledge and re-
quirements about the application domain.
2. In the workflow design phase, the workflow designer can then indicate one or
more branches between SIBs as loosely specified and apply the synthesis frame-
work provided by PROPHETS to replace them by appropriate concrete service se-
quences. He can also define additional constraints to be taken into account by the
synthesis. For this purpose, PROPHETS provides a constraint editor with natural-
language constraint templates, which users can apply without having knowledge of
the underlying logic. Currently, 12 templates are available in PROPHETS (covering
frequently applied constraints such as service/type avoidance, service redundancy
avoidance and service/type enforcement), but users can also define additional tem-
plates or concrete formulas directly in an “advanced” mode of the editor.
The input specification for the synthesis algorithm that PROPHETS applies is then sim-
ply a conjunction of all available constraints:
– The start constraint, that is, the set of data types that are available at the beginning
of the loosely specified branch (determined by using a data-flow analysis method),
Fig. 3. Phases of automatic workflow design with PROPHETS.
– the goal constraint, that is, the set of data types that are required by the SIB at the
and of the loosely specified branch, and
– any further workflow constraints, that is, constraints from the domain model and
additional constraints provided by the user.
PROPHETS automatically transforms the domain model and constraints into a Se-
mantic Linear Time Logic (SLTL) formula [34]. Although a number of solutions can
result from the synthesis execution, obtaining actually adequate solutions also depends
on the provided constraints. In the next section, we show in detail how users can define
different types of constraints for the example of sea-level rise impact analysis and how
this influences the solutions that are generated.
4 Example: Synthesizing Workflows for Assessing Impacts of
Sea-Level Rise
In this section, we discuss how we model the domain of sea-level rise impact analy-
sis and then use PROPHETS to apply techniques for semi-automatic workflow design.
First, Section 4.1 provides additional background information on the example applica-
tion. Then, following the two phases described above, Section 4.2 describes the design
of a domain model for the SLR impact analysis applications, before Section 4.3 focusses
on performing the actual SLR workflow design.
4.1 The Example Application
Analyzing and assessing potential impacts of climate change are critical and challeng-
ing tasks that require the processing of large and heterogeneous datasets. These analyses
are particularly demanding because of the multi-scale and multi-objective nature of en-
vironmental modeling for climate change impact assessment [26]. For the example of
sea-level rise (SLR) that we focus on in this paper [2], climate change is assessed with
respect to the potential loss of agricultural production, calories available and effect for
food security, but also with respect to properties of rural and urban damage functions.
To this end, heterogeneous data (such as, e.g., elevation, land-use, population density
or yield data) has to be used, which comes in different formats and at different scales,
requiring adequate integration and aggregation.
Several tools and applications have been developed to analyze the risk index of cli-
mate impacts, such as data creation, conversion, and visualization tools. The scientific
tools that we used for our application address the analysis of the impacts of sea-level
rise. These tools are used in the ci:grasp3 climate information platform [36]. They are
based on scripts in the GNU R language that comprises several tools for spatial analy-
sis. The srtmtools package [21] used for the data analysis provides the methods required
to produce results as presented on ci:grasp. It combines various tools that are based on
different packages, such as the raster package tool4 for data reading, writing, manipulat-
ing, analyzing and modeling of gridded spatial data, the Gdal tool5 for data conversion,
and other packages for data visualization such as Png6 and plotGoogleMaps [17]. The
current SLR workflow scenario comprises six different applications for the computation
of potential land loss (ha), population at risk of migration, rural and urban GDP at risk,
potential yield loss, potential production affected ($), and potential caloric energy loss
[3]. According to different objectives and user preferences to assess SLR impacts, each
workflow application has several variations.
4.2 Domain Modeling
In the following we describe the domain modeling for the SLR application example, that
is, the provisioning and the description of the services and the design of taxonomies for
services and data types, in greater detail. Note that the taxonomies have been designed
from scratch, that is, they have not been derived from any existing ontology models.
Services The first step in setting up the domain model for the SLR impacts analysis
workflows was to turn the SLR tools mentioned in the previous section into services
adequate for (re-)use as SIBs in the jABC framework. We used the jETI (Java Execution
Tool Integration) platform [28], with which this was a straightforward process once the
desired functionalities had been identified. After the provisioning of the actual SIBs,
the next crucial task for the domain modeler was then to define adequate modules to be
used by the synthesis algorithm and annotating them with semantic meta-information.
Each module is linked to a concrete SIB that provides the implementation, but the
module’s names and the names used to describe input and output data types for the syn-
thesis algorithm are symbolic. This makes it possible to use own domain-specific ter-
3http://www.cigrasp.org
4http://cran.r-project.org/web/packages/raster/
5http://www.gdal.org
6http://www.rforge.net/png
Table 1. Selected modules of the SLR application example.
Name Description Inputs Outputs
Enter-magnitude-
of-sea-level-rise
Enter the value of sea level rise. no input SLR
Define-area-
coordinates
Enter coordinates values for the inves-
tigated region.
no input Coordinates
Load-
SRTMelevation-
data
Download the digital elevation model
(DEM)for the selected area.
Coordinates SRTM-data
Select elevation
data-file
Select a file contain elevation data. no input raster-elevation-
datafile
Load-elevation-
data
Load elevation data from a raster data
file.
raster-elevation-
datafile
usrelevationdata
Select raster file Select a file contain raster object with
a certain resolution.
no input raster-object
resolution
Select GDP
data-file
Select a file contain GDP data. no input GDP-datafile
Convert-vector-to-
raster-GDP
convert vector data format to raster
data format.
GDP-datafile GDPdata
Load-GDP-data Load GDP data from a raster data file. GDP-datafile GDPdata
Load-population-
data
Load population data from a raster data
file.
raster-Population-
datafile
populationdata.rds
Load-landuse data Load landuse data from a raster data
file.
raster-landuse-datafile landusedata.rds
Compute-flooded-
areas
Compute the flooded areas for a region
based on its DEM.
Elevation-data and
SLR
slrlandloss
Create-master-
resolution60.
Create a master-grid of raster data res-
olution 60.
Elevation-data RS60m
Create-master-
resolution90.
Create a master-grid of raster data res-
olution 90.
raster-object
resolution
RS90m
Resample-
resolution
Resample raster data resolution to a
particular scale.
slrlandloss and
Data-scales
resampled-data
Resample-landuse-
data
Resample land use data with resam-
pled data.
resampled-data and
landusedata.rds
landuse-sample
Resample-GDP-
data
Resample GDP data with resampled
data.
resampled-data and
GDPdata.rds
GDP-sample
Resample-
population-data
Resample population data with resam-
pled data.
resampled-data and
populationdata.rds
population-sample
Compute-GDP-
risk
Estimates potential economic damage
in coastal communities.
GDPdata and
GDP-sample
slrGDP-loss
Compute-
population-risk
Estimates the number of people that
would be affected.
populationdata.rds
and
population-sample
slrpopulation-risk
Compute-
landloss(ha)
Estimates the area that will be poten-
tially inundated.
resampled-data slrlandlossha
Compute
landloss-class
Define the type of land affected, from
1 – 16 different land types.
resampled-data,
slrlanduse-sample
and class-number
slrlandclassloss
Compute yieldloss Compute actual and potential produc-
tion value affected in USD.
yielddata.rds and
yield-sample
slrYieldlossUSD
ReadCRS-data Read a predefined data of a particular
georeferencing system from a file.
no input Georeferencing
systems
Transform-to-EPS Transform and convert data to a certain
georeferencing system.
Georeferencing
systems and
outputdata
output-result
Show google map Generate an interactive map output us-
ing the Google Maps API.
output-result google-map
Generate Png
outputs
Create static map in Png format. output-result Png-file
Generate Pdf
outputs
Create static map in Pdf format. output-result Pdf-file
Produce GeoTIFF
output
Create a geo-referenced file (GeoTIFF,
ASCII) which can be used for further
external GIS processing.
output-result Geo-referenced-
file
Produce text
output
Create a text file containing some sum-
mary and statistic information.
output-result Text-file
minology for the module descriptions that is decoupled from the terminology used for
the SIBs implementation, and in particular also allows for polymorphism in the sense
that one SIB can be used by several modules. This is in particular useful for SIBs that
provide quite generic functionality, and where several modules with specific functional-
ity can be defined based on the same underlying implementation. In fact, modules with
specific, unambiguous functionality typically lead to better synthesis results (cf. [23]).
We would define just one module for services with very specific functionality (e.g.
computational services), whereas for more general services (e.g. data loading, data re-
sampling, data format converting or data projection transformation services) several
modules were defined. For example, only the module Compute population-risk has
been defined for the Compute population at risk of migration SIB. As
another example, four modules refer to the load raster data SIB, namely load-
landuse-data, load-yield-data, load-GDP-data, and load-population-data.
In addition to the modules we have defined based on the standard SIB libraries of
jABC (such as the data input modules Enter-magnitude-of-sea-level-rise, Define-
area-coordinates and Select-vector-GDPdata), we defined 37 different modules for
SIBs that were created specifically for the SLR application example. Table 1 shows the
names, descriptions, and input/output information for 30 of them.
Taxonomies Service and type taxonomies are used to provide abstract classifications
for the terms used in the module descriptions, which are in particular useful for the for-
mulation of constraints about groups of data types or services. In addition to particular
features of the concrete applications, it is often also useful to incorporate knowledge
from the application domain in general, in this case the geospatial application domain.
Geospatial-services
Thing
Location
determining
Output-
generation
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Domain-specific
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SLR 
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Fig. 4. SLR Service Taxonomy.
Figure 4 illustrates the service taxonomy that we defined for SLR application ex-
ample. (Due to the limited space in the paper, we only depict the excerpts of the tax-
onomy that are relevant for the examples discussed in the next section.) Under the
general geospatial services class, it defines four subclasses: domain-specific analysis,
data manipulation location determining and output generation services. While data
manipulation, location determining and output generation services could be reused in
the whole domain of geospatial applications, the domain-specific SLR services class
comprises services specifically for SLR impacts analysis. Thus, it contains SLR-related
specific application services such as SLR-landloss, SLR-urban-rural-damages and SLR-
yieldloss. The leaves of the service taxonomy tree correspond to concrete modules of
the domain model, as described above.
Geospatial-Data
Thing
Location-data Output- dataDomain-specificdata
SLR-output
data
Rural-urban-
data
Formats
GDP-data slrLandloss
RS90m RS60m
vector-GDP-
datafile
Raster
SRTM-
data
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Fig. 5. SLR Type Taxonomy.
Figure 5 illustrates the type taxonomy defined for the SLR application example,
again reduced to the parts that are relevant to the discussed example. Unlike some exist-
ing models, in our type taxonomy we also treat geospatial features (e.g. format, resolu-
tion and georeferencing systems) as types. We classified geospatial data into six classes
in order to address major characteristics of geospatial data. The data that is only used
for SLR impact analysis is included in the class of SLR data. Data that might be used
in several domains, such as population data, urban-rural data, land use data, yield data
and calories data are categorized as domain specific data. Based on the domain-specific
data classes, users can indicate via constraints which data are required for a specific
analysis of SLR impacts, or avoid unnecessary data to reduce the time required.
To enable users to consider different formats of geospatial data and handling their
constraints regarding to the available data formats, we define the Formats class, which
comprises various data formats (only Raster and Vector classes are depicted in Figure
5). On the other hand, to address the respective data resolution, the Data-scales class
is used to enable users to specify a certain scale of data resolution. Assuring the con-
sistency of data projection is treated by defining a class for available Georeferencing
systems. The location data class, which comprises Elevation-data and coordinates data
is used to enable users with several options to determine location of the region. The
Output-data class is used to group outputs of computation services, which are again
inputs for the output generation services (see last four rows in Table 1). Again due to
the limited space, only excerpts of the type taxonomy are depicted.
Constraints During the domain modeling phase, general constraints that should be ap-
plied for the whole application domain (in this case SLR impacts analysis) are defined.
For instance, we define the following constraints to avoid redundancy of some services
and to ensure that an output generation service is used as a last service in the workflow:
– Do not use module Enter magnitude of sea-level rise more than once.
– Do not use module Location-determining more than once.
– Do not use module Select-raster file more than once.
– If module ReadCRS-data is used, module Transform to EPS has to be used next.
– Use module output-generation as last module in the solution.
4.3 Workflow Synthesis
In this section, we show how workflow synthesis can be applied to the example from
Figure 1, and how users benefit from the domain modeling for an adequate workflow
design. As shown in Figure 3, the overall synthesis process of PROPHETS performs
the following steps: (1) interpreting the branch between the enter magnitude of
sea-level rise SIB at the beginning and show SLR impacts SIB at the end
as loose specification, (2) enabling users to edit the constraints, (3) generating the pos-
sible solutions, and (4) inserting the selected solution in the loose branch automatically.
Typically there are many different possibilities for workflows implementing this
specification, and the adequate solutions depend on user requirements such as, analysis
objectives (e.g. land loss, rural/urban damages, or yield loss), and user preferences (e.g.
showing specific damages such as GDP loss or using certain type of data formats and
resolution). In the following we show how the iterative adding of constraints helps the
user to narrow down the set of obtained solutions to those that are of interest to him.
When we start the synthesis with only the domain constraints (which were defined
in the domain modeling phase), first solutions are found in search depth 7, where 12
possible implementations of the specifications are detected. When we proceed to greater
search depth, we find more and more solutions, for example 72 when searching up
to search depth 10, and 768 solutions for depth 15. While all these are technically
possible and correct combinations of services that solve the request, most of them are
not adequate solutions, that is, they do not represent what the user actually wants to
see. By adding constraints that express the user’s intentions, uninteresting solutions
can be be excluded and adequate solutions be enforced. To demonstrate this impact
of constraints, we defined three refinement levels based on different user requirements
Table 2. Impact of Constraints on the Synthesis Solutions
Refinement Number of Solutions
depth 10 depth 11 depth 12 depth 13 depth 14 depth 15
- 72 192 264 312 504 768
A 0 48 120 168 360 624
B 0 24 24 24 96 96
C 0 0 0 0 1 1
and preferences, reflecting different sorts of preferences. The numbers given in Table 2
illustrate their impact on the obtained solutions:
(A) This refinement is designed to find and compose services related to user objectives.
We added constraints that concern the intended goal of SLR analysis by pointing
the synthesis algorithm to one of the main classes of SLR analysis services. For
instance, we can focus on rural urban damages analysis by adding the following
constraint that enforces the use of at least one module from the SLR-services class
from the service taxonomy in the solution:
– Enforce the use of module SLR-rural-urban-damages.
As shown in Table 2, with constraints of refinement A, the synthesis starts to find
solutions only at a search depth of 11, and less solutions are returned. At search
depth 15, still 624 possible implementations remain.
(B) This refinement is used to tailor the specification closer to the user’s specific per-
spective. Concretely, we add the following constraints to explicitly include and
exclude particular (groups of) modules from the solutions:
– Enforce the use of module compute-GDP-risk.
– Do not use the module SLR-landloss.
– Do not use the module Load-SRTM-elevation data.
This reduces the number of obtained solutions further, in fact an already manage-
able set of 96 possible implementations is obtained (which interestingly does not
change until a search depth of 18).
(C) Finally, the constraints of this refinement focus on constraints and preferences re-
garding data formats, scales and georeferencing systems to address the variety of
existing SLR impact data input and data output formats. Exemplarily, we use the
following constraints to define some preferences on the desired input and output
data:
– Enforce the use of module VectorToRaster.
– Enforce the existence of type RS90m.
– Enforce the existence of type WG384.
– Enforce the use of module Generate-interactive-map.
Now, only one 14-step solution remains up until a search depth of 15. This solution,
depicted in Figure 6, comprises the computational steps that are needed to carry out
the analysis that adequately matches the requirements and preferences expressed by
the constraints.
Fig. 6. Synthesized Workflow.
Note that there is neither a guarantee that such refinements will lead to exactly one solu-
tion, nor that there will be a solution at all. What is returned depends on what is possible
according to the domain model for the current specification together with all additional
constraints. Usually many solutions are technically possible, but constraints are needed
exclude useless and unintended service combinations, and to guide the synthesis to
what is actually desired. However if the constraints demand more than the services in
the domain model can provide (so-called over-specification), no solutions will be found.
In this case, blocking constraints have to be removed or the domain model revised or
extended by additional functionality in order to obtain solutions again.
5 Conclusion
We demonstrated in this paper how an adequate semantic domain modeling, comprising
the design of services and the provisioning of semantic meta-information about the
services in terms according to domain ontologies, can enable the automatic design of
workflows for analyzing the impacts of sea-level rise. We showed how through the
PROPHETS synthesis plugin of the jABC workflow modeling framework users can
easily benefit from the domain model and easily obtain adequate workflows. In this
setup, workflow designers are not required any more to implement the entire workflow
manually. Instead, they can just provide a sketch of the intended workflow, together
with a set of constraints that further specify the analysis objectives. PROPHETS then
applies a synthesis algorithm to this abstract specification, and returns a set of possible
implementations to the user. We showed how through the successive application of
more and more constraints that the set of solutions that is returned by the synthesis
algorithm can be reduced from an unmanageably large set of initial solutions down to a
manageable set of actually adequate solutions that match the user’s intents.
The technicalities involved in a correct and adequate workflow design and service
composition frequently impose great challenges on researchers working in the geospa-
tial application domain, especially if they are not IT experts or trained programmers.
Hiding the technical complexity of geospatial service composition from the user, this
approach greatly simplifies the design of correct and adequate workflows, and thus ad-
dresses one of the great challenges for these researchers. The successful application of
such methodologies crucially depends on adequate domain modeling, which is by no
means trivial. Although ontologies for supporting semantic service discovery have seen
much progress in the last years, there is still a significant need for further development.
Accordingly, a significant part of our future work is going to focus on the evaluation
of existing models and on continuing the design of new domain-specific ontologies in
collaboration with experts from the application domain.
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