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Scopo di queste note e` di illustrare i risultati celebri di Go¨del, discutendone
brevemente il significato. Le note non sono concepite come un testo esau-
stivo, ma come un ausilio all’apprendimento, per studenti che abbiano
seguito le lezioni del corso. Pertanto, non ci si soffermera` su tutti i dettagli
di routine (che sono numerosi e lunghi!), cercando piuttosto di far emergere il si-
gnificato dei passaggi e dei concetti principali. Le note possono essere considerate
sufficienti per preparare l’esame per gli studenti che abbiano frequentato il corso
(frequenza peraltro vivamente consigliata). Per gli altri, il testo di riferimento per
la preparazione dell’esame resta [2], cap.III : a tale capitolo (ed anche ai capp.I-II di
[2] per i necessari rimandi e complementi) si deve far riferimento per la trattazione
completa.
I risultati di Go¨del sono risultati limitativi, che pongono in luce limiti di prin-
cipio del metodo assiomatico. Si prestano pertanto ad interessanti discussioni sul
versante epistemologico. Questi appunti non tratteranno questi aspetti, anche se
se ne parlera` durante le lezioni del corso.
Per approfondimenti, lo studente puo` consultare ad esempio i seguenti testi:
in [1], [2] si possono trovare le dimostrazioni dettagliate ed accessibili del primo
teorema di Go¨del, mentre in [4] si trova un’ampia panoramica della discussione
a livello epistemologico; [3] e` un testo piu` difficile e piu` avanzato. Si e` fatto il
possibile per mantenere la notazione di queste note consistente con [2].
Osservazione importante: queste note svolgono in modo molto sintetico
i fondamenti della teoria della ricorsivita`, con cui e` necessario che lo studente
acquisisca un po’ di familiarita`. Ad esempio, egli dovrebbe saper riconoscere (e
se richiesto, anche dimostrare formalmente) che una certa funzione e` ricorsiva,
qualora ne sia specificata in modo semplice la definizione. Per un’introduzione
ampia e completa alla teoria della ricorsivita` (cui ci siamo ispirati parzialmente
anche nella stesura di queste note), si puo` far riferimento a [6].
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1 Richiami sulla logica del primo ordine
Per comodita` nel ragionamento metamatematico e` utile utilizzare un calcolo logi-
cista hilbertiano. Fissato un linguaggio del primo ordine con identita`, tale calcolo
ha per assiomi gli schemi seguenti 1:
a) Schemi proposizionali
A1 A→ (B → A)
A2 (A→ (B → C))→ ((A→ B)→ (A→ C))
A3 (¬B → ¬A)→ ((¬B → A)→ B)
b) Schemi predicativi
A4 ∀xA(x, y)→ A(t/x, y)
A5 ∀x(A(y)→ B(x, y))→ (A(y)→ ∀xB(x, y))
c) Schemi dell’uguaglianza
A6 t = t
A7 t1 = t2 → (A(t1/x, y)→ A(t2/x, y))
d) Regole di inferenza





Fissata una teoria T (ossia un insieme di formule), una T -derivazione e` una lista
di formule
A1, . . . , An
dove ogni Ai e` del tipo A1-A7, oppure appartiene a T , oppure e` ottenuta da
formule che la precedono strettamente nella lista per mezzo di R1-R2. Se esiste
1Usiamo come primitivi i connettivi ¬,→ e il quantificatore ∀ (gli altri operatori sono
definiti in termini di questi). La notazione A(x, y) significa che le variabili che occorrono
libere nella formula A sono comprese nell’insieme {x} ∪ y, dove y sta a sua volta per
un insieme finito non specificato di variabili (diverse fra loro e dalla x). La notazione
A(t/x, y) indica invece la sostituzione del termine t al posto delle occorrenze libere di x
in A (al solito, t deve essere libero per x in A); spesso al posto di A(t/x, y) scriveremo
semplicemente A(t, y) o A(t).
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una T -derivazione avente A come ultima formula, diciamo che A e` dimostrabile
in T (abbreviato con `T A o con T ` A o semplicemente con ` A).
Operare con questo calcolo e` estremamente faticoso. Tuttavia e` possibile usare
le regole di un calcolo piu` comodo (come il calcolo dei sequenti o la deduzione
naturale) come regole derivate. Non ci soffermeremo sui dettagli perche` non ci
interessa studiare un calcolo in quanto tale, quanto piuttosto le proprieta` meta-
matematiche che sono comuni a tutti i calcoli semanticamente completi che sono
stati storicamente proposti.
Riassumiamo qui (senza dimostrazione) alcuni risultati elementari sul calcolo
hilbertiano.
Teorema 1.1. (di deduzione) Siano A,B enunciati e T una teoria; abbiamo che
vale T ∪ {A} ` B se e solo se vale T ` A→ B.
Teorema 1.2. (di rimpiazzamento) Siano T una teoria e A,A′ formule tali che
valga T ` A ↔ A′; se la formula B′ e` ottenuta dalla formula B rimpiazzando
alcune occorrenze di A con A′, allora vale che T ` B ↔ B′.
Teorema 1.3. (di validita`) Per ogni teoria T e per ogni formula A, si ha che se
T ` A, allora A e` conseguenza logica2 di T .
La conversa del teorema precedente costituisce il piu` impegnativo teorema di
completezza semantica (che appartiene all’ambito degli argomenti trattati, in una
forma o nell’altra, in un corso di logica di base):
Teorema 1.4. (di completezza semantica) Per ogni teoria T e per ogni formula
A, si ha che se A e` conseguenza logica di T , allora vale che `T A.
Il teorema precedente si puo` formulare anche nel seguente modo alternativo
ed equivalente (usiamo ⊥ per abbreviare una qualsiasi formula contraddittoria del
tipo A ∧ ¬A):
Teorema 1.5. Se una teoria T e` consistente (ossia se non esiste nessuna T -
derivazione di ⊥), allora T ha un modello.
I teoremi di validita` e completezza, messi insieme, asseriscono l’equivalenza
fra le nozioni di conseguenza logica di T e di T -dimostrabilita`. Siccome una T -
dimostrazione usa solo un numero finito di assiomi di T , si ricava subito il se-
guente risultato (che si puo` provare anche con metodi semantici diretti del tutto
indipendenti da qualsiasi nozione di calcolo logico):
Teorema 1.6. (di compattezza) Dati una teoria T e un enunciato A, si ha che A
e` conseguenza logica di T se e solo se e` conseguenza logica di qualche T0 ⊆ T che
abbia cardinalita` finita.
2Per la nozione di conseguenza logica, si vedano appunti del corso di Logica Matematica
oppure [1], [2].
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2 L’aritmetica di Peano
L’Aritmetica di Peano e` la teoria PA cos`ı specificata:
• il linguaggio di PA contiene una costante 0, una funzione unaria S e due
funzioni binarie +,·
• gli assiomi di PA sono:
¬(S(x) = 0)PA1
S(x) = S(y)→ x = yPA2
x+ 0 = xPA3
x+ S(y) = S(x+ y)PA4
x · 0 = 0PA5
x · S(y) = (x · y) + xPA6
A(0, y) ∧ [∀x(A(x, y)→ A(S(x), y))]→ ∀xA(x, y)PA7
PA7 e` lo schema di induzione. Non va confuso con il principio di induzione vero e
proprio:
(*) ∀P (P (0) ∧ [∀x(P (x)→ P (S(x)))]→ ∀xP (x))
Quest’ultimo e` un assioma del secondo ordine (c’e` una quantificazione su ogni sot-
toinsieme possibile). La differenza e` notevole: (*) riesce a caratterizzare l’insieme
dei numeri naturali come unico modello possibile (a meno di isomorfismi) della
teoria, mentre PA non riesce a far questo. Infatti, ogni modello M di PA con-
terra` i denotati dei numerali n,3 che come vedremo devono essere tutti distinti.
Tuttavia non si puo` applicare PA7 all’insieme dei denotati dei numerali, perche`
tale insieme non e` definibile (non esiste cioe` una formula A(x) tale che l’insieme
dei denotati in M dei numerali e` proprio {a | M |= A(a)}). Quindi PA7 e` molto
piu` debole di (*). E` facile vedere che PA ha modelli in cui ci sono ‘numeri infiniti’.
Si prenda una costante c nuova e sia T la teoria
PA ∪ {c > n}n∈N [per la definizione di > in PA vedi oltre]
Tale teoria e` consistente, perche` se una contraddizione fosse derivabile in T , lo
sarebbe anche in un sottoinsieme di T del tipo
S =def PA ∪ {c > k1, . . . , c > ks}
(infatti, una T -derivazione usa solo un numero finito di assiomi di T ). Tuttavia
S non e` inconsistente, perche` ha come modello N stesso:4 basta a tale scopo
3Per definizione 0 e` il termine 0, n+ 1 e` il termine S(n), dove n e` dato induttivamente
(cioe`, per esempio, 2 e` S(S(0)), ecc.).
4Con N indichiamo sia l’insieme dei numeri naturali che la struttura (modello di PA)
che ha i numeri naturali come dominio, l’addizione come interpretazione del simbolo +, la
moltiplicazione come interpretatzione del simbolo ·, ecc.
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interpretare c come un numero vero e proprio maggiore di k1, . . . , ks. Per il teorema
di completezza, T ha un modello M: in M, abbiamo che I(c) e` per forza “un
numero infinito” (cioe` maggiore del denotato di tutti i numerali).
Quindi PA e` ben lungi dall’avere N come unico modello. Ci si puo` quindi chiedere:
Quesito 2.1. PA e` in grado di dimostrare tutte le asserzioni (nel suo linguaggio
del primo ordine) che sono vere in N ?
Certamente PA e` in grado di provare molte di esse: per esempio la commuta-
tivita` della somma e del prodotto. Nel caso la risposta al quesito fosse affermativa,
PA sarebbe completa (sintatticamente), ossia, per ogni enunciato5 A avremmo
PA ` A oppure PA ` ¬A
(se crediamo al fatto che gli assiomi di PA sono veri in N, PA dimostrerebbe
fra A e ¬A quella che e` vera in N). Il primo teorema di Go¨del dice che non e`
cos`ı: PA non e` completa e tale rimane anche aggiungendole altri assiomi (purche`
non si rinunci alla consistenza e al fatto che l’insieme degli assiomi sia ricorsivo).
Quindi non e` possibile assiomatizzare N in modo “accettabile”. Il teorema di
Go¨del si applica anche a teorie piu` deboli di PA (pur di non scendere sotto un
livello minimo di potere espressivo) ed anche a teorie di ordine superiore, per
le quali si ha, di conseguenza, un risultato di incompletezza semantica (poiche`
(∗) caratterizza N a meno di isomorfismi, PA2 = PA + (∗) non e` in grado di
dimostrare tutte le formule che seguono logicamente da essa, essendo incompleta
sintatticamente). Il primo teorema di Go¨del pone quindi dei limiti al metodo
assiomatico: certe relazioni logiche, come la verita` in N o la conseguenza logica per
l’ordine superiore, non sono assiomatizzabili. In aggiunta, il secondo teorema
di Go¨del (su cui ritorneremo brevemente alla fine) rileva l’impossibilita` di provare
(in modo epistemologicamente accettabile) la consistenza dell’edificio su cui la
matematica si fonda.
3 Teorie formali dell’aritmetica
Il calcolo hilbertiano rende difficile la ricerca di dimostrazioni in PA (la situazione
migliora un po’ utilizzando altri calcoli semanticamente completi come il calcolo
dei sequenti). Diamo solo un esempio semplice di dimostrazione in PA con il
calcolo logicista hilbertiano. Verifichamo che
(•) `PA ∀x(x 6= 0→ ∃y(x = S(y)))
5Ricordiamo che un enunciato e` una formula in cui nessuna variabile occorre libera.
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Con la sigla “Taut” denotiamo una tautologia (le tautologie sono tutte dimostra-
bili per il teorema di completezza, quindi quando scriviamo “Taut” indichiamo in
realta` che andrebbe inserita in quel punto la prova formale della formula siglata
come tautologia). Con la sigla ”Ax” indichiamo invece un assioma (logico, dell’i-
dentita` o specifico di PA); con MP o GEN indichiamo l’uso delle due regole di
inferenza che abbiamo, mentre con Ax + Taut si indica una variante tautologica
di un assioma. La formula (•) viene derivata usando lo schema di induzione nel
modo seguente:
0 = 0→ (0 6= 0→ ∃y(0 = S(y))) Taut
0 = 0 Ax
0 6= 0→ ∃y(0 = S(y)) MP
S(x) = S(x)→ ∃y(S(x) = S(y)) Ax+Taut
S(x) = S(x) Ax
∃y(S(x) = S(y)) MP
∃y(S(x) = S(y))→ (S(x) 6= 0→ ∃y(S(x) = S(y))) Taut
S(x) 6= 0→ ∃y(S(x) = S(y)) MP
[S(x) 6= 0→ ∃y(S(x) = S(y))]→ [[(x 6= 0)→ ∃y(x = S(y))]→
→ (S(x) 6= 0→ ∃y(S(x) = S(y)))] Taut
(x 6= 0→ ∃y(x = S(y)))→ (S(x) 6= 0→ ∃y(S(x) = S(y))) MP
∀x[((x 6= 0)→ ∃y(x = S(y)))→ (S(x) 6= 0→ ∃y(S(x) = S(y)))] Gen
[0 6= 0→ ∃y(0 = S(y))]→ [∀x([(x 6= 0)→ ∃y(x = S(y))]→
→[S(x) 6= 0→ ∃y(S(x) = S(y))])]→ ∀x[x 6= 0→ ∃y(x = S(y))] Ax+Taut6
∀x(x 6= 0→ ∃y(x = S(y))) MP (2 volte)
Crediamo che questo esempio (lo studente non si preoccupi troppo dei dettagli. . . )
chiarifichi abbastanza la difficolta` nel maneggiare il calcolo hilbertiano. D’altra
parte queste difficolta`, per gli scopi delle presenti note, sono poco rilevanti. La
scelta del calcolo hilbertiano e` dovuta alla sua facilita` di codifica (codificare dimo-
strazioni che siano liste e` piu` semplice che non codificare dimostrazioni che siano
alberi), ma nulla piu`. Deve essere ben chiaro che, comunque, i risultati limitativi
che esporremo non dipendono per nulla dalla scelta del calcolo. Ci sara` utile nel
seguito considerare la seguente teoria R (piu` debole di PA) che e` finitamente as-
siomatizzata: R contiene gli assiomi logici e dell’identita`, ha sempre R1-R2 come
6Abbiamo usato una variante tautologica dello schema di induzione, in cui la formula
A di tale assioma e` x 6= 0→ ∃y(x = S(y)).
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regole di inferenza e ha gli assiomi specifici seguenti
S(x) = S(y)→ x = yr1)
0 6= S(x)r2)
x 6= 0→ ∃y(x = S(y))r3)
x+ 0 = xr4)
x+ S(y) = S(x+ y)r5)
x · 0 = 0r6)
x · S(y) = x · y + xr7)
In R conveniamo che x < y stia per ∃z(z 6= 0 ∧ z + x = y). x ≤ y stara` per
x < y ∨ x = y. Facciamo un elenco di formule dimostrabili in R che ci sara` utile
nel seguito:
Proposizione 3.1. Le seguenti formule sono dimostrabili in R per ogni m,n ∈ N:7
`R m 6= n (ogni volta che si ha m 6= n)1)
`R m+ n = m+ n2)
`R m · n = m · n3)
`R x ≤ k → (x = 0 ∨ x = 1 ∨ · · · ∨ x = k)4)
`R (x < n) ∨ (x = n) ∨ (n < x)5)
Omettiamo la dimostrazione (sarebbe lunga e artificiosa come quella vista a p.
5). Segnaliamo soltanto che essa dipende da induzioni sul metalinguaggio e dall’uso
dell’assioma (r3). Poiche` (r3) (come visto a p. 5) e` teorema in PA, ovviamente la
proposizione vale anche per la ben piu` forte teoria PA. Nel seguito, per ”teoria
T” intenderemo sempre una teoria nel linguaggio dell’aritmetica che abbia fra i
suoi teoremi le formule indicate nella proposizione precedente (quindi, ad esempio,
potra` essere T = R o T = PA).
4 Rappresentabilita` delle funzioni ricorsive
Una relazione numerica R ⊆ Nn si dice rappresentabile in una teoria T qualora
esista una formula A(x1, . . . , xn) tale che
1. se vale R(k1, . . . , kn), allora `T A(k1, . . . , kn)
7Si ricordi la definizione ricorsiva dei numerali n:
0 =def 0
n+ 1 =def S(n).
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2. se non vale R(k1, . . . , kn), allora `T ¬A(k1, . . . , kn)
Per esempio l’uguaglianza {< k, k >| k ∈ N} e` rappresentabile dalla formula
x1 = x2 (per l’assioma A6 e per la 1) di p 6). Similmente si puo` provare che la
relazione ”minore di” e` rappresentabile dalla formula x1 < x2.
Una funzione numerica f : Nn → N e` rappresentabile qualora esista una formula
A(x1, . . . , xn, y) tale che
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1. se f(k1, . . . , kn) = k, allora `T A(k1, . . . , kn, k)
2. per ogni k1, . . . , kn, `T ∃!yA(k1, . . . , kn, y)
Si noti che 1. e 2. equivalgono all’unica condizione:
• Se f(k1, . . . , kn) = k, allora `T ∀y(A(k1, . . . , kn, y)↔ y = k)
Ad esempio la somma e` rappresentabile dalla formula x1 + x2 = y: la 2. vale
per le leggi dell’identita`, la 1. per la 3) di p. 6.
Si noti che una relazione R e` rappresentabile se e solo se lo e` la sua funzione
caratteristica CR.
9 Infatti, se A(x1, . . . , xn) rappresenta R, la formula
(A(x1, . . . , xn) ∧ y = 1) ∨ (¬A(x1, . . . , xn) ∧ y = 0)
rappresenta CR; se B(x1, . . . , xn, y) rappresenta CR, la formula B(x1, . . . , xn, 1)
rappresenta R.
Ricordiamo che la classe delle funzioni ricorsive e` la piu` piccola classe di funzioni
(tra numeri naturali) che contiene le funzioni iniziali ed e` chiusa per composizione,
ricorsione primitiva e µ-operatore.
• Sono funzioni iniziali
Z : N→ N, Z(x) =def 0-
S : N→ N, S(x) =def x+ 1-
pini : N→ N, pini (x1, . . . , xn) =def xi-
• La funzione f : Nn → N e` ottenuta per composizione dalle
h1, . . . , hm : Nn → N e dalla g : Nm → N qualora
f(x1, . . . , xn) =def g(h1(x1, . . . , xn), . . . , hm(x1, . . . , xn))
8In generale, ∃!yA sta per ∃yA ∧ ∀y1∀y2(A(y1) ∧A(y2)→ y1 = y2).
9La funzione caratteristica di una relazione n-aria R e` la funzione n-aria CR a valori
in {0, 1} che vale 1 esattamente per quelle n-ple che stanno nella relazione R.
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• La funzione f(x1, . . . , xn, y) : Nn+1 → N e` ottenuta per ricorsione dalla
g : Nn → N e dalla h : Nn+2 → N qualora f sia data da:{
f(x1, . . . , xn, 0) =def g(x1, . . . , xn)
f(x1, . . . , xn, y + 1) =def h(x1, . . . , xn, y, f(x1, . . . , xn, y))
• Se g : Nn+1 → N e` tale che per ogni x1, . . . , xn esiste almeno un y per cui
g(x1, . . . , xn, y) = 0, allora la funzione f : Nn → N e` detta ottenuta dalla g
per µ-operatore qualora
f(x1, . . . , xn) =def min
y
[g(x1, . . . , xn, y) = 0]
La classe delle funzioni ricorsive primitive e` la piu` piccola classe di funzioni sui
numeri naturali che contiene le funzioni iniziali ed e` chiusa per composizione e
ricorsione primitiva. Una relazione numerica R e` ricorsiva (primitiva) sse tale e` la
sua funzione caratteristica CR.
Il nostro scopo sara` di dimostrare che le funzioni ricorsive sono rappresentabili
in R (quindi anche in PA). Per agevolare questo compito, dimostriamo preven-
tivamente che e` possibile ”eliminare la ricorsione primitiva”, tramite un artificio
che fa riferimento alla funzione β di Go¨del.
Introduciamo la classe C di funzioni come la piu` piccola classe di funzioni sui
numeri naturali che sia chiusa per composizione, µ-operatore e che contenga (come
nuovo stock allargato di funzioni iniziali) le funzioni
Z, pini , S, +, ·, δ
dove δ e` la funzione caratteristica di 6= (cioe` δ(x, y) = 1 sse x 6= y, δ(x, y) = 0
sse x = y).10 Chiaramente tutte le funzioni di C sono ricorsive, proveremo che -
soprendentemente - vale anche il viceversa.






10Sarebbe possibile una scelta equivalente (ancor piu` economica) che terrebbe solo
+, · ,pini , δ.
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a) Per la negazione, si osservi che χ¬R = δ(χR(x), 1) e per la congiunzione si
osservi che χR∧S(x) = χR(x) · χS(x).
b) Osserviamo che, grazie ad a), possiamo porre
µyR(x, y) = µy(χ¬R(x, y) = 0)
ed applicare cos`ı µ direttamente ai predicati. Il µ-operatore limitato che ci
serve e` dato da
µy<zR(x, y) =def
{
µyR(x, y), se esiste y < z t.c. R(x, y)
z, altrimenti
Se R ∈ C [con questo intendiamo ovviamente χR ∈ C] anche µy<zR ∈ C
perche`
µy<zR(x, y) = µy(R(x, y) ∨ y = z)
c) I quantificatori limitati fanno passare daR a (∃y < z)R(x, y) e a (∀y < z)R(x, y).
Sono esprimibili l’uno dall’altro con la negazione per cui basta osservare che
(∃y < z)R(x, y) = (µy<zR(x, y)) 6= z
Per continuare, ci serviamo di un risultato classico di teoria dei numeri:
Teorema 4.1 (Teorema cinese del resto). Siano n1, . . . , nr ∈ N numeri a due a
due primi tra loro. Dati b1, . . . , br interi qualunque, il sistema di congruenze lineari
x ≡ b1 (mod n1)
...
x ≡ br (mod nr)
e` risolubile. Se c, c′ sono due soluzioni, allora c ≡ c′ (mod N), dove N e` il prodotto
di n1, . . . , nr.
Dimostrazione. Si veda per esempio [5], p.65.
Osservazione: Con re(x, y) (per x, y ∈ N, x 6= 0) indichiamo il resto della
divisione intera di y per x (ossia l’unico 0 ≤ r < x per cui esiste un - unico a sua
volta - q tale che y = qx+ r).
Se b < n la relazione
x ≡ b (mod n)
equivale alla relazione
re(n, x) = b
Osserviamo anche che re ∈ C in quanto basta applicare il lemma al fatto che
re(x, y) = µz<x(∃q < y + 1)(y = qx+ z).
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Passiamo ora alla funzione β, che definiamo con
β(x1, x2, x3) =def re(1 + (x3 + 1) · x2, x1).
Per quanto detto, abbiamo che β ∈ C; il prossimo lemma ci dice che la β consente
il riferimento a liste tramite due numeri.
Lemma 4.2. Dati k0, k1, . . . , kn ∈ N esistono b, c ∈ N t.c.
β(b, c, i) = ki
per ogni i = 0, . . . , n.
Dimostrazione. Poniamo j = max(n, k1, . . . , kn) e c = j!. Osserviamo che i numeri
ui = 1 + (i+ 1)c (0 ≤ i ≤ n)
sono a due a due primi tra loro.
[Motivo: se p 6= 1 fosse un numero primo che divide
1 + (i1 + 1)c e 1 + (i2 + 1)c (i1 > i2),
allora
p | 1 + (i1 + 1)c− (1 + (i2 + 1)c) = (i1 − i2)c.
Siccome p e` primo, segue che p | c oppure che p | i1 − i2. Ma se Se p | c, allora
p | (i1 + 1)c e da p | 1 + (i1 + 1)c seguirebbe p | 1, impossibile.
Se p | i1 − i2, allora ancora p | c = j! che abbiamo visto essere impossibile.]
Inoltre ki < ui [Motivo: perche` ki ≤ j ≤ j! = c e c < 1 + (i+ 1)c = ui].
Per il teorema cinese del resto, esiste b < u0 · u1 · · · · un t.c. re(ui, b) = ki
Allora
β(b, c, i) = re(1 + (i+ 1)c, b) = re(ui, b) = ki
come si voleva.
Teorema 4.2. La classe C contiene tutte e sole le funzioni ricorsive.
Dimostrazione. Basta provare che C e` chiusa per ricorsione primitiva. Prima di
farlo ricordiamo brevemente la tecnica di accoppiamento.
La funzione:
I : N× N→ N
Data da
I(x, y) = (x+ y)
2 + 3x+ y
2
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e` bijettiva. Questo significa che le funzioni
< z >1 = µx(∃y < z + 1)(z = I(x, y))
< z >2 = µy(∃x < z + 1)(z = I(x, y))
sono tali che
< I(x, y) >1 = x
< I(x, y) >2 = y
I(< z >1, < z >2) = z
Si noti che le funzioni I, <>1, <>2 appartengono a C (per I, osservare che
bω/2c = µy(2y = ω ∨ 2y + 1 = ω)).
Continuiamo la dimostrazione del Teorema 3.2. Sia f definita per ricorsione
da g, h ∈ C come in {
f(x, 0) = g(x)
f(x, y + 1) = h(x, y, f(x, y))
Usiamo la β per codificare la lista dei valori f(x, 0), f(x, 1), . . . , f(x, y). Poniamo
cioe`
t(x, y) =def µz [ β(< z >1, < z >2, 0) = g(x) ∧ ∀i < y
(β(< z >1, < z >2, i+ 1) = h(x, i, β(< z >1, < z >2, i)))]
Per quanto visto in precedenza, t(x, y) ∈ C; allora anche f(x, y) ∈ C in quanto
f(x, y) = β(< t(x, y) >1, < t(x, y) >2, y).
Teorema 4.3. Le funzioni ricorsive sono tutte rappresentabili in T .11
Dimostrazione. Bastera` far vedere che tutte le funzioni di C sono rappresentabili.
Ora:
Z e` rappresentata da y = 0
S e` rappresentata da y = S(x1)
pini e` rappresentata da y = xi
+ e` rappresentata da y = x1 + x2
· e` rappresentata da y = x1 · x2
δ e` rappresentata da (x1 = x2 ∧ y = 0) ∨ (x1 6= x2 ∧ y = 1)
11Qui T e` una teoria che soddisfa le assunzioni di pagina 6.
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Sia ora f(x) = g(h1(x), . . . , hm(x)), con g rappresentata da Ag e hi rappresentata
da Ahi (per semplicita`, conveniamo che x stia per una lista di variabili come
x1, . . . , xn).
f e` allora rappresentata da Af dove Af e`
∃y1, . . . ,∃ym(Ag(y1, . . . , yn, y) ∧Bh1(x, y1) ∧ · · · ∧Bhm(x, ym))
Infatti se f(k) = l e h1(k) = l1, . . . , hm(k) = lm, abbiamo
` Af (k, y)↔ ∃y1, . . . , ym(Ag(y1, . . . , ym, y)∧
∧Bh1(k, y1) ∧ · · · ∧Bhm(k, ym))↔
↔ ∃y1, . . . , ym(Ag(y1, . . . , ym, y)∧
∧ y1 = l1 ∧ · · · ∧ ym = lm)↔
↔ Ag(l1, . . . , lm, y)↔ y = l
Abbiamo usato:
i) il teorema di rimpiazzamento per le formule dimostrabilmente equivalenti;
ii) la rappresentabilita` di g e h1, . . . , hm;
iii) la formula logicamente valida ` ∃z(z = t ∧ A(z)) ↔ A(t/z) (se t che non
contiene z libera).
Il teorema di rimpiazzamento si formula cos`ı: se ` B ↔ B′ allora ` A↔ A′ dove
A′ e` ottenuta da A rimpiazzando alcune occorrenze di B con B′.12
Sia ora f ottenuta per µ-operatore
f(x) = min
z
(g(x, z) = 0)
dove g sia rappresentata da Ag(x, z, y) e dove vale la precondizione che per ogni
n ∈ N esiste m ∈ N con g(n,m) = 0.
Rappresentiamo f con Af (x, y) dove Af (x, y) e` la formula seguente:
Ag(x, y, 0) ∧ ∀z(z < y → ¬Ag(x, z, 0))
Sia f(k) = l, dobbiamo provare che
` Af (k, y)↔ y = l.
Abbiamo ` (y < l) ∨ (y = l) ∨ (y > l) (per la 5) di pagina 6); per leggi logiche
generali, basta dimostrare tre cose:
` y < l ∧Af (k, y)→ ⊥i)
` y > l ∧Af (k, y)→ ⊥ii)
` Af (k, l)iii)
12Per la (facile peraltro) dimostrazione rimandiamo ad un manuale di logica come [1] o
[2].
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dove ⊥ sta per una qualsiasi contraddizione.
Per dimostrare la i), (in vista della 4) di pagina 6) basta provare che
` Af (k, i)→ ⊥ dove i < l.
Siccome Ag rappresenta g, abbiamo (sia g(k, i) = s 6= 0)
` Ag(k, i, y)↔ y = s
Percio`
` Af (k, i)→ Ag(k, i, 0)
quindi
` Af (k, i)→ 0 = s.
Siccome s 6= 0 (per la 1) di p. 6) ` 0 6= s, quindi ` Af (k, i)→ ⊥.
Dimostriamo ora la ii): abbiamo
` y > l ∧Af (k, y)→ ¬Ag(k, l, 0).
Siccome, pero` g(k, l) = 0 e Ag rappresenta g, ` Ag(k, l, 0), quindi
` y > l ∧Af (k, y)→ ⊥.
Resta la iii): abbiamo
` Af (k, l)↔ Ag(k, l, 0) ∧ ∀z < l ¬Ag(k, z, 0)↔




Ma, siccome Ag rappresenta g e g(k, l) = 0, g(k, 0) 6= 0, . . . , g(k, l − 1) 6= 0
abbiamo




(si tenga presente la 1) di pagina 6).
Questo conclude la dimostrazione del teorema.
Concludiamo questo paragrafo con una utile lista di funzioni e di predicati che
si possono facilmente dimostrare ricorsivi (usando ad esempio il Lemma 4.1).
- x−˙y (da` la sottrazione troncata a 0);
- x! (da` il fattoriale di x);
- xy (da` ‘x elevato alla y’);
- x|y (‘x divide y’);




z<y f(x, z) (se f e` ricorsiva, da` f(x, 0) + f(x, 1) + · · ·+ f(x, y − 1));
-
∏
z<y f(x, z) (se f e` ricorsiva, da` f(x, 0) · f(x, 1) · · · f(x, y − 1));
- Pr(x) (‘x e` un numero primo’);
- p(n) (da` l’n-esimo numero primo);
- (n)y (da` l’esponente di p(y) nella decomposizione di n in fattori primi);
- lh(x) (da` il numero di esponenti diversi da zero nella scomposizione di x in fattori
primi);
- n ∗ m (se n = 2a0 · 3a1 · · · · · pakk e m = 2b0 · 3b1 · · · · · pbee , allora n ∗ m da`
2a0 · 3a1 · · · · · pakk · pb0k+1 · · · · · pbek+l+1).
Verifichiamo ad esempio che le ultime due funzioni della lista sono ricorsive: (i)
lh(x) e` uguale a
∑
y<x χR(x, y) dove R(x, y) e` il predicato ricorsivo Pr(y) ∧ y|x;
(ii) n ∗m e` uguale a n ·
(∏




Un utile schema per produrre funzione ricorsive e` dato dalla definizione per
casi : se R1(x), . . . , Rk(x), g1(x), . . . , gk(x) sono tutti ricorsivi e se per ogni x vale
esattamente una delle relazioni R1, . . . , Rk, allora e` ricorsiva la funzione f(x) che
vale gi(x) se si verifica Ri(x) (1 ≤ i ≤ k). Infatti abbiamo
f(x) = g1(x) · χR1(x) + · · ·+ gk(x) · χRk(x)
(ovviamente, questo schema di definizione per casi vale anche quando x e` una n-pla
di numeri naturali e non un singolo numero naturale).
5 Aritmetizzazione della sintassi
Associamo ad ogni simbolo del linguaggio L di una teoria un numero (dispari) in
modo che a simboli diversi corrispondano numeri (detti “go¨deliani“) diversi. Cio`
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si puo` fare ad esempio nel modo seguente14
g( ( ) = 3
g( ) ) = 5
g(, ) = 7
g(¬) = 9
g(→) = 11
g(xk) = 5 + 8k (per ogni variabile xk, con k ≥ 1)
g(ak) = 7 + 8k (per ogni costante ak)
g(fkn) = 9 + 8(2
n3k) (per ogni lettera funzionale n ≥ 1-aria),
g(Pnk ) = 11 + 8(2
n3k) (per ogni lettera predicativa n-aria).
Siano p0 = 2, p1 = 3, p2 = 5, . . . i numeri primi (si osservi che pi e` funzione ricorsiva
di i). Se u1, . . . , ur e` una lista di simboli, definiamo
g(u1, . . . , ur) = 2
g(u1) · · · · · pg(ur)r−1
(Nota: tra le liste di simboli ci sono i termini e le formule).
Se σ1, . . . , σr e` una lista di liste di simboli (ad esempio una dimostrazione)
g(σ1, . . . , σr) = 2
g(σ1) · · · · · pg(σr)r−1
Questa associazione di numeri ai simboli, alle liste di simboli, ecc. e` fatta in modo
che si possa ricostruire in modo univoco l’ente codificato. In particolare, i simboli
hanno go¨deliani dispari, le liste di simboli go¨deliani pari, ma in cui gli esponenti
dei numeri primi nella codifica sono dispari, ecc.
La cosa fondamentale da osservare e` che i predicati come
Trm(x), Fml(x), . . .
(”x e` il go¨deliano di un termine, x e` il go¨deliano di una formula,. . . ”) sono tutti
ricorsivi. Cio` e` da un lato “ovvio”, ma dall’altro lato andrebbe dimostrato in
modo accurato - cosa lunga e piuttosto fastidiosa [in altri termini: e` diverso dire
“si puo` scrivere un programma che determina se vale Trm(x)“ dallo scriverlo per
davvero!]. Eviteremo di fare simili verifiche, che appesantirebbero la trattazione,15
diamo solo un cenno ad un punto importante.
14Poiche` questo paragrafo sara` esposto in modo molto sintetico, manteniamo le stesse
notazioni di [2] (dove si puo` trovare una trattazione dettagliata). Cos`ı conveniamo di
scrivere (xi) invece di ∀xi; inoltre enumeriamo rispettivamente con ak, fnk , Pnk le costanti
individuali, le lettere funzionali n-arie e i predicati n-ari. Si noti che nel linguaggio del-







S,+, ·) e la lettera predicativa binaria P 21 (che e` =).
15Tutte le verifiche si possono trovare, ad esempio, in [2].
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Per fare queste verifiche occorre potenziare la ricorsione primitiva (senza, pero`
uscire dalla classe delle funzioni ricorsive primitive).
La ricorsione primitiva consente di utilizzare il valore f(x, y) per definire f(x, y+
1). Nella ricorsione primitiva (potenziata) si possono usare tutti i valori f(x, z)
per z < y + 1. Questa forma di ricorsione e` detta ricorsione sul decorso dei valori
e si puo` formalizzare cos`ı.





Si noti che f(x, y) = (f#(x, y + 1))y, dove (n)y indica l’esponente di py nella
scomposizione di n in fattori primi; f#(x, y) contiene ”tutti insieme“ i valori
f(x, 0), . . . , f(x, y − 1) (si ricordi che p0 = 2, p1 = 3, ecc.).
Si osservi ora che se h(x, y, z) e` ricorsiva (primitiva) tale e`
f(x, y) =def h(x, y, f
#(x, y))
Infatti, possiamo usare la ricorsione primitiva per definire f# nel modo seguente
(abbiamo gia` visto poi come f si ricava da f# in modo primitivo ricorsivo):{
f#(x, 0) = 1
f#(x, y + 1) = f#(x, y) · (py)h(x,y,f#(x,y))
Analogamente, se H(x, y, z) e` un predicato ricorsivo (primitivo) tale e` il predicato
R(x, y) ⇔def H(x, y, C#R (x, y))
dove CR e` la funzione caratteristica di R (abbiamo infatti che CR e` definita
dall’uguaglianza CR(x, y) = CH(x, y, C
#
R (x, y))).
Cio` da` la possibilita` di definire R(x, y) supponendo di sapere gia` se R(x, y′)
vale o no per y′ < y.
A titolo di esempio, verifichiamo che
Trm(x) ≡ ”x e` il go¨deliano di una lista di simboli che e` un termine“
e` un predicato ricorsivo. Ora Trm(x) vale se e solo se
• x e` il go¨deliano di una lista avente come unico elemento una variabile
oppure
• x e` il go¨deliano di una lista avente come unico elemento una costante
oppure
• x e` il go¨deliano di una lista del tipo fnk (t1, . . . , tn), dove fnk e` il k-esimo
simbolo funzionale n-ario e t1, . . . , tn sono termini.
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fnk (t1, . . . , tn
fnk (t1, . . . , tn)

L ha n+ 3 elementi
L avra` un go¨deliano y e sara` x = (y)lh(y)−˙1 (qui lh(y) e` il numero di esponenti
diversi da zero nella scomposizione in fattori primi di y, si noti che lh e` primitiva
ricorsiva).
y puo` essere maggiorato da una funzione primitiva ricorsiva in x come segue
y < pxn+2! < p
x
x!
Queste osservazioni consentono di concludere che Trm(x) vale se solo se
∃z < x (1 ≤ z ∧ x = 25+8z)
oppure
∃z < x (1 ≤ z ∧ x = 27+8z)
oppure
∃y < pxx! [x = (y)lh(y)−˙1 ∧ ∃n < x,∃k < x [1 ≤ n ∧ 1 ≤ k∧
∧ lh(y) = n+ 3 ∧ (y)0 = 29+8(2n3k) ∧ (y)1 = 29+8(2n3k) · 33∧
∧ ∀u ≤ n (u > 1→ ∃v < x(Trm(v) ∧ (y)u = (y)u−˙1 ∗ v ∗ 27)∧
∧ ∃v < x (Trm(v) ∧ (y)n+1 = (y)n ∗ v) ∧ (y)n+2 = (y)n+1 ∗ 25]]
Quanto visto da` la possibilita` di concludere che Trm(x) e` ricorsivo primitivo, grazie
alla ricorsione primitiva sul decorso dei valori (si ricordi anche che quantificatori
limitati e operatori booleani non fanno uscire dalla classe delle relazioni ricorsive
primitive).
Procedendo come nell’esempio visto (ma con molta fatica!) si arriva a di-
mostrare la seguente Proposizione (con pEq indichiamo in generale il go¨deliano
dell’espressione E):
Proposizione 5.1. Sia T una teoria in un linguaggio L tale che
1. gli insiemi dei go¨deliani delle costanti, delle lettere funzionali e delle lettere
predicative di T siano tutti e tre ricorsivi (primitivi);
2. l’insieme dei go¨deliani degli assiomi di T sia ricorsivo (primitivo).16
16PA e R soddisfano banalmente 1 e 2.
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Allora le seguenti relazioni e funzioni sono tutte ricorsive (primitive):
i. Trm(x), che vale sse esiste un termine t tale che x = ptq;
ii. Fml(x), che vale sse esiste una formula A tale che x = pAq;
iii. Di(x), che vale sse esiste una lista di formule A1, . . . , An che sia una dimo-
strazione e tale che x = pA1, . . . , Anq;
iv. Dim(x, y), che vale sse esiste una dimostrazione A1, . . . , An con
x = pA1, . . . , Anq e pAnq = y
v. Ar(x), che e` la funzione cos`ı definita
Ar(n) =

pA(n/x1)q, se n = pA(x1)q, cioe` se n e` il go¨deliano
di una formula con x1 libera;
0, altrimenti
Osservazione: l’ipotesi 2 non serve per i,ii e v, per le quali basta l’ipotesi 1.
La funzione Ar(x) sara` particolarmente importante poiche` consentira` fenomeni
di autoriferimento. Il fatto che Ar(x) sia (primitiva) ricorsiva si vede a grandi linee
cos`ı. Innanzitutto occorre far vedere che
Fm(i, n) =”n e` il go¨deliano di una formula contenente occorrenze
libere della variabile xi“
e` (primitivo) ricorsivo. Di conseguenza, si prova che
S0(y, u, i) =

pA(t/xi)q, se valgono Trm(u) e Fm(i, y)
(sia u = ptq e y = pA(xi)q);
0, altrimenti
e` (primitiva) ricorsiva: S0(y, u, i) e` il risultato della sostituzione del termine di
go¨deliano u nella formula di go¨deliano y al posto della variabile xi. Inoltre occorre
osservare che
Num(n) = ”go¨deliano di n“
e` ricorsiva primitiva (abbiamo infatti Num(0) = 15 e Num(n + 1) = 257 ∗ 23 ∗
Num(n) ∗ 25). Allora si puo` porre Ar(x) = S0(x,Num(x), 1).
6 I risultati limitativi
Sia T una teoria; TeorT (n) e` il predicato che vale sse n e` il go¨deliano di una formu-
la di T che sia dimostrabile. Si noti che TeorT (n) vale sse Fml(n)∧∃xDim(x, n):
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anche nell’ipotesi che T soddisfi le condizioni della Proposizione 5.1, non c’e` nessu-
na garanzia che TeorT sia ricorsivo (e, di fatto, non lo e` quasi mai), perche` questa
definizione fa uso di un quantificatore non limitato.
Sia T una teoria nel linguaggio dell’aritmetica che sia
• consistente17 e
• sufficientemente potente (ossia tale che i predicati ricorsivi siano rappresen-
tabili in T ).
PA e R sono tali: infatti (diamo per ovvio che) sono consistenti; sono sufficiente-
mente potenti per il Teorema 3.3.
Ricordiamo che R(x) e` rappresentabile in T mediante la formula R(x1) qualora
• se vale R(n), allora `T R(n)
• se non vale R(n), allora `T ¬R(n).
Diciamo che R e` debolmente rappresentabile mediante R(x1) qualora
• R(n) vale se e solo se `T R(n)
Essendo T consistente, la rappresentabilita` implica la rappresentabilita` debole (non
viceversa!): infatti se `T R(n) e R(n) e` falso, avremmo
`T R(n) ∧ ¬R(n), impossibile perche` T e` consistente.
Teorema 6.1. Sia T consistente e sufficientemente potente; allora TeorT (x) non
e` ricorsivo.
Dimostrazione. Supponiamo per assurdo che lo sia; allora anche il suo complemen-
tare ¬TeorT (x) e` ricorsivo,18 cos`ı come e` ricorsivo ¬TeorT (Ar(x)). ¬TeorT (Ar(x))
e` quindi rappresentato (e anche debolmente rappresentato) da una formula F (x1).
Cioe` abbiamo per ogni n
`T F (n) sse ¬TeorT (Ar(n)).
Sia k = pF (x1)q, per cui Ar(k) = pF (k)q.
Abbiamo
`T F (k) sse ¬TeorT (Ar(k)) sse ¬TeorT (pF (k)q)
Ossia F (k) e` teorema in T sse non lo e` (contraddizione).
17Ricordiamo che questo significa che non esiste una T -dimostrazione della formula
contraddittoria ⊥.
18Qui usiamo il noto risultato che dice che gli insiemi ricorsivi sono chiusi per operazioni
booleane.
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Quindi PA e R sono indecidibili (come ogni altra teoria sufficientemente poten-
te e consistente). R (l’aritmetica di Robinson), al contrario di PA, e` finitamente
assiomatizzata. Dall’indecidibilita` dell’aritmetica di Robinson si ricava l’indecidi-
bilita` del calcolo dei predicati puro PP (il calcolo dei predicati puro non ha assiomi
propri, ha infinite lettere funzionali e predicative di ogni arieta`). Sia infatti A la
congiunzione degli assiomi di R (chiusi universalmente); se PP fosse decidibile
anche R lo sarebbe perche` per ogni formula B
`R B ⇐⇒ `PP A→ B
L’indecidibilita` di PP e` nota come Teorema di Church.
Anche il teorema di Go¨del (che afferma l’incompletezza sintattica di PA) si
ottiene come corollario del Teorema 5.1. Per dimostrarlo premettiamo un lemma
(un predicato P (x) si dice ricorsivamente enumerabile - r.e. - se e` del tipo ∃yR(x, y)
dove R(x, y) e` ricorsivo):19
Lemma 6.1. Se sia P che il suo insieme complementare sono ricorsivamente
enumerabili, P e` ricorsivo.
Dimostrazione. Sia P (x) uguale a ∃yR(x, y) e sia il suo complementare uguale a
∃yS(x, y); allora possiamo applicare il µ-operatore e concludere che
µy(χR(x, y) = 1 ∨ χS(x, y) = 1)
e` una funzione ricorsiva, chiamiamola f(x). Ma allora anche P e` ricorsivo perche`
e` uguale a R(x, f(x)).
Teorema 6.2. Sia T sufficientemente potente, consistente ed avente un linguaggio
ed un insieme di assiomi ricorsivo.20 Allora T e` sintatticamente incompleta, ossia
esiste un enunciato A t.c.
0T A e 0T ¬A
(tale A si dice essere un enunciato indecidibile in T ).
Dimostrazione. Sia per assurdo T sintatticamente completa. TeorT e` ricorsiva-
mente enumerabile (r.e.); essendo T sintatticamente completa e consistente, il suo
complementare e`
¬Fml(x) ∨ ∃yDim(y, neg(x))
(dove neg(x) e` la funzione ricorsiva che, applicata al go¨deliano di A, da` il go¨deliano
di ¬A) che e` a sua volta ricorsivamente enumerabile. Per il lemma, TeorT sarebbe
ricorsivo, cosa che non e`.
19Esistono diverse definizioni equivalenti di predicato r.e., adottiamo quella che ci e` piu`
conveniente nel presente contesto.
20Queste sono le ipotesi della proposizione 4.1.
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In sostanza il ragionamento della dimostrazione del Teorema 6 e` questo: se
siamo sicuri che, enumerando le dimostrazioni, incontreremo prima o poi una di-
mostrazione di A oppure una dimostrazione di ¬A, e` chiaro che abbiamo una facile
procedura di decisione per stabilire se A e` teorema o no. Questo implicherebbe
che TeorT e` ricorsivo, cosa che non e`.
Il Teorema 6 e` il primo teorema di Go¨del. Quella che abbiamo dato non e` pero`
la dimostrazione originaria di Go¨del: riportiamo anche quest’ultima poiche` ha il
merito di produrre in modo effettivo un enunciato indecidibile G (ossia tale che
0T G e 0T ¬G). Per semplificare un po’, assumiamo che T non sia solo coerente,
ma anche ω-coerente (questa ulteriore ipotesi fu poi storicamente eliminata da
Rosser).
T e` ω-coerente sse (per definizione), per ogni formula A(x)
• se per ogni n si ha `T ¬A(n), allora 0T ∃xA(x).
Si noti che se la struttura standard N dei numeri naturali e` un modello di T , T
e` per forza ω-coerente (quindi per esempio PA e` ω-coerente). Il seguente lemma
sara` utile anche in seguito
Lemma 6.2 (lemma di diagonalizzazione). Sia T sufficientemente potente e sia
P (x1) una formula di T ; allora esiste una formula ψ0 tale che
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(1) `T ψ0 ↔ P (pψ0q)
Dimostrazione. Sia α(x, y) una formula che rappresenta la funzione ricorsivaAr(x).
Sia
ψ(x1) ≡def ∃y(P (y) ∧ α(x1, y))
Sia e = pψ(x1)q e consideriamo
ψ0 ≡def ψ(e)
Si ha pψ0q = Ar(e), quindi per la rappresentabilita` di Ar tramite α
`T α(e, y)↔ y = pψ0q
Percio`
` ψ0 ↔ ψ(e)↔ ∃y(P (y) ∧ α(e, y))↔
↔ ∃y(P (y) ∧ y = pψ0q)↔ P (pψ0q).
21Il significato intuitivo della (1) e` che ”ψ0 dice di se stessa di godere di P e questo fatto
e` riconosciuto da T .“
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Dimostrazione (del teorema 5.2, sotto l’ipotesi della ω-coerenza). Siccome
Dim(y, x) e` ricorsivo, esso sara` rappresentato da una formula D(y, x). Conside-
riamo la formula ∀y¬D(y, x) ed applichiamo ad essa il lemma di diagonalizzazione
ottenendo una formula G tale che
(*) `T G↔ ∀y¬D(y, pGq).
Proviamo che G e` indecidibile in T , infatti:
• Se `T G, vale Dim(n, pGq) per qualche n, quindi `T D(n, pGq); ma G
equivale a ∀y¬D(y, pGq), quindi `T D(n, pGq) ∧ ¬D(n, pGq), contro la
consistenza di T .
• Se `T ¬G, allora per (*) `T ∃yD(y, pGq) e per la ω-coerenza esiste n t.c.
0T ¬D(n, pGq). Essendo Dim rappresentata da D, Dim(n, pGq) e` vero (se
no `T ¬D(n, pGq)), cioe` n codifica una dimostrazione di G. Allora `T G,
contro la coerenza di T .22
Il prossimo teorema e` noto come Teorema di Tarski :
Teorema 6.3. Sia T sufficientemente potente. Se esiste una formula True(x)
tale che
`T ψ ↔ True(pψq)
per ogni formula ψ, allora T non e` consistente.
Dimostrazione. Si consideri la formula ¬True(x1). Per il lemma di diagonalizza-
zione esiste ψ0 t.c.
(2) `T ψ0 ↔ ¬True(pψ0q)
Avendo anche `T ψ0 ↔ True(pψ0q), si ricava
`T ¬True(pψ0q)↔ True(pψ0q),
ossia T e` inconsistente.
La formula contraddittoria (2) e` la nota antinomia del mentitore: in effetti, la ψ0
della (2) ‘dice di se stessa di essere falsa’, pertanto se e` vera e` falsa (e viceversa).
Il significato del Teorema 6.3 non e` che l’aritmetica classica o la nozione di verita`
in quanto tali sono inconsistenti (come spesso fonti male informate tendono a far
credere per secondi fini), bens`ı che la nozione di verita` necessita di un linguaggio
a livello superiore (il metalinguaggio, appunto) per essere formalizzata, secondo
quanto ripetutamente ribadito da Tarski stesso.
22Si noti che la coerenza e` una proprieta` implicata dalla ω-coerenza.
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Analizziamo infatti il problema piu` da vicino e consideriamo l’insieme dei go¨de-
liani degli enunciati veri in N; se tale insieme fosse catturabile mediante una for-
mula True(x) del linguaggio dell’aritmetica, avremmo per ogni enunciato ψ di tale
linguaggio
N |= ψ sse N |= True(pψq)
ossia
N |= ψ ↔ True(pψq)
contro il Teorema 6.3 (si prenda come T la teoria i cui assiomi sono tutti gli
enunciati veri in N).23 Quindi, anche solo per parlare della verita` delle formule di
una teoria sufficientemente potente T e` richiesta una teoria differente: la formula
che esprime la verita` delle formule di T nel linguaggio di T semplicemente non
esiste! Questo (e null’altro) e` il contenuto del Teorema 6.3.
Diamo infine un brevissimo cenno all’ultimo importante risultato limitativo (il
secondo teorema di Go¨del).
Se A e` una formula, definiamo
A =def ∃yD(y, pAq)
dove D(y, x) e` la formula che rappresenta Dim(y, x). A vale sse A e` dimostrabile
in PA (da qui in poi prendiamo solo PA come teoria di riferimento).
¬⊥ (dove ⊥ e` una qualsiasi contraddizione come 1 = 0) esprimera` la consi-
stenza di PA. Per ottenere il secondo teorema di Go¨del occorre il seguente lemma
(la cui dimostrazione non e` agevole, pertanto la omettiamo):
Lemma 6.3.
i) `PA A⇒`PA A;
ii) `PA A→ A;
iii) `PA A ∧(A→ B)→ B24 (da cui `PA (A ∧B)↔ A ∧B).
La dimostrazione del Lemma 6.3 richiede l’uso dello schema di induzione (alme-
no in forma limitata), percio` non si applica a teorie come l’aritmetica di Robinson.
Teorema 6.4. 0PA ¬⊥.
[Osservazione: questo teorema dice che per provare che PA ”non fa disa-
stri“, cioe` che non e` inconsistente, occorrono mezzi piu` forti (e quindi ancor
piu` ”questionabili“) di PA stessa. Non e` possibile avere una dimostrazione -
epistemologicamente accettabile! - che la matematica non e` autocontraddittoria].
23Si osservi che il Teorema 6.3 non richiede l’ipotesi che T sia ricorsivamente
assiomatizzata.
24La lista dei principi logico-modali di  non e` completa (manca il principio (A →
A)→ A che non ci servira`).
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Dimostrazione. Sia P (x1) la formula ¬∃yD(y, x1). Il lemma di diagonalizzazione
produce una ϕ t.c.
`PA ϕ↔ ¬∃yD(y, pϕq)
cioe` t.c.25
(*) `PA ϕ↔ ¬ϕ.
Abbiamo 0PA ϕ: altrimenti, per il lemma (condizione i) ) avremmo `PA ϕ
da cui `PA ¬ϕ (per (*)) e quindi `PA ϕ ∧ ¬ϕ, contro la consistenza di PA.
Mostriamo che `PA ¬⊥ → ϕ (da questo segue la tesi del teorema, perche` `PA
¬⊥ implicherebbe `PA ϕ, contro quanto appena visto).
Per il lemma (condizione ii))
(+) `PA ϕ→ ϕ.
Siccome `PA (ϕ↔ ¬ϕ)→ (ϕ→ ¬ϕ) (e` una tautologia) e siccome
`PA (ϕ↔ ¬ϕ) (per (*) e la condizione i) del lemma), abbiamo `PA (ϕ→
¬ϕ) e anche `PA ϕ→ ¬ϕ (per due usi della iii)26 del lemma).
Da (+) per transisivita` segue
`PA ϕ→ ¬ϕ
e quindi (per tautologie e per iii))
`PA ϕ→ (ϕ ∧ ¬ϕ)
Siccome `PA ϕ ∧ ¬ϕ→ ⊥ (e` una tautologia) per i), iii) e transitivita` abbiamo
`PA ϕ→ ⊥
cioe`, contrapponendo
`PA ¬⊥ → ¬ϕ.
Infine per (*) si ha
`PA ¬⊥ → ϕ,
come si voleva.
Riassumiamo i risultati limitativi visti:
• Teorema 5.1 : indecidibilita` delle teorie consistenti e sufficientemente potenti;
indecidibilita` del calcolo predicativo (teorema di Church).
25La ϕ e` la G di pagina 21. A pagina 22 abbiamo stabilito che, se PA e` consistente
allora la G e` vera (cioe` non e` dimostrabile). Si tratta qui di riprodurre lo stesso risultato
internamente a PA.
26La iii) consente di dedurre la regola `PA (α→ β) ⇒ `PA α→ β.
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• Teorema 5.2 : incompletezza sintattica delle teorie consistenti, sufficiente-
mente potenti e ricorsivamente assiomatizzate (primo teorema di Go¨del).
• Teorema 5.3 : inesprimibilita` del predicato di verita` nelle teorie sufficiente-
mente potenti e consistenti (teorema di Tarski).
• Teorema 5.4 : impossibilita` di provare internamente a PA la sua consistenza
(secondo teorema di Go¨del).
25
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7 Appendice
Riportiamo in questa appendice una dimostrazione del teorema di completezza
semantica con metodo Henkin. Riprendiamo in esame il calcolo presentato nel
paragrafo 1,27 ma per semplificarci la vita, sostituiamo gli assiomi proposizionali
(A1)-(A3) del paragrafo 1 con gli infiniti schemi
(A0) Ogni formula ottenuta istanziando una tautologia proposizionale e` un as-
sioma.
Il sistema che si ottiene cos`ı e` del tutto equivalente a quello originario, ma la
dimostrazione dell’equivalenza non e` immediata (pur non essendo concettualmente
molto rilevante, si veda [2] per dettagli). Dimostriamo la completezza semantica
nella forma seguente:28
Teorema (di completezza semantica, riformulato) Ogni teoria consistente T ha
un modello.
Lo strumento principale della nostra dimostrazione sono i cosiddetti insiemi
di Henkin. Fissiamo T ; sia L+ un linguaggio ottenuto dal linguaggio L di T
aggiungendogli un insieme di nuove costanti. Un insieme di Henkin per T in
L+ e` un insieme H di enunciati di L+ che gode delle seguenti proprieta` (chia-
mate rispettivamente proprieta` di chiusura deduttiva, ricchezza, massimalita` e
consistenza):
(h1) Se T ` A1 ∧ · · · ∧An → B e {A1, . . . , An} ⊆ H, allora B ∈ H.29
(h2) Se ¬∀xA ∈ H, allora ¬A(t/x) ∈ H per qualche t termine chiuso di L+;
(h3) per ogni enunciato A di L+, H contiene A oppure ¬A;
(h4) per ogni enunciato A di L+, H non contiene sia A che ¬A.
Il nostro problema e` di trovare un modello per una teoria T consistente: non
e` difficile provare che, se un tale modello c’e`, esiste un insieme Henkin per T .
Viceversa, se c’e` un insieme Henkin per T , allora T ha un modello. Dimostriamo
in dettaglio questa asserzione (limitandoci per ora a linguaggi senza identita`):
27Ricordiamo che, siccome usiamo ∀,¬,→ come operatori logici primitivi, ∃xA e` un’ab-
breviazione per ¬∀x¬A; similmente, A1 ∧ A2 abbrevia ¬(A1 → ¬A2), > abbrevia una
qualsiasi tautologia, ⊥ abbrevia ¬>, ecc.
28Da questa formulazione segue subito la formulazione originaria: si supponga infatti
che T 6` A. Allora T ∪{¬A} e` consistente (se fosse T ∪{¬A} ` ⊥, avremmo T ` ¬A→ ⊥
per il teorema di deduzione e quindi T ` A applicando il modus ponens alla tautologia
(¬A→ ⊥)→ A); quindi T ∪ {¬A} ha un modello e tale modello testimoniera` che A non
e` conseguenza logica di T .
29Per n = 0, questa condizione significa (per convenzione) che se T ` B allora B ∈ H.
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Lemma (di Henkin) Supponiamo che L non contenga l’identita` e che esista un
insieme Henkin per una teoria T . Allora T ha un modello.
Dim. SiaH un insieme Henkin per T in un linguaggio arricchito L+. Definiamo
una L+-struttura AH = (AH , IH) nel modo seguente:
- AH e` l’insieme dei termini chiusi di L+;
- per ogni f ∈ Fn, IH(f)(t1, . . . , tn) = f(t1, . . . , tn) (in particolare, IH(c) = c per
ogni costante c di L+);
- per ogni P ∈ Pn, IH(P ) e` l’insieme dei (t1, . . . , tn) tali che P (t1, . . . , tn) ∈ H.
Per induzione, e` banale verificare che IH(t) = t per ogni termine chiuso di L+.
Verifichiamo ora la seguente proprieta` cruciale:
(∗) AH |= A sse A ∈ H
per ogni A formula chiusa di L+. Dalla (∗) segue immediatamente che AH |= T :
infatti se B appartiene a T , allora T ` B e quindi per (∗) e (h1), B ∈ H e AH |= B.
Affrontiamo la verifica di (∗) per induzione su A.
• Se A e` atomica, diciamo P (t1, . . . , tn), abbiamo AH |= P (t1, . . . , tn) sse
(IH(t1), . . . , IH(tn)) ∈ IH(P ) sse (t1, . . . , tn) ∈ IH(P ) see P (t1, . . . , tn) ∈ H.
• Se A e` ¬B, allora AH |= ¬B sse AH 6|= B sse (per ipotesi induttiva) B 6∈ H
sse ¬B ∈ H per le proprieta` (h3) e (h4).
• Se A e` A1 → A2, allora AH |= A1 → A2 sse (AH 6|= A1 o AH |= A2) sse (per
ipotesi induttiva) (A1 6∈ H o A2 ∈ H) sse (¬A1 ∈ H o A2 ∈ H). Siccome le
formule ¬A1 → (A1 → A2) e A2 → (A1 → A2) sono tautologie, in entrambi
i casi si ottiene A1 → A2 ∈ H per (h1). Viceversa, se A1 → A2 ∈ H
una formula fra ¬A1 e A2 deve appartenere ad H: se cos`ı non fosse, per
massimalita` avremmo ¬¬A1 ∈ H e ¬A2 ∈ H, contro la consistenza di H (si
osservi infatti che (A1 → A2) → (¬¬A1 → (¬A2 → A2)) e` una tautologia,
per cui avremmo A2 ∈ H per (h1)).
• Se A e` ∀xB, abbiamo AH |= ∀xB sse per ogni a ∈ AH AH |= B(a¯/x).
Tuttavia ogni a ∈ AH e` uguale ad un termine chiuso t di L+; siccome
IH(a¯) = a = t = IH(t), AH |= B(a¯) equivale a AH |= B(t).30 Quindi,
tenendo conto anche dell’ipotesi induttiva, AH |= ∀xB equivale a “per ogni
t, B(t) ∈ H”. Si tratta percio` di appurare che vale
“∀xB ∈ H sse per ogni t, B(t) ∈ H”.
Il lato da sinistra a destra segue da (h1) e dall’assioma (A5); per l’altro lato,
si osservi che se ∀xB 6∈ H allora ¬∀xB ∈ H, da cui ¬B(t) ∈ H per qualche
t (per (h2)) e quindi B(t) 6∈ H per qulche t. a
30Questo fatto segue dalla validita` dell’assioma (A7) dell’uguaglianza (la verifica della
validita` di tale assioma e` un esercizio laborioso, ma di routine).
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Per concludere la dimostrazione del teorema di completezza basta quindi provare
che, se T e` consistente, esiste un insieme Henkin per T .
Come ottenere un insieme Henkin per una teoria T consistente? La prima
cosa che viene in mente e` di prendere come L+ lo stesso L e come candidato
l’insieme S0 dato dagli enunciati A di L tali che T ` A. S0 gode banalmente della
proprieta` di chiusura (h1), gode anche della proprieta` di consistenza (h4) per la
consistenza di T . Tuttavia S0 in generale non e` ne` ricco ne` massimale. Occorrera`
quindi aggiungere nuove formule a S0, eventualmente ampliando anche L stesso,
per forzare le proprieta` (h2) e (h3). Occorrera` farlo senza perdere le proprieta` (h1)
e (h4) che avevamo in partenza.
Per quanto riguarda la condizione (h1), c’e` un modo semplice per garantir-
sela sempre, ossia quello di passare alla chiusura deduttiva. Dato un insieme di
enunciati S, c’e` sempre il piu` piccolo insieme di enunciati che estende S e che e`
deduttivamente chiuso: si tratta dell’insieme
S` = {B | esistono A1, . . . , An ∈ S t.c. T ` A1 ∧ · · · ∧An → B}
(S` si chiama chiusura deduttiva di S).31 Quindi, per garantirci (h1), ci bastera`
sistematicamente sostituire ogni S che incontriamo con S`.
Per forzare ricchezza e massimalita` senza perdere la consistenza ci servono due
Lemmi appositi (che dimostreremo per ultimi):
Lemma (di arricchimento). Se S e` un insieme di enunciati deduttivamente chiuso
e consistente, esiste un insieme deduttivamente chiuso e consistente di enunciati
S+ ⊇ S (in un linguaggio L+ che estende il linguaggio di S) tale che ogni insieme
deduttivamente chiuso di enunciati di L+ che estende S+ e` ricco.
Lemma (di Lindenbaum) Se S e` un insieme di enunciati deduttivamente chiu-
so e consistente, esiste un insieme di enunciati S∗ ⊇ S deduttivamente chiuso,
consistente e massimale nello stesso linguaggio di S.
Con questi due Lemmi a disposizione si puo` terminare subito la dimostrazione
del Teorema di completezza trovando per la nostra teoria consistente T un insieme
Henkin: si prende S0, si costruisce S
+ ⊇ S0 come nel Lemma di arricchimento
(il linguaggio variera` da L ad un opportuna estensione L+) e poi si costruisce
S∗ ⊇ S+ come nel Lemma di Lindenbaum. Siccome S∗ sara` anche ricco, sara` il
nostro insieme Henkin.
Non ci resta che dimostrare i due Lemmi di arricchimento e di Lindenbaum.
Per semplicita`, supporremo che il liguaggio L di partenza sia numerabile, sicche`
sara` possibile fare un elenco infinito
A1, A2, . . .
31Utilizzando il teorema di deduzione, S` si puo` definire con {B | T ∪ S ` B}.
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delle formule di L (e anche delle formule di ogni L+ ottenuto da L con l’aggiunta
di una quantita` numerabile di nuove costanti).32
Dimostrazione del Lemma di arricchimento. Sia C = {c1, c2, . . . } un insieme
numerabile di nuove costanti e sia L+ la relativa estensione di L. Sia
¬∀x1A1,¬∀x2A2, . . .
un’enumerazione delle formule chiuse di L+ che cominciano con un quantificatore
universale negato. La formula testimone Ti di ¬∀xiAi e` la formula
¬∀xiAi → ¬Ai(di/xi)
dove di e` la prima costante nell’enumerazione di C che non compare ne` in ¬∀xiAi
ne` in Tj per j < i (esistera` perche´ C e` infinito e le Tj (j < i) contengono solo un
insieme finito di simboli). Sia S+ la chiusura deduttiva dell’insieme
S ∪ {Ti}i.
S+ e` consistente. Se cos´ı non fosse, avremmo che esistono A1, . . . , An ∈ S ed esiste
un m ≥ 0 tali che33
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm → ⊥
Mostriamo che cio` non puo` essere per induzione su m. Per m = 0 cio` non e`
possibile perche´ S e` deduttivamente chiuso e consistente. Se m > 0, abbiamo (per
semplici tautologie)
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → ¬(¬∀xmAm → ¬Am(dm)).
Ora dm non compare che nelle occorrenze esplicitamente indicate per costruzione.
Sostituendola in tutta la prova con la variabile xm otteniamo
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → ¬(¬∀xmAm → ¬Am(xm)); .
32Se l’insieme di tutti i simboli di L e` numerabile, tale e` l’insieme delle formule di L.
Cio` si riduce, in ultima analisi, al fatto che possiamo mappare iniettivamente l’insieme
delle stringhe di numeri naturali in N (se per semplicita` conveniamo che 0 6∈ N, possiamo
definire tale mappa iniettiva associando a s1s2 · · · sk il numero 2s13s2 · · · pskk , dove pk e` il
k-esimo numero primo). L’enumerazione delle formule di L si puo` fare in modo effettivo,
ma non val la pena insistere piu` di tanto su tale aspetto, visto che la dimostrazione del
teorema di completezza e` per sua natura non costruttiva. Se non si fa la restrizione che
L sia numerabile, occorrono principi insiemistici forti come il lemma di Zorn o il principio
del buon ordinamento, ma la dimostrazione resta essenzialmente la stessa.
33Possiamo supporre che tutte le T1, . . . , Tm figurino (senza buchi) utilizzando tautologie
opportune che sono varianti dell’assioma (A1). Abbiamo anche usato il fatto (di semplice
verifica) che un insieme deduttivamente chiuso soddisfa (h4) se e solo se non contiene ⊥.
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Applicando tautologie opportune, ricaviamo
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → ¬∀xmAm;
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → Am(xm); .
Dalla seconda di queste formule, per (R2) e (A5) si ottiene
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → ∀xmAm(xm).
e quindi (applicando semplici tautologie)
T ` A1 ∧ · · · ∧An ∧ T1 ∧ · · · ∧ Tm−1 → ⊥.
contro l’ipotesi induttiva.
Abbiamo quindi stabilito che S+ e` consistente. Resta da far vedere che ogni
insieme deduttivamente chiuso S′ ⊇ S+ di enunciati nello stesso linguaggio L+
di S+ e` ricco. Preso un enunciato del tipo ¬∀xB appartenete ad S′, avremo
che ¬∀xB ricorre ad un certo punto nell’enumerazione che abbiamo fatto degli
enunciati di L+ che cominciano con un quantificatore universale negato. Percio`
¬∀xB → ¬B(d/x) appartiene a S+ per qualche d. Per modus ponens, ¬B(d/x)
appartiene anch’esso a S+. a
Dimostrazione del Lemma di Lindenbaum. Osserviamo preliminarmente che
se S′ e` un insieme di enunciati deduttivamente chiuso e consistente, allora per
ogni enunciato A, si ha che (S′ ∪ {A})` e` consistente oppure che (S′ ∪ {¬A})` e`
consistente. Se cos´ı non fosse, avremmo
T ` A ∧B1 ∧ · · · ∧Bn → ⊥ T ` ¬A ∧ C1 ∧ · · · ∧ Cm → ⊥
per certe B1, . . . , Bn, C1, . . . , Cm ∈ S′. Applicando tautologie opportune si ottiene
T ` B1 ∧ · · · ∧Bn ∧ C1 ∧ · · · ∧ Cm → ⊥
contro la consistenza di S′. Allora, data un’enumerazione A1, A2, . . . delle formule
del linguaggio del nostro insieme consistente S che vogliamo rendere massimale,
poniamo (per induzione su i): (i) S0 := S; (ii) Si+1 := Si ∪{Ai+1} oppure Si+1 :=
Si ∪ {¬Ai+1} (a seconda del caso, in modo da non perdere la consistenza). Sia S∗
uguale alla chiusura deduttiva di
⋃
Si: S
∗ e` massimale e deduttivamente chiuso
per costruzione. Inoltre e` consistente: se no, gia` per qualche indice i, avremmo
una relazione del tipo T ` A1 ∧ · · · ∧An → ⊥ con {A1, . . . , An} ⊆ Si, assurdo per
costruzione. a
Quanto visto termina la dimostrazione del teorema di completezza nel caso in
cui L non ha l’identita`. Affrontiamo quest’ultima estensione: bastera` una lieve
modifica. Se T e` consistente, c’e` comunque un insieme Henkin H per T in un
linguaggio espanso L+. Tuttavia la costruzione della struttura AH non va piu`
bene perche´ la relazione fondamentale (∗) vista nella dimostrazione del Lemma
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di Henkin fallisce per gli enunciati atomici del tipo t1 = t2 (il fatto che t1 = t2
appartenga ad H non garantisce che IH(t1) sia uguale a IH(t2), perche´ cio` vale solo
quando t1 e t2 sono fisicamente lo stesso termine). Per ovviare a tale inconveniente
basta un quoziente.
Lemma (di Henkin per l’identita`) Supponiamo che L contenga l’identita` e che
esista un insieme Henkin per una teoria T . Allora T ha un modello.
Dim. SiaH un insieme Henkin per T in un linguaggio arricchito L+. Definiamo
nell’insieme dei termini chiusi di L+ la relazione di equivalenza
t1 ∼ t2 sse t1 = t2 ∈ H.
Che ∼ sia riflessiva, simmetrica e transitiva segue dagli assiomi dell’identita` e
dalla proprieta` di chiusura (h1) che H soddisfa. Con [t] indicheremo la classe
di equivalenza di t. Definiamo ora una L+-struttura A=H = (A=H , I=H) nel modo
seguente:
- A=H e` l’insieme dei termini chiusi di L+ quozientato per la relazione di equiva-
lenza ∼;
- per ogni f ∈ Fn, I=H(f)([t1], . . . , [tn]) = [f(t1, . . . , tn)];
- per ogni P ∈ Pn, I=H(P ) e` l’insieme dei ([t1], . . . , [tn]) tali che P (t1, . . . , tn) ∈ H.
Ovviamente, occorre verificare che le definizioni date non dipendono dai rappre-
sentanti scelti per le classi di equivalenza, ossia che:
(i) se t1 ∼ t′1, . . . , tn ∼ t′n, allora per ogni f ∈ Fn, f(t1, . . . , tn) ∼ f(t′1, . . . , t′n);
(ii) se t1 ∼ t′1, . . . , tn ∼ t′n, allora per ogni P ∈ Pn, P (t1, . . . , tn) ∈ H sse
P (t′1, . . . , t′n) ∈ H.
Ma (i) e (ii) seguono immediatamente dal fatto che le formule
t1 = t
′
1 ∧ · · · ∧ tn = t′n → f(t1, . . . , tn) = f(t′1, . . . , t′n)
t1 = t
′
1 ∧ · · · ∧ tn = t′n ∧ P (t1, . . . , tn)→ P (t′1, . . . , t′n)
sono dimostrabili (si usi reiteratemente l’assioma (A7), con opportune tautologie).
Per induzione, e` banale verificare che I=H(t) = [t] per ogni termine chiuso di
L+. Verifichiamo ora la proprieta` cruciale:
(∗) AH |= A sse A ∈ H
per ogni A formula chiusa di L+.
Affrontiamo la verifica di (∗) per induzione su A.
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• Se A e` t1 = t2, allora A=H |= t1 = t2 sse I=H(t1) = I=H(t2) sse [t1] = [t2] sse
t1 ∼ t2 sse t1 = t2 ∈ H.
• Se A e` P (t1, . . . , tn), abbiamo A=H |= P (t1, . . . , tn) sse (I=H(t1), . . . , I=H(tn)) ∈
I=H(P ) sse ([t1], . . . , [tn]) ∈ I=H(P ) sse P (t1, . . . , tn) ∈ H.
• Se A e` del tipo ¬B, A1 → A2 o del tipo ∀xB, si ragiona come nel caso senza
identita`, senza variazioni di rilievo. a
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