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NEWTON’S METHOD IN PRACTICE: FINDING ALL ROOTS OF
POLYNOMIALS OF DEGREE ONE MILLION EFFICIENTLY
DIERK SCHLEICHER AND ROBIN STOLL
Abstract. We use Newton’s method to find all roots of several polynomials in
one complex variable of degree up to and exceeding one million and show that
the method, applied to appropriately chosen starting points, can be turned into
an algorithm that can be applied routinely to find all roots without deflation
and with the inherent numerical stability of Newton’s method.
We specify an algorithm that provably terminates and finds all roots of
any polynomial of arbitrary degree, provided all roots are distinct and exact
computation is available. It is known that Newton’s method is inherently
stable, so computing errors do not accumulate; we provide an exact bound on
how much numerical precision is sufficient.
1. Introduction
Figure 1. The dynamics of Newton’s method for a polynomial of
degree 12. Different colors indicate starting points that converge
to different roots, and different shades of color indicate the speed
of convergence to that root.
Finding roots of equations, especially polynomial equations, is one of the oldest
tasks in mathematics; solving any equation f(x) = g(x) means finding roots of (f−
g)(x). This task is of fundamental importance in modern computer algebra systems,
as well as for geometric modelling. Newton’s method, as the name indicates, is one
of the oldest methods for approximating roots of smooth maps, and in many cases
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2 DIERK SCHLEICHER AND ROBIN STOLL
it is known to converge very fast (quadratically) locally near the roots. However, it
has a reputation of being globally unpredictable: where does one have to start the
iteration, and how many iterations are required to find all roots? We are interested
in the case of polynomials in a single complex variable. The global structure of
the dynamical system of Newton’s method is shown in Figure 1 for some random
polynomial of degree 12: a priori, it seems indeed difficult to find a structural way
of selecting good points from where to start the iteration.
Quite a lot of work has been done on finding roots of univariate polynomials, and
various efficient methods are used in practice (for instance, finding the eigenvalues
of the companion matrix). Besides the survey articles by McNamee [McN1, McN2],
we would like to mention in particular studies and results by Pan [P1, P2], Renegar
[R], Smale [Sm2], as well as Giusti et al [GLSY], the Lindsey-Fox algorithm [LF],
and especially MPSolve 3.0 from [BR14] and Eigensolve from [F].
Our focus is on Newton’s method for a polynomial in one complex variable. In
a sequence of papers [HSS, S1, BLS, S4, BAS], we showed that one can control
Newton’s method well enough to establish very reasonable worst-case bounds: for
polynomials of degree d, normalized so that all roots are in the complex unit disk,
there is an explicit set of 1.1d(log d)2 starting points that is guaranteed to find all
roots of all such polynomials [HSS]; using probabilistic methods, it is even sufficient
to use O(d(log log d)2) starting points [BLS]. Moreover, the number of iterations
required to find all roots with ε-precision in the expected case is no more than
O(d2 log4 d+ d log | log ε|) [S4, BAS].
The first result of our study is that these theoretical bounds make it possible to
find all roots of polynomials of degree d > 106 as a matter of routine on standard
personal computers. One great advantage of Newton’s method, besides its simplic-
ity, is its numerical stability: errors do not accumulate, so the precision ultimately
achieved does not depend on intermediate precision; we make this precise in Sec-
tion 2.5. Moreover, no deflation is required during the process: all roots are found
directly for the original polynomial.
Our second result is a practical estimate of the complexity. While O(d2 log4 d)
seems like an inviting complexity, the innocent log d factors can still become large:
when d is about one million, then log d ≈ 13.8, and our explicit worst-case set
of 1.1d log2 d starting points still has about 190 d points, that is 190 times more
than the number of roots we need to find, and the number of iterations is on the
order of 36 000 d2. We perform a number of case studies to find all roots of various
polynomials of degree d > 106 in order to show how many starting points, and how
many iterations, are required in practice. It turns out that in many cases, about 4d
starting points suffice to converge to all roots, and the number of iterations required
to find any particular root is less than d. We prove that our method converges in
the absence of (approximate) multiple roots, but requires O(d2) iterations to find
all roots (in the presence of near-multiple roots, all roots are still found, but we
do not discuss here how to determine their multiplicity). One of the results of
our study is that for degrees around 106 and for all the polynomials studied, the
constant in front of the d2 is approximately 4 log 2 < 3, not (log d)4 and not many
thousands — and the total computing time is about one day (or about one hour
for an improved algorithm).
We do this study on several different polynomials. Some of them are motivated
by applications from holomorphic dynamics, such as finding centers of hyperbolic
FINDING ALL ROOTS OF POLYNOMIALS OF DEGREE ONE MILLION 3
components of the Mandelbrot set (as defined in Section 3.1), or finding periodic
points of iterated polynomials. In order to confirm that the efficiency is not a
coincidence depending on specific properties coming from dynamics, we also study
a few modified polynomials that do not have any particular properties — with the
exception of the one property that they can be evaluated efficiently recursively,
so that we do not have to worry about issues of evaluating a million different
coefficients. (In fact, some of our polynomials have coefficients of absolute value
22
19
that one does not wish to have to evaluate, while the roots are still in a small
disk near the origin and can be found easily by our methods). Of course, it would
be desirable to extend this study to a larger set of test polynomials, and this is what
we are planning to do in the near future. We view the current set of experiments
as a “proof of concept”.
In Section 2, we describe the algorithm, as well as the heuristics, that we employ
in order to find all roots of the polynomials, and we discuss the required numerical
precision. In Section 3, we introduce the polynomials, all of degree at least one
million, for which we intend to find all roots. In Section 4, we then present the
numerical results that we obtained: that is, the required number of starting points
and iteration numbers in order to find all roots with given precision, together with
a warranty that all roots have indeed been found.
Acknowledgements. We are grateful to a number of friends and colleagues, in-
cluding Marcel Oliver and especially Victor Pan and Michael Stoll, for useful dis-
cussions, helpful advice and encouragement; the same thanks go to our graduate
students, especially Khudoyor Mamayusupov and Sabyasachi Mukherjee, for inter-
esting discussions and feedback. We are also grateful to the Chair of Computer
Algebra at Bayreuth University for letting us use their computers for some of our
earlier computations. Finally, we would like to express our appreciation to the two
referees for their extremely helpful suggestions.
2. The Algorithm
Our study begins with the following algorithm that comes with a detailed proof.
Here and elsewhere, Dr(q) := {z ∈ C : |z − q| < r} denotes the open disk around q
with radius r.
Theorem 1 (Success of Newton Iteration Algorithm). The following algorithm
will find all roots of any polynomial p of degree d with accuracy ε > 0, provided all
roots have mutual distance greater than 2ε, when sufficient computing precision is
available:
(1) find a circle C that surrounds all roots;
(2) for ν = 0, choose an arbitrary finite set Sν ⊂ C and an arbitrary iteration
limit Mν > 0;
(3) apply Newton’s method N(z) = z − p(z)/p′(z) to iterate all points in Sν
while |N(z)− z| > ε/d, but at most for Mν iterations;
(4) if among the iterated points that started in Sν there are d points z1, . . . , zd ∈
C so that |N(zj)−zj | ≤ ε/d for all j and so that all disks Dε(zj) are disjoint,
then each of these disks Dε(zj) contains exactly one root of p;
(5) otherwise, enlarge Sν to a set Sν+1 ⊂ C containing Sν , choose a new
iteration limit Mν+1 ≥Mν and continue in Step 3.
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The choices in Step (5) are arbitrary subject to the requirements that
⋃
ν≥0 Sν is
dense in C (i.e., it intersects every open subset of C) and Mν →∞.
Remark. We would like to point out that no deflation is needed in the process: all
roots are found by Newton’s method applied directly to the original polynomial.
We should also emphasize that the condition stated in the end of the theorem,
that the set
⋃
ν Sν be dense in the circle C, is only of theoretical nature: indeed,
we show in Section 4 that empirically 4d (or sometimes 8d) equidistributed points
in C suffice to find all roots (and we prove in [HSS] that 2.5d3/2 equidistributed
points on C always suffice). Reasonable values of Mν are discussed in Section 2.2;
in our experiments we usually used Mν = 10d.
The reason why in Step (3) we need to iterate while |N(z) − z| > ε/d, rather
than ε, comes from our warranty in Equation(1) that all roots are indeed found;
see also Section 2.4.
It is relatively easy to modify the theorem when the mutual distance between
the roots is less than 2ε, as long as all roots are distinct (or have, practically
speaking, mutual distance significantly greater than the computational accuracy);
some relevant remarks are given in Section 2.3. The general case, allowing multiple
roots, will be discussed in [MMS].
The amount of computing precision required is very moderate: Newton’s method
is stable in the sense that moderate computing imprecision is tolerated and cor-
rected along the way; the desired accuracy is required only in the last itera-
tions. More precisely, if N◦n(zj) → αj as n → ∞, then there is an ε∗ > 0 so
that every ε∗-pseudo-orbit near the orbit of zj will still converge to αj with ap-
proximately the same speed; this means the following: if we set zj,0 := zj and
zj,n+1 := N(zj,n) + δn with arbitrary δn ∈ Dε∗(0) (modeling finite computational
errors), then zj,n ∈ Dε∗(αj) for large n. See Section 2.5 for details.
Finally, we should mention that a significant amount of work has been done
on finding an appropriate circle C; see for instance the survey [McO] (or [McN2,
Sec. 1.10]).
To prove our theorem, we need to fix some terminology. The basin of a root α
is {z ∈ C : N◦n(z) → α as n→∞}. The immediate basin of the root α, usually
denoted Uα, is the connected component of the basin that contains the root. A
channel of the immediate basin Uα is an unbounded connected component of Uα\C,
where C is the given circle that surrounds all roots.
Proof. By [HSS, Proposition 5], every immediate basin is unbounded, so if C is any
circle that surrounds all the roots, then C must intersect every immediate basin
and even (the closure of) every channel of the immediate basin in an open set. In
particular, every dense subset of C must intersect the immediate basin of every
root.
In fact, one of the channels must be thick enough so that it intersects C in at
least one arc segment J of arc length 0.4d−3/2: that is, the ratio of the length of J
and the total length of C is at least 0.4d−3/2 [HSS, Section 8].
It follows that d2.5 d3/2e equidistant points on C will intersect every immediate
basin, so that these points will find all roots under the Newton iteration. For every
compact sub-interval J0 of J , the number of iterations to find the given root with
accuracy ε > 0 is bounded above.
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Given such a compact sub-interval J0 of length δ > 0, let M = M(J0) be this
required number of iterations. Then for sufficiently large ν, we have Mν ≥M and
Sν intersects J0. Therefore, the starting points in Sν will converge to all the roots
of p.
For every z ∈ C there is at least one root of p, say α, that satisfies
(1) |z − α| ≤ d|N(z)− z|
[S1, Lemma 5], so if |N(z)− z| ≤ ε/d, then |z−α| ≤ ε for some root α, hence z has
found some root with desired accuracy. If the mutual distance between any two
roots exceeds 2ε, then there is a unique root α with |z−α| ≤ ε, so the orbit through
z has found the root α without ambiguity. For sufficiently large ν, each root αj has
at least one zj ∈ Sν that converges to αj (we mentioned above that every dense
subset of C intersects Uαj ), so the algorithm terminates in finite time. 
There are very reasonable a-priori-estimates available on the required number of
points in Sν , as well as the maximal number of iterations Mν . As mentioned above,
one can achieve |Sν | ≤ 1.1d(log d)2 when placing the points in Sν on O(log d)
circles, and |Sν | ≤ 2.5d3/2 in case of a single circle. A non-deterministic set of
starting points can even have |Sν | = O(d(log log d)2) [BLS]. The required number
of iterations for all Newton orbits combined can be bounded under reasonable
assumptions on the distribution of the roots by O(d3 log3 d + d log | log ε|) [S4] or
even by O(d log4 d + d log | log ε|) [BAS]. These “reasonable assumptions” include
the case that all roots are uniformly and independently distributed in some disk,
or even on some analytic arc, or that the coefficients are randomly distributed
(subject to our standing hypothesis that all roots are within some disk); compare
for instance [ET, Ar] — but of course we are acutely aware of the fact that there
are important classes of polynomials that do not satisfy any such assumptions.
All these are a-priori estimates in the worst case, some of them under the as-
sumption that the roots are reasonably equidistributed. One of the key observations
in our study is that reality tends to be nicer than the worst case bounds, and in
practice one can use a very moderate number of starting points on a single circle:
run-time estimates (depending on the progress made so far) allow the algorithm
to terminate much faster. We will show in Section 4 that even for polynomials of
degree d > 106, usually no more than 4d starting points were needed to converge
to all roots (in one case 8d), and usually less than 3d2 iterations were required to
find all of them with precision ε (once 6.7d2 iterations were needed). The required
precision ε does not show up in these results because once the roots were found with
low precision, convergence is very fast to achieve high precision, so the complexity
terms that depend on ε are in practice dominated by other terms.
We now discuss the relevant parts of the algorithm.
2.1. Starting points. The initial circle C depends on available information of the
polynomial p at hand. (In the absence of any bound on the roots of p, no finite set
of starting points can find all roots: given any finite set S, then there is an r > 0
with S ⊂ Dr(0), and if p is any polynomial and α is one of its roots, then there is a
disk Dρ(α) ⊂ Uα and a conformal isomorphism T : C→ C with T (Dr(0)) = Dρ(α),
and the polynomial p ◦ T has a root at 0 and its immediate basin contains Dr(0)
and hence S.)
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Above, we gave some references on how to find an appropriate circle C. In our
examples, the choice of C was in all cases minimal with the property that it is
known that it surrounds all roots; no “safety factor” was used (for the theoretical
bounds, we only have good estimates when the circle used is larger by a definite
factor than the smallest circle surrounding all roots). The price to pay is that we
have weaker bounds on the thickness of channels (i.e., on the length of the arcs in
which the immediate basins intersect C), so possibly we might need more starting
points in order to find all roots. In practice, the increased speed of iterations seems
to more than compensate for this problem.
We use the following algorithm to determine the set of starting points; the choices
in it are covered by the allowed choice in Theorem 1.
Algorithm 2 (Starting points for Newton’s method). Choose any circle C that
surrounds all roots, and place a set of starting points on them as follows: param-
etrize the circle as C ≈ [0, 1]/(0 ∼ 1) by arc length (i.e., counting angles in full
turns). The starting point at generation 0 has angle 0, the point at generation 1
has angle 1/2, and in general the 2ν−1 starting points at generation ν have angles
a/2ν for odd integers a.
Therefore, up to and including the points of any generation ν there are 2ν equidis-
tant points on C. These have the following coordinates in C: if C = {z ∈ C : |z−q| =
r} for some q ∈ C and r > 0, then Sν = q+r exp(2piiZ/2ν) (of course, by periodicity
of exp, it suffices to replace Z by the finite set {0, 1, 2, . . . , 2ν − 1}). The sequence
of points on C is known as a van der Corput sequence.
Since d roots are to be found in any case, one might as well start with d equidis-
tant points on C and then subdivide by a factor of 2 as necessary. In our case, d
was always a power of 2, so this makes no difference at the end of the day, and our
recursive method is slightly more convenient to implement.
2.2. Stopping Criterion. Consider a polynomial p of degree d and its Newton
map N = Np = id−p/p′. Given a starting point z0 with Newton orbit zn :=
N◦n(z0), in every iteration we know that some root α has the property that |zn −
α| ≤ d|zn+1− zn| [S1, Lemma 5] (we will prove a more general result in Lemma 4).
Among the theoretical difficulties is the fact that, when we know that the orbit (zn)
is in the immediate basin of some root α˜, the nearby root α guaranteed in (1) need
not be α˜. If the iteration stops at zn with the claim that “some root α is within
the disk Dd|zn+1−zn|(zn)”, then if α˜ 6= α, it might be that no orbit finds α˜. Here is
an actual example where this problem might occur: set p(z) = z(zd−1 − 1); then
one root is at z = 0 and d − 1 further roots are equidistributed on the unit circle.
Newton orbits that start with |z0| > 1 will initially move towards ∂D and most of
them will converge to roots of unity, while some will pass between these roots of
unity and eventually converge to 0. If d is very large, then even the orbits in the
immediate basin of 0 will move very slowly near |z| = 1, and one must make sure
not to terminate the iteration early (see Figure 2 for the Newton dynamics in this
case).
Our algorithm in Theorem 1 handles this problem by requiring Mν →∞. How-
ever, this is a worry that does not strike in practice, and we impose a global maximal
number of iterations for any particular orbit, say Mfail. We therefore iterate all our
starting points of any given generation until one of the following occurs:
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Figure 2. The Newton dynamics for the polynomial p(z) =
z(zd−1 − 1) with d = 12. The root z = 0 has one channel be-
tween any pair of adjacent roots on ∂D, but these channels are
thin, and the Newton dynamics is slow near |z| = 1.
success: we have |zn+1−zn| ≤ εsuccess, where εsuccess is a predefined accuracy
threshold for success; or
failure: we have n > Mfail, where Mfail is the largest number of allowed
iterations before the algorithm gives up.
We use pragmatic values for both quantities. The machine data format used on
our computers is long double with internal computational accuracy better than
10−18, and we set εsuccess = 10−16. (In fact, in some of our test runs we used
εsuccess = 10
−18, and in this case almost all roots were found easily, while for one
polynomial of degree 212 just two of the 212 different roots stubbornly refused to be
found. The reason was that the internal computational precision was not sufficient
so as to ever reach |zn+1−zn| < 10−18, so the “success” case never occurred.) Since
convergence in the end is very fast, in theory there is no problem in using small
values of εsuccess. In practice, if εsuccess is too small for the available computational
accuracy, there are problems, and our experience suggests that one should start
with relatively modest values of εsuccess and then increase the required accuracy
along the way.
The largest number of allowed iterations before failure is declared must depend
on d. If z is far from the circle C containing all the roots, then denoting the center
of C by q, one has |N(z)− q| ≈ ((d− 1)/d)|z − q|. Thus after d iterations, one has
|N(z)− q| ≈ |z− q|/e, so when starting outside of C, in order to get closer to C by
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a constant factor f , one needs approximately d log f iterations before even the disk
with the roots is reached. This is why our method of starting outside of the circle
C, where we have good control on the starting points, will always require at least
O(d2) Newton iterations (if all orbits are started from the same circle; an improved
algorithm might do the refinement from Sν to Sν+1 after many iterations, not on
the initial circle).
We used the value Mfail = 10d (we will explain below that the precise value
made little difference because the failure case was reached very rarely as long as
εsuccess and Mfail had reasonable values: a few orbits found attracting cycles of
higher periods, and it pays off to check for such cycles of bounded periods).
2.3. A-Posteriori-Estimates: Counting the Number of Roots Found. We
iterate all the starting points in any generation until each of them either finds a
root (with |N(z) − z| ≤ εsuccess) or gives up (after Mfail iterations). At the end
of the generation, all the successful Newton orbits come with disks that contain
at least one root, by (1). Of course, often several orbits find the same roots. The
number of disks that are disjoint provides a lower bound for the number of roots
found.
For explicit reference, we state a precise success criterion that we used earlier
on:
Theorem 3 (Warranty That All Roots Found). Let p be a polynomial of degree d
and suppose there are d points z1, . . . , zd with the property that all d closed disks
Dri(zi) are disjoint, with ri = d|zi −Np(zi)|. Then each of these d disks contains
one and only one root of p.
Proof. Each disk Dri(zi) contains at least one root by (1). These disks are disjoint,
and the total number of roots is d. 
If all the roots are different (and in practice, their mutual distance is large enough
in terms of the available accuracy of computation), then eventually enough disjoint
disks will be found so that all roots can be discovered and separated. This is the
expected case for “random” polynomials. The worst case (including multiple roots)
is treated in [MMS]. Note that from a numerical point of view, a multiple root is
indistinguishable from several roots that are very close to each other. Practically
speaking, our algorithm declares success once enough different roots are found:
and this declared success comes with a guarantee that it is correct, so that any
optimistic assumptions made earlier are justified a posteriori.
As additional confirmation, we employed a few Viete tests on the roots found:
if p is any polynomial of degree d and normalized (i.e. the leading coefficient is 1),
then the sum of all roots of p must be equal to the negative of the coefficient of
degree d− 1. Moreover, the product of the roots must be equal to (−1)d times the
constant coefficient. If one root vanishes, then the product of the remaining d− 1
roots is equal to (−1)d−1 times the linear term. These tests can be verified very
easily (in principle, one can perform tests also on all other coefficients, but these
are computationally more expensive and thus impractical).
2.4. Refining the Search. If, after any generation ν, not all roots are found, then
the number of starting points is doubled in the next generation, and the Newton
iteration is started again. According to our algorithm, the number Mν of allowed
iterations should also be increased. In practice, with Mν = 10d, every orbit found
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some roots with fewer iterations (unless it converged to a cycler of higher period,
and all roots were found by other starting points), so we used this constant value
of Mν .
The only possibility for our algorithm to fail is when some roots are too close to
each other to be distinguished by our simple test in (1). The problem will not be
resolved by additional starting points or longer iteration. One way is to compute
explicitly how many roots a particular disk contains; compare [MMS]. However,
looking at the proof of (1) shows that in many cases a better estimate is available
if some of the roots are known.
Lemma 4 (Improved Bound on Distance to Root). Let p be a polynomial of degree
d and suppose, for some k ≤ d, the roots α1, . . . , αk of p are known. Then for any
z ∈ C there is at least one root in Dr(z) for
(2) r = (d− k)
 1
|N(z)− z| −
k∑
j=1
1
|z − αj |
−1 .
Proof. Let c := minj∈{1,2...,d} |z − αj |. Then
1
|N(z)− z| =
p′(z)
p(z)
≤
k∑
j=1
1
|z − αj | +
d− k
c
and thus
c ≤ (d− k)
 1
|N(z)− z| −
k∑
j=1
1
|z − αj |
−1 = r .
Therefore, at least one root is contained in Dr(z). 
Observe that, if k = 0, then we regain the old bound (1).
As a specific example, suppose we have a degree d polynomial p and a point
z ∈ C so that |N(z) − z| < ε. The bound (1) says that there is some root α with
|α−z| < dε. Now suppose that the positions of .9d of all roots are known as follows:
0.5d roots αj satisfy |z − αj | > 1, a further 0.3d roots satisfy |z − αj | > 1/10, and
the remaining 0.1d known roots satisfy |z − αj | > 10−3. Then by (2), the distance
from z to the nearest root is at most
0.1d(1/ε− 0.5d− 0.3d · 10− 0.1d · 103)−1
= 0.1dε(1− 0.5dε− 3dε− 100dε)−1 ≈ 0.1dε(1 + 103.5dε)
when dε  1 (which is realistic when z is already near some root). In fact, in
typical cases such as d = 106 and ε = 10−14, the bound for the nearest root is
about 0.1dε, an improvement by a factor of 10 (reflecting the fact that 1/10 of the
roots are at unknown locations).
This way, if most roots are simple and reasonably well separated from the others,
then we obtain much better estimates for the disks containing roots, and it will often
be possible to distinguish all roots by the improved estimates thus acquired even if
the rough initial bound is too weak.
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2.5. The Required Precision. Unlike many other algorithms, Newton’s method
is self-correcting: any loss of accuracy that might have occurred along the way is
eventually corrected — of course, within reason. In the language of “hyperbolic
dynamics” [BS, Chp. 5] (the dynamics at least within the immediate basins is hy-
perbolic in this sense), there is a ε∗ > 0 so that every ε∗-pseudo-orbit is shadowed
by a nearby true orbit: this means that if every iteration has numerical accuracy
better than ε∗, then there is an actual Newton orbit with ideally precise computa-
tion that is close to the pseudo-orbit.
Here we give an exact estimate, to the best of our knowledge for the first time
for Newton’s method, for the required accuracy of computation. We start with a
theoretical worst-case estimate and later explain what more realistic values are.
Theorem 5 (Required Precision of the Newton Algorithm). For every degree d and
every distance δ > 0, there is an accuracy βd(δ) > 0 with the following property:
for every polynomial p of degree d with minimal distance δ > 0 between any two
roots, and for every circle C surrounding all roots α1, . . . , αd of p, there are points
u1, . . . , ud ∈ C so that each uj converges to αj under the Newton map Np of p, and
with the following guaranteed precision: if we have a pseudo-orbit
w0 = uj and wn+1 = wn − (1 + δn)p(wn)/p′(wn) = Np(wn)− δnp(wn)/p′(wn)
with all |δn| < βd, then wn → αj with the same quadratic rate of convergence as
zn → αj.
The required accuracy βd in the worst case is, to leading order,
1/(128pie2d5(log d)2(log d+ | log δ|)) .
In other words, if the orbit (wn) starts at uj and every Newton step is carried out
with relative accuracy βd or better, then the approximate pseudo-orbit will converge
to the same root αj that the orbit of uj converges to, and at the same speed.
Observe that the given condition says that wn+1 −Np(wn) = δn(Np(wn)− wn).
In the following proof and elsewhere, we will make use of the hyperbolic metric
dU within the immediate basin U : this is the metric transported to U by a Riemann
map from the standard hyperbolic metric on the unit disk D. We need two of its
main properties. The first is weak contraction:
(3) any holomorphic map f : U → U has dU (f(z1), f(z2)) ≤ dU (z1, z2) for all
z1, z2 ∈ U .
The other property is that the infinitesimal hyperbolic distance has good bounds:
(4) if dz is an (infinitesimally short) line segment in U with Euclidean length
|dz|, then its hyperbolic length is approximately |dz|/dist(dz, ∂U), where
dist(dz, ∂U) denotes Euclidean distance. This bound is sharp up to a factor
of 2 in either direction.
We will use the following standard estimate on elementary hyperbolic geometry
(compare also [S1, Lemma 7]):
Lemma 6 (Hyperbolic Estimate). If V is a Riemann domain and a, b ∈ V have
|a − b| = s and dV (a, b) = τ , then both a and b have Euclidean distance at least
s/(e2τ − 1) from ∂V .
Proof. Let γ : [0, s′] → V be the unique hyperbolic geodesic segment connecting a
to b, parametrized by Euclidean length s′ ≥ s, and set δ := dist(a, ∂V ) (where dist
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denotes Euclidean distance). Then the hyperbolic length of γ is
τ = dV (a, b) ≥
∫ s′
0
dt
2 dist(γ(t), ∂V )
≥
∫ s′
0
dt
2(δ + t)
=
1
2
log
δ + s′
δ
≥ 1
2
log
(
1 +
s
δ
)
,
where the first equality is definition of hyperbolic length, the first inequality is the
standard estimate (4) and the next one is the triangle inequality. 
Proof of Theorem 5. Fix some root α with immediate basin U . It follows from [S1,
Lemma 6] that there is a curve within U connecting α to ∞ so that every point
z on this curve has dU (z,Np(z)) ≤ τ for some τ ≤ log d. Lemma 6 implies that if
|z −Np(z)| = s, then Dr(z) ∪Dr(Np(z)) ⊂ U for r ≥ s/(e2τ − 1) ≥ s/(d2 − 1).
Pick a point z0 ∈ C ∩ U with dU (z0, Np(z0)) ≤ τ . Let zn := N◦np (z0) be the
points on its orbit. Then dU (zn, Np(zn)) ≤ τ for all n by hyperbolic contraction
(Property (3)), andDr(zn+1) ⊂ U for r ≥ |zn−zn+1|/(d2−1). We have |z′n+1−zn| ≤
|zn− zn+1|+ |zn+1− z′n+1| ≤
(
1 + 1/(d2 − 1)) |p(zn)/p′(zn)|. Therefore, if we know
zn precisely, then every z
′
n+1 ∈ C with z′n+1 − zn = (1 + δn)p(zn)/p′(zn) is still in
U , for |δn| < 1/(d2 − 1).
However, we want to allow inaccuracies not only at a single zn, but along the
entire orbit. The total number of iterations required for z0 to reach the domain of
quadratic convergence is at most
(5) M = 64pid3τ2(log d+ | log δ|)(1 +O(1/τ))
when all roots are δ-separated [S4, Proposition 17]. If we can make sure that
dU (wn+1, Np(wn)) < 1/M for all n, then
dU (wn+2, Np(Np(wn))) ≤ dU (wn+2, Np(wn+1)) + dU (Np(wn+1), Np(Np(wn)))
≤ dU (wn+2, Np(wn+1)) + dU (wn+1, Np(wn)) ≤ 2/M
and thus, by induction, dU (wn, zn) ≤ n/M for all n. In particular, dU (wM , zM ) ≤ 1,
where zM is in the domain of quadratic convergence. From there on, the orbit of
wM follows the orbit of zM at hyperbolic distance at most 1, up to the allowed
relative error. Thus the orbit of zM is in the domain of quadratic convergence as
well, and wn → αj with the same rate of convergence.
To make sure that dU (wn+1, Np(wn)) < 1/M , we require that wn+1 = wn −
(1+ δn)p(wn)/p
′(wn) with |δn| ≤ 1/2M(e2(τ+2)−1). This condition means wn+1−
Np(wn) = δnp(wn)/p
′(wn) = δn(wn − Np(wn)). We may assume by induction
that dU (zn, wn) < n/M < 1, hence dU (wn, wn+1) ≤ dU (wn, zn) + dU (zn, zn+1) +
dU (zn+1, wn+1) ≤ τ+2. ThereforeDr(Np(wn)) ⊂ U for r ≥ |wn−Np(wn)|/(e2(τ+2)−
1). By the two standard estimates on hyperbolic length from (3) and (4), we then
have
dU (wn+1, Np(wn)) ≤ dDr(Np(wn))(wn+1, Np(wn)) ≤ 1/M
as required.
The required relative precision in every iteration step is thus
|δn| < 1
2M(e(2τ+2) − 1)
for each iteration step until quadratic convergence is reached. Using (5) and τ ≤
log d, we obtain 2M(e(2τ+2) − 1) = 128pie2d5τ2(log d + | log δ|) plus lower order
terms. 
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Of course, the required relative accuracy of less than O(d−5) is unrealistic in
practice — this is an upper bound under unrealistic worst case assumptions in
many places. For instance, the hyperbolic estimates are carried out when the
immediate basin U is all of C minus a half line, ignoring all other basins and the
fact that U is invariant by the dynamics. If instead we assume that the hyperbolic
geodesic in U connecting z to Np(z) has equal distance to the boundary everywhere
(up to a bounded factor), then the bound improves as follows, using (4): when
|z −Np(z)| = s, then Dr(z) ∪Dr(Np(z)) ⊂ U for r ≥ s/τ . This replaces the factor
e2(τ+2) ≈ e2d2 by τ + 2 and brings βd down to 128pid3τ3(log d+ | log δ|).
The second serious improvement is that, according to [BAS], the number of
iterations required to find all roots, in case the roots are reasonably equidistributed
in D, is of the order d2(log d)4, rather than d3(log d)4. Since this is the maximal
number of iterations required to find all roots, the number of iterations required
for any single root is still one order lower, at d(log d)4 (at least on average) —
in fact, our experiments show a number of iterations at most d for each root (see
below). If we substitute d for M , then we obtain βd ≤ 1/2d log d: the necessary
relative precision is approximately 1/d, up to logarithmic factors. This is of course
not a theoretically proven worst-case bound, but a bound that is supported by a
combination of precise estimates under reasonable assumptions on equidistribution
of roots and on the shape of domains that are supported by experimental evidence.
In any case, the success of the algorithm can be verified independently by simple
a-posteriori-estimates as described in Section 2.4.
3. The Polynomials of Our Study
In this section, we describe several polynomials of large degrees for which we
find all roots. Most of them are motivated by different questions from holomorphic
dynamics, while some are not, on purpose.
3.1. Centers of Hyperbolic Components of the Mandelbrot Set. The Man-
delbrot set M is defined as the set of all parameters c ∈ C for which the filled-in
Julia set of pc(z) := z
2 + c (that is the set of all z ∈ C for which the orbit under pc
is bounded) is connected. Equivalently, M is the set of c ∈ C for which the orbit
of 0 is bounded under iteration of pc (note that z = 0 is the unique critical point
of pc). It is an easy exercise to show that M ⊂ D2(0), and also M ⊂ D2(−0.75)
(see the remark after Lemma 7). The Mandelbrot set is shown in Figure 3.
If pc has an attracting periodic point, that is a z ∈ C with p◦nc (z) = z and
|(p◦nc )′(z)| < 1 for some period n ∈ N+, then c is in a component of the interior
of M called hyperbolic component, and for all parameters c within this hyperbolic
component the maps pc have attracting periodic points of constant period. Con-
jecturally, every interior point of M is in a hyperbolic component (this famous
conjecture is known as density of hyperbolicity in the quadratic family, and by a
classical theorem of Douady and Hubbard it follows from the conjecture of local
connectivity of the Mandelbrot set [DH, S2]).
For various reasons, it is of interest to find the hyperbolic components of M:
they are easy to describe and reasonably easy to find, they describe the entire
combinatorial structure ofM and conjecturally also its topology, and conjecturally
the union of their areas is the total area ofM; indeed finding a good bound on the
area of M was one of the key inspirations for this investigation [SSt].
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1.1.2 Die Definitionen der Mandelbrotmenge
Definition 3 Die Mandelbrotmenge ist die Menge der komplexen Zahlen
c, so dass die Julia-Menge zu pc(z) = z
2 + c zusammenha¨ngend ist.
Darum ist die Mandelbrotmenge auch der sogenannte Parameter-Raum
der Julia-Mengen der quadratischen Funktionen. Das heißt, jedem Punkt
im Raum der Mandelbrotmenge ist eine Julia-Menge zugeordnet, und
die Mandelbrotmenge unterteilt diese in zusammenha¨ngend und nicht-
zusammenha¨ngend. Pierre Fatou und Gaston Julia zeigten 1919, dass obi-
ge Definition a¨quivalent ist zu
Definition 4 Die Mandelbrotmenge ist die Menge der komplexen Zahlen
c, so dass die Bahn von 0 unter Iteration von pc(z) = z
2 + c beschra¨nkt
bleibt.
Letzteres ist die am ha¨ufigsten anzutre↵ende Definiton, und vor allem gut
geeignet um eine grafische Darstellung zu erhalten.
1.1.3 Hyperbolische Komponenten
Definition 5 Hyperbolische Komponenten sind Zusammenhangskompo-
nenten der Menge der Punkte c der Mandelbrotmenge, deren zugeho¨rige
Funktionen pc(z) = z
2 + c einen attraktiven Zyklus einer gegebenen Peri-
ode haben.
Diese werden im Folgenden oft einfach nur Komponenten genannt. Sie
sind genau die kreis- beziehungsweise bohnenfo¨rmigen Fla¨chen, die an je-
weils einem Punkt mit anderen Komponenten zusammenha¨ngen. So ist
zum Beispiel das große, bohnenfo¨rmige Kardioid in der Mitte die Kompo-
nente der Periode 1, die kreisfo¨rmige links daneben die der Periode 2. Es
ist eine wichtige, o↵ene Vermutung, dass es keine inneren Punkte in der
Mandelbrotmenge gibt, die nicht zu einer solchen Komponente geho¨ren.
Abbildung 3: Alle Komponenten bis Periode 19, jeweils angena¨hert durch ein
Polygon mit tausend Eckpunkten. Komponenten gleicher Periode haben die
gleiche Farbe (gelb: 1, gru¨n: 2, hellblau: 3, . . . ).
4
Figure 3. The Mandelbrot set, with hyperbolic components of
different periods indicated by different colors.
Every hyperbolic component has a unique center : that is a parameter c for which
z = 0 is periodic. These centers satisfy a polynomial equation as follows: define
polynomials P0(c) = 0 and Pn+1(c) = P
2
n + c, then Pn(c) is the n-th iterate of
z = 0 under the map z 7→ pc(z) = z2 + c. The centers of period n are thus roots
of Pn, which is a polynomial in c of degree 2
n−1; conversely, the roots of Pn are
centers of hyperbolic components of period n or of period dividing n. Specifically,
we have P1(c) = c, P2(c) = c
2 + c, P3(c) = c
4 + 2c3 + c2 + c, and in general
Pn(c) = c
2n−1 + 2n−2c2
n−1−1 + · · ·+ c2 + c.
The first of the polynomials for which we find all roots is P21, which has degree
220 = 1 048 576. This polynomial factors into P1, P3/P1, P7/P1 and a remainder
Q21 that have degrees 1, 3, 63, and 1 048 509, respectively and that are (conjec-
turally) all irreducible (this conjecture has been verified numerically for a number
of small n by Manning, but for general n it has been open for more than 20 years
now). However, it is much easier to find all roots of P21 than of Q21 of slightly
lower degree: for the simple reason that P21(c) and also P
′
21(c) can be computed
easily by recursion, while Q21 cannot.
Since M ⊂ D2(−0.75), the circle C = {z ∈ C : |z + 0.75| = 2} surrounds all
centers. This is the circle we use for our study. (Of course, in this case one can
exploit the real symmetry of M and only use starting points with non-negative
imaginary parts; these are sufficient to find all centers up to complex conjugation.
We used this shortcut in some of our initial computations.)
3.2. Periodic Points of Quadratic Polynomials. For a single polynomial pc(z) =
z2 + c, the periodic points of period n are roots of the polynomial Pn(c, z) =
p◦nc (z) − z of degree 2n. Periodic points are of obvious interest in the theory of
dynamical systems. For instance, they are dense in the Julia set; in fact, the
equidistributed atomic masses at the periodic points of period n converge to the
unique measure of maximal entropy on the Julia set [L].
14 DIERK SCHLEICHER AND ROBIN STOLL
These polynomials factor again by exact periods: every Pmn(c, z) is divisible by
Pn(c, z), so one can write them as a product Pn(c, z) =
∏
k|nQk(c, z). These Qk,
considered as polynomials in z over the field C(c), are known to be irreducible (their
Galois groups are even the largest groups that are compatible with the dynamics
[Bo, S3]). But again, for every n it is much easier to compute the roots of Pn than
of their irreducible factors Qn, and the difference in degrees is minor.
We find all periodic points of period n = 20 for two polynomials: the first is
z 7→ z2 + i, which is one of the simplest quadratic polynomials of interest (the
critical point is preperiodic: after 2 iterations, it falls onto a cycle of period 2).
The second candidate is p(z) = z2 + 2. This polynomial is dynamically not
very interesting: the critical orbit is 0 7→ 2 7→ 6 7→ 38 7→ 1446 7→ · · · → ∞,
so the Julia set is known to be a Cantor set. An easy estimate shows that for
both polynomials the Julia set, and thus all periodic points, are contained in the
disk D2(0) (see below). However, the coefficients of the second polynomial are
gigantic: for instance, the constant coefficient of p◦n2 equals p
◦n
2 (0) ≥ 22
n−1
. It is
just a very futile task just to write down all coefficients of, say, p◦202 and thus of
P20(2, z) = p
◦20
2 (z) − z (or even to evaluate the constant coefficient!) — but it is
not at all impossible to evaluate the polynomial and to find all roots! This example
should serve as an illustration that in order to find all roots of a polynomial it is
not necessary, and sometimes not even the right condition, to know all coefficients.
(In fact, in certain examples it was often impossible to evaluate P (z) and P ′(z); all
we needed was the quotient, and this had reasonable values.)
For both maps z 7→ z2 + i and z 7→ z2 + 2, we used C = {z ∈ C : |z| = 2}. This
is based on the following elementary lemma.
Lemma 7 (Escape radius for quadratic polynomials). If |c| ≤ 2 and |z| ≥ 2, then
p◦kc (z)→∞ as k →∞, except if c = −2 and z = ±2.
Proof. If |c| ≤ 2 and |zn| = 2 + ε with ε > 0, then |zn+1| = |z2n + c| > 4 + 4ε− |c| ≥
|zn| + 3ε, and inductively |zn+k| ≥ 2 + 3kε. Therefore, all orbits in which some
|zn| > 2 will converge to ∞ for any polynomial z 7→ pc(z) = z2 + c with |c| ≤ 2.
It remains to treat the case |zn| = 2. If |c| < 2, then clearly |z2n+c| ≥ |4−|c|| > 2
and the previous case applies. If |z| = 2 and |c| = 2, then |z2 + c| > 2 unless
z2 = −2c, and |(z2 + c)2 + c| > 2 unless z2 = −2c = (z2 + c)2; but this implies
z2 + c = ±z, so ±z is a fixed point of z2 + c. However, the two fixed points are
1/2±√1/4− c, and if |c| = 2 then |1/2±√1/4− c| ≤ 1/2 + 3/2 = 2 with equality
only for c = −2. 
In conclusion, all periodic points of pc are thus surrounded by C for the two
cases c = 2 and c = i that we investigated.
Remark. This result also implies the fact that M⊂ {c ∈ C : |c| < 2} ∪ {−2} that
we had mentioned earlier: recall that M is the set of parameters c for which the
orbit z0 = 0, zn+1 = z
2
n + c is bounded. If |c| = 2 + ε with ε > 0, then as always
z1 = c and inductively |zn| > 2 + 3n−1ε, similarly as in the lemma. If |c| = 2, then
again z1 = c and it follows directly from the lemma that c ∈M only if c = −2.
The bound that M ⊂ D2(−0.75) follows similarly: if c = −3/4 + reiϕ with
r ≥ 2, then c2 + c = −3/16 − (r/2)eiϕ + r2e2iϕ and |c2 + c| ≥ r2 − r/2 − 3/16,
and if r ≥ 2 then |c2 + c| ≥ 3 − 3/16 > 2. This justifies the claim that the
circle {c ∈ C : |c + 0.75| = 2} surrounds M and hence all centers of its hyperbolic
components.
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3.3. Random Generalization. The polynomials described in the previous sec-
tions were motivated by applications in dynamics, so one might object that these
had special properties that could possibly help in finding their roots. We thus
extend our discussion to a couple of polynomials that, on purpose, do not have
a motivation in terms of dynamics, so we hope they represent reasonably random
cases of polynomials of large degrees. However, we define them recursively so that
they are much more efficient to evaluate without having to know (or even look
at) the coefficients: our task here is to find roots of polynomials, and we choose
polynomials that can easily be evaluated.
For a sequence ci ∈ C with |ci| ≤ 2, let pi(z) := z2 + ci and P (z) := pn ◦ pn−1 ◦
· · · ◦ p2 ◦ p1; here with n = 20. This yields a polynomial of degree 220 = 1 048 576
for which we find all the roots. For our polynomial P , we use a randomly chosen
sequence of ci ∈ D2(0). The distribution of these random numbers is as follows: we
write c = reiϕ and have r ∈ [0, 2] equidistributed and ϕ ∈ [0, 2pi] equidistributed
(so that the density with respect to planar Lebesgue measure increases towards the
center).
Similarly as before, if all |ci| ≤ 2, then |z| ≥ 2 implies |z2 + ci| ≥ |z|, so that
all roots have |z| < 2. (In fact, one can recursively compute the zeros of P by
successively extracting square roots; this feature is quite special for the polynomials
at hand, and it is useful for double-checking the results, but of course is not used
by our Newton algorithm. Instead of finding roots of P (z), we could also find the
roots of P (z) − z of the same degree. This would find all fixed points of P ; these
could be viewed as “periodic points of the random iteration pn ◦ · · · ◦ p1”. While
zeroes of P can easily be found recursively as mentioned above, periodic points
cannot in general be computed in terms of radicals, even in the special case that
all ci coincide: in that case, one can compute the Galois groups explicitly [Bo, S3],
and they are not solvable.
Since all roots α of P satisfy |α| < 2, we again use the circle C = {z ∈ C : |z| = 2}.
4. Numerical Results
The main conclusion of our experiments is that Newton’s method works in prac-
tice quite efficiently. Here we describe the results of our experiments for the various
polynomials under consideration.
4.1. Centers of hyperbolic components. The goal was to find all parameters
c ∈ C with the property that the iteration c0 = 0, cn+1 = c2n + c yields c21 = 0.
Since each cn is a polynomial in c of degree 2
n−1, we obtain a polynomial of degree
d = 220 = 1 048 576 with real coefficients, so all roots are either real or come in
pairs of complex conjugates.
We found all 1 048 576 roots; the minimal distance between any two of them was
2.69 · 10−11 (see Figure 6 for the precise distribution of distances between pairs of
roots).
The Newton iteration required 4d equidistant starting points on the circle |c +
0.75| = 2. By far the most starting points found a root after between 582 223
and typically 850 000 iterations, but about 70 roots required more (up to 3 017 114
iterations). A total of 430 starting points did not find any roots but instead con-
verged to attracting cycles, most of which had period 2, but some had period 4,
and some were non-real. The total number of iterations required to find all roots
was 3 056 825 939 654 ≈ 2.78d2; if we exclude those starting points that converge to
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cycles of higher period, then we have 3 048 225 939 654 ≈ 2.77d2 iterations. (Had
we exploited the symmetry of M, then only 2d starting points and only 1.39d2
iterations would have been required.) The number of roots found as a function of
the number of starting points tried is shown in Figure 4, and a histogram displaying
the number of iterations required is given in Figure 5. The speed of convergence
for many starting points (for period 13) is indicated in Figure 7.
In this experiment, we used εsuccess = 10
−16 and Mfail = 2 · 107, that means
every orbit was iterated until either |zn − Np(zn)| < εsuccess or n ≥ Mfail. In the
former case, we know there is some root α with |zn −α| < dεsuccess = 220 · 10−16 <
1.05 · 10−10. The disks with this radius around our d approximated roots are all
disjoint with very few exceptions (Figure 6 shows that there are only a few pairs of
roots at mutual distance less than 2.1 ·10−10), and for these the improved estimates
from Section 2.4 make it possible to show that all roots have been found, and no root
has been accounted for twice. (As a possible improvement, one could have iterated
all found approximate roots one or two more times, which would in practice yield a
significantly smaller value of |N(zn)−zn| and thus simplify the proof of disjointness
of our approximate roots.)
In a separate earlier experiment, we had used 1.5d equidistributed starting points
on a semicircle (exploiting the symmetry ofM), and these found all the roots after
a total of approximately 1.1d2 iterations (had we ignored the advantages given by
the symmetry, 2.2d2 iterations would have been required).
As additional tests, we performed the Viete test as described in Section 2.3. The
sum of all roots should be equal to the negative of the degree d − 1 coefficient by
Viete’s formula; in our case, this is −2n−2 = −524 288. The numerical sum was
−524 288 + 1.43 · 10−11 + 1.92 · 10−14i with an error of absolute value 1.43 · 10−11,
about half the mutual distance between any two roots found — and it is known
that every root, other than a single root at c = 0, has absolute value at least 0.25.
The roots found thus passed this test as well.
Similarly, the product of the roots should equal the constant coefficient, which
vanishes trivially because of the root at c = 0. However, the product of the non-zero
roots should equal the linear term −1, and the numerical result was −1 − 1.04 ·
10−16 + 1.73 · 10−17i; here the error has absolute value 1.05 · 10−16, quite close to
our guaranteed numerical accuracy of 10−18. We should mention that computing
the product of the non-zero roots required a bit of care: multiplying the 220 roots
in the order found exceeds the possible data format for some partial products, and
we had to choose an order of the roots so that the partial products would remain
within reasonable limits.
One might remark that in our initial experiment with 1.5d equidistant points on
a semicircle for the same polynomial, the sum of the roots differed from the degree
d−1 coefficient by −9.18 ·10−12−3.7 ·10−14i, which has absolute value 9.18 ·10−12,
and the product of the non-zero roots differed from−1 by−2.80·10−17−1.09·10−17i,
which has absolute value 3 ·10−17: both values are even smaller than for the slightly
larger sets of 2d points on a semicircle or 4d points on the circle.
4.2. Periodic points of quadratic polynomials. For the polynomial p(z) =
z2 + 2, a periodic point of period n is a root of the polynomial P (z) = p◦n(z) − z
of degree 2n. Here we found all roots for period n = 20, so that P has degree
220 = 1 048 576.
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Figure 4. Illustration of the numerical effort to find all centers of
hyperbolic components of period n = 21 (and dividing 21) of the
Mandelbrot set. The number of roots found as a function of the
number of starting points tried is shown in the blue graph: it can
be seen that most roots were already found by 2d starting points
(note the dyadic refinements: between consecutive powers of 2 a
new generation of starting points at half the previous arc distance
was used). Every red + marks a root found by the algorithm; the x-
coordinate counts the starting points used so that the n-th starting
point has x = n. The y-coordinate gives the corresponding number
of necessary iterations. Roots that are found for the first time are
marked additionally by a green x. Note that the vertical scales
for both graphs are identical. The number of iterations required
to find the roots seems to oscillate along a curve, but there are
a few outliers (most of these correspond to starting points that
converge to roots that had been found earlier by other starting
points, converging faster). Top of the picture: some starting points
did not converge at all, but found attracting periodic orbits instead.
When this happens, this is shown by a red + (no roots found) at
the maximal iteration number of 2 · 107.
In Figure 8, we illustrate the numerical results. All d = 2n roots were found by
less than 4 194 304 = 4d starting points (horizontal axis; the blue curve illustrates
the number of roots found as a function of the number of starting points). The
number of Newton iterations required to find the root by the first starting point
that discovered it (not necessarily the fastest) is marked in green. It turns out that
the number of iterations required was between 453 193 and 955 762 with average
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Figure 5. Histogram for the number of iterations required to find
centers of period dividing 21 of the Mandelbrot set (for every cen-
ter, only the first starting point that found this root is counted).
About 70 orbits took longer than shown here; on this vertical scale,
they would be invisible (of these, all but 8 correspond to starting
points that rediscovered roots found earlier by other, faster con-
verging starting points).
Figure 6. Statistics on the mutual distance between pairs of cen-
ters of hyperbolic components of period 21 in the Mandelbrot set.
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Figure 7. Speed diagram for the Newton iteration for the centers
of the Mandelbrot set (for simplicity, of degree 213): the color
codes the number of iterations required for all described starting
points. The picture was obtained by starting the Newton iteration
for many points on the circle |c| = 2 and coloring points along
the orbit according to the number of iterations until a center was
found with fixed high accuracy (so that quadratic convergence is
achieved). The picture shows that most orbits stayed outside of
M or near its boundary; a few orbits can be seen that cross the
interior of M.
726 819 ≈ 0.693d, and less than d in every case: see the histogram in Figure 9.
The total number of Newton iterations required was approximately 2.773d2. The
periodic points found (for period 13) are illustrated in Figure 10. (Interestingly,
periodic points of period n = 19 were also found by 4d starting points with a total
number of 2.773 d2 iterations, where again d = 2n; see the remark on “numerology”
in Section 4.4.)
The minimal distance between any two roots found was 2.17·10−10. The statistics
on the mutual distance between pairs of roots is displayed in Figure 11.
We again performed the Viete tests on these roots. The sum of all roots should
be 0, the coefficient of the degree d − 1 term of our polynomial. Numerically, the
sum was 8.08 · 10−13 − 2.67 · 10−14i of absolute value 8.08 · 10−13. For comparison,
the stopping criterion was |z − Np(z)| < 10−16, with a guarantee that a root was
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Figure 8. Illustration of the numerical effort to find all periodic
points of period n = 20 for p(z) = z2 + 2. Blue: number of roots
found as a function of the number of starting points required (note
the dyadic refinements: between consecutive power of 2 a new
generation of starting points at half the previous arc distance was
used). Every green x marks a new root found by the algorithm;
the x-coordinate counts the starting points used so that the n-th
starting point has x = n. The y-coordinate gives the corresponding
number of necessary iterations. (A red + shows the results of
starting points that found a previously discovered root.) Note that
the vertical scale for both graphs are identical.
within distance d ·10−16 ≈ 1.05 ·10−10 of z. The accuracy of the Viete test was thus
much better than the guaranteed accuracy of single roots (of course, the achieved
accuracy of the roots was much better). The product of the roots should equal
the constant term, and in this case the numerics diverged out of numerical bounds,
independent of the order of the product — as it should, because the constant term
is greater than 22
19
.
A few observations on these results may be interesting. First observe that,
since p(z) = p(−z), the Julia set is symmetric under z 7→ −z, but the periodic
points are not: no two points z and −z can ever both be periodic. Still, it turns
out that the global symmetry of the Julia set yields an approximate symmetry of
periodic points and of the Newton dynamics, which results in the fact that the
green/red curve in Figure 8 shows an interesting oscillation with always two cycles
per power of two (powers of two are marked by vertical black lines). The closer the
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Figure 9. Frequency distribution of the number of iterations re-
quired to find all periodic points of period n = 20 of z 7→ z2 + 2.
Observe the pronounced maxima near the minimal and maximal
values.
Figure 10. Speed diagram for finding periodic points of period
n = 13 for p(z) = z2 + 2. Colors indicate the required number
of iterations, ranging from red (very near the roots) to blue (large
number of iterations).
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Figure 11. Histogram on the mutual distance between pairs of
periodic points of period 20 for z 7→ z2 + 2. (Note that the scale is
doubly logarithmic.) This histogram suggests that the Hausdorff
dimension of the Julia set is δ ≈ 0.6: balls of radius r should
then have size rδ, and the periodic points they contain should be
proportional to rδ; so δ should be the slope of the histogram.
circle of starting points is to the Julia set, the fewer iterations are required: so the
oscillation shows the number of iterations until the “interesting” domain containing
the roots are encountered, which is much of the entire iteration effort. Within any
two consecutive powers of two (describing the number of the starting points), new
starting points are equidistributed on the unit circle, starting at angle 0. Figure 10
shows that near full and half turns, the most numbers of iterations are required
(the boundary circle is dark blue), and this yields the maxima in Figure 8; the
minima are near 1/4 and 3/4 (here the circle is light green). The finer symmetry of
the picture explains local maxima near 1/4 and 3/4. The smooth oscillation of the
curve is the reason why the number of required iterations, as a function of angle,
is almost constant near the maxima and minima: this explains why the histogram
in Figure 9 has pronounced maxima at the very left and right ends.
The absolute lower bound on the required number of iterations is explained by
the fact that a definite amount of iterations is required to reach the Julia set and its
periodic points. The absolute upper bound may be more surprising: of course, every
circle around the Julia set must contain points with arbitrarily slow convergence
to the roots, so we would have expected a few starting points that need very many
iterations. However, such starting points seem to be very near the boundary of the
basins and are thus not encountered in practice, or very rarely (some are seen in
Figure 4).
The same experiment was also performed for finding all periodic points of period
n = 20 for p(z) = z2 + i. The results are quite similar, except that the ratio
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between minimal and maximal distances from the starting points to the roots are
less pronounced, so the oscillations of the required numbers of iterations are smaller:
they range from 567 749 to 846 739; a total of 2.773d2 iterations were required by 4d
equidistributed starting points to find all roots. The numerical results are shown
in Figure 12.
Figure 12. Finding periodic points of period n = 20 for pi(z) =
z2 + i. The required number of iterations again oscillates twice
between adjacent powers of two. Blue curve: number of roots
found; green crosses: starting points that found roots for the first
time; red crosses: starting points that found previously discovered
roots.
The histogram showing the distribution of required numbers of iterations is given
in Figure 13, and the Julia set containing the periodic points is shown in Figure 15
together with the speed of convergence.
Again, we found all 1 048 576 roots; the minimal distance between any two of
them was 5.47 · 10−11. In this experiment, we used εsuccess = 10−16, that means
every orbit was iterated until |zn−Np(zn)| < εsuccess (no orbit failed to do so within
the allowed number of iterations), and thus we know from our worst-case bounds
that there is some root α with |zn−α| < dεsuccess < 220 ·10−16 < 1.05 ·10−10. This
is not quite sufficient to guarantee that all d disks are disjoint, but the bound on
the disk containing the nearest root assumes nothing is known about the locations
of the root, and the worst case is when all roots are at equal distance. We know the
approximate locations of most of the roots, and this reduces the size of the disks
containing the roots by a factor of at least 103 (compare Lemma 4). We can thus
be sure again that all roots have been found, and no root has been accounted for
twice. The statistics for the mutual distances between pairs of roots are given in
Figure 14.
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Figure 13. Distribution of number of iterations required for find-
ing periodic points of z 7→ z2 + i of period n = 20.
Figure 14. Histogram on the mutual distance between pairs of
periodic points of period 20 for z 7→ z2 + i. (Scale again doubly
logarithmic.) In this case, the dimension of the Julia set, which is
again the slope of the histogram, can be estimated to be somewhat
greater than δ ≈ 1.0.
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Once more, we performed Viete’s test: the sum of all roots should be zero by
Viete’s formula (this sum should be the negative of the degree d − 1 coefficient),
and the numerical sum was 1.23 ·10−12 +1.53 ·10−12i of absolute value 1.96 ·10−12,
much smaller than the mutual distance between all roots found. Similarly, the
product of all roots should be the constant coefficient, which in our case is −1 + i.
Numerically, we obtained −1 + i− 5.02 · 10−14 + 5.91 · 10−13i with error of absolute
value 5.93 · 10−13 (again, we had to order the roots to be multiplied so that the
partial products remained within reasonable bounds). The roots found thus passed
the two Viete tests as well.
Figure 15. Speed diagram for finding periodic points of period
n = 13 for p(z) = z2 + i. Colors indicate the number of iterations.
4.3. Random polynomial. Our final experiment was performed with a random
polynomial given by a concatenation of quadratic polynomials z 7→ z2 + ci with
random coefficients ci. Our experiments were performed for period n = 20, hence
degree 220 = 1 048 576. All roots were found again for this polynomial, the required
number of starting points was 223 = 8d and the required number of iterations ranged
between 250 853 ≈ .24d and 925 568 ≈ .88d, with an average of 726 824 ≈ .693d.
The total number of iterations required was around 5.545d2.
The pictures (shown in Figures 16, 17, 18 and 19) are very similar again, includ-
ing the two oscillations per period of two (due to the fact that the first map in our
random composition is a quadratic polynomial without linear term, so we again
have z 7→ −z-symmetry). In this case, the number of starting points is somewhat
higher: the first 4d starting points found a total of 1 046 450 roots, but for the
remaining 2 126 roots we had to use the total of 8d starting points. This calls for a
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heuristics on where to start in order to locate the remaining few roots, depending
on the results of the first 4d starting points.
Figure 16. Finding periodic points for a random polynomial of
degree 220. The required number of iterations again oscillates twice
between adjacent powers of two. By far the most roots are found
by 4d starting points (the blue curve), but a total of 8d starting
points was required to find the remaining 2 126 roots. (Orbits that
were the first to discover any given root are colored green, the
others red.)
The Viete test for the sum of the roots yields 1.51·10−12+1.48·10−13i, very close
to the theoretical value 0. The product was outside of numerical bounds, indicating
that the constant coefficient should be gigantic. We do not have its precise value,
but the constant coefficient of the concatenation of the first 10 (of 19) quadratic
polynomials has absolute value greater than 4 · 1097, and from 16 concatenations
on it exceeds the allowed values of the long double data type.
4.4. Some Statistics. In this table, we collect some of the most relevant data
from some of our experiments for degrees d = 219 and d = 220.
Experiment d stp fail #iter iter max avg total 2d 4d
Mandel Center 220 4d 430 .56− .81 2.88 .695 2.78 3 374 0
periodic z2 + 2 219 4d 0 .43− .91 .91 .693 2.77 9 560 0
periodic z2 + 2 220 4d 0 .43− .91 .91 .693 2.77 19 012 0
periodic z2 + i 219 4d 0 .54− .81 .81 .693 2.77 415 0
periodic z2 + i 220 4d 0 .54− .81 .81 .693 2.77 771 0
random 219 8d 0 .24− .88 .88 .693 5.55 43 160 1 014
random 220 8d 0 .24− .88 .88 .693 5.55 82 997 2 126
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Figure 17. Distribution of the number of iterations required for
finding roots of a random polynomial of degree 220 = 1 048 576.
Figure 18. Histogram on the mutual distance between pairs of
roots for a random polynomial of degree 220. (Scale again doubly
logarithmic.)
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Figure 19. Speed diagram for finding roots of a random polyno-
mial of degree 213. Colors indicate again the required number of
iterations.
Explanation:
d degree of the polynomial
stp number of starting points required to find all roots
fail number of those that did not converge to any root
# iter number of iterations required to find individual roots,
for most starting points (times d)
iter max largest number of iterations required to find single root (times d)
avg average number of iterations required to find root (times d)
(only for those starting points that found a new root)
total total number of iterations required to find all roots (times d2)
2d roots missing after 2d starting points
4d roots missing after 4d starting points
(all roots were found by 8d starting points)
The table above confirms the results given in the respective text sections: 4d
equidistant starting points find all roots in most cases (in one case, 0.2% of the
roots were missed), but all were found by 8d equidistant starting points.
Only in one case did we find attracting cycles of period 2 or greater, and all
starting points that failed to find a root converged to one of these. The number of
starting points affected was less than 0.05%. However, if the maximal number of
allowed iterations Mfail is large, then few such orbits may dominate the numerical
effort, and it thus makes sense to check for periodic orbits when a particular Newton
orbit has not found a root after about d iterations.
The number of iterations to find each individual root was between 0.24d and
0.91d, and only in one experiment did we encounter about 70 starting points (out
of more than 106) that required significantly more iterations.
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A Bit of Numerology. An interesting empirical observation in our table above is
that for most polynomials, the total number of iterations required to find all roots
was 2.77d2 when 4d starting points sufficed to find all roots, and 5.55d2 when 8d
starting points were required. The average number of iterations required for all
starting points to converge to a root was thus approximately 0.69 in all cases; this
average was observed with good precision also for the first experiment on the centers
of hyperbolic components of the Mandelbrot set, when those orbits that failed to
find any root were not taken into the average. An interesting observation is that
0.69 ≈ log 2, where 2 is the radius of the circle containing all our starting points and
all out polynomials were normalized (the leading coefficient is 1) and centered (the
second coefficient is 0, so that the sum of all roots equals 0). If this was true, then
an easy estimate would imply that starting on a circle of radius r > 2, the average
number of iterations would be log r. We were surprised about the consistency of
this numerical observation and wonder in which generality it will hold, especially
since the individual number of iterations per orbit varied significantly. Perhaps
the average number is log(r/ρ)d, where r is the radius of the circle containing the
starting points and ρ is a quantity describing the “size” of the root locus, such as
the conformal radius of Mandelbrot or Julia sets or the fact that our polynomials
are normalized (so that their leading coefficient is 1).
4.5. Random Starting Points. The advantage of our theoretical approach to
Newton’s method is that we have very good estimates on where to start the Newton
iteration: on a circle surrounding all the roots as we did in this study (or possibly
on several circles as in [HSS] or on an annulus as in [BLS]). These estimates have
unconditional proofs and are near-optimal. Our experiments show that among
distributions of starting points within an annulus around all roots, it is sufficient to
distribute the starting points evenly on a single circle: all the worst case estimates
that indicate why several circles or random points on an annulus might be better
only yield improvements when there are roots with very many channels to ∞, and
these seem to be rare cases that were not encountered in our study. Therefore, we
decided to place all starting points onto a single circle around the roots.
However, our experiments show that much of the iteration time is spent to just
overcome the distance between the starting points and the domain where the roots
are located, before the Newton dynamics starts to be interesting. It is thus tempting
to distribute the starting points randomly in the disk containing all the roots. We
made a number of experiments in this direction. The outcome is illustrated for
instance in Figure 20 for finding periodic points of z 7→ z2 + i. It turns out that,
while there are many starting points that converge to roots much faster, the number
of starting points required is so much larger that the total effort is significantly
greater: for the Newton dynamics, the fundamental trade-off between an efficient
selection of starting points and fast iteration seems to favor good choices of starting
points as in our work: the required number of starting points of just a small constant
times the degree is obviously hard to beat, with the number of iterations an even
smaller constant times the degree.
4.6. Computing Time. For a number of simulations, we also logged the comput-
ing time. Initial experiments (centers of hyperbolic components of the Mandelbrot
set of period 21, degree 220) took about three weeks. After substantial improve-
ments later on, the same experiment took 67 744 seconds or 18.8 hours (in both
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Figure 20. Finding periodic points of period n = 13 of z 7→ z2+i.
The starting points are randomly chosen in D, the trajectories of
the Newton orbits are drawn in. Colors indicate the number of it-
erations required to approximate the roots. Observe that virtually
all starting points converge to some root at uniform speed (how-
ever, there are two orbits that land near the center of the picture
and take a lot of time from there).
cases, exploiting the symmetry). These were all on our own home computer; other
experiments on university computers had of course different run times. Between the
different experiments, the algorithm was improved in various ways, so the comput-
ing times of most experiments are not systematically comparable. We experimented
briefly with different computing accuracy: doing most of the iterations with lower
precision data formats and improving the accuracy later own. Compared with long
double, the data type double saved about 20%–25% computing time, and simple
float did not save additional time. These time gains by reduced accuracy were
minor compared to our algorithmic improvements, so we ended up computing in
long double all the time. One of the most drastic improvements in speed, how-
ever, was achieved by the option to have the code compiled efficiently: that slashed
the computing time by a factor of about 10 or more (for degree one million, from
about 350 hours to 37 hours)!
In any case, the current situation is that our algorithm easily finds all roots
of polynomials of degree one million, so the main issue whether the algorithm
terminates successfully can be answered affirmatively. Our future efforts will go
into analyzing and improving the performance; this is ongoing research. So far, we
compared our algorithm with the software package MPSolve 3.0 for one family of
polynomials that come as sample features of MPSolve: these are the polynomials
that describe centers of hyperbolic components of the Mandelbrot set as investigated
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above. Initial tests indicate that the speed is roughly comparable, even though we
employ the classical Newton method without fine tuning.
One current project is based on the observation that much of the computational
effort is spent on iteration far from the roots, where nearby orbits have nearby
dynamics, so that fewer orbits should suffice initially provided they get refined as the
iteration proceeds. An implementation of this idea led to substantial improvements
of the computational effort; these will be described separately.
5. Conclusion
We demonstrate that for univariate polynomials of degree up to and exceeding
106, all roots can be found numerically by Newton’s method without having to
use deflation or any special algorithms or techniques, and on ordinary personal
computers. The total number of Newton iterations required, while theoretically
bounded above by O(d2 log4 d), turns out to be very nearly 4(ln 2)d2 ≈ 2.77d2 for
our dynamically motivated polynomials, and 8(ln 2)d2 ≈ 5.55d2 for the randomly
chosen polynomial (our choice of starting points requires a total number of at least
O(d2) iterations as explained at the end of Section 2.2, so we are very near the
theoretical minimum).
We have good theoretical bounds that a large fraction of starting points on
any circle surrounding all roots will converge to some root within the immediate
basin, many of them within reasonable speed, but it turns out that by far the most
of the tested starting points on the circle would converge to a root (presumably
not all within immediate basins). Moreover, even though the number of iterations
required to find the roots must be unbounded for starting points on each such circle,
in practice by far the most starting points that were tested converged essentially
fastest possible (within a factor of 2− 4 from the lower bound of Section 2.2); and
the number of starting points tested was many millions in total. While the number
of required iterations must be unbounded near the boundary of the basins, the
results suggest that there might be a provable small upper bound on the area near
the boundary where the convergence is slow.
The algorithm that we provide and prove is thus confirmed to work in practice
very stably, with the best possible efficiency and for polynomials of large degrees.
The roots were found with an a-posteriori guarantee that no roots are missing.
We had been curious whether we would numerically discover attracting cycles
of higher period for the Newton dynamics; alas, we found them only for one poly-
nomial (and only from very few starting points) — which is good for root finding,
but less exciting from the dynamical systems point of view. In closing, we might
mention that there is an ambundance of polynomials for which Newton’s method
has attracting cycles of high periods. A classification of those had been asked for
by Smale [Sm1], and it has recently been provided in [MRS, LMS1, LMS2].
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