and the limit and on the right of (1.2) is an ordinary Riemann-Stieltjes (R-S) integral. It it known that the limit in (1.2) exists for almost all / in C γ and it is essentially independent of the particular choice of the C.O.N. set in the class. (For details see [3] and [4] .) The Fredholm determinant D{K) of K (x, y, s, t) e U{Γ) for λ = -1 is defined by 19 -K(x u y ly x k , y k ) 'ley Vk, %k, Vk) dx 1 K^x, y, s, t) ,i = 1, 2, 3, 4, is continuous on I 4 and absolutely continuous in x, y for each (s, t) e I 2 and #i(0, y, s, t) = K&, 0, s, t) = K z {x, 0, s, ί) = iΓ 4 (0, y, s, t) = 0. Let K (x, y, s, t) be defined on I 4 by (K λ (x, y, s, t) K 2 (χ, y, s, t) K 3 (x, y, s, t) K 4 (x, y, s, t 
) (2.1) K(x,y, 8, t) = if x < s, y < t if x > s, y > t if x> s,y <t if x < s,y > t 2~ι(K 2 y,x,f) y,x,t) (x, y,s,y) K,){x, y,s,y) if x = s,y <t if x = s,y>t ifx<s,y = t if x > s, y = t , y,x,y) ifx
where {K γ + K 9 )(x, y, x, t) = K,{x, y, x, t) + K 3 (x, y, x, t) , etc., and let
φ{x, S, t) = K{X, t + , S, t) -K(X, ί~, S, t) , s, t) = K(s + , y, s, t) -K(s~, y, s, t) . (2.2)
To be definite at each jump discontinuity, let us agree that the partials take left-hand limit whenever it fails to exist at a point, i.e.,
K{x, y, s, t) = H(x, y, s, t) = lim
(2.4)^ M (8, t 
, n, where a ij9 b ij9 c ijy and d i3 are so chosen that f [n) (x, y) and /(α;, y) agree at the vertices
REMARKS. (i).
Since the function f in) (x, y) is linear horizontally and vertically in each square Q id , we see that f (n) (x, y) is continuous on P. Furthermore the sequence {f {n) (x, y)} converges to f(x, y) uniformly on Γ as n -* ^. Evaluating a i3Ί b i3 , c ίjy and d i3 explicitly, and then combining terms, we have on each square Q id , (x, y, s, t) in x, y, namely for (x, y) e Q i3 ; i, j = 1, 2, , n, we have
We also see that K (n) (x, y, s, t) zXK(x, y, s, ί) on J 4 as %->co, provided that K(x, y, s, t) is continuous on I 4 . Here " ZX " indicates uniform convergence.
For each e > 0 let
Let K (x, y, s, t) and ψ(y, s, ί) be as in Theorem I. Then the function defined by
is continuous in x, s. Now define
s, t) .
Then K s (x, y, s, t) is continuous on I\ and iΓ ε (0, i/, s, t) -iΓ ε (α;, 0, s, t) = 0. Furthermore iΓ e (a;, y, s, t) is uniformly bounded in ε, a?, 2/, s, ί, and lim^o.f.ifXx, 1/, s, ί) -iί(x, 2/, s, ί). Now, define C ε (α;, s) = ε/2 if -ε < s -x ^ ε = 0 otherwise .
Then from (3.7), (3.4) , (3.8) , and (2.3) it follows t H ε (x, y, s, t) = ~^K ε (x, y, s, t) (3.9) = H(x, y, s, t)
with the understanding that whenever the partial derivatives are not defined at a point, then the value at the point to be the left-hand limit with respect to x and y (for the uniqueness sake) as in (2.3).
Thus by using the mean-value property and the dominated convergence, we see that for almost all (x, y) in P
Jo
But the right hand side of (3.10) is exactly equal to (x, y, s, t) be the n-th polyhedric function in (x, y) with the understanding that
\n n Then for any f e C γ we obtain:
The proof of this lemma is similar to that of corresponding results in [1] . Next, we consider a transformation of C γ to C v :
Then by (i) of Lemma 1 and the fact that f (n) (i/n, j/ri) = f(i/n,j/n) at each ΐ and i, we have
The determinant Δ(K [n) ) of this transformation is given by 
, n. Let the n th quasi-polyhedric function in x, y, K [n) (x, y, s, t) , satisfy that K {n) {x, y, s, t) -0 if x = 0 or y = 0, and that J(K (n) 
Upon using (4.5) x, y, s,t)\, var H(x, y, s, t), var H(x, 1, s, t), var H(l, y, s, t (1, y, s, t) 
the left member of (4.6) exists as an ordinary R-S integral. Hence for the net: x t = ί/n, y d = j/n; i, j = 1, 2, , n, and x^ ^ xf ^ x i9 y 3 --, ^ y* ^ y 3 ; we have with Δ i5 f(x, y) = f{x u y 3 (8,t) Proof. In view of (3.9), (3. (x, y, s, t) .
H(u, v, s, t)du dv \f(s, t)ds dt is the average value of l H(x, y, s, t)f(s, t)ds dt in the square
Thus the conclusions follow directly from Lemma 6* 5* Some discussions on resolvent kernels* Let us denote the resolvent kernel of K{%, y, s, t) in the Fredholm transformation (1.1) by K*(x, y, s, ί), i.e., if
Let K{x, y, s, t) be a bounded L 2 -kernel on Γ with D{K) Φ 0, and set
Then, using the familiar results for resolvent kernels for Fredholm integral equations with λ = -1 (see [8] , pp. 66-75), we can establish
y, s, t)/n\
where C 0 (x, y, s, t) = -K(x, y, s, t) , and other Cήs are found successively by
By Hadamard's inequality it follows from (5.6) that Therefore the series in (5.5) is absolutely and uniformly convergent. If K(x, y, s, t) satisfies the assumptions in Theorem I, then 1 K(x, y, u, v)C n {u, v, s, t) dudv is continuous on Γ for n = 0, 1, 2, , and hence from (5.6) we see that the jumps for C n (u, v, s, t) coincides with those for K(x, y, s, t), and thus it takes average value at each jump, and so does ΣΓ=,o C n (x, y, s, t)/nl by uniform convergence. By absolute convergence we may rearrange the terms in the series (5.5) , and then use the uniform convergence to obtain , y, s, t) = Σ -£i\jn-K(x, V, «, ί) (5 Ό -nl K(x, y, u, v) .C n^ ( u, v, s, t) , y, u, v) j3r(u, v, st) 
Then ίΓ*)(», i/, s, t) is continuous on I\ and since ^(t6, v, s, t) is bounded, we have that K* e) (x, y, s, t) is uniformly bounded in ε, x, y, s, t f and from (3.9), (4.19), and (5.8) it follows that y, u, v) &(u, v, s, t) (x, y, s, t) , var, e/ JΪ ( *(x, 1, s, t), and vsLTyerHάil, y, s, t) are all dominated by \D{K)\{\C\ + \\&r\\). M g (8, t) . Furthermore, by Lemma 4 (5.10) lim
£-.0 + 6. Additional lemmas. Utilizing (3.7), (3.9), (3.11), (5.8) , and (5.9), we have the following LEMMA 7. If K(x, y, s, t) satisfies the hypotheses of Theorem I, then
The following two lemmas are the key results: + $[( *fo * *)/(» t)dty*f (x, y) , v) f(x, y) (x, y, x, y)-f(x, y)d*f(x, y) , and the existence and the consistency of each of last three expressions follow in the similar manner as in the generalized P.W.Z. integral \ ^ hfd*f. On account of (3.9) and Lemma 5 we may write (6 8) .
(*, s)B{y, s, t)df(x, λy, t)A(x, s, t)df(x, , t, s, θ[j /2 C s (.τ, 8)C.{y, t)df(x, y^dsdt
Obviously,
Thus to establish (6.6) we need only show that 
K(x, y, s, t)f(s, t)d8dtjd*f(x 9 y)
on C γ by the preceding lemma. Therefore, in view of (5.3) and (5.7) , it remains to show that lj.mjj | [ ^% y, u, v).C?{u, v, s, t) 
dudvy{s, t)dsdt\df(x, y)
on C y whose proof is essentially on the same lines as that of Lemma 8. Proof. First we assume that F(f) is a bounded nonnegative functional continuous on C y with respect to the uniform topology, and is dependent only on the n 2 values of / at (x, y) -(i/n,j/n); i, j = 1, 2, -., n. Since lim e _ 0 <-D{K) = D{K) Φ 0 and lim w^ D(
by Lemma 4, there exist ε' and N(e) Lemma 9 we have under the transformation T in (1.1), 
