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1 Einleitung 
Das einleitende Kapitel schildert die Motivation der vorliegenden Arbeit, definiert deren Ziel-
setzung und beschreibt ihren Aufbau. 
1.1 Problembereich 
Mit zunehmender Bedeutung wieder verwendbarer Softwarekomponenten wird auch die Su-
che nach geeigneten Komponenten für die jeweilige Anwendung immer wichtiger. "Die Unter-
stützung eines Client für die Suche, den Zugriff und die Verwendung von selbstständigen Ser-
vices in offenen Systemumgebungen entwickelt sich zu einer der interessantesten, komplexes-
ten und praktisch relevantesten Aufgaben in der Realisierung realistischer Anwendungen in 
offenen verteilten Systemen" [MML95, S. 476]. 
Unter Trading wird die Vermittlung von Diensten in verteilten Systemen verstanden. Ein Tra-
der speichert Informationen über Dienstanbieter und beantwortet Anfragen von Dienstinte-
ressenten, die dadurch zu Dienstnutzern werden. Deschrevel [Des93, S. 2] definiert Trading 
folgendermaßen: "…the activity of choosing services, such that they match some service re-
quirements. The choice is based on the comparison of the specification of a service required 
(provided by a prospective consumer) and the service specifications supplied by service pro-
viders or their agents." 
Auf den unteren Ebenen des ISO/OSI-Protokoll-Stacks gibt es zahlreiche Ansätze zur Lokali-
sierung von Diensten, von denen sich einige in der Praxis durchsetzen konnten; Beispiele sind 
das Service Location Protocol (SLP) (Version 1.0: RFC2165 [VGPK97], Version 2.0: 
RFC2606 [GPVD99], siehe auch [Rie03, S. 122ff.] und [SLP03]), das Universal Plug and 
Play (UPnP) der Firma Microsoft [UPN02], das Java Intelligent Network Interface (Jini) 
der Firma Sun [Col03] [Szy02, S. 325f.] [TaSt02, S. 716ff.], das in Bluetooth verwendete 
Service Discovery Protocol (SDP) [Blu03] und das Salutation Protocol [SAL03]. Ein 
wichtiges Anwendungsgebiet für diese netzwerkorientierte Form des Trading ist das Mobile 
Computing. Mit der zunehmenden Verbreitung von Notebooks, Personal Digital Assistants 
(PDAs), Smart Phones und anderen computerbasierten Kleingeräten wird die Bindung an 
ortsabhängige Ressourcen (Drucker, Netzwerk-Gateways, Monitore, Laufwerke, etc.) immer 
wichtiger. 
Auf der Anwendungsebene dagegen ist Trading nicht derart verbreitet, obwohl es bereits seit 
den 90er Jahren im Rahmen des Open Distributed Processing (ODP; ISO/IEC 13235 bzw. 
ITU X950) [ISO98a] einen Standard für das Trading mit anwendungsorientierten Diensten 
gibt.  
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Mitte der 90er Jahre gehörte das Trading zu einem Schwerpunkt der Forschungsaktivitäten im 
Bereich der verteilten Systeme. Davon zeugen in dieser Zeit entstandene Ansätze wie der 
ANSAWare-Trader [ANS98] im Rahmen der Advanced Network System Architecture 
(ANSA), der ODP-Trader-Standard [ISO98a] im Reference Model of Open Distributed 
Processing (RM-ODP) [ISO94a bis ISO94d] und der CORBA-Dienst COS-Trading 
[OMG00a]. Neben zahlreichen Implementierungen vorgenannter Trader gab es auch viele 
Erweiterungsvorschläge. In den letzten Jahren fanden sich nur noch vereinzelte 
Forschungsaktivitäten und Veröffentlichungen in diesem Bereich. In einem aktuellen 
Standardwerk zu verteilten Systemen von Tannenbaum und van Steen [TaSt02] ist der Begriff 
Trading nicht im Stichwortverzeichnis vorhanden. 
Das Paradigma der Component Software (alias Component Based Software), also der 
Zusammensetzung von Software aus unabhängig entwickelten Bausteinen (Component Based 
Development (CBD) oder Component Oriented Programming (COP)1), setzt sich im Be-
reich der Anwendungsentwicklung immer stärker durch. Mezini, Seiter und Lieberherr be-
zeichnen Component Software als "kommende dominierende Softwarearchitektur" [MSL00, 
S. 97]. 
Iribane et al. bezeichnen die Auswahl einer geeigneten Softwarekomponente im Rahmen der 
Erstellung komponentenbasierter Software als eine Aufgabe, die sorgfältig bedacht werden 
sollte, aber oftmals nicht trivial sei [IACV01, S. 124]. Als unbefriedigend beschreibt Griffel 
[Gri98, S. 100f.] die Suche nach geeigneten Softwarekomponenten über HTML-basierte 
WWW-Seiten. 
Der Einsatz des Trading-Konzepts für die Entwicklung von Component Software, also das 
Trading mit Softwarekomponenten, ist bisher unzureichend untersucht worden. Insbesondere 
wurde das Trading nicht im Hinblick darauf untersucht, dass sich am Markt verschiedene 
Komponentenmodelle durchgesetzt haben. 
Für die Etablierung von Komponentenmärkten kann dem Trading mit Softwarekomponenten 
im Rahmen der zunehmenden Industrialisierung der Softwareentwicklung eine entscheidende 
Bedeutung zugesprochen werden. 
1.2 Zielsetzung 
Die Zielsetzung der vorliegenden Arbeit besteht darin, ein neues Trading-Konzept für das Tra-
ding mit Softwarekomponenten zu entwickeln, die mit (objektorientierten) Softwarekompo-
nentenmodellen erstellt wurden. Als relevante Softwarekomponentenmodelle zu nennen sind 
                                                 




insbesondere Java Beans / Enterprise Java Beans (EJB), CORBA Component Model 
(CCM), Component Object Model (COM) und Common Language Infrastructure (CLI). 
Die Trading-Architektur soll in der Lage sein, mit beliebigen Komponentenmodellen sowohl 
als Dienstanbieter als auch als Dienstnutzer zusammenzuarbeiten. Der Trader muss die zentrale 
Anforderung erfüllen, dass er unabhängig von dem verwendeten Komponentenmodell und der 
Art der Komponentenbeschreibung mit Softwarekomponenten handeln kann. Um auf zukünf-
tige Neuerungen im sich ständig weiterentwickelnden Markt der Softwarekomponentenmodel-
le reagieren zu können, muss der Trader auf einfache Art und Weise erweiterbar sein. Den-
noch soll er einfach zu implementieren sein, um Akzeptanz in der Praxis zu finden. Zu diesem 
Zweck muss bezüglich der Datenformate und Protokolle möglichst auf bestehende (Internet-
)Standards zurückgegriffen werden. 
Das zu entwickelnde Trading-Konzept soll "Universal Component Trading" (kurz: UComT) 
genannt werden. "Component Trading" steht für die Anwendung des Trading-Ansatzes auf die 
objektorientierten Komponentenmodelle. Der Begriff "Universal" im Namen weist auf die 
Unabhängigkeit von einem konkreten Komponentenmodell hin. 
1.3 Gang der Arbeit 
Das zweite Kapitel liefert zunächst eine Darstellung des State of the Art des Trading. Hier 
erfolgt insbesondere eine Zusammenfassung des ODP-Trading-Standards, der darauf aufbau-
enden Ansätze und verfügbaren Implementierungen. 
Im Hinblick auf die Zielsetzung, das Trading auf heterogene Komponentenmodelle zu adaptie-
ren, werden in Kapitel drei die Komponentenmodelle mit der größten praktischen Relevanz 
dargestellt. Die Darstellung fokussiert auf die für die Zielsetzung der Arbeit wichtigen Aspekte 
wie die Sprach- und Plattformunabhängigkeit, den Aufbau von Softwarekomponenten, die 
Namensgebung, Beschreibung und Installation von Komponenten sowie die verfügbaren 
Dienste der jeweiligen Laufzeitumgebung. 
Gegenstand des vierten Kapitels ist die Analyse der Anforderungen an einen universellen Tra-
der für Softwarekomponenten. Das fünfte Kapitel untersucht, wie die ermittelten Anforderun-
gen im Rahmen eines Architekturmodells für das Universal Component Trading umgesetzt 
werden können. Das Architekturmodell wird in Kapitel sechs und sieben hinsichtlich der Ser-
ver- und Client-Architektur konkretisiert. 
In Kapitel acht wird ein Prototyp eines UCom-Traders entwickelt, der als Beleg der Umsetz-
barkeit des Konzepts realisiert werden soll. Dabei müssen zur Validierung wesentliche Aspek-
te des Konzeptes für verschiedene Komponentenmodelle implementiert werden.  
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Kapitel neun enthält eine Zusammenfassung der Arbeit und einen Ausblick auf weitere For-
schungsmöglichkeiten.  
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Abbildung 1.1: Aufbau der Arbeit 
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2 Bestehende Trading-Ansätze 
Das vorliegende Kapitel gibt einen Überblick über den State of the Art des Trading, insbeson-
dere über den ODP-Trader-Standard [ISO98a], den ANSAWare-Trader [ANS98], den 
CORBA-Dienst COS-Trading [OMG00a] sowie andere Ansätze zum Trading. 
2.1 Grundbegriffe 
Bearman definiert den Begriff Trader: "A trader is a third party object that enables clients to 
find suitable servers in a distributed system." [Bea97, S. 3]. Vorgenannter Satz ist wortgleich 
in [VBB95, S. 185] zu finden, hier allerdings ergänzt um den Zusatz "services": "A trader is a 
third party object that enables clients to find suitable services and servers in a distributed sys-
tem.". Durch die Einbeziehung des Dienstbegriffs kann die letztgenannte Definition geeignet für 
die vorliegende Arbeit erachtet werden. 
Puder, Markwitz und Gudermann erklären in [PMG95, S. 61f.] den Bedarf nach Tradern 
damit, dass jedes einzelne Objekt in einem Objektsystem nur eine begrenzte Sicht auf andere 
Objekte besitzt. Es sieht nur die Objekte, zu denen es Referenzen (knows-about-relations) 
hält. Um die Sichtweise der einzelnen Objekte erweitern zu können, sei ein mächtigeres Ob-
jekt notwendig, das Referenzen zu allen Objekten hält. Das mächtigere Objekt wird von Pu-
der, Markwitz und Gudermann als Trader-Objekt bezeichnet. Das Trader-Objekt dient an-
deren Objekten dazu, neue Referenzen im Objektbaum zu erzeugen. 
Ein Trader ist durchaus vergleichbar mit einer Suchmaschine in einem Web: Eine Web-
Suchmaschine sucht nach passenden Dokumenten in dem Bestand der erfassten Dokumente; 
ein Trader sucht passende Dienste in einem Bestand registrierter Dienste. 
Typischerweise sind drei Parteien an dem Trading-Vorgang beteiligt [Kov96, S. 4] 
[SPM94, S. 7]: Dienstanbieter, Trader und Dienstnutzer. Der Dienstanbieter wird auch als 
Service Provider oder Exporter, der Dienstnutzer als Dienstkonsument (Service Consu-
mer), Dienstnachfrager (Service Requester) oder Importer bezeichnet. Der Trader wird 
auch Broker (z.B. [Des93, S. 2]), Mediator (z.B. [PMG95, S. 61]), Vermittlungsdienst 
(z.B. [Kel98, S. 252]), Service Location Service (z.B. [VaBa99a, S. 1]), Service Discove-
ry and Access Service (z.B. [VaBa99b, S. 1]) oder Agent (z.B. [Des93, S. 2]) genannt. Die 
vorliegende Arbeit verwendet die am weitesten verbreiteten Begriffe Exporter, Trader und 
Importer. 
Ein Trader erbringt selbst mindestens zwei Dienste: den Dienstexport und den Dienstimport. 
Ein Diensterbringer macht dem Trader seine Dienste bekannt. Alternativ zu "bekannt machen" 
kann man auch von exportieren (z.B. [Ray91, S. 13], [Lin98, S. 80]), registrieren (z.B. 
[MML94, S. 451], [BBV95, S. 1]), anbieten (z.B. [PSW96, S. 106], [SPM94, S. 12]), 
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ankündigen (z.B. [VBB95, S. 185]) oder bewerben (z.B. [PMG95, S. 63], [Ray91, S. 5], 
[JaMu96, S. 1]) sprechen. Aus der Sicht des Traders handelt es sich um die Akquisition von 
Angeboten [KoBu95, S. 27]. Den dem Exporter zuzurechnenden Teil des Dienstexports nen-
nen Vasudevan und Bannon den Service Offer Service (SOS) [VaBa99b, S. 6]. Durch den 
Export eines Dienstes entsteht ein Dienstangebot (Service Offer) [Bea94, S. 38].  
Als Dienstimport wird (z.B. in [SPM94, S. 31], [PGM95, S. 64]) der Empfang einer Refe-
renz auf einen Dienst von einem Trader bezeichnet. Im Rahmen des Imports wird eine Dienst-
anfrage (Service Request) an den Trader gestellt [Bea94, S. 38]. 
Die Sichtweise des Vorgangs ist dabei immer die Sichtweise der beteiligten anderen Systeme, 
nicht die Sichtweise des Traders. Daher ist ein Import von Diensten nicht die Aufnahme von 
Informationen in den Trader, sondern die Aufnahme von Informationen von einem Trader. 
Entsprechend ist der Dienstexport nicht eine Suchanfrage an den Trader, sondern die Über-
mittlung von Dienstangeboten an einen Trader. 
Als Matching wird der Vorgang bezeichnet, bei dem aus den verfügbaren Dienstangeboten 
diejenigen herausgefiltert werden, welche auf eine Dienstanfrage passen (z.B. [Kel93, S. 123], 
[Gri98, S. 359], [MML94, S. 451]). 
Alternative Begriffe für Trading sind auch Dienstvermittlung (z.B. [PSW96, S. 106ff.], 
[PSW96, S. 106], [SPM94, S. 1]), Dienstsuche (z.B. [SPM94, S. 32], [PSW96, S. 106]), 
Mediation (z.B. [Vas98a, S. 1], [Kov92, S. 2]), Diensterforschung (z.B. [Vas98b, S. 1]) 
Service Mediation (z.B. [MML94, S. 453]) und Broking (z.B. [MML95, S. 476], 
[Kov92, S. 2]).  
Trading unterstützt das späte Binden2 von Objekten [Kut95, S. 63]. Die Bindung zur Entwick-
lungszeit durch Compiler oder Binder wird als frühes (oder statisches) Binden, die Bindung 
zur Laufzeit als spätes (oder dynamisches) Binden bezeichnet [VBB95, S. 185]. Beim späten 
Binden ist einer Variablen kein bestimmter Objekttyp zugeordnet. Zur Entwicklungszeit ist 
jedoch die Menge der Objekttypen, die potenziell an das Objekt gebunden werden können, 
definiert. Das Trading kann als eine Sonderform des späten Bindens betrachtet werden, weil 
auch die potenziellen Objekttypen zur Entwicklungszeit nicht bekannt sind. Daher kann man 
beim Trading von sehr spätem Binden sprechen. 
                                                 
2  "Unter Bindung versteht man die Verknüpfung eines Prozedur- oder Methodenaufrufs mit dem aufru-
fenden Code. In nicht-objektorientierten Sprachen kann diese Verknüpfung statisch vom Compiler o-
der Binder vorgenommen werden, sodass sich die Bindungen zur Laufzeit nicht mehr ändern. In ob-
jektorientierten Sprachen kann eine Variable wegen der Polymorphie für Objekte verschiedener Klas-
sen stehen. Deshalb muss die Bindung dynamisch erfolgen, also zur Laufzeit." [Bla02, S. 538]  
 


















Abbildung 2.1: Grundmodell des Trading 
Bearman stellt in [Bea97, S. 3] fest, dass Importer und Exporter im Namen eines anderen 
Objekts handeln können und die Begriffe Importer und Exporter nur Rollen eines Objekts 
sind, die sich nicht gegenseitig ausschließen: Ein Exporter kann gleichzeitig auch Importer sein 
und ein Importer kann auch Dienste exportieren. Selbst ein Trader kann zugleich Importer 
und/oder Exporter sein [Bea97, S. 6] [Bea95, S. 6]. 
Für die Menge der Dienstangebote eines Traders werden in der Literatur sehr unterschiedliche 
Namen verwendet. Popien und Meyer bezeichnen in [PoMe95, S. 47] das Dienstangebot 
eines Traders als Service Offer Set (SOS). In [SPM94, S. 19] fällt der Begriff Trading Offer 
Domain (TOD). Richman und Hoang nennen das gesamte Dienstangebot des Traders den 
Dienstkatalog [RiHo95b, S. 6]. Terzis und Nixon sprechen von Trading Space [Te-
Ni00, S. 10], Puder, Markwitz und Gudermann von einem Dienstmarkt (Service Market) 
[PMG95, S. 59]. Der Begriff Trader Knowledge wird von Burger verwendet 
[Bur95, S. 210]. Im Rahmen dieser Arbeit werden als prägnante deutsche Wörter Angebot 
bzw. Komponentenangebot (wenn der Handel mit Softwarekomponenten betont werden 
soll) verwendet. 
Die Software, über die Importer und Exporter mit dem Trader kommunizieren, nennen einige 
Autoren (z.B. [Kov96, S. 8], [PoMe93, S. 315]) Trader User Agent (TUA). Das passende 
Gegenstück im Trader wird Trader Server Agent (TSA) genannt. Die Begriffe TUA und TSA 
sind angelehnt an die Begriffe Directory User Agent (DUA) und Directory Service Agent 
(DUA) aus dem X.500-Standard für Verzeichnisdienste [ISO01]. 
2.2 Trading-Dienst versus Namensdienst 
Trading-Dienste sind abzugrenzen von Namensdiensten: Bei einem Namensdienst sind der 
eindeutige Name des Objekts oder ein oder mehrere Eigenschaften bekannt und der Dienst 
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stellt lediglich Informationen über den Aufenthaltsort des Objekts zur Verfügung bzw. liefert 
eine Referenz zu den Objekten [PoMe93, S. 312]. Ein Namensdienst dient somit der Suche 
nach Objekten anhand ihres benutzerfreundlichen, logischen Namens. Der Namensdienst bil-
det den logischen Namen auf technische Namen (physikalische Adressen) ab [Kel93, S. 123]. 
Durch die Abbildung ist den Clients eine einfachere Identifizierung der Server möglich. 
Das bekannteste Beispiel für einen Namensdienst ist der Domain Name Server (DNS) 
[SuPo82] in TCP/IP-Netzwerken, der Rechnernamen der Form "rechnername. 
subdomain.subdomain…domain.top-level-domain" auf IP-Adressen der Form "Zahl. 
Zahl.Zahl.Zahl" abbildet. Ein Beispiel für einen Namensdienst im Bereich von 
Softwarekomponenten ist die Registry im Component Object Model (COM) [OPE99]. Hier 
wird ein so genannter Friendly Name einer Klasse (z.B. Word.Application) auf einen Global 
Unique Identifier (GUID) [OPE99, CHP04GDC.HTM#chap04.gd.sect1.2] abgebildet 
(z.B. {000209FF-0000-0000-C000-000000000046}). 
Ein Verzeichnisdienst (engl. Directory Service) ist eine erweiterte Variante eines Namens-
dienstes, bei der zusätzliche Attribute zu einem Eintrag gespeichert werden können. Über die 
Attribute ist eine Suche möglich, sodass letztlich auch ein Verzeichnisdienst dazu verwendet 
werden kann, Dienste anhand ihrer Funktionen zu lokalisieren, sofern entsprechende Daten in 
den Attributen im Verzeichnisdienst gespeichert wurden. Beispiele für Verzeichnisdienste sind 
X.500 [ISO01] und das Lightweight Directory Access Protocol (LDAP) [WHK97].  
Der Trading-Dienst wird im Allgemeinen als eine Weiterentwicklung des Namensdienstes an-
gesehen [Kel93, S. 123]. Laut Kovács [Kov94, S. 1] entwickelte sich Trading aus der Idee, 
die Informationen eines Name-Servers zu erweitern. Ein Trading-Dienst wird dazu benutzt, 
eine Komponente anhand der angebotenen Funktionen zu lokalisieren [Des93, S. 1]. L. und 
P. Kutvonen sehen den Unterschied zwischen einem Namensdienst und einem Trader darin, 
dass beim Namensdienst eine 1:1-Abbildung zwischen einem Namen und einer Adresse statt-
findet, während es beim Trader für einen Namen viele alternative Adressen geben kann [Ku-
Ku94, S. 158]. 
Zur Herstellung von Ortstransparenz wird kein Trading-Dienst benötigt. Dies kann bereits 
durch einen Namensdienst erreicht werden [KoBu95, S. 18]. Keller [Kel93, S. 122] definiert 
die Leistung eines Traders als Server-Transparenz, bei der sowohl die Auswahl als auch der 
Zugriff auf einen geeigneten Server für den Dienstnutzer transparent sind. Bezüglich der 
Operationen sehen Popien und Meyer [PoMe93, S. 312] zwischen Namens- und Trading-
Dienst den Unterschied, dass ein Namensdienst die Operationen Suchen, Schreiben, Lesen, 
Ändern und Löschen von Einträgen unterstützt, während ein Trading-Dienst neben 
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vorgenannten Operationen auch die Auswahl des besten Dienstes im Hinblick auf eine Menge 
vorgegebener Kriterien umfasst. 
Keller zieht den in Tabelle 2.1 genannten Vergleich [Kel93, S. 123]. Wesentliche zusätzliche 
Funktionen eines Traders gegenüber einem Name-Server sind demnach die Server-Auswahl, 
die Auswahloptimierung und die Server-Transparenz. Attributierte Anfragen sind auch beim 
Name-Server möglich, gehören aber beim Trader zwingend zum Funktionsumfang. 
Kriterium Name-Server Trader 
Attributierte Anfragen Möglich Ja 
Server-Auswahl Nein Ja 
Auswahloptimierung Nein Ja 
Server-Transparenz Nein Möglich 
Tabelle 2.1: Vergleich von Name-Server und Trader [Kel93, S. 123] 
Viele Autoren (z.B. [TeNi00, S. 3] und [BBV95, S. 1]) veranschaulichen den Unterschied 
zwischen einem Namensdienst und einem Trading-Dienst mit einer Analogie aus dem Bereich 
der Telefonbücher: Ein Namensdienst entspricht einem normalen Telefonbuch (engl. White 
Pages), während ein Trading-Dienst ein Branchenbuch darstellt (Gelbe Seiten, engl. Yellow 
Pages). 
Begriff (deutsch) Begriff (englisch) Analogie (deutsch) Analogie (englisch) 
Namensdienst Naming Service Telefonbuch White Pages 
Trading-Dienst Trading Service Branchenbuch (Ge lbe 
Seiten) 
Yellow Pages 
Tabelle 2.2: Analogien für Namensdienst und Trading-Dienst 
Keller stellt auch fest, dass die Unterschiede zwischen Namensdienst und Trader fließend sind 
[Kel93, S. 123]. Als Begründung dafür führt er an, dass es Namensdienste (z.B. Grapevine, 
Clearinghouse, Profile) gibt, die es ermöglichen, mehrere gleichartige Server unter einem 
Gruppennamen zusammenzufassen [Kel93, S. 123]. Damit gibt es keine 1:1-Abbildung zwi-
schen logischem Namen und Server mehr, sondern eine Möglichkeit, Diensttypen zu bilden. 
Laut Keller bietet das Distributed Computing Environment (DCE) auch die Möglichkeit, die 
Server-Auswahl und das Binden automatisch durchzuführen [Kel93, S. 123]. Somit ist auch 
die von Keller als Unterscheidungskriterium genannte Server-Auswahl kein Alleinstellungs-
merkmal für Trading-Dienste. 
Laut Keller ist die wichtigste Funktionalität, die letztlich einen Trading-Dienst gegenüber einem 
Namensdienst oder einem Verzeichnisdienst auszeichnet, seine Flexibilität beim Vermittlungs-
prozess zur Laufzeit [Kel93, S. 124f.]. Dies begründet er damit, dass der Trader in der Lage 
ist, Dienstqualitäten des diensterbringenden Servers, die sich dynamisch ändern können, zu 
berücksichtigen. Kovács bezeichnet die Unterstützung für dynamische Attribute als wichtigste 
Eigenschaft eines Traders [Kov92, S. 7]. 
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2.3 Zusammenarbeit von Tradern 
In Netzwerken, die aus mehreren heterogenen, autonomen Subsystemen bestehen, sollte jedes 
der autonomen Subsysteme einen eigenen Trader besitzen [Kut95, S. 66]. Um den Importern 
die Nutzung von Diensten in anderen Subsystemen zu ermöglichen, ist die Zusammenarbeit 
zwischen Tradern notwendig. Die Alternative besteht darin, dass ein Importer die Trader in 







































Abbildung 2.2: Verhältnis von Tradinggemeinschaft, Tradingsyndikat und Tradingföderation (nach 
[SPM94, S. 24]) 
Die Zusammenarbeit zwischen verschiedenen Tradern wird Trader Interworking genannt 
[Bea97, S. 5] [WaBe95, S. 135]. Eine Verbindung zwischen zwei Tradern heißt Link 
[Bea97, S. 5] [WaBe95, S. 135]. Aus den Links ergibt sich ein gerichteter Trading-Graph 
[Bea97, S. 5]. 
Keller unterscheidet zwischen Kooperation und Föderation zwischen Tradern 
[Kel93, S. 127]. Bei einer Kooperation fragt der Trader, der einen zusätzlichen Bedarf nach 
Diensten hat, einen anderen Trader nach geeigneten Diensten, d.h. der Trader importiert 
Dienste. Im Gegensatz dazu ergreift bei der Föderation die andere Seite die Initiative: Nach-
dem ein anderer Trader sein Interesse bekundet hat, exportiert der Trader alle passenden 
Dienstangebote und deren Änderungen an den interessierten Trader.  
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Spaniol, Popien und Meyer sowie Popien, Schürmann und Weiß definieren eine Tradingge-
meinschaft (Trading Community) als einen Zusammenschluss eines Traders mit mehreren 
Importern, Exportern sowie mit dem Trader-Administrator, dem Trader-Eigentümer und ei-
nem Schiedsrichter für Richtlinienkonflikte [SPM94, S. 23f.] [PSW96, S. 108]. Spaniol, Po-
pien und Meyer nennen eine Tradinggemeinschaft die kleinste logische Einheit in einem verteil-
ten System [SPM94, S. 24]. Beide Autorengruppen definieren ein Tradingsyndikat (Trading 
Syndicate) als eine Menge von Tradinggemeinschaften mit einem gemeinsamen Administrator 
[SPM94, S. 25] [PSW96, S. 109]. Eine Tradingföderation (Trading Federation) ist ein 
Verbund von Tradingsyndikaten [SPM94, S. 25f.] [PSW96, S. 110]. 
Als eine Trading Community bezeichnet Kutvonen eine Menge von Objekten, die die Rollen 
Trader, Importer und Exporter einnehmen können [Kut95, S. 65]. Als eine Trading Domain 
bezeichnet er ein System, das von einem einzelnen Trader gesteuert wird [Kut95, S. 65]. 
2.4 ODP-Trading 
Das Reference Model of Open Distributed Processing (RM-ODP), oft auch nur kurz Open 
Distributed Processing (ODP) genannt, war der erste Ansatz, eine offene Systemumgebung 
für verteilte Objekte in heterogenen Umgebungen zu definieren. Die ISO hat ODP ab 1987 
entwickelt. Die erste Standardisierung erfolgte zusammen mit der ITU im Jahr 1991. Bei der 
ISO wird ODP unter ISO/IEC 10746 geführt, während die ITU für ODP die Referenznum-
mer X902 vergeben hat. Die aktuellste Fassung des Standards aus dem Jahre 1994 besteht 
aus vier Teilen [ISO94a bis ISO94d]. 
Bearman, Duddy, Raymond und Vogel nennen ODP ein Rahmenwerk für alle Arten von ver-
teilten Plattformen [BDRV97, S. 16]. Popien und Meyer bezeichnen ODP sowohl als Verall-
gemeinerung als auch als Erweiterung des Open Systems Interconnection (OSI)-
Referenzmodells [PoMe95, S. 37]. "RM-ODP ist ein Meta-Modell, welches durch Konzepte, 
Regeln und die Definition von Infrastrukturobjekten eine Architektur für verteilte Anwendun-
gen in heterogener Systemumgebung beschreibt. Ziel ist es, beim Entwurf eines verteilten Sys-
tems die Komponenten (Objekte) identifizieren zu können, die an spezifizierten und typisierten 
Schnittstellen Dienste anbieten." 
[Kel98, /node70.html#SECTION00414000000000000000].  
Das RM-ODP enthält das bekannteste Trader-Konzept, auf dem sehr viele Trader-
Implementierungen beruhen. Trading ist im ODP-Standard von 1995 bereits als Teil der Ar-
chitektur genannt (vgl. [ISO94b, S. 14], [ISO94c, S. 60]), doch erst später in einem längeren 
Prozess bis zum Jahre 1998 in einem eigenen Standard (ISO/IEC 13235 bzw. ITU X950) 
fixiert worden [ISO98a]. Die Entwicklung des ODP-Trading begann bereits 1992 und es ist in 
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den Jahren seiner Entwicklung mehrfach stark verändert worden [KoBu95, S. 57]. Das ODP-
Trading wird zum Teil auch als ISO-Trading bezeichnet [Poo95, S. 237]. Bearman, Duddy, 
Raymond und Vogel stellten im Jahre 1997 fest, dass alle bis dahin existierenden Spezifikatio-
nen und Implementierungen von Tradern von dem ODP-Trading abgeleitet sind 
[BDRV97, S. 15]. 
2.4.1 Basisfunktionen 
ODP-Trading ist eine plattformunabhängige Spezifikation, die unabhängig von jeglicher Imp-
lementierung definiert wurde [Bea97, S. 5], entsprechend dem Ansatz von ODP, ein Rah-
menwerk für alle Arten von verteilten Plattformen zu bilden [BDRV97, S. 16]. "Ein Dienst ist 
eine Funktion, die durch ein Objekt an einer Rechnerschnittstelle zur Verfügung gestellt wird." 
[PSW96, S. 113]. Im Rahmen des ODP-Trading wird eine solche Schnittstelle auch Berech-
nungsschnittstelle (Computational Interface) genannt [SPM94, S. 15].  
ODP unterscheidet Dienste und Diensttypen [Bea97, S. 8]. Ein Dienst ist eine Instanz eines 
Diensttyps (Service Type) mit einem eindeutigen Service Offer Identifier [Bea97, S. 9]. 
Diensttypen werden in der ODP Type Repository Function verwaltet [Bea94, S. 44]. Die 
Menge aller Diensttypen und deren Unter-/Obertypbeziehungen wird als Type Repository 
bezeichnet [Bea95, S. 44]. Jeder Diensttyp besitzt genau einen Interface Signature Type und 
keinen, einen oder mehrere Service Property Types [Bea97, S. 8]: <service type> = <in-
terface signature type, service property types>. 
Ein Dienst kann zusätzliche Diensteigenschaften3 (Service Properties) besitzen. Jede einzel-
ne Diensteigenschaft gehört zu einem Service Property Type (Diensteigenschaftstyp). Ein 
Service Property Type besteht aus einem Namen, einem Datentyp und einem Modus (ver-
pflichtend|optional, beschreibbar|nur lesbar).  
Durch das Exportieren eines Dienstes zu einem Trader entsteht in dem Trader ein so genanntes 
Dienstangebot [SPM94, S. 17] [Bea94, S. 42]. Die Menge aller Dienstangebote eines Tra-
ders heißt Trading Offer Domain (TOD) [SPM94, S. 19]. Die TOD kann sowohl nutzer- als 
auch administrationsspezifischen Gesichtspunkten gemäß in Teilmengen unterteilt werden, die 
Trading-Kontext (Trading Context) genannt werden [SPM94, S. 19f.]. Als Möglichkeiten 
der Strukturierung eines Dienstangebots in Kontexte schlagen Spaniol, Popien und Meyer die 
Einteilung in organisatorische Einheiten oder Diensttypen vor. Der Datenspeicher des Traders, 
                                                 
3  Der englische Begriff Service Property wird von einigen Autoren (z.B. [Kov92, S. 4]) auch mit Dienst-
attribut statt mit Diensteigenschaft übersetzt. Gemäß [WiMe88, S. 779] ist die Übersetzung von Pro-
perty jedoch Eigenschaft . 
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in dem alle Dienstangebote abgelegt sind, wird als Trader Information Object bezeichnet 
[WaBe95, S. 134].  
Diensttypen und Service Property Types werden in einem logisch von dem Trader getrennten 
Type Manager abgelegt [WaBe95, S. 134]. Waugh und Bearman kritisieren, dass die Funk-
tionalität des Type Managers durch den Standard nicht klar definiert sei [WaBe95, S. 140]. 
Anforderungen an den Type Manager beschreiben Idulska, Bearman und Raymond in 
[IBR94, S. 171ff.].  
Neben den Diensteigenschaften (Service Properties) gibt es noch so genannte Dienstange-
botseigenschaften (Service Offer Properties) [ISO98a, S. 9]. Dies sind Eigenschaften, die 
sich nicht auf den Dienst, sondern auf das Dienstangebot beziehen. Waugh und Bearman nen-
nen als Beispiel dafür den Gültigkeitszeitraum eines Dienstangebots  
[WaBe95, S. 134]. 
Diensttypen können in einer Hierarchie angeordnet werden [Bea97, S. 8], die eine Untertyp-
Beziehung beschreibt. Ein Dienst wird dabei aus Sicht des Traders immer genau einem Knoten 
in der Dienst-Hierarchie zugeordnet. Es steht einem Exporter aber frei, ein und denselben 
Dienst mehrfach zu registrieren. Der Trader vergibt für jede erfolgreiche Registrierung genau 
einen Service Offer Identifier, sodass es sich aus Sicht des Traders um verschiedene Dienste 
handelt. Es ist aber nicht vorgesehen, dass ein Dienst zu mehreren Diensttypen gehören kann. 
Ein Exporter nennt beim Export eines Dienstes den Diensttyp, die Schnittstelle und optional die 
Werte der Diensteigenschaften. Zusätzlich zu Diensttyp und Diensteigenschaften muss ein Ex-
porter auch noch die Schnittstelle spezifizieren, über die der Dienst genutzt werden kann 
[Bea97, S. 9 u. 12]. 
Ein Importer stellt eine Anfrage nach einem Dienst unter Nennung des Diensttyps und optional 
der gewünschten Werte bzw. Wertebereiche der Diensteigenschaften bzw. Dienstangebotsei-
genschaften [Bea94, S. 41] [ISO98a, S. 19]. Die Notwendigkeit der Nennung eines Dienst-
typs bei einer Suchanfrage bedingt, dass der Importer bereits zur Entwicklungszeit auf einen 
bestimmten Diensttyp festgelegt wird [MMGL01, S. 2]. Die gewünschten Eigenschaften wer-
den in Form einer Bedingung mit Vergleichsoperatoren und logischen Operatoren angegeben. 
Die Werte bzw. Wertebereiche, die die Eigenschaft erfüllen müssen, bezeichnen Spaniol, Po-
pien und Meyer als Matchingkriterium (Matching Criterion) [SPM94, S. 32]. Andere Au-
toren sprechen von Matching Constraint Criteria [WaBe95, S. 137]. 
Das ODP-Trading schreibt keine bestimmte Suchsprache vor, sondern erlaubt verschiedene 
Suchsprachen [Bea97, S. 13] – allerdings wird für einen Trader eine bestimmte Suchsprache 
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vorgegeben und für das Interworking von Tradern die Standard Constraint Language 
(SCL) der OMG [OMG00a, S. 9ff. u. B-1ff.]. 
In der Dienstanfrage können außerdem Präferenzen (Selection Preferences) angegeben 
werden für den Fall, dass es mehrere Suchergebnisse gibt. Weiterhin kann der Importer ange-
ben, welche Diensteigenschaften und Dienstangebotseigenschaften er in der Ergebnisliste sehen 
möchte (desired_props). Dies müssen nicht notwendigerweise die in der Bedingung verwen-
deten Diensteigenschaften sein [Bea97, S. 14]. Durch die Verwendung des Diensttyps als 
primäres Selektionskriterium vor Verwendung der Matching Constraint Criteria kann eine 
höhere Performanz des Traders erreicht werden [MMGL01, S. 2]. 
ODP unterstützt dynamische Eigenschaften eines Exporters [Bea97, S. 9] (in  
[WaBe95, S. 133f.] auch als indirekte Eigenschaft bezeichnet), also Eigenschaften, die sich 
(ständig) ändern. Im Fall einer dynamischen Eigenschaft nennt der Exporter dem Trader beim 
Export des Dienstes keinen konkreten Wert, sondern benennt eine Schnittstelle (Service Of-
fer Evaluation Interface – SOE), über die der Trader den aktuellen Wert der Diensteigen-
schaft erfragen kann [WaBe95, S. 134]. 
Auch die von dem Exporter angebotene Schnittstelle zum Aufruf kann dynamisch sein, d.h. der 
Exporter kann statt der konkreten Schnittstelle, die den Dienst erbringt, dem Trader auch eine 
Schnittstelle anbieten, an der er den konkreten Ort der Schnittstelle erst erfragen muss. Vor-
genannte Technik wird als Proxy Offer bezeichnet [Bea97, S. 9]. 
Das ODP-Trading kennt den Begriff der Trading-Richtlinie4 (Policy) [Bea97, S. 6]. Eine 
Trading-Richtlinie legt zum Beispiel fest,  
- welche Dienste ein Trader als Exporter akzeptiert, 
- welche Art von Import-Anfragen der Trader akzeptiert, 
- wie stark ein Importer den Trader beanspruchen darf, 
- ob optionale Funktionalitäten durch den Trader unterstützt werden, 
- wie die Dienstleistungen des Traders abgerechnet werden. 
Auch Importer und Exporter können eigene Richtlinien bezüglich ihrer Anforderungen an den 
Trader haben [Bea97, S. 7]. Der grundsätzliche Aufbau einer Richtlinie, nicht aber der Aufbau 
der in einem Trading-System erlaubten Richtlinien, ist im ODP-Trading-Standard definiert. Als 
Trading-Administrator bezeichnen Spaniol, Popien und Meyer ein Objekt, das die Trading-
Richtlinien durchsetzt [SPM94, S. 23]. 
                                                 
4  Popien, Schürmann und Weiß übersetzen das englische Wort "Policy" mit dem deutschen Wort "Vo r-
schrift" [PSW96, S. 11ff.]. 
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2.4.2 Interworking beim ODP-Trading 
Das ODP-Trading unterstützt die Verlinkung von ODP-Tradern zum Interworking, sodass die 
beiden Trader eine Trading-Föderation bilden. Wenn ein Trader im Rahmen einer Trading-
Föderation eine Suchanfrage an einen anderen Trader weiterreicht, dann agiert er in Bezug auf 
den anderen Trader in der Rolle eines Importers [Kut95, S. 67]. Ein Trader kann eine Anfra-
ge parallel oder sequenziell an mehrere andere Trader weiterleiten [Kut95, S. 67]. Die Ergeb-
nisse der anderen Trader kann der weiterleitende Trader nach Übergabe an den Importer 
direkt aus seinem Speicher löschen oder temporär zwischenspeichern [Kut95, S. 67]. 
Ob eine Suchanfrage an einen verlinkten Trader weitergegeben werden darf, kann der Impor-
ter durch eine Link Follow Behaviour Policy angeben [ToBi99, S. 129]. Mögliche Werte 
sind local_only (keine verlinkten Trader nutzen), if_no_local (Anfrage an verlinkte Trader 
weiterreichen, wenn es keine Suchergebnisse im lokalen Trader gibt) und always (immer 
Suchanfrage auch an verlinkte Trader weiterreichen). Durch Regeln (wie zum Beispiel die, 
dass eine Suchanfrage niemals an den Trader weitergeleitet werden darf, von dem sie ur-
sprünglich kommt) wird erreicht, dass es beim Interworking von ODP-Tradern nicht zu einer 
Endlosschleife kommt. Tokmakoff und Billington beweisen in [ToBi99] durch Coloured Petri 
Nets (CPN), dass der entsprechende Algorithmus korrekt arbeitet. 
Kutvonen bezeichnet als Föderationstransparenz die Eigenschaft einer Trader-Föderation, 
die Unterschiede zwischen verschiedenen Trader-Domänen vor den Importern zu verbergen 
[Kut95, S. 66]. Ein Interceptor ist im ODP-Trading ein Objekt, das zwischen zwei verschie-
denen Tradern vermittelt, d.h. eine Trading-Föderation zwischen Tradern ermöglicht, die sich 
hinsichtlich der technologischen Umsetzung, der Kommunikationsplattform, der Typendarstel-
lung oder der Administration unterscheiden [Bea97, S. 5]. Ein Interceptor nimmt die Rolle 
dessen ein, was zwischen Komponentenmodellen eine Bridge genannt wird. 
Als besondere Probleme des ODP-Interworking sieht Kutvonen [Kut95, S. 67] die unter-
schiedliche Namensgebung und die unterschiedlichen Typsysteme in verschiedenen Trader-
Domänen. Die Optimierung des Interworking von Tradern war ein Forschungsschwerpunkt 
hinsichtlich der Erweiterungen des ODP-Trading-Standards (z.B.  
[BeRa92], [Bur95], [LeBe95], [PaMa95], [MZP96]).  
2.4.3 Schnittstellen 
ODP-Trading definiert für einen Trader verschiedene Schnittstellen. Jede Schnittstelle bietet 
einen Satz von Funktionen [Bea97, S. 12ff.]: 
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- Die Schnittstelle Register dient der Registrierung eines Dienstes und bietet die Operati-
onen Export, Withdraw, Modify, Describe, Withdraw_using_constraint und Resol-
ve. 
- Die Schnittstelle Lookup realisiert die Import-Funktionalität eines Traders. Einzige O-
peration ist Query5, die kein, ein oder mehrere Dienstangebote als Ergebnis liefert.  
- Die Schnittstelle Proxy dient dazu, Proxy Offers in den Trader einzutragen. Im Gegen-
satz zu "Register" gibt es hier nur die drei Operationen Export_Proxy, 
Withdraw_Proxy und Describe_Proxy. 
- Die Link-Schnittstelle dient dem Aufbau von Trading-Föderationen mit den Operatio-
nen Add_Link, Remove_Link, Modify_Link, Describe_Link und List_Links. 
- Die Schnittstelle Admin dient nicht dem Importer oder Exporter, sondern der Verwal-
tung des Traders als solchem. Operationen sind List_Offers, List_Proxies und Set 
zum Setzen von Eigenschaften des Traders. Alle weiteren Verwaltungsfunktionen des 
Traders sind nicht standardisiert. 
Ein Trader muss nicht alle Schnittstellen anbieten. Der Standard definiert je nach unterstützten 
Schnittstellen verschiedene Klassen von Tradern (Query Trader, Simple Trader, Stand Alo-
ne Trader, Linked Trader, Proxy Trader und Full-service Trader). Die folgende Tabelle 
zeigt, welche Schnittstellen ein Trader unterstützen muss, um zu einer bestimmten Trader-
Klasse zu gehören. 
Der Standard definiert als weitere Schnittstelle DynamicPropEval. Die Schnittstelle ist die 
Implementierung des Service Offer Evaluation Interface (SOE) für dynamische Diensteigen-
schaften. Sie dient der Beschaffung aktueller Werte für eine dynamische Eigenschaft und wird 
daher nicht vom Trader, sondern von einem Exporter angeboten und von einem Trader genutzt 
[Bea97, S. 20]. 
                                                 
5  Laut älteren Beiträgen, die auf Vorversionen des ODP-Trading-Standards basieren, war zunächst eine 
Unterscheidung der Lookup-Schnittstelle in eine Search-Operation, die alle geeigneten Dienste liefert, 
und eine Select-Operation, die den am besten geeigneten Dienst liefert, vorgesehen (vgl. z.B. [SPM94, 
S. 31ff.]. 

















Lookup (Server) X X X X X X 
Register (Server)  X X X X X 
Admin   X X X X 
Link    X  X 
Lookup (Client)    X X X 
Register (Client)    X  X 
Proxy     X X 
Tabelle 2.3: Unterstützung der Trading-Schnittstellen in den verschiedenen Trader-Klassen 
Als Verhalten des Traders ist im Standard festgelegt, dass er zunächst anhand der übergebe-
nen Importer Policy eine Vorauswahl aus der Menge der Dienstangebote treffen soll. Inner-
halb der Vorauswahl findet dann eine Suche nach dem angefragten Diensttyp und den ange-
fragten Diensteigenschaften statt. Im dritten Schritt ordnet der Trader die Suchergebnisse ge-
mäß der übergebenen Präferenzen [Bea97, S. 14]. 
ODP-Trading macht keine Vorschriften, wie die Schnittstellen des Traders umgesetzt werden 
sollen. Im Rahmen eines Engineering Viewpoint macht der dritte Teil des Standards aber einen 
Vorschlag, wie ein X.500-Verzeichnisdienst [ISO01] als Datenspeicher für den Trader ver-
wendet werden kann [Bea97, S. 22]. Ein ODP-Trader kann, muss aber nicht, ODP-
Basisdienste wie Security, Management und Type Repository nutzen [Bea97, S. 20].  
2.4.4 Implementierungen 
Es existieren mehrere Implementierungen des ODP-Trading, die zum Teil ergänzende Kon-
zepte realisieren. Laut [VBB95, S. 186] bestehen Implementierungen des ODP-Trading für 
DCE, ONC, ANSAware und CORBA.  
Go-Between ist ein Trader, der in den Jahren 1990 und 1991 parallel zum ISO-Standard 
entwickelt wurde [Ray91]. Gleiches gilt für den DRYAD-Trader der Universität Helsinki 
[Kut94]. Eine Implementierung einer frühen Version des ODP-Trading lieferte das Projekt 
Management Environment for Large Open Distributed sYstems (MELODY) [KoBu95]. 
Implementierungen für DCE stellen sowohl Beitz und Bearman [BeBe94] als auch Müller-
Jones, Merz und Lamersdorf [MML95] vor. Ohne explizit auf den Standard Bezug zu neh-
men, aber dennoch dem Standard sehr ähnlich ist der Trader im Rahmen des verteilten Be-
triebssystems RHODOS [NiGo94]. 
Die Realisierung des ODP-Trading auf Basis des Verzeichnisdienstes X.500 [ISO01] wurde 
von verschiedenen Autorengruppen (Waugh und Bearman [WaBe95], Popien und Meyer 
[PoMe93], Richman und Hoang [RiHo95a]) untersucht. 
Im Folgenden werden einige Implementierungen näher vorgestellt. 




Der Go-Between-Trader wurde in den Jahren 1990 und 1991 an der University of Queens-
land (Australien) parallel zum ISO-Standard entwickelt [Ray91]. Go-Between wurde in C für 
Unix geschrieben. Er besteht aus einem Type Manager, einem Trader und aus Beispielimple-
mentierungen für einen Dienstanbieter und einen Dienstnutzer.  
Der Type Manager verwaltet in Go-Between die angebotenen Dienste in einer hierarchischen 
Baumstruktur. Der Baum ist ein echter Baum, weil Verlinkung und Aliase ausgeschlossen sind, 
und besteht aus Name Directories und Service Directories. Service Directories enthalten nur 
Dienste, während Name Directories nur andere Name Directories oder Service Directories 
enthalten dürfen [Ray91, S. 8]. Dienste sind durch Pfadangaben in dem Baum eindeutig zu 
identifizieren, als Trennzeichen zwischen den Ebenen kommt der Slash "/" zum Einsatz. Ein 
Beispiel für eine Pfadangabe in Go-Between wäre 
"/geraete/drucker/swdrucker/laser/HP2100".  
Ein jeder Dienst kann durch Attribut-Wert-Paare näher beschrieben werden. Als Datentypen 
kommen dabei nur Ganzzahlen, Wahrheitswerte und Zeichenketten fester Länge zum Einsatz 
[Ray91, S. 9]. 
Die Suche ist mit einfachen Operatoren (+, -, *, /, %, =, !=, <, <=, >, >=) möglich. Um bei 
Suchanfragen mit mehreren Treffern eine Hierarchisierung der Suchergebnisse vornehmen zu 
können, kann man im Type Manager Regeln hinterlegen, welche Werte anderen vorzuziehen 
sind [Ray91, S. 11]. 
Go-Between unterstützt eine Föderation mehrerer Trader, wobei ein Trader in den Typ-Baum 
eines anderen Traders eingehängt wird, wie dies bei verteilten Dateisystemen (z.B. Mounted 
File System unter Unix oder Distributed File System unter Microsoft Windows ab Windows 
2000) erfolgt.  
Der Go-Between-Trader unterstützt für einen Diensterbringer nur die Operatoren Export und 
Withdraw. Der Dienstnutzer kann List, Search, Choose und Invoke aufrufen. 
[Ray91, S. 12ff.]. Besonders interessant ist, dass der Trader mit dem Invoke-Kommando 
einen angebotenen Dienst im Auftrag eines Client aufrufen kann [Ray91, S. 5 u. 15]. 
2.4.4.2 DRYAD 
DRYAD (Kurzform für Directory Adventure) war ein Projekt der Universität Helsinki in den 
Jahren 1992 bis 1994, das den Aufruf von Objekten in verteilten Systemen erforscht und die 
ODP-Standardisierung mit einer entsprechenden Implementierung begleitet hat [Kut94, S. 2]. 
Im Rahmen von DRYAD wurde auch ein ODP-Trader implementiert, der im Wesentlichen 
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dem Standard folgt, aber in einigen Details abweicht [Kut94, S. 2]. Im Gegensatz zum ODP-
Trading berücksichtigt der DRYAD-Trader in Dienstbeschreibungen sowohl bei der Dienstre-
gistrierung (Service Offer) als auch bei der Dienstsuche (Service Request) nicht nur den Typ 
der Schnittstelle, sondern auch die einzelnen Operationen, die die Schnittstelle anbietet, sowie 
das Objekt, das die Schnittstelle zur Verfügung stellt [Kut94, S. 3]. Außerdem besitzt der 
DRYAD-Trader ein eigenes Policy Repository, das die Richtlinien für Importer, Exporter und 
Trader speichert [Kut95, S. 6]. Die Auslagerung des Policy Repository aus dem Trader er-
möglicht es, das Teilsystem auch von anderen Diensten des verteilten Systems aus zu nutzen. 
L. Kutvonen und P. Kutvonen stellen in [KuKu94] das Konzept des impliziten Trading vor, 
bei dem ein Sekretär zwischen Anwendung und Trader geschaltet ist [KuKu94, S. 159ff.]. 
Der Sekretär hat die Aufgabe, die Nutzung des Traders solchen Anwendungen zu 
ermöglichen, die keine Trader-Unterstützung besitzen, d.h. keine Implementierungen für den 
Zugriff auf die Schnittstellen des Traders haben. Der Sekretär nimmt Daten von Anwendungen 
entgegen und wandelt sie in syntaktisch korrekte Trader-Anfragen um. Das ODP-Trading-
Konzept, bei dem die Anwendung direkt mit dem Trader kommuniziert, bezeichnen die 
Autoren im Kontrast dazu als explizites Trading [KuKu94, S. 159]. Im DRYAD-Trader ist 
ein Sekretär mit Namen Daphne implementiert, der auf Basis von Dateien Daten mit nicht-
trader-fähigen Anwendungen austauscht [KuKu94, S. 163ff.]. Die Machbarkeit haben die 
Autoren belegt, indem sie den bei Microsoft Windows mitgelieferten Editor Notepad als Client 
für Abfragen an einen X.500-Verzeichnisdienst eingesetzt haben [KuKu94, S. 165]. 
2.4.4.3 TRADE-Projekt 
Müller-Jones, Merz und Lamersdorf haben in [MML95] die Implementierung der ODP Tra-
ding Function [ISO98a] auf dem Distributed Computing Environment (DCE) untersucht. 
Das Distributed Computing Environment (DCE) ist eine Middleware für verteilte Anwen-
dungen. DCE wurde von der Open Software Foundation (OSF) entwickelt, die sich inzwi-
schen The Open Group nennt [TaSt02, S. 80]. DCE definiert zahlreiche Dienste, darunter 
Remote Procedure Call (RPC), Thread Service, Cell Directory Service (CDS), Global 
Directory Service (GDS), Security Service, Distributed Time Service (DTS), Distributed 
File Service (DFS) und Diskless Client Support [MML95, S. 478]. Die Basiseinheit der 
Strukturierung und des Managements in DCE wird Zelle genannt [MML95, S. 478]. Dienste 
werden in DCE auf Basis von Schnittstellen angeboten, wobei jede Schnittstelle einen eindeu-
tigen Universal Unique Identifier (UUID) besitzt [MML95, S. 479]. Durch so genannte 
UUID Version Numbers wird die Versionierung von Schnittstellen unterstützt. Der DCE Re-
mote Procedure Call (RPC) ist eine Konkurrenz zu dem bekannteren Sun RPC 
[TaSt02, S. 80], wird aber nicht nur in UNIX-Systemen, sondern auch von Microsoft in den 
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Windows-Betriebssystemen verwendet. Der DCE RPC ist die Grundlage für das DCOM-
Protokoll von Microsoft, der Middleware für das Component Object Model (COM). Auch 
andere DCE-Konzepte, wie die UUIDs, wurden in COM adaptiert [Sch01, S. 45f.]. 
Es gibt innerhalb von DCE keine Trading-Funktionalität. Müller-Jones, Merz und Lamersdorf 
haben in [MML95] eine solche Funktion in einem Prototyp vorgestellt. Die Autoren sind dabei 
zu dem Ergebnis gekommen, dass eine Realisierung des ODP- Trading innerhalb des DCE 
möglich ist, es dem DCE aber an ausreichend mächtigen Mechanismen für Dienstbeschreibung 
und Typmanagement fehlt, die zum Kern des DCE hinzugefügt werden müssen 
[MML95, S. 486]. Den entwickelten Trader bezeichnen [MML95] als TRADE-Trader (kurz: 
TRADEr), der im Rahmen der Projekte Trading and Coordination Environment (TRADE) 
und Common Open Service Market (COSM) der Universität Hamburg entwickelt wurde 
[MML95, S. 477]. 
Der TRADEr unterscheidet zwischen einer Type Management- und einer Service Offer Ma-
nagement-Hierarchie. In der Type Management-Hierarchie ist die Vererbung der Schnittstel-
lentypen abgelegt, in der Service Offer Management-Hierarchie sind die Dienste angeordnet 
[MML95, S. 482]. Genau wie in ODP werden zur Typbeschreibung Typnamen und Typattri-
bute herangezogen [MML95, S. 483]. Das Service Offer Management basiert auf dem DCE 
Cell Directory und DCE Global Directory mit hierarchischen Namen im Dateisystem- ("/x/y/z") 
oder X.500-Stil ("/C=DE/O=UNIESSEN/OU= WIRTSCHAFTSINFORMATIK") 
[MML95, S. 485]. 
2.4.4.4 MELODY 
MELODY steht für Management Environment for Large Open Distributed 
sYstems, ein Projekt der Universität Stuttgart in den Jahren 1992 bis 1995. Das Ziel bestand 
darin, einen allgemeinen Dienst für die Infrastruktur eines offenen Marktes bereitzustellen 
[KoBu95, S. 85]. MELODY realisiert einen Trader auf Basis einer Vorabversion des ODP-
Trader-Standards aus dem Jahre 1992 [KoBu95, S. 57] [Kov96, S. 9]. Der MELODY-
Trader handelt sowohl mit DCE-Diensten als auch mit CORBA-Diensten [KoBu95, S. 88] 
[Kov96, S. 9] und ist damit der einzige bisher bekannte Trader, der heterogene Dienste unter-
stützt. Die Implementierung erfolgte in C++ für SOLARIS, AIX und HP/UX [Kov96, S. 9]. 
Für den MELODY-Trader ist außerdem eine Erweiterung für mobile Agenten verfügbar 
[Kov96]. 
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2.4.4.5 Objektorientierter Trader von Bearman, Duddy,  
 Raymond und Vogel 
Auf Basis von Kritik am monolithischen Aufbau des ODP-Traders schlagen Bearman, Duddy, 
Raymond und Vogel in [BDRV97] eine objektorientierte Implementierung des ODP-Trading 
auf Basis der Common Object Request Broker Architecture (CORBA) unter Nutzung beste-
hender CORBA-Dienste wie dem Property Service [OMG00b] vor. Der Trader orientiert 
sich an dem Spezifikationsstil der CORBA Object Services (COS), ist aber nicht zu verwech-























Abbildung 2.3: Erzeugung von ServiceOffer-Objekten im objektorientierten Trader [BDRV97, S. 17] 
Der nicht mit einem expliziten Namen bezeichnete Trader von Bearman, Duddy, Raymond und 
Vogel verwendet zur Speicherung der Dienstangebote ein Konzept, das die Autoren inside-
out design nennen [BDRV97, S. 18]: Die Dienstangebote werden nicht innerhalb des Traders 
in einer Datenbank gespeichert, sondern außerhalb des Traders in ServiceOffer-Objekten. 
Jedes ServiceOffer-Objekt ist selbst in der Lage zu prüfen, ob die Anforderungen des Impor-
ters auf das Objekt zutreffen. Der Trader verwaltet alle ServiceOffer-Objekte durch einen so 
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genannten Service Offer Service. Die Autoren schlagen weiterhin vor, dass die ServiceOffer-
Objekte von einer Service Offer Factory erzeugt werden, die ihrerseits aus einer Service 
Type Factory mit ServiceType-Objekten gespeist wird. 
2.4.4.6 ODP-Trading auf Basis von X.500-Verzeichnisdiensten 
Die Realisierung des ODP-Trading auf Basis des Verzeichnisdienstes X.500 [ISO01] wurde 
von verschiedenen Autorengruppen (Popien und Meyer [PoMe93], Pratten, Hong und 
Bennett [PHB94], Waugh und Bearman [WaBe95] sowie Richman und Hoang [RiHo95a]) 
untersucht. X.500 (alias ISO-Directory) ist ein ISO- und ITU-Standard (ISO 9594, ITU 
X.500 [ISO01]) zum Aufbau großer, verteilter Verzeichnisdienste [WaBe95, S. 136]. Die 
Clients für einen X.500-Verzeichnisdienst heißen Directory User Agents (DUA), während 
die Server Directory System Agents (DSA) genannt werden. Objekte in einem X.500-
Verzeichnis werden Einträge genannt und sind hierarchisch in einem Directory Information 
Tree (DIT) angeordnet. Im Gegensatz zu relationalen Datenbanken kann ein Attribut eines 
Eintrags mehrere Werte besitzen. Ein Eintrag gehört zu einem Eintragstyp. Im Schema des 
Verzeichnisses sind die Eintragstypen und deren mögliche Attribute mit Attributtypen definiert 
[WaBe95, S. 136]. 
Es bestehen einige Ähnlichkeiten zwischen dem ODP-Trading (X.950) und dem Verzeichnis-
dienststandard X.500. Waugh und Bearman nennen in [WaBe95, S. 144] insbesondere fol-
gende Punkte: 
- das ähnliche Datenmodell: Beide Standards nutzen Attribute, die einen Typ und ein o-
der mehrere Werte besitzen. Ein Dienstangebot kann so als ein X.500-Objekt model-
liert werden [WaBe95, S. 133] 
- die ähnlichen Operationen wie Lesen, Suchen und Ändern 
- in X.500-Verzeichnis erfüllt die Anforderung, dass das Schema aktualisiert werden 
kann, ohne den Verzeichnisdienstserver herunterfahren zu müssen. Vorgenannte Anfor-
derung besteht auch an ODP-Trader [WaBe95, S. 137]. 
Die Autoren meinen daher, dass der Aufwand zur Implementierung eines ODP-Traders durch 
den Einsatz eines X.500-Verzeichnisdienstes erheblich reduziert werden kann [Wa-
Be95, S. 133 u. 144], insbesondere dadurch, dass die Implementierung eines Datenspeichers 
für den Trader entfällt [WaBe95, S. 134]. 
Popien und Meyer haben in [PoMe93] die Realisierung einer ODP-Trader-Föderation auf 
Basis des X.500-Verzeichnisdienstes untersucht. Um die Kompatibilität zu allen X.500-
Verzeichnisdiensten zu erhalten, wurde dabei die Design-Entscheidung getroffen, auf den in 
X.500 standardisierten Directory User Agent (DUA) aufzusetzen und keine neuen oder er-
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weiterten Schnittstellen einzuführen [PoMe93, S. 314]. In Anlehnung an die X.500-Begriffe 
definieren die Autoren einen Trader User Agent (TUA) als Schnittstelle für die Benutzer des 
Traders. Der TUA greift auf einen Trader Service Agent (TSA) zu, der wiederum den DUA 
verwendet, um mit dem X.500-Directory Service Agent (DSA) zu kommunizieren [Po-
Me93, S. 315]. Der DAS schließlich hat den Zugriff auf die Directory Information Base 











Abbildung 2.4: Struktur des X.500-basierten Traders [PoMe93, S. 3] 
Zwischen TSA und DSA besteht eine 1:1-Abbildung; allerdings bildet die Trading-Föderation 
einen Graph (Trader Federation Graph – TFG), während der X.500-Verzeichnisdienst in 
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einer Baumstruktur organisiert ist (Directory Information Tree – DIT) [PoMe93, S. 315]. Da-
bei haben Popien und Meyer zwei Probleme identifiziert:  
- Es gibt kein adäquates Instrument zur Modellierung der Relation zwischen zwei Tradern 
im X.500-Verzeichnisdienst. 
- Ebenso wenig wurde eine Lösung für die Typprüfung für Dienstbeschreibungen gefun-
den. 
Beide Bereiche mussten daher im Trader Service Agent (TSA) abgebildet werden  
[PoMe93, S. 317]. 
Einen anderen Ansatz verfolgen Waugh und Bearman [WaBe95]: Sie konzentrieren sich in 
ihrer Arbeit auf die Schnittstelle zwischen Trader und X.500, weniger auf den Trader selbst 
[WaBe95, S. 133]. Die Arbeit der beiden Autoren ist in den X.950-Standard als Anhang zur 
Realisierung von ODP-Trading auf Basis eines X.500-Dienstes eingegangen [WaBe95, S. 
133] [Bea95, S. 33]. 
Waugh und Bearman haben festgestellt, dass es einige Funktionen im ODP-Trading gibt, die 
nicht durch X.500 bereitgestellt werden können. Als Beispiel nennen sie die dynamischen Ei-
genschaften, die von ihnen als indirekte Eigenschaften bezeichnet werden [WaBe95, S. 133], 
die speziellen Operationen des Traders [WaBe95, S. 134 u. 137], die Anordnung von Such-
ergebnissen gemäß Präferenzen [WaBe95, S. 134 u. 138] und die mangelnde Möglichkeit, 
Informationen an einen einzelnen Server statt an alle Server zu übergeben [WaBe95, S. 138]. 
Dadurch kann ein X.500-Verzeichnisdienst nicht die Funktion eines Traders erfüllen.  
Dies hat Waugh und Bearman dazu bewegt, X.500 zwar als Datenspeicher einzusetzen, aber 
den X.500-Directory User Agent (DUA) durch einen erweiterten Trader-DUA  
(T-DUA) auszutauschen [WaBe95, S. 134 u. 138]. Damit greifen sie im Unterschied zu Po-
pien und Meyer [PoMe93] in die Schnittstellendefinition von X.500 ein. 
Waugh und Bearman haben zunächst vier Objekttypen (Eintragstypen) identifiziert, die im 
X.500-Verzeichnis gespeichert werden müssen: Dienstangebote, Trader-Verbindungen, 
Trader-Richtlinien und den Trader selbst [WaBe95, S. 134]. Allerdings sprechen die Auto-
ren6 auch von einem fünften Objekttyp, dem Type Manager, der aber im Standard auch nicht 
zum Trader Information Object hinzugerechnet wird. Diensteigenschaften und Dienstangebots-
eigenschaften modellieren Waugh und Bearman als X.500-Attribute der o.g. selbst definierten 
                                                 
6   Im gleichen Beitrag [WaBe95, S. 139 u. 141].  
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X.500-Objekttypen. Die Trader-Objekte bilden einen eigenen Baum, der im X.500-DIT an 
beliebiger Stelle als Unterbaum einsortiert werden kann [WaBe95, S. 139]. 
Als Vorteile der Nutzung eines X.500-Verzeichnisses als Basis für einen X.950-Trader nen-
nen Waugh und Bearman [WaBe95, S. 137] die Möglichkeit, auf der X.500-Infrastruktur, 
insbesondere der Datenbank, der Namensauflösung, der Authentifizierung sowie der Zugriffs-
steuerung aufzusetzen. Durch Wiederverwendung der bestehenden Infrastruktur könnten In-
vestitionskosten und laufende Kosten eingespart werden. 
Waugh und Bearman berichten von weiteren Arbeiten bezüglich der Integration von X.500 
und X.950 u.a. von Warren Pratten et al., die aber der Öffentlichkeit nicht zugänglich sind 
[WaBe95, S. 143] 
2.4.5 Kritik am ODP-Trading 
Die wesentliche Kritik am ODP-Trading besteht aus heutiger Sicht vor allen Dingen darin, 
dass der Trader auf das Trading mit Objekten festgelegt ist. Das Trading mit Komponenten als 
größeren Einheiten wird nicht explizit unterstützt. Vasudevan kritisiert, dass die Komposition 
mehrerer einzelner Dienste zur Befriedigung einer Suchanfrage im ODP-Trading nicht realisier-
bar ist [Vas98b, S. 2]. 
Zudem ist das ODP-Trading auf homogene Objektmodelle beschränkt. Es gibt in dem Trader 
keinerlei Vorrichtungen, in einem Trader gleichzeitig unterschiedliche Objekt- bzw. Kompo-
nentenmodelle zu unterstützen.  
Die beim ODP-Trading verwendete Dienstbeschreibung durch Diensttypen und Attribut-
Wert-Paare ist sehr einfach und enthält wenig Semantik über die Funktionalität des Dienstes 
[PGM95, S. 3] [TeNi99a, S. 187] [TeNi99b, S. 9]. Terzis und Nixon bezeichnen das bishe-
rige Trading vom Wesen her als ein syntaktisches Trading [TeNi00, S. 6].  
Die Notwendigkeit der Nennung eines Diensttyps bei einer Suchanfrage bedingt, dass der 
Importer bereits zur Entwicklungszeit auf einen bestimmten Diensttyp festgelegt wird 
[MMGL01, S. 2]. Lammersdorf und Müller-Jones bezeichnen in [LaMü94, S. 4] die Dienste 
im ODP-Trading daher als klassifizierte Dienste, weil bereits im Voraus eine Vereinbarung 
über Diensttypen getroffen sein muss. 
Weiterhin ist hinsichtlich der Dienstbeschreibungen in ODP zu kritisieren, dass ein Dienst nur 
immer zu genau einem Diensttyp gehören kann. Eine Mehrfach-Zuordnung ist nicht möglich, 
was aber im Hinblick auf Softwarekomponenten notwendig ist, da es Komponentenmodelle 
gibt, die Mehrfachschnittstellen unterstützen (z.B. COM [Mic02] und CLI [ECMA01] 
[ISO02a]). Das Diensttyp-Konzept ist zudem eine sehr einfache Kategorisierung. Die Identifi-
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zierung erfolgt allein anhand des Namens; es gibt keine semantische Beschreibung eines 
Diensttyps. Aus den Kritikpunkten ergaben sich Arbeiten an anderen Vorschlägen zur Dienst-
beschreibung (z.B. [PMG95]). In den in der Literatur diskutierten Alternativvorschlägen ist die 
Dienstbeschreibung jedoch auf eine bestimmte Notation bzw. Beschreibungssprache be-
schränkt.  
Popien und Meyer präsentieren in [PoMe95] eine alternative Sprache zur Definition von 
Suchanfragen an ODP-Trader, die als eine Mischung zwischen SQL und IF…THEN-
Bedingungen angesehen werden kann. Die Sprache heißt Service Request Description Lan-
guage (SRDL). 
Marvie et al. kritisieren darüber hinaus die Komplexität der bestehenden Trader-
Realisierungen. Als Beispiel nennen sie, dass rund 50 Zeilen Programmcode in den Sprachen 
C++ oder Java erforderlich sind, um über Lookup::Query() eine einfache Suchanfrage wie 
die Frage nach allen Farbdruckern, die schneller sind als zwei Seiten pro Minute, zu stellen 
[MMGL01, S. 4f.]. Bedarf, die Komplexität der Schnittstellen zu reduzieren, sehen auch 
Bearman, Duddy, Raymond und Vogel [BDRV97, S. 16]. Die Schwergewichtigkeit des In-
terworking beim ODP-Trading kritisieren Vasudevan und Bannon [VaBa98, S. 3]. Die mono-
lithische und unflexible Architektur des ODP-Traders ist Kritikpunkt von Bearman, Duddy, 
Raymond und Vogel in [BDRV97, S. 16f.]. 
Eine weitere Kritik, die sowohl von Marvie et al. als auch von Puder, Gudermann und Mark-
witz geäußert wurde, ist die fehlende Typprüfung zur Entwicklungszeit [MMGL01, S. 4] 
[PGM95, S. 1]. Puder, Gudermann und Markwitz kritisieren zudem, dass der Vermittlungs-
vorgang ein einfacher Frage-Antwort-Vorgang ohne Iterationen ist. Dabei würde vernachläs-
sigt, wie die Programmierer zur Übersetzungszeit ihrer Applikationen Kenntnis über Datenty-
pen erlangen [PGM95, S. 1]. Dass ein ODP-Trader außerdem keine Garantie für das Funkti-
onieren eines vermittelten Dienstes übernimmt, bemängeln Jacob und Mudge in [Ja-
Mu96, S. 3]. 
Kritik an der Architektur des ODP-Traders und darauf aufbauender Implementierungen üben 
Bearman, Duddy, Raymond und Vogel [BDRV97, S. 16f.]. Aufgrund der Unterstützung für 
unterschiedliche Plattformen wurde bei der Spezifikation des Traders ein monolithischer An-
satz gewählt und objektorientiertes oder komponentenbasiertes Design nicht berücksichtigt. 
L. Kutvonen und P. Kutvonen kritisieren, dass beim ODP-Trading der Importer eine explizite 
Unterstützung für die ODP-Trading-Schnittstellen besitzen muss und eine Nutzung des Traders 
für viele (alte) Anwendungen somit unmöglich wird  
[KuKu94, S. 159]. 
Bestehende Trading-Ansätze 27 
 
  
Als weitere Kritikpunkte am ODP-Trading sind zu nennen: 
- Die Dienstsuche ist ein einfacher Frage-Antwort-Vorgang. Es gibt keine Iterationen, 
sodass man nicht von einem echten Verhandeln sprechen kann. 
- Es gibt keine Möglichkeit, Dienste von dem Exporter zum Trader oder zum Importer zu 
transportieren und dort auszuführen. 
- Die Richtlinien zur Arbeit des Traders (Trader Policies) sind für einen bestimmten Tra-
der fest vorgegeben. Die Einführung neuer Richtlinien erfordert eine Änderung der Imp-
lementierung des Traders. 
2.5 ANSAWare-Trading 
Die Advanced Network System Architecture (ANSA) ist ein britisches Forschungsprojekt 
aus den Jahren 1985 bis 1998 unter Federführung der Architecture Projects Management 
Limited (APM), Cambridge [ANS98]. Ziel des ANSA-Projekts war die Entwicklung einer 
Verteilungsplattform für Informationssysteme aller Art [ANS85, S. 5]. Die im Rahmen des 
ANSA-Projekts entwickelte Verteilungsplattform wird ANSAWare genannt [Bei94, S. 4]. 
Das ANSA-Projekt hatte großen Einfluss auf den ODP-Standard. Poon schreibt über den 
Einfluss von ANSA auf den ODP-Standard: "Die meisten im ANSA-Projekt vorgestellten 
Konzepte wurden erhalten, formalisiert, verallgemeinert oder erweitert." [Poo95, S. 236]. 
Insbesondere auch die Herangehensweise der Betrachtung des Systems aus fünf so genannten 
Viewpoints (Enterprise, Information, Computation, Engineering und Technology) ist in ANSA 
und ODP gleich [Poo95, S. 236]. Im Rahmen des ANSA-Projekts wurde auch ein Trader 
entwickelt, der ANSAWare-Trader, der maßgeblichen Einfluss auf den Standardisierungspro-
zess hatte [Des93, S. 2] und daher als Vorläufer des ODP-Trading-Standards einzustufen ist. 
Die ANSA-Architektur erlaubt, dass Trader als normale Anwendungsobjekte implementiert 
werden können; sie sind kein integraler Teil der ANSA-Infrastruktur. Daher kann es in ANSA 
nicht nur einen, sondern beliebig viele koexistierende Trading-Services geben. Dienste werden 
ebenso wie im ODP-Trading beim ANSAWare-Trading durch Diensttypen und Diensteigen-
schaften in Form von Attribut-Wert-Paaren beschrieben. Eine Unterscheidung in Diensteigen-
schaften und Dienstangebotseigenschaften gibt es nicht. Dynamische Diensteigenschaften wer-
den nicht unterstützt [Kel93, S. 129]. Die Dienste werden im Trader in einen hierarchischen 
Baum eingeordnet, dessen Äste Kontexte genannt werden [Des93, S. 2f.]. Eine Suchanfrage 
besteht aus einem Diensttyp, einer Folge von Bedingungen für Diensteigenschaften und einer 
Definition der zu durchsuchenden Teilbäume (Kontexte) [Des93, S. 4]. 
Alle Typen werden in einem Type Description Service (TyDS) gespeichert. Eine Verer-
bungshierarchie der Diensttypen ist nicht vorgesehen, allerdings ist ein Type Conformance 
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Service (TyCS) in der Lage, ähnliche Diensttypen anhand des Konzepts der Typübereinstim-
mung zu ermitteln. Ähnlich sind solche Dienste, die die gleichen Operationen mit den gleichen 
Parametern und Rückgabewerten bieten. Ein Diensttyp I2 kann anstelle von I1 verwendet wer-
den, wenn I1 mindestens die gleichen Operationen wie I2 bietet. I1 darf aber mehr Operationen 
bieten als I2 [Des93, S. 7]. 
Eine Zugangskontrolle zu den angebotenen Diensten findet im ANSAWare-Trader nicht statt. 
Wie in der ANSA-Architektur definiert kann eine Schnittstellenreferenz zu jedem Objekt von 
jedem anderen Objekt erhalten werden. Die Zugriffssteuerung liegt bei den Objekten selbst 
[Des93, S. 19].  
Der ANSAWare-Trader bietet nur zwei Schnittstellen: BasicContext und SearchContext 
[Des93, S. 12]. Im Gegensatz zum ODP-Trading findet durch die verschiedenen Schnittstellen 
keine funktionale Trennung, sondern eine Klassifizierung des Traders statt. Die Schnittstelle 
BasicContext bietet alle grundlegenden Operationen eines Traders an, sowohl für Exporter 
und Importer als auch für Administration und Föderation [Des93, S. 12f.]. Die Schnittstelle 
SearchContext bietet die gleichen Operationen wie BasicContext und darüber hinaus eine 
Suchoperation unter Einbeziehung von Suchrichtlinien [Des93, S. 15f.]. Beim BasicContext 
wird noch eine Unterteilung vollzogen in Trader, die eine Verlinkung unterstützen (branch-
context service oder full trading context), und solche, die keine Verlinkung unterstützen 
(leaf-context service oder minimal trading context). Der ANSAWare-Trader definiert 
dafür allerdings keine unterschiedlichen Schnittstellen, sondern sieht vor, dass bei nicht-
verlinkenden Tradern die entsprechenden Operationen kein Ergebnis liefern [Des93, S. 14]. 
2.6 COS-Trading 
Die Common Object Request Broker Architecture (CORBA) ist eine Verteilungsplattform, 
die bei der Object Management Group7 (OMG), standardisiert ist. CORBA 1.1 wurde 1991 
eingeführt und definierte zunächst nur die Interface Definition Language (IDL) und das Appli-
cation Programming Interface (API) für die Interaktion von Objekten innerhalb einer spezifi-
schen Implementierung des Object Request Brokers (ORB). Das CORBA-Modell wurde 
1994 in CORBA 2.0 um die Spezifikation der Interoperabilität zwischen verschiedenen ORBs 
unterschiedlicher Hersteller erweitert [OMG00a, S. IV]. 
                                                 
7  Laut Szyperski ist die 1989 gegründete OMG mit 800 Mitgliedern (Stand Anfang 2002) die größte Ve r-
einigung in der Computerindustrie [Szy02, S. 231]. 
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CORBA verfügt über einen Trading-Dienst, der offiziell CORBA Trading Object Service 
heißt [OMG00a, S. 1]. Auf den CORBA-Trading-Dienst wird in der Literatur aber oft auch 
mit den Namen CORBA-Trading, COS-Trading, OMG-Trading oder Trading Object Ser-
vice (TOS) [Gri98, S. 343] Bezug genommen.  
2.6.1 Vergleich von ODP-Trading und COS-Trading 
Der CORBA Trading Object Service ist aus der ODP Trading Function (ISO 13235) ent-
standen [Kel98, S. 60]. Bearman stellt fest, dass die Computational Specification des ODP-
Trading im Juni 1996 als offizieller CORBA-Dienst bei der OMG angenommen wurde 
[Bea97, S. 2]. Im Widerspruch dazu behauptet die OMG in [OMG00c], sie wäre der ur-
sprüngliche Urheber des ODP-Trading, das bei der ISO standardisiert ist: "Other OMG Spe-
cifications that have been adopted by ISO include … Trader (ISO/IEC 13235| ITU-T Rec-
ommendation X.950) and ODP Type Repository (ISO/IEC DIS 14769|ITU-T Rec. X.960), 
which incorporates text from the OMG's MOF and UML." 
Ebenso wie im ODP-Standard wird ein Dienst durch einen Schnittstellentyp und Diensteigen-
schaften in Form von Name-Wert-Paaren beschrieben [OMG00a, S. 7]. Eine Unterscheidung 
in Diensteigenschaften und Dienstangebotseigenschaften wie beim ODP-Trading gibt es hinge-
gen nicht. Wie beim ODP-Trading stellt ein Importer eine Suchanfrage unter Angabe eines 
Diensttyps und einer Bedingung. Das COS-Trading verwendet zur Formulierung von Bedin-
gungen die CORBA Standard Constraint Language (SCL) [OMG00a, S. 9ff. u. B-1ff.]. In 
anderen Veröffentlichungen (z.B. [MMGL01, S. 3]) wird auf diese Sprache auch unter der 
Abkürzung OCL für OMG Constraint Language Bezug genommen. 
Die Diensttypen werden im COS-Trading in einem speziellen Service Type Repository ver-
waltet. Dieses Service Type Repository ermöglicht die Überprüfung von Typen auf Basis der 
dort hinterlegten Daten. Zu einem Diensttyp müssen Name des Diensttyps, Obertypen, eine 
Beschreibung der Schnittstelle und erlaubte Diensteigenschaften (Name-Wert-Paare) abgelegt 
sein. Die Beschreibung der Schnittstelle erfolgt in der in CORBA stark verwendeten Interface 
Definition Language (IDL)8 [MMGL01, S. 2]. 
Das COS-Trading ist aber keine exakte Implementierung des ODP-Trading, weil einige Funk-
tionen wie z.B. die Möglichkeit, dass der Client Einfluss auf die Suchfunktion des Traders 
nimmt, in CORBA entfallen sind [TeNi00, S. 6]. Auch das Application Programming Interface 
(API) von ODP-Trading und COS-Trading unterscheidet sich. Die Schnittstellen sind in bei-
den Standards gleich (Lookup, Register, Admin, Link, Proxy). Ebenso definiert auch das 
                                                 
8  IDL ist eine Beschreibungssprache für Schnittstellen, die bei der ISO (ISO/IEC 14750) und der ITU 
(X.920) standardisiert ist [ISO99a]. 
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COS-Trading sechs Klassen von Tradern: Query Trader, Simple Trader, Stand Alone Tra-
der, Linked Trader, Proxy Trader und Full-Service Trader [OMG00a, S. 40ff.]. Im 
OMG-Standard findet man neben den Schnittstellen Lookup, Register, Admin, Link und 
Proxy jedoch auch noch die Schnittstellen OfferIDIterator [OMG00a, S. 2.17] und OfferI-
terator [OMG00a, S. 2.8]. Ein OfferIterator ist das Ergebnis einer Suchanfrage mit der O-
peration Query in der Schnittstelle Lookup und umfasst eine Menge gefundener Dienstange-
bote [OMG00a, S. 2.8]. Ein OfferIDIterator ist eine Menge von Offer Identifiers als Ergeb-
nis der Operationen List_Offers und List_Proxies in der Admin-Schnittstelle 
[OMG00a, S. 2.17]. 
Unterschiede gibt es aber auf der Ebene der einzelnen Operationen. Beispielsweise bietet die 
Export-Operation in der Register-Schnittstelle beim COS-Trading nur drei Parameter 
[OMG00a, S. 11], während beim ODP-Trading sechs Parameter vorgesehen sind 
[ISO98a, S. 44 u. 63]. Der Grund dafür liegt darin, dass beim COS-Trading alle Eigenschaf-
ten in einem Parameter properties übergeben werden, während das ODP-Trading drei unter-
schiedliche Listen für statische Diensteigenschaften, statische Dienstangebotseigenschaften und 
dynamische Diensteigenschaften vorsieht. Außerdem sieht das ODP-Trading die Übergabe 
von Regeln für die Platzierung des Dienstangebots (exporterPlacementCriteria) vor. 
Ein weiteres Beispiel für Unterschiede ist die Modify-Operation aus der gleichen Schnittstelle: 
Beim ODP-Trading müssen mit einem Offer Identifier sowie mit drei getrennten Listen der 
statischen Diensteigenschaften, der statischen Dienstangebotseigenschaften und der dynami-
schen Diensteigenschaften fast die gleichen Parameter angegeben werden wie bei der Export-
Operation. Da ODP-Trading kein echtes Ändern, sondern ein Ändern durch Löschen und 
Neu-Anlegen vorsieht, müssen alle Eigenschaften bei der Operation genannt werden – auch 
solche, die sich nicht ändern [ISO98a, S. 45f.]. Dies ist im COS-Trading besser gelöst: Die 
Angabe von Offer Identifier und zwei Eigenschaftslisten (einer del_list und einer modify_list) 
ermöglicht beim COS-Trading, nur die zu löschenden bzw. zu ändernden Eigenschaften an-
zugeben [OMG00a, S. 13f. u. 63]. 
2.6.2 Implementierungen 
Verfügbar sind sowohl kommerzielle als auch wissenschaftliche Implementierungen und Wei-
terentwicklungen des COS-Trading. Einige der existierenden Implementierungen werden im 
Folgenden kurz vorgestellt. 
2.6.2.1 DSTC Trading Object Service  
Der DSTC Trading Object Service wurde am australischen Distributed Systems Technolo-
gy Centre (DSTC) entwickelt. Er ist eine Implementierung des COS-Trading, der innerhalb 
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von sechs Jahren parallel zur Standardisierung entwickelt wurde und laut Aussage des DSTC 
Einfluss auf die Entwicklung des Standards hatte [DSTC03]. Der Trader realisiert nur den 
Typus Linked Trader. Der Trader läuft auf verschiedenen CORBA-ORBs (Orbix, VisiBro-
ker, Expertsoft, omniORB) auf den Betriebssystemen Solaris und Windows NT. Als Daten-
speicher werden Dateien und relationale Datenbanken unterstützt. Eine weitere Implementie-
rung des COS-Trading aus dem wissenschaftlichen Bereich ist der TAO Trading Service 
[Wid02]. 
2.6.2.2 Orbix 2000-Trader 
Die Firma IONA liefert im Rahmen der CORBA-Implementierung Orbix 2000 auch eine 
Implementierung des COS-Trading [ION01] [ION03a]. Der Orbix 2000-Trader ist ein Full-
Service-Trader, unterstützt also alle Funktionen des COS-Trading-Standards. Er ist in Java 
implementiert [ION03a, intro5.html]. Das Nachfolgeprodukt von Orbix 2000, das ebenfalls 
einen COS-Trader enthält, heißt End 2 Anywhere (E2A) Enterprise Server [ION03c]. 
 
Abbildung 2.5: Screenshot der Benutzerschnittstelle des Orbix 2000-Traders 
2.6.2.3 ORBacus Trader 
ORBacus ist ein weiterer CORBA Object Request Broker der Firma IONA [ION03d] und 
wurde ursprünglich von der Firma Object Oriented Concepts entwickelt, die aber später von 
IONA aufgekauft wurde. ORBacus unterstützt C++ und Java.  
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ORBacus enthält auch eine Implementierung des COS-Trading [ION03b]. Der Trader gehört 
zur Trader-Klasse Full-Service-Trader. ORBacus verfügt über einige grafische Werkzeuge 
zur Verwaltung des Traders. Der Hauptunterschied von ORBacus zum IONA-Produkt Orbix 
2000 ist die Verfügbarkeit des Quellcodes für die Kunden [ION03d]. 
2.6.2.4 Trader Oriented Request Broker Architecture (TORBA)  
Trader Oriented Request Broker Architecture (TORBA) ist ein Vorschlag von Marvie, 
Merle, Geib und Leblanc [MMGL01] zur Verbesserung des COS-Trading. Die Autoren üben 
Kritik an der hohen Komplexität der Schnittstellen des COS-Trading und der mangelnden 
Typsicherheit zur Entwicklungszeit [MMGL01, S. 4f.]. In TORBA gibt es neben den Dienst-
typen so genannte Dienstangebotstypen (Trading Offer Types). Ein Dienstangebotstyp um-
fasst eine Schnittstelle, Diensteigenschaften und vordefinierte Suchoperationen, die mutmaßlich 
häufig benötigt werden [MMGL01, S. 6]. Auf Basis dieser Dienstangebotstypen kann für Im-
porter zur Entwicklungszeit eine bessere Typsicherheit garantiert werden, was die Autoren 
einen Trading Contract nennen [MMGL01, S. 5]. Die vordefinierten Suchoperationen redu-
zieren die Komplexität von Suchanfragen. Die Sprache zur Definition von Dienstangebotstypen 
ist eine Mischung aus OMG IDL [OMG02b] und OMG OCL [OMG00a, S. B-1ff.]. Sie wird 
von Marvie et al. TORBA Definition Language (TDL) genannt [MMGL01, S. 6]. Dienstan-
gebotstypen können abstrakt oder konkret sein und von einem oder mehreren anderen 
Dienstangebotstypen erben [MMGL01, S. 6]. Es wird also Mehrfachvererbung unterstützt. 
2.6.2.5 TOI-Trader 
TOI steht für Trading Object Service Implementation und ist eine Implementierung des 
COS-Trading der Gesellschaft für Mathematische Datenverarbeitung (GMD) (heute: Fraun-
hofer Institute for Open Communication Systems) im Rahmen des Projekts FOKUS. Auf 
diesen Trader wird auch oft mit dem Namen GMD/FOKUS-Trader verwiesen. Der TOI-
Trader basiert auf Orbix 2.2 für Unix von IONA und einer Postgres95-Datenbank 
[IKV97, S. 13] und ist ein Full-Service-Trader [IKV97, S. 10]. 
2.6.2.6 CORBazar 
Eine kostenlose Implementierung des CORBA-Trading wurde im Rahmen eines Praktikums 
an der TU Wien von Karl Peterbauer (TU Wien) erarbeitet [Pet98]. CORBazar ist eine Imp-
lementierung des COS-Trading in Java für OrbixWeb 3.0 von IONA. Als Datenspeicher 
kommt JavaSoft JDBC zum Einsatz. CORBazar ist nur eine partielle Implementierung des 
COS-Trading. Unterstützt werden die Funktionen Register, Lookup, Admin und ServiceTy-
peRepository, während die Funktionsbereiche Proxy, Link und Dynamic Property Evalua-
tion nicht implementiert sind. CORBazar gehört also zur Klasse 3 (Stand-Alone-Trader) der 
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COS-Trader; er verfügt demnach nicht über die Möglichkeit des Interworking mit anderen 
Tradern. 
2.6.2.7 JTrader und JacORB 
JTrader ist eine auf Java basierende kostenlose Implementierung des COS-Trading. Der 
JTrader unterstützt nur die Schnittstellen Register, Lookup, Proxy, Admin, ServiceTypeRe-
pository sowie DynamicPropEval. Die Link-Schnittstelle wird nicht unterstützt. Die Imple-
mentierung basiert auf dem CORBA-ORB OmniBroker for Java Version 2.0b2 [Spr02]. Eine 
weitere Java-Implementierung des COS-Trading findet man innerhalb des kostenlosen Ja-
cORB [Bro03]. 
2.6.2.8 Trader nach Senivongse und Nanekrangsan 
Senivongse und Nanekrangsan schlagen in [SeNa01] die Erweiterung des COS-Trading um 
eine XML-Schnittstelle vor, die sie CORBA/XML-Transformer (CXT) nennen. Zielsetzung 
dieser Erweiterung ist die Verbesserung des Datenaustausches mit anderen Tradern und An-
wendungen [SeNa01, 92ff.]. 
2.7 Zusammenfassung der Hauptansätze 
Die nachfolgende Tabelle zeigt zusammenfassend einen Vergleich der drei wichtigsten Trader-
Ansätze: ODP-Trading, ANSAWare-Trading und COS-Trading. 
 ODP-Trading  ANSAWare-Trading COS-Trading 
Diensttypen Ja Ja Ja 
Vererbungshierarchie der 
Diensttypen 
Ja Nein Ja 
Hierarchische Ablage der 
Dienste 
Ja Ja Ja 
Diensteigenschaften Ja Ja Ja 
Dynamische  
Diensteigenschaften 
Ja Nein Ja 
Dienstangebotseigenschaften Ja Nein Nein 
Richtlinien für Suche Ja Ja Ja 
Richtlinien für andere  
Operationen 
Ja Nein Ja 
Föderation Ja Ja Ja 
Schnittstellen 5 2 5 
Trader-Klassen 6 3 6 
Monitor-Service Nein Ja Nein 
Type Repository Ja Ja Ja 
Zugriffskontrolle durch den 
Trader 
Möglich Nein Möglich 
Tabelle 2.4: Vergleich von ANSAWare-Trader, ODP-Trader und COS-Trader 
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2.8 Ergänzende und alternative Ansätze 
Das vorliegende Kapitel beschreibt einige – im Vergleich zu ODP-, COS- und ANSAWare-
Trading – ergänzende und alternative Trading-Ansätze. 
2.8.1 Explorative Trading Service (ETS) 
Lee und Benford schlagen in [LeBe95] das Modell eines explorativen Traders vor, dessen 
Referenzimplementierung die Autoren Explorative Trading Service (ETS) nennen 
[LeBe95, S. 203]. Der Schwerpunkt des ETS-Modells liegt auf dem Interworking mit 
anderen Tradern. Das Modell definiert einen Trader, der autonom agiert und seine Umwelt 
selbst erforscht (Exploration) und beobachtet. Der Trader sammelt statische Daten über 
Qualität und Zuverlässigkeit anderer Trader und erstellt daraus ein Reputation Profile, in den 
auch das Reputation Profile anderer Trader über einen bestimmten Trader einbezogen werden 
kann [LeBe95, S. 202]. Ein Trader besitzt darüber hinaus ein Service Profile und ein Interest 
Profile. Das Service Profile beschreibt diejenigen Dienste, die ein Trader bereit ist, anderen 
Tradern anzubieten. Das Interest Profile definiert den Bedarf nach Diensten, die der Trader 
von anderen Tradern beziehen möchte [LeBe95, S. 201f.]. Die Übereinstimmung des eigenen 
Interest Profile mit dem Service Profile eines anderen Traders nennen die Autoren Affinität 
[LeBe95, S. 202]. Auf Basis der Affinität und der Übereinstimmung des Reputation Profile 
des anderen Traders mit den eigenen Erwartungen fällt der Trader die Entscheidung zum 
Aufbau von Verbindungen zu anderen Tradern bzw. zum Abbau bestehender Verbindungen. 
Die Verbindungsentscheidungen trifft eine von den Autoren als Decision Procedure 
bezeichnete, aber nicht näher definierte Routine [LeBe95, S. 203]. Die Summe aller 
gespeicherten Informationen im Trader nennen die Autoren das Trader-Wissen (Trader 
Knowledge) [LeBe95, S. 197]. 
Die Implementierung des ETS basiert auf ANSAWare 4.0 auf SunOS 4.1.3. Als Sprachen 
wurden C, C++ und Tcl/Tk eingesetzt [LeBe95, S. 203]. Leider beschreiben die Autoren 
nicht, wie das Trader-Wissen gespeichert werden soll. 
2.8.2 RHODOS-Trader 
RHODOS ist ein verteiltes Betriebssystem, das von der Deakin University (Australien) entwi-
ckelt wurde. RHODOS enthält einen Trading-Dienst, der zunächst nur für lokale Suchanfragen 
entwickelt, später aber für das Trading zwischen verschiedenen RHODOS-Systemen erwei-
tert wurde [NiGo94, S. 229]. Dabei wird ein Trading-Verbund zwischen Tradern in 
verschiedenen RHODOS-Domains definiert. Der RHODOS-Trader verwendet eine sehr 
einfache Dienstbeschreibung auf Basis von Attribut-Wert-Paaren [NiGo94, S. 221]. Eine 
Suchanfrage kann mehrere Suchergebnisse liefern, wobei die Auswahl beim RHODOS-
Trader dem Menschen überlassen wird, der über eine Benutzerschnittstelle mit dem Trader 
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schen überlassen wird, der über eine Benutzerschnittstelle mit dem Trader interagiert [Ni-
Go94, S. 226f.]. Grundsätzlich ist der RHODOS-Trader dem ODP-Trader ähnlich, ohne 
dass RHODOS explizit den Anspruch erhebt, dem (damals noch in der Entwicklung befindli-
chen) ODP-Standard zu folgen. Im Gegensatz zum ODP-Trading-Standard liefert der RHO-
DOS-Trader auf eine Suchanfrage immer alle geeigneten Dienste – bietet also keine Optimie-
rungsfunktionen [SPM94, S. 56]. Auch dynamische Attribute werden im RHODOS-Trader 
nicht unterstützt [SPM94, S. 56]. 
2.8.3 Trader nach Jacob und Mudge 
Jacob und Mudge stellen in [JaMu96] einen Trader im Rahmen der Telecom Services Archi-
tecture (TSA) vor. Der Trader ist in der TSA das zentrale Element, über das alle Methoden-
aufrufe zwischen Objekten abgewickelt werden. Ein Objekt hält keinen direkten Verweis auf 
die Methoden eines anderen Objekts, sondern lediglich einen Verweis auf einen global eindeu-
tigen Dienstnamen wie zum Beispiel "Print", "Fax" oder "Video". Das Objekt erhält einen pas-
senden Verweis von einem Trader [JaMu96, S. 3]. 
Zwar sehen Jacob und Mudge ihren Trader als eine lose Implementierung des ODP-Trading, 
doch gibt es einen fundamentalen Unterschied zu letzterem. Beim ODP-Trading registriert ein 
Exporter einen Dienst einmalig und der Trader speichert die Dienstregistrierung. Der Exporter 
kann die Dienstregistrierung bei Bedarf aktualisieren. Der Trader bedient die Anfragen der 
Clients aus seinem durch die Dienstregistrierungen aufgebauten Dienst-Repository. Der Trader 
von Jacob und Mudge speichert im Gegensatz zu einem ODP-Trader nicht Dienstregistrierun-
gen, sondern Suchanfragen in einer Warteschlange. Die Exporter registrieren sich nicht einma-
lig, sondern ständig beim Trader. Wenn eine Dienstregistrierung eingeht, sucht der Trader die 
erste passende Suchanfrage aus der Warteschlange heraus und liefert dem Client einen Ver-
weis auf den Dienst. Ist keine passende Dienstanfrage vorhanden, wird die Registrierung ver-
worfen [JaMu96, S. 5]. Jacob und Mudge bezeichnen ihren Trader mit Ausnahme der Warte-
schlange als zustandslos [JaMu96, S. 6]. 















Abbildung 2.6: Modell des Traders nach Jacob und Mudge 
Jacob und Mudge kehren damit die Reihenfolge von Registrierung und Suche um. Die Autoren 
sehen in ihrer Architektur zwei Vorteile: Erstens hat auf diese Weise ein Trader niemals die 
Aufgabe, einen inaktiven Dienst aufzuwecken, und zweitens sinkt die Wahrscheinlichkeit, dass 
der Trader einen Importer an einen nicht-funktionierenden Dienst vermittelt, weil der Dienst 
sich kurz vorher beim Trader selbst gemeldet hat [JaMu96, S. 3]. Ein weiterer, von den Auto-
ren nicht erwähnter Vorteil gegenüber dem ODP-Trader ist, dass die Dienstbeschreibungen 
aktueller sind. 
Als Nachteil nennen Jacob und Mudge den Trader als Flaschenhals der Gesamtarchitektur 
[JaMu96, S. 3]. Ein weiterer, bei ihnen nicht erwähnter Nachteil ist die Tatsache, dass der 
Trader einen Single Point of Failure in der Architektur bildet, ohne den kein Methodenaufruf 
mehr möglich ist. Außerdem müssen alle Dienste so entwickelt werden, dass sie immer laufen, 
damit sie sich ständig beim Trader registrieren können. Ein Dienst kann also nicht so entwickelt 
werden, dass er erst bei Bedarf (also bei einem Aufruf durch den Client) startet. 
2.8.4 Distributed Trader nach Richman und Hoang 
Richman und Hoang kritisieren die Komplexität, die schlechte Performance und das schlechte 
Antwortverhalten des Föderationsmechanismus im ODP-Trading [RiHo95b, S. 2]. Der ODP-
Mechanismus sei darauf ausgelegt, Trader in verschiedenen Organisationen miteinander zu 
verbinden [RiHo95b, S. 1]. Das von ihnen vorgeschlagene Distributed Trader-Modell zielt 
im Gegensatz dazu auf die Zusammenarbeit von Tradern innerhalb einer Organisation ab. 































Abbildung 2.7: Modell des Distributed Traders [RiHo95b, S. 3] 
Das Distributed Trader-Modell sieht vor, dass ein Trader ein logischer Verbund vieler einzel-
ner physikalischer Trader ist. Den logischen Verbund nennen die Autoren Total Trader (TT) 
und die einzelnen physikalischen Trader nennen sie Component Trader (CT) [Ri-
Ho95b, S. 3], wobei der Begriff Component hier in keinster Weise im Sinne von Software-
komponenten (siehe Kapitel 3) zu verstehen ist. Bei Richman und Hoang besteht ein Compo-
nent Trader aus einem Trader Service Agent (TSA) und einem Database Agent (DA), der 
den Datenspeicher des jeweiligen Traders enthält. Zur Implementierung des DA schlagen die 
Autoren den Verzeichnisdienst X.500 vor [RiHo95b, S. 3]. Ein TSA bietet die Schnittstellen 
Import und Export, die er auf die Schnittstellen Search und Modify des DA abbildet (siehe 
Abbildung 2.7). 
Jeder Component Trader enthält einen eigenen Baum der Dienstangebote, Component Tra-
der Subtree (CTS) genannt. Alle CTS zusammen bilden den Total Trader Tree (TTT). Der 
TTT existiert nicht physikalisch in einem der Trader, sondern nur logisch dadurch, dass jeder 
CTS so genannte Joint Entries zu den CTS der anderen Component Trader enthält [Ri-
Ho95b, S. 4]. 
Gemäß Abbildung 2.7 bestehen für einen Component Trader zwei Möglichkeiten der Zusam-
menarbeit mit anderen Component Tradern aus seinem Total Trader  
[RiHo95b, S. 3]: Einerseits kann der TSA eines Component Traders direkt auf die Search- 
und Modify-Schnittstelle des Database Agent eines anderen zugreifen. Andererseits kann ein 
Database Agent eine Anfrage über die Schnittstelle ChainedSearch an einen anderen Databa-
se Agent weiterreichen. Das Weiterreichen zwischen den Database Agents erfolgt auf Basis 
der Joint Entries [RiHo95b, S. 4]. Leider definieren Richman und Hoang nicht, wie der wech-
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selseitige Zugriff von einem Trader Server Agent auf einen anderen Database Agent erfolgen 
soll. Auch diskutieren die Autoren nicht, welche der beiden Formen der Zusammenarbeit in 
welchem Fall eingesetzt werden sollte. 
2.8.5 Interworking Trader nach Richman und Hoang 
Richman und Hoang schlagen neben dem Distributed Trader-Modell (siehe Kapitel 2.8.4) 
auch noch ein weiteres Modell vor, das sie Interworking Trader-Modell nennen. Das Distri-
buted Trader-Modell zielt auf Performanz und Antwortverhalten für die Zusammenarbeit von 
Tradern innerhalb einer Organisation [RiHo95b, S. 1 und 8] ab. Für den organisationsüber-
greifenden Verbund von Tradern schlagen Richman und Hoang eine Erweiterung des im ODP-
Standard enthaltenen Interworking-Mechanismus vor. Den ODP-Mechanismus nennen die 
Autoren Federated Trader-Modell, ihren eigenen, erweiterten Ansatz Interworking Trader-
Modell [RiHo95b, S. 3]. Vorgenannte Namensgebung ist insofern unbefriedigend, als auch 
das ODP-Modell zur Zusammenarbeit von anderen Autoren (z.B. [Bea97, S. 5], [WaBe95, 
S. 135]) als Interworking bezeichnet wird. 
Zielsetzung des Interworking Trader-Modells im Vergleich zum Federated Trader-Modell ist 
die Steigerung der Effizienz der Zusammenarbeit durch Vermeidung von fehlgeleiteten Anfra-
gen [RiHo95b, S. 8]. Die bestehenden Mechanismen des Interworking von Tradern im ODP-
Trading sollen dabei beibehalten werden [RiHo95b, S. 6]. 
Richman und Hoang schlagen dafür die Erweiterung des ODP-Traders um eine Efficiency 
Optimization Layer vor. Kern der Efficiency Optimization Layer ist ein Monitor Evaluator, 
der Kriterien bezüglich der Güte von Trader-Links sammelt. Zu den Kriterien gehören die 
Anzahl der weitergeleiteten Anfragen, die Anzahl der erfolgreichen weitergeleiteten Anfragen 
(d.h. Anfragen, die der verlinkte Trader mit einem Ergebnis beantwortet hat), die Anzahl der 
erfolglosen Anfragen (d.h. die Anfragen, die der verlinkte Trader ohne passende Dienste be-
antwortet hat), der Grad der Übereinstimmung zwischen den gesuchten Attributen und den 
Attributen des entfernten Traders sowie die Anzahl der Trader in einer Suchanfrage. Aus vor-
genannten Parametern bilden Richman und Hoang eine Kostenfunktion. Die Kostenfunktion 
wird eingesetzt, um vor der Weiterleitung einer Anfrage zu beurteilen, welche verlinkten Trader 
bevorzugt angefragt werden [RiHo95b, S. 7]. 
2.8.6 Webtrader 
Der Webtrader ist ein Vorschlag von Vasudevan und Bannon aus dem Jahr 1999  
[VaBa99a] [VaBa99b] zum Trading mit Diensten im World Wide Web (WWW). Als einen 
Dienst definieren die Autoren dabei Entitäten im WWW, hinter denen eine dynamische, ser-
verbasierte Webtechnik steht, wie zum Beispiel das Common Gateway Interface (CGI), Java 
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Servlets, per CORBA-IIOP aufrufbare Objekte oder per Java-RMI aufrufbare Komponenten 
[VaBa99b, S. 59]. Die Motivation der Autoren bestand darin, dass dokumentenbasierte 
Suchsysteme zur Suche nach Diensten nicht geeignet sind, da solche Suchsysteme nicht in der 
Lage sind, strukturierte Daten zu Diensten – wie zum Beispiel Zugriffsprotokolle, Qualität oder 
Kosten – zu erfassen [VaBa99b, S. 1]. Der Webtrader kann als eine Erweiterung zu doku-
mentenbasierten Web-Suchsystemen angesehen werden, da dokumentenbasierte Suchsysteme 
für die Suche nach Dienstbeschreibungen verwendet werden [VaBa99a, S. 2]. 
Ein Exporter im Webtrader-Modell beschreibt Dienste über eine so genannte Service Adver-
tisement Page (SAP). Eine SAP ist ein HTML-Dokument mit eingebetteten XML-
Dokumenten. Jedes eingebettete XML-Dokument beschreibt einen Dienst  
[VaBa99b, S. 7]. Eine SAP beschreibt somit einen oder mehrere Dienste  
[VaBa99a, S. 2]. Das Webtrader-Modell sieht keine direkte Registrierung der SAPs durch 
den Exporter in dem Webtrader in Form eines Push-Modells vor, sondern ein Pull-Modell, 
bei dem der Trader nach SAPs sucht [VaBa99a, S. 6]. Der Exporter hat dafür zu sorgen, 
dass seine SAPs in bestimmten dokumentenbasierten Suchsystemen verzeichnet sind. Dazu hat 
der Exporter die SAPs entweder selbst bei dem dokumentenbasierten Suchsystem zu regist-
rieren oder aber dafür Sorge zu tragen, dass die SAPs durch Crawler oder Spider des Such-
systems gefunden werden können [VaBa99a, S. 3]. Die SAP-Dokumente können von den 
Suchsystemen aufgrund in der SAP vergebener Schlüsselwörter geeignet indiziert werden. Der 
Webtrader sucht dann in dokumentenbasierten Suchsystemen nach SAPs und übernimmt das 
Matching mit Suchanfragen von Importern [VaBa99a, S. 2]. Die Autoren ersparen sich mit 
der Integration von dokumentenbasierten Suchsystemen, die in großer Anzahl im WWW vor-
handen sind, die Implementierung eines eigenen Service Offer Service (SOS) [Va-
Ba99b, S. 6]. Außerdem wird dadurch ein dezentrales Typmanagement erreicht, das der de-
zentralen Struktur des WWW entspricht [VaBa99b, S. 6]. Der Webtrader unterstützt auch 
die Möglichkeit, dass ein Dienst über mehrere Zugriffsprotokolle erreicht werden kann. Vasu-
devan und Bannon nennen vorgenannte Möglichkeit Multi-Portal Services [VaBa98, S. 3] 
[VaBa99b, S. 4]. 
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Links Service Offers Trader Attributes  
Abbildung 2.8: Trade Shipping versus Advertisement Shipping [VaBa99b, S. 5] 
Ein Importer stellt eine Suchanfrage ebenfalls über ein XML-Dokument, das hinsichtlich seiner 
Struktur einer Dienstbeschreibung sehr ähnlich ist [VaBa99a, S. 8]. Die Autoren behaupten, 
dass die Mächtigkeit der von ihnen entwickelten XML-Dienstbeschreibung der Ausdrucks-
stärke von IDL und den Diensteigenschaften im ODP- bzw. COS-Trading entspricht [Va-
Ba98, S. 3]. Sie verwenden zur Strukturdefinition der XML-Dokumente Document Type 
Definitions (DTD) [VaBa99b, S. 6], die aus heutiger Sicht veraltet sind. 
Der Webtrader unterstützt Interworking von Tradern in zwei Formen [VaBa99b, S. 2]: Bei 
der von Vasudevan und Bannon indirekte Föderation oder Advertisement Shipping ge-
nannten Form verwenden zwei Trader ein und dasselbe Suchsystem als gemeinsamen SOS. 
Als direkte Föderation oder Trade Shipping bezeichnen sie die Möglichkeit, dass ein 
Webtrader einen anderen Webtrader im Rahmen einer Suchanfrage aufruft. Als rekursives 
Trading bezeichnen die Autoren in [VaBa98, S. 3] die Möglichkeit, dass ein Webtrader 
selbst ein in anderen Webtradern handelbares Objekt ist. Die Autoren bezeichnen das Inter-
working des Webtraders als leichtgewichtig im Vergleich zu dem Föderationsmechanismus 
im COS-Trading [VaBa98, S. 3]. 
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Der Webtrader unterstützt auch zusammengesetzte Dienste, also Dienste, die aus der Verbin-
dung mehrerer einzelner Dienste bestehen [VaBa98, S. 1].  
 ODP-/COS-Trading Webtrader 
Dienstraum Homogen Heterogen 
Typmanagement Zentral Dezentral 
Dienstregistrierung Push Pull 
Föderationen Trader Shipping Advertisement Shipping 
Tabelle 2.5: Vergleich von Webtrader und ODP-/COS-Trader [VaBa99b, S. 6] 
2.8.7 AI-based Trading 
Puder, Gudermann und Markwitz stellen den semantischen Schwächen des ODP-Trading ihr 
Konzept gegenüber, das zwei wesentliche Merkmale besitzt: Die Dienstvermittlung erfolgt 
wissensbasiert und ist mehrphasig. Die Autoren sprechen von wissensbasiertem Trading 
[PGM95] bzw. AI-based Trading [PMG95]. 
Sie gehen davon aus, dass sich die Teilnehmer vor der Verhandlung im Rahmen der Dienstsu-
che zunächst über die Typspezifikationen verständigen. Die Verhandlung bezeichnen die Auto-
ren als Meta-Trading [PGM95, S. 3]. Für die Beschreibung von Diensttypen wollen sie Kon-
zeptgraphen verwendet wissen [PGM95, S. 4]. Die Dienstbeschreibung auf Basis von Kon-
zeptgraphen besprechen die Autoren detailliert in [PMG95]. 
Das Modell der konzeptuellen Graphen beruht darauf, Aussagen in einen Graph zu fassen. 
Puder, Markwitz und Gudermann sprechen in [PMG95, S. 64] in Bezug auf ihre konzeptuel-
len Graphen (alias Konzeptgraphen) 
- von einem Lernmodell, das auf einem Type Graph beruht, 
- und einem Matching-Modell, das auf einem Query Graph beruht. 
Beide Graphen bringen sie durch einen so genannten Ähnlichkeitsindex (engl. Akin Index) in 
Übereinstimmung. In [PGM95, S. 6] sprechen die Autoren auch von Polymorphie von Kon-
zeptgraphen. In dem Matching-Prozess werden zunächst alle Knoten eliminiert, die in keinem 
der beiden Graphen vorkommen. Die reduzierten Graphen werden dann in Übereinstimmung 
gebracht. Der Akin Index beschreibt die Ähnlichkeit der zwei Graphen, indem die Anzahl der 
Knoten im Ausgangsgraph mit der im Übereinstimmungsgraph verglichen wird. Die Qualität 
der Übereinstimmungsmessung kann verbessert werden, indem den einzelnen Knoten Gewich-
te mitgegeben werden. 
Puder, Gudermann, Markwitz gehen in [PGM95, S. 5f.] davon aus, dass es zu einem Dienst 
nicht nur einen, sondern beliebig viele Konzeptgraphen geben kann. Jeder Graph wird dabei 
als eine Sicht bezeichnet. Sichten können von verschiedenen Personen angelegt werden, die 
eine jeweils andere Sichtweise auf einen Dienst haben. Als Beispiele für unterschiedliche Per-
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sonen können Entwickler einerseits und Endbenutzer andererseits genannt werden. Auch der 
Nutzer des Traders beschreibt seine Suchanfrage in Form von konzeptuellen Graphen. 
Aus der Tatsache, dass es mehrere Sichten zu einem Dienst geben kann, folgern Puder, Gu-
dermann und Markwitz in [PGM95, S. 5ff.], dass es eine mehrphasige Verhandlung bei der 
Dienstvermittlung geben muss. Ein Nutzer eines Traders muss in der Lage sein, in Abhängig-
keit von den gefundenen Diensten seine Sicht zu verändern, d.h. zu verfeinern oder zu erwei-
tern. Die Auflösung von Widersprüchen zwischen verschiedenen Sichten überlassen die Auto-
ren der manuellen Arbeit des Dienstbetreibers [PGM95, S. 6].  
2.8.8 Semantically Enhanced Component Trading  
Neben Plasil et al. sprechen auch Terzis und Nixon von Component Trading [TeNi99a]. Sie 
definieren einen Dienst als eine Gruppe von Komponenten. Die Kombination von Diensten 
formt ein Virtual Enterprise System (VES) [TeNi99a, S. 187] [TeNi00, S. 5]. Im Gegensatz 
zum ODP-Trading zielt der Trading-Ansatz von Terzis und Nixon auf Softwarekomponenten 
[TeNi99a, S. 189f.] ab und berücksichtigt semantische Informationen über das Verhalten von 
Komponenten [TeNi99a, S. 190f.]. In [TeNi99a] bezeichnen die Autoren ihr Konzept sowohl 
mit dem Begriff Component Trading als auch mit Semantic Trading. In [TeNi00] haben sie 
dies zum Begriff Semantically Enhanced Component Trading vereint. Der Beitrag [TeNi00] 
enthält gegenüber dem Beitrag [TeNi99a] einige Erweiterungen. 
Ausgangspunkt der Forschung ist die Kritik, dass ODP- und COS-Trading auf Schnittstellen-
beschreibungen und Schnittstellenhierarchien aufsetzen. Aufgrund der Kritik an der Interface 
Definition Language (IDL), die nur syntaktische Informationen umfasst, bezeichnen Terzis 
und Nixon das bisherige Trading vom Wesen her als ein syntaktisches Trading [Te-
Ni00, S. 6]. 
Sie schlagen daher den Einsatz einer semantischen Komponentenbeschreibungssprache anstel-
le der IDL-basierten Schnittstellenbeschreibungen vor [TeNi99a, S. 191]. Dabei definieren sie 
weder eine entsprechende Beschreibungssprache, noch legen sie sich auf eine Beschreibungs-
sprache fest. Vielmehr sehen sie in ihrer Architektur einen so genannten Translator vor, der 
eine Übersetzung zwischen der Komponentenbeschreibung und der internen Wissensrepräsen-
tation des Traders herstellt [TeNi99a, S. 191]. Als Anforderung an die Komponentenbe-
schreibungssprache nennen die Autoren, dass die Sprache so ausdrucksstark sein muss, dass 
ein Einblick in die Interna der Komponente nicht notwendig ist [TeNi00, S. 7].  

























Abbildung 2.9: Architektur des Component Traders [TeNi99a, S. 191] 
Für die Möglichkeit, dass eine Komponente, die semantisch der oben genannten Anforderung 
entspricht, aber nicht die von dem Importer gewünschten bzw. unterstützten Schnittstellen be-
sitzt, schlagen die Autoren einen so genannten Component Wrapper vor, der die gewünsch-
ten Schnittstellen bereitstellt. Der Component Wrapper arbeitet auf Basis einer Wrapper-
Strategie und einer Skriptsprache [TeNi99a, S. 192]. 
Zum Austausch von Wissen zwischen verschiedenen Installationen des Semantic Component 
Trader schlagen sie den Einsatz von Agentensprachen wie KIF und KQML vor [Te-
Ni99a, S. 192]. 
In [TeNi00] erweitern Terzis und Nixon das Konzept um die Möglichkeit, auch eine Menge 
von Komponenten (zusammengesetzte Komponenten) als eine Einheit zu be-handeln. Eine 
zusammengesetzte Komponente besteht aus einer Menge von einfachen Komponenten und 
einer Zusammensetzungsrichtlinie (Composition Policy) [TeNi00, S. 10]. Eine 
Composition Policy ist vergleichbar mit dem, was in der Common Language Infrastructure 
(CLI) und im Component Object Model (COM) ab Version 2001 als ein Manifest 
bezeichnet wird [MSDN03, /en-us/ msi/setup/about_assemblies 
.asp] [Sch01, S. 97ff.]. Zur Unterstützung von zusammengesetzten Komponenten haben die 
Autoren der Architektur eine Composition Facility hinzugefügt. 



















Abbildung 2.10: Architektur des erweiterten Component Traders [TeNi00, S. 10] 
Die Aufgabe des bereits in [TeNi99a, S. 191] erwähnten Relationship Service beschreiben die 
Autoren erst in [TeNi00, S. 11f.]: Der Relationship Service speichert einen Graph der Kom-
ponentenbeschreibungen und der auf die Beschreibungen passenden Komponenten. Durch 
Verbindungen können im Graph der Komponentenbeschreibungen Beziehungen ausgedrückt 
werden. Mögliche Beziehungen sind Äquivalenz, eine Typ-Untertyp-Beziehung oder Ähn-
lichkeit [TeNi00, S. 11f.]. 
Eine weitere Neuerung in [TeNi00] gegenüber [TeNi99a] ist die Unterscheidung in Trading 
zur Entwicklungszeit (development time trading) und Trading zur Laufzeit (Runtime-
Trading). Der Trader soll dafür zwei unterschiedliche Schnittstellen anbieten. Die Schnittstelle 
für Suchanfragen zur Laufzeit soll den Schwerpunkt darauf legen, Schnittstellen zu beschaffen, 
die kompatibel sind mit den angeforderten Schnittstellen. Der Trader verfolgt im Laufzeit-Fall 
nur die Link-Typen-Äquivalenz und die Typ-Untertyp-Beziehungen. Die Schnittstelle für 
Anfragen zur Entwicklungszeit soll dagegen flexibler sein. Das bedeutet insbesondere, dass 
auch ähnliche Komponenten und zusammengesetzte Komponenten, bei denen Teile fehlen, als 
Ergebnismenge geliefert werden können [TeNi00, S. 11f.]. Neben der notwendigen 
Typsicherheit als weiteres Argument für die Unterscheidung in Laufzeit- und Entwicklungszeit-
Schnittstellen nennen die Autoren auch die größere Geschwindigkeit einer starren 
Laufzeitsuche [TeNi00, S. 10].  
Bei der Arbeit von Terzis und Nixon fehlt neben einer validierenden Implementierung vor allem 
die Berücksichtigung unterschiedlicher Komponentenmodelle. Zudem bleibt bei der Überset-
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zung der Komponentenbeschreibungssprache in die interne Wissensrepräsentation die unter-
schiedliche Ausdrucksstärke verschiedener Beschreibungssprachen unberücksichtigt. 
2.8.9 Universal Description, Discovery and Integration (UDDI) 
Universal Description, Discovery and Integration (UDDI) ist ein Suchdienst für XML-
Webservices, die in der Regel das Simple Object Access Protocol (SOAP) verwenden, so-
wie für Organisationen, die XML-Webservices anbieten [BCE02, S. 14]. UDDI ist bei der 
Organization for the Advancement of Structured Information Standards (OASIS) stan-
dardisiert. Aktuell ist die Versionsnummer 3.0 vom Stand Juli 2002 [BCE02]. 
UDDI kennt fünf verschiedene Arten von Einträgen: Unternehmen (BusinessEntity), Be-
ziehungen zwischen Unternehmen (PublisherAssertion), Gruppen von Webservices (Bu-
sinessService), einzelne Webservices (BindingTemplate) und Webservice-Beschreibungen 
(Technical Model, kurz tModel) [BCE02, S. 19ff.]. Die drei Eintragsarten können miteinan-
der verknüpft oder unabhängig voneinander angelegt werden und in einem UDDI-Server exis-
tieren. UDDI vergibt zur Identifikation für jeden Eintrag einen eigenen Universal Unique I-
dentifier (UUID). 
Als Beschreibungssprache für die in UDDI abgelegten Dienste werden die Web Service 
Description Language (WSDL) sowie UDDI-eigene XML-Datenstrukturen verwendet 
[BCE02, S. 16ff.]. Zu jedem Dienst kann genau eine WSDL-Beschreibung abgelegt werden, 
wobei im UDDI-Server kein WSDL-Dokument, sondern nur ein URL zu einem solchen Do-
kument abgelegt werden kann [BCE02, S. 20]. 
Die UDDI-Funktionen wie Registrierung und Suche sind selbst per SOAP aufrufbare XML-
Webservice [BCE02, S. 52ff.]. Neben einer Volltextsuche über verschiedene Felder bietet 
UDDI eine Kategorisierung der Dienstangebote mit verschiedenen Taxonomien 
[BCE02, S. 20]. 
UDDI kann sowohl unternehmensintern als auch für im Internet bereitgestellte Webservices 
eingesetzt werden. Öffentliche UDDI-Verzeichnisse werden zurzeit von IBM, Microsoft, SAP 
und NTT betrieben [UDD03]. Neben der Steuerung über SOAP-Webservices bieten UDDI-
Verzeichnisse auch eine WWW-Benutzeroberfläche. Ein Blick in die Verzeichnisse zeigt je-
doch, dass sie zum größten Teil Testeinträge beinhalten (Stand Juli 2003). 
Der Begriff Trading wird in Zusammenhang mit UDDI in der Literatur bisher nicht verwendet; 
UDDI wird Registry [UDD03] oder Directory Service [RuRu03] genannt. UDDI bietet kei-
nerlei explizite Unterstützung für dynamische Eigenschaften und die Suche nach Softwarekom-
ponenten. 





Abbildung 2.11: Screenshot der WWW-Oberfläche der IBM UDDI Business Registry 
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3 Softwarekomponentenmodelle 
Aufgrund der Zielsetzung der vorliegenden Arbeit, ein Trading-Konzept für Software-
komponenten (Software Components) zu entwickeln, ist an dieser Stelle ein kurzer Überblick 
über den State of the Art der Komponentenmodelle zu geben.  
In der Praxis haben sich vier verschiedene Komponentenmodelle etabliert: Das Component 
Object Model (COM) der Firma Microsoft [Mic02], JavaBeans/Enterprise Java Beans 
(EJB) der Firma Sun [Sun03a], das CORBA Component Model (CCM) der Object Mana-
gement Group (OMG) [OMG02a] sowie die Common Language Infrastructure (CLI)9, die 
sowohl von der ECMA [ECMA01] als auch von der ISO [ISO02a] standardisiert wurde. 
Vorgenannte Modelle müssen aufgrund ihrer Bedeutung in die weiteren Überlegungen einbe-
zogen und daher im Folgenden kurz verglichen werden. Weitere Komponentenmodelle wie 
Voyager [Gri98, S. 93ff.], das San Francisco-Framework [Gri98, S. 118ff.] und Bono-
bo/GNOME Components [Mee01] können wegen der fehlenden Marktbedeutung (vgl. Ka-
pitel 3.6) außer Acht gelassen werden10. 
Ein umfangreicher Vergleich wie in [GrTh00] würde den Rahmen der vorliegenden Arbeit 
sprengen11. Daher erfolgt eine Fokussierung auf die hinsichtlich des Trading wichtigen Aspek-
te. Dies sind die Sprach- und Plattformabhängigkeit, der Aufbau und die Zusammenarbeit von 
Softwarekomponenten, die Namensgebung, Beschreibung und Weitergabe von Komponenten 
sowie die verfügbaren Dienste der jeweiligen Laufzeitumgebung. 
3.1 Definitionen 
Der Begriff Softwarekomponente wird mit unterschiedlichen Bedeutungen verwendet. Eine 
vielfach zitierte Definition von Komponenten ist das Ergebnis des Workshop on Component-
Oriented Programming im Rahmen der 10. European Conference on Object Oriented Pro-
gramming (ECOOP '96): "A software component is a unit of composition with contractually 
                                                 
9  Auf das CLI-Komponentenmodell wird in der Literatur häufig auch unter dem Begriff .NET Framework 
Bezug genommen. Das .NET Framework ist der Ursprung und die Hauptimplementierung der CLI, her-
gestellt von der Firma Microsoft. 
10  Hinsichtlich der Definition, welche Techniken als ein Komponentenmodell/eine Komponententechnik 
zu bezeichnen sind, gibt es zum Teil erhebliche Unterschiede. So bezeichnen Hansen und Neumann in 
[HaNe01, S. 973] auch Perl-Module und Tcl-Pakete als Komponententechniken, während bei 
Gruhn/Thiel [GrTh00] und Szyperski [Szy02] nicht von diesen Techniken gesprochen wird.   
11  Gruhn und Thiel haben in [GrTh00] COM, CORBA und EJB verglichen. Die CLI war zum Zeitpunkt des 
Erscheinens des Buches noch nicht veröffentlicht. Ein kompakter Vergleich der vorgenannten drei 
Modelle findet sich auch bei Longshaw [Lon01]. 
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specified interfaces and explicit context dependencies only. A software component can be 
deployed independently and is subject to composition by third parties." [SzPf97, S. 130]12. 
Dem gegenübergestellt sei eine Definition von Eicker und Nietsch [EiNi99, S. 363]: "Compo-
nents repräsentieren speziell im Hinblick auf Wiederverwendung entworfene und implementier-
te Softwarebausteine. Ein Baustein stellt eine Menge von öffentlichen Diensten (engl. public 
services) zur Nutzung bereit."  
Eine sehr ausführliche Diskussion der Frage, was eine Softwarekomponente charakterisiert, 
führten Broy, Deimel, Henn, Koskimies, Plásil, Pomberger, Pree, Stal und Szyperski in einer 
E-Mail-Diskussion, die in [BDH98, S. 49ff.] dokumentiert ist. Im Hinblick auf die Verwen-
dung in der Unified Modelling Language (UML) diskutieren Stevens und Pooley den Begriff 
Komponente in [StPo00, S. 253f.]. 
Ein wesentliches Konzept von Komponenten ist die Bereitstellung von Diensten, die durch 
andere genutzt werden können, wobei die Nutzer selbst Komponenten oder andere Arten von 
Software sein können.  
Für die benutzte Komponente werden Begriffe wie Server, Server-Objekt, Service Provi-
der, Dienstanbieter, Exporter oder Exporteur (z.B. [Bea97, S. 3]) verwendet. Im Gegen-
satz dazu heißt der Nutzer Client, Client-Objekt, Service Requester, Dienstnutzer, Dienst-
konsument (z.B. [Des93, S. 1]), Dienstanfrager, Importer oder Importeur (z.B. 
[Bea97, S. 3]). 
Ein Komponentenmodell ist ein Modell zur Definition, Implementierung und Ausführung von 
Komponenten. Gruhn und Thiel definieren: "Ein Komponentenmodell legt einen Rahmen für 
die Entwicklung und Ausführung von Komponenten fest, der strukturelle Anforderungen hin-
sichtlich Verknüpfungs- bzw. Kompositionsmöglichkeiten (Komposition) sowie verhaltensori-
entierte Anforderungen hinsichtlich Kollaborationsmöglichkeiten an die Komponenten stellt. 
Darüber hinaus wird durch ein Komponentenmodell eine Infrastruktur angeboten, die häufig 
benötigte Mechanismen wie Verteilung, Persistenz, Nachrichtenaustausch, Sicherheit und Ver-
sionierung implementieren kann." [GrTh00, S. 293]. Die Autoren setzen den Begriff Kompo-
nentensystem mit Komponentenmodell gleich. Andere Autoren (z.B. [Gri98, S. 77ff.]) spre-
chen synonym zum Begriff Komponentenmodell von einer Komponentenarchitektur. Hansen 
und Neumann sprechen von Komponententechniken [HaNe01, S. 966]. 
                                                 
12  Die Definition wird in vielen Veröffentlichungen allein Szyperski zugerechnet. Szyperski stellt aber in 







Weinreich und Sametinger definieren die Standardisierung von Komponentenimplementierung, 
Schnittstellen, Metadaten, Namensgebung, Interoperabilität, Anpassung, Zusammensetzung, 
Evolution und Installation als Elemente eines Komponentenmodells [WeSa01, S. 37f.]. Coun-
cill und Heinemann definieren, dass ein Komponentenmodell einen Standard für Interaktion 
und Komposition definiert und eine Komponentenmodellimplementierung eine Software dar-
stellt, die die Ausführung von Softwarekomponenten unterstützt, die einem Komponentenmo-
dell entsprechen [CoHe01, S. 7]. 
Die Standardisierung von Interaktion und Komposition bezieht sich dabei auf jeweils ein 
Komponentenmodell. Im Vergleich verschiedener Komponentenmodelle zeigen sich sowohl 
erhebliche Unterschiede als auch Gemeinsamkeiten. Szyperski sieht in [Szy02, S. 385] Ge-
meinsamkeiten der Komponentenmodelle COM, CCM, JavaBeans/EJB und CLI/.NET ins-
besondere darin, dass sie alle folgende Mechanismen unterstützen: 
- Kapselung 
- Transfer-Format für Komponenten 
- Spätes Binden 
- Dynamischer Polymorphismus 
- Ereignisse 
- Metadaten 
- Serialisierung und Persistenz 
Erhebliche Unterschiede gibt es bei den Komponentenmodellen hinsichtlich des Aufbaus der 
Komponenten, der Namensgebung, der Beschreibung und des Aufrufs von Komponenten 
(Service Access-Protokolle13) sowie der Anzahl und Plattformbindung der verfügbaren Imp-
lementierung.  
3.2 Component Object Model (COM) 
Das Component Object Model (COM) ist ein von der Firma Microsoft entwickeltes Kom-
ponentenmodell, das seine Ursprünge im Object Linking and Embedding (OLE) hat, einer 
Technik zur Komposition von unterschiedlichen Dokumentenbausteinen [GrTh00, S. 48]. Der 
                                                 
13  [Bea95, S. 35f.] bezeichnet als Service Access Protocol (SAP) ein Protokoll zur Nutzung eines Diens-
tes. Er unterscheidet zwischen Middleware Services (z.B. RPC) und Non-Middleware-Services (FTP, 
Telephone, Telefax). Die verschiedenen Komponentenmodelle nutzen unterschiedliche Service Ac-
cess-Protokolle. Die Kopplung (d.h. die gegenseitige Nutzung) von homogenen Softwarekomponen-
ten erfolgt i.d.R. auf Basis eines Binärstandards für lokale Aufrufe (Local Procedure Calls) oder eines 
Service Access-Protokolls für entfernte Aufrufe (Remote Procedure Call). Die Kopplung von Soft-
warekomponenten auf Basis verschiedener Komponentenmodelle ist möglich durch gemeinsame Ser-
vice Access-Protokolle (z.B. IIOP in CORBA und Java; SOAP in CORBA, COM, Java und .NET) oder 
so genannter Component Bridges [GJMN99, S. 29ff.]. 
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Begriff ActiveX wurde eine Zeit lang als Marketingbegriff von Microsoft mit COM gleichge-
setzt. Durchgesetzt hat sich aber inzwischen, ActiveX als die GUI- und browserbasierten Teile 
von COM zu definieren [Gri98, S. 80]. 
3.2.1 Plattformen und Implementierungen 
COM ist sehr stark an Microsoft Windows gebunden. Dort ist COM weit verbreitet, da nicht 
nur Microsoft selbst Teile des Betriebssystems als COM-Komponenten zur Verfügung stellt, 
sondern auch andere Hersteller von Windows-Software das COM-Komponentenmodell un-
terstützen [Sch01, S. 151 u. 786]. Die COM-Spezifikation hat Microsoft im Jahre 1996 offi-
ziell in die Verantwortung der Active Group, einem Zusammenschluss im Rahmen der Open 
Group, übergeben [Mic96]. Die Open Group stellt eine umfangreiche Referenz unter dem 
Namen ActiveX Core Technology Reference [OPE99] und eine COM-
Referenzimplementierung für Solaris und True64UNIX unter dem Namen COMSource [O-
PE01] zur Verfügung. Allerdings hatte die Group niemals Einfluss auf die Weiterentwicklung 
von COM. COM ist faktisch weiterhin eine proprietäre Architektur, deren Weiterentwicklung 
allein Microsoft bestimmt. Vorgenannte Bewertung wird von Gruhn und Thiel 
[GrTh00, S. 260] sowie von Hansen und Neumann [HaNe01, S. 967] unterstützt. 
Neben COMSource, der COM-Referenzportierung der Open Group, gibt es auch Ansätze 
von Softwareherstellern, COM auf anderen Plattformen verfügbar zu machen (z.B. EntireX 
[SAG03a] von der Software AG). Engel, Koschel und Tritsch stellen fest, dass der Erfolg von 
COM auf Nicht-Microsoft-Plattformen in der Breite ausgeblieben ist [EKT02, S. 3]. Auch 
Szyperski sieht keine Relevanz in den UNIX-Implementierungen [Szy02, S. 391]. 
Basis für die Ausführung von COM ist die Laufzeitumgebung, die COM-Bibliothek oder 
COM-API genannt wird. Die Laufzeitumgebung stellt nur rudimentäre Dienste bereit, die durch 
programmiersprachenspezifische Laufzeitumgebungen ergänzt werden [Sch01, S. 27 u. 40f.]. 
COM ist grundsätzlich programmiersprachenunabhängig. Die Arbeit mit COM-Komponenten 
verlangt einer Programmiersprache die Unterstützung des COM-Binärstandards ab. Sofern 
die Unterstützung des Binärstandards implementiert ist, kann die Sprache mit einer Vielzahl 
unterschiedlicher COM-Objekte aus verschiedenen COM-Komponenten zusammenarbeiten 
[Sch01, S. 39f.]. Der COM-Binärstandard ist plattformspezifisch [Szy02, S. 386]. Program-
miersprachen für das Component Object Model werden als COM-fähige Sprachen (engl. 
COM-enabled languages) bezeichnet. Dabei bieten die meisten Sprachen eine Zwei-Wege-
Unterstützung. Das bedeutet, dass es möglich ist, sowohl bestehende Komponenten zu nutzen, 
als auch in dieser Sprache eigene Komponenten zu erzeugen [Sch01, S. 39f.]. Es sind inzwi-
schen viele Sprachen (z.B. Visual Basic, VBScript, Visual Basic for Applications, Delphi, Vi-




Perl, REXX, PHP4, DialogAPL, Component Pascal, Object Pascal, Object Cobol, ML) 
verfügbar, die COM unterstützen. Aufgrund der Interoperabilität zwischen COM und dem 
.NET Framework können auch alle .NET-fähigen Programmiersprachen COM-
Komponenten nutzen und bereitstellen. Szyperski bezeichnet die Effizienz der Unterstützung 
verschiedener Sprachen in COM als nahezu optimal, sieht aber im CLI-Komponentenmodell 
eine weitere Verbesserung hinsichtlich der Anzahl der unterstützten Sprachen [Szy02, S. 394]. 
3.2.2 Aufbau von Komponenten 
In COM ist eine Softwarekomponente genau eine binäre Datei im Dateisystem. Es gibt start-
bare Komponenten, die direkt ausgeführt werden können, und nicht-startbare Komponenten, 
die nur durch eine andere Komponente, eine Anwendung oder ein Skript ausgeführt werden 
können [OPE99, CHP03CHP.HTM#chap03.sect2.14]. Startbare COM-Komponenten er-
kennt man an der Dateiextension .exe. Nicht-startbare Komponenten können die Extensionen 
.dll, .ocx, .sct und .wsc besitzen. Ein komprimierendes Paket-Format für COM-
Komponenten ist das Cabinet-Format (.cab) [Szy02, S. 385]. 
COM beschreibt den Aufbau von binären Softwarekomponenten, in denen COM-Klassen 
definiert sind. Die Softwarekomponenten sind prozessorabhängig, da von den Compilern der 
COM-fähigen Sprachen direkt ein spezieller Maschinencode erzeugt wird [Gri98, S. 85]. Eine 
Ausnahme bilden so genannte Windows Script Components, die nicht kompiliert, sondern 
interpretiert werden und daher portabler sind als kompilierte COM-Komponenten 
[Sch01, S. 115f.]. Die Strukturen des COM-Binärstandards entsprechen sehr stark denen 
des Microsoft Visual C++-Compilers [Gri98, S. 4].  
Eine COM-Komponente besteht aus einer oder mehreren COM-Klassen. Von COM-
Klassen können in einer COM-fähigen Programmiersprache Instanzen gebildet werden. Die 
Instanzen heißen COM-Objekte. Eine Klasse kann mehrere COM-Schnittstellen haben 
[Sch01, S. 42f.].  
Das zentrale Element in der COM-Architektur sind nicht die Klassen, sondern die Schnittstel-
len. Ein Client hält immer eine Referenz auf eine Schnittstelle; Objektreferenzen existieren in 
COM nicht [Szy02, S. 409]. Ein Objekt definiert sich nur über die Zusammenfassung von 
mehreren Schnittstellen. Es kann keine Attribute, Methoden und Ereignisse in einem Objekt 
geben, die nicht Teil einer Schnittstelle sind. Griffel stellt fest, dass ein COM-Objekt "lediglich" 
eine Zusammenfassung einer oder mehrerer Schnittstellen ist [Gri98, S. 63] und im Sprach-
gebrauch von COM die Begriffe Objekt und Klasse meist gleichgesetzt werden 
[Gri98, S. 81].  
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Eine COM-Schnittstelle definiert eine Menge von Attributen, Methoden und Ereignissen und 
ist ein abstraktes Gebilde. Sie wird implementiert durch eine COM-Klasse. COM-Klassen 
implementieren eine oder mehrere COM-Schnittstellen 
[OPE99, CHP03CHP.HTM#chap03.sect2.3] [Szy02, S. 409]. COM unterstützt also Mehr-
fachschnittstellen. Klassen sind bildlich gesehen eine Klammer um eine Menge von Schnittstel-
len. Man kann COM auch als schnittstellenbasiertes Programmieren bezeichnen. Als In-
stanz einer Klasse erhält ein COM-Objekt ausnahmslos alle Schnittstellen, die die COM-
Klasse implementiert [Gri98, S. 81]. Die Funktionalität eines COM-Objekts ergibt sich also 
aus der Gesamtfunktionalität aller Schnittstellen. Szyperski stellt fest, dass alle anderen Kom-
ponentenmodelle sich langsam dem Ansatz "Mehrfachschnittstellen" nähern [Szy02, S. 386]. 
COM unterstützt keine Vererbung zwischen Klassen, sondern nur die Einfachvererbung zwi-
schen Schnittstellen [OPE99, CHP03CHP.HTM#chap03.sect2.5] [Szy02, S. 111 u. 409]. 
Daher wird das Modell auch als objektbasiert und nicht als objektorientiert bezeichnet 
[Gri98, S. 26]. 
3.2.3 Zusammenarbeit von Komponenten 
Die Interaktion zwischen Komponenten erfolgt auf Basis von standardisierten Schnittstellen. 
Zentrale Schnittstelle ist IUnknown: Diese Schnittstelle muss von jeder COM-Klasse imple-
mentiert werden, damit jedes einzelne COM-Objekt über diese Schnittstelle verfügt. I-
Unknown stellt den Basismechanismus zum Wechsel zwischen den verschiedenen Schnittstel-
len eines COM-Objekts bereit [OPE99, CHP04GDC.HTM #chap04.man.sect2.9]. Die Nut-
zung einer Komponente beginnt mit einer Aktivierungsanfrage an die COM-Bibliothek, die 
Laufzeitumgebung von COM. Die COM-Bibliothek liefert dem Client einen Schnittstellenzei-
ger auf die IUnknown-Schnittstelle oder eine andere Schnittstelle, wenn der Client explizit 
eine bestimmte Schnittstelle angefordert hat. 
Standardschnittstellen sind auch die Basis zur Erbringung von COM-Diensten: Ein COM-
Dienst kann nur dann funktionieren, wenn die daran beteiligten Komponenten einheitliche 
Schnittstellen bieten [Sch01, S. 78ff.]. Alle Nichtstandard-Schnittstellen heißen benutzerdefi-
nierte Schnittstellen. COM liefert für die Mehrheit der Standardschnittstellen keine Stan-
dardimplementierung. Standardschnittstellen sind in der Regel nur abstrakte Schnittstellendefi-
nitionen; sie müssen also in jedem COM-Client neu implementiert werden. Nur für ausgewähl-
te Standardschnittstellen enthält die COM-Bibliothek Standardimplementierungen. Entwick-
lungsumgebungen und programmiersprachenspezifische Laufzeitumgebungen stellen auf ver-
schiedene Weisen (z.B. die Visual Basic-Laufzeitumgebung oder die Active Template Lib-




dass der Programmierer nicht alle Standardschnittstellen selbst kodieren muss 
[Sch01, S. 78ff.]. 
Als Dispatching wird das späte Binden bezeichnet, bei dem der Client zur Laufzeit die 
Methode, die er aufrufen möchte, auswählt [Gri98, S. 201]. Im Component Object Model 
wird das Dispatching durch die Standardschnittstelle IDispatch realisiert. Das Dispatching 
wird in COM auch als COM-Automation bezeichnet [Sch01, S. 80] [OPE99, 
CHP03CHP.HTM#chap03.sect1.13]. Eine Eigenschaft der IDispatch-Schnittstelle ist, alle 
Operationen aus allen Schnittstellen der COM-Komponente zu einer Schnittstelle 
zusammenzufassen. Die Zusammenfassung zu einer Schnittstelle ermöglicht auch Clients, die 
nicht mit Mehrfachschnittstellen umgehen können (z.B. Java Script und Visual Basic Script), 
den Zugriff auf die komplette Funktionalität der Komponente. Die Implementierung von 
IDispatch ist im Gegensatz zur Realisierung von IUnknown optional [Sch01, S. 80ff.]. 
Zur Abstraktion von den komplexen IDispatch- und IUnknown-Mechanismen der COM-
Laufzeitumgebung bieten einige COM-fähige Sprachen wie Visual Basic und Java Script eine 
eigene, zusätzliche Laufzeitumgebung als Abstraktion oberhalb der COM-Laufzeitumgebung 
an [Sch01, S. 40ff.]. Die Bestrebungen von Microsoft, eine einheitliche Abstraktionsebene für 
alle Sprachen zu entwickeln, mündeten schließlich in der Entwicklung der Common Language 
Runtime (CLR) für das .NET Framework [Sch01, S. 42] [ScEl02, S. 827]. 
Der prozessübergreifende Aufruf von COM-Komponenten wird durch das Distributed 
Component Object Model (DCOM) ermöglicht. DCOM ist ein Netzwerkprotokoll, das auf 
dem DCE RPC basiert [Lon01, S. 625]. Einige Autoren (z.B. Griffel [Gri98, S. 79ff.]) ver-
wenden DCOM auch als Oberbegriff über COM. 
3.2.4 Namensgebung 
Die Spezifikation von COM verlangt, dass zentrale Bausteine der Komponentenarchitektur 
eindeutig identifizierbar sind. Eine solche Identifikation soll nicht nur innerhalb eines Systems, 
sondern über Raum und Zeit eindeutig sein. Derartige Kennungen werden in COM Global 
Unique Identifier (GUIDs) genannt. Sie entsprechen den Universal Unique Identifiers 
(UUID), die im Distributed Computing Environment (DCE) der Open Software 
Foundation (OSF) verwendet werden [OPE97, /apdxa.htm] [Box98, S. 45f.]. Ein GUID 
umfasst 16 Byte (128 Bit), also einen Bereich von rund 3,4028236e+38 Werten (2 hoch 
128). GUIDs werden in der Regel als eine 16-stellige hexadezimale Zahl, eingerahmt in 
geschweifte Klammern, dargestellt [OPE99, CHP04GDC.HTM #chap04.gd.sect1.2]. Ein 
Beispiel für einen GUID ist {B54F3741-5B07-11cf-A4B0-00AA004A55E8}. 
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GUIDs werden dezentral erzeugt unter Einbeziehung der Netzwerkadresse des Computers 
und der aktuellen Uhrzeit. Laut Aussage der COM-Spezifikation reicht der Namensraum des 
GUIDs aus, um auf jedem Computersystem für die nächsten 3240 Jahre jeweils zehn Millio-
nen GUIDs pro Sekunde zu erzeugen [OPE99, CHP04GDC.HTM#chap04.gd.sect1.2]. Zur 
besseren Les- und Verwendbarkeit durch Menschen gibt es für COM-Klassen zusätzlich text-
liche Namen, so genannte Programmatic Identifiers (ProgIDs) [Sch01, S. 58f.]. 
Ein zweiter Namensraum existiert für laufende oder persistierte Instanzen von COM-Klassen 
[PlSt98, S. 26]. COM-Objekte können durch Moniker (Spitznamen) in URL-Form identifi-
ziert werden [OPE99, CHP01CHP.HTM#chap01.sect2.9]. Moniker können als Namen für 
persistente Instanzen von COM-Objekten eingesetzt werden [TaSt02, S. 537ff.]. 
3.2.5 Komponentenbeschreibung 
Im Component Object Model ist der größte Teil der Metadaten einer Komponente optional 
[Sch01, S. 74 u. 153]. Der verpflichtende Teil umfasst lediglich die GUIDs der Klassen und 
der Schnittstellen. Die Zuordnung von GUIDs zu Komponentendateien wird in der Windows-
Registrierungsdatenbank (engl. Registry) gespeichert, nicht in der Komponente selbst. Wei-
tere Metadaten sind für das Funktionieren von COM nicht unbedingt notwendig, bieten jedoch 
wertvolle Zusatzdienste, wie zum Beispiel die Eingabehilfe in Entwicklungsumgebungen. Meta-
daten über den Aufbau von COM-Komponenten werden durch eine Variante der Interface 
Definition Language (IDL) beschrieben, die Microsoft Interface Definition Language 
(MIDL)14 genannt wird. IDL-Daten werden während des Entwicklungsprozesses mit einigen 
COM-Sprachen (z.B. C++) benötigt, aber in der Regel nicht mit der Komponente zusammen 
ausgeliefert [Box03, S. 4].  
Eine zweite Form von Metadaten für COM-Komponenten sind Typbibliotheken. Eine Typ-
bibliothek (engl. Type Library, kurz: TypeLib) ist die kompilierte Version einer IDL-Datei, die 
binär gespeicherte Typinformationen enthält [OPE99, CHP03CHP 
.HTM#chap03.sect1.12]. Eine Typbibliothek kann als eigenständige Datei (Dateiextensionen 
.tlb und .olb, zum Teil auch .oca oder .rll) oder als Bestandteil einer .dll-, .ocx- oder .exe-
Datei realisiert werden. Box stellt fest, dass IDL und Typbibliotheken nicht isomorph sind 
[Box03, S. 3].  
3.2.6 Installation von Komponenten 
Das COM sieht eine zentrale Registrierung aller COM-Klassen und COM-Schnittstellen vor. 
Unter Windows wird dafür die hierarchische Windows-Systemregistrierungsdatenbank ver-
                                                 




wendet, in der auch alle Konfigurationseinstellungen des Betriebssystems abgelegt sind [E-
wa01, S. 475]. 
Eine Komponente kann grundsätzlich an jedem beliebigen Ort auf einem Rechnersystem 
vorhanden sein; die Installation in einem Application Server ist möglich, aber nicht notwendig. 
Ein Client besitzt zur Identifizierung einer COM-Komponente einen GUID, eine ProgID oder 
einen Moniker (vgl. Namensgebung). Bei einer Anfrage eines Client nach einer Klasse oder 
Schnittstelle ermittelt der so genannte Service Control Manager (SCM), ein Teil der COM-
Laufzeitumgebung, den Standard-Standort der entsprechenden Komponente anhand der 
Registrierungsdatenbank [OPE99, CHP03CHP.HTM #chap03.sect2.12] [TaSt02, S. 529]. 
Der SCM hat die Aufgabe eines Class Loaders [Ewa01, S. 574]. 
Das Modell ist sehr stark auf die Windows-Systemregistrierungsdatenbank ausgelegt. Startba-
re Komponenten (.exe-Dateien) können sich beim ersten Aufruf selbst registrieren. Nicht-
startbare Komponenten (.dll-, .ocx-, .sct- und .wsc-Dateien) müssen auf jeden Fall manuell 
registriert werden, bevor sie verwendet werden können [Sch01, S. 56f.] [OPE99, 
CHP08GDC.HTM#chap08.gd.sect1.4]. 
Eine explizite Verpackungsform für mehrere COM-Komponenten gibt es nicht. COM-
Komponenten können aber in allen Windows-typischen Installationsdateien (z.B. Cabinet-
Dateien .cab und Microsoft Installer-Dateien .msi) komprimiert verpackt werden. Im Rahmen 
des COM-Application Servers COM+ [Plt00] können mehrere Komponenten und Konfigu-
rationsdaten zu einer COM+-Anwendung15 zusammengefasst werden [Sta00, S. 3]. 
Sofern COM-Komponenten in einem Application Server (z.B. Microsoft Transaction Server 
oder COM+) ausgeführt werden sollen, ist ergänzend zur Registrierung bei der Registrierungs-
datenbank eine Installation der Komponente in dem Application Server notwendig. Der Da-
tenspeicher wird MTS Catalogue oder COM+ Catalogue genannt. Die Installation im Cata-
logue kann durch oben bereits erwähnte MSI-Pakete automatisiert werden [MSDN03, /en-
us/cpguide/html/cpconregistration-freecominterop.asp]. 
In neueren Windows-Versionen (Windows XP, Windows Server 2003) wird auch eine Nut-
zung von COM-Komponenten ohne Registrierung unterstützt (Registration-Free COM), bei 
der mehrere Komponenten durch ein Manifest zu einer Unmanaged Assembly16 (auch Win32 
Assembly genannt) zusammengehalten werden. Das Manifest ist eine XML-Datei [MSDN03, 
/en-us/msi/setup/about_assemblies.asp]. Bei den registrierungsfreien COM-Komponenten 
                                                 
15  Vor Windows 2000 hießen diese Komponentenaggregationen Microsoft Transaction Server Packages. 
16  Der Begriff Unmanaged ist als Gegensatz zu den Assemblies der Common Language Infrastructure 
(CLI) zu verstehen, deren Assemblies als  Managed bezeichnet werden, weil sie der Kontrolle der CLI-
Laufzeitumgebung unterliegen [ScEl02, S. 835] [ECMA02a, S. 6]. 
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wird zwischen globalen Komponenten, die in einem speziellen Verzeichnis mit Namen WinSxS 
liegen, und privaten Komponenten, die in einem beliebigen Verzeichnis liegen und nur für die 
ebenfalls dort residierende Anwendung verfügbar sind, unterschieden [MSDN03, /en-
us/sbscs/setup/ dll_com_redirection_on_windows.asp]. 
3.2.7 Dienste 
Während Dienste im Rahmen der CORBA-Architektur (siehe Kapitel 3.4.7) eine zentrale 
Rolle einnehmen, ist der Begriff Dienst in der COM-Spezifikation unscharf. Folglich kommt es 
zu sehr unterschiedlichen Abgrenzungen der COM-Dienste. COM-Dienste sind keineswegs 
Betriebssystemdienste, sondern basieren darauf, dass COM-Klassen bestimmte COM-
Standardschnittstellen implementieren. Ein COM-Objekt kann einen Dienst nutzen, wenn seine 
Klasse die für den Dienst notwendigen Schnittstellen implementiert. Als COM-Dienste sind zu 
nennen [Sch01, S. 47]: 
- Statischer Methodenaufruf über die Standardschnittstelle IUnknown 
- Automation: dynamischer Methodenaufruf über die Standardschnittstelle IDispatch 
- Namensdienst: Identifizierung bestehender Instanzen 
- Sicherheit: Sicherheitseinstellungen für Komponenten 
- Ereignisse: Objekte melden das Eintreten von Zuständen an ihren Client 
- ActiveX-Steuerelemente: visuelle Gestaltungselemente 
- ActiveX-Dokumente (Object Linking and Embedding/Compound Document Mana-
gement): Zusammensetzung von Dokumenten aus unterschiedlichen Dokumententypen 
- Structured Storage: Persistenz für Objekte 
- Distributed COM (DCOM): Zugriff auf entfernte Komponenten 
In Form des Microsoft Transaction Servers (Windows NT 4.0) bzw. der COM+ Application 
Services (Windows 2000, Windows XP, Windows 2003) wird COM um einige zusätzliche 
Dienste erweitert [Ewa01, S. 581ff.] [Lon01, S. 625ff.] [Plt00, S. 4f.]: 
- Object Pooling: Bevorratung von Objektinstanzen 
- Transaktionen: Transaktionsmanagement über verschiedene Datenquellen 
- Compensating Resource Manager: Einbindung von Ressourcen in eine Transaktion, 
für die es keinen Resource Manager gibt 
- Queued Components: asynchroner Aufruf von Komponenten 
- Events: lose gekoppelte Ereignisse mit Filtermöglichkeit 






Das Component Object Model bietet einen einfachen Mechanismus zur Kategorisierung von 
COM-Klassen. Der Name dieses Mechanismus ist mit Komponentenkategorien (Compo-
nent Categories) unglücklich gewählt, da er sich laut der COM-Spezifikation [OPE99, 
/CHP01CHP.HTM#chap01.sect2.11] eindeutig auf Klassen und nicht auf ganze Komponen-
ten bezieht. Dass Komponentenkategorien verwandte Klassen gruppieren, stellt auch Box 
[Box98, S. 145] fest. Eine COM-Klasse kann zu mehreren Komponentenkategorien gehören; 
diese n:m-Zuordnung wird in der Registrierungsdatenbank festgehalten. Auf Anfrage eines 
Client liefert die COM-Laufzeitumgebung eine Liste aller COM-Klassen einer Komponenten-
kategorie, sodass ein Client sich der Verfügbarkeit bestimmter Schnittstellen sicher sein kann, 
wenn er eine Klasse aus einer bestimmten Komponentenkategorie auswählt [Gri98, S. 66f.]. 
Szyperski stellt fest, dass weder CORBA noch Java über einen derartigen Bindungsmecha-
nismus verfügen [Szy02, S. 389]. Es handelt sich bei den Komponentenkategorien aber nicht 
um einen Trader-Mechanismus, da der Client außer dem GUID der Komponentenkategorie 
keine Kriterien angeben kann und die Laufzeitumgebung auch keine Auswahl trifft. 
3.3 Java-Komponenten 
Java ist eine Programmiersprache, die im Jahr 1995 von der Firma Sun erstmals angekündigt 
wurde [DeDe03, S. 9]. Sie ist eine objektorientierte, plattformunabhängige Sprache, die für 
zahlreiche Betriebssystem- und Prozessor-Plattformen verfügbar ist [Szy02, S. 393].  
In Zusammenhang mit Java wird in der Regel nur von zwei Komponentenarten gesprochen: 
Java Beans und Enterprise Java Beans (siehe z.B. [HaNe01, S. 970]). Von einigen Autoren 
werden aber innerhalb des Java-Konzeptes fünf verschiedene Komponentenmodelle identifi-
ziert: Applets, JavaBeans, Enterprise Java Beans, Java Servlets und Application Client 
Components. Dies stellen sowohl Szyperski [Szy02, S. 302] als auch Bodoff et al. 
[BGHJPS02, S. 12] fest. Engel, Koschel und Tritsch dagegen unterscheiden Java-
Komponenten nur in Java-Web-Komponenten (Java Server Pages, Servlets), Java Beans 
und Enterprise Java Beans [EKT02, S. 62]. Enterprise Java Beans und Java Servlets sind 
die Kernbausteine der Java 2 Enterprise Edition (J2EE) [ESB01, S. 639]. 

















Abbildung 3.1: Komponententypen in Java mit Untertypen 
3.3.1 Plattformen und Implementierungen 
Java erreicht Plattformunabhängigkeit, indem der Compiler keinen prozessorspezifischen Ma-
schinensprache-Code erzeugt, sondern einen prozessorunabhängigen Java-Bytecode, der zur 
Laufzeit der Anwendung von einem Just-in-Time-Compiler in Maschinencode übersetzt wird 
[Szy02, S. 262]. Als Java Virtual Machine (JVM) wird die Laufzeitumgebung für Java be-
zeichnet; der Just-in-Time-Compiler ist Teil der JVM.  
Aufgrund des Zwischensprach-Konzeptes sind Java und damit auch die Java-
Komponentenmodelle für zahlreiche Betriebssystem- und Prozessor-Plattformen verfügbar 
[Szy02, S. 393]. Anders als alle anderen hier besprochenen Komponentenmodelle sind die 
Java-Komponentenmodelle aber auf die Erstellung von Komponenten in einer einzigen Spra-
che (Java) ausgerichtet. Es gibt nur wenige andere Sprachimplementierungen, die Bytecode für 
die JVM erzeugen können [Tol03], wobei Szyperski feststellt, dass die Nutzung anderer 
Sprachen auf Basis der JVM nicht sehr populär ist [Szy02, S. 393]. 
Java, die JVM und alle Java-Programmierschnittstellen sind im Rahmen einer eigens zu diesem 
Zweck gegründeten Standardisierungsorganisation, die Java Community Process (JCP) ge-
nannt wird, standardisiert [JCP03]. Implementierungen der Java-Laufzeitumgebung und der 
darauf aufbauenden Application Servern sind von vielen unterschiedlichen Herstellern verfüg-




3.3.2 Aufbau von Komponenten 
Der Aufbau der fünf verschiedenen Komponentenarten in Java differiert sehr stark. Gemein-
sam sind den Komponenten folgende Punkte: 
- Verpackungsformen: Java-Komponenten werden wahlweise in Java-Class-Dateien 
(.class) oder Java-Archive (.jar) verpackt. 
- Objektorientierung: Java ist eine objektorientierte Sprache. Java-Komponenten be-
stehen daher aus instanziierbaren Klassen. Klassen unterstützt Einfachvererbung von 
Implementierung und Mehrfachvererbung von Schnittstellen. Einfache Datentypen sind 
(im Gegensatz zum CLI-Ansatz) keine Objekte [Szy02, S. 408f.]. 
- Container: Alle Komponentenarten werden in einem jeweils spezifischen Container 
(Webbrowser, Webserver, Application Server) ausgeführt. 
Java Beans 
In der Spezifikation [Ham97, S. 9] wird eine Java Bean wie folgt definiert: "Eine Java Bean ist 
eine wieder verwendbare Softwarekomponente, die mit einem visuellen Programmierwerkzeug 
manipuliert werden kann." Dabei bezieht sich die Visualität nur auf die Entwicklungszeit. Zur 
Laufzeit kann eine Java Bean entweder eine visuelle oder eine nicht-visuelle Komponente sein 
[Ham97, S. 9]. Eine Java Bean-Klasse entspricht genau einer Java-Klasse mit Attributen, 
Methoden und Ereignissen [GrTh00, 144f.]. Eine nicht-visuelle Java Bean-Klasse muss keine 
speziellen Klassen oder Schnittstellen implementieren, während eine visuelle Java Bean-Klasse 
von der vordefinierten Klasse java.awt.Component erben muss [Ham97, S. 9]. Unterschei-
dungsmerkmal zwischen einer normalen Java-Klasse und einer Java Bean-Klasse ist der Ein-
trag "Java-Bean: True" in einem Manifest-File (Manifest.mf), das zusammen mit der .class-
Datei in ein Java-Archiv (.jar) verpackt wird [Ham97, S. 103f.]. Außerdem unterliegt die 
Implementierung von Java Beans der Verwendung einer Reihe von Namenskonventionen, die 
in der Spezifikation Design Pattern17 genannt werden [Ham97, S. 54]. 
Enterprise Java Beans 
Enterprise Java Beans (EJB) sind serverseitige Komponenten ohne Benutzerschnittstellen 
[ESB01, S. 639]. Eine alternative Bezeichnung für Enterprise Java Beans (kurz: Enterprise 
Beans) ist die J2EE-Komponente (J2EE component) [BGHJPS02, S. 3]. Java Beans und 
J2EE-Komponenten basieren zwar beide auf Java, sind jedoch verschieden aufgebaut 
[BGHJPS02, S. 5].  
                                                 
17  Griffel kritisiert die Verwendung des Begriffs Design Pattern für die Java Bean-Konventionen, siehe 
[Gri98, S. 87f.]. 
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Wie das Component Object Model verwendet auch EJB das Fabrik-Entwurfsmuster 
[GHJV95, S. 87ff.], bei dem Komponenten nicht direkt, sondern durch eine Erzeugerschnitt-
stelle, die Home Interface genannt wird, instanziiert werden [EKT02, S. 29]. Eine weitere 
Entkopplung wird durch ein Remote Interface und/oder ein Local Interface realisiert, das die 
Schnittstellen einer EJB-Komponente unabhängig von der Implementierung beschreibt. Durch 
die vorgenannte Entkopplung ist der EJB-Container in der Lage, eine Lastverteilung zwischen 
mehreren Instanzen einer EJB-Komponente vorzunehmen [EKT02, S. 9]. Ein Local Interface, 
das zusätzlich oder alternativ zum Remote Interface existiert, erlaubt im Gegensatz zum Remo-
te Interface ausschließlich lokale Zugriffe auf die Komponente [EKT02, S. 30f.]. Die Imple-
mentierung einer EJB-Komponente erfolgt in einer Java-Klasse. Folglich besteht eine EJB-
Komponente18 aus drei oder vier Bestandteilen: aus der Java-Klasse, dem Home Interface 
sowie einem Remote Interface und/oder einem Local Interface. Die Home-Schnittstelle ist 
eine Java-Schnittstelle, die von javax.ejb.EJBHome erben muss und die Remote-Schnittstelle 
ist eine Java-Schnittstelle, die von javax.ejb.EJBObject erben muss. Die Java-Klasse mit der 
Implementierung muss je nach Bean-Typ von javax.ejb.SessionBean, javax.ejb.EntityBean 
oder javax.ejb.MessageDrivenBean erben [Ble01, S. 598ff.]. 
Es werden drei Untertypen von Enterprise Beans unterschieden [BGHJPS02, S. 7f.]: 
- Entity Beans sind persistent in einem Datenspeicher abgelegt. Die Persistenz ist impli-
zit. 
- Session Beans sind Komponenten, die entweder gar keinen Zustand verwalten oder 
den Zustand nur transient speichern. 
- Message-Driven Beans sind eine Sonderform von Session Beans, die Nachrichten von 
dem Java Message Service (JMS) asynchron empfangen können. 
Die Typen Entity Beans und Session Beans besitzen jeweils zwei Untertypen (siehe Abbildung 
3.1). Stateless Session Beans bieten nur Methoden, die zwischen zwei Aufrufen keinen Zu-
stand verwalten. Nach einem Methodenaufruf werden alle lokalen Variablen gelöscht. Aus 
diesem Grund müssen alle für die Methodenausführung notwendigen Werte als Parameter an 
die Methode übergeben werden. Stateless Session Beans sind keinem Client zugeordnet; alle 
Stateless Session Beans eines Typs bilden einen Pool gleichwertiger Instanzen. Vorteil der 
Stateless Session Beans ist, dass die Verarbeitung auf dem Server effizient ist (vgl. Erfolg der 
Zustandslosigkeit von HTTP) [EKT02, S. 35f.]. Stateful Session Beans können einen Zustand 
                                                 
18  Eine Ausnahme besteht für EJB-Komponenten des Typs Message Driven Bean (MDB). MDBs benö-





behalten und sind daher genau einem Client zugeordnet. Die Zustandsinformationen werden 
jedoch nur transient abgelegt [EKT02, S. 36]. 
Bei den persistenten Entity Beans gibt es eine Unterscheidung, ob die Persistenz durch den 
EJB-Container automatisch abgewickelt wird (Container Managed Persistence – CMP) 
oder von dem Entwickler zu schreiben ist (Bean Managed Persistence – BMP) 
[EKT02, S. 40]. Beziehungen zwischen Entity Beans können im so genannten Deployment 












Zustandsverwaltung Keine Transient Persistent Persistent 
Zuordnung zu Client Nein Ja Ja Ja 
Pool gleichwertiger 
Instanzen 
Ja Nein Nein Nein 
Automatische  
Persistenz 




./. ./. Nein Ja 
Beziehungen zwischen 
Beans 
Nein Nein Ja, ab EJB 2.0 Ja, ab EJB 2.0 
Tabelle 3.1: Vergleich der verschiedenen EJB-Typen 
Servlets 
Java Servlets sind Java-Komponenten zur Realisierung dynamischer serverseitiger Weban-
wendungen. Ein Webserver benötigt einen so genannten Servlet Container (auch Servlet 
Engine genannt), um Servlets ausführen zu können [DeDe03, S. 1224]. Ein Servlet umfasst 
genau eine Java-Klasse, die die Schnittstelle javax.servlet.Servlet realisiert [De-
De03, S. 1224]. Durch eine XML-Datei, die Deployment Descriptor genannt wird, erfolgt 
die Bindung zwischen einem oder mehreren Uniform Resource Locators (URLs) und einem 
Servlet [DeDe03, S. 1235ff.]. Java Server Pages (JSPs) sind HTML-Seiten mit eingebette-
tem Java-Programmcode. JSPs werden zur Entwicklungszeit oder zur Laufzeit automatisch in 
Servlets übersetzt [EKT02, S. 23f.]. 
Applets 
Ein Java Applet ist eine Java-Komponente, die in eine HTML-Seite eingebettet werden kann. 
Die Container-Funktion wird bei Applets von dem Webbrowser erfüllt [DeDe03, S. 83]. 
Implementiert wird ein Applet durch eine Java-Klasse, die von javax.swing.JApplet erbt 
[DeDe03, S. 91].  
Application Client Components 
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Application Client Components sind einzelne Java-Klassen (.class-Dateien) oder Ansammlun-
gen von Java-Klassen (.jar-Dateien), die nicht auf einen speziellen Java-Container angewiesen 
sind, sondern direkt in einer JVM auf dem Betriebssystem ausgeführt werden können. Wie 
eingangs des Kapitels 3.3 erläutert, zählen einige Autoren auch Application Client Compo-
nents zu den Java-Komponenten. Die Wertung von Application Client Components als Soft-
warekomponenten kann insofern gerechtfertigt werden, als die Definitionen aus Kapitel 3.1 
auch auf sie zutreffen.  
3.3.3 Zusammenarbeit von Komponenten 
Die Zusammenarbeit von Java-Komponenten erfolgt lokal (d.h. innerhalb eines Prozesses) auf 
Basis des Java-Bytecodes bzw. der Java-Class-Dateien als Verpackungsform des Bytecodes. 
Probleme mit unterschiedlichen Datentypdefinitionen existieren bei Java-Komponenten nicht, 
da nur eine Sprache zum Einsatz kommt. Das Format der Java-Class-Dateien ist proprietär für 
Java. Andere Sprachcompiler können laut Szyperski das Bytecode-Format entweder gar nicht 
oder nur suboptimal erzeugen [Szy02, S. 394]. Eine Interoperabilität zu COM ist nur für Java 
Beans spezifiziert [Ham97, S. 7]. Dynamische Aufrufe sind in Java mit Hilfe der Java-
Reflection möglich [Gri98, S. 474]. 
Für prozessübergreifende Kommunikation definiert Java mit Remote Method Invocation 
(RMI)19 seit Java Version 1.1 ein eigenes Service Access Protocol für die prozessübergreifen-
de Kommunikation [CDK02, S. 235] [Szy02, S. 317]. Für den entfernten Prozeduraufruf 
wurde im Rahmen von Java nicht auf den DCE RPC [TaSt02, S. 80] gesetzt, sondern mit 
RMI ein eigenes Zugriffsprotokoll entwickelt. Wird bei Java-RMI ein Objekt verwendet, des-
sen Klasse auf dem aufgerufenen System nicht vorhanden ist, dann kann der Bytecode dieser 
Klasse automatisch auf das aufgerufene System übertragen werden [CDK02, S. 237] [Abt03, 
S. 271f.]. Java-RMI gibt es in zwei Ausprägungen mit unterschiedlichen Netzwerkprotokollen: 
Java Remote Method Protocol (JRMP) oder das bei der OMG standardisierte IIOP, das im 
Rahmen von CORBA verwendet wird [Gov00]. 
3.3.4 Namensgebung 
EJB-Komponenten werden durch einen so genannten JNDI-Namen20 eindeutig identifiziert. 
Ein JNDI-Name ist eine Zeichenkette, die durch Schrägstriche einen hierarchischen Namen 
bildet. Der Baum, den die JNDI-Namen bilden, wird JNDI-Tree genannt [EKT02, S. 32]. 
                                                 
19  Couloris, Dollimore und Kindberg verwenden Remote Method Invocation (RMI) auch als Oberbegriff 
über jegliche Form von objektbasierten entfernten Aufrufen [CDK02, S. 203f.]. 
20  JNDI steht für Java Naming and Directory Interface und ist ein Basisdienst von Java zur Abbildung 




Der Client kann über einen zentralen JNDI-Dienst einen Namen auflösen [Sta00, S. 4] 
[Lon01, S. 631]. Die Zuweisung zwischen dem JNDI-Namen und der EJB-Komponente 
erfolgt im Deployment Descriptor [EKT02, S. 18]. Ein Naming Context ist eine Bindung 
zwischen einem JNDI-Namen und einem Java-Objekt (einschließlich einer EJB-Komponente) 
[EKT02, S. 29]. 
3.3.5 Komponentenbeschreibung 
Java besitzt keine standardisierte Typbeschreibungssprache. Java-Komponenten sind selbst-
beschreibend: Im Bytecode einer Java-Class-Datei sind neben dem Programmcode auch Me-
tainformationen über die in der Datei enthaltene Klasse, ihre Schnittstellen und Mitglieder zu 
finden. Die Typinformationen einer Java-Komponente können mit Hilfe einer Programmier-
schnittstelle, die Java Reflection API21 genannt wird, aus dem Bytecode ausgelesen werden. 
Die Java-Reflection ist im reflect-Package (Namensraum java. lang.reflect) realisiert [Va-
Ba99b, S. 6] [Gri98, S. 474]. 
Java Beans bieten über die normale Java-Reflection hinaus einen Zusatzmechanismus, der 
Java Bean Introspection genannt wird. Voraussetzung dafür ist die Implementierung einer 
zweiten Java-Klasse, die zusätzlich zum Namen der zu beschreibenden Klasse das Suffix 
BeanInfo trägt und von der Basisklasse java.beans.BeanInfo abgeleitet ist [Ham97, S. 96] 
[GrTh00, S. 154f.]. 
Eine externe Komponentenbeschreibung existiert für EJB-Komponenten. Der EJB 
Deployment Descriptor ist eine XML-Datei mit Informationen über Komponentenname, 
Klassenname, Schnittstellen, Bean Type, Referenzen und Sicherheitseinstellungen. Der 
Deployment Descriptor enthält jedoch keine Liste der implementierten Methoden 
[TeRi00, S. 76] [Ble01, S. 601f.]. 
3.3.6 Installation von Komponenten 
Java-Komponenten können in Java-Archiv-Dateien (JAR) verpackt werden 
[Lon01, S. 635]. JAR-Dateien enthalten neben der .class-Datei eine zusätzliche Manifest-
Datei (.mf) mit Metainformationen. Die JAR-Datei kann auch Ressourcen wie Grafiken und 
das Manifest kann auch eine Kontrollsumme enthalten [Gri98, S. 103]. Andere Sprachen un-
terstützen das JAR-Verpackungsformat schlecht oder gar nicht [Szy02, S. 394]. 
                                                                                                                                               
 
21  Die Gewinnung von Meta-Informationen aus einer Komp onente selbst wird im Allgemeinen als Refle-
xion (engl. Reflection) bezeichnet [Gri98, S. 471]. Teschke und Ritter sprechen von Introspection [Te-
Ri00, S. 76]. 
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Bei EJB-Komponenten wird eine in eine JAR-Datei verpackte Einheit aus einer EJB-
Komponente und Ressourcen-Dateien wie Grafiken als ein Modul bezeichnet. Jedes Modul 
besitzt einen Deployment Descriptor. Der Deployment Descriptor ist ein XML-Dokument in 
einer separaten Datei mit der Extension .xml, das Konfigurationseinstellungen enthält 
[EKT02, S. 14]. Eine J2EE-Anwendung ist eine Einheit aus einem oder mehreren EJB-
Komponenten-Modulen und optional Web-Modulen oder Anwendungs-Modulen. Die Ver-
packungsform für Servlets heißt Web Application Archive File (WAR), in dem die komplette 
Verzeichnisstruktur einer Webanwendung abgelegt werden kann [DeDe03, S. 1235]. 
Wie alle Java-Anwendungen müssen auch Enterprise Beans in einem Container ausgeführt 
werden [EKT02, S. 14]. Ein solcher wird für Enterprise Beans EJB-Container genannt und 
ist Teil eines J2EE-Servers22 [EKT02, S. 9 u. 14]. Der Container hat die Funktion einer 
Laufzeitumgebung für EJB-Komponenten und abstrahiert von der tatsächlichen Systemplatt-
form [EKT02, S. 8]. EJB-Container werden auch EJB Application Server genannt. Im Ge-
gensatz zu COM und dem .NET Framework gibt es für EJB Application Server eine breite 
Produktpalette. Engel, Koschel und Tritsch beziffern die Zahl der am Markt verfügbaren EJB 
Application Server auf 35 (Stand 2002) [EKT02, S. 10]; Szyperski nennt rund 50 (ebenfalls 
Stand 2002) [Szy02, S. 423]. Szyperski stellt zudem fest, dass trotz der Standardisierung 
Unterschiede zwischen den Java-Application Servern bestehen, die eine Portierung zwischen 
zwei EJB Application Servern nicht trivial machen [Szy02, S. 389]. Auch Longshaw sieht 
Kompatibilitätsprobleme zwischen verschiedenen EJB-Containern [Lon01, S. 635]. Grund für 
die Inkompatibilität sind Interpretationsspielräume in der J2EE-Spezifikation [ESB01, S. 650]. 
3.3.7 Dienste 
Unter dem Begriff Java-Dienste werden zahlreiche Programmierschnittstellen in Java definiert. 
Dazu gehören insbesondere: 
- Java Naming and Directory Interface (JNDI) 
- Java Database Connectivity (JDBC) 
- Java Messaging Service (JMS) 
- Java Transaction API (JTA) 
- Java API for XML Processing (JAXP) 
- J2EE Connector Architecture (JCA) 
- Java Authentication and Autorisation Services (JAAS) 
- Java Management Extensions (JMX) 
                                                 
22  Eine andere Funktion von J2EE-Servern ist die Bereitstellung von Web-Containern für Java Servlets 





Ein Trader gehört nicht zum Standardumfang von Java. Eine exemplarische Implementierung 
eines Traders in Java unter dem Namen JTrader lieferte23 [Spr02] (siehe auch Kapitel 
2.6.2.7). Einen Trader für Java Beans beschreibt Rossiter [Ros98]. 
Komponentenkategorien wie in COM gibt es in Java nicht. Szyperski erwähnt aber, dass in 
Java mit leeren Schnittstellen, die Maker Interfaces oder Tagging Interfaces genannt wer-
den, die Klassen ähnlich kategorisiert werden [Szy02, S. 413]. 
3.4 CORBA Component Model (CCM) 
Mit der aktuellen Version 3.0 wurde die zunächst nur auf verteilte Objektsysteme ausgerichte-
te Common Object Request Broker Architecture (CORBA) (siehe Einführung in Kapitel 
2.6) um ein Komponentenmodell erweitert, das CORBA Component Model (CCM) alias 
CORBA Components genannt wird [Szy02, S. 247]. Das CCM wurde geschaffen, um einige 
Limitationen von CORBA zu beseitigen (siehe dazu [WSO01, S. 559f.]). 
Das CORBA Component Model basiert konzeptionell in vielen Bereichen auf dem Java En-
terprise Beans (EJB)-Ansatz und erweitert diesen u.a. hinsichtlich der Unterstützung anderer 
Sprachen außer Java [GNZ00, S. 126] [Szy02, S. 247] [HaNe01, S. 973]. Szyperski stellt 
fest, dass das CORBA Component Model von Enterprise Java Beans inspiriert wurde und 
dies selbst wieder von dem Component Object Model und den COM-Diensten (Microsoft 
Transaction Server, COM+) [Szy02, S. 395]. 
3.4.1 Plattformen und Implementierungen 
CORBA-Implementierungen sind laut Szyperski für beinahe alle Plattformen verfügbar 
[Szy02, S. 393] mit Unterstützung von unterschiedlichen Herstellern [Szy02, S. 389]. Aller-
dings gibt es nicht auf allen Plattformen eine breite Unterstützung für alle Sprachbindungen. 
Häufigste Sprachbindungen sind C++, Smalltalk und Java [Szy02, S. 393]. 
Es gibt zahlreiche kommerzielle und nicht-kommerzielle Implementierungen von CORBA für 
Unix- und Windows-Plattformen. Nicht alle CORBA-Implementierungen unterstützen bereits 
das CCM. CCM-Implementierungen sind derzeit noch vornehmlich im nicht-kommerziellen 
Bereich zu finden [Sev03], z.B. Open CCM [OCCM03], Component-Integrated Adaptive 
Communication Environment ORB (CIAO) [Wan03] oder Enterprise Java CORBA 
Component Model (EJCCM) [EJCCM03]. 
                                                 
23  Diese Ressource ist aber inzwischen nicht mehr im WWW verfügbar. 
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Als Äquivalent zu den leichtgewichtigen Implementierungen von Java (Java 2 Platform, Mic-
ro Edition [Sun03c]) und dem .NET Framework (.NET Compact Framework [Mic03c]) 
wird derzeit bei der OMG auch eine reduzierte Variante des CCM unter dem Namen Light-
weight CCM standardisiert [OMG03]. 
Die Anzahl der Programmiersprachen, die CORBA unterstützen, ist gering im Vergleich zum 
COM und zur CLI [Szy02, S. 393]. Bedeutende CORBA-Sprachen sind C++ und Java. In 
der Vergangenheit war auch Smalltalk eine wichtige Sprache für CORBA [Szy02, S. 393]. 
Szyperski stellt fest, dass lediglich C++ von allen Object Request Brokern (ORB) unterstützt 
wird [Szy02, S. 394]. 
3.4.2 Aufbau von Komponenten 
Das CCM ist ein rein serverseitiges Komponentenmodell. CCM adaptiert viele Ansätze aus 
vorher bekannten Standards, insbesondere aus den Enterprise Java Beans (EJB) und dem 
Component Object Model (COM), wobei die Nähe zu EJB größer ist als zu COM. 
CORBA basiert auf Objekten, die Instanzen von Klassen sind. Nur solche Objekte, die spe-
zielle Anforderungen erfüllen, sind für Clients sichtbar. Die erste Anforderung ist, dass die 
Klasse, zu der das Objekt gehört, die Schnittstelle CORBA implementieren muss. Die zweite 
Anforderung ist, dass das Objekt bei dem ORB registriert werden muss. Objekte, die die 
vorgenannten Anforderungen erfüllen, heißen CORBA-Objekte im Gegensatz zu anderen Ob-
jekten, die serverlose Objekte genannt werden. Es wäre zu aufwändig, alle Objekte innerhalb 
einer Komponente zu CORBA-Objekten zu erheben [Szy02, S. 409].  
Eine CORBA-Komponente (CORBA Component24) ist eine Erweiterung eines CORBA-
Objekts. Eine CORBA-Komponente ist eine Instanz eines Komponententyps. Der Kompo-
nententyp unterstützt eine oder mehrere Schnittstellen und kann von höchstens einem anderen 
Komponententyp erben25 [MLV02, S. 27]. 
Ebenso wie COM und EJB verwendet auch CCM das Factory-Pattern 
[GHJV95, S. 87ff.] [Szy02, S. 553]: Für jeden Komponententyp gibt es eine oder mehrere 
Factory-Schnittstellen (Component Home genannt), die Instanzen des Komponententyps 
erzeugen und verwalten. Jede einzelne Komponenteninstanz wird aber nur von genau einem 
Component Home verwaltet [MLV02, S. 27 u. 37ff.]. Das Component Home ist die Analogie 
zur Home-Schnittstelle im EJB-Komponentenmodell [Szy02, S. 251].  
                                                 
24  Der Begriff CORBA Component wird auch mit (CORC) abgekürzt [TeRi00, S. 74] [Sta00, S. 5]. 
25 CORBA-Objekte, die nicht CORBA-Komponenten sind, unterstützen keine Implementierungsverer-




Eine CORBA-Komponente bietet fünf verschiedene nach außen sichtbare Elemente (Ports) 
[OMG02a, S. 1-2f.] [MLV02, S. 28] [TeRi00, S. 74]26: 
- Facets (Fassaden sind Schnittstellen), 
- Receptacles (zur Aufnahme von Referenzen auf andere Komponenten), 
- Event Sources (Ereignisse, die die Komponenten aussenden können), 
- Event Sinks (Ereignisbehandlungsroutinen, die bei Ereignissen anderer Komponenten 
aufgerufen werden) und 
- Attributes (Name-Wert-Paare, die durch XML-basierte Konfigurationsdateien gesetzt 
werden können). 
Jede CORBA-Komponente besitzt eine zentrale Schnittstelle, die die Navigation zu ihren 
einzelnen Schnittstellen und die Introspection (Erforschung des Aufbaus der Komponente – 
analog zur Reflection in Java und CLI) ermöglicht [MLV02, S. 74]. Diese zentrale 
Schnittstelle wird Equivalent Interface [OMG02a, S. 1-4] [Szy02, S. 251] [Sta00, S. 6], 
Component Interface [MLV02, S. 29] oder Main Component Interface [MLV02, S. 81] 
genannt. Das Component Interface hat hinsichtlich seiner Funktionalität große Ähnlichkeit mit 
der IUnknown-Schnittstelle in COM, da alle Ports der Komponente über das Component 
Interface erreichbar sind [OMG02a, S. 1-7] [Sta00, S. 6]. Szyperski nennt die Equivalent-
Schnittstelle eine fast genaue Adaption des IUnknown::QueryInterface()-Mechanismus in 
COM [Szy02, S. 386 und 250f.].  
Das Component Interface wird in einem älteren OMG-Dokument als eine Fassade angesehen 
und als Component Facet bezeichnet [Cob01, S. 7 u. 14], in einem neueren Dokument aber 
abseits der Fassaden dargestellt [MLV02, S. 29]. Im CCM-Standard wird das Component 
Interface nicht als Fassade bezeichnet [OMG02a, S. 1-4], aber auch nicht explizit unter den 
Porttypen [OMG02a, S. 1-2f.] [MLV02, S. 28] genannt. Cobb bezeichnet das Component 
Interface als Supported Interface und stellt fest, dass es auch dazu dient, älteren CORBA-
Clients den Zugriff auf CORBA-Komponenten zu ermöglichen [Cob01, S. 7 u. 9]. 
Die Schnittstellen einer CORBA-Komponente werden im Sprachgebrauch des CCM-
Standards im Programmcode durch so genannte Executors implementiert [Rtt01, S. 21] 
[WSO01, S. 566]. In objektorientierten Sprachen entspricht ein Executor einer Klasse. Der 
Standard vermeidet jedoch den Begriff Klasse, weil CORBA-Komponenten auch mit proze-
duralen Programmiersprachen realisierbar sind, die kein Klassenkonzept besitzen 
[OMG02a, S. 3-2f.]. Component Executors implementieren die Facets und das Component 
                                                 
26  In [WSO01, S. 562f.] werden die Porttypen Event Source und Event Sink zu einem Porttyp zusammen-
gefasst, sodass die Autoren nur von vier Porttypen sprechen. 
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Interface. Die Implementierung des Component Home wird Home Executor genannt 






















Abbildung 3.2: Aufbau einer segmentierten CORBA-Komponente 
Alle Schnittstellen einer Komponente können durch einen einzigen Executor (in diesem Fall 
spricht der Standard von einer monolithischen Komponente) oder durch mehrere Segmen-
ted Executors (daraus ergibt sich eine segmentierte Komponente)27 realisiert werden 
[Rtt01, S. 21] [Szy02, S. 249f.] [MLV02, S. 79]. Lediglich der Home Executor ist immer 
monolithisch [MLV02, S. 79]. Sofern die Komponente segmentiert ist, muss ein Standard-
Segment (in [MLV02, S. 82]: Main Segment) bestimmt werden, welches das Component 
Interface realisiert [Rtt01, S. 23]. Die Zuordnung zwischen Segment und Port ist nicht not-
wendigerweise eine 1:1-Zuordnung; ein Segment kann auch mehr als einen Port realisieren 
[MLV02, S. 82]. Ein Segment muss aber mindestens eine Fassade umfassen 
[OMG02a, S. 3-26]. Der segmentierte Ansatz wird im Standard auch Locator-Strategie 
genannt [OMG02a, S. 3-38], weil das Component Interface eine Methode ob-
tain_executor() anbieten muss, um dem Client die Möglichkeit zu geben, auf das gewünschte 
                                                                                                                                               
 
27  Gemäß dem CCM-Standard können segmentierte Komponenten nur für die Komponententypen Entity 
und Process eingesetzt werden [OMG02a, S. 3-27]. In dem offiziellen CCM-Tutorial der OMG wird aber 






Segment zuzugreifen [OMG02a, S. 3-41]. Der Hauptvorteil der Segmentierung liegt darin, 
dass die Segmente bei Bedarf einzeln aktiviert werden können [OMG02a, S. 3-27]. 
Das CCM unterscheidet zwei grundlegende Komponentenarten: Basis-Komponenten (Basic 
Components) und erweiterte Komponenten (Extended Components). Basis-Komponenten 
können nicht von anderen Komponenten erben und sie können keine Ereignisse deklarieren 
[OMG02a, S. 1-6]. 
Genau wie EJB unterscheidet CCM zwischen verschiedenen Komponententypen, die im 
CCM Komponentenkategorien [MLV02, S. 4-5] [OMG02a, S. 4-5] oder Life Cycle Cate-
gory [MLV02, S. 138] [OMG02a, S. 2-6f. und S. 3-27] genannt werden. Im Gegensatz zu 
den Komponentenkategorien in COM gibt es aber nur vier vordefinierte Typen 
[OMG02a, S. 4-5] [Szy02, S. 249f. u. 434] [MLV02, S. 151] [Cob01, S. 19]:  
- CCM Session Components (zustandsbehaftet, nicht-persistent; entspricht EJB Stateful 
Session Beans), 
- CCM Service Components (zustandslos, nicht-persistent; entspricht EJB Stateless 
Session Beans), 
- CCM Entity Components (persistent; entspricht EJB Entity Beans) und 
- CCM Process Components (persistent, aber ohne Datenbank-Primärschlüssel zur I-
dentifikation; keine Entsprechung in EJB). 
Ebenso wie bei EJB-Komponenten kann die Persistenz vom Container automatisch (Contai-
ner-Managed Persistance – CMP) oder von der Komponente selbst (Self-Managed Per-
sistance – SMP) hergestellt werden [Szy02, S. 252] [OMG02a, S. 4-13]. 
3.4.3 Zusammenarbeit von Komponenten 
Die Interaktion von verteilten Objekten ist der ursprüngliche Ansatz von CORBA, der durch 
einen so genannten Object Request Broker (ORB) realisiert wird. Auch das CCM basiert auf 
dem Einsatz des CORBA-ORB, wobei so genannte Portable Object Adapter (POA) als 
Bindeglied zwischen Client und Server zum Einsatz kommen [WSO01, S. 559 u. 567] 
[CDK02, S. 780]. 
Im Gegensatz zu COM, .NET und Java gibt es in CORBA keinen Binärstandard, der die ge-
genseitige Nutzung von Komponenten erlaubt. CORBA stellt eine Interaktion auf Basis so 
genannter Sprachbindungen (Language Bindings) auf Quellcode-Ebene her 
[Szy02, S. 386f.] [Lin98, S. 30]. Die Implementierung der binären Repräsentation obliegt dem 
Hersteller des ORB. Auch das Kommunikationsprotokoll und die Form der Objektreferenzen 
innerhalb eines ORB ist nicht festgeschrieben [Gri98, S. 91]. Erst mit CORBA 2.0 wurde das 
Internet Inter-ORB Protocol (IIOP) eingeführt, das Interoperabilität verschiedener ORBs 
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ermöglicht [Szy02, S. 232] [Lin98, S. 38f.]. Hinsichtlich des Aufrufs unterscheidet der COR-
BA-Standard – analog zu COM und Java – zwischen statischen, zur Entwicklungszeit bekann-
ten IDL-Beschreibungen und dynamischen Aufrufen, bei denen zum Kompilierungszeitpunkt 
unbekannte Objekte miteinander interagieren können. Der statische Aufruf erfolgt in CORBA 
über ein Static Invocation Interface (SII); der dynamische Aufruf über ein Dynamic Invoca-
tion Interface (DII) [GrTh00, S. 164f.]. 
Der CCM-Standard [OMG02a, S. 3-38ff.] definiert die Abbildung von OMG IDL 3.0/CIDL 
auf IDL 2.x, sodass zur Implementierung von Clients und Servern nicht mehr Anforderungen 
an Programmiersprachen gestellt werden als in CORBA 2.x [MLV02, S. 59]. Im Rahmen der 
Abbildung werden alle Bausteine des CCM auf CORBA-Schnittstellen umgesetzt, wobei in 
einigen Fällen eine 1:n-Abbildung notwendig wird. Außerdem unterscheidet die Abbildung 
Client-Sicht (Sicht des Komponentennutzers) und Server-Sicht (Sicht des Komponentenent-
wicklers). 
Das Component Interface einer CCM-Komponente wird aus Nutzersicht auf eine einzelne 
Schnittstelle, die vom Typ Components::CCMObject erbt [MLV02, S. 61], abgebildet. Aus 
der Sicht des Entwicklers besteht das Component Interface aus drei Schnittstellen: Main In-
terface, Monolithic Interface und Context Interface [MLV02, S. 84] [OMG02a, S. 3-
41ff.]. 
Für das Component Home gleichen sich dagegen die Sichten von Entwickler und Nutzer: Das 
Component Home wird auf drei Schnittstellen abgebildet, die Implicit (abgeleitet von Com-
ponents::EnterpriseComponent), Explicit (abgeleitet von Compo-
nents::HomeExecutorBase) und Main Home (abgeleitet von der Implicit- und Explicit-
Schnittstelle) heißen [OMG02a, S. 1-32ff. u. 3-45ff.]. Während die Implicit-Schnittstelle 
standardisierte Aufgaben wie die Erzeugung von Komponenteninstanzen umfasst, kann der 
Entwickler in der Explicit-Schnittstelle eigene Operationen hinterlegen [MLV02, S. 62 u. 84]. 
CORBA-Komponenten werden in einem Component Server28 ausgeführt [OMG02a, S. 4-
45]. Container für CORBA-Komponenten sind eine Erweiterung von EJB-Containern 
[Szy02, S. 434]. Einige Application Server (z.B. die Application Server Platform (ASP) der 
Firma IONA [ION03c]) umfassen sowohl einen CORBA- als auch einen EJB-Container. 
EJB- und CORBA-Komponenten können in einer Anwendung zusammenarbeiten 
[Szy02, S. 248]. 
                                                 
28  Die Begriffe Application Server und Component Server können in Bezug auf Softwarekomponenten 






CORBA-Komponenten werden über Text-Namen identifiziert. Für Entity Components be-
steht eine zusätzliche Möglichkeit zur Identifikation einzelner Instanzen eines Komponententyps 
über Primärschlüssel der unterliegenden Datenbank. Neben dem Factory-Pattern kann das 
Component Home auch ein Finder-Pattern für die Suche nach vorhandenen Instanzen über 
den CORBA Naming Service, den CORBA Trading Service oder andere Komponentenin-
stanzen realisieren [MLV02, S. 71f.]. Der Homefinder ist eine in die CCM-Laufzeitumgebung 
eingebaute Klasse, um Referenzen auf Component Homes zu liefern [MLV02, S. 72] 
[OMG02a, S, 4-47f.]. Für entfernte Objektreferenzen wurde mit CORBA 2.0 ein Textformat 
eingeführt, das Interoperable Object References (IOR) genannt wird [CDK02, S. 787]. Eine 
IOR umfasst Transportprotokoll, Servername, Portnummer, Name des Objektadapters, Na-
me des Servers und Name der Schnittstelle [CDK02, S. 787f.]. 
3.4.5 Komponentenbeschreibung 
CORBA Components werden durch die Kombination zweier verschiedener Beschreibungs-
sprachen beschrieben: die Interface Definition Language (IDL) und die Component 
Implementation Description Language (CIDL) [OMG02a, S. 2-1ff.]. CIDL ist eine Erwei-
terung zu IDL 3.0 und der OMG Persistent State Definition Language29 (PSDL). CIDL 
erweitert IDL und PSDL um Konstrukte für die Komponentenimplementierung 
[OMG02a, S. 2-2] [MLV02, S. 13].  
Neben einer externen Komponentenbeschreibung in Form von IDL- und CIDL-Dateien un-
terstützt CCM ebenso wie Java und die CLI auch die Erforschung von Komponenten via Re-
flection [MLV02, S. 9 u. 16] [OMG02a, S. 1-41f.]. 
3.4.6 Installation von Komponenten 
CORBA-Komponenten werden in Komponentenpaketen ausgeliefert. Ein Komponentenpa-
ket enthält eine einzelne Komponente, die aber in mehreren Binärfassungen für unterschiedli-
che Plattformen enthalten sein kann [OMG02a, S. 6-39]. Außerdem enthält ein Komponen-
tenpaket zwei XML-Dateien: einen CORBA Component Descriptor (CCD), der die in der 
Komponente enthaltenen Schnittstellen beschreibt, und einen CORBA Software Package 
Descriptor (CSD)30, der allgemeine Eigenschaften der Komponente wie die notwendigen 
Anforderungen an Hardware und Betriebssystem definiert [MLV02, S. 164ff.] 
[OMG02a, S. 6-2]. Die Zusammenfassung mehrerer Komponentenpakete zu einem ZIP-
                                                 
29  PSDL dient dazu, die Persistenz von Objekt- und Komponenteninstanzen zu beschreiben. 
30  Im Software Package Descriptor wird eine Variante des Open Software Description Format (OSD) 
[HPT97] verwendet. 
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Archiv heißt Assembly Package (Dateiextension .aar). Außerdem enthält das Assembly Pa-
ckage ein XML-Dokument (Component Assembly Descriptor – CAD), das die enthaltenen 
Komponenten beschreibt [OMG02a, S. 6-40] [Szy02, S. 249]. 
Die Installation von CORBA-Komponenten erfolgt – ebenso wie bei EJB-Komponenten – 
immer in einem Application Server auf Basis der mit der Komponente mitgelieferten Descrip-
tors.  
3.4.7 Dienste 
CORBA stellt einen umfangreichen Satz von Diensten zur Verfügung, die unter dem Begriff 
CORBA Object Services (COS) zusammengefasst werden [OMG03b] [CDK02, S. 789ff.] 
[GrTh00, S. 166f.]. Dazu gehören insbesondere Collection Service, Persistent Object Ser-
vice, Concurrency Service, Property Service, Enhanced View of Time, Query Service, 
Event Service, Relationship Service, Externalization Service, Security Service, Naming 
Service, Time Service, Licensing Service, Trading Object Service, Life Cycle Service, 
Transaction Service, Notification Service und Persistance State Service. Szyperski stellt 
fest, dass zu den meisten der COS-Dienste eine kommerzielle Implementierung fehlt 
[Szy02, S. 389]. Ein CCM-Application Server stellt vier Dienste bereit: Transaktionen, Per-
sistenz, Ereignisse und Sicherheit [Szy02, S. 252]. 
3.4.8 Trading-Unterstützung 
Das CORBA-Trading (COS-Trading) wurde bereits ausführlich in Kapitel 2.6 beschrieben. 
Eine explizite Erweiterung des COS-Trading im Hinblick auf das CCM existiert bisher nicht. 
3.5 Common Language Infrastructure (CLI) 
Die Common Language Infrastructure (CLI) ist ein Komponentenmodell, das ursprünglich 
seit Ende der 90er Jahre von der Firma Microsoft unter verschiedenen Namen (COM 3.0, 
Next Generation Windows Services – NGWS, .NET Framework) als Nachfolger von 
COM entwickelt und von der ECMA (im Jahre 2001) und der ISO (im Jahre 2002) 
standardisiert wurde. Von der ECMA wurde die CLI im Dezember 2001 unter ECMA-335 
[ECMA01] standardisiert. Mit kleinen Änderungen wurde der Standard im Dezember 2002 
von der ISO übernommen als ISO/IEC 23271 [ISO02a]. Die Änderungen wurden im 
Dezember 2002 auch wiederum von der ECMA übernommen [ECMA02f]. 
3.5.1 Plattformen und Implementierungen 
Die CLI ist programmiersprachen- und plattformunabhängig. Genauso wie die Programmier-
sprache Java verwendet die CLI ein Zwischensprach-Konzept und eine gemeinsame Laufzeit-




prozessorunabhängigen Zwischencode, der von einem Just-in-Time-Compiler zur Ausfüh-
rungszeit in Maschinencode übersetzt wird. In der CLI heißt der Zwischencode Managed 
Code [ECMA02a, S. 6] und verwendet als Sprache die Common Intermediation Langua-
ge (CIL) [ECMA02c]. Die Laufzeitumgebung der CLI heißt Virtual Execution System 
(VES). Das Äquivalent zum VES im .NET Framework ist die Common Language Runtime 
(CLR). 
Neben einigen Differenzen hinsichtlich des Just-in-Time-Compilers unterscheidet sich das 
CLI-Komponentenmodell von Java vor allem dadurch, dass es nicht auf eine Sprache be-
schränkt ist [Gou01, S. 5]. Jeder beliebige Sprach-Compiler kann CIL-Code erzeugen, wo-
bei er das als Teil des CLI-Standards festgelegte Regelwerk der Common Language Speci-
fication (CLS) befolgen muss [ECMA02a, S. 24ff.]. Derzeit gibt es bereits eine große Aus-
wahl an CLS-kompatiblen Sprachen, z.B. C++, Java, C#, Visual Basic, CORBOL, Eiffel, 
Smalltalk, Fortran, Perl, Python, JScript (siehe auch [Sch02a, S. 42]). Der CLI-Standard 
unterscheidet bei den Programmiersprachen zwischen CLS-Consumern (Sprachen, die CLI-
Komponenten nutzen können) und CLS-Extendern (Sprachen, mit denen selber CLI-
Komponenten entwickelt werden können) [ECMA02a, S. 30f.]. Szyperski sieht Stärken des 
CLI-Komponentenmodells in der Unterstützung zahlreicher Sprachen, in der an Java ange-
lehnten Entkopplung von Plattformen und in der an CORBA angelehnten Stärke im Bereich 
der Kommunikation [Szy02, S. 394]. 
Es gibt verschiedene Implementierungen der CLI. Die von der ECMA herausgegebene Re-
ferenzimplementierung heißt Shared Source CLI (Codename: Rotor) [Mic03b] und ist für 
Windows XP, FreeBSD und Mac OS implementiert worden. Das Microsoft .NET 
Framework [Mic03a] ist der Ursprung der CLI und eine Obermenge über den CLI-Stand-
ard, d.h. nicht alle Teile des .NET Framework wurden standardisiert. Zu den nicht stand-
ardisierten Teilen gehören insbesondere die Datenbankzugriffsschnittstelle ADO.NET sowie 
die Klassen zur Darstellung von Windows-Fenstern (Windows Forms) und dynamischen 
Webseiten (Web Forms) [Szy02, S. 560]. Szyperski bezeichnet das .NET Framework als 
einzige "reiche" CLI-Implementierung, die derzeit verfügbar ist [Szy02, S. 393]. Das .NET 
Compact Framework [Mic03c] ist eine verringerte Variante des .NET Framework für 
Pocket PCs und Smart Phones. Auch das .NET Compact Framework ist eine Obermenge 
über die CLI.  
Die Open Source-Initiativen Mono [Ica03], Open CLI Library [OCL03] und DotGNU 
[Bol03] bemühen sich um eine kostenlose, plattformübergreifende Nachimplementierung des 
.NET Framework. Zielplattform ist dabei hauptsächlich Linux. Mono und DotGNU gehen 
beide ebenso wie das .NET Framework über den CLI-Standard hinaus. 
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Zusammenfassend ist die CLI für folgende Plattformen verfügbar: 
- Windows 98, ME, NT 4.0, 2000, XP, 2003 [Mic03a] 
- Windows CE, Pocket PC 2002, Windows Smart Phone [Mic03c] 
- FreeBSD [Mic03b] 
- Linux und andere Unix-Systeme [Ica03] 
- MacOS [Mic03b] 
Begriff ECMA-/ISO-Standard Microsoft-Implementierung 
Gesamtkonzept Common Language Infrastructure 
(CLI) 
.NET Framework 
Laufzeitumgebung Virtual Execution System (VES) Common Language Runtime (CLR) 
Zwischensprache Common Intermediate Language 
(CIL) 
Microsoft Intermediate Language 
(MSIL) 
Sprachkonzept Common Language Specification 
(CLS) 
Common Language Specification (CLS) 
Typkonzept Common Type System (CTS) Common Type System (CTS) 
Laden von Komponen-
ten 
CLI Loader Assembly Loader oder  
CLR Loader 
Tabelle 3.2: Vergleich der Begriffe im CLI-Standard mit den Begriffen im Microsoft .NET Frame-
work 
3.5.2 Aufbau von Komponenten 
Die CLI ist ein neues Komponentenmodell, welches das Ergebnis der Weiterentwicklung von 
COM darstellt. Die CLI ist anders als COM vollständig objektorientiert, einschließlich der 
Unterstützung für Implementierungsvererbung [ScEl02, S. 828]. 
Eine Softwarekomponente wird in der CLI Assembly31 genannt [Ewa01, S. 586]. Eine As-
sembly ist ein logischer Verbund einer oder mehrerer Dateien [ECMA02a, S. 6]. Entspre-
chend der Anzahl von Dateien in einer Assembly werden die Begriffe Single-File-Assembly 
oder Multi-File-Assembly verwendet [BBMW03, S. 154f.]. Eine Multi-File-Assembly kann 
neben Programmdateien (genannt Managed Modules) auch Dateien enthalten, bei denen es 
sich nicht um Programmcode handelt (Resource-Dateien). Welche Dateien zu einer Assembly 
gehören, wird durch ein Manifest bestimmt [Box03, S. 17ff.]. Sofern eine Assembly öffentli-
che Typen bereitstellt, ist sie von anderen Assemblies nutzbar [Box03, S. 21ff.]. Eine As-
sembly kann direkt gestartet werden, wenn genau ein zu der Assembly gehörendes Managed 
Module ein Executable ist, das einen so genannten Entry Point besitzt. Alle anderen As-
semblies können nur von anderen Komponenten, Anwendungen oder Skripten gestartet wer-
                                                 
31  In Microsoft Windows wird zur Abgrenzung zwischen .NET- und COM-Assemblies für erstere der 
Begriff CLR-Assembly (alias Managed Assembly) und für letztere der Begriff Win32-Assembly (Unma-





den [Box03, S. 16]. Ebenso wie COM-Komponenten kann unter Windows jeweils eine 
Komponente in eine Cabinet-Datei (.cab) komprimiert verpackt werden [MSDN03, /en-
us/sbscs/setup/ dll_com_redirection_on_windows.asp]. 
Ein Managed Module ist eine Einheit aus kompiliertem Programmcode und den zugehörigen 
Metadaten, die die im Code definierten Typen beschreiben. Ein Managed Module kann phy-
sikalisch in drei Formen vorliegen: als Teil eines Executable, als Teil einer Library oder als 
eigenständige Datei. Als Dateiformat wird in jedem Fall das Common Object File Format 
(COFF) verwendet [Box03, S. 13ff.]. Managed Modules sind keine eigenständigen Soft-
warekomponenten, da sie ohne Mitgliedschaft in einer Assembly nicht von anderen Kompo-
nenten verwendet werden können. Sie sind daher vergleichbar mit den Segmenten einer Kom-
ponente im CORBA Component Model. 
Klassen 
Eine CLI-Komponente implementiert eine oder mehrere CLI-Klassen. Entsprechend der 
CLS-Regel Nr. 23 erbt eine Klasse immer von genau einer anderen Klasse. Eine Ausnahme 
gilt nur für die Klasse System.Object, die von keiner anderen Klasse erbt 
[ECMA02a, S. 56]. Auch einfache Datentypen werden als Objekte behandelt, deren Klassen 
direkt oder indirekt von System.Object erben. In der CLI existiert also ein echter Baum aller 
Klassen, dessen Wurzel System.Object ist. Mehrfachvererbung wird nicht unterstützt 
[Szy02, S. 410]. 
Eine Klasse kann keine, eine oder mehrere explizite Schnittstellen besitzen [Box03, S. 64ff.]. 
Wenn eine Klasse deklariert, dass sie eine Schnittstelle besitzt, dann muss sie alle Mitglieder 
dieser Schnittstelle implementieren [ECMA02a, S. 54]. Da die Deklaration von Schnittstellen 
optional ist, kann eine CLI-Klasse im Gegensatz zu einer COM-Klasse auch direkt Mitglieder 
besitzen, die zu keiner Schnittstelle gehören. Gemäß [ECMA02a, S. 54] kann eine Klasse 
auch mehrere gleichnamige Mitglieder in verschiedenen Schnittstellen bzw. in der Klasse selbst 
besitzen. In der Klasse selbst und in jeder Schnittstelle darf ein Mitgliedsname aber nur einmal 
vorkommen. Eine Unterscheidung zwischen den Mitgliedern findet durch einen expliziten 
Zugriff auf die Schnittstellen statt. 
Schnittstellen können in der CLI auch eine Vererbungshierarchie bilden. Dabei ist Mehrfach-
vererbung möglich und jede Schnittstelle kann auch in mehreren Vererbungsbäumen vorkom-
men [ECMA02a, S. 56] [BBMW03, S. 139]. 
Pohmann weist darauf hin, dass in der Dokumentation des Microsoft .NET Framework nur 
solche .NET-Klassen als Komponente definiert werden, die die vom Framework vordefinierte 
Schnittstelle System.ComponentModel.IComponent realisieren [Poh03, S. 48]. Anzumerken 
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ist jedoch, dass auch eine Assembly, die keine Klasse mit der IComponent-Schnittstelle an-
bietet, die Voraussetzungen erfüllt, welche in der Literatur an eine Softwarekomponente ge-
stellt werden (vgl. Kapitel 3.1). Die Bereitstellung der IComponent-Schnittstelle dient nur der 
visuellen Unterstützung in der von Microsoft hergestellten Entwicklungsumgebung Visual Stu-
dio .NET [MSDN03, /en-us/cpref/html 
/frlrfSystemComponentModelIComponentClassTopic.asp]. 
Komponententypen 
Auch das CLI-Komponentenmodell bietet grundsätzlich die Möglichkeit, Komponenten für 
verschiedene Anwendungsgebiete (Server, Webserver, Client, Webclient) zu erstellen. Anders 
als in Java gibt es jedoch keinen fundamentalen Unterschied im Aufbau der verschiedenen 
Komponentenarten. Die Anwendungsgebiete sind in CLI-Komponenten nur durch die unter-
stützten Schnittstellen determiniert. 
Im CLI-Komponentenmodell sind jedoch nur nicht-visuelle Komponenten spezifiziert. Das 
.NET Framework bietet darüber hinaus visuelle Komponenten und Komponenten für Web-
server. Im Gegensatz zu Java-Komponenten gibt es keine Unterschiede im grundsätzlichen 
Aufbau und in der Arbeitsweise der verschiedenen Komponententypen. 
3.5.3 Zusammenarbeit von Komponenten 
CLI-Klassen können sich – unabhängig von der zur Implementierung verwendeten Pro-
grammiersprache – gegenseitig nutzen. Dies schließt auch die Vererbung und die Ausnahme-
behandlung ein, sodass Cross-Language-Inheritance realisierbar ist [Sch02b, S. 145] 
[BBMW03, S. 11]. Die Zusammenarbeit wird ermöglicht durch die Verwendung der Com-
mon Intermediate Language (CIL) als Binärformat für Komponenten und ein gemeinsames 
Typkonzept, das Common Type System (CTS) genannt wird [ECMA02a, S. 8]. Durch das 
CTS ist ein bestimmter Datentyp in allen CLI-Sprachen gleich. Die Umsetzung von Datenty-
pen und dem Aufruf von Programmcode in Maschinencode und ist nicht standardisiert und 
obliegt daher der jeweiligen Implementierung des Virtual Execution System [Box03, S. 7 u. 
53]. CLI-Komponenten werden in einem Container ausgeführt, der Runtime Host genannt 
wird. Der Runtime Host ist jedoch kein Application Server/Component Server, sondern ledig-
lich eine einfache Anwendung, um das VES und die auszuführende Komponente zusammen-
zubringen. Die Verwendung von COM+32 als Application Server ist im .NET Framework 
möglich, aber optional. 
                                                 
32  Im Rahmen des .NET Framework werden in Ermangelung neuerer Implementierungen noch die bereits 
mit COM eingeführten COM+-Dienste verwendet. Diese Dienste werden im Rahmen des .NET Frame-




Die Interoperabilität zwischen CLI und dem COM-Komponentenmodell ist nicht standardi-
siert, sondern eine der im Microsoft .NET Framework implementierten Erweiterungen des 
CLI-Standards. Die beiden Microsoft-Komponentenmodelle COM und .NET Framework 
können nicht nur nebeneinander, sondern auch miteinander verwendet werden: COM-
Komponenten können aus den .NET-Sprachen heraus über einen Runtime Callable Wrap-
per (RCW) verwendet werden. Auch in der anderen Richtung können .NET-Komponenten 
von COM-fähigen Sprachen aus über COM Callable Wrapper (CCW) erreicht werden 
[Box03, S. 355ff.].  
Für die Inter-Prozess-Kommunikation besitzt die CLI ein eigenes Verfahren, das CLI-
Remoting genannt wird. CLI-Remoting stellt kein konkretes Protokoll dar, sondern eine Ar-
chitektur, die die Kombination eines beliebigen Serialisierungsformates (Formatter) mit einem 
beliebigen Übertragungsprotokoll (Channel) ermöglicht. Im Standard unterstützt CLI-
Remoting das Simple Object Access Protocol (SOAP) mit dem Hypertext Transfer Proto-
col (HTTP) als Übertragungsprotokoll (SOAP/HTTP) und ein nicht benanntes binäres Format 
direkt auf TCP-Verbindungen (binary/TCP) [Ram02, S. 99ff.]. Die höchste Geschwindigkeit 
bietet die Kombination binary/TCP. Für die Überwindung von Firewalls ist SOAP/HTTP die 
richtige Kombination [Mar03]. Letztere ermöglicht auch die Nutzung und Bereitstellung von 
SOAP-basierten Webservices [Mar03]. 
Das Simple Object Access Protocol (SOAP) ist ein Standard des World Wide Web Con-
sortium (W3C) [GHMMN02] für den entfernten Prozeduraufruf, der XML zur Beschreibung 
der übertragenen Daten verwendet33. SOAP kann auf unterschiedliche Transportprotokolle 
aufsetzen, im Internet-Umfeld wird jedoch i.d.R HTTP verwendet [HaNe01, S. 75]. Die Un-
terstützung für SOAP wurde von Microsoft in das .NET Framework fest integriert und von 
ECMA und ISO auch für die CLI als Service Access-Protokoll standardisiert. SOAP ist in-
zwischen nicht nur für die CLI, sondern auch für COM, Java und CORBA als Zusatzdienst 
verfügbar [IBM03]. 
Weitergehende Informationen über die zahlreichen Alternativen für Zustandsverwaltung und 
Zuordnung von Clients zu Servern beim CLI-Remoting enthält der bereits oben zitierte Beitrag 
von Martin [Mar03].  
                                                 
33  Vorgänger von SOAP ist der XML-RPC [Use03]. XML-RPC ist mächtiger als SOAP, hat sich aber 
bislang nicht durchgesetzt. Dennoch ist XML-RPC in aktuellen Lehrbüchern zu finden, z.B. in [Abt03, 
S. 227ff.]. 
 




Typen werden in der CLI nicht mehr wie in COM durch GUIDs, sondern durch Zeichenket-
ten benannt. Die Zeichenketten sind hierarchische Namen, die aus dem relativen Namen des 
Typs und dem Namensraum (Namespace) bestehen. Der relative Name muss nur innerhalb 
eines Namensraums eindeutig sein. Über alle Namensräume hinweg kann der Typname mehr-
fach vorkommen, denn der Namensraum ermöglicht im Zweifel die Unterscheidung. Zum Na-
men eines Typs gehört auch der Name der Komponente [ScEl02, S. 34f.] 
[BBMW03, S. 163f.]. 
Da die Verwendung von Namensräumen und Komponentennamen keinen Schutz gegen mut-
willige Doppelvergabe von Namen darstellt, bietet das CLI-Komponentenmodell optional die 
digitale Signierung von Komponenten an. Bei signierten Komponenten gehören auch die Ver-
sionsnummer, die Sprache und eine Kurzform des öffentlichen Schlüssels des Herstellers 
mit zum Namen [ECMA02b, S. 15ff.] [ScEl02, S. 35f.] [BBMW03, S. 163f.]. Signierte 
Komponenten werden auch als Strong-Named Assemblies oder Strongly-Named As-
semblies bezeichnet [ScEl02, S. 848]. 
3.5.5 Komponentenbeschreibung 
Anders als in COM ist im CLI-Modell jede Komponente automatisch selbstbeschreibend. 
Wie in Java erfolgt die Beschreibung nicht in IDL, sondern durch in der Komponente 
abgelegte Metadaten – in einem Format, das keinen expliziten Namen besitzt. Box spricht von 
CLR-Metadaten [Box03, S. 6f.]. Der Zugriff auf die Metainformationen erfolgt ebenso wie 
bei Java über Reflection. Die CLI-Reflection ist im Namensraum System.Reflection der CLI-
Klassenbibliothek realisiert [ScEl02, S. 713ff.] [ECMA02d, S. 7] und unterscheidet sich 
zwar nicht im grundsätzlichen Vorgehen, jedoch hinsichtlich der Programmierschnittstelle von 
der Java-Reflection. Der Reflection-Mechanismus in Java gilt als etwas komplizierter als der in 
der CLI, da Java zwischen einfachen Datentypen und Klassen unterscheidet, während in der 
CLI alles eine Klasse ist [Sta02, Seite 38]. 
Die Beschreibung der Grobstruktur einer Komponente in Form von XML-Dateien ist in der 
CLI nicht vorgesehen. Hier werden XML-Dateien nur eingesetzt, um Konfigurationsdaten für 
Komponentenabhängigkeiten zu hinterlegen [MSDN03, /en-us/cpgenref/ 
html/gngrfruntimesettingsschema.asp]. 
3.5.6 Installation von Komponenten 
CLI-Komponenten müssen nicht in einer zentralen Datenbank registriert werden. In den meis-
ten Fällen ist eine Installation im engeren Sinne nicht notwendig; es reicht aus, die Komponente 




Komponenten ist im CLI-Modell der Standort im Dateisystem entscheidend. Auf Anfrage 
eines Client sucht der so genannte CLI Loader eine Komponente in dem Verzeichnis des 
Clients, in fest definierten Unterverzeichnissen oder anderen konfigurierbaren Verzeichnissen 
[ECMA02a, S. 56]. Zielsetzung des CLI-Komponentenmodells ist, Versionskonflikte zu ver-
meiden, indem jede Anwendung die Komponenten in den passenden Versionen in dem eige-
nen Anwendungsverzeichnis besitzt. Es gibt zusätzlich auf jedem System ein fest definiertes 
globales Verzeichnis, in dem Komponenten für alle Clients abgelegt werden können (Shared 
Assemblies). Das globale Verzeichnis wird Global Assembly Cache (GAC) genannt. Der 
GAC erlaubt im Gegensatz zu einem normalen Dateiverzeichnis, dass eine Komponente unter 
gleichem Namen in beliebig vielen verschiedenen Versionen vorhanden sein kann 
[Poh03, S. 55]. 
In der CLI-Implementierung von Microsoft, dem .NET Framework, sind zwei zusätzliche 
Fälle zu berücksichtigen: .NET-Komponenten, die auch COM-Schnittstellen anbieten, müssen 
genau wie COM-Komponenten in die Registrierungsdatenbank aufgenommen werden. Eben-
so müssen .NET-Komponenten, die unter Nutzung der .NET Enterprise Services (alias 
COM+-Dienste) ablaufen sollen, mit einem MSI-Paket dort installiert werden.  
3.5.7 Dienste 
Die Ausführung einer CLI-Anwendung setzt eine Laufzeitumgebung voraus, die Virtual Exe-
cution System (VES)34 genannt wird. Das VES stellt den Just-in-Time-Compiler und zahlrei-
che andere Basisdienste bereit, die von allen CLI-kompatiblen Sprachen verwendet werden. 
Dazu gehören zum Beispiel ein Garbage Collector, Exception Handling, ein Sicherheitssystem, 
Objektserialisierung und die Interoperabilität mit dem COM-Komponentenmodell. 
Andere Dienste sind für das .NET Framework verfügbar, aber nicht Teil des CLI-Standards 
[Szy02, S. 389]. Zusätzlich zum Standard bietet das Microsoft .NET Framework an, COM+ 
als Application Server zu verwenden und die dort bereitgestellten Dienste wie Transaktionen, 
Queued Components, Object Pooling und Events zu nutzen [Ewa01, S. 587]. Die Implemen-
tierung eines eigenen Application Servers für das .NET Framework ist noch nicht verfügbar. 
.NET-Komponenten, die die COM+-Application Services nutzen, heißen Serviced Compo-
nents [Poh03, S. 11]. Die von COM+ angebotenen Dienste heißen .NET Enterprise Servi-
ces [ScEl02, S. 816]. 
3.5.8 Trading-Unterstützung 
Die CLI bietet bisher keinerlei Unterstützung für Trading.  
                                                 
34  Entspricht der Common Language Runtime (CLR) im .NET Framework. 
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3.6 Verbreitung der Komponentenmodelle 
Die Bedeutung von Softwarekomponenten wurde in den vergangenen Jahren von verschiede-
nen Marktforschungsunternehmen untersucht. Dabei kam es zu folgenden Aussagen (zitiert 
nach [CPS03]): 
- "Software components are playing a major role in the ebusiness platform. Worldwide 
revenue in this market will increase at a compound annual growth rate (CAGR) of 
40%, from $516 million in 1999 to $2.7 billion in 2004." (IDC, The Software Const-
ruction Components Market, 6/2000) 
- "By 2003, 70% of new applications will be deployed as a combination of pre-
assembled and newly created components integrated to form complex business sys-
tems." (Michael Blechar, Gartner Group, Component-Based Development: The Next 
Wave, 4/1999) 
-  "The market for 'off-the-shelf' software components will be worth more than $1 billion 










Abbildung 3.3: Verbreitung der verschiedenen Komponentenmodelle gemäß [Har00] 
Das amerikanische Analyse-Unternehmen Cutter Consortium untersuchte im Jahr 2000 die 
Verbreitung der verschiedenen Komponentenmodelle. Befragt wurden nordamerikanische und 
europäische Unternehmen. Paul Harmon dokumentiert in [Har00], dass 68% der befragten 
Unternehmen Komponentenmodelle einsetzen (siehe Abbildung 3.3). Die folgende Grafik zeigt 
die Verbreitung der verschiedenen Architekturen gemäß dem Harmon-Bericht. Das .NET 
Framework und die CLI wurden dabei nicht berücksichtigt, da es zum Zeitpunkt der Untersu-




Das amerikanische Beratungshaus Gartner erwartet eine Substitution von COM/COM+ durch 



















Quelle: Gartner Group COMPUTER ZEITUNG 3/4/2003  
Abbildung 3.4:  Geschätzte Marktanteile bei neuen komponentenbasierten   
Softwareentwicklungsprojekten [Eis03, S. 16] 
www.ComponentSource.com ist laut Aussage von Szyperski der größte Marktplatz für 
Softwarekomponenten [Szy02, S. 25]. Die nachfolgende Statistik zeigt die Angebote an 
Softwarekomponenten auf dem ComponentSource-Marktplatz zum Stand 12.5.2003. Darin 
ist deutlich zu erkennen, dass der Komponentenmarkt von den Softwarekomponentenmodel-
len der Firma Microsoft (COM und .NET, zusammen 81,3% der Produktangebote) dominiert 
wird.  
 Produkte Produktkategorien Anbieter 
 Anzahl Anteil Anzahl Anteil Anzahl Anteil 
COM 1052 63,6% 95 33,2% 391 60,6% 
.NET 294 17,8% 66 23,1% 98 15,2% 
VCL35 152 9,2% 49 17,1% 45 7,0% 
Java Beans 109 6,6% 43 15,0% 63 9,8% 
EJB 46 2,8% 31 10,8% 46 7,1% 
CCM 2 0,1% 2 0,7% 2 0,3% 
Summe 1655   286   645   
Tabelle 3.3: Statistik des Produktkatalogs auf www.ComponentSource.com (Quelle: Angaben der 
Pressestelle der Firma ComponentSource, Stand 12.5.2003) 
                                                 
35  Die Visual Component Library (VCL)  ist ein Komponentenmodell der Firma Borland, das nur in der 
Programmiersprache Delphi verwendet werden kann. 
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Szyperski stellt fest, dass es in Unternehmen weit mehr selbst entwickelte Java-Komponenten 
als käufliche Standard-Komponenten gibt [Szy02, S. 387]. Für CCM-Komponenten sieht er 
einen zukünftigen Markt [Szy02, S. 395]. 
Die vorgestellten Untersuchungen zur Verbreitung von Softwarekomponenten zeigen, dass es 
einen heterogenen Markt für Softwarekomponenten gibt und ein solcher auch in Zukunft zu 
erwarten ist. Für das Component Trading ergibt sich daraus die Konsequenz, dass das Tra-
ding heterogene Softwarekomponenten unterstützen muss. 
3.7 Zusammenfassung 
In der Gegenüberstellung der Komponentenmodelle COM, CCM, Java Beans/EJB und CLI 
hat sich gezeigt, dass es erhebliche Unterschiede im Aufbau von Komponenten (Komponen-
tenbaupläne), in der Art der Installation von Komponenten sowie in den von der Laufzeitum-
gebung bereitgestellten Diensten gibt. Die nachfolgende Tabelle gibt einen Überblick über die 
wichtigsten Vergleichskriterien. Die Unterschiede zwischen den Komponentenmodellen müs-
sen bei der Entwicklung eines universellen Softwarekomponenten-Traders berücksichtigt wer-






CCM CLI / .NET 
Standardisierungsgrad Niedrig Hoch Hoch Mittel 
Betriebssystemunabhängigkeit Niedrig Hoch Hoch Mittel 





















Implementierungsvererbung Nein Ja Ja Ja 
Mehrfachvererbung von  
Implementierungen 
Nein Nein Nein Nein 
Explizite Schnittstellen Ja Ja Ja Ja 
Mehrfachschnittstellen Ja Ja Ja Ja 
Vererbung von Schnittstellen Ja Ja Ja Ja 
Mehrfachvererbung von 
Schnittstellen 
Nein Ja Ja Ja 
Metadaten Möglich Pflicht Pflicht Pflicht 
Zentrale Registrierung der 
Komponenten 
Ja 
Ja (bei EJB und 
Servlets) 
Ja Nein 
Mobile Komponenten  
(Transfer von Komponenten 
mit Zustand) 
Nein Ja Ja Ja 
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Garbage Collection Nein Ja Nein Ja 















zu anderen Modellen (außer 
durch SOAP) 





Nein Ja, COS-Trading Nein 
Tabelle 3.4 (Fortsetzung) 
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4 Anforderungen an das Component Trading 
In den vorausgegangenen Kapiteln der vorliegenden Arbeit wurde der derzeitige Stand des 
Trading und der Softwarekomponentenmodelle in Wissenschaft und Praxis aufgearbeitet. Da-
bei wurde gezeigt, dass dem Einsatz des ODP-Trading und der verwandten Trading-
Architekturen wie dem ANSAWare-Trader und dem COS-Trader in modernen komponen-
tenbasierten Umgebungen Grenzen gesetzt sind. 
Daher soll im vorliegenden und in den folgenden Kapiteln ein neues Trading-Modell entwickelt 
werden, das eine Weiterentwicklung des ODP-Trading-Ansatzes im Hinblick auf Software-
komponenten darstellt. Bei der Entwicklung werden sowohl einige bereits früher vorgeschla-
gene Verbesserungen als auch bisher nicht in der Literatur diskutierte Verbesserungen einbe-
zogen. Neben den Konzepten des ODP-Trading sind die in der Literatur bereits diskutierten 
Verbesserungen daraufhin zu untersuchen, inwieweit sie sinnvoll in den erweiterten Ansatz inte-
griert werden können.  
Der Ansatz soll als Universal Component Trading (UComT) bezeichnet werden. Compo-
nent Trading steht für die Anwendung des Trading-Ansatzes auf objektorientierte Kompo-
nentenmodelle (Java Beans, CORBA Components, COM, CLI/.NET). Der Begriff Univer-
sal in dem Namen bedeutet, dass die Trading-Architektur in der Lage sein soll, mit beliebigen 
Komponentenmodellen sowohl als Dienstanbieter als auch als Dienstnutzer zusammenzuarbei-
ten. 
Der erste Schritt zur Entwicklung des Konzeptes umfasst die Anforderungsanalyse, deren 
Ergebnis in Form der Anforderungsspezifikation (siehe [HaNe01, S. 247]) in dem vorlie-
genden Kapitel enthalten ist. Die Kapitel 5 bis 7 enthalten schließlich den auf Basis der Anfor-
derungsspezifikation entwickelten Entwurf des UComT-Systems.  
4.1 Trading heterogener Softwarekomponenten 
Iribane et al. bezeichnen die Auswahl geeigneter Softwarekomponenten im Rahmen der Er-
stellung komponentenbasierter Software als eine Aufgabe, die sorgfältig durchdacht werden 
muss, aber oftmals nicht trivial ist [IACV01, S. 124]. Als unbefriedigend beschreibt Griffel 
[Gri98, S. 100f.] die Suche nach geeigneten Softwarekomponenten über HTML-basierte 
Dokumente im World Wide Web (WWW). Szyperski sieht in der Auswahl geeigneter Kom-
ponenten einen neuen Berufszweig (Component Assembler) [Szy02, S. 497] bzw. einen neu-
en Dienstleistungszweig (Component Assembly Consultants) [Szy02, S. 493]. 
Die Adaption der Trading-Idee auf Komponentenmodelle wird inzwischen in verschiedenen 
Arbeiten erwähnt (Semantically Enhanced Component Trading [TeNi99a], Component 
Search Service [KeBe01], SOFA Component Trading [PBJ98]). Terzis und Nixon [Te-
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Ni99a] diskutieren im Schwerpunkt die semantische Erweiterung des Trading. Marvie et al. 
erwähnen den Begriff Component Oriented Trading (COT), verweisen aber lediglich auf die 
Arbeit von Terzis und Nixon [MMGL01, S. 12]. Plášil, Bálek und Janecek nennen in 
[PBJ98, S. 12] die Integration eines Component Traders in die SOFA-Architektur als zukünf-
tiges Forschungsgebiet. Gemäß der SOFA-Website [Pla03] ist jedoch bis heute keine Spezi-
fikation oder Implementierung erfolgt. 
Alle aufgezählten Autoren spezifizieren und implementieren einen Komponenten-Trader 
entweder gar nicht oder lediglich in einem homogenen Komponentenmodell, vorzugsweise 
dem CORBA Component Model (CCM). Die Analyse des Komponentenmarkts in Kapitel 3 
hat jedoch gezeigt, dass in der Praxis mehrere Komponentenmodelle vorzufinden sind. Es ist 
daher also sinnvoll, beim Trading Softwarekomponenten aus verschiedenen 
Komponentenmodellen zu berücksichtigen. Beitz und Bearman definieren in ihrem Vortrag zu 
[BeBe94]36, das Trading von heterogenen Diensten als Ziel. Von den verfügbaren Tradern 
unterstützt allerdings allein der MELODY-Trader [KoBu95, S. 88] zwei verschiedene 
Verteilungsplattformen, namentlich DCE und CORBA. 
An den UCom-Trader besteht explizit die Anforderung, unterschiedliche Komponentenmodel-
le zu unterstützen. Daraus ergeben sich fünf Detailanforderungen: 
1. Die Komponentenmodelle unterstützen unterschiedliche Baupläne für Softwarekompo-
nenten, d.h. die Metamodelle der Komponenten unterscheiden sich.  
2. Ein Dienst kann durch eine Komponente als Ganzes oder durch einzelne Teile einer 
Softwarekomponente erbracht werden. 
3. Die Komponentenmodelle verwenden unterschiedliche Beschreibungen der durch die 
Komponenten angebotenen Schnittstellen und Operationen.  
4. Die Zugriffsverfahren (Service Access-Protokolle) auf die Komponenten unterscheiden 
sich. 
5. Es existieren unterschiedliche Möglichkeiten, Komponenten zu aktivieren. 
4.1.1 Baupläne 
Ein Ergebnis der Analyse der Komponentenmodelle von Kapitel 3 ist, dass bei den Modellen 
erhebliche Unterschiede im Aufbau der Softwarekomponenten bestehen. Zur Realisierung 
einer Handelsplattform für Softwarekomponenten aus verschiedenen Komponentenmodellen 
ist es daher notwendig, ein gemeinsames Verständnis des Aufbaus von Softwarekomponenten 
herzustellen. Ein gemeinsames Verständnis kann über ein Metamodell realisiert werden. Im 
                                                 
36  Zitiert nach [KoBu95, S. 88]. 
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Rahmen des zu entwickelnden Architekturmodells muss aus diesem Grund ein Metamodell 
definiert werden, das von den konkreten Bauplänen der Softwarekomponenten in unterschied-
lichen Komponentenmodellen abstrahiert. 
4.1.2 Diensterbringer 
Eine Abgrenzung zwischen bisherigen Trading-Ansätzen und dem UComT-Modell ist die Tat-
sache, dass eine Komponente aus unterschiedlichen Diensten bestehen und diese Dienste 
auf verschiedene Weisen erbringen kann. Eine Softwarekomponente kann insbesondere auf 
folgende Arten Dienste erbringen: 
- Eine Softwarekomponente kann als Ganzes als Diensterbringer angesehen werden, 
wobei der Nutzer (Client) Instanzen der Komponente erzeugen muss, um den Dienst zu 
nutzen. 
- Einzelne Klassen einer Softwarekomponente können Dienste bereitstellen, wobei der 
Client Instanzen der Klasse erzeugen muss, um den Dienst zu nutzen. 
- Server können vorgefertigte Instanzen oder einzelne Klassen einer Komponente (vor-
gefertigte Objekte) anbieten, die Dienste erbringen. 
- Einzelne Schnittstellen einer Klasse oder eines vorgefertigten Objekts können Dienste 
erbringen. 
- Auch einzelne Mitglieder (Member) eines Objekts (Attribute und Methoden) können 
Dienste erbringen. 
Eine einzelne Softwarekomponente kann sowohl hinsichtlich der Syntax als auch der Semantik 
verschiedenartige Dienste gleichzeitig erbringen. Im ODP-Trading ist vorgesehen, dass ein-
zelne Dienste registriert werden, wobei die Dienste "gleichartig" sein müssen. Im komponen-
tenbasierten Trading können dagegen verschiedene Teile einer Komponente einen Dienst 
erbringen. Im UComT-Modell muss daher eine 1:n-Abbildung zwischen Komponente und 
Dienst Berücksichtigung finden. 
Definition: Komponentendienst 
Ein Komponentendienst ist ein Teil einer Softwarekomponente, der eine durch einen 
Client nutzbare Dienstleistung anbietet. 
4.1.3 Komponentenbeschreibung 
Kapitel 3 hat bereits aufgezeigt, dass die verschiedenen Komponentenmodelle unterschiedliche 
Beschreibungstechniken verwenden. CORBA und COM nutzen jeweils verschiedene Varian-
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ten der Interface Definition Language (IDL). In Java und dem CLI-Komponentenmodell 
gibt es dagegen keine explizite Schnittstellenbeschreibungssprache. Vielmehr ist die Dienstbe-
schreibung in Java und CLI selbst Teil der Komponenten und kann dort mittels spezieller APIs 
(Reflection) ausgelesen werden. In beiden Komponentenmodellen werden einige Daten (z.B. 
in Konfigurationsdaten) auch in XML-Form abgelegt. 
Hinsichtlich der heterogenen Beschreibungstechniken für Komponenten in verschiedenen 
Komponentenmodellen bieten sich aus der Sicht des Komponenten-Trading zwei Handlungs-
alternativen an: Zum einen könnte ein Komponenten-Trader von den zu vermittelnden Kom-
ponenten eine bestimmte, einheitliche Beschreibungssprache einfordern. Diese Möglichkeit 
würde aber bedeuten, dass nicht die existierenden Beschreibungen verwendet werden können, 
sondern dass diese einheitliche Beschreibung dezentral bei den Exportern für eine Vielzahl von 
Komponenten angefertigt werden müsste. Hierbei besteht außerdem die Problematik der 
Wahl einer geeigneten Beschreibungssprache, die den Eigenarten und der Mächtigkeit aller 
Komponentenmodelle genügt. 
Die Alternative besteht darin, dass der Trader unterschiedliche Beschreibungssprachen akzep-
tiert, sodass jedes Komponentenmodell die ihm eigenen Beschreibungssprachen liefern kann. 
Der Nachteil dieser Methode ist, dass im Extremfall ein Handel mit Komponenten nur jeweils 
innerhalb eines Komponentenmodells möglich ist, wenn die Beschreibungen von Komponen-
ten aus anderen Komponentenmodellen nicht verstanden werden. Dieser Nachteil kann jedoch 
durch technische (Konvertierungsfunktionen auf dem Trader) und organisatorische Maßnah-
men (Beschränkung auf einen Satz von Beschreibungssprachen) verringert werden. Die Ak-
zeptanz verschiedener Beschreibungssprachen ist daher als sinnvollere Alternative zu erachten. 
Die genauen Anforderungen an den Einsatz heterogener Beschreibungssprachen werden in 
Kapitel 4.3 näher diskutiert. 
4.1.4 Zugriffsprotokolle 
Ebenso wie der Webtrader von Vasudevan und Bannon soll der UCom-Trader Multi-Portal 
Services unterstützen. Vasudevan und Bannon definieren als Multi-Portal Services Dienste, 
die über mehrere Zugriffsprotokolle erreicht werden können [VaBa98, S. 3] [VaBa99b, S. 4]. 
Diese Anforderung ist sinnvoll, da – wie oben erläutert – eine Komponente mehrere 
verschiedene Dienste erbringen kann und keineswegs vorgeschrieben ist, dass alle Dienste der 
Komponente auf gleiche Weise erreichbar sein müssen. 
Die Vermittlung einer Komponente an einen Importer ist i.d.R. nur dann sinnvoll, wenn der 
betreffende Importer über die Möglichkeiten verfügt, die Komponente zu nutzen. Diese techni-
sche Voraussetzung ist innerhalb eines Komponentenmodells durch die jeweilige Laufzeitum-
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gebung gegeben, bei verschiedenen Komponentenmodellen jedoch nicht automatisch erfüllt. 
Tabelle 4.1 zeigt, dass in den Komponentenmodellen jeweils nur eine begrenzte standardisierte 
Interoperabilität zu anderen Komponentenmodellen vorhanden ist.  
 COM EJB CCM CLI/.NET 
COM X   X 
EJB  X X  
CORBA  X X  
CLI X   X 
Tabelle 4.1: Standardisierte Interoperabilitätsmöglichkeiten zwischen Komponenten aus verschie-
denen Komponentenmodellen 
Zur Kopplung von heterogenen Softwarekomponenten werden in der Literatur bislang zwei 
Ansätze vorgeschlagen: 
- Kopplung von Softwarekomponenten aus unterschiedlichen Komponentenmodellen 
durch so genannte Bridges [GJMN99, S. 29ff.]  
- Verwendung eines komponentenmodellübergreifenden Zugriffsprotokolls wie dem 
Simple Object Access Protocol (SOAP) [GHMMN02] 
 COM EJB CCM CLI/.NET 
COM COM/DCOM COM-CORBA-


























CORBA-Bridges +  
RMI-IIOP 
COM-CORBA-
Bridges +  
RMI-IIOP 
.NET Remoting 
Tabelle 4.2: Interoperabilität der Komponentenmodelle abseits von SOAP-Webservices (nach 
[EKT02, S. 83f.]) 
Tabelle 4.2 veranschaulicht, welche Wege Engel, Koschel und Tritsch in [EKT02] für die In-
teroperabilität zwischen den Komponentenmodellen durch den Einsatz von Bridges beschrei-
ben. Inzwischen gibt es auch direkte .NET-Java-Bridges (JA.NET der Firma Intrinsyc 
[Int03], Jugger.NET der Firma Codemesh [Cod03] sowie Janeva der Firma Borland 
[Bor03]). Bridges zwischen .NET und CORBA realisieren MiddCor der Firma MiddTec 
[Mid03] sowie das Open Source-Projekt IIOP.NET [Elc03].  
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Ein komponentenmodellübergreifendes Zugriffsprotokoll ist zwar inzwischen durch das XML-
basierte SOAP [GHMMN02] vorhanden, wird aber nicht von allen Komponentenmodellen 
im Kern unterstützt. Einzig das .NET Framework bietet in seiner Laufzeitumgebung die Unter-
stützung für den Service Access via SOAP an [Mic03a]. In allen anderen Komponentenmo-
dellen ist die Unterstützung für SOAP zwar verfügbar, jedoch ein optionaler Zusatzdienst 
[Brw03]. 
Ein Trader kann die Problematik heterogener Service Access-Protokolle auf zwei Wegen 
lösen: Einerseits kann er passende Bridges an einen Importer vermitteln, andererseits kann er 
selbst die Funktion einer Bridge einnehmen. Die Funktion, dass der Trader selbst nicht nur 
Dienste zur Vermittlung, sondern auch zur Nutzung von Komponenten anbietet, wird in Kapi-
tel 4.10 diskutiert. 
4.1.5 Aktivierung 
Als fünftes wesentliches Unterscheidungskriterium zwischen verschiedenen Softwarekompo-
nenten zu berücksichtigen sind die verschiedenen Möglichkeiten, wie Komponenten aktiviert 
werden können. Grundsätzlich ist zu differenzieren zwischen Komponenten, die in einem eige-
nen Prozess laufen (Out-Process-Components), und Komponenten, die im Prozess einer 
anderen Anwendung oder Komponente (Host-Anwendung) laufen (In-Process-
Components). Während In-Process-Components immer auf dem gleichen System laufen wie 
der Client, können Out-Process-Components sowohl auf dem lokalen System in einem ande-
ren Prozess als auch auf einem entfernten System (z.B. einem Application Server/Component 
Server) laufen. Out-Process-Components auf einem entfernten System werden auch als Re-
mote-Components bezeichnet [Sch01, S. 49f.] [OPE99, 
CHP03CHP.HTM#chap03.sect2.10]. Das wesentliche Unterscheidungsmerkmal von In-
Process- und Out-Process-Components ist die Nicht-Existenz eines gemeinsamen Adress-
raums (vgl. Ausführungen von Coulouris, Dollimore und Kindberg zum Begriff remote in 
[CDK02, S. 25]). 
 In-Process-Component Out-Process-Component 
Lokal 
Komponente im gleichen Prozess 
wie Client 
Komponente auf gleichem Sys-
tem, aber in anderem Prozess 
Entfernt Nicht möglich 
Komponente auf entferntem 
System 
Tabelle 4.3: Komponententypen 
Bei den Out-Process-Components ist ferner zwischen zwei Typen zu unterscheiden: 
- Komponenten können aktive Dienste sein, die im Hintergrund laufen und immer er-
reichbar sind.  
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- Komponenten können bei Bedarf (also beim Aufruf durch einen Nutzer) aktiviert wer-
den. 
Bei den In-Process-Components kann analog unterschieden werden zwischen: 
- Komponenten, die beim Start der Host-Anwendung aktiviert werden; 
- Komponenten, die bei Bedarf in die Host-Anwendung geladen werden. 
 In-Process-Component Out-Process-Component 
Aktivierung im Voraus Beim Start der Host-Anwendung Beim Start des Systems  
Aktivierung bei Bedarf Bei Bedarf Bei Bedarf 
Tabelle 4.4: Varianten der Komponentenaktivierung 
In modernen komponentenbasierten Architekturen ist hinsichtlich der Zuordnung von Clients 
zu diensterbringenden Komponenten (Servern) sowohl möglich, dass es eine 1:1-Zuordnung 
zwischen Client und Komponenteninstanz gibt, als auch, dass eine n:1-Zuordnung implemen-
tiert wird (d.h. mehrere Clients teilen sich eine Instanz einer Komponente) (vgl. Singleton-
Pattern [GHJV95, S. 127ff.]). Ferner können Komponenten zustandsbehaftet oder 
zustandslos sein [Mar03]. Auch ist zu berücksichtigen, dass verschiedene Instanzen ein und 
derselben Komponente verschiedene Dienste erbringen können. Beispielsweise können von 
einer Komponente, die eine Überwachungsfunktion erfüllt, verschiedene Instanzen laufen, die 
über verschiedene Adressen (oder Ports) erreichbar sind, wobei jede Instanz eine Überwa-
chung eines anderen Teilsystems übernimmt. In diesem Fall ist es nicht ausreichend, die Kom-
ponente als solche im Trader zu registrieren. Vielmehr ist es notwendig, jede Instanz einzeln zu 
registrieren, um die Importer an die richtige Instanz der Komponente vermitteln zu können.  
4.2 Trading-Umgebungen 
Das Component Trading sollte in jeder Form von Computernetzwerken, also sowohl in Local 
Area Networks (LANs) als auch in Wide Area Networks (WANs) wie dem Internet an-
wendbar sein. In lokalen Netzwerken kann das Component Trading von Entwicklern einge-
setzt werden, um organisationsintern vorhandene Komponenten zu suchen. Zur Laufzeit kann 
im LAN das Trading zur Lastverteilung eingesetzt werden (siehe auch [JaMu96]). Auch im 
Internet können Entwickler zwecks Wiederverwendung nach Komponenten suchen. Ebenso 
können Anwendungen zur Laufzeit nach geeigneten Erweiterungen forschen. 
Dabei stellen sich unterschiedliche Anforderungen. In LANs ist die Menge der Systeme, die 
nutzbare Komponenten bereitstellen, relativ gering und die Netzwerkadressen der Systeme 
können in der Regel als bekannt vorausgesetzt werden. Im Internet dagegen können Kompo-
nenten auf sehr vielen Servern angeboten werden, die nicht an zentraler Stelle bekannt sind. 
Für die Nutzung des Trading-Dienstes auf Internetebene müssen im Gegensatz zum Betrieb im 
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LAN Einschränkungen im Datenverkehr durch Firewalls berücksichtigt werden. Außerdem 
müssen für den Betrieb von Tradern im Internet zusätzliche Sicherheitsvorkehrungen getroffen 
werden, um ihren Missbrauch zu unterbinden, insbesondere dann, wenn ein Trader grundsätz-
lich für jedermann offen (d.h. nutzbar) ist. 
4.3 Komponentenbeschreibung 
Die Beschreibungen der handelbaren Dienste sind die zentralen Daten des Trading-Prozesses. 
Alle bisherigen Ansätze des Trading legen sich auf eine bestimmte Beschreibungssprache und 
ein bestimmtes Matching-Verfahren fest. Folge dieser Festlegung ist eine mangelnde Flexibili-
tät. Flexibilität ist aber für den Handel mit heterogenen Softwarekomponenten, die Dienste auf 
verschiedenen Wegen erbringen können (vgl. Kapitel 4.12), unerlässlich. In dem vorliegenden 
Kapitel erfolgt ausgehend von den Anforderungen, die an eine Beschreibungssprache zu stellen 
sind, die Definition eines Anforderungskatalogs für die Beschreibung der angebotenen Kom-
ponenten im UComT-Modell. 
4.3.1 Beschreibungssprachen für das Component Trading 
Für die Beschreibung von Diensten, die in Trader angeboten werden, sind zahlreiche 
Alternativen bekannt. ANSAWare-Trading [Des93], ODP-Trading [ISO98a] und COS-
Trading [OMG00a] sehen eine Beschreibung auf Basis von Diensttypen und 
Diensteigenschaften in Form von Name-Wert-Paaren vor. Eine reichhaltigere Beschreibung 
ist möglich durch den Einsatz von syntaktischen Schnittstellenbeschreibungssprachen wie der 
Interface Definition Language (IDL)37. IDL wird in vielen Verteilungsplattformen und 
Komponentenmodellen (z.B. ODP [ISO99a], COM [Mic02], CORBA [OMG01a], 
WBEM/CIM38 [DMTF03]) verwendet. Für das Java-Komponentenmodell existiert eine 
Abbildung der Java-Reflection-Daten auf IDL [OMG01b]. Aufgrund der weiten Verbreitung 
von IDL im Bereich der Komponentenmodelle muss der UCom-Trader Dienstbeschreibungen 
auf IDL-Basis akzeptieren. Ein Importer kann Suchanfragen ebenfalls in IDL stellen, da mittels 
Signature Matching [MoWi95, S. 146ff.] passende Komponenten aus dem Angebot des 
Traders ermittelt werden können. Als Schwäche von IDL stellen Teschke und Ritter allerdings 
                                                 
37  IDL ist eine Beschreibungssprache für Schnittstellen, die bei der ISO (ISO/IEC 14750) und der ITU 
(X.920) standardisiert  ist [ISO99a]. 
38  Web-Based Enterprise Management (WBEM) und das zugehörige Common Information Model (CIM) 
sind ein Standard der Distributed Management Task Force (DMTF) für Netzwerk- und Systemmana-
gement. Objekte werden im CIM durch das Managed Object Format (MOF)  beschrieben, das ein IDL-
Derivat ist [Szy02, S. 402f.]. 
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fest, dass IDL lediglich eine Menge von Methoden39 beschreibt und es an Konstrukten zur 
Definition von Komponenten mangelt [TeRi00, S. 76].  
Weiterhin ist IDL zwar syntaktisch ausdrucksstärker als Name-Wert-Paare, bietet aber 
keinerlei Semantik über Schnittstellen und Operationen. Ansätze mit mehr semantischer Aus-
drucksstärke sind zum Beispiel die Kind Description Language (KDL) [Kin99], die wissens-
basierte Dienstvermittlung auf Basis von Konzeptgraphen [PMG95] [PGM95], der Einsatz 
von Colored Petri Nets [MML95, S. 484], der Einsatz von Ontologien [TeNi99a, S. 194] 
[TeNi00, S. 10f.] oder der Einsatz von Agenten-Sprachen wie dem Knowledge Interchange 
Format (KIF) und der Knowledge Query Manipulation Language (KQML) 
[TeNi99a, S. 192]. 
Einer der wesentlichen Kritikpunkte am ODP-Trading ist die Form der Dienstbeschreibung 
(siehe zum Beispiel [PGM95] und [TeNi99a]). Die Anforderungen an eine Dienstbeschrei-
bungssprache variieren in Abhängigkeit davon, ob ein Mensch oder eine Maschine die Be-
schreibung verwenden möchte. Ein Mensch kann grundsätzlich sowohl natürlichsprachlichen 
Text als auch eine formale Beschreibung in einer formalen Sprache nutzen. Für eine Maschine 
ist die formale Beschreibung vorzuziehen, wenngleich eine Auswertung von natürlichsprachli-
chem Text auch nicht ausgeschlossen ist, wie sich an den Suchmaschinen des World Wide 
Web zeigt. Anzumerken ist hier, dass es bei der Auswertung von natürlichsprachlichem Text 
durch Maschinen häufig zu Fehldeutungen kommt, die durch eine formale Beschreibung redu-
ziert, im günstigsten Fall sogar ausgeschlossen werden könnten. Dies fasst Wiering in dem Satz 
"Die einzige Möglichkeit, um Mehrdeutigkeit zu vermeiden, ist es, formal zu sein" zusammen. 
[Wie98, S. 503]. 
Milli, Milli und Milli unterteilen Beschreibungssprachen grob in die Kategorien textbasierte, 
lexikalische und spezifikationsbasierte Beschreibungen [MMM95, S. 551]. Die Autoren 
stellen fest, dass eine spezifikationsbasierte Beschreibung dem Ziel einer Äquivalenz zwischen 
dem, was eine Komponente an Aufgaben verrichtet und wie sie kodiert wurde, am nächsten 
komme. Als Nachteile von formalen Spezifikationssprachen nennen Terzis und Nixon die hohe 
Komplexität, die geringe Beliebtheit und die hohen Unterhaltskosten; wobei die Autoren an-
merken, dass diese vermieden werden könnten, wenn die formale Spezifikation vor der Imp-
lementierung erfolgen würde [TeNi00, S. 8]. Ritter kritisiert an formalen Sprachen, dass diese 
für Leser und Wiederverwender zu abstrakt seien [Rit00, S. 90]. 
                                                 
39 Teschke und Ritter differenzieren nicht zwischen Methoden, Attributen und Ereignissen, sondern 
fassen alle Mitglieder einer Schnittstelle unter dem Oberbegriff Methoden zusammen [TeRi00, S. 76]. 
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Aus den obigen Ausführungen ist zu folgern, dass es für das Trading nicht genau eine ideale 
Beschreibungssprache existiert. Alle bisherigen Erfahrungen mit Beschreibungssprachen zei-
gen, dass sich die Beschränkung/Festlegung auf eine einzige Sprache im Allgemeinen nicht 
durchsetzen lässt. Ein universeller Komponenten-Trader muss deshalb die Dienstbeschreibung 
durch "beliebige" Sprachen unterstützen und dies auch zur gleichen Zeit [EiSc03, S. 7]. Um die 
Suche nach Diensten nicht durch die Verschiedenartigkeit der Dienstbeschreibung einzu-
schränken, sind zwei Lösungswege denkbar: Einerseits können Konverter zwischen verschie-
denen Dienstbeschreibungstypen im Trader vermitteln; dazu kann z.B. auf dem in der Literatur 
vorgeschlagenen Type Identifier Transformation Protocol [VBB95] aufgesetzt werden. 
Andererseits besteht – im Gegensatz zu allen bisherigen Trader-Konzepten – die Möglichkeit, 
den UCom-Trader in die Lage zu versetzen, Dienstangebote mit Dienstbeschreibungen in ver-
schiedenen Dienstbeschreibungssprachen zu verwalten. 
Sowohl für Exporter als auch für Importer muss aber eine Grundstruktur der Kommunikation 
mit dem Trader vorgegeben werden, um neben der Dienstbeschreibung auch zusätzliche Daten 
bezüglich des Dienstangebots (entsprechend den Dienstangebotseigenschaften aus dem ODP-
Trading-Standard [ISO98a, S. 9]) und Steueranweisungen an den Trader (entsprechend den 
Policies aus dem ODP-Trading-Standard [ISO98a, S. 6]) übermitteln zu können. 
4.3.2 Dynamische Erweiterbarkeit für Beschreibungssprachen 
Da die notwendigen und sinnvollen Beschreibungen nicht a priori bestimmbar sind, muss der 
UCom-Trader zur Laufzeit die Menge der nutzbaren Beschreibungssprachen erweitern kön-
nen. Der Administrator des Trader-Servers sollte jedoch die Möglichkeit haben, die verwend-
baren Dienstbeschreibungssprachen einzuschränken. Dies widerspricht zwar auf den ersten 
Blick der Offenheit des UComT-Modells, jedoch besteht Bedarf nach dieser Einschrän-
kungsmöglichkeit, wenn sich in einem konkreten Trader-System abzeichnet, dass die Verwen-
dung einer zu großen Vielfalt von Dienstbeschreibungen zu einer Beeinträchtigung der Sucher-
gebnisse führt. Der Trader-Administrator soll daher die Möglichkeit bekommen, 
1. bestimmte Dienstbeschreibungssprachen als Pflichtangabe in einer Dienstregistrierung 
zu verlangen, 
2. bestimmte Dienstbeschreibungssprachen durch den Trader ignorieren zu lassen und 
3. die Verwendung bestimmter Dienstbeschreibungssprachen als Ausschlusskriterium für 
die Annahme einer Dienstregistrierung zu nutzen. 




Alle bisherigen Trader-Ansätze gehen davon aus, dass es zu jedem Dienstangebot genau eine 
Dienstbeschreibung gibt. Bereits im vorherigen Kapitel wurde erläutert, dass der Einsatz unter-
schiedlicher Beschreibungssprachen sinnvoll ist, die auch zur gleichen Zeit auf Komponenten-
angebote angewendet werden können. Darüber hinaus ist zu berücksichtigen, dass ein Kom-
ponentenangebot von verschiedenen Beteiligten jeweils unterschiedlich beschrieben werden 
kann. Nachvollziehbar ist, dass ein Entwickler auf eine von ihm entwickelte Softwarekompo-
nente eine andere Sicht besitzt als ein Anwender, für den die Komponente im Rahmen einer 
Gesamtanwendung eine Leistung erbringt. 
Im Gegensatz zu allen bisherigen Trader-Konzeptionen soll daher im UComT-Modell erlaubt 
sein, dass ein Dienstangebot mehrere unterschiedliche Dienstbeschreibungen in verschiedenen 
oder auch mehrfach in derselben Dienstbeschreibungssprache bietet. Einzelne Beschreibungen 
können von unterschiedlichen Urhebern mit unterschiedlichem technischen und fachlichen Hin-
tergrund stammen. Durch eine Einteilung des Urhebers in die Bereiche "Technisches Wissen" 
und "Geschäftsprozess-Wissen" soll jede Dienstbeschreibung klassifiziert werden. Diese Klas-
sifizierung soll der Trader beim Ranking mehrerer passender Dienstangebote zu einer Dienst-
anfrage berücksichtigen. 
Gesamte Informationen zu einer Komponente
Dienstbeschreibung #1 von Typ "A"





Dienstbeschreibung #3 von Typ "A"
 
Abbildung 4.1: Alternative Dienstbeschreibungen können Schnittmengen bilden. 
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Bezüglich des Verhältnisses verschiedener Dienstbeschreibungen soll weder festgelegt werden, 
dass Dienstbeschreibungen in zwei unterschiedlichen Sprachen noch zwei verschiedene 
Dienstbeschreibungen in ein und derselben Sprache disjunkt sein müssen (vgl. Abbildung 4.1). 
Diese Forderung ergibt sich daraus, dass es sinnvoll ist, gleiche Informationen in verschiedenen 
Sprachen zu beschreiben, damit unterschiedliche Importer sie verstehen können und es mehre-
re Dienstbeschreibungen von verschiedenen Personen geben darf. 
 
4.3.4 Umfang der Beschreibung 
Büchi und Weck unterscheiden in [BüWe97] hinsichtlich des Umfangs der Beschreibung von 
Softwarekomponenten zwischen Black-Box-, Grey-Box- und White-Box-Komponenten. Als 
eine Black-Box-Komponente bezeichnen die Autoren eine Komponente, die lediglich über 
Prä- und Post-Bedingungen definiert ist [BüWe97, S. 3]. Eine White-Box-Komponente da-
gegen definieren sie darüber, dass alle Details der Implementierung offen liegen [Bü-
We97, S. 4f.]. Dies bedeutet also, dass der Quellcode der Komponente bekannt ist. Eine 
Grey-Box-Komponente ist der Mittelweg zwischen dem White-Box- und dem Black-Box-
Ansatz. 
Hinsichtlich der Black-Box-Komponenten kritisieren Büchi und Weck, dass diese zu wenig 
Informationen bereitstellen [BüWe97, S. 5]. An White-Box-Komponenten kritisieren die 
Autoren, dass ein kompletter Einblick in eine Komponente dazu führe, dass ein schnelles Ver-
ständnis der Komponente nicht mehr möglich sei, was einem fundamentalen Ziel der Compo-
nentware, nämlich der Komplexitätsreduktion, widerspräche [BüWe97, S. 4f.]. Außerdem 
bestehe die Gefahr, dass ein Komponentennutzer sich in Kenntnis der Implementierung auf 
Implementierungsdetails verlasse, die in einer späteren Version geändert sein könnten [Bü-
We97, S. 5]. Dem Plädoyer von Büchi und Weck gegen White-Box-Komponenten hinzuzu-
fügen sind der mangelnde Schutz des geistigen Eigentums, der der Wirtschaftlichkeit der Ver-
marktung von Softwarekomponenten entgegensteht, sowie der mangelnde Schutz schutzbe-
dürftiger Algorithmen.  
Büchi und Weck schlagen daher Grey-Box-Komponenten vor, die einen Mittelweg zwischen 
Black-Box- und White-Box-Komponenten darstellen, indem sie relevante Teile der internen 
Verarbeitung, z.B. die Nutzung anderer Komponenten, offen legen [BüWe97, S. 5f.].  
Nicht von Büchi und Weck berücksichtigt und benannt wird der Fall von Softwarekompo-
nenten, die nur über Schnittstellenbeschreibungen und nicht einmal über Prä- und Post-
Bedingungen beschrieben werden. Diese Komponenten müssten in der Farb-Metapher durch 
ein ganz tiefes Schwarz symbolisiert werden. 
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Aus der Sicht des universellen Trading mit Softwarekomponenten sind Grey-Box-Kompo-
nenten wünschenswert, allerdings würde eine Ablehnung von Black-Box-Komponenten zu 
einer in diesem Ansatz nicht gewünschten Einschränkung führen. Anbieter von Black-Box-
Komponenten müssen jedoch damit rechnen, für ihre Geheimhaltung "bestraft" zu werden, da 
ihre Produkte schlechter auffindbar und schlechter nutzbar sind als Grey-Box-Komponenten. 
Aus der Sicht eines universellen Traders kann es dem Komponentenanbieter auch freigestellt 
werden, seine Komponenten so gut zu beschreiben, dass diese als White-Box-Komponenten 
bezeichnet werden können. Dem Trader erwächst aus der kompletten Offenlegung der Imp-
lementierung einer Komponente kein Nachteil. 
4.4 Komponentenregistrierung 
Die Komponentenregistrierung ist die Voraussetzung dafür, dass den Importern eine Kompo-
nente über den UCom-Trader angeboten werden kann. Durch die Registrierung einer Kom-
ponente bei einem UCom-Trader entsteht ein Komponentenangebot. 
Definition: Komponentenangebot 
Ein Komponentenangebot ist eine Softwarekomponente, über die Daten in einem Trader 
zum Zwecke der Vermittlung an Importer abgelegt sind. 
4.4.1 Registrierungsvorgang 
Grundsätzlich kann die Registrierung einer Softwarekomponente bei einem Trader auf drei 
Wegen erfolgen: 
- Suche des Traders nach Komponenten/Komponentenangeboten 
- Selbstregistrierung der Komponenten 
- Fremdregistrierung durch einen Komponentenanbieter 
In den ersten beiden Fällen ist Voraussetzung, dass die Komponente eine Selbstbeschreibung 
enthält oder dass zumindest eine formale Beschreibung zu dieser Komponente durch einen 
Verweis in ihr selbst oder an einem definierten Ort auffindbar ist. Im Fall der Fremdregistrie-
rung ist auch eine Registrierung durch einen Menschen denkbar, sodass die formale Beschrei-
bung von dieser Person mittels eines Werkzeugs erstellt werden kann. 
Zur Vermeidung von Komponentenangeboten, die gar nicht gefunden werden können, weil es 
im Trader keine passenden Implementierungen für die Verwendung einer bestimmten Be-
schreibungssprache gibt, ist geboten, dass ein Exporter die Verfügbarkeit passender Imple-
mentierungen für einzelne oder alle Beschreibungen fordern kann. Wie später noch näher zu 
diskutieren ist, besteht eine Lösung auch darin, dass der Exporter dem Trader eine entspre-
chende Implementierung anbietet. 




Popien, Schürmann und Weiß stellen fest: "Nichts hindert einen Exporter, vorsätzlich oder 
auch zufällig einen Dienst zu exportieren, der gar nicht bereitgestellt werden kann, oder der 
vorgibt, Diensteigenschaften zu besitzen, über die er gar nicht verfügt." [PSW96, S. 112]. Die 
Autoren führen weiter aus, dass ein ODP-Trader die Korrektheit oder Zuverlässigkeit eines 
einzelnen Dienstes, der zum Export angeboten wird, nicht verifizieren könne. Ein Importer 
könne bei Unzufriedenheit mit dem Verhalten eines angebotenen Dienstes den angebotenen 
Dienst nicht weiter nutzen oder sich beim Administrator des Traders über den Dienst be-
schweren. 
Im Allgemeinen kann ein Trader durchaus einige Qualitätskontrollen durchführen, indem er die 
grundsätzliche Verfügbarkeit der angebotenen Schnittstellen prüft oder sogar als Importer auf-
tritt und den Dienst testweise nutzt. Der UCom-Trader sollte bei jeder Komponentenregistrie-
rung versuchen, die Komponente probeweise zu nutzen. Er kann zunächst versuchen, die 
Komponente zu aktivieren und eine Klasse zu instanziieren. Schlägt dies fehl, ist die Kompo-
nente offensichtlich nicht vorhanden. Sofern das instanziierte Objekt Methoden mit einfachen 
Parametern anbietet, kann der Trader eine Methode mit Zufallswerten aufrufen. Hier kann er 
prüfen, ob die Methode vorhanden ist. Einen von der Methode erzeugten Laufzeitfehler kann 
der Trader ignorieren, da nicht erwartet werden kann, dass die zufälligen Parameter sinnvolle 
Eingaben sind. Voraussetzung für die probeweise Nutzung des Dienstes durch den Trader ist, 
dass es sich um einen idempotenten Dienst40 handelt, also einen Dienst, der bei wiederholter 
Ausführung immer dasselbe Ergebnis liefert. Nicht idempotente Dienste können nur testweise 
genutzt werden, wenn das System durch eine Gegenoperation ohne negative Auswirkungen 
auf den ursprünglichen Zustand zurückgeführt werden kann. Aus den beiden vorgenannten 
Gründen muss ein Dienst anzeigen, ob eine Test-Nutzung möglich ist. 
4.4.3 Aufhebung einer Registrierung 
Einem Dienstanbieter muss es jederzeit möglich sein, eine Registrierung aufzuheben. Der 
ODP-Standard sieht dafür die Withdraw()-Operation in der Export-Schnittstelle vor 
[Bea97, S. 12]. Eine Withdraw()-Operation soll auch durch den UCom-Trader unterstützt 
werden. 
                                                 
40 "Eine idempotente Operation ist eine Operation, die wiederholt ausgeführt werden kann und jedes Mal 
dasselbe Ergebnis hat, als wäre sie genau einmal ausgeführt worden." [CDK02, S. 182] 
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4.4.4 Änderung einer Registrierung 
Im ODP-Trader-Standard ist eine echte Aktualisierung der Dienstbeschreibung durch den 
Dienstanbieter nicht vorgesehen. Die im ODP-Standard definierte Modify()-Operation in der 
Export-Schnittstelle ist als eine Transaktion festgelegt, bei der ein Dienstangebot deregistriert 
und durch ein anderes Dienstangebot ersetzt wird, das den gleichen Service Offer Identifier 
vom Trader erhält [Bea97, S. 12f.].  
In Verbesserung dazu soll der UCom-Trader eine echte Aktualisierungsoperation unterstützen. 
Eine solche besteht aus einer oder mehreren Teiloperationen, wobei im Hinblick auf die Mehr-
fachbeschreibungen folgende Teiloperationen zugelassen sein sollen: Hinzufügen, Löschen und 
Ändern einer Komponentenbeschreibung. 
4.5 Trading-Zeitpunkte 
Beim Trading kann eine Differenzierung bezüglich des Zeitpunkts der Herstellung der Nut-
zungsbeziehung getroffen werden (siehe z.B. [PMG95, S. 62]). Demnach sind zu unterschei-
den: 
- Trading zur Entwicklungszeit (engl. Development Time Trading oder Design Time 
Trading) und 
- Trading zur Laufzeit (engl. Runtime-Trading). 
4.5.1 Design-Time-Trading 
Beim Design-Time-Trading kann vorausgesetzt werden, dass immer ein Mensch beteiligt ist, 
der über eine entsprechende Benutzerschnittstelle Einfluss auf den Trading-Prozess nehmen 
kann. Griffel stellt fest, dass sich Trader zur Unterstützung der Entwicklungsphase eignen, und 
nennt als Beispiel die Funktionalität eines Komponenten-Browsers [Gri98, S. 355].  
Ein solcher Komponenten-Browser ist unter Microsoft Windows in verschiedenen Formen 
verfügbar. In Microsoft Office-Produkten und der Entwicklungsumgebung Microsoft Visual 
Studio ist ein so genannter Objektbrowser (Abbildung 4.2) enthalten, der die Klassen ausge-
wählter Komponenten darstellt. Die nachfolgenden Abbildungen zeigen die Auflistungen ver-
fügbarer COM-Klassen (Abbildung 4.3) und die IDL-Schnittstellenbeschreibung einer ausge-
wählten Klasse (Abbildung 4.4) in dem Werkzeug OLE/COM Object Viewer der Firma 
Microsoft. Abbildung 4.5 zeigt den Klassenbrowser in der Java-Entwicklungsumgebung JBu-
ilder der Firma Borland. 




Abbildung 4.2: Anzeige einer Klasse im "Object Browser" von Microsoft Visual Studio .NET  
Version 7.1 




 Abbildung 4.3: OLE/COM Object Viewer 
 
 
Abbildung 4.4: IDL-Anzeige einer COM-Klasse im OLE/COM Object Viewer 




Abbildung 4.5: Java-Klassenbrowser in Borland JBuilder Version 8.0 
Die dargestellten Werkzeuge unterliegen jedoch fünf Einschränkungen: 
1. Der Entwickler kann nur hierarchisch durch die Klassen blättern oder per Volltextsu-
che nach Klassen- und Mitgliedsnamen suchen. Die Suche nach Funktionalitäten wird 
nicht unterstützt.  
2. Komplexe Suchfunktionen sowie die Suche nach Alternativen und die Verfeinerung 
von Suchen werden nicht unterstützt. 
3. Die Werkzeuge können nur Klassen anzeigen, die zentral registriert oder vom Benut-
zer speziell ausgewählt wurden. Dies ist in verschiedenen Komponentenmodellen un-
terschiedlich: Während COM-Klassen in der Systemregistrierungsdatenbank ver-
zeichnet sind, sind in CLI und Java keine derartigen Verzeichnisse vorhanden und der 
Entwickler muss den Pfad zu den zu analysierenden Komponenten selbst bestimmen. 
4. Die Werkzeuge können nur lokal verfügbare Komponenten und Klassen anzeigen. 
5. Die Werkzeuge beziehen sich in der Regel nur auf ein einziges Komponentenmodell.41 
Aus den aufgeführten Einschränkungen ergeben sich sechs zentrale Anforderungen für das 
Design-Time-Trading: 
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1. Suche nach Komponenten ohne Kenntnis des Standortes 
2. Suche nach Funktionalität 
3. Vollständigkeit (Finden aller in Frage kommenden Komponenten) 
4. Darstellung alternativer Angebote 
5. Komponentenmodellübergreifende Suche 
6. Interaktionen mit dem Entwickler (Verbesserung der Suchergebnisse durch einen ite-
rativen Prozess) 
Die Anforderungen eins bis vier können durch Trader im Allgemeinen gelöst werden. Die An-
forderungen fünf und sechs sollen beim UComT-Modell zusätzlich realisiert werden. 
4.5.2 Runtime-Trading 
Die Suche nach Diensten zur Laufzeit einer Anwendung ist eine typische Funktion, die von 
einem Trader zur Verfügung gestellt wird. Beim Runtime-Trading ist es sinnvoll, zwischen ei-
nem stillen Trading ohne Benutzerinteraktion und einem offenen Trading mit Benutzerinter-
aktion zu unterschieden (siehe Tabelle 4.5).  







Tabelle 4.5: Trading-Formen 
Eine Benutzerinteraktion ist insbesondere dann notwendig, wenn auf eine Suchanfrage hin ent-
weder kein Suchergebnis oder aber mehrere Suchergebnisse gefunden wurden. In diesem Fall 
kann ein Benutzer durch die Erweiterung bzw. Verfeinerung der Suche das Suchergebnis ver-
ändern oder aus den angebotenen Diensten einen auswählen. Die von Goodchild in [Goo95] 
erarbeiteten Design-Prinzipien für die Benutzerschnittstellen von Tradern können dabei als 
beachtenswert angesehen werden. 
Als zusätzliche Anforderungen an das Trading zur Laufzeit (gegenüber dem Trading zur Ent-
wicklungszeit) können identifiziert werden: 
- Typsicherheit: Nur wirklich kompatible Komponenten sollen gefunden werden, um 
Laufzeitfehler zu vermeiden. 
                                                                                                                                               
41 Eine Ausnahme stellt der Objektbrowser in Visual Studio .NET dar, der sowohl COM- als auch .NET-
Framework-Komponenten anzeigen kann.  
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- Eindeutigkeit: Die Ergebnisse sollen klar priorisiert werden bis hin zur Beschränkung 
des Suchergebnisses auf eine Komponente. 
- Geschwindigkeit: Die Geschwindigkeit der Suche muss hoch sein, um Performanz-
Einbußen auf die importierende Anwendung durch das Trading so gering wie möglich 
zu halten. 
Sinnvolle Anforderungen an das Laufzeit-Trading lassen sich auch dem Konzept des Semanti-
cally Enhanced Trader [TeNi00, S. 10] entnehmen: Das Konzept differenziert insbesondere 
eine unterschiedliche Suchgenauigkeit einerseits in einer Laufzeit- und andererseits in einer 
Entwicklungszeit-Schnittstelle. Demnach sind Suchmodi zu unterstützen, die sich hinsichtlich 
der Präzision der Suche, der Typsicherheit der Ergebnisse und der Beteiligung föderierter Tra-
der zwischen Laufzeit- und Entwicklungszeit-Trading unterscheiden.  
4.6 Suchanfragen 
Dieses Kapitel beschäftigt sich in mehreren Unterkapiteln mit den Anforderungen an das U-
ComT-Modell hinsichtlich der Suchanfragen eines Importers. 
4.6.1 Alternative Suchsprachen 
Das ODP-Trading schreibt keine bestimmte Suchsprache vor, sondern erlaubt verschiedene 
Suchsprachen [Bea97, S. 13] – allerdings wird für einen Trader genau eine Suchsprache vor-
gegeben und für das Interworking von Tradern die bei der OMG standardisierte Standard 
Constraint Language (SCL) [OMG00a, S. 9ff. u. B-1ff.] [ION03a, /constraint3.html]. 
Eine gleichzeitige Unterstützung unterschiedlicher Suchsprachen innerhalb eines einzelnen Tra-
ders wird von [BDRV97, S. 21] vorgeschlagen. Analog zu der Frage der Dienst-
beschreibungssprachen kann das UComT-Modell auch bezüglich der Suchsprachen keine 
Einschränkungen machen, sondern muss vielmehr – wie in der Literatur gefordert 
[BDRV97, S. 21] – alle in diesem Bereich relevanten Sprachen und Verfahren unterstützen. 
Dazu zählen:  
- die Standard Constraint Language (SCL) [OMG00a, S. B-1ff.],  
- die Service Request Description Language (SRDL) [PoMe95], 
- die Structured Query Language (SQL) [ISO99b], 
- die XML Query Language (XQuery) [BFFRS03] sowie 
- das Signature Matching [MoWi95, S. 147] für geläufige Komponentenbeschrei-
bungssprachen wie die Interface Definition Language (IDL). 
Gemäß Kapitel 4.3 können zu jeder registrierten Komponente mehrere Dienstbeschreibungen 
in der gleichen Sprache oder in verschiedenen Dienstbeschreibungssprachen existieren (siehe 
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Abbildung 4.6). Unter der Annahme, dass nicht jede Suchsprache auf jede Beschreibungs-
sprache anwendbar ist und es ebenso wie bei den Dienstbeschreibungen sinnvoll ist, Suchan-
fragen durch mehrere verschiedene Urheber zu erstellen, muss ein Import aus mehreren alter-
nativen Suchanfragen bestehen können. Aus der dynamischen Erweiterbarkeit der Beschrei-
bungssprachen folgt gleichfalls die Anforderung an die dynamische Erweiterbarkeit der Such-
sprachen.  
Suchanfrage #1; Sprache A
Suchanfrage #2; Sprache B
Suchanfrage #3; Sprache A
Suchanfrage #4; Sprache C
Gesamt-Anfrage
 





Wenn ein angebotener Dienst nicht auf diese Dienstbeschreibung zutrifft, 
kann er nicht ausgewählt werden. 
Optional 
Ein Dienst kann ausgewählt werden, auch wenn zwar nicht genau diese 
Dienstbeschreibung, aber mindestens eine andere Dienstbeschreibung 
zutrifft. 
Tabelle 4.6: Klassifizierung der Dienstbeschreibungen in einer Suchanfrage 
In einem Import-Vorgang sollte die Beziehung verschiedener Suchanfragen zueinander konfi-
gurierbar sein: Eine einzelne Dienstbeschreibung in einer Suchanfrage kann danach klassifiziert 
werden, ob diese auf die auszuwählenden Komponenten zutreffen muss (Mandatory) oder 
zutreffen sollte (Optional). Diese Optionen erläutert Tabelle 4.6. 
4.6.2 Steuerinformationen für Suchanfragen 
Im ODP-Trader kann ein Importer über eine Importer-Richtlinie Einfluss auf die Ausführung 
des Suchvorgangs durch den Trader nehmen. Auch beim UComT-Modell sind Steuerinforma-
tionen für die Suche erforderlich. Wie von Kutvonen in [Kut94, S. 4] vorgeschlagen, sollte der 
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Importer insbesondere darauf Einfluss haben können, wie umfangreich die Suchergebnisse von 
dem Trader übermittelt werden. Sinnvolle Alternativen für den Umfang der Suchergebnisse 
sind vor allem: 
- alle Beschreibungen der gefundenen Komponenten; 
- ausgewählte Beschreibungen der gefundenen Komponenten; 
- nur die Zugriffsinformationen für die Nutzung der gefundenen Komponenten; 
- nur die Anzahl der gefundenen Komponenten (wenn es dem Importer nicht darum geht, 
eine Komponente zu nutzen, sondern zunächst nur zu prüfen, ob es überhaupt passende 
Dienste gibt). 
Weitere sinnvolle Steuerinformationen für Suchanfragen sind zum Beispiel die Anzahl maxima-
ler Suchergebnisse, Priorisierung der Suchergebnisse (Ja | Nein), die Nutzung verlinkter Tra-
der (Nein | Ja | Nur wenn keine Suchergebnisse | Anzahl der erlaubten Weiterleitungen), 
die Auswertung dynamischer Eigenschaften (Ja | letzte bekannte Werte verwenden | nicht 
berücksichtigen) und die Rückgabe eines Verarbeitungsberichts an den Importer (z.B. mit 
der Information, welche anderen Trader konsultiert wurden, welche Eigenschaften dynamisch 
sind und welche dynamischen Eigenschaften nicht aktualisiert wurden). 
Da keinesfalls nicht absehbar ist, welche Steuerinformationen in zukünftigen Trading-Szenarien 
benötigt werden, muss für die Steuerinformationen ebenso wie für Beschreibungs- und Such-
sprachen eine dynamische Erweiterbarkeit als Anforderung definiert werden. 
4.6.3 Verfügbarkeitsprüfung 
Beim ODP-Trading wird – wie von Jacob und Mudge in [JaMu96, S. 3] kritisiert – nicht ge-
prüft, ob ein registrierter Dienst, der einem Importer als Suchergebnis präsentiert wird, über-
haupt funktionsbereit ist. Die Funktionsbereitschaft eines Dienstes kann sich zwischen dem 
Zeitpunkt der Registrierung des Dienstes und dem Importvorgang ändern. 
Es ist daher sinnvoll, dass ein Trader die Verfügbarkeit der angebotenen Dienste überprüfen 
kann. Grundsätzlich kommt dafür eine periodische Überprüfung oder eine Ad-hoc-
Überprüfung beim Import-Vorgang in Frage. Zu berücksichtigen ist dabei jedoch die zusätzli-
che Verzögerung, die durch den Überprüfungsvorgang verursacht wird. Die Verzögerung 
wiegt beim Import-Vorgang wesentlich schwerer als beim Export-Vorgang. Die Entscheidung 
über Art und Umfang der Überprüfung sollte daher von der vom Importer geforderten Zuver-
lässigkeit der Suchergebnisse abhängen. Eine periodische Überprüfung aller Komponentenre-
gistrierungen ist grundsätzlich sinnvoll, weil diese auf Zeiten verteilt werden kann, in denen nur 
wenige Suchanfragen bestehen. 
Anforderungen an das Component Trading 107 
 
  
Bezüglich der Tiefe der Überprüfung kann in beiden Fällen zwischen einer seichten, einer mitt-
leren und einer tiefen Prüfung unterschieden werden: Bei der seichten Prüfung testet der Tra-
der nur, ob das Rechnersystem, auf dem die Komponente läuft, erreichbar ist. Bei einer mitt-
leren Prüfung versucht der Trader, eine Referenz auf ein Objekt in der Komponente zu er-
halten. Bei einer tiefen Prüfung ruft der Trader zum Test eine Methode eines Objekts in einer 
instanziierten Komponente auf. Voraussetzung für die Prüfungsvorgänge ist, dass der Trader 
über entsprechende Unterstützung für das Komponentenmodell verfügt, in dem die Kompo-
nente installiert wurde. Außerdem sind die in Kapitel 4.4.2 (Qualitätssicherung) ermittelten 
Anforderungen zu berücksichtigen. 
4.6.4 Daueraufträge 
Neben dem sporadischen Gebrauch eines Dienstes durch einen Importer sind mannigfaltige 
Szenarien realistisch, in denen ein Importer einen Dienst kontinuierlich in Anspruch nimmt. 
Bezogen auf das Teilsystem "Importer-Trader" wäre es in solchen Szenarien ineffektiv, wenn 
der Importer kontinuierlich identische Suchanfragen stellen müsste. Deshalb sollte der Importer 
dem UCom-Trader auch einen Dauerauftrag erteilen und damit sein kontinuierliches Interes-
se an einem bestimmten Dienst anmelden können. Ein solcher Dauerauftrag sollte dazu führen, 
dass der Trader in regelmäßigen (definierbaren) Intervallen von sich aus die Suchanfrage 
selbstständig durchführt und den Importer darüber informiert, wenn sich an dem Resultat der 
Suchanfrage Änderungen ergeben. Aus der Sicht des Importers ist ein Dauerauftrag ein A-
bonnement einer bestimmten Menge von Komponentenangeboten. 
Der Einsatz von Daueraufträgen ergibt zum Beispiel Sinn, wenn ein Importer einem menschli-
chen Benutzer eine Liste der zur Verfügung stehenden Fileserver anzeigen will. Würde diese 
Liste erst beim Trader angefragt, wenn der Benutzer die Liste anzeigen will, könnte es zu für 
den Benutzer sehr unangenehmen Verzögerungen kommen. Durch ein aus einem Dauerauftrag 
an einen Trader begründetes Abonnement würde der Importer über Veränderungen bei dem 
in Frage kommenden Server informiert und könnte die Liste im Hintergrund vorhalten. Die 
Tabelle 4.7 zeigt die Vor- und Nachteile von Daueraufträgen. 
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Vorteile von Daueraufträgen Nachteile von Daueraufträgen 
- Ein Dauerauftrag stellt auf einfache 
Weise sicher, dass ein Importer über die 
aktuelle Menge geeigneter 
Dienstangebote informiert ist. 
- Der Dauerauftrag ist aus der Sicht des 
Importers sehr komfortabel, weil dieser 
nicht selbst regelmäßig aktiv werden 
muss.  
- Ein Abonnement produziert weniger 
Netzwerkbelastung, sofern es so opti-
miert wird, dass nur Änderungen an der 
Ergebnismenge übertragen werden.  
- Im Fall der Verwendung dynamischer 
Eigenschaften ist auch die Belastung für 
den Exporter geringer, wenn ein Trader 
die Eigenschaft abfragt und viele Impor-
ter über den aktuellen Wert informiert – 
im Vergleich zu einer Lösung, bei der 
der Exporter durch zahlreiche einzelne 
Imports wiederholt abgefragt werden 
muss. 
- Der Trader ist durch Daueraufträge 
kontinuierlich belastet.  
- Die Aktualität dynamischer Eigenschaften 
ist bei einer Abonnement-Lösung über 
einen Trader geringer als bei der Aktuali-
sierung dieser Eigenschaften bei einem 
Import im Bedarfsfall. 
Tabelle 4.7: Vor- und Nachteile von Daueraufträgen 
4.6.5 Iteration in Suchanfragen 
Kovács definiert als Anforderung an einen Trader, dass dieser interaktive Suchanfragen unter-
stützen soll, und bezeichnet diese Funktion als Multi-Stage-Selection [Kov96, S. 5]. Dies 
bedeutet, dass der Importer auf Basis eines Suchergebnisses die Suchanfrage redefinieren, 
d.h. erweitern und verfeinern kann. Auch Puder, Gudermann und Markwitz schlagen in 
[PMG95] und [PGM95] einen iterativen Suchprozess vor. Die Unterstützung für die interakti-
ve Suche kann für das UComT-Modell als sinnvoll erachtet werden. 
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4.7 Unterstützung dynamischer Elemente 
Als dynamische Eigenschaften42 werden im ODP-Trading-Standard Diensteigenschaften be-
zeichnet, die nicht beim Trader gespeichert, sondern von diesem erst zum Zeitpunkt einer 
Suchanfrage beim Exporter erfragt werden [Bea97, S. 9]. Ein einfaches Beispiel ist die aktuel-
le Größe der Warteschlange eines Druckdienstes.  
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Abbildung 4.7: Abgrenzung von statischen und dynamischen Eigenschaften [PoMe95, S. 3] 
Dabei definiert der ODP-Standard nur solche Eigenschaften als dynamisch, die nicht auf dem 
Trader gespeichert werden, sondern die zum Zeitpunkt einer Suchanfrage durch den Trader 
von dem Dienst abgefragt werden. Alle anderen Eigenschaften werden als statisch bezeichnet. 
Dabei bedeutet statische Eigenschaft keineswegs, dass sich deren Werte nicht ändern können. 
Die Unterscheidung in statische und dynamische Eigenschaften ist eine Definition des jeweiligen 
Dienstes. Über Wertänderungen in statischen Eigenschaften wird der Trader aber nur infor-
miert, indem der Dienst selbst eine Aktualisierung an den Trader sendet. 
Kovács bezeichnet die Unterstützung für dynamische Attribute als wichtigste Eigenschaft eines 
Traders, mit der allerdings auch zwei neue Probleme verbunden seien [Kov92, S. 7]. Er nennt 
in diesem Zusammenhang zum einen die Verzögerung durch die Rückfrage bei dem 
diensterbringenden Server. Zum anderen spricht er zusätzliche Fehlersituationen an, die dazu 
führen können, dass die Daten nicht aktuell abgerufen werden können. Zur Abgrenzung von 
statischen und dynamischen Eigenschaften schlagen Popien und Meyer [PoMe95, S. 40] vor, 
die Funktion der Anzahl der Wertänderungen gegen die Zeit zu betrachten (siehe Abbildung 
                                                 
42 Dynamische Eigenschaften werden in der Literatur auch als indirekte Eigenschaften [WaBe95, S. 133f.] 
bezeichnet. 
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4.7). Dabei sei zu definieren, ab welcher Änderungshäufigkeit die Eigenschaft nicht mehr als 
statisch, sondern als dynamisch definiert werden soll. 
Die sich verändernden Rahmenbedingungen eines Dienstes stellen für einen Importer in der 
Praxis einen Entscheidungsparameter für die Inanspruchnahme des Dienstes dar. Das UComT 
muss deshalb entsprechende Aktualisierungsprozesse in möglichst großer Vielfalt vorsehen; 
neben den vom ODP-Trading vorgesehenen Prozessen zählen dazu auch die periodische An-
frage in von seinem Administrator festgelegten Intervallen seitens des Traders sowie die Ü-
bermittlung von Aktualisierungsnachrichten an den Trader durch einen Dritten.  
4.8 Kategorisierung  
Neben der Suche nach Komponenten auf Basis von Suchanfragen ist auch das systematische 
Erforschen des Komponentenangebots (Browsing) durch einen Importer eine diskutierens-
würdige Funktion. Suchportale im Internet wie www.altavista.com, www.yahoo.com, 
www.google.com und www.web.de bieten neben Suchanfragen über den Datenbestand auch 
einen hierarchischen Katalog des Datenbestandes, den der Benutzer erforschen kann.  
Eine Katalogisierung kann in drei Fällen sinnvoll sein: 
1. wenn ein Benutzer sich entweder grundsätzlich über das Angebot informieren möchte 
und nichts Konkretes sucht; 
2. wenn ein Benutzer zwar eine grundsätzliche Vorstellung von den zu suchenden Daten 
hat, aber keine Suchanfrage zu stellen vermag, weil er die relevanten Suchbegriffe nicht 
kennt; 
3. wenn ein Suchbegriff mehrdeutig ist, sodass eine Suchanfrage nicht die gewünschten 
Ergebnisse liefert. 
Die Strukturierung der Dienstangebote wird sowohl im ODP-Trading-Standard als auch von 
anderen Tradern, wie zum Beispiel dem MELODY-Trader, unterstützt. Kovács nennt eine 
derartige Strukturierung ein Dienstdirectory oder einen Dienstkontext [Kov92, S. 4]. Auch 
im UDDI-Standard wird die Kategorisierung des Dienstangebots ausdrücklich als sinnvoll 
angesehen, um die Angebotsmenge zu strukturieren [BCE02, S. 20].  
Alle o.g. Fälle können auch beim Component Trading auftreten. Die Möglichkeit der Struk-
turierung der Dienstangebote in einem Dienstdirectory soll aufgrund der Bedeutung für die 
Erforschung des Dienstangebots durch die Importer auch im UCom-Trader realisiert werden.  
Definition: Komponentenkatalog 
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Ein von einem UCom-Trader verwaltetes hierarchisches Angebotsverzeichnis wird 
Komponentenkatalog genannt. 
Der Importer kann die Kategorisierung abrufen (Browsing) und erhält auf Anfrage eine Liste 
aller zu einer bestimmten Kategorie gehörenden Komponenten vom Trader. Um die Über-
sichtlichkeit zu verbessern und Unter-/Oberbegriff-Verhältnisse abbilden zu können, soll die 
Kategorisierung hierarchisch sein. Eine einzelne Komponente soll zu beliebig vielen Kategorien 
gehören dürfen, da Komponenten, die mehr als eine Funktion abbilden, möglich sind und auch 
selbst im Falle einfacher Funktionen eine Zuordnung zu mehreren Kategorien inhaltlich geboten 
sein kann. Wie der UDDI-Standard [BCE02, S. 20] soll auch der UComT-Katalog verschie-
dene Taxonomien unterstützen, da bereits verschiedene standardisierte Taxonomien (z.B. den 
United Nations Standard Products and Services Code (UNSPSC) [UNSPSC03] und das 
North American Industry Classification System (NAICS) [USDC02]) bestehen und eine 
allumfassende Taxonomie auch in Zukunft nicht erreichbar erscheint. 
Die Einordnung eines Komponentenangebots in eine bestimmte Taxonomie wird durch den 
Exporter vorgeschlagen. Der Trader-Administrator kann die Zuordnung ändern. Damit dies 
möglich ist, darf die Kategorisierung nicht Bestandteil der Identifizierung von Komponentenan-
geboten im Trader sein. 
4.9 Komponentenauswahl (Matching) 
Die Komponentenauswahl umfasst die Anwendung einer gegebenen Suchanfrage auf die 
Menge der im Trader verfügbaren Dienstangebote. Dabei wird die Übereinstimmung der 
Suchanfrage mit den Dienstangeboten geprüft und auf dieser Basis eine Auswahl getroffen. Ein 
solcher Vorgang wird in der Literatur als Matching (z.B. [Kov96, S. 5]) bezeichnet. Das 
Matching kann unterteilt werden in folgende Teilaufgaben: 
- Grobauswahl der relevanten Komponenten; 
- Priorisierung der relevanten Komponenten; 
- Feinauswahl einzelner Komponenten aus den relevanten Komponenten. 
4.9.1 Grobauswahl der relevanten Komponenten 
Aus den bisherigen Vorgaben, dass ein Komponentenangebot mehrere Beschreibungen besit-
zen darf und bei einem Import mehrere Suchanfragen angegeben werden können, folgt, dass 
das Matching beim UComT-Modell als Prüfung der Übereinstimmung der verschiedenen 
Suchanfragen mit den in den Komponentenangeboten abgelegten verschiedenen Beschreibun-
gen zu definieren ist. Dabei ist zu berücksichtigen, welche Suchanfragen auf die gegebene 
Menge von Beschreibungen anwendbar sind und ob die Suchanfragen als verpflichtend oder 
optional gekennzeichnet sind. 
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Im UComT-Modell wird – im Gegensatz zum ODP-Trading-Standard [ISO98a] – eine Viel-
zahl verschiedener Matching-Algorithmen benötigt, da es unterschiedliche Arten von Dienstbe-
schreibungen im Dienstangebot des Traders sowie verschiedene Sprachen zur Formulierung 
von Suchanfragen geben kann. Matching-Algorithmen lassen sich meist nur auf eine bestimmte 
Art von Dienstbeschreibungen anwenden. Daraus ergibt sich eine n*m-Matrix aus Kombinati-
onen zwischen Suchanfragesprachen und Dienstbeschreibungssprachen.  
Im Sinne der geforderten Flexibilität des UComT-Modells soll es auch erlaubt sein, dass ver-
schiedene Matching-Algorithmen für eine einzige Kombination aus Suchanfrage- und Dienst-
beschreibungssprache verfügbar sind und nacheinander aufgerufen werden. Daraus folgt eben-
so, dass Importer und Exporter den Trader um Matching-Algorithmen erweitern können müs-
sen, ebenso wie die Erweiterbarkeit für Beschreibungssprachen und Suchsprachen definiert 
wurde. 
4.9.2 Priorisierung der relevanten Komponenten 
Während bzw. nach Abschluss der Auswahl der für eine Suchanfrage geeigneten Komponen-
ten aus der Angebotsmenge ist eine Bewertung der einzelnen Suchergebnisse hinsichtlich des 
Grades der Übereinstimmung mit der Suchanfrage geboten. Dies ist aus Sicht des Importers 
insbesondere dann sinnvoll, wenn es mehr als ein Element in der Ergebnismenge gibt. In der 
Regel ist dem Importer ein Interesse an einer Priorisierung der Suchergebnisse zu unterstellen. 
4.9.3 Feinauswahl einzelner Komponenten 
Nicht unwahrscheinlich ist, dass mehrere passende Komponentenangebote zu einer Suchan-
frage gefunden werden. Dem Benutzer eine komplette Liste passender Komponenten zu prä-
sentieren ist beim Trading zur Entwicklungszeit durchaus sinnvoll, um dem Entwickler ver-
schiedene Alternativen aufzuzeigen. Allerdings sind Fälle denkbar, in denen der Client genau 
einen konkreten Dienst benötigt. Dies gilt vor allem für das stille Runtime-Trading ohne Benut-
zerinteraktion.  
Für die Feinauswahl, also die (optionale) Selektion eines oder mehrerer Angebote aus der 
Menge aller passenden Angebote im Anschluss an die Grobauswahl, gibt es grundsätzlich zwei 
Alternativen: Dienstauswahl auf dem Trader oder Dienstauswahl auf dem Importer. Bei Tra-
ding-Formen mit Benutzerinteraktion kann eine Auswahl auf dem Importer durch die Anzeige 
eines geeigneten Auswahlfensters erfolgen. Für das Trading ohne Benutzerinteraktion ist es 
sinnvoll, den Importern zentrale Auswahlmechanismen auf dem Trader anzubieten, damit der 
Zwang entfällt, Auswahlmechanismen auf dem Client implementieren zu müssen. Der Client 
kann aber weiterhin optional eine Gesamtliste anfordern und selbst die Auswahl durchführen. 
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Keller nennt fünf verschiedene Auswahlmechanismen [Kel93, S. 125f.]:  
- Best Choice: Auswahl des besten Dienstes 
- First Choice: Auswahl des ersten gefundenen Dienstes 
- Random Choice: Zufallsauswahl aus den Suchergebnissen 
- Cyclic Choice: Gleichmäßige Auswahl aller Dienste über verschiedene Suchanfragen 
hinweg (auf Basis bisheriger Suchergebnisse wird ein bisher weniger als andere Dienste 
verwendeter Dienst ausgewählt). 
- Conservative Choice: Beantwortung gleichartiger Suchanfragen immer mit dem glei-
chen Dienst.  
Conservative Choice ist nur möglich, wenn die Suchanfrage bereits mindestens einmal ausge-
führt wurde. Bei neuen Suchanfragen ist auf eine andere Strategie auszuweichen 
[Kel93, S. 126]. Cyclic Choice und Conservative Choice setzen eine Zustandsverwaltung 
der bisherigen Suchanfragen und Suchergebnisse voraus. 
Existierende Trader-Ansätze realisieren in der Regel nur eine oder wenige Auswahlstrategien. 
Der MELODY-Trader bietet nur die Best Choice-Strategie [Kel93, S. 131]. Der ANSAWa-
re-Trader verwendet eine Best Choice-Strategie nur dann, wenn Optimierungskriterien ange-
geben werden. Sonst verwendet er die Random-Choice-Strategie [Kel93, S. 129]. 
Im Hinblick auf die Universalität und die Erweiterbarkeit des UComT-Modells sollte keine 
Einschränkung auf eine bestimmte Auswahlstrategie erfolgen. Der Importer sollte die zu ver-
wendende Auswahlstrategie bestimmen können. Hinsichtlich der verfügbaren Auswahlstrate-
gien sollte der Trader erweiterbar sein – z.B. dadurch, dass der Importer dem Trader eine 
entsprechende Strategie vorgibt. 
4.10 Dienstaufruf 
Aufgrund der Existenz heterogener Komponentenmodelle mit unterschiedlichen Service Ac-
cess-Protokollen kann nicht jede Komponente jede andere Komponente direkt nutzen. 
Grundsätzlich kann die Nutzung zwischen verschiedenen Komponentenmodellen durch 
Bridges [GJMN99, S. 29ff.] hergestellt werden. Der Trader als Intermediär zwischen Expor-
ter und Importer ist geeignet, Hilfestellungen bei der gegenseitigen Nutzung heterogener Soft-
warekomponenten bereitzustellen.  
Nachdem der Importer eine Komponente aus der Menge der Suchergebnisse ausgewählt hat, 
können vier verschiedene Szenarien der Nutzung des Dienstes identifiziert werden: 
1. Der Importer erhält vom Trader eine Referenz auf die Komponente (z.B. bestehend 
aus Servernamen und eindeutiger Komponentenidentifizierung sowie der Liste der 
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möglichen Service Access-Protokolle). Der Importer ruft die Komponente selbst ohne 
Beteiligung des Traders auf. Als Name für vorgenannten Fall wird Direktaufruf ver-
geben. 
2. Der Importer überträgt dem Trader die Aufgabe, die Komponente in seinem Namen 
aufzurufen. Der Trader ruft dann die Komponente mit den Parametern des Importers 
auf und liefert ihm das Ergebnis zurück. Hier fungiert der Trader als Proxy (vgl. Pro-
xy-Pattern [GHJV95, S. 207ff.]) für den Aufruf der Komponente.  
3. Die Komponente wird bei der Registrierung auf den Trader übertragen und auf Anfra-
ge eines Importers vom/im Trader selbst ausgeführt. Der Trader hat in diesem Szena-
rio die Rolle eines Adapters (vgl. Adapter-Pattern [GHJV95, S. 139ff.]). 
4. Der Importer erhält vom Trader eine zuvor von dem Exporter an den Trader über-
mittelte Komponente und kann diese lokal bei sich ausführen. Dies entspricht dem 
Konzept des mobilen Code (siehe z.B. [HaNe01, S. 169ff.], [Lee96] und 
[OMG00d]). 












Diensterbringer Diensterbringer Importer 
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Trader Trader Trader 
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Tabelle 4.8: Alternativen für den Dienstaufruf im Anschluss an eine Suchanfrage im   
UCom-Trader  
Ein universelles Trading muss alle vorgestellten Szenarien unterstützen. Die vier Szenarien wer-
den in Tabelle 4.8 dargestellt und im Folgenden kurz diskutiert. 
4.10.1 Szenario 1: Direkter Dienstaufruf 
Beim Direktaufruf setzt sich der Importer direkt mit dem Dienst in Verbindung, nachdem der 
Trader dem Anfrager eine Referenz auf den Dienst übergeben hat. Der Trader ist an dem 
Dienstaufruf nicht beteiligt. Dies ist der einzige im ODP-Trading-Standard vorgesehene Fall 
[Bea97, S. 3]. 











Abbildung 4.8: Komponentennutzung ohne Beteiligung des Traders 
4.10.2 Szenario 2: Trader als Proxy 
Der UCom-Trader kann dem Importer die Möglichkeit anbieten, den Komponentendienst im 
Namen des Importers aufzurufen. Dies bedeutet, dass der Importer keinen direkten Kontakt 
zu dem Dienst aufnimmt, sondern der Aufruf über den Trader in der Funktion eines Proxys 
erfolgt. Der Einsatz des Traders als Proxy ist sinnvoll, wenn der Importer nicht über die not-
wendigen Protokolle verfügt, um die Komponente selbst aufzurufen. Damit werden die Prob-
leme des Aufrufs auf den Trader verlagert. 
Ob die Suche nach dem Dienst und der Aufruf des Dienstes in einem oder zwei Kommunika-
tionsvorgängen erfolgen, kann den Präferenzen des Importers überlassen werden. Im Fall, 
dass Suchanfrage und Aufrufbefehl in einem Vorgang erteilt werden, ruft der Trader einen 
gefundenen Dienst sofort auf, falls nur ein Dienst gefunden wurde. Wurden mehrere passende 
Dienste gefunden, ruft der Trader gemäß der Prioritätenliste zunächst den besten Dienst auf. 
Der Importer kann vorgeben, dass im Fehlerfall eine bestimmte Anzahl weiterer Dienste ge-
mäß der Ergebnisliste aufgerufen werden soll.  











Abbildung 4.9: Komponentennutzung mit dem Trader als Proxy 
4.10.3 Szenario 3: Trader als Adapter  
Im dritten Szenario wird von dem Exporter nicht nur die Beschreibung der Komponente, son-
dern auch die Komponente als solche übermittelt und auf dem Trader-System installiert. An 
die Softwarekomponente ist die Anforderung zu stellen, dass diese mobil43 sein muss (siehe 
z.B. [Lee96]). 
Aufrufbefehle des Importers können dann vom Trader durch die lokal vorhandene Kompo-
nente beantwortet werden. Vorteil dieses Verfahrens ist, dass der Trader als Komponenten-
Host genutzt wird und die Nutzung von Komponenten ermöglicht, deren Exporter von dem 
Importer aus nicht oder nicht ständig erreichbar ist. 
                                                 
43  Als mobile Komponenten seien hier solche Komponenten verstanden, die in der Lage sind, den Ex-
porter zu verlassen und auf dem Trader oder dem Importer ausgeführt zu werden. Besondere Anforde-
rungen stellen mobile Komponenten an die Sicherheit. Grundsätzlich könnte ein Angreifer eine schäd-
liche Komponente in eine Trading-Community einschleusen und damit Schaden auf dem Trader oder 
einem Importer anrichten. 













Abbildung 4.10: Nutzung der Komponente auf dem Trader 
4.10.4 Szenario 4: Ausführung der Komponente im Kontext des Clients 
In Erweiterung des Szenarios 3 könnte eine mobile Komponente auch im Rahmen eines Im-
ports von dem Trader an den Client übertragen und dort auf dem System des Importers aus-
geführt werden. Dabei ist zu unterscheiden, ob die Komponente lokal permanent installiert 
oder nur im flüchtigen Speicher gehalten und nach der Nutzung sofort wieder verworfen wird. 
Außerdem ist zu differenzieren, ob die Komponente mit einem Zustand transferiert oder erst 
auf dem Zielsystem initialisiert wird. Welche dieser Möglichkeiten angewendet wird, kann so-
wohl von den Anforderungen des Importers als auch von denen der Komponente und den 
Möglichkeiten des jeweiligen Komponentenmodells abhängen.  
Gründe für den Einsatz des Transfers einer mobilen Komponente zum Importer sind zum Bei-
spiel Performanz (Ausführung ist im Kontext des Clients "günstiger" als Aufruf über das Netz-
werk), Sicherheit (Daten sollen nicht über ein Netzwerk transportiert werden) oder technische 
Anforderungen (Komponente kann aufgrund benötigter Ressourcen nur im Kontext des 
Clients ausgeführt werden). Im Rahmen des Component Based Development (CBD) ist 
denkbar, dass ein Component Assembler (siehe [Szy02, S. 497]) auf dem Importer Kompo-
nenten zu einer auslieferungsfähigen Anwendung zusammensetzt, die autonom ohne Zugang zu 
anderen Systemen arbeiten kann. 
Durch das Konzept der mobilen Komponenten ist in Zusammenarbeit mit der Abonnement-
Funktion des Traders (siehe Kapitel 4.6.4) eine dynamische Aktualisierung von Komponenten 
in einer komponentenbasierten Anwendung möglich, wie dies von Plášil et al. in [PBJ98] be-
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schrieben wird. Wie die auf diese Weise an den Client gesendete Komponente zur Laufzeit 
nahtlos in die Anwendung integriert werden kann, liegt allerdings außerhalb der Aufgabenstel-












Abbildung 4.11: Mobile Komponenten 
4.10.5 Zugriffsprotokolle 
Der UCom-Trader muss – wie auch von [BBV95, S. 3f.] gefordert – unterschiedliche Service 
Access-Protokolle (z.B. DCOM [Mic98], Java RMI [Sun03b], CORBA IIOP [ISO00], 
SOAP [GHMMN02], CLI-Remoting [ECMA02a, S. 93f.]) zum Zugriff auf Komponenten 
unterstützen, wenn der Trader als Proxy und/oder Komponenten-Host dem Zugriff auf Kom-
ponenten dienen soll.  
4.11 Zugangsbeschränkungen 
Beim ODP-Trading sind Zugangsbeschränkungen nicht explizit definiert, aber im Rahmen von 
implementationsabhängigen Richtlinien in einen Trader integrierbar. In modernen Umgebungen 
ist ein Zugriffsschutz unerlässlich, weshalb der UCom-Trader Zugangsbeschränkungen explizit 
unterstützen muss [EiSc03, S. 11]. Bezüglich dieser Beschränkungen müssen zwei Ebenen 
betrachtet werden: Zugangsbeschränkungen zum Trader und solche zu den angebotenen Soft-
warekomponenten. 
4.11.1 Zugangsbeschränkungen zum Trader 
Eine Zugangsbeschränkung zum Trader ist nicht nur hinsichtlich seiner administrativen Funktio-
nen, sondern auch bezüglich des Dienstimports und -exports sinnvoll. Andernfalls besteht die 
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Gefahr, dass die Registrierung konkurrierender Dienste von Dienstanbietern aufgehoben wird 
oder Angreifer einen Dienst registrieren, der ihre Attacken unterstützt. 
4.11.2 Zugangsbeschränkungen zu den Handelseinheiten 
Erforderlich ist auch eine Zugangssteuerung zu den vom Trader angebotenen Diensten. Die in 
den Komponentenmodellen definierte Infrastruktur erlaubt in der Regel eine Zugangssteuerung 
zu Komponenten (z.B. die Code Access Security in der CLI [ECMA02a]). Diese 
Zugangssteuerung sollte auch im Trader abbildbar sein, um zu vermeiden, dass Importer als 
Suchergebnisse Komponenten erhalten, die sie aufgrund mangelnder Zugangsberechtigungen 
nicht nutzen können. Während Suchergebnisse mit Komponenten, für die der Importer keine 
ausreichenden Rechte besitzt, während des Design-Time-Trading für den Entwickler nicht nur 
tolerierbar, sondern durchaus wünschenswert sein können, ist diese Situation beim Runtime-
Trading unbedingt zu vermeiden. 
Bei den Zugangsbeschränkungen zu den Komponenten sind die Sichtbarkeit/Auffindbarkeit 
und die Nutzung zu unterscheiden. Komponentenanbieter sollen die Möglichkeit haben, ihre 
Angebote nur für ausgewählte Identitäten sichtbar zu machen. Das bedeutet, dass der Trader 
den Wunsch eines Komponentenanbieters berücksichtigen muss und die Komponenten nicht 
in Suchergebnissen aufführt, wenn die Anfrage von einer nicht berechtigten Identität erfolgt – 
auch dann nicht, wenn die Komponentenbeschreibung zur Suchanfrage passt. Diese Zugangs-
beschränkung sei hier als Sichtbarkeitsberechtigung bzw. Sichtbarkeitsschutz definiert. 
Über diese/n ist ein besonders hoher Sicherheitsgrad für sensible Bereiche erzielbar, da Diens-
te und die Form ihres Aufrufs potenziellen Angreifern verborgen bleiben. 
Neben der Sichtbarkeitsberechtigung muss es auch noch eine Aufrufberechtigung geben. 
Diese beinhaltet das Recht, einen Dienst in einer Komponente aufzurufen und damit zu nutzen. 
Der Trader muss die Aufrufberechtigung in zwei Fällen verwenden: Im ersten Fall muss er die 
Aufrufberechtigung als Selektionskriterium benutzen, wenn der Importer explizit als Bedingung 
nur die Komponenten verlangt, für die er auch eine Aufrufberechtigung besitzt. Dies darf aber 
keinesfalls ein Automatismus wie im Fall der Sichtbarkeitsberechtigungen sein, denn der Im-
porter hat ein durchaus berechtigtes Interesse, auch über die Komponenten informiert zu wer-
den, für die er derzeit keine Zugriffsrechte hat. Der Importer könnte dann auf Basis der ihm zur 
Verfügung gestellten Dienstbeschreibung erwägen, eine Zugangsberechtigung zu dieser Kom-
ponente zu beantragen bzw. den Nutzer des Importer-Systems um eine entsprechende Au-
thentifizierung zu ersuchen. 
Der zweite Fall, in dem der Trader die vom Exporter vergebene Aufrufberechtigung durch-
setzen muss, ist die Tätigkeit des Traders als Proxy beim Dienstaufruf. Hier muss der Trader 
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verhindern, dass ein Importer einen Komponentendienst nutzt, für den der Exporter ihm die 
Aufrufberechtigung versagt hat. 
4.12 Abrechnung der Dienstleistungen 
Bei der Abrechnung der Leistungen des Traders sind verschiedene Handelsszenarien vorstell-
bar. Denkbar ist, dass sowohl Importer als auch Exporter den Betreiber des Traders für seine 
Leistungen bezahlen oder dass der Importer den Exporter bezahlt und der Betreiber des Tra-
ders für eine Vermittlungstätigkeit eine Provision von diesen Einnahmen erhält. Zur Leistungs-
abrechnung benötigt ein UCom-Trader eine Schnittstelle sowohl zum Exporter als auch zum 
Importer. Beispiele für Exportern u.U. in Rechnung zu stellende Leistungen sind beispielsweise 
die Registrierung einer Komponente, das (laufende) Anbieten einer Komponente, die Bereit-
stellung von Speicher für die Speicherung der Komponente im/auf dem Trader, die Bereitstel-
lung des Stellvertreteraufrufs, die Übermittlung der Komponente in der Ergebnismenge einer 
Suchanfrage und die Übertragung der Komponente an einen Client. Dem Importer müssen 
insbesondere die Durchführung von Suchanfragen – eventuell in Abhängigkeit von der Anzahl 
der Komponenten in der Ergebnismenge – und Stellvertreteraufrufe eines Komponentendiens-
tes berechnet werden können. 
Gegenüber dem Exporter sollte der Trader nicht nur die technische Rolle eines Handelsvertre-
ters, sondern auch die entsprechende kaufmännische Rolle einnehmen können. Dazu muss 
Importern auch die Inanspruchnahme von Diensten in Rechnung gestellt und dem entsprechen-
den Exporter gutgeschrieben werden können. Sofern die Dienste nicht über den Trader aufge-
rufen werden, muss der Exporter dem Trader die Dienstnutzung melden, da der Trader sonst 
nur die über ihn abgewickelten Aufrufe abrechnen kann. 
Der UCom-Trader muss somit auf unterschiedliche Handelsszenarien konfigurierbar sein. Ab-
rechnungsmodalitäten und -wege müssen erweiterbar sein, da sich sowohl aus technischen als 
auch aus kaufmännischen Gegebenheiten ständig neue Anforderungen ergeben. Ein gutes Bei-
spiel für einen Markt, in dem es häufig zu Änderungen in den Abrechnungsmodalitäten kommt, 
ist der Telekommunikationsmarkt. Ähnliche dynamische Marktvorgänge sind beim Component 
Trading zu erwarten, da der Markt der Softwarekomponenten durch eine hohe Konkurrenzsi-
tuation und eine schnelle Abfolge technischer Innovationen gekennzeichnet ist.  
4.13 Protokollierung 
Zur Fehleranalyse ist es sinnvoll, dass der Trader ein Protokoll über alle Aktivitäten führt. Um 
das Datenvolumen der Protokollierung kontrollieren zu können, muss dem Administrator die 
Möglichkeit gegeben werden, den Umfang der Protokollierung zu regeln. Per Konfiguration 
muss steuerbar sein, welche Vorgänge und welche Daten (Vorgangsdetails) zu jedem Vorgang 
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protokolliert werden sollen. Außerdem muss es die Möglichkeit geben, zusammenhängende 
Vorgänge zu einem Gesamtvorgang zusammenzufassen. Eine abgestufte Protokollierung könn-
te so definiert werden: 
1. Stufe: Es werden alle atomaren internen und externen Vorgänge protokolliert. 
2. Stufe: Es werden nur für die externen Vorgänge Protokolle erstellt. 
3. Stufe: Es wird für den gesamten zusammenhängenden externen Datenverkehr nur ein 
Vorgang protokolliert. 
4.14 Lernfähigkeit 
Puder, Markwitz und Gudermann bezeichnen den Dienstexport als einen Lernprozess für den 
Trader [PMG95, S. 64]. Durch einen Dienstexport erweitert ein Trader sein Wissen und ver-
bessert dadurch sein Angebot. Lee und Benford schlagen in [LeBe95] einen explorativen 
Trader vor, der für das Interworking Daten über andere Trader sammelt und daraus ein Re-
putation Profile erstellt. Auch Richman und Hoang setzen in ihrem Interworking Trader-
Modell zur Optimierung des Interworking von Tradern einen so genannten Monitor Evalua-
tor ein, der Kriterien bezüglich der Güte von Trader-Links sammelt [RiHo95b, S. 6ff.]. 
In Übertragung und Erweiterung dieser Ansätze auf das UComT-Modell soll der Trader mit 
einer Lernfähigkeit ausgestattet werden, die es ihm aufgrund bisheriger Erfahrungen ermöglicht, 
den Import bzw. Export von Diensten zu verbessern. Das Reputation Profile wird hier also – -
in Erweiterung des Ansatzes von Lee und Benford – nicht nur für das Interworking eingesetzt. 
Datenquellen für diese Erfahrungen können Bewertungen des Importers oder Exporters und 
auch im Trader selbst gesammelte Informationen sein. 
Der UCom-Trader soll mit einer darüber hinaus gehenden Lernfähigkeit hinsichtlich der Quali-
tät der angebotenen Dienste ausgestattet werden. Dazu soll er in der Lage sein, die Erfah-
rungen, die Importer mit vermittelten Komponenten machen, zu berücksichtigen. Die Berück-
sichtigung der Bewertung des Importers stellt einen zusätzlichen Auswahlmechanismus dar, der 
in den von Keller genannten fünf verschiedenen Auswahlmechanismen [Kel93, S. 125f.] nicht 
genannt ist. Dieser Mechanismus soll Best Experience heißen. Voraussetzung für den Best 
Experience-Mechanismus ist, dass die Importer dem Trader ihre Erfahrungen mit einer Kom-
ponente in Form von Bewertungen senden und diese dort gespeichert werden, sodass sie bei 
der Bearbeitung von Suchanfragen berücksichtigt werden können. 
Auch einem Exporter soll die Möglichkeit gegeben werden, die Arbeit des Traders nach einer 
Dienstregistrierung zu bewerten. Der Trader soll im Zuge einer Selbstüberwachung auch seine 
eigene Arbeit kontrollieren. Dazu können verschiedene Indikatoren herangezogen werden wie 
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die Anzahl der erfolgreichen/erfolglosen Import- bzw. Export-Vorgänge, die Dauer der einzel-
nen Arbeitsschritte, die Anzahl der Iterationen bei einer Suchanfrage, die Namen der von Ex-
porter oder Importer angebotenen, aber vom Trader nicht unterstützten Dienstbeschreibungs-
sprachen, etc. 
4.15 Trader-Interworking 
Ebenso wie beim ODP-Trading ist auch beim UComT-Modell die Verlinkung mit anderen 
Tradern sinnvoll, um den Suchraum für Import-Vorgänge zu erweitern und eine Strukturierung 
des Komponentenangebots in mehrere Systeme und eine Skalierung zu ermöglichen. Relevant 
ist die Verlinkung mit anderen UCom-Tradern. Darüber hinaus sind aber auch Linking-
Module mit Tradern anderen Typs (z.B. UDDI) als notwendig zu erachten. Grundsätzlich sind 
drei Formen der Zusammenarbeit denkbar:  
- Ein Trader leitet alle Komponentenangebote an einen anderen Trader weiter, damit die-
ser autonom Anfragen nach entsprechenden Komponenten beantworten kann. Diese 
Zusammenarbeit erfolgt unabhängig von einer konkreten Anfrage eines Importers. 
- Ein Trader kann eine Anfrage eines Importers nicht beantworten und leitet sie an einen 
anderen Trader weiter.  
- Ein Trader stellt eine Suchanfrage bei einem anderen Trader, um sein eigenes Sucher-
gebnis zu ergänzen, d.h. der Trader tritt gegenüber einem anderen Trader als Importer 
auf. 
Es ist sinnvoll, dass ein Link zu einem anderen Trader sowohl durch den Trader-Administrator 
als auch durch einen Importer etabliert werden kann. Die Möglichkeit, auch über einen Im-
port-Vorgang einen Link hinzuzufügen, ist sinnvoll, wenn der Importer zwar Kenntnis von an-
deren Tradern besitzt, diese aber nicht ansprechen kann, weil sie keine UCom-Trader sind 
und der Importer keine Schnittstellen für andere Trader besitzt. In diesem Fall könnte der Im-
porter das andere Trader-System nicht direkt ansprechen und den Trader durch Etablierung 
eines Links bitten, das fremde Trader-System abzufragen. Es kann unterschieden werden zwi-
schen einem statischen und einem temporären Link.  
Definition: statischer Link 
Ein statischer Link ist ein Link zu einem anderen Trader, der durch einen Administrator 
eingerichtet wird und allen Import-Vorgängen zur Verfügung steht. 
Definition: temporärer Link 
Ein temporärer Link ist ein Link, der auf Bitten eines Importers etabliert wird und nur 
für jeweils einen Import-Vorgang zur Verfügung steht. 
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4.16 Erweiterbarkeit des Traders 
Bei der bisherigen Diskussion der Anforderungen an einen UCom-Trader ist deutlich gewor-
den, dass der Trader nicht auf bestimmte Charakteristika z.B. bezüglich der unterstützten 
Komponentenmodelle, Beschreibungssprachen, Suchsprachen, Matching-Verfahren, Steuer-
anweisungen, Zugriffsprotokolle und Abrechnungsmodalitäten eingeschränkt werden kann. 
Erstrebenswert ist, dass die mit dem Trader kommunizierenden Clients (Importer und Expor-
ter) entsprechend ihren Anforderungen den Trader erweitern können und diese Anpassungen 
des Traders zur Laufzeit ohne Unterbrechung der Funktionen ausgeführt werden können. Die 
vorgenannten Anforderungen ermöglichen, dass heute noch nicht bekannte Komponentenmo-
delle, Beschreibungssprachen und Zugriffsprotokolle unterstützt und nahtlos in den Trader 
integriert werden können. 
Definition: Ad-hoc-Erweiterbarkeit 
Die Möglichkeit, einen Trader zur Laufzeit und bei Bedarf um zusätzliche Funktionen 
zu erweitern, wird als Ad-hoc-Erweiterbarkeit definiert. 
4.17 Benutzerschnittstellen 
Milli, Milli und Milli weisen darauf hin, dass die Bereitschaft des Entwicklers zur Formulierung 
präziser Suchanfragen nach der gewünschten Komponente entscheidend ist für das Auffinden 
passender Softwarekomponenten [MMM95, S. 549]. Daher ist ein für die Akzeptanz des 
UComT relevanter Aspekt die Bereitstellung adäquater Benutzerschnittstellen durch den Tra-
der; bei ihrer Gestaltung kann auf den von Goodchild erarbeiteten Design-Prinzipien aufgebaut 
werden [Goo95]. 
Goodchild definiert sieben Kriterien für die Benutzerfreundlichkeit der Benutzeroberfläche 
eines Traders [Goo95, S. 147ff.]: 
1. Die Benutzeroberfläche muss zuverlässig sein und schnelle Anwortzeiten bieten. 
2. Die Benutzeroberfläche muss die Zusammenfassung von Suchergebnissen erlauben. 
3. Die Benutzerschnittstelle darf keine künstlichen Barrieren erzeugen. 
4. Die Benutzerschnittstelle muss die Vielschichtigkeit der Komponentenangebote be-
rücksichtigen. 
5. Die Benutzerschnittstelle muss sowohl die Suche als auch das Browsing durch die An-
gebote ermöglichen. 
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6. Die Benutzerschnittstelle muss dem Benutzer auf einfache Weise ermöglichen, unter-
schiedliche Suchstrategien zu versuchen. 
7. Die Benutzerschnittstelle muss flexibel sein. 
4.18 Administration des Traders 
Der UCom-Trader muss verschiedene Verwaltungsfunktionen anbieten, die nicht von einem 
Importer oder Exporter genutzt, sondern durch den menschlichen Administrator des Traders 
ausgeführt werden. Dazu gehören: 
- Herunterfahren des Traders; 
- Erstellen eines Links zu einem anderen Trader; 
- Löschen eines Links zu einem anderen Trader; 
- Integration von Erweiterungen; 
- Verwaltung der Trader-Kataloge; 
- Konfiguration der Protokollierungsfunktion sowie 
- Erstellung von Berichten. 
4.19 Zusammenfassung 
Zusammenfassend lassen sich folgende zentralen Anforderungen an die UComT-Architektur 
festhalten: 
- Trading von heterogenen Softwarekomponenten aus verschiedenen Komponentenmo-
dellen; 
- keine Beschränkung auf eine bestimmte Beschreibungssprache; 
- keine Beschränkung auf eine bestimmte Suchsprache; 
- keine Beschränkung auf ein bestimmtes Verfahren zur Ermittlung von geeigneten Diens-
ten (Matching); 
- Trading von Komponenten oder Teilen von Komponenten; 
- Unterstützung des Trading zur Laufzeit und zur Entwicklungszeit; 
- Unterstützung unterschiedlicher Zugriffsverfahren/-protokolle sowie Aktivierungstypen 
von Komponenten; 
- optionale Speicherung von kompletten Komponenten auf dem Trader-System; 
- Unterstützung mobiler Komponenten, die zu einem anderen System übermittelt und dort 
ausgeführt werden; 
- Unterstützung des Dienstaufrufs durch den Trader im Namen des Importers; 
- völlig transparenter Aufruf von Diensten für den Client; 
- Abrechnung der Trader-Dienstleistungen gegenüber Importer und Exporter; 
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- dynamische Erweiterbarkeit des Traders. 
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5 Architekturmodell für das Universal Component Trading  
Das vorliegende Kapitel beschreibt, wie die im vorherigen Kapitel definierten Anforderungen 
realisiert werden können. Dazu wird in diesem Kapitel eine Architektur für das UComT-
Modell vorgestellt.  
5.1 Client-Server-Architektur 
Die Grundarchitektur des Universal Component Trading (UComT) basiert auf dem Client-
Server-Modell: Der UComT-Server (alias Trader-Server) erbringt den Trading-Dienst ent-
sprechend dem Trader Server Agent (TSA) wie bei Kovács [Kov96, S. 8] und Po-
pien/Meyer [PoMe93, S. 315]. UComT-Clients (alias Trader-Clients) existieren auf den 
exportierenden bzw. importierenden Systemen, um die Kommunikation des Exporters bzw. 
Importers mit dem UCom-Trader zu ermöglichen (entsprechend dem Trader User Agent 
(TUA) in [Kov96, S. 8] und [PoMe93, S. 315]).  
Die Kommunikation zwischen Importer/Exporter und Trader erfolgt immer über den Trader-
Client. Der Trader-Server kommuniziert nicht direkt mit einer Anwendung, die eine Kompo-
nente exportieren oder importieren will. Dadurch wird die Komplexität der Kommunikation 
erheblich reduziert, weil der Umgang mit heterogenen Softwarekomponenten zu einem nicht 
unwesentlichen Teil auf den Client verlagert wird. Da der Trader-Client beim UComT-Modell 
zahlreiche Hilfsfunktionen wahrnimmt, ist auch eine gewisse Ähnlichkeit zu dem Sekretär des 
von L. Kutvonen und P. Kutvonen in [KuKu94] vorgestellten impliziten Trading festzustellen.  
Es sind zwei verschiedene UComT-Clients sinnvoll: Der Standard-Client umfasst sowohl die 
Funktion eines Importers als auch die eines Exporters. Ein spezieller Administration-Client 
dient der Administration des Traders, da diese Funktionen nur von wenigen Personen benötigt 
werden. Sowohl der Standard-Client als auch der Administration-Client bieten jeweils eine 
Benutzerschnittstelle (User Interface – UI) für menschliche Benutzer als auch eine Program-
mierschnittstelle (Application Programming Interface – API) zur Benutzung durch andere 
Software.  
Abbildung 5.1 zeigt die Architektur des UComT-Systems in Form eines UML-Implemen-
tierungsdiagramms [StPo00, S. 187ff.]. Die Benutzerschnittstelle im Standard-Client bietet 
insbesondere die Möglichkeiten, Softwarekomponenten zu registrieren (Export-Funktion) 
und zu suchen (Import-Funktion). Die Benutzerschnittstelle für die administrativen Funktionen 
(Verwaltung des Traders) steht nur im Administration-Client zur Verfügung. Im Falle des Tra-
ding zur Laufzeit werden alle Clients durch Anwendungen (exportierende, importierende, ad-
ministrative Anwendungen) gesteuert. Aus der Sicht von Anwendungen, die den Trader nutzen 
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wollen, bilden die Trader-Clients Fassaden (vgl. Façade Pattern bei Gamma, Helm, Johnson 














































Abbildung 5.1: UComT-Grundarchitektur (UML-Implementierungsdiagramm) 
Gemäß den Anforderungen (Kapitel 4.1.4) ist für die Kommunikation zwischen den UComT-
Clients und dem UCom-Trader ein Zugriffsprotokoll zu wählen, das auf allen Plattformen ver-
fügbar ist. Diese Anforderungen erfüllen zurzeit nur die XML-Webservices, die den entfernten 
Prozeduraufruf auf Basis des Simple Object Access Protocol (SOAP) [GHMMN02] reali-
sieren. Aus diesem Grund soll SOAP als Kommunikationsprotokoll zwischen UCom-Trader-
Server und UComT-Clients gewählt werden. Aufrufe gehen nicht nur von dem Trader-Client 
zum Trader-Server, sondern letzterer muss auch in der Lage sein, in umgekehrter Richtung den 
Trader-Client aufzurufen. Solche bidirektionalen Aufrufe sind z.B. notwendig für Daueraufträ-
ge, bei denen der Server den Client laufend über das Angebot informiert (siehe Kapitel 4.6.4) 
sowie für auf Initiative des Traders aktualisierte dynamische Eigenschaften (siehe Kapitel 4.7). 
Auch der Aufruf von Server zu Client soll per SOAP erfolgen. Daraus folgt, dass der U-
ComT-Client nicht nur SOAP-Client sein kann, sondern als ein SOAP-Server selbst 
Webservices anbieten muss. 
5.2 Datenaustauschformat 
Eine besondere Bedeutung bei der Architektur eines heterogenen und zudem dynamisch er-
weiterbaren Systems kommt der Auswahl des geeigneten Datenaustauschformates zu. Dieses 
Kapitel diskutiert die Auswahl und Nutzung eines Datenaustauschformates für das UComT-
Modell. 
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5.2.1 Auswahl des Datenaustauschformats 
Zur Erfüllung der Anforderung, dass beliebige Beschreibungssprachen eingesetzt werden kön-
nen und auch die an den Trader übermittelbaren Metadaten erweiterbar sein sollen, ist ein sehr 
flexibles und plattformunabhängiges Datenaustauschformat notwendig. Die Verwendung von 
Application Programming Interfaces (APIs) mit definierten Funktionssignaturen bzw. defi-
nierten Parameter-Datentypen entspräche diesen Anforderungen nicht. Als Datenformat soll 
vielmehr die Extensible Markup Language (XML) [BPSM00] verwendet werden, in der 
beliebige Datenstrukturen abgebildet werden können. Die Wahl von XML ist sinnvoll aufgrund 
der guten Darstellungsmöglichkeiten hierarchischer Daten, der Plattformunabhängigkeit, der 
starken Verbreitung dieser Beschreibungssprache, der vorhandenen breiten 
Werkzeugunterstützung und der Existenz vielfältiger Programmierschnittstellen für XML in allen 
bedeutenden Programmiersprachen. Ein XML-Dokument ist außerdem beliebig erweiterbar, 
ohne die Integrität der bisher enthaltenen Daten zu stören. Zudem ist XML ein Standard, der 
auf allen Plattformen verfügbar ist. Da ein XML-Dokument ein Textdokument ist, besteht 
zudem eine hohe Durchlässigkeit in Netzwerken bzw. durch Sicherheitssysteme wie Firewalls. 
Die Verwendung von XML zur Beschreibung von Diensten und Dienstangeboten wird auch 
von Senivongse und Nanekrangsan vorgeschlagen, die in [SeNa01] eine XML-Erweiterung 
für das COS-Trading definieren. 
Ein Nachteil von XML ist der Overhead im Vergleich zu einem binären Format, der sich aus 
den Tags ergibt, die neben den Begrenzungszeichen < und > üblicherweise auch mehrere Zei-
chen lange, sprechende Namen besitzen. In einem binären Format werden hingegen üblicher-
weise nur ein bis vier Byte lange Steuerzeichen eingesetzt, während in XML Namen wie 
<Produkt> und <Kundennummer> üblich sind, die mehr Speicherplatz verbrauchen. Bei 
der Abwägung dieses Nachteils gegenüber den oben genannten Vorteilen kann dennoch eine 
Entscheidung zu Gunsten von XML gerechtfertigt werden. 
5.2.2 Trader-Dokumente 
Im vorherigen Kapitel wurde hergeleitet, dass die Verwendung von XML-Dokumenten als 
Datenaustauschformat im Rahmen des UComT eine geeignete Lösung für die Flexibilität und 
die Erweiterbarkeit ist, die im Rahmen des UComT benötigt wird. Auf dieser Basis sollen die 
verschiedenen Arten von Dokumenten, die im Rahmen des UComT benötigt werden, definiert 
werden. 
Definition: Trader-Dokument 
Ein Trader-Dokument ist jedes XML-Dokument, das ein UCom-Trader-Server von 
einem UComT-Client erhält, an einen UComT-Client sendet oder selbst speichert. 
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Die Tabelle 5.1 nennt die verschiedenen Typen von Trader-Dokumenten44, die im Rahmen 
des UComT benötigt werden. 
XML-Dokument-Typ Bedeutung 
ExportDocument Registrierung einer Komponente 
ExportAnswerDocument Antwort auf Registrierung einer Komponente 
OfferDocument Im Trader gespeichertes Komponentenangebot 
WithdrawDocument Aufhebung der Registrierung einer Komponente 
WithdrawAnswerDocument 
Antwort auf Aufhebung der Registrierung einer  
Komponente 
ExportModificationDocument Änderung der Registrierung einer Komponente 
ExportModificationAnswerDocument 
Antwort auf Änderungsanforderung der Registrierung 
einer Komponente 
ImportDocument Suchanfrage 
ImportAnswerDocument Antwort auf Suchanfrage 
StandingOrderDocuments Speicherung eines Dauerauftrags 
ExecutionDocument 
Aufrufanweisung für einen Proxy -Aufruf einer 
Komponente 
ExecutionAnswerDocument Ergebnis des Proxy -Aufrufs 
CatalogueDocument Angebotskatalog des Traders 
ModuleConfigurationDocument 
Speicherung der Zuordnung zwischen XML-Elementen 
und den vorhandenen Modulen 
AdministrationDocument Administrative Befehle an den Trader 
AdministrationAnswerDocument Antwort auf administrative Befehle an den Trader 
DynamicElementPushDocument Übermittlung eines aktuellen Wertes an den Trader 
DynamicElementPushAnswerDocument Antwort des Traders auf die Übermittlung eines Wertes 
DynamicElementPullDocument 
Anfrage des Trader-Servers nach einem aktuellen Eigen-
schaftswert beim Trader-Client 
DynamicElementPullAnswerDocument 
Antwort des Trader-Client auf eine Anfrage nach einem 
aktuellen Wert 
ConfigurationDocument 
Speicherung der Konfigurationsinformationen des  
Traders 
ProtocolDocument Speicherung der Protokolldaten 
EvaluationAnswerDocument 
Bewertungen eines Client, die an den Trader-Server ü-
bermittelt werden 
LocatorDocument 
Ein Dokument, mit dem ein Trader-Server bei einem Client 
Komponentenangebote erfragt 
LocatorAnswerDocument Antwort des Clients auf ein LocatorDocument 
BillDocument Dokument mit Abrechnungen für Trader-Leistungen 
BillAnswerDocument 
Antwort auf Empfang eines Abrechnungsdokuments 
(Bestätigung oder Zurückweisung) 
Tabelle 5.1: Übersicht über XML-Dokumente für den Datenaustausch zwischen Client und Server 
                                                 
44 Zur besseren Lesbarkeit und Unterscheidbarkeit vom übrigen Text werden den Trader-Dokumenten 
Eigennamen im Stil von Bezeichnernamen in Pascal Casing gegeben. 
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Jeder Dokument-Typ definiert einige fest vorgegebene Elemente sowie Elemente, in denen 
Kommunikationspartner wie Exporter, Importer oder andere Trader "beliebige" Inhalte über-
mitteln können. Beliebig bedeutet an dieser Stelle, dass als Inhalt zwar grundsätzlich jedes 
wohlgeformte XML-Fragment erlaubt ist, es in jedem speziellen Fall aber individuelle struktu-
relle Einschränkungen geben kann. 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Export Type="SXCDL"  
xmlns:Desc="http://www.ucomt.net/Description"  
xmlns:Struct="http://www.ucomt.net/Structure"> 
   <Struct:Component Name="Bankleitzahlen"> 
   ... 
   </Struct:Component> 
... 
</Export> 
Abbildung 5.2: Trader-Dokument (Beispiel) 
5.2.3 Validierung der Trader-Dokumente 
Für eine Prüfung des Aufbaus der zwischen Trader-Server und Trader-Clients ausgetauschten 
Dokumente existieren zwei Gründe: Einerseits ist sicherzustellen, dass die Verarbeitungspro-
zesse nicht durch fehlerhafte Trader-Dokumente (z.B. nicht wohlgeformte Dokumente oder 
Dokumente, deren Grundstruktur nicht dem Architekturmodell entspricht) gestört wird. Ande-
rerseits ist auch eine strukturelle Prüfung der Inhalte der XML-Elemente notwendig, in denen 
Importer bzw. Exporter Daten übermitteln. Eine fehlerhafte Struktur im Inhaltsbereich könnte 
dazu führen, dass eine Komponente nicht oder falsch vermittelt wird. Im Gegensatz zu dem bei 
[SeNa01] gewählten Ansatz sollen zur Definition der Dokumentenstruktur nicht die Document 
Type Definitions (DTDs) [BPSM00], sondern die aktuellere XML Schema-Sprache [Fal01] 
eingesetzt werden. 
Ein Problem besteht darin, dass die Trader-Dokumente zur Laufzeit erweiterbar sind, also zum 
Entwicklungszeitpunkt kein starres Gesamtschema vorgegeben werden kann. Dafür existieren 
zwei Lösungen: 
- Die Schema-Anweisung <xs:any namespace="##any" maxOccurs= 
"unbounded"/> erlaubt, dass beliebige Unterelemente in beliebiger Häufigkeit erschei-
nen [BSL01, S. 159ff.]. 
- Für XML-Fragmente können jeweils eigene Schemata definiert und angewendet wer-
den. Schemata werden gemäß dem XSD-Standard auf solche Elemente angewendet, 
die über eine XML-Namensraum-Definition verfügen [BSL01, S. 134]. 
5.3 Metamodell für Softwarekomponenten 
Zur Realisierung des Ansatzes des Trading mit Softwarekomponenten aus verschiedenen 
Komponentenmodellen ist es notwendig, ein gemeinsames Verständnis des Aufbaus von 
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Softwarekomponenten herzustellen. Ein solches Verständnis kann über ein Metamodell45 er-
folgen. 
5.3.1 Ansatz von Gruhn und Thiel 
Gruhn und Thiel beschreiben in [GrTh00] ein Metamodell einer Softwarekomponente (siehe 
Abbildung 5.3). Sie definieren eine Komponente als einen Anbieter einer oder mehrerer 
Schnittstellen, wobei jede Schnittstelle eine oder mehrere Operationen besitzt. Implementiert 
werden die Komponenten durch Klassen, wobei die Klassen Instanzen besitzen, die Objekte 
heißen. Operationen werden in diesem Modell durch Methoden implementiert. Instanzen der 
Komponente heißen Komponenteninstanzen. 
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Abbildung 5.3: Metamodell einer Komponente [GrTh00, S. xiii]  
5.3.2 Verbesserung des Modells von Gruhn und Thiel 
Das Metamodell von Gruhn und Thiel enthält nicht den Zusammenhang zwischen Methode und 
Klasse. In dem Fall einer objektorientierten Implementierung einer Komponente steht die Me-
thode, die eine Operation implementiert, in Beziehung zu der Klasse bzw. dem Objekt. Au-
ßerdem kann eine Operation nicht nur durch eine Methode, sondern auch durch ein Attribut 
oder ein Ereignis der Klasse implementiert werden. Zudem wäre es besser, die externe Sicht 
(Schnittstelle, Operationen) und die Implementierungssicht (Klasse, Methode) voneinander 
abzugrenzen. Das Modell soll daher zunächst wie nachfolgend in Abbildung 5.4 dargestellt 
verbessert werden. 
                                                 
45 "Metamodelle spezifizieren die verfügbaren Arten von Bausteinen (Metaobjekte), die Beziehungen 
zwischen den Bausteinen (Meta-Beziehungen) sowie Konsistenzbedingungen für die Verwendung 
von Bausteinen und Beziehungen." [Sin02, S. 1055] 


















Abbildung 5.4: Verbessertes Metamodell einer Softwarekomponente 
Beide bisher vorgestellten Metamodelle bieten eine ausreichende Allgemeingültigkeit. Eine 
Schwierigkeit bereitet die Verwendung des Begriffs Schnittstelle, der fast ebenso überladen 
ist wie der Begriff Komponente. Im Metamodell von Gruhn und Thiel wird Schnittstelle 
allgemein als jede Form der Aggregation der Operationen verwendet. Dies entspricht auch der 
Verwendung des Begriffs in älteren Verteilungsplattformen wie ODP [ISO94a bis ISO94d] 
und ANSA [Des93, S. 12ff.]. Modernere Komponentenmodelle wie das Component Object 
Model (COM), Java und die Common Language Infrastructure (CLI) dagegen definieren eine 
Schnittstelle als ein Unterelement einer Klasse. In COM besitzt eine Klasse immer mindestens 
eine (implizite) Schnittstelle (IUnknown), kann aber mehrere Schnittstellen besitzen 
[Sch01, S. 42f.]. In der CLI kann eine Klasse eine oder mehrere Schnittstellen besitzen, sie 
muss es aber nicht [ECMA02a, S. 54]. Schnittstellen können in der CLI auch eine 
Vererbungshierarchie bilden. Dabei ist Mehrfachvererbung möglich und jede Schnittstelle kann 
auch in mehreren Vererbungsbäumen vorkommen [ECMA02a, S. 56]. Insbesondere 
unterscheiden sich in der CLI die externe Sicht und die Implementierungssicht nicht 
voneinander. Die vorgenannten Aussagen zur CLI gelten auch für Java. 
Im Hinblick auf das Trading mit Softwarekomponenten ist die Implementierungssicht (interne 
Sicht) auf eine Komponente irrelevant, da der Importer nur die Client-Sicht (externe Sicht) 
benötigt, also die Informationen darüber, welche Dienste eine Komponente anbietet und wie 
diese Dienste genutzt werden können. Durch welche Programmiersprache und Programmier-
techniken diese Dienste realisiert wurden, ist für den Importer (und damit auch für den Trader) 
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nicht von Bedeutung. In einem auf die Bedürfnisse des Component Trading zugeschnittenen 
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Abbildung 5.5: Weiter verbessertes Metamodell einer Softwarekomponente 
Eine für das Trading relevante Unterscheidung liegt jedoch bei der externen Sicht auf eine 
Softwarekomponente zur Entwicklungszeit (für das Runtime-Trading) und zur Laufzeit (für das 
Design-Time-Trading). Unter den Anforderungen (Kapitel 4.1.5) wurde bereits erläutert, dass 
es sowohl Komponenten geben kann, die durch den Importer instanziiert werden müssen, als 
auch Komponenten möglich sind, die von Servern in vorgefertigter Form angeboten werden 
können. In diesem Fall hat der Server bereits eine Instanz der Komponente erzeugt. Gleiches 
gilt für die nächste Detailebene, die Klasse (Entwicklungssicht) bzw. das Objekt (Laufzeit-
sicht). Weiterhin berücksichtigt das Metamodell von Gruhn und Thiel nicht die Subtypbezie-
hungen, die sich durch Vererbung bei Klassen, Objekten und Schnittstellen ergeben können. 
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Die Abbildung 5.5 stellt daher ein Metamodell dar, das zwischen der Sicht des Clients zwi-
schen Entwicklungszeit und Laufzeit unterscheidet. Auf der Ebene von Klassen und Kompo-
nenten gibt es dabei Unterschiede; auf der Ebene von Schnittstellen und Mitgliedern stimmen 
beide Sichten überein. Jedes Element dieses Metamodells ist aus Sicht eines Komponenten-
nutzers (Importers) in der Lage, einen Dienst zu erbringen. 
Das Modell erhebt dabei nicht den Anspruch, Eigenarten der verschiedenen Komponenten-
modelle (z.B. Funktionsschnittstelle wie Home und Remote in Java oder Home im CCM) 
explizit zu berücksichtigen, sondern einen kleinsten gemeinsamen Nenner aller Kom-
ponentenmodelle zu beschreiben. Die Spezifikation der modellspezifischen Eigenarten muss 
dem Einsatz von individuellen Beschreibungssprachen überlassen werden. 
5.3.3 Abbildung des Metamodells einer XML-Sprache 
Als Folge der Entscheidung für den Einsatz von XML als Datenaustauschformat bietet es sich 
an, eine Notation für die Abbildung des im vorherigen Kapitel entwickelten Softwarekompo-
nenten-Metamodells in XML durch eine XML-Sprache zu schaffen. Dabei repräsentiert je-
weils ein XML-Element ein Element des Metamodells. Weitere Elemente sind zur genaueren 
Beschreibung der Klassenmitglieder zu schaffen (siehe Tabelle 5.2). 
Als Name für die im Rahmen der vorliegenden Arbeit entwickelte XML-Sprache wurde 
Simple XML-based Component Description Language (SXCDL)46 gewählt. Das X im 
Namen von SXCDL kann auch als das X im Wort als Abkürzung für "eXtrem" verstanden 
werden, da SXCDL sich auf absolut notwendige Konstrukte zur Beschreibung von Kompo-
nenten beschränkt. Eine weitere Interpretation des X ist "eXtern", da sich SXCDL auf die 
externe Sicht auf eine Softwarekomponente beschränkt. 
SXCDL realisiert eine vom Komponentenmodell unabhängige Beschreibung des Aufbaus (der 
Struktur) von Softwarekomponenten und kann daher als Strukturbeschreibungssprache 
bezeichnet werden. SXCDL bietet eine rein syntaktische Beschreibung einer Softwarekompo-
nente und ermöglicht daher den Einsatz im Rahmen des Signature Matching [Mo-
Wi95, S. 147]. Für das Specification Matching [MoWi97, S. 333ff.] notwendige semanti-
sche Informationen sind in SXCDL nicht vorgesehen. Es ist nicht intendiert, mit der SXCDL 
eine universelle Beschreibungssprache für Komponenten zu schaffen, die in Wettbewerb mit 
existierenden Beschreibungssprachen tritt. Dafür gibt es zwei Gründe: Erstens soll gemäß der 
in Kapitel 4 entwickelten Anforderungen das UComT-Modell offen sein für beliebige Dienst-
                                                 
46 Der Name Simple Component Description Language (SCDL)  ist bereits durch Ritter   
[Rit00, S. 120ff.] belegt. 
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beschreibungssprachen. Zweitens liegt die Entwicklung einer eigenen universellen Dienstbe-
schreibungssprache außerhalb der Problemstellung dieser Arbeit. 
Tabelle 5.2 zeigt die gemäß dem Metamodell (Abbildung 5.5) zu definierenden XML-
Elemente, wobei <Parameter> und <Return> zwei ergänzte Beschreibungselemente für die 
Mitglieds-Elemente <Property>, <Method> und <Event> darstellen. Die Elemente sind 
beliebig durch Attribute (z.B. Name, Type) ergänzbar (siehe Beispiele in Listing 5.1). 
Element Erläuterung 
<Component> 
Komponente, enthält Klassen und/oder Objekte und/oder 
Komponenteninstanzen 
<Componentinstance> 
Vorgefertigte Instanz einer Komponente, die vom Server angeboten wird; 
Unterobjekt von <Component> 
<Class> Klasse; enthält Attribute, Methoden und Ereignisse oder Schnit tstellen 
<Object> Vorgefertigte Instanz einer Klasse, die vom Server angeboten wird 
<Interface> Schnittstelle; enthält Attribute, Methoden und Ereignisse 
<Method> Methode 
<Property> Attribut 
<Event> Ereignis  
<Parameter> Einzelner Parameter einer Methode 
<Return> Rückgabewert einer Methode 
Tabelle 5.2: SXCDL-Elemente 
<?xml version="1.0" encoding="ISO-8859-1"?> 
  <Struct:Component Name="Bankleitzahlen"> 
     <!--- Klasse --> 
     <Struct:Class Name="Bankleitzahlen" FullName="DE.BANKING.Bankleitzahlen"> 
   <Struct:Method Type="static" Name="Check"> 
    <Struct:Parameter Way="in" Type="int64" Name="BLZ"/> 
    <Struct:Return Type="bool"/> 
   </Struct:Method> 
   <Struct:Method Type="static" Name="GetName"> 
    <Struct:Parameter Way="in" Type="int64" Name="BLZ"/> 
    <Struct:Return Type="string"/> 
   </Struct:Method> 
   <Struct:Method Type="static" Name="GetBLZ"> 
    <Struct:Parameter Way="in" Type="string" Name="BankName"/> 
    <Struct:Parameter Way="in" Type="string" Name="Ort"/> 
    <Struct:Return Type="long"/> 
   </Struct:Method> 
     </Struct:Class> 
  </Struct:Component> 
Listing 5.1: SXCDL-Dokument (Beispiel) 
SXCDL bietet ein hinreichendes Metamodell für die im Rahmen dieser Arbeit berücksichtigten 
Komponentenmodelle COM, Java, CLI und CCM. Im Hinblick auf zukünftige Erweiterungen 
dieser Modelle bzw. neue Komponentenmodelle bietet SXCDL eine hinreichende Erweiter-
barkeit, weil die Möglichkeit besteht, neue SXCDL-Elemente zu definieren. Zudem ist die 
Strukturierung der Elemente durch XML nicht fest vorgegeben. Beide der genannten Evoluti-
onsschritte sind in XML einfach abbildbar. 
SXCDL ist notwendig, um ein gemeinsames Verständnis des strukturellen Aufbaus von Soft-
warekomponenten zu schaffen. In diese Strukturdefinition müssen die verschiedenen Dienstbe-
schreibungen integrierbar sein. Die Integration von anderen Beschreibungssprachen in die 
SXCDL-Notation wird im nächsten Kapitel thematisiert. 
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Aus Sicht des Traders ist nicht erforderlich, dass eine Softwarekomponente durch SXCDL 
komplett beschrieben wird. Eine partielle Beschreibung der Bausteine einer Komponente, die 
über den Trader angeboten werden soll, kann hinreichend sein.  
5.4 Komponentendienstbeschreibungen 
Wesentliche Anforderungen des UComT-Modells sind die Unterstützung mehrerer Dienstbe-
schreibungssprachen, auch zur gleichen Zeit in Bezug auf eine einzige Softwarekomponente, 
sowie die Möglichkeit der Mehrfachbeschreibung in ein und derselben Sprache (vgl. Kapitel 
4.3.1). Das vorliegende Kapitel liefert einen Überblick über verschiedene für das UComT-
Modell in Frage kommende Beschreibungssprachen für Softwarekomponenten und diskutiert 
zur Validierung des SXCDL-Konzeptes deren Integration in die Strukturbeschreibungsspra-
che SXCDL. Aus Gründen der Vereinfachung soll dabei jegliche Beschreibungsform als Be-
schreibungssprache bezeichnet werden, auch wenn diese weder standardisiert noch formal 
spezifiziert ist. 
5.4.1 Integration von Dienstbeschreibungen in SXCDL 
Wie in Kapitel 5.3 erläutert wurde, dient die SXCDL nur der Strukturbeschreibung einer 
Komponente. Darüber hinausgehende (semantische) Beschreibungen sollen nicht durch 
SXCDL, sondern durch beliebige weitere Dienstbeschreibungssprachen integrierbar sein. 
Durch die Verwendung von XML bietet die Sprache SXCDL die Möglichkeit, innerhalb der 
XML-Elemente, die einen Komponentenbaustein repräsentieren (Strukturelemente), beliebi-
ge weitere XML-Elemente (Beschreibungselemente) einzufügen.  
Innerhalb eines Bausteins können daher beliebig viele Dienstbeschreibungen abgelegt werden, 
die dem jeweiligen Baustein zugeordnet sind. Dies ist aufgrund der hierarchischen Struktur 
eines SXCDL-Dokuments auf beliebigen Ebenen möglich. Wie die Abbildung 5.6 zeigt, kön-
nen Dienstbeschreibungen sowohl der ganzen Komponente als auch einem einzelnen Baustein 
zugeordnet werden. Der Elementname eines Beschreibungselements repräsentiert die verwen-
dete Dienstbeschreibungssprache; ein Beschreibungselement ist in genau einer Beschreibungs-
sprache formuliert. 
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Abbildung 5.6: Schematischer Aufbau eines ExportDocument 
Ein ExportDocument und ein OfferDocument können damit drei verschiedene Typen von 
Elementen enthalten: Strukturelemente der SXCDL, Dienstbeschreibungselemente und die 
Inhalte der Dienstbeschreibungselemente. Zur Abgrenzung der Elementtypen ist der Einsatz 
von XML-Namensräumen geboten. Als XML-Namensraum für die Strukturelemente sei 
http://www.ucomt.net/Structure und als Namensraum für die Dienstbeschreibungssprachen 
sei http://www.ucomt.net/Description festgelegt. In den folgenden Dokumenten werden zur 
Verbesserung der Übersichtlichkeit immer die Präfixe Struct: und Desc: als Aliase für die 
vorgenannten Namensräume verwendet. 
Namensgebung 
Technisch nicht notwendig, aber im Hinblick auf die Unterstützung durch Werkzeuge für einen 
menschlichen Benutzer sinnvoll ist, den einzelnen Beschreibungselementen individuelle Namen 
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geben zu können. Die Namensgebung kann durch ein XML-Attribut mit dem Namen Name 
erfolgen. 
Vererbung 
Zur Vermeidung von redundantem XML-Code in Trader-Dokumenten ist es sinnvoll zu defi-
nieren, dass Beschreibungselemente auf übergeordneten Ebenen auch für alle untergeordneten 
Strukturelemente gelten können, sofern diese Dienstbeschreibungen nicht auf den untergeord-
neten Ebenen durch andere Daten überschrieben werden. Dies bedeutet an einem praktischen 
Beispiel erklärt, dass die Festlegung, dass die Nutzung einer Komponente pro Aufruf zwei 
Euro-Cent kostet, auch für alle Methodenaufrufe gilt, sofern in einer Beschreibung der Metho-
de nicht explizit ein anderer Preis festgelegt ist. 
Diese Vererbung von Dienstbeschreibungen kann in Analogie zu objektorientierten Sprachen 
realisiert werden, wobei unter der Annahme, dass eine Vererbung häufiger gewünscht als nicht 
gewünscht ist, die Vererbung als Standardfall definiert werden soll. Ein Beschreibungselement, 
das nicht vererbt werden soll, kann dies mit dem XML-Attribut Inherits="False" kenntlich 
machen. Eine vererbte Dienstbeschreibung soll auf unterer Ebene durch die Definition eines 
Beschreibungselements mit gleichem Namen (Name-Attribut) überschrieben werden können. 
Auslagerung und Wiederverwendbarkeit 
ExportDocuments können für umfangreiche Komponenten mit vielen Beschreibungen sehr 
lang werden. Eine Möglichkeit zur übersichtlicheren Gestaltung besteht darin, ein Dokument in 
mehrere Teile aufzuteilen. Dazu bietet es sich an, ausgesuchte Elemente des Dokuments nicht 
komplett in das Dokument einzubeziehen, sondern durch eine externe Referenz zu ersetzen. 
Dies ist realisierbar durch ein XML-Attribut Extern="Pfad" , das den Trader anweist, den 
Inhalt des Elements unter dem angegebenen Pfad aus dem Dokument zu beziehen. Gleichzeitig 
wird dadurch neben der Vererbung ein weiteres Instrument der Wiederverwendbarkeit von 
Dienstbeschreibungen gewonnen, da ähnliche Komponenten auf gemeinsame Dienstbeschrei-
bungen verweisen können. 
Verständnisverpflichtung 
Mit MustUnderstand="True" definiert der Exporter, dass der Trader den Export nur an-
nehmen darf, wenn er die jeweilige Dienstbeschreibungssprache versteht, d.h. wenn eine Imp-
lementierung für diese Sprache vorliegt oder zur Laufzeit hinzugefügt werden kann. 
Sichtbarkeit 
Berücksichtigt werden sollte, dass nicht alle Dienstbeschreibungen, die der Exporter an den 
Trader übermittelt, auch dem Importer zugänglich sein sollten. Wenn zum Beispiel der Expor-
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ter die Komponente nur via Proxy-Zugriff über den Trader bereitstellen möchte, sollten die 
Service Access-Daten nicht an den Client übermittelt werden. Es bietet sich an, mit einem 
XML-Attribut Visible="False" festzulegen, dass ein Beschreibungselement zwar beim Mat-
ching berücksichtigt werden sollte, im Falle eines erfolgreichen Matches aber nicht an den Im-
porter übermittelt wird. 
Rollenkonzept 
In der Anforderungsanalyse wurde festgestellt, dass es sinnvoll sein kann, mehrere alternative 
Dienstbeschreibungen durch unterschiedliche Urheber zu erlauben, da unterschiedliche Akto-
ren auf der Seite des Exporters verschiedene Sichtweisen auf ein Dienstangebot haben kön-
nen, ebenso wie dies auch bei Aktoren auf Seiten des Importers auftreten kann. Indem den 
Aktoren Rollen zugewiesen werden, wird es möglich, im Rahmen des Matching proportional 
zur Übereinstimmung zwischen der Rolle des Aktors, der die Dienstbeschreibung erstellt hat, 
und der Rolle des Aktors, der die Suchanfrage erstellt hat, einem entsprechenden Match eine 
erhöhte oder verminderte Relevanz zuzuweisen. 
Um ein dezidiertes Rollenkonzept mit komplexen Abbildungen zu vermeiden, soll hier eine 
Vereinfachung verwendet werden. Dabei handelt es sich um eine Beschränkung auf zwei vor-
definierte Rollen (technisches Personal und fachliches Personal), die in unterschiedlich starker 
Ausprägung vorhanden sein können. Durch eine Klassifizierung des Urhebers in den Bereichen 
technisches Wissen und Geschäftsprozess-Wissen (vgl. Anforderungen in Kapitel 4.3.3) soll 
jedes Beschreibungselement klassifiziert werden. Diese Klassifizierung soll der Trader beim 
Ranking von mehreren passenden Komponentenangeboten zu einer Suchanfrage berücksichti-
gen. 
Das nachfolgende Dokument zeigt, wie die Ausprägung der Rollen durch die Attribute Tech-
nicalLevel und BusinessLevel definiert wird. Als Wertebereich wurden dabei die Zahlen 1 bis 
5 vorgesehen, wobei 5 die stärkste Ausprägung darstellt.  
Da einige Beschreibungssprachen von ihrer Natur her eher dem technischen (z.B. IDL) oder 
dem fachlichen Bereich (z.B. Kategorisierung) zuzuordnen sind, ist es sinnvoll, die Möglichkeit 
zu schaffen, dass eine Beschreibungssprache Standardwerte für TechnicalLevel und Busi-
nessLevel vordefiniert, die der Benutzer bei Bedarf überschreiben kann. Diese Parameter 
sollen DefaultTechnicalLevel und DefaultBusinessLevel genannt werden. 
5.4.2 Unterstützung für dynamische Elemente 
Während im ODP-Trading die dynamische Aktualisierung auf Attribut-Wert-Paare beschränkt 
ist, erlauben die XML-Datenstrukturen, die im UComT-Modell zum Einsatz kommen, die 
dynamische Aktualisierung beliebiger Beschreibungselemente. Zudem berücksichtigt das 
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ODP-Trading nicht alle sinnvollen Möglichkeiten der Dienstaktualisierung. Im UComT-Modell 
sollen daher die nachfolgenden Definitionen gelten. 
Definition: Dynamisches Element 
Jedes XML-Element in einem OfferDocument, das als änderbar gekennzeichnet ist, 
heißt dynamisches Element. 
Diese Definition bietet den Vorteil, dass der Trader bei der Bewertung von Suchergebnissen 
den dynamischen Elementen eine geringere Aktualität als den statischen Attributen unterstellen 
kann. Bei den dynamischen Elementen sind vier Fälle zu berücksichtigen, die im Folgenden als 
Ad-hoc-Element, periodisches Element, selbstaktualisiertes Element und fremdaktualisiertes 














Abbildung 5.7: Untertypen dynamischer Elemente im UCom-Trader 
Definition: Trader-aktualisiertes Element 
Ein dynamisches Element, das auf Initiative des Traders aktualisiert wird, heißt Trader-
aktualisiertes Element.  
Der Fall eines Trader-aktualisierten Elements ist eine Zusammenfassung der im Folgenden 
definierten Fälle Ad-hoc-Element und periodisches Element. 
Definition: Ad-hoc-Element 
Ein Trader-aktualisiertes Element, das zum Zeitpunkt einer Suchanfrage durch Nach-
frage des Traders bei einem Dienst oder dem Exporter aktualisiert wird, heißt Ad-
hoc-Element. 
Anders als bei den dynamischen Elementen des ODP-Trading muss die Anfrage nach dem 
aktuellen Wert eines Ad-hoc-Elements nicht notwendigerweise bei dem Dienst eingehen, zu 
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dem das Element gehört, sondern sie kann auch bei einem anderen Dienst erfolgen. Durch 
diese Möglichkeit kann der Trader zum Beispiel Informationen bei einem Managementdienst 
einholen.  
<!--- dynamisches Element --> 




Listing 5.2: Deklaration eines Ad-hoc-Elements  (Beispiel) 
Sofern die Aktualisierungshäufigkeit sehr regelmäßig oder die Aktualität weniger entscheidend 
ist, sollten periodische Elemente eingesetzt werden. 
Definition: Periodisches Element 
Ein Trader-aktualisiertes Element, das in definierten Intervallen durch Anfragen des 
Traders bei einem Komponentendienst oder einem Exporter aktualisiert wird, heißt 
periodisches Element.  
Für periodische Elemente gilt ebenso wie für Ad-hoc-Elemente keine Restriktion auf den 
Dienst, zu dem die Elemente gehören. Das Aktualisierungsintervall ist durch den Exporter defi-
nierbar. 




Listing 5.3: Deklaration eines periodischen Elements  (Beispiel) 
Für Elemente, die sich selten ändern, ist eine explizite Aktualisierung durch den Exporter sinn-
voll. 
Definition: Exporter-aktualisiertes Element 
Ein dynamisches Element, dessen Wert regelmäßig oder unregelmäßig durch Aktuali-
sierungsmeldungen des Exporters verändert wird, heißt Exporter-aktualisiertes Ele-
ment. 




Listing 5.4: Deklaration eines Exporter-aktualisierten Elements  (Beispiel) 
Definition: Fremdaktualisiertes Element 
Ein dynamisches Element, dessen Wert regelmäßig oder unregelmäßig durch Aktuali-
sierungsmeldungen einer anderen Anwendung als dem Exporter, der die Komponente 
exportiert hat, verändert wird, heißt fremdaktualisiertes Element. 
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Listing 5.5: Deklaration eines fremdaktualisierten Elements  (Beispiel) 
Beobachtete Elemente 
Einige Eigenschaften einer Komponente kann auch der Trader ohne Nachfrage bei der Kom-
ponente oder dem Exporter selbst gewinnen. Dazu gehört zum Beispiel die Antwortzeit, die 
Beliebtheit gemessen an der Anzahl der passenden Suchanfragen oder die Auslastung gemes-
sen an der Anzahl der über den Trader abgewickelten Dienstaufrufe. Möglichkeiten zur Beo-
bachtung hat der Trader einerseits aufgrund seiner eigenen Datenbasis und andererseits durch 
den Einsatz von Systemmanagement-Funktionen, z.B. Simple Network Management Proto-
col (SNMP) [CMRW93] oder Web Based Enterprise Management (WBEM) [DMTF03]. 
Eine Integration von Trading und Managementdienst wurde im MELODY-Projekt demonst-
riert [KoWi94] [KoBu95]. 
Definition: Beobachtetes Elemente 
Ein beobachtetes Element ist ein Trader-aktualisiertes Element, das der Trader selbst-
ständig der Komponentenbeschreibung hinzufügt und dessen Wert er ermittelt. 
Definition: Periodisch beobachtetes Elemente 
Ein periodisch beobachtetes Element ist ein beobachtetes Element, dessen Wert der 
Trader durch regelmäßige Abfragen bei einer Systemmanagement-Funktion gewinnt. 
<Netzwerklatenzzeit Audited="True" Function="WBEM:/root/cimv2:NetDiagnostics=@:Ping" 
UpdateFrequency="00:00:20:00"> 86 
</ Netzwerklatenzzeit> 
Listing 5.6: Deklaration eines periodisch beobachteten Elements (Beispiel) 
Definition: Ereignisbasierte beobachtetes Element 
Ein ereignisbasiertes beobachtetes Element ist ein beobachtetes Element, über dessen 
Wertänderungen der Trader durch von einer Systemmanagementfunktion aus-
gesendete Ereignisse benachrichtigt wird. 
<Netzwerklatenzzeit Audited="True" EventID="WBEM:2388423" >  
86 
</ Netzwerklatenzzeit> 
Listing 5.7: Deklaration eines ereignisbasierten beobachteten Elements (Beispiel) 
5.4.3 Dienst- und Datentypen 
Eine der verbreitetsten, aber einfachsten Formen einer Dienstbeschreibung ist die Zuordnung 
zu einem Diensttyp. Diensttypen werden sowohl beim ODP-Trading als auch beim COS-
Trading eingesetzt. Gemäß ODP-Standard ist jeder Dienst eine Instanz genau eines Dienst-
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typs. Diensttypen werden in einer Vererbungshierarchie angeordnet, die eine Typ-Untertyp-
Beziehung abbildet [BEA97, S. 8]. Der Trader kann einem Importer neben dem angefragten 
Diensttyp auch alle untergeordneten Diensttypen liefern. Allerdings kann ein Importer diese 
Ersetzung ablehnen und erhält dann nur exakte Typtreffer [BEA97, S. 25]. Lamersdorf und 
Müller-Jones [LaMü94, S. 4] nennen Dienste, die über Typnamen identifiziert werden, klassi-
fizierte Dienste, weil die Vergabe von Typnamen die Standardisierung von Diensten durch ein 
normiertes Klassifikationsschema voraussetzt.  
Vergabe von Typnamen 
Ein Problem bezüglich der Typnamen besteht darin, die Eindeutigkeit des Namens sicherzu-
stellen. Bei dezentralen, von Menschen vergebenen Zeichenketten besteht die Gefahr, dass 
gleiche Namen für unterschiedliche Diensttypen vergeben werden. Es existieren mehrere Lö-
sungen zum Erreichen von eindeutigen Namen, z.B. 
- die zentrale Namensvergabe, bei der eine zentrale Instanz die bereits vergebenen 
Namen speichert und bei der Neuvergabe eines Namens anhand dieser Datenbank si-
cherstellt, dass der Name noch nicht vergeben ist 
- die gemischt zentrale und dezentrale Namensvergabe, bei der ein Namensraum 
zentral vergeben wird und eine dezentrale Stelle die Namen innerhalb des Namens-
raums vergibt. Dieses System wird erfolgreich beim Domain Name System (DNS) 
[SuPo82] im Internet angewendet. 
- die Nutzung von Namensalgorithmen, die durch die Hinzuziehung verschiedener Da-
ten über Ort und Zeit bei der Generierung eines Namens die Eindeutigkeit des Namens 
zwar nicht garantieren können, aber eine Namenskollision aufgrund des großen Na-
mensraums unwahrscheinlich machen. Ein solcher Mechanismus sind die Universal 
Unique Identifiers (UUIDs) aus dem Distributed Computing Environment (DCE) 
[OPE97, /apdxa.htm].  
Von den diskutierten Möglichkeiten soll beim UComT-Modell eine gemischt zentral/dezentrale 
Namensgebung auf Basis des Domain Name System (DNS) [SuPo82], das in TCP/IP-
Netzwerken verwendet wird, zur Anwendung kommen, wobei der DNS-Name in umgekehr-
ter Reihenfolge verwendet werden soll, da es sowohl in Java als auch im CLI-
Komponentenmodell üblich ist, Typnamen nach rechts hin zu spezialisieren. Die Verwendung 
dieser Namensgebung bietet sich an, weil sie gemischt zentral und dezentral erfolgt. Der zent-
rale Teil des Typnamens (der DNS-Name) setzt auf einem etablierten System auf. Die Na-
mensgebung für die einzelnen Komponenten kann dezentral erfolgen. Die Verwendung von 
DNS-Namen ermöglicht es Komponentenanbietern, sowohl eigene Typnamen aus den an den 
Anbieter vergebenen DNS-Namen zu erzeugen (z.B. de.uni-
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essen.wirtschaftsinformatik.vorlesungsplaner oder com.microsoft.win 
dows.active-directory.user) als auch gemeinsam mit anderen Anbietern Typnamen zu verge-
ben (z.B. edu.components.lecture-planer oder net.directory-services.user). Der genaue 
Prozess zur Vergabe von Typnamen und den Typhierarchien (die Normierung des Klassifika-
tionsschemas) soll in dieser Arbeit nicht betrachtet werden. 
Datentypen 
Es bietet sich an, die hierarchische Namensgebung auch für Datentypen (z.B. für Parameter 
und Rückgabewerte von Methoden) einzusetzen. Ausnahmen von hierarchischen Typnamen 
sind für einfache Datentypen wie String, Integer, Boolean, etc. sinnvoll, um diese häufig ver-
wendeten Namen einfacher und platzsparender einsetzen zu können. Da auch diese einfachen 
Datentypen in den verschiedenen Komponentenmodellen sehr unterschiedlich definiert sind 
(z.B. der Wertebereich für Integer), ist es notwendig, eine gemeinsame Definition zu verwen-
den. Hier bieten sich die Basis-Datentypen der XML-Schema-Sprache (XSD) [Fal01, Tabelle 
2] an, die auch in SOAP zum Einsatz kommen. Da SOAP von allen Komponentenmodellen 
unterstützt wird, ist ein Mapping von modellspezifischen Typen auf XSD-Typen gewährleistet. 
Realisierung des Typkonzeptes 
Da die Komponentenmodelle COM, CLI, Java und CCM Mehrfachschnittstellen unterstüt-
zen, ist auf jeden Fall auch eine Mehrfachzuordnung von Typnamen zu einzelnen Komponen-
tenbausteinen zu berücksichtigen. Dies kann in XML-Form realisiert werden, indem unterhalb 
des Elements <ServiceTypes> eine beliebige Anzahl von <ServiceType>-Elementen zuge-
lassen wird. 
<Struct:Component Name="Bankleitzahlen"> 
  <Desc:ServiceTypes Inherit="False" Name="Typ" TechnicalLevel="4" BusinessLevel="2" 
MustUnderstand="True"> 
   <ServiceType>de.Bank.Bankleitzahlen</ServiceType> 
   <ServiceType>com.Bank.BankID</ServiceType> 
  </Desc:ServiceTypes> 
... 
</Struct:Component> 
Listing 5.8: Verwendung von Dienstbeschreibungen durch hierarchische ServiceTypes (Beispiel) 
5.4.4 Beschreibungen durch Attribut-Wert-Paare 
Die Verwendung von Dienstbeschreibungen auf Basis von Diensteigenschaften in Form von 
Attribut-Wert-Paaren in den bedeutendsten bisherigen Trader-Ansätzen (ODP-Trading, AN-
SAWare-Trading und COS-Trading, vgl. Kapitel 2) belegt, dass diese Form der Dienstbe-
schreibung trotz der in Kapitel 2.4.5 aufgezeigten Schwächen für viele Fälle geeignet ist. Mül-
ler-Jones, Merz und Lamersdorf bewerten in [MML95, S. 483] Attribute als eine wesentliche 
Erweiterung der Semantik im Vergleich zu einer Typhierarchie ohne Attribute. Die Unterstüt-
zung für Attribut-Wert-Paare soll daher auch in das UComT-Modell aufgenommen werden. In 
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diesem Unterkapitel sollen einige Erweiterungen und Änderungen gegenüber dem ODP-
Trading-Standard diskutiert werden. 
5.4.4.1 Diensteigenschaften 
Im Gegensatz zu den Diensteigenschaften und Dienstangebotseigenschaften des ODP-Trading, 
die nur einfache Datentypen erlauben [Bea97, S. 13], soll das UComT-Modell für eine se-
mantisch reichere Darstellung auch mehrwertige Attribute sowie komplexe Datentypen gestat-
ten. Dies ist durch die Verwendung von XML als Datenbeschreibungssprache sehr einfach 
realisierbar. 
Entsprechend dem Konzept der Metadaten im ODP-Trading [WaBe95, S. 134] soll auch das 
UComT-Modell Zusatzinformationen unterstützen, die nicht Teil des Dienstes sind, sondern 
vom Exporter im Rahmen der Komponentenregistrierung an den Trader übermittelt werden. 
Ein Bedarf für eine explizite Unterscheidung in Diensteigenschaften und Dienstangebotsei-
genschaften – wie im ODP-Trading-Modell definiert – besteht nicht.  
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Export Type="XSXCDL" xmlns:Desc="http://www.ucomt.net/Description" 
xmlns:Struct="http://www.ucomt.net/Structure"> 
 <Struct:Component> 
  <Desc:NVP TechnicalLevel="3" BusinessLevel="3"> 
   <SPM>10</SPM> 
   <Farbe>Ja</Farbe> 
   <Sortierung>Ja</Sortierung> 
   <Papierfaecher> 
    <Fach>150</Fach> 
    <Fach>200</Fach> 
    <Fach>300</Fach> 
   </Papierfaecher> 
   <TimeRestriction> 
    <NotAvailable> 
     <Monday from="3:00 a.m." to="4:00 a.m."/> 
     <Tuesday from="3:00 a.m." to="4:00 a.m."/> 
     <Wednesday from="3:00 a.m." to="4:00 a.m."/> 
     <Thursday from="3:00 a.m." to="4:00 a.m."/> 
     <Friday from="3:00 a.m." to="4:00 a.m."/> 
     <Saturday from="3:00 a.m." to="4:00 a.m."/> 
     <Sunday from="3:00 a.m." to="4:00 a.m."/> 
     <Sunday from="1:00 p.m." to="3:00 p.m."/> 
    </NotAvailable> 
   </TimeRestriction> 
  </Desc:NVP> 
 </Struct:Component> 
</Export> 
Listing 5.9: Dienstbeschreibungen durch Attribut-Wert-Paare (Beispiel) 
Diensteigenschaften können sowohl dem technischen Bereich (z.B. Komponentenmodell, Liste 
der unterstützten Zugriffsprotokolle, Versionsnummer, Plattformvoraussetzungen) als auch dem 
nicht-technischen Bereich (z.B. Produktname, Urheber, Kosten, Dokumentation) entstammen 
(vgl. Aktorenkonzept, Kapitel 4.3.3). 
Die Dienstbeschreibung durch Diensteigenschaften soll im Rahmen des UComT-Modells als 
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Name-Value-Pair bezeichnet47 und durch das XML-Element <NVP> abgebildet werden. 
Das Listing 5.9 zeigt den Einsatz von <NVP> zur Beschreibung einer Drucker-Komponente. 
Letztlich handelt es sich bei der Dienstbeschreibungssprache "NVP" um Standard-XML, denn 
unterhalb des <NVP>-Elements sind beliebige XML-Datenstrukturen erlaubt. Zur besseren 
Unterscheidung von anderen Beschreibungssprachen, die auch in XML-Form, aber mit einer 
fest definierten Struktur vorliegen, bietet sich Name-Value-Pair als Name an. 
5.4.4.2 Erweiterbarkeit 
Welche Metadaten über alle denkbaren Komponentendienste hinweg relevant sind, kann in 
einem universellen Komponenten-Trading-Modell auf keinen Fall a priori festgelegt werden. 
Ein UCom-Trader muss deshalb – insbesondere auch zur Laufzeit – um die Verarbeitung zu-
sätzlicher Diensteigenschaften erweitert werden können. Aus diesem Grund ist die Menge der 
erlaubten Elemente innerhalb von <Desc:NVP> in einem Trader-Dokument nicht festgelegt. 
Eine Diensteigenschaft in einem ImportDocument oder einem ExportDocument kann ein 
reines Datenelement sein, auf das übliche mathematische und logische Operatoren angewen-
det werden können. In diesem Fall ist keine funktionale Erweiterung des Traders durch ein 
Erweiterungsmodul notwendig. Es sind jedoch Szenarien denkbar, in denen mit der Dienstei-
genschaft eine Funktionalität verbunden werden soll. Solche Elemente seien hier als Funkti-
onselemente definiert. 
Für den sinnvollen Einsatz von Funktionselementen können folgende Beispiele genannt werden: 
- Eine Eigenschaft, die das Dienstangebot auf einen bestimmten Zeitraum oder bestimmte 
Tageszeiten beschränkt. Zur Durchsetzung dieser Eigenschaft muss der Trader beim 
Import das aktuelle Datum bzw. die aktuelle Uhrzeit berücksichtigen. 
- Eine Eigenschaft, die die Anzahl der erfolgreichen Match-Vorgänge für ein Komponen-
tenangebot zählt. In diesem Fall ist der Trader dahingehend zu erweitern, dass während 
des Matching das OfferDocument verändert werden kann. 
- Eine Eigenschaft, die vom Trader einen bestimmten Lizenzschlüssel erfordert, um die 
Komponente abrufen zu können. Der zugehörige Algorithmus zur Validierung des Li-
zenzschlüssels muss auf dem Trader als Erweiterungsmodul hinterlegt werden. 
- Eine Eigenschaft, die den Trader auf alternative Komponentenangebote umlenkt. 
                                                 
47 Im ODP-Trading-Modell hat die Form der Beschreibung über Diensteigenschaften keine expliziten 
Namen. Im UComT-Modell ist jedoch ein Name erforderlich, da jedes Beschreibungselement zu genau 
einer Beschreibungssprache gehört und der Name der Beschreibungssprache als Elementname ver-
wendet werden muss. 
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- Da viele solcher Erweiterungen abhängig von den von einem Exporter oder einem Im-
porter spezifizierten Metadaten sind, bietet es sich an vorzusehen, dass Exporter dem 
Trader bei der Komponentenregistrierung und Importer im Rahmen der Dienstsuche 
entsprechende Implementierungen übermitteln können.  
Für einige der Erweiterungen (z.B. Zeitbeschränkung des Dienstangebots) ist sicherzustellen, 
dass die Erweiterung vom Trader verstanden wird. Werden Daten zur Zeitbeschränkung an 
den Trader übermittelt und ist dieser nicht in der Lage, die Daten entsprechend zu verarbeiten, 
sind sie wertlos. Im Fall der Zeitbeschränkung würde also der Trader zu jeder Tageszeit das 
Angebot vermitteln. Daher ist es sinnvoll, dass der Exporter und auch der Importer von dem 
Trader fordern können, dass bestimmte XML-Elemente verstanden werden müssen. Mit dem 
MustUnderstand-Attribut ist genau diese Anforderung bereits auf der Ebene der Dienstbe-
schreibungen (siehe Kapitel 5.4.1) in die Architektur integriert. Für die Realisierung des 
Pflichtverständnisses von XML-Elementen kann der gleiche Mechanismus eingesetzt werden, 
indem hinsichtlich der Beschreibungssprache NVP definiert wird, dass ein MustUn-
derstand="True" in einem Beschreibungselement auch für untergeordnete XML-Elemente 
gilt. 
5.4.4.3 Anweisungen an den Trader 
Neben den Komponentenangebotsdaten ist auch eine Funktionalität bereitzustellen, um zu-
sammen mit einem Export- oder Import-Vorgang Steueranweisungen an den bzw. von dem 
Trader zu übermitteln (vgl. Anforderungen in Kapitel 4.6.2). Diese Anweisungen werden im 
ODP-Trading als Trader-Richtlinien bezeichnet. Im UComT-Modell soll die Bezeichnung 
Trader-Direktive verwendet werden. 
Es stellt sich die Frage nach einer geeigneten Darstellungsform der Trader-Direktiven. Da Tra-
der-Direktiven mit einer auf dem Trader implementierten Funktionalität verbunden sein müs-
sen, besteht kein Bedarf nach einer semantisch reichhaltigen Darstellungsform. Die Nutzung 
von Attribut-Wert-Paaren in Verbindung mit der Erweiterungsfähigkeit der Implementierung 
kann als ausreichend erachtet werden. Dies hat zudem den Vorteil, dass konzeptionell auf die 
Realisierung der NVP-Diensteigenschaften zurückgegriffen werden kann. Zur Abgrenzung von 
den Diensteigenschaften ist es geboten, die XML-Elemente für Trader-Direktiven in einem 
anderen XML-Namensraum zu definieren. Dafür soll 
http://www.ucomt.net/TraderDirectives verwendet werden. In den folgenden Dokumenten 
kommt als abkürzender Alias für diesen Namensraum immer das Präfix TD: zur Anwendung.  
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Sinnvoll ist in den <TraderDirectives>-Elementen auch die Verwendung des XML-Attributs 
MustUnderstand, mit dem Importer bzw. Exporter festlegen können, dass sie vom Trader die 
Fähigkeit zur Verarbeitung der folgenden Trader-Direktiven erwarten.  
Beispiele 
Das nachfolgende Listing zeigt mehrere Beispiele für Trader-Direktiven bei einem Import, z.B. 
zu Fragen der Anzahl der zurückzuliefernden Suchergebnisse (<TD:Choice. 
First>), zur Sortierung der Suchergebnisse (<TD:BestFirst>), zur Ad-Hoc-Validierung der 
Dienste (<TD:Validation>), zum Umfang des ImportAnswerDocument (<TD:Retrieve>), 
zur Anforderung eines detaillierten Berichts über den Importvorgang (<TD:ImportReport>), 
zur Speicherung der Suchanfrage als Dauerauftrag (<TD:StandingOrder>) sowie zum Inter-
working mit anderen Tradern (<TD:Interworking> und <TD:Link>).  




  <!--- Auswahl-Anweisungen --> 
  <TD:Choice.First>5 
  </TD:Choice.First> 
  <!--- Sortieranweisung --> 
  <TD:BestFirst> 
  </TD:BestFirst> 
  <!--- Sortieranweisung --> 
  <TD:Retrieve> 
   <Path>//Desc:NVP/Quality</Path> 
   <Path>//Desc:NVP/PrintQueue</Path> 
   <Path>//Desc:Text</Path> 
  </TD:Retrieve> 
  <!--- Verfügbarkeitsprüfung --> 
  <TD:Validation> 
   <ServiceValidationOnMatch type="shallow"/> 
  </TD:Validation> 
  <!--- Anforderung eines Berichts zum Ablauf des Imports --> 
  <TD:ImportReport> 
  </TD:ImportReport> 
  <!--- Standing Order --> 
  <TD:StandingOrder> 
   <Interval Frequency="00:00:10:00"/> 
   <LastExecution/> 
  </TD:StandingOrder> 
  <!--- Interworking-Daten --> 
  <TD:Interworking LinkDepth="2" Mode="never|always|noresult"> 
   <Ignore TraderAddress="1.2.3.4" TraderPort="1234"/> 
   <Ignore TraderAddress="5.6.7.8" TraderPort="1234"/> 
   <Ignore TraderAddress="9.10.11.12" TraderPort="1234"/> 
  </TD:Interworking> 
  <TD:Link> 
   <UComT> 
    <Mode/> 
    <TraderURL>http://www.ucomt.net/UComTServer/ImporterManager.asmx</TraderURL> 
    <TraderProtocol>SOAP</TraderProtocol> 
    <Cooperation> 
     <Mode>Union</Mode> 
    </Cooperation> 
    <Federation/> 
   </UComT> 
  </TD:Link> 
 </TraderDirectives> 
</Import> 
Listing 5.10: Trader-Direktiven in einem ImportDocument (Beispiel) 
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5.4.5 Dienstbeschreibung in natürlicher Sprache 
Eine grundsätzliche Möglichkeit, die im ODP-Trading nicht unterstützt wird, besteht auch dar-
in, Dienstbeschreibungen in natürlicher Sprache abzufassen. Natürlichsprachliche Dienstbe-
schreibungen können in Form kompletter Sätze oder in Form von Stichwortlisten verfasst 
werden. Beide Formen der natürlichsprachlichen Beschreibungen kommen bei Webseiten zum 
Einsatz in Form so genannter Description-Meta-Tags und Keyword-Meta-Tags [RLJ99, 
/struct/global.html#h-7.4.4]. 
Als Vorteile natürlichsprachlicher Dienstbeschreibungen nennen Terzis und Nixon die einfache 
Erstellung und die niedrigen Kosten für die Unterhaltung. Als Nachteile nennen sie die mögli-
che Mehrdeutigkeit und eine mangelnde Garantie dafür, dass die Informationen ausreichend 
sind [TeNi00, S. 8]. Wiering bekräftigt dies: "Die einzige Möglichkeit, um Mehrdeutigkeit zu 
vermeiden, ist es, formal zu sein" [Wie98, S. 503]. 
Eine Abwandlung der rein natürlichsprachlichen Beschreibung ist die Verwendung so genann-
ter Lexikalischer Deskriptoren. Dabei werden Schlüsselsätze verwendet, in denen nur ein 
abgegrenztes Vokabular eingesetzt werden darf [TeNi00, S. 8]. Als Kritik an diesem Verfah-
ren nennen Terzis und Nixon die Schwierigkeit, im Vorfeld ein geeignetes Vokabular zu defi-
nieren; insbesondere sei die Frage, ob das Vokabular dem technischen Bereich oder dem 
Anwendungsfall entnommen werden soll [TeNi00, S. 8]. 
Das nachfolgende Listing zeigt sowohl eine Komponentendienstbeschreibung durch einen fort-
laufenden Beschreibungstext (<Desc:Text>) als auch eine durch eine Liste von Schlüsselwör-
tern (<Desc:Keywords>). 
<Desc:Text Name="Beschreibung" Language="DE-DE" TechnicalLevel="1" BusinessLevel="5"  
MustUnderstand="False"> 
Dies ist eine Komponente zur Prüfung und Ermittlung von Bankleitzahlen. 
</Desc:Text> 
<Desc:Keywords Name="Stichwoerter" Language="DE-DE" TechnicalLevel="1" 
BusinessLevel="5" MustUnderstand="False"> 
  <Keyword>Banken</Keyword> 
  <Keyword>Bankleitzahlen</Keyword> 
  <Keyword>Deutschland</Keyword> 
  <Keyword>Prüfung</Keyword> 
  <Keyword>Ermittlung</Keyword> 
  <Keyword>Umwandlung</Keyword> 
</Desc:Keywords> ... 
Listing 5.11: Dienstbeschreibungen in natürlicher Sprache (Beispiel) 
5.4.6 Dienstbeschreibungen durch Kategorisierung 
Auch das Durchsuchen des hierarchischen Trader-Katalogs kann als Spezialfall einer Suchan-
frage angesehen werden, bei der ein Client beim Importer nach allen Komponenten anfragt, 
die zu einer speziellen Kategorie gehören. Im Sinne eines einheitlichen Vorgehens bietet es sich 
an, auch die in Kapitel 4.7 definierte Einordnung eines Komponentendienstes in den Katalog in 
Form von Dienstbeschreibungen abzubilden. Die Einordnung eines Komponentenangebots in 
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den Komponentenkatalog kann dabei durch drei einfache XML-Elemente erfolgen. Das Be-
schreibungselement wird mit <Desc: 
Catalogue> eingeleitet. Das Unterelement <Taxonomy> bezeichnet die Taxonomie, in die 
das Angebot eingeordnet werden soll. Um die Mehrfachzuordnung zu ermöglichen, sind die 
einzelnen Kategorien, in die das Angebot eingeordnet werden soll, in Unterelementen mit Na-
men <Category> definiert. Zur Identifikation stehen eine flache ID-Nummer und eine hierar-
chische Namensangabe zur Verfügung, wie dies zum Beispiel von dem United Nations Stan-
dard Products and Services Code (UNSPSC) [UNSPSC03] unterstützt wird. 
<Desc:Catalogue Inherits="True" TechnicalLevel="1" BusinessLevel="5"  
  MustUnderstand="True"> 
  <Taxonomy Name="ntis-gov:sic:1987"> 
   <Category ID="84121501" Name="/Banking institutions/Privately owned"/> 
   <Category ID="84121502" Name="/Banking institutions/Publicly owned banks"/> 
   <Category ID="84121901" Name="/Mortgage banking/Housing finance"/> 
  </Taxonomy> 
  <Taxonomy Name="UComT1.0"> 
   <Category Name="/BusinessAreas/Finance/Banking/Bankidentifikation"/> 
   <Category Name="/BusinessTasks/Identification/Finance"/> 
   <Category Name="/BusinessTasks/Verification/Finance"/> 
   <Category Name="/BusinessTasks/Conversion/Finance"/> 
  </Taxonomy> 
 </Desc:Catalogue> 
Listing 5.12: Dienstbeschreibung zur Einordnung in den Komponentenkatalog (Beispiel) 
5.4.7 Interface Definition Language (IDL) 
Als dritte Stufe der Dienstbeschreibung nach Typhierarchien und Typattributen sehen Müller-
Jones, Merz und Lamersdorf die Beschreibung der Struktur eines Typs [MML95, S. 483f.]. 
Die Strukturbeschreibung eines Typs umfasst die von dem Typ angebotenen Daten und Funk-
tionen, im Fall von objektorientierten Typen also Attribute, Methoden und Ereignisse.  
Die Interface Definition Language48 (IDL) ist eine weit verbreitete Strukturbeschreibungs-
sprache, die bei der ISO (ISO/IEC 14750) und der ITU (X.920) standardisiert ist [ISO99a]. 
Die standardisierte IDL wird auch ODP IDL genannt [Bea97, S. 11]. IDL wird von 
verschiedenen Verteilungsplattformen verwendet, namentlich von DCE (DCE-IDL der OSF), 
CORBA (CORBA-IDL der OMG) [OMG01a], ODP [ISO94a bis ISO94d], WBEM/CIM49 
[DMTF03] und COM/DCOM (Microsoft IDL – MIDL) [MIC02]. Dabei sind teilweise 
Ergänzungen zum Standard vorhanden. Unterschiede zwischen COM- und CORBA-IDL 
zeigt Griffel auf [Gri98, S. 59]. Die Komponentenmodelle (CLI und Java) basieren nicht auf 
IDL. Diese Modelle bieten auch keine vergleichbare Schnittstellenbeschreibungssprache; die 
                                                 
48 Comer weist darauf hin, dass IDL zum Teil auch mit Interface Description Language ausgeschrieben 
wird [Com00, S. 553]. 
49 Web-Based Enterprise Management (WBEM) und das zugehörige Common Information Model (CIM) 
sind ein Standard der Distributed Management Task Force (DMTF) für Netzwerk- und Systemmana-
gement. Objekte werden im CIM durch das Managed Object Format (MOF) beschrieben, das ein IDL-
Derivat ist [Szy02, S. 402f.]. 
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Metadaten sind hier komplett in binärer Form in den Komponenten abgelegt und es gibt 
proprietäre Zugriffsmechanismen (genannt Reflection/Introspection) auf diese Schnittstellenbe-
schreibungen. Es gibt aber zum Teil Konverter, die IDL aus diesen Komponenten erzeugen 
[Gri98, S. 59].  
Kiniry [Kin99, S. 3] kritisiert, dass IDL nur eine syntaktische Beschreibung liefert, Semantik 
dadurch allerdings nicht ausgedrückt wird und semantische Beschreibungen in Kom-
ponentenmodellen, die IDL verwenden, nur durch natürlichsprachliche Dokumentationen gelie-
fert werden. Puder, Markwitz und Gudermann bezeichnen IDL als ein geeignetes Mittel zur 
Schnittstellenbeschreibung für Programmierer, aber als ungeeignet für Anwender 
[PMG95, S. 59]. 
Trotz der aufgezeigten Kritik ist der Einsatz von IDL im Rahmen des UComT-Modells sinn-
voll, weil es sich um eine im Bereich der Softwarekomponenten weit verbreitete Be-
schreibungssprache handelt. Die Abbildung erfolgt am einfachsten durch ein <IDL>-Element, 
das intern nicht weiter per XML strukturiert ist. 
<Desc:IDL TechnicalLevel="5" BusinessLevel="1" MustUnderstand="True"> 
library DE.BANKING { 
  CoClass Bankleitzahlen { 
    boolean Check ( [in] long BLZ ); 
  }; 
}; 
</Desc:IDL 
Listing 5.13: Dienstbeschreibungen in IDL (Beispiel) 
5.4.8 Web Service Description Language (WSDL) 
Die Web Service Description Language (WSDL) ist eine XML-Sprache zur formalen Be-
schreibung von per SOAP aufrufbaren XML-Webservices. WSDL ist beim World Wide 
Web Consortium (W3C) – aktuell als W3C-Recommendation in der Version 1.1 – stan-
dardisiert [CCMW01]. Die Version 1.2 hat noch den Status eines Working Draft 
[HGMW03]. Werkzeuge und Bibliotheken zur Nutzung von WSDL sind inzwischen für viele 
Sprachen und Plattformen verfügbar (siehe [IBM03]). 
Ein WSDL-Dokument wird von einem SOAP-basierten Webservice bereitgestellt, damit ein 
Client weiß, wie man den Webservice benutzen kann. WSDL beschreibt insbesondere die 
Methoden, deren Parameter und die Protokolle zum Zugriff auf die Methoden [Ku-
Wö01, S. 150]. Sivashanmugam bezeichnet WSDL als vergleichbar mit IDL [Siv02, S. 20].  
Element Erläuterung 
<types> Beschreibt die verwendeten Datentypen per XML-Schema-Definition (XSD). 
<message> 
Beschreibt die Webmethoden mit Parameter/Rückgabewert, wobei auf die oben 
beschriebenen Typen verwiesen wird. Es gibt jeweils eine Nachricht für den Aufruf 
und die Antwort jeder Methode. Auch verschiedene Protokolle (SOAP, HTTP-GET, 
HTTP-POST) werden getrennt behandelt. 
<portType> Es gibt pro Zugriffsprotokoll einen Porttyp mit jeweils n Operationen. Hier werden 
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zwei Nachrichten zu einer Operation zusammengefasst. 
<binding> 
Bindung zwischen Porttyp, Protokoll, Operation und dem Format der Datenüberga-
be. 
<service> Durch das Service-Element wird für jedes Binding ein Port mit einem URL definiert. 
Tabelle 5.3: Hauptelemente eines WSDL-Dokuments 
WSDL ist komplex hinsichtlich der Beschreibung von Diensten und Methoden, jedoch gibt es 
keine Möglichkeiten, komplexe Softwarekomponenten zu beschreiben. Kuschke und Wölfel 
kritisieren außerdem die mangelnde semantische Ausdrucksfähigkeit von WSDL [Ku-
Wö01, S. 150]. Eine weitere Einschränkung von WSDL ist, dass die Definition überladener 
Methoden (mehrere gleichnamige Methoden mit verschiedenen Parametern) nicht möglich ist.  
Trotz vorgenannter Einschränkung sollte auch WSDL im Portfolio der UComT-Dienst-
beschreibungssprachen erscheinen, da WSDL das Beschreibungsformat für per SOAP auf-
rufbare Komponentendienste ist. 








     <types> 
      <s:schema elementFormDefault="qualified" targetNamespace="http://tempuri.org/"> 
       <s:element name="Check"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="BLZ" type="s:long"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="CheckResponse"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="CheckResult" type="s:boolean"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetName"> 
        <s:complexType> 
         <s:sequence> 
... 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetBLZResponse"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="GetBLZResult" type="s:long"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
      </s:schema> 
     </types> 
     <message name="CheckSoapIn"> 
      <part name="parameters" element="s0:Check"/> 
     </message> 
     <message name="CheckSoapOut"> 
      <part name="parameters" element="s0:CheckResponse"/> 
     </message> 
     <message name="GetNameSoapIn"> 
      <part name="parameters" element="s0:GetName"/> 
     </message> 
     <message name="GetNameSoapOut"> 
      <part name="parameters" element="s0:GetNameResponse"/> 
     </message> 
     <message name="GetBLZSoapIn"> 
... 
       </output> 
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      </operation> 
     </binding> 
     <service name="BLZ"> 
      <port name="BLZSoap" binding="s0:BLZSoap"> 
       <soap:address location="http://localhost/BankleitzahlenSOAP/BLZ.asmx"/> 
      </port> 
     </service> 
    </definitions> 
</Desc:WSDL> 
Listing 5.14: WSDL-Beschreibung (Beispiel) 
5.4.9 Ontologien 
Neches et al. definieren: "An ontology defines the basic terms and relations comprising the 
vocabulary of a topic area as well as the rules for combining terms and relations to define ex-
tensions to the vocabulary." Schütte und Zelewski stellen in [ScZe99, S. 5] fest, dass eine 
kürzere Definition von Gruber weit verbreitet ist: "Eine Ontologie ist die explizite Spezifikation 
einer Konzeptualisierung" [Gru93, S. 199]. Studer et al. erläutern den Begriff Konzeptualisie-
rung in Bezug auf vorgenannte Definition so: "Unter Konzeptualisierung versteht man ein abs-
traktes Modell bestimmter Phänomene und Domänen mit deren identifizierten relevanten Beg-
riffen. Explizit bedeutet dies, dass Art und Bedingung eines jeden Begriffes explizit angegeben 
und definiert werden." [Stu01, S. 4]. Der Begriff Ontologie ist der Philosophie entnommen 
[Gru93, S. 199]. Laut Studer zielen Ontologien darauf ab, das Wissen einer Domäne explizit 
zu modellieren und damit ein allgemein anerkanntes Verständnis dieser Domäne herzustellen, 
welches von Anwendungen und Personengruppen gemeinsam geteilt und wieder verwendet 
werden kann. Eine Ontologie ordnet Begriffe in eine Begriffshierarchie (Taxonomie) ein. Zu 
den einzelnen Begriffen können Beschreibungen, Attribute sowie Beziehungen zu anderen Beg-
riffen existieren [Stu01, S. 4]. Die Begriffe und ihre Beziehungen werden in einem so genann-
ten Vokabular festgelegt [Gru93, S. 199]. Mintert definiert: "Eine Ontologie ist die Beschrei-
bung der Begriffe und Begriffszusammenhänge einer Domäne", wobei er Domäne als ein kon-
textsensitives Vokabular definiert [Min03, S. 91]. Das Vokabular besteht aus einem Baum 
von Begriffen, wobei übergeordnete Begriffe eine Generalisierung und untergeordnete Begriffe 
eine Spezialisierung darstellen [SiHa02, S. 10]. Eine konkrete Beschreibung eines Gegenstan-
des wird als Instanz einer Klasse bezeichnet, wobei die Begriffe Instanz und Klasse grund-
sätzlich ihrer Verwendung in der Objektorientierung entsprechen, aber bei einer Komponen-
tenbeschreibung eine Klasse in einer Ontologie nicht notwendigerweise gleichzusetzen ist mit 
einer Klasse in einer Softwarekomponente. 
Ontologien werden in der Forschung zur künstlichen Intelligenz und zur semantischen An-
reicherung des World Wide Web (Semantic Web) verwendet [Min03, S. 90f.]. Den Einsatz 
von Ontologien im Rahmen des Trading schlagen Terzis und Nixon in [TeNi99b, S. 9] vor – 
ohne jedoch eine konkrete Ausgestaltung zu definieren. Die Anwendung von Ontologien ist 
auch im Rahmen des UComT-Modells sinnvoll, um die Trading-Funktion um semantische 
154 Architekturmodell für das Universal Component Trading   
 
 
Fähigkeiten zu erweitern. Durch eine Ontologie kann zum Beispiel definiert werden, dass 
sowohl die XML-Elemente <PLZ> und <ZIPCODE> als auch die Funktionen bool 
PruefePLZ(long) und bool CheckZIPCode 
(string) die gleiche Bedeutung haben, obwohl Name und Typ der Eingabeparameter 
verschieden sind. Durch den Einsatz von Ontologien kann also das Matching des Traders über 
das Finden von exakten Entsprechungen hinaus erweitert werden. 
Es existieren zahlreiche Sprachen zur Definition von Ontologien z.B. DARPA Agent Markup 
Language (DAML) [DARPA03], Ontology Inference Layer bzw. Ontology Interchange 
Language (OIL) [OTK03], DAML+OIL [CHHMPS01], DAML+S [DAMLS03], Web 
Ontology Language (OWL) [HHMPS03], Simple HTML Ontology Extensions (SHOE) 
[HHL03], Ontology Markup Language (OML) [OML03] und XML Ontology Language 
(XOL) [KCT99]. Während alle vorgenannten Sprachen XML-basiert sind, existieren auch 
einige nicht XML-basierte Ontologie-Sprachen z.B. Knowledge Interchange Format (KIF) 
[Gen95], Ontolingua [Stan03], LOOM [USC03] oder Frame Logic [KLW95]. 
Für jede Ontologie-Sprache muss ein in der entsprechenden Sprache abgefasstes Vokabular 
bestehen, anhand dessen eine konkrete Beschreibung einer Instanz validiert werden kann. 
Grundsätzlich möglich ist es, Vokabulare von einer in eine andere Vokabularsprache zu kon-
vertieren. Zur Vereinfachung schlagen Uschold und Gruninger den Einsatz einer so genannten 
Interlingua vor, die als Grundlage für die Konvertierung in alle anderen Ontologie-Sprachen 
verwendet wird [UsGr96, S. 104f.]. Als Interlingua sollte die Sprache mit dem größten Funk-
tionsumfang ausgewählt werden, um eine möglichst verlustfreie Konvertierung in andere Spra-
chen zu ermöglichen. 
 
Abbildung 5.8: Grafische Darstellung eines DAML+OIL-Vokabulars 
Beispiel 
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Das folgende Beispiel zeigt die Definition eines Vokabulars (Abbildung 5.8 und Listing A.3 im 
Anhang) und einer Instanz (Listing 5.15) in der Ontologie-Sprache DAML+OIL, die von der 
Firma Lucent entwickelt wurde und dem W3C als Vorschlag zur Standardisierung vorliegt. 
Das Beispiel definiert einen Ausschnitt aus einem Vokabular aus den Bereichen Banken, Post 
und Textverarbeitungsprogrammen50. 
Zu diskutieren ist, durch wen das Vokabular festgelegt bzw. geändert werden kann. Überließe 
man die Änderung dem Exporter bzw. Importer, so ist ein Wildwuchs zu befürchten, der zu 
inkonsistenten Ontologien führen würde. Üblicherweise wird daher die Definition eines 
Vokabulars einer zentralen Stelle überlassen oder in einem Abstimmungsprozess zwischen 
allen Beteiligten erarbeitet. Bezogen auf das UComT-Modell fällt die Festlegung des 
Vokabulars damit dem Trader-Administrator zu. Die Clients müssen die Möglichkeit haben, 
das Vokabular einzusehen, um passende Beschreibungen und Suchanfragen erzeugen zu 
können. Da nicht alle in der Hierarchie notwendigen Klassen auch sinnvoll durch Clients 
nutzbar sind, ist es geboten, Klassen als abstrakt definieren zu können. Da DAML+OIL dafür 
keine Syntax vorsieht, muss dies über Namenskonventionen ("a_"  steht für eine abstrakte 
Klasse) gelöst werden. 
<Desc:DAML_OIL Inherits="True" TechnicalLevel="1" BusinessLevel="5" MustUnderstand="True"> 
<rdf:RDF xmlns:xsd="http://www.w3.org/2000/10/XMLSchema#"  
 xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 




    <daml:Ontology rdf:ID="ServiceInstance"> 
     <daml:imports 
rdf:resource="http://www.ucomt.net/Ontology/DAML_OIL/UComT.Basisontologie.daml"/> 
    </daml:Ontology> 
    <!-- Instanz Bankleitzahlen --> 
    <UComT:BLZ_Pruefung rdf:ID="mi_Bankleitzahlen"> 
     <UComT:Name>Bankleitzahlen</UComT:Name> 
     <UComT:Methodenname>Check()</UComT:Methodenname> 





     <UComT:uri>//Bankleitzahlen.dll</UComT:uri> 
     <rdfs:comment>Dies ist eine Komponente zur Pruefung und Ermittlung von 
Bankleitzahlen</rdfs:comment> 
    </UComT:BLZ_Pruefung> 
   </rdf:RDF> 
  </Desc:DAML_OIL> 
Listing 5.15: Beschreibung einer DAML+OIL-Instanz (Beispiel) 
Ein Beschreibungselement vom Typ <Desc:DAML_OIL> enthält mindestens einen Verweis 
auf das verwendete Vokabular und die Beschreibung einer Instanz. Da eine Instanz auch an-
dere Instanzen enthalten kann, könnten optional weitere Instanzen in dem Beschreibungsele-
ment enthalten sein, die gemäß der DAML+OIL-Syntax gleichberechtigt nebeneinander ste-
                                                 
50  Die Wahl des Beispiels beruht darauf, dass in allen drei Bereichen Prüfungsvorgänge (Bankleitzahl 
prüfen, Postleitzahl prüfen, Text prüfen) vorkommen. 
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hen. Für das Matching mit anderen Beschreibungen ist es jedoch notwendig festzulegen, wel-
ches die Hauptinstanz der Beschreibung ist. Dies kann durch eine Namenskonvention (Präfix 
"mi_") gelöst werden. 
In DAML+OIL gehört eine Instanz immer nur zu genau einer Klasse. Dies ist unzureichend, 
wenn der zu beschreibende Gegenstand zu mehr als einer der in dem Vokabular definierten 
Klassen gehören kann. In dem obigen Beispiel existierte eine Klasse BLZ_Pruefung. Wenn 
nicht diese Klasse, sondern nur die beiden Klassen Bank und Pruefung vordefiniert wären, 
müsste sich der Autor der DAML+OIL-Beschreibung für eine der beiden Klassen entschei-
den oder aber eine Änderung der Basisontologie vornehmen. Die Schlussfolgerung daraus ist, 
dass ein Client entweder die Basisontologie verändern oder eine Mehrfach-Instanz definieren 
können muss. Die Realisierung von Mehrfach-Instanzen wäre eine Erweiterung der 
DAML+OIL-Syntax. Abbildbar im Rahmen der DAML+OIL-Syntax ist eine begrenzte On-
tologie-Erweiterung durch Definition eigener Klassen, die von mehr als einer der vordefinierten 
Klassen abgeleitet werden. Damit die Definition eigener Klassen nicht zu einem Wildwuchs 
innerhalb der Ontologie führt, ist es sinnvoll, die Definition auf maximal eine Klasse zu begren-
zen.  
Weitere Ausführungen zur Anwendung von Ontologien im UComT-Modell erfolgen aus sys-
tematischen Gründen im Rahmen des Kapitels 5.5 (Suchanfragen). 
5.4.10 Weitere Beschreibungssprachen 
Die vorgestellte Architektur mit Struktur- und Beschreibungselementen bietet das Potenzial zur 
Integration weiterer Beschreibungssprachen. Zur formalen Spezifikation von Softwareschnitt-
stellen existieren zahlreiche Sprachen, die unter dem Begriff Formal Description Techniques 
(FDT) zusammengefasst werden. Beispiele dafür sind Larch [Win87]51, LOTOS [ISO89]52 
und Z [Smi00]53. Kiniry definiert auf Basis der Kritik an bestehenden Dienstbeschreibungs-
sprachen (z.B. IDL, OCL und Object-Z) eine eigene Sprache, die er Kind Description Lan-
guage (KDL) nennt [Kin99]. KDL ist im Hinblick auf objektorientierte und komponentenba-
sierte Systeme eine Erweiterung der im COS-Trading verwendeten Object Constraint Lan-
                                                 
51 Die Anwendung von Larch zur Dienstbeschreibung im Rahmen des Trading wird in [Kin99, S. 6] dis-
kutiert. 
52 Die bei der ISO standardisierte Spezifikationssprache LOTOS wurde in der Vergangenheit mehrfach 
zur formalen Spezifikation im Rahmen des ODP-Trading verwendet, z.B. in [FPV92] und [PoMe93] zur 
Spezifikation eines ODP-Traders auf Basis eines X.500-Verzeichnisdienstes [ISO01]. Die Anwendung 
von LOTOS zur Dienstbeschreibung im Rahmen des Trading wird in [IBR94, S. 173] diskutiert. 
53 Die Anwendung von Object-Z zur Dienstbeschreibung im Rahmen des Trading wird u.a. in 
[IBR94, S. 173] und [Kin99, S. 6] diskutiert. Dong und Duke [DoDu94] verwenden Object-Z zur forma-
len Spezifikation des ODP-Trading. 
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guage (OCL)54 der OMG. KDL ist eine reine Spezifikationssprache, die folgende Punkte 
beschreibt: Schnittstellen, semantisches Verhalten und semantischen Kontext, nicht jedoch die 
Implementierung einer Komponente [Kin99, S. 7]. Die Beschreibung ist unabhängig von Ob-
jektmodell, Komponentenmodell, Implementierungssprache und Systemarchitektur 
[Kin99, S. 8]. 
Teschke und Ritter stellen in [TeRi00] eine Komponentenbeschreibungssprache mit Namen 
Component Description Language (CDL) vor, die auf einem Metamodell für Komponenten 
beruht, dem CDL Component Model [TeRi00, S. 75]. CDL berücksichtigt sowohl statische 
(Struktur) als auch dynamische Aspekte (Verhalten) einer Softwarekomponente. Die Struktur 
wird durch eine IDL-ähnliche Syntax beschrieben. Das Verhalten wird durch einen so genann-
ten Polyadic p-Calculus beschrieben [TeRi00, S. 76ff.]. CDL unterstützt keine Beschreibung 
von Vererbungsbeziehungen, weil die Autoren die Auffassung vertreten, dass Vererbung keine 
wichtige Rolle im Bereich komponentenbasierter Softwareentwicklung spielt [TeRi00, S. 82]. 
CDL ist eine Erweiterung der von Ritter in [Rit00] vorgeschlagenen Simple Component 
Description Language (SCDL). 
Büchi und Weck teilen Spezifikationssprachen in vier Gebiete ein [BüWe97, S. 7]: 
- Spezifikation durch Prä- und Post-Bedingungen 
- Algebraische Spezifikationen 
- Abstrakte Ausdrücke 
- Invarianten und temporale Eigenschaften 
Die Autoren halten alle bestehenden Spezifikationssprachen für ungeeignet zur Komponenten-
beschreibung und schlagen daher vor, eine bestehende Programmiersprache wie Component 
Pascal hinsichtlich semantischer Beschreibungsmöglichkeiten zu erweitern [BüWe97, S. 9]. 
Die Ausgestaltung der Integration aller vorgenannten Beschreibungssprachen ist nicht Ge-
genstand dieser Arbeit. 
5.5 Suchanfragen 
Nachdem im vorherigen Kapitel erläutert wurde, auf welchen Wegen Dienstbeschreibungen im 
UComT-Modell realisiert werden können, stellt sich nunmehr die Frage nach der Realisierbar-
keit unterschiedlicher Suchsprachen, mit denen eine Suche über Dienstbeschreibungen möglich 
ist. In Ermangelung einer passenden Suchsprache kann dabei im weiteren Sinne auch eine 
Dienstbeschreibungssprache verwendet werden, die eingesetzt wird, um einen gewünschten 
                                                 
54 Im Standard [OMG00a, S. 1.9] wird die Sprache Standard Constraint Language (SCL) genannt. 
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Dienst zu beschreiben. Der Trader versucht im vorgenannten Fall, durch Matching eine mög-
lichst passende Beschreibung in den gespeicherten Komponenten zu finden. 
5.5.1 Integration von Suchanfragen in ImportDocuments 
Mehrere Suchanfragen in einem ImportDocument können dazu dienen, eine gesuchte Kom-
ponente auf verschiedene Weisen zu spezifizieren oder aber mehrere verschiedene Kompo-
nenten gleichzeitig zu finden. Ein ImportDocument (siehe Abbildung 5.9) besitzt eine Sektion 
<Queries>, in der eine oder mehrere Suchanfragen formuliert sind. Jede einzelne Suchanfrage 
in einem ImportDocument soll durch ein XML-Element repräsentiert werden, wobei das 
XML-Element ein XML-Fragment oder einen beliebig anders strukturierten Text enthalten 
darf. Alle XML-Elemente, die Suchanfragen darstellen (alias Suchelemente), müssen dem 
XML-Namensraum http://www.ucomt .net/Search entstammen. In den folgenden Doku-
menten wird als abkürzender Alias für diesen Namensraum immer das Präfix Search: verwen-
det. Ein ImportDocument kann aus beliebig vielen einzelnen Suchelementen bestehen, wobei 














Abbildung 5.9: Schematischer Aufbau eines ImportDocument am Beispiel von vier Suchelementen 
(s1..4) in zwei verschiedenen Suchsprachen ssp1 und ssp2 
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Das Regelwerk hinsichtlich der Beschreibungselemente (vgl. Kapitel 5.4.1) kann auch auf 
Suchelemente übertragen werden: Jedes Suchelement ist in genau einer Suchsprache verfasst. 
In einem ImportDocument können in verschiedenen Suchelementen unterschiedliche Such-
sprachen verwendet werden; eine einzelne Suchsprache kann auch mehrfach vorkommen. 
Zur Abbildung des Suchziels (insbesondere der Festlgung, ob nur genau eine oder alle relevan-
ten Komponenten geliefert werden sollen) ist eine Verknüpfung der verschiedenen Suchele-
mente notwendig. Wünschenswert wären sicherlich komplexe logische Ausdrücke, die in die 
Trader-Direktive integriert werden könnten. Ein einfacheres Instrument jedoch, das in vielen 
Fällen ausreichend ist, ist die Definition einer Unterscheidung in Pflicht-Suchelemente (Manda-
tory) und optionale Suchelemente (Optional). 
Definition: Pflicht-Suchelement 
Ein Pflicht-Suchelement bedeutet, dass ein Komponentenangebot nur dann in der Er-
gebnismenge vorkommen darf, wenn die in diesem Element definierte Suchanfrage zu-
trifft. 
Definition: Optionales Suchelement 
Ein optimales Suchelement bedeutet, dass ein Komponentenangebot auch dann in der 
Ergebnismenge vorkommen darf, wenn die in diesem Element definierte Suchanfrage 
zwar nicht zutrifft, dafür aber mindestens eine andere Suchanfrage. 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<Import> 
<Queries> 
  <SQL Scope="Component" Mode="mandatory"> 
... 
  </SQL> 
  <SRDL Scope="Class,Interface" Mode="optional"> 
... 
  </SRDL> 
  <SRDL Scope="*" Mode="optional"> 
... 
  </SRDL> 
 </Queries> 
 <!--- --> 
  <TraderDirectives> 
 </TraderDirectives> 
</Import> 
Listing 5.16: Grundstruktur eines ImportDocument 
Durch das XML-Attribut Mode (Mode = "Optional|Mandatory"55) werden gemäß obiger 
Definition Pflicht-Elemente und optionale Elemente unterschieden. Im Gegensatz zu den 
Dienstbeschreibungen in einem ExportDocument ist bei den Suchanfragen eine lineare Liste 
hinreichend, sofern der Bezug zu einem bestimmten Komponentenbaustein hergestellt wird. 
Das XML-Attribut Scope (Scope="*, Component, Class, Interface, Method, Property, 
Event, Object, Componentinstance") dient dazu festzulegen, welches Strukturelement einer 
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Softwarekomponente gesucht wird. Aus der Menge der Bausteine sind gleichzeitig mehrere 
Werte möglich, da es sinnvoll ist, bei der Suche nach einer bestimmten Funktionalität unter-
schiedliche Formen von Komponentendiensten zu berücksichtigen. Um keine Beschränkung 
auf ein bestimmtes Strukturelement anzugeben, bietet sich ein Stern (*) als Wert für Scope 
an56. 
5.5.2 Suche über Diensttypen 
Typnamen sollen der Auffindbarkeit von Komponentendiensten dienen, das bedeutet, dass 
eine Suchfunktion über Typnamen definiert werden muss. Der einfachste Fall ist die Suche 
nach exakten Typnamen, d.h. nur solche Typen werden gefunden, die exakt dem Namen des 
angeforderten Typs entsprechen. Analog zur Diensttyp-Dienstbeschreibung können die Ele-
mente <ServiceTypes> und <ServiceType> verwendet werden. Sinnvoll ist es, mittels des 
Attributes Type="All|One"'57 einen Schalter zu setzen, ob alle angegebenen Diensttypen 
durch das Komponentenangebot erfüllt werden müssen oder ob es reicht, wenn einer der an-
gegebenen Diensttypen gefunden wird. 
<?xml version="1.0" encoding="ISO-8859-1" ?> 
<!-- Beispiel für eine Komponentensuche für UComT --> 
<!-- Autor: Holger Schwichtenberg --> 
<!-- manuell erstellt 1.5.2003 --> 
<Import> 
 <Queries> 
   <Search:ServiceTypes Mode="mandatory" Type="All"> 
      <ServiceType>de.Bank.Bankleitzahlen</ServiceType> 
      <ServiceType>com.Bank.Bankleitzahlen</ServiceType> 
   </Search:ServiceTypes> 
  </Queries> 
 <!--- Import Directives --> 




Listing 5.17: Suche nach Diensttypen (Beispiel) 
Die Dienstbeschreibung allein auf Basis eines exakten Typnamens wird bei Müller-Jones, 
Merz und Lamersdorf [MML95, S. 483ff.] nicht berücksichtigt. In der dortigen Auflistung von 
Dienstbeschreibungsformen wird vielmehr davon ausgegangen, dass die Typnamen auch im-
mer in einer Subhierarchie angeordnet werden, die eine Ähnlichkeit von Typen abbildet. Ein 
Dienst s2, der ein Untertyp von s1 ist, weil s2 gegenüber s1 eine zusätzliche Funktion anbietet, 
kann bei Verwendung einer Typhierarchie anstelle von Dienst s1 verwendet werden. Somit 
kann bei der Suche nach einem Dienst s1 auch jeder in der Typhierarchie unter s1 stehende 
Dienst als Suchergebnis geliefert werden. Müller-Jones, Merz und Lamersdorf nennen die 
Suche über Typhierarchien Name Based Subtyping [MML95, S. 483f.]. 
                                                                                                                                               
55  Als Standardwert sei hier "Optional" vorgesehen. 
56  Es ist sinnvoll, den Stern als Standard anzunehmen, wenn das Attribut Scope fehlt. 
 
57  Als Voreinstellung, wenn kein Type-Attribut vorhanden ist, soll "All" definiert werden. 
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Eine Typhierarchie kann auf Basis der hierarchischen Typnamen des UComT-Modells (vgl. 
Kapitel 5.4.3) einfach erzeugt werden. In der Suchfunktion kann ein Client durch den Einsatz 
eines * als Platzhalter seine Bereitschaft zum Empfang von Untertypen signalisieren (z.B. 
<ServiceType Scope="Method">de.Bank.Bankleitzahlen.* </Service 
Type>). 
5.5.3 Standard Constraint Language (SCL) 
Zur Suche über Diensteigenschaften und Dienstangebotseigenschaften wird im ODP- und 
COS-Trading die Standard Constraint Language (SCL)58 eingesetzt [Bea97, S. 13] 
[OMG00a, S. 9ff.], die sowohl Operationen für Bedingungen als auch Auswahlfunktionen wie 
min, max, random, first definiert. Die bei der OMG standardisierte SCL 
[OMG00a, S. B1ff.] kann auch im Rahmen des UComT-Modells eingesetzt werden, um Su-
chen über Dienstbeschreibungen des Typs Name-Value-Pair <NVP> zu definieren. Ein Prob-
lem besteht in der Einbettung der SCL-Bedingungen in die durch das UComT-Modell vorge-
gebenen XML-Datenstrukturen. Die Abbildung der Suche über eine XML-Datenstruktur 
könnte so realisiert werden, dass jeder Operand und jeder Operator einzeln in ein XML-
Element verpackt werden. Dies würde allerdings zu umfangreichen und schlecht überschauba-
ren Ausdrücken führen. Aus pragmatischen Gründen ist daher die Ablage eines kompletten 
Ausdrucks als Inhalt eines einzigen XML-Elements vorzuziehen. 
<Search:SCL Scope="*" Mode="Mandatory"> 
 <!-- Suche nach Wert --> 
 <Rule>Plattform.ComponentModel = CLI</Rule> 
 <!-- Element muss existieren --> 
 <Rule>MobileComponent.CLI</Rule> 
</Search:SCL> 
Listing 5.18: SCL-Beispiel für die Suche über eine NVP-Dienstbeschreibung 
5.5.4 XML Query (XQuery) 
XML Query (XQuery) ist eine Abfragesprache für XML-Dokumente, die aktuell ein Working 
Draft des World Wide Web Consortium ist [BFFRS03]. Es ist zu erwarten, dass XQuery 
eine ähnliche Bedeutung für XML-Daten bekommen wird wie SQL für relationale Datenban-
ken. Da im UComT-Modell XML nicht nur für die Grundstruktur von Trader-Dokumenten, 
sondern auch in vielen Dienstbeschreibungssprachen als Format verwendet wird, bietet sich 
der Einsatz von XQuery als Suchsprache nach passenden Komponentenangeboten im Rah-
men des Imports an. 
Zentrale Syntaxelemente in XQuery sind for, let, where, order by und return (abgekürzt 
FLWOR). Ergebnis eines FLWOR-Ausdrucks ist ein XML-Fragment oder ein Leerstring in 
                                                 
58  Die SCL wird zum Teil auch als OMG Constraint Language (OCL) bezeichnet [OMG00a, S. B-1]. 
162 Architekturmodell für das Universal Component Trading   
 
 
Abhängigkeit davon, ob ein entsprechend dem for- und where-Ausdruck bezeichnetes Ele-
ment existiert [BFFRS03, Kap. 3.8]. Mit return kann der Inhalt des Ergebnisfragments defi-
niert werden. Im Rahmen der Entscheidung, ob ein Komponentenangebot auf eine Suchanfra-
ge passt, ist der Einsatz von for und where ausreichend. Die Funktionalität von return kann 
genutzt werden, um nur Teile der OfferDocuments der ausgewählten Komponentenangebote 
an den Importer zu übermitteln. 
 <Search:XQuery Scope="*" Mode="Mandatory"> 
  <![CDATA[ 
   <results type="test" bool="true"> 
   {    for $p in document('Offer')//EingabeFormate 
       where $p/Format = 'ASCII' 
       And $p/Format = 'HTML' 
       return 
    <patient type="Baum" art="Nadel"> 
     <Text Anzahl="p/Format"> 
     { for $s in document('Offer')//UnterstuetzteSprachen 
       where $s/Sprache/text() = 'DE-DE' 
       And $s/Sprache/text() = 'DE-AT' 
       And $s/Sprache/text() = 'DE-LI' 
       And $s/Sprache/text() = 'DE-CH' 
       return 
       <test> 
         { $s/Sprache/text() } 
        { for $u in document('Offer')//WoerterProMinute  
          WHERE $u > '150' 
           return 
              <woerter type="schreiben"> 
              { $u } 
             </woerter> }     
       </test> } 
       </Text> 
    </patient> } 
   </results> 
 ]]> 
</Search:XQuery> 
Listing 5.19: XQuery-Beispiel für die Suche über eine NVP-Dienstbeschreibung 
5.5.5 Service Request Description Language (SRDL) 
Popien und Meyer stellen in [PoMe95] eine Sprache zur Definition von Suchanfragen an 
ODP-Trader vor, die die Suche über Diensttypen und Diensteigenschaften vereint. Die Servi-
ce Request Description Language (SRDL) kann als eine Mischung zwischen SQL und 
IF…THEN-Bedingungen angesehen werden. Sie definiert als zentrale Schlüsselwörter 
SEARCH und SELECT. Im Unterschied zu SEARCH liefert SELECT nicht alle passenden 
Suchergebnisse, sondern ermittelt über eine Optimierungsfunktion das beste Suchergebnis 
[PoMe95, S. 5]. Aufgrund der Komplexität der Sprache bietet es sich nicht an, die Sprache 
syntaktisch in XML-Elemente aufzuspalten. Daher soll die Sprache in ein einzelnes XML-
Element eingepackt werden. Aufgrund der Verwendung der Zeichen > und < als Operatoren 
ist eine zusätzliche Verpackung in eine CDATA-Sektion notwendig. 
 <Search:SRDL Scope="*" Mode="Mandatory"> 
  <![CDATA[ 
  SEARCH biz.officeapps.documentchecker WITH WoerterProMinute > 100 and EingabeFormate = 
"HTML" and  
  UnterstuetzteSprachen like "DE*" 
  ]]> 
 </Search:SRDL> 
Listing 5.20: SRDL-Beispiel 
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5.5.6 Suche über IDL-Beschreibungen 
Eine dedizierte Suchsprache für die Interface Definition Language (IDL) existiert nicht. Neben 
der Möglichkeit, eine eigene Suchsprache zu definieren, kommt die bereits eingangs des Kapi-
tels 5.5 diskutierte Möglichkeit in Betracht, Beschreibungssprachen auch als Suchelemente 
einzusetzen und durch einen selbst zu entwickelnden Matching-Algorithmus nach möglichst 
übereinstimmenden Beschreibungen zu suchen. Die Suche über Beschreibungselemente des 
Typs Interface Definition Language (IDL) (<Desc:IDL>) auf Basis eines einfachen Zei-
chenkettenvergleichs liefert nur Ergebnisse, wenn Namen und/oder Datentypen exakt stimmen. 
Daher muss alternativ die Möglichkeit bestehen, das Signature Matching [Mo-
Wi95, S. 146ff.] einzusetzen. 
Als Signatur einer Funktion werden die Menge der Eingabe- und Ausgabeparameter einer 
Funktion sowie deren Typen bezeichnet. Moormann und Wing bezeichnen als Signature 
Matching die Prüfung der Übereinstimmung einer Such-Signatur mit einer gegebenen Signatur 
[MoWi95, S. 147]. Die Autorinnen unterscheiden zwischen Function Matching für einzelne 
Funktionen [MoWi95, S. 149ff.] und Module Matching zum Vergleichen von 
Funktionsmengen wie z.B. Funktionsbibliotheken oder Klassen [MoWi95, S. 156]. Sie 
unterscheiden ferner zwischen einem strict match [MoWi95, S. 150f.], bei dem eine exakte 
Übereinstimmung von Anzahl, Typen und Reihenfolge der Parameter (im Fall von Function 
Matching) bzw. Funktionen (im Fall von Module Matching) gegeben sein muss, und einem 
relaxed match [MoWi95, S. 151ff.], bei dem einzelne Abweichungen (z.B. Reihenfolge, 
weggelassene/hinzugekommene Parameter/Funktionen) toleriert werden. Als Anwendungs-
gebiete für das Signature Matching nennen die Autorinnen die Wiederverwendbarkeit von 
Funktionen durch Suche während der Softwareentwicklung, Analyse der Struktur einer 
Funktionsmenge, Erkundung einer Funktionsmenge, Filterung sowie Indizierung von 
Funktionsmengen [MoWi95, S. 161ff.]. Popien bezeichnet als Interface Matching den 
Vorgang, bei dem geprüft wird, ob eine angeforderte Schnittstelle einer angebotenen 
Schnittstelle entspricht [Pop95, S. 39f.]. 
Grundsätzlich ist es aber auch abseits einer Typhierarchie möglich, dass Typen eine Subtyp-
Beziehung bilden, also austauschbar sind. Müller-Jones, Merz und Lamersdorf stellen fest, 
dass Typbeschreibungen auf Basis von Strukturdaten – auch ohne Typhierarchie – eine auto-
matische Feststellung von Typ-Kompatibilität ermöglichen. Sie nennen das Suchverfahren 
Structural Subtyping [MML95, S. 483f.]. Griffel definiert die Subtypbeziehung so: "Ein 
Komponententyp K2 ist genau dann ein Subtyp eines anderen Komponententyps K1, wenn für 
jede Verwendung einer Komponente vom Typ K1 auch eine Komponente vom Typ K2 einge-
setzt werden kann. Liegen zwei Schnittstellenspezifikationen S1 und S2 vor, definiert S2 genau 
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dann einen Subtyp des von S1 festgelegten Komponententyps, wenn für jede Methode von S1 
mit den Parametertypen p1, p2,…, pn und dem Rückgabetyp r eine Methode von S2 mit den 
Parametertypen q1, q2,…, qn und dem Rückgabetyp t existiert, sodass für alle i gilt: Pi ist ein 
Subtyp von qi (Kontravarianz) und t ist ein Subtyp von r (Kovarianz)." [Gri98, S. 67] 
Auf der Basis der Definition von Griffel kann zur Suche über IDL-Beschreibungen im U-
ComT-Modell ein IDL-basiertes Signature Matching definiert werden (vgl. Listing 5.21). 
Gemäß Moorman und Wing [MoWi95, S. 151 u. 156] soll zwischen Strict Matching und 
Relaxed Matching (Type="Strict|Relaxed") unterschieden werden. Sinnvoll ist es ferner, 
beim IDL-Matching zwischen einem Modus zu unterscheiden, bei dem die Namen relevant 
oder nicht relevant sind (NamesRelevant="True|False"). 
<Search:IDL Technicallevel="5" Businesslevel="1" Type="Strict" NamesRelevant="False" 
Scope="Method" Mode="Mandatory"> 
 CoClass Bankleitzahlen { 
  boolean Check ( [in] long BLZ ); 
  string GetName ( [in] long BLZ ); 
  long GetBLZ ( [in] string Bankname, [in] string Ort );    
 };  
 </Search:IDL> 
Listing 5.21: IDL-Suche (Beispiel) 
5.5.7 Suche über natürlichsprachliche Texte 
Die Suche über natürlichsprachliche Texte kann durch zwei unterschiedliche Mechanismen 
realisiert werden. Ein einfaches Suchinstrument ist die Schlüsselwortsuche, bei der ein Treffer 
erzielt wird, wenn alle (oder alternativ einige) der Suchwörter in den Beschreibungen des 
Komponentenangebots gefunden werden. Mit Type="All|One" kann unterschieden werden, 
ob alle oder nur einige der Schlüsselwörter gefunden werden müssen. Im Fall von Ty-
pe="One" kann bei der Ermittlung der Relevanz eines Komponentenangebots berücksichtigt 
werden, wie viele der Suchwörter gefunden wurden. 
<Search:Keywords Scope="*" Mode="Mandatory" Type="Any"> 
   <Keyword>Bankleitzahl</Keyword> 
   <Keyword>Prüfung</Keyword> 
 </Search:Keywords> 
Listing 5.22: Schlüsselwortsuche (Beispiel) 
Komplexere Suchausdrücke mit Teilwortsuchen und logischen Verknüpfungen können mit 
Hilfe von regulären Ausdrücken (RA) [AhUl96, S. 740ff.] formuliert werden. Dazu kann 
<RA> als Suchsprache definiert werden. 
<Search:RA Scope="*" Mode="Optional" Type="Any"> 
Bank.*Prüfung|Prüfung.*Bank 
</Search:RA> 
Listing 5.23: Suche mit regulären Ausdrücken (Beispiel) 
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5.5.8 Suche über Komponentenkategorien  
Die Suche über die Dienstbeschreibungsform Kategorisierung (XML-Element 
<Desc:Category>) ist analog zur Suche über Diensttypen zu sehen und kann daher genauso 
behandelt werden, einschließlich der Verwendung von Type="All|One" und dem Stern als 
Platzhalter. 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Template xmlns:Search="http://www.ucomt.net/Search" Name="Catalogue"> 
 <Search:Catalogue Mode="Mandatory" Scope="*" Type="All"> 
  <Taxonomy Name="ntis-gov:sic:1987"> 
   <Category ID="*" Name="/Banking institutions/*"/> 
   <Category ID="84121901" Name="/Mortgage banking/Housing finance"/> 
  </Taxonomy> 
 </Search:Catalogue> 
</Template> 
Listing 5.24: Suchanweisung über den Trader-Katalog (Beispiel) 
5.5.9 Suche über Ontologien 
Bezüglich der Formulierung der Suche über Ontologien können zwei Vorgehensweisen identi-
fiziert werden: 
- Der Suchende beschreibt per Ontologie eine Instanz, die seinen Anforderungen ent-
spricht. Der Trader ermittelt durch Matching mit im Trader gespeicherten Komponen-
ten eine passende Instanz.  
- Der Suchende verwendet eine ontologiebasierte Suchsprache wie z.B. die DAML 
Query Language (DQL) [FHH02], die RDF Query Language (RQL) [FORTH] oder 
RDF-Query [MaSu98] bzw. eine XML-basierte Suchsprache wie XQuery 
[BFFRS03]. 
In beiden Fällen ist Voraussetzung, dass Importer und Exporter ein gemeinsames Vokabular 
verwenden. 
Das folgende Beispiel zeigt eine Suchanfrage mit der Beschreibung einer Wunsch-Instanz in 
DAML+OIL zur Suche über Beschreibungselemente in der gleichen Sprache. Gesucht wer-
den dabei Instanzen der Klasse Pruefung aus dem Vokabular http://www. 
ucomt.net/Ontology/DAML_OIL/UComT.Basisontologie.daml, die als Eigenschaft Ausga-
betyp den Wert bool besitzen. Durch das Attribut SuperClassScope wird festgelegt, wie weit 
im Ontologiebaum nach oben gesucht werden soll, d.h. inwiefern Generalisierungen Berück-
sichtigung finden sollen. Die Suche in Spezialisierungen ist dagegen immer sinnvoll. Zum Bei-
spiel ist in der Begriffshierarchie FinanzdienstleistungseinrichtungàBankàSparkasse bei 
der Suche nach Bank eine Sparkasse eine sinnvolle Antwort, während eine Finanzdienstleis-
tungseinrichtung nicht notwendigerweise eine gewünschte Antwort ist. 
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<Search:DAML_OIL SuperClassScope="0" TechnicalLevel="1" BusinessLevel="5"  
  MustUnderstand="True"> 
  <rdf:RDF xmlns:xsd="http://www.w3.org/2000/10/XMLSchema#" 
     xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
     xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
     xmlns:daml="http://www.daml.org/2001/03/daml+oil#" 
xmlns:UComT="http://www.ucomt.net/Ontology/DAML_OIL/UComT.Basisontologie.daml#" 
xmlns="http://www.ucomt.net/Ontology/DAML_OIL/ServiceInstance#"> 
    <daml:Ontology rdf:ID="ServiceInstance"> 
     <daml:imports rdf:resource="http://www.ucomt.net/Ontology/DAML_OIL/ 
      UComT.Basisontologie.daml"/> 
    </daml:Ontology> 
    <!-- Import Beispiel Pruefung--> 
    <UComT:Pruefung rdf:ID="mi_test_1">  
<UComT:Ausgabedatentyp rdf:resource="http://www.ucomt.net/Ontology/DAML_OIL/ 
UComT.Basisontologie.daml#i_boolean"/>       
    >/UComT:Pruefung> 
  </rdf:RDF> 
</Search:DAML_OIL> 
Listing 5.25: Suche durch Beschreibung einer DAML+OIL-Instanz 
5.5.10 Suche über Angebotsnummern 
Eine einfache, aber notwendige Suche ist die Suche nach der eindeutigen Angebotsnummer, 
die der Trader-Server für jedes Komponentenangebot vergibt. Die Suche über die Angebots-
nummer benötigen zum Beispiel Exporter, um Modifikationen an bestehenden Komponenten-
angeboten durchzuführen oder Komponentenangebote zurückzuziehen. Auch Importer können 
diese Suchform nutzen, um aktuelle Details zu ihnen bekannten Komponentenangeboten zu 
beziehen. Dabei ist die Auflistung mehrerer Angebotsnummern im Sinne einer Oder-
Verknüpfung zu sehen, da eine Und-Verknüpfung keinen Sinn ergibt für Identifikationsnum-
mern, die für jedes Angebot eindeutig sind. Die Angabe eines Sterns anstelle einer Zahl soll auf 
alle OfferIDs passen, sodass eine einfache Möglichkeit besteht, alle Angebote des Traders zu 
selektieren.  
<Search:OfferIDs Mode="Mandatory" Scope="*" MustUnderstand="True"> 
   <OfferID>1</OfferID> 
   <OfferID>5</OfferID> 
</Search:OfferIDs> 
Listing 5.26: Suche über die Angebotsnummern (Beispiel) 
Zu dieser Suchsprache gibt es keine passende Beschreibungssprache, weil die OfferID vom 
Trader vergeben wird und nicht vom Exporter vorgegeben werden darf. 
5.5.11 Suche über frühere Suchergebnisse 
Gemäß Kapitel 4.6.5 soll der UCom-Trader die iterative Verfeinerung von Suchen erlauben, 
wie sie auch von Kovács [Kov96, S. 5] sowie von Puder, Gudermann und Markwitz 
[PMG95] [PGM95] vorgeschlagen wird. Daraus folgt, dass der Importer bei einem Import 
Bezug auf frühere Suchergebnisse nehmen können muss. Ein solcher Bezug kann in Form eines 
Suchelements formuliert werden, in dem der Importer die vom Trader-Server vergebenen 
eindeutigen Suchnummern früherer Suchanfragen festlegen kann. Im Gegensatz zur Suche nach 




Und- und Oder-Verknüpfung sinnvoll, da ein Importer sowohl die Schnittmenge mehrerer 
früherer Suchanfragen (Und-Verknüpfung, Type="All" ) als auch die Vereinigungsmenge 
mehrerer früherer Suchanfragen (Oder-Verknüpfung, Type="One") als Grundlage heranzie-
hen können sollte. 
<Search:ImportIDs Mode="Mandatory" Scope="*" MustUnderstand="True" Type="All"> 
  <ImportID>{4A933703-E36F-11D0-9B99-00C04FC2F51D}</ImportID> 
  <ImportID>{C46C1BC3-3C52-11D0-9200-848C1D000000}</ImportID> 
</Search:ImportIDs> 
Listing 5.27: Suche über die Suchnummern (Beispiel)  
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6 Architektur des UComT-Servers 
Das vorliegende Kapitel beschreibt die Architektur des UCom-Trader-Servers (kurz: UCom-
Trader oder Trader-Server). Um die zahlreichen Anforderungen, insbesondere hinsichtlich der 
Integration unterschiedlicher Komponentenmodelle, Beschreibungs- und Suchsprachen zu 
erfüllen, ist für den Trader-Server eine modulare Architektur mit dynamischer Erweiterbarkeit 
zur Laufzeit zwingend erforderlich.  
Die in den Anforderungen an den UCom-Trader in zahlreichen Bereichen geforderte Erwei-
terbarkeit verlangt eine Modularisierung59 des Traders einschließlich der Möglichkeit, Imple-
mentierungen zur Laufzeit hinzuzufügen. Neben dem bausteinartigen Trader-Kern sind daher 
Erweiterungsmodule vorgesehen, die an definierten Stellen in die Prozesskette des Traders 
eingreifen. An welchen Stellen ein Modul in die Prozesskette eingreift, wird allgemein vom 
Trader – in Abhängigkeit vom Modultyp – und im Speziellen durch das Modul festgelegt. Im 
Gegensatz zu den Kernbausteinen sind die Erweiterungsmodule dynamisch, d.h. zur Laufzeit 
austauschbar.  
6.1 Trader-Kern 
Im Zentrum der Architektur steht der Trader-Kern, der die Basisfunktionen enthält und eine 
Reihe von Kernbausteinen umfasst. Die Kernbausteine sind statisch in dem Sinne, dass sie 
nicht zur Laufzeit austauschbar sind.  
Bearman et al. schlagen in [BDRV97] vor, in Verbesserung des monolithischen ODP-Traders 
einen Trader objektorientiert zu implementieren. Dieser Vorschlag soll erweitert werden, in-
dem ein komponentenbasiertes Design für den UCom-Trader gewählt wird. Hinsichtlich der 
softwaretechnischen Umsetzung bietet sich eine komponentenbasierte Implementierung an, da 
Komponentenmodelle wohldefinierte Schnittstellen als auch austauschbare Bausteine bieten. 
Das komponentenbasierte Design impliziert auch, dass der Trader-Kern selbst nicht monolit-
hisch aufgebaut ist, sondern aus einzelnen, austauschbaren Bausteinen bestehen soll.  
                                                 
59 Kovács schlägt in [Kov96] die Erweiterbarkeit von Tradern durch mobile Agenten vor. Der von einem 
Importer ausgesendete Agent soll in der Lage sein, innerhalb des Traders die Rolle eines Importers 
einzunehmen oder über Ereignisbehandlungsroutinen und Callback-Funktionen direkt in den Trader-
Prozess einzugreifen [Kov96, S. 6f.]. Als Zielsetzung des Einsatzes von Agententechnologie definiert 
[Kov96, S. 6] die einfache Erweiterbarkeit eines Traders ohne die Notwendigkeit eines neuen Standar-
disierungsprozesses für den ODP-Trader. Auf S. 9 muss Kovács aber eingestehen, dass die Integrati-
on der Agententechnologie auch eine Erweiterung des Traders verlangt. Ein Teil dieser Funktionalität 
ist bereits durch die oben dargestellten Ideen zur Erweiterbarkeit abgedeckt. Die Integration eines mo-
bilen Agenten im engeren Sinne ist aufgrund der hohen Komplexität zunächst nicht geplant.  
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Bei den Trader-Bausteinen muss zwischen Fassaden60 (mit aufrufbaren SOAP-Schnittstellen), 
aktiven Bausteinen (die als aktive Dienste auf dem Trader laufen, d.h. in regelmäßigen Inter-
vallen selbstständig ohne Aufruf von außen aktiv werden) und passiven Bausteinen (die kei-
ner der vorgenannten Gruppen zugeordnet werden können, weil sie nur Hilfsfunktionen erbrin-
gen) unterschieden werden. Die daraus resultierende Architektur ist in Abbildung 6.1 darge-















































Abbildung 6.1: Grobarchitektur des Trader-Servers (UML-Implementierungsdiagramm) 
Als konkrete Kernbausteine sind zu identifizieren: 
- Ein Exporter-Manager dient der Kommunikation mit den Exportern. Er nimmt Re-
gistrierungen, Registrierungsänderungen, Löschungen und Änderungen dynamischer 
Attribute von Exportern entgegen. 
- Aufgabe des Importer-Managers  ist die Kommunikation mit den Importern, ins-
besondere die Entgegennahme und die Beantwortung von Suchanfragen.  
- Der Module-Manager dient der Verwaltung von Erweiterungsmodulen. Aufgaben 
sind die Installation, Konfiguration und Deinstallation von Modulen. 
- Der Matching-Manager führt das Matching zwischen einem Import und den gespei-
cherten Komponentenangeboten aus. 
- Mit Hilfe des Converter-Managers  ist es möglich, eine Dienstbeschreibung in einer 
Dienstbeschreibungssprache in eine andere Dienstbeschreibungssprache bzw. eine 
Suchsprache in eine andere Suchsprache zu überführen.  
                                                 
60  Das Façade-Pattern ist bei der so genannten "Gang of Four" beschrieben, siehe [GHJV95, S. 185ff.]. 
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- Der Schema-Manager verwaltet XML-Schemata und führt die Überprüfung von 
XML-Dokumenten oder -Fragmenten aus. 
- Der Access-Manager verarbeitet Anforderungen von Importern zum Aufruf von 
Komponentendiensten.  
- Der Dynamic-Element-Manager ermittelt dynamische Eigenschaften von einer Kom-
ponente und verarbeitet von außen an den Trader herangetragene Element-
Aktualisierungen.  
- Der Evaluation-Manager realisiert die Lernfähigkeit des Traders, indem er Bewer-
tungen der angebotenen Komponenten erstellt. Er kann Daten von einem Importer o-
der dem System-Management-Manager anfordern. 
- Der System-Management-Manager dient dem Zugriff auf Systemmanagement-
Schnittstellen wie SNMP und WBEM, mit denen Dienste beobachtet werden können. 
- Der Client-Manager verwaltet Informationen über Importer, Exporter und verlinkte 
Trader.  
- Der Locator-Manager ist ein Dienst, der selbstständig ein Netzwerk nach geeigneten 
Komponenten absucht.  
- Der Validation-Manager prüft periodisch und bei Bedarf die Verfügbarkeit registrier-
ter Komponenten. 
- Der Billing-Manager rechnet Dienstleistungen mit Importern und Exportern auf Basis 
der hinterlegten Abrechnungskonfiguration und der gespeicherten Abrechnungsdaten 
ab.  
- Der Security-Manager setzt die Einhaltung der Zugangsbeschränkungen zum Trader 
und den angebotenen Komponenten durch. 
- Der Standing-Order-Manager ist ein Dienst, der Daueraufträge regelmäßig bear-
beitet und die Suchergebnisse an die Importer sendet. 
- Das Interworking zu anderen Tradern fällt in die Zuständigkeit des Link-Managers . 
- Der Administration-Manager stellt eine Schnittstelle für den UComT-Administration-
Client zur Verwaltung des Traders zur Verfügung. 
- Aufgabe des Protocol-Managers  ist die Protokollierung der Aktivitäten des Traders 
gemäß den Vorgaben des Trader-Administrators. Der Protocol-Manager speichert die 
Protokolldaten bzw. löscht sie dort nach vorgegebenen Verfallszeiten. 
Die folgende Tabelle fasst zusammen, welche Bausteine des Trader-Kerns aktive Bausteine 
sind und welche Bausteine Schnittstellen nach außen zu den Trader-Clients bieten (Fassaden). 
Zur Vereinfachung der Kommunikationsabläufe zwischen den Clients und dem Server muss 
die Anzahl der Fassaden minimiert werden [GHJV95, S. 187]. Daher wird für Importer mit 
dem Importer-Manager und für Exporter mit dem Exporter-Manager jeweils ein zentraler 
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Kommunikationsbaustein definiert. Andere Bausteine wie der Access-Manager und der Dy-
namic-Element-Manager, die ebenfalls Leistungen für Clients erbringen, werden als passive 
Bausteine bei Bedarf vom Importer- bzw. Exporter-Manager aufgerufen. 
Name des Kernbausteins Fassade Aktiver Baustein 
Access-Manager    
Administration-Manager X X 
Billing-Manager   
Client-Manager   
Dynamic-Element-Manager   X 
Evaluation-Manager    
Exporter-Manager  X  
Importer-Manager X  
Link-Manager   
Locator-Manager   X 
Matching-Manager    
Module-Manager    
Protocol-Manager  X 
Schema-Manager   
Security-Manager    
Standing-Order-Manager   X 
System-Management-Manager    
Validation-Manager   X 
Tabelle 6.1: Überblick über die UCom-Trader-Module 
6.2 Erweiterungsmodule 
Der Funktionsumfang des Trader-Kerns ist fest definiert; die Erweiterungsmodule sind dage-
gen abhängig von einer konkreten Implementierung und Anwendung des Traders. Der Trader-
Kern erfüllt dabei lediglich allgemeine Basisfunktionen z.B. Import, Export und Matching. Alle 
Funktionen im Hinblick auf Komponentenmodelle, Beschreibungssprachen oder Suchsprachen 
müssen in spezifischen, abgegrenzten Erweiterungsmodulen implementiert werden. 
6.2.1 Abstrakte Basistypen 
An ein Erweiterungsmodul (im Folgenden auch kurz Modul) bestehen hohe Anforderungen 
hinsichtlich der Integration in den Trader, da Module an einem beliebigen Punkt in die Pro-
zesskette des Traders eingreifen können sollen. Hinsichtlich der Art der Integration von Modu-
len in die Prozesskette des Traders sind drei Mechanismen zu unterscheiden: 
1. Module können durch das Auftreten bestimmter XML-Elemente in einem Trader-
Dokument aufgerufen werden. Dabei kann das Modul nicht nur die XML-Elemente 
definieren, für die es sich "verantwortlich fühlt", sondern auch, bei welchen Vorgängen 
es aufgerufen werden soll. 
2. Um einen Eingriff in die Prozesskette des Traders auch unabhängig von Trader-
Dokumenten zu ermöglichen, müssen im Trading-Prozess Eingriffspunkte definiert 
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werden. Diese können in Form von Ereignissen deklariert werden, auf die sich ein 
Modul registrieren kann. 
3. Spezialisierte Module können durch einen expliziten Aufruf des Traders an bestimmten 
Punkten im Verarbeitungsprozess aufgerufen werden. 
Auf Basis der drei vorgenannten Mechanismen können drei abstrakte Basistypen von Modu-
len definiert werden, die im Folgenden näher zu diskutieren sind: Element-gebundene Modu-
le, Ereignis-gebundene Module und aufrufbare Module. Die abstrakten Basistypen schlie-
ßen sich nicht gegenseitig aus; ein konkreter Modultyp kann zu mehr als einem Basistyp gehö-
ren. 
Element-gebundene Module 
Zum Basistyp der Element-gebundenen Module sollen alle Modultypen zusammengefasst 
werden, die an ein oder mehrere XML-Elemente in einem Trader-Dokument gebunden sind. 
Ein Element-gebundenes Modul speichert Informationen darüber, mit welchen XML-
Elementen es verbunden ist. 
Eine zentrale Aufgabe der Element-gebundenen Module ist es, die Gültigkeit der entsprechen-
den XML-Elemente zu prüfen, da der Trader-Kern dies nicht prüfen kann, weil ihm nicht be-
kannt sein kann, wie das erweiternde Element aufgebaut ist. Es ist auch keineswegs vorge-
schrieben, dass der Inhalt eines XML-Elements wieder eine XML-Datenstruktur enthalten 
muss. Es können auch beliebige andere Formate sein, sofern diese zumindest als CDATA-
Sektion in ein XML-Dokument einbettbar sind. 
Ein Element-gebundenes Modul kann über die rein syntaktische Prüfung hinaus weitere Prü-
fungsvorgänge vornehmen oder andere Aktionen ausführen. Ein Modul muss selbst festlegen 
können, bei welchen Trader-Dokumenten es aufgerufen werden soll.  
Ereignis-gebundene Module 
Ereignisse sind laut Szyperski ähnlich dem Aufruf von Unterroutinen mit dem Unterschied, 
dass der Aufrufer Anzahl und Ort der Ziele nicht kennt. Ereignisse werden von den bedeuten-
den Komponentenmodellen unterstützt [Szy02, S. 185]. Folglich eignen sich Ereignisse dafür, 
im Rahmen des UComT-Modells eine Möglichkeit für eine beliebige Anzahl von Erweite-
rungsmodulen bereitzustellen, um in den Trading-Prozess einzugreifen. 
Der Trader stellt in den Trader-Prozessen an verschiedenen Stellen Ereignisse zur Verfügung. 
Ein Ereignis-gebundenes Modul bestimmt durch Registrierung auf Ereignisse selbst, an wel-
chen Stellen der Verarbeitung eines Imports oder Exports es aufgerufen wird.  

















Abbildung 6.2: Ereignismodell für Module 
Sinnvolle Ereignisbehandlungen in Modulen könnten beispielsweise bei folgenden Trader-
Ereignissen stattfinden:  
- beim Beginn eines Exports 
- beim Beginn eines Imports 
- bei jedem Matching-Vorgang 
- beim Hochfahren des Traders 
- beim Herunterfahren des Traders 
Als Einschränkung des Ereignis-Modells ist zu beachten, dass die Abarbeitung der Ereignis-
konsumenten in vielen Implementierungen nicht deterministisch ist, d.h. es nicht vorhersagbar, 
in welcher Reihenfolge die Ereignisbehandlungsroutinen für ein einzelnes Ereignis ausgeführt 
werden. Daraus ergibt sich, dass keine am Trading-Prozess beteiligte Partei eine deterministi-
sche Reihenfolge der Ausführung zweier Module, die sich auf das gleiche Ereignis registriert 
haben, voraussetzen darf.  
Weiterhin stellt sich die Problematik, dass auch zwei sich gegenseitig widersprechende Module 
registriert sein könnten, zum Beispiel ein Modul, das die Suchergebnisse hinsichtlich der Rele-
vanz steigend sortiert, und ein anderes, das eine Sortierung nach fallender Relevanz vornimmt. 
Die Vermeidung dieser Konflikte fällt in die Pflicht des Importers (der sich widersprechende 
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Trader-Direktiven vermeiden muss) bzw. des Administrators des Trader-Servers (der sich 
widersprechende Module durch Einsicht in die Protokolle erkennen sollte). 
Aufrufbare Module 
Jeder von dem Basistyp aufrufbares Modul abgeleitete Modultyp bietet spezialisierte Schnitt-
stellen, über die der Trader das Modul selbstständig in ausgewählten Situationen aufrufen 
kann, in denen er ein Modul zwingend benötigt (z.B. beim Matching oder Dienstaufruf), die 
Aufrufreihenfolge entscheidend ist oder nur eines von mehreren verfügbaren Modulen genutzt 
werden soll. Da der Trader die Schnittstelle eines aufrufbaren Moduls kennen muss, ist dieser 
Modultyp nur sinnvoll für ausgewählte Vorgänge, die im Rahmen der Architektur vordefiniert 
sind.  
6.2.2 Konkrete Modultypen 
Auf Basis der Anforderungen hinsichtlich der Flexibilität und Erweiterbarkeit können folgende 
Modultypen für das UComT-Modell identifiziert werden: 
- Ein Description-Modul realisiert die Verarbeitung einer Beschreibungssprache, die in 
einem Export verwendet werden kann. 
- Ein Search-Modul realisiert die Verarbeitung einer Suchsprache, die im Rahmen eines 
Imports verwendet werden kann. 
- Element-Module realisieren eine Funktionserweiterung für zusammen mit der Dienst-
registrierung übermittelte Metadaten. 
- Ein Matching-Modul implementiert das Matching, also die Anwendung einer speziel-
len Suchsprache (z.B. SRDL, SQL, XQuery) auf eine spezielle Dienstbeschreibungs-
sprache (z.B. NVP, Diensttypen, RDF).  
- Die Umwandlung zwischen verschiedenen Dienstbeschreibungs- und Suchsprachen 
realisieren Converter-Module. 
- Ein Trader-Directive-Modul realisiert eine Erweiterung für Verarbeitungsanwie-
sungen an den Trader. 
- Mit einem Linking-Modul können Verbindungen zu anderen Tradern aufgebaut wer-
den, um das Interworking zu realisieren.  
- Ein Access-Modul realisiert ein bestimmtes Zugriffsprotokoll, um Komponenten eines 
bestimmten Typs zur Verfügbarkeitsprüfung oder als Stellvertreter aufrufen zu können.  
- Ein Installation-Modul ermöglicht die Installation einer mobilen Softwarekomponente 
auf dem Trader. 
- Ein Admin-Modul ergänzt die administrativen Funktionen des Traders. 
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Zur Verwaltung installierter Erweiterungsmodule enthält der Trader-Kern als Baustein einen 
Module-Manager. Er erlaubt die Installation, Konfiguration und Deinstallation von Modulen 
und bildet die Schnittstelle zwischen Modulen und Bausteinen des Trader-Kerns. Erwei-
terungsmodule können entweder bei Bedarf durch den Kern des Traders aktiv aufgerufen 
werden oder aber sich als Konsument von Ereignissen des Trader-Kerns registrieren; dadurch 
kann ein Aufruf von Funktionen in den Erweiterungsmodulen ohne explizite Kenntnisse über 
Aufbau von Kern und Modulen erfolgen.  
Modultypen Element-gebunden Ereignis-gebunden aufrufbar 
Access-Modul    X 
Admin-Modul X X  
Converter-Modul   X 
Description-Modul  X   
Element-Modul X X  
Installation-Modul   X 
Linking-Modul X  X 
Matching-Modul    X 
Search-Modul  X   
Trader-Directive -Modul X X  
Tabelle 6.2: Zuordnung der Modultypen zu den Basistypen 
6.2.3 Implementierung der Module 
UComT-Erweiterungsmodule müssen abgeschlossene, einzeln weitergebbare Einheiten sein. 
Folglich bietet sich die Implementierung mit Hilfe von Softwarekomponenten an. Dabei muss 
nicht notwendigerweise eingeschränkt werden, dass es eine 1:1-Zuordnung zwischen Modul 
und Komponente geben muss: Eine Komponente kann auch mehrere Module gleichzeitig reali-
sieren. 
Bezüglich der Implementierung der Module ist die Frage zu stellen, ob diese in der gleichen 
Programmiersprache bzw. dem gleichen Komponentenmodell wie der Trader-Kern erstellt 
werden müssen. Grundsätzlich wäre es möglich, für die Implementierung der Module eine an-
dere Plattform als die des Traders zu wählen, sofern es dennoch eine gegenseitige Nutzbarkeit 
zwischen Trader-Kern und Modulen nicht nur hinsichtlich eines einfachen Methodenaufrufs, 
sondern auch hinsichtlich der Nutzung von Ereignissen und der Implementierung von durch den 
Trader-Kern definierten Schnittstellen gibt. Im Zuge der Reduktion von Komplexität und der 
Verbesserung der System-Performanz sollte jedoch die Vorgabe gelten, dass zumindest das 
gleiche Komponentenmodell zu wählen ist. Sofern das Komponentenmodell eine Sprachunab-
hängigkeit zur Komponentenimplementierung unterstützt und es durch die Wahl verschiedener 
Sprachen nicht zur Erhöhung von Komplexität und Verringerung von Performanz kommt, kann 
die Wahl der Programmiersprache dem Entwickler überlassen werden. Die genannte Vorgabe 
bedeutet eine Einschränkung hinsichtlich der Austauschbarkeit von Modulen zwischen ver-
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schiedenen Implementierungen des UComT-Servers. Die Flexibilität hinsichtlich der han-
delbaren Komponentenangebote bleibt jedoch vollständig erhalten. Die Einschränkung ist je-
doch zu vertreten, da die Anzahl der Entwickler von Trader-Modulen im UComT-Modell 
deutlich geringer sein sollte als die Anzahl der Entwickler von handelbaren Softwarekompo-
nenten. 
6.2.4 Durch Clients initiierte Erweiterungen 
Es soll auch möglich sein, dass ein Client (ein Exporter oder ein Importer) dem Trader ein 
passendes Erweiterungsmodul liefert, um die Dienstregistrierung bzw. die Suchanfrage verar-
beiten zu können. Für die Erweiterung über Importer und Exporter sowie die selbstständige 
Erweiterung des Traders bietet sich die Nutzung von Uniform Resource Locators (URLs) 
an. Zusammen mit einer Dienstregistrierung oder einer Suchanfrage kann der Importer bzw. 
Exporter dem Trader einen oder mehrere URLs zu Orten senden, an denen Erweiterungen für 
den Trader abgelegt sind. Der Trader kann diese Erweiterungen dann bei Bedarf (wenn das 
Modul nicht oder nicht in der richtigen Version vorhanden ist) herunterladen und integrieren. 
Darüber hinaus kann der Trader auch einen oder mehrere allgemeine URLs besitzen, an denen 
er Erweiterungen bei Bedarf "suchen" kann. Dies entspricht dem Konzept, welches der Win-
dows Media Player der Firma Microsoft anwendet, wenn eine Video-Datei geöffnet wird, 
deren Codecs auf dem System nicht verfügbar ist [Mic03d]. 
6.2.5 Fehlersituationen 
Die dynamische Erweiterbarkeit des Traders stellt hohe Anforderungen an die Fehlerbehand-
lung, da zu verhindern ist, dass der Trader durch fehlerhafte Module beeinträchtigt wird. 
Grundsätzlich müssen drei Fehlersituationen unterschieden werden: Einerseits kann ein Pro-
grammierfehler in einem Modul zu einem Laufzeitfehler führen (z.B. Bindung an ein nicht defi-
niertes Trader-Ereignis), der zu einem Stopp des gesamten Trader-Servers führen könnte. 
Zweitens sind Fehler zu unterscheiden, die nicht zu einem Programmabbruch führen, den Tra-
der aber an der korrekten Weiterarbeit hindern. Zu dieser Gruppe gehören insbesondere End-
losschleifen, Deadlocks oder abnormal lange Ausführungszeiten. Als eine dritte Gruppe der 
Fehlersituationen können alle Fehler zusammengefasst werden, die ein Modul aktiv erzeugt, 
weil die vom Trader übergebenen Eingabedaten nicht den im Modul hinterlegten Vorgaben 
entsprechen. Ein typisches Beispiel dafür wäre ein nicht korrekt formatiertes Trader-
Dokument. 
In allen diesen Fehlersituationen müssen die Behinderungen für den Trader minimiert werden. 
Im günstigsten Fall sollte lediglich der aktuelle Vorgang (z.B. ein Import oder ein Export) ab-
gebrochen werden, ohne dass andere Vorgänge davon betroffen sind.  
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Fehler werden in vielen Programmiersprachen und -bibliotheken durch Rückgabewerte an den 
Aufrufer zurückgemeldet. Diese Vorgehensweise bietet jedoch den Nachteil, dass ein be-
stimmter Wertebereich im Rückgabewert für Fehlercodes reserviert werden muss, was bei 
vielen Funktionen (z.B. der Addition zweier Zahlen) nicht gelingen kann. Außerdem bieten 
einige Programmiersprachen und Komponentenmodelle Aufrufformen, die keine Rückgabe-
werte erlauben. In vielen Fällen erlaubt zum Beispiel das Ereignis-Modell [Szy02, S. 185] , 
das zur Interaktion zwischen Trader und Modulen zum Einsatz kommen soll, keine Rückga-
bewerte.  
Eine elegantere und flexiblere Möglichkeit zur Implementierung von Fehlerbehandlungen bietet 
das Exception-Modell, das in Java-Komponenten und CLI/.NET zum Einsatz kommt [De-
De03, S. 753ff.] [BBMW03, S. 98ff.], siehe auch [Pom02, S. 526ff.]. Das Exception-Modell 
erlaubt das Verlassen einer Unterroutine abseits des normalen Rückgabewertes auf eine Wei-
se, die es dem aufrufenden Programmcode ermöglicht zu erkennen, dass es eine abnormale 
Beendigung der Routine gegeben hat. Durch die Typisierung von Exceptions ist es möglich, 
eine beliebige Anzahl von Fehlern für den Aufrufer unterscheidbar zu machen. Exceptions bie-
ten weiterhin den Vorteil, dass sie auch mit Aufrufformen kompatibel sind, die in vielen Umge-
bungen keine Rückgabewerte zulassen. 
Zur Feststellung von Laufzeitüberschreitungen sind weitere Maßnahmen notwendig. Eine Mög-
lichkeit bietet hier das Multi-Threading-Modell, bei dem Teilaufgaben in leichtgewichtigen 
Teilprozessen ausgeführt werden, die durch den startenden Hauptprozess überwacht und ggf. 
beendet werden können. 
Da die Möglichkeiten zur Fehlerbehandlung in hohem Maße von der verwendeten Program-
miersprache abhängig sind, muss die Art der Fehlerbehandlung der jeweiligen Trader-
Implementierung überlassen werden. Die vorgenannte Entscheidung bringt keinen Nachteil für 
die Flexibilität eines Traders, da im vorherigen Kapitel bereits die Einschränkung definiert 
wurde, dass Erweiterungsmodule nicht zwischen verschiedenen Trader-Implementierungen 
austauschbar sein müssen.  
6.2.6 Sicherheitsmaßnahmen 
Die dynamische Erweiterbarkeit des Traders durch Module bedeutet, dass Importer und Ex-
porter den Trader um selbst erstellten oder durch Dritte erstellten Programmcode erweitern 
können. Es kann nicht ausgeschlossen werden, dass dieser Programmcode dem Trader, dem 
Betriebssystem des Traders oder anderen Anwendungen auf dem Trader-System Schaden 
zufügt. Es ist daher Aufgabe der Implementierung des Traders, durch geeignete Maßnahmen 
die Erweiterungsmodule auf die notwendigen Trader- und System-Ressourcen zu beschrän-
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ken. Das Sandbox-Prinzip (Sandboxing), das eine Abschottung der Anwendung von dem 
ausführenden Container durch die Laufzeitumgebung ermöglicht, wurde mit der Programmier-
sprache Java populär [BZW98, S. 194f.] [TaSt02, S. 455ff.] [Szy02, S. 565]. Ein ebenbürti-
ges Konzept wurde in das CLI-Komponentenmodell in Form des Teilsystems Code Access 
Security (CAS) [Box03, S. 281ff.] [BBMW03, S. 176ff.] übernommen. Auch die wählbaren 
Sicherheitsmechanismen sind nicht verallgemeinerbar, sondern in hohem Maße von der ge-
wählten Plattform für die Trader-Implementierung abhängig, sodass auch diese Ausgestaltung 
der jeweiligen Implementierung überlassen werden muss. 
6.3 Datenspeicher des Trader-Servers 
Der Trader-Server muss im UComT-Modell zahlreiche verschiedene Daten speichern. Für 
eine klare, nachvollziehbare Architektur ist es sinnvoll, diese Daten in unterschiedliche Daten-
speicher zu trennen. 
Aus den genannten Überlegungen ergibt sich die Trennung in neun verschiedene Datenspei-
cher: 
1. Der Offer-Store  enthält die Metadaten der beim Trader registrierten Komponenten. 
2. Der Component-Store  speichert die Komponenten selbst, sofern diese bei der Re-
gistrierung an den Trader übermittelt wurden. 
3. Der Search-Store  speichert Daueraufträge von Importern. 
4. Der Configuration-Store  des Traders enthält u.a. die erlaubten Handelseinheiten und 
deren Enthaltenseinsbeziehungen. 
5. Im Client-Store speichert der Trader Daten über Nutzer. 
6. Der Protocol-Store  dient der Speicherung von Protokollierungsdaten. 
7. Das Module-Repository speichert alle Module. 
8. XML-Schemata zur Validierung von Trader-Dokumenten speichert der Schema-
Store . 
9. Die Möglichkeit zur Speicherung beliebiger Daten, die von den Erweiterungsmodulen 
benötigt werden, bietet der Custom-Store . 
Der Datenspeicher-Typ soll in der Architektur nicht fest vorgeschrieben sein. Festgelegt wer-
den soll nur, dass der Server in einer mehrschichtigen Architektur entwickelt werden soll, so-
dass der Datenspeicher auf einfache Weise ausgetauscht werden kann und dabei höchstens 
Änderungen in der Datenzugriffsschicht erforderlich sind. Die Implementierung der Geschäfts-
logik des Trader-Servers muss so erfolgen, dass ein beliebiger Typus von Datenspeicher (z.B. 
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relationale Datenbank, objektorientierte Datenbank, hierarchischer Verzeichnisdienst, XML-
Datenbank) eingesetzt werden kann. 
6.4 Detailbeschreibung des Trader-Servers  
Aus den Überlegungen der vorherigen Kapitel ergibt sich die in Abbildung 6.3 dargestellte 
Detailansicht der Architektur des Trader-Servers. Das vorliegende Kapitel beschreibt im De-







































































































Abbildung 6.3: Detaillierte Architektur des UCom-Trader-Servers 
6.4.1 Datenspeicher 
Das vorliegende Kapitel beschreibt die neun Datenspeicher des Trader-Servers. 
6.4.1.1 Offer-Store 
Der Offer-Store speichert alle Dienstangebote in Form von OfferDocuments. Der Offer-
Store des UCom-Traders entspricht damit dem Trader Information Object [WaBe95, S. 
134] eines ODP-Traders. Ein OfferDocument enthält die bei der Dienstregistrierung an den 
Trader übermittelten Metadaten sowie weitere Daten, die der Trader hinzufügt. Vom Trader 
hinzugefügte Daten sind insbesondere eine eindeutige OfferID sowie beobachtete Elemente. 
6.4.1.2 Component-Store 
Der Component-Store speichert die Komponenten in binärer Form, wenn ein Exporter sie an 
den Trader übermittelt hat, damit der Trader diese im Auftrag eines Importers ausführen (Pro-
xy-Ausführung, siehe Kapitel 4.10.2) oder an den Client übermitteln kann. Die Komponenten 
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werden in Form beliebiger Dateien (z.B. Java-Class-Dateien, Windows-DLL-Dateien, etc.) 
im Component-Store abgelegt. 
6.4.1.3 Search-Store 
Der Search-Store speichert alle Daueraufträge, die Importer beim Trader hinterlegt haben. 
Jeder einzelne Dauerauftrag wird im Search-Store durch ein ImportDocument repräsentiert. 
Der Search-Store wird nur von dem Standing-Order-Manager genutzt. 
6.4.1.4 Configuration-Store 
Im Configuration-Store speichert der Trader das ConfigurationDocument, in dem alle 
Konfigurations-Einstellungen des Traders abgelegt werden. Änderungen an dem Configurati-
onDocument kann ein Trader-Administrator entweder direkt durch Manipulation des Doku-
ments oder aber durch einen UComT-Administrator-Client vornehmen, der an den Trader ein 
AdministrationDocument sendet, durch das der Trader Änderungen an dem Configuration-
Document ausführt. Auch Import- und Export-Vorgänge können Änderungen an einzelnen 
Sektionen des ConfigurationDocument bewirken, da die Importer und Exporter dem Trader 
Informationen zu Erweiterungsmodulen übersenden dürfen. 
6.4.1.5 Client-Store 
Der Client-Store speichert Daten über die Importer und Exporter, die den Trader nutzen. 
Diese Daten sind insbesondere clientspezifische Zugriffsrechte sowie die Abrechnungsdaten, 
die der Billing-Manager bzw. einzelne Billing-Module erzeugen. 
6.4.1.6 Protocol-Store 
Der Protocol-Store dient der Speicherung aller protokollierten Informationen des Traders. 
Ebenso wie alle anderen Datenspeicher des Trader-Servers liegen auch die Protokolldaten in 
XML-Form (als eine Menge von ProtocolDocuments) vor. 
6.4.1.7 Module-Repository  
Es gibt unterschiedliche Typen von Erweiterungsmodulen im UCom-Trader, die bei Bedarf 
von verschiedenen anderen Teilsystemen des Traders angefordert werden können. Das Mo-
dule-Repository ist der Speicher für die binäre Form aller Erweiterungsmodule des Trader-
Servers. Es verwaltet auch ein Trader-Dokument mit den Zuordnungen zwischen XML-
Elementen und Modulen (ModuleConfigurationDocument). Das ModuleConfigurationDo-
cument enthält insbesondere für vom Basistyp "Element-gebundene Module" abgeleitete Mo-
dultypen eine Tabelle mit Zuordnungen zwischen XML-Elementen und zugehörigen Modulen, 
die Funktionen für diese Elemente implementieren.  




Der Schema-Store speichert XML-Schema-Dateien, die zur Validierung von Trader-
Dokumenten benötigt werden. Die Schema-Dateien werden von Clients an den Trader über-
mittelt oder durch den Trader-Administrator in den Schema-Store eingepflegt. 
6.4.1.9 Custom-Store 
Aus Sicherheitsgründen muss den Erweiterungsmodulen der allgemeine Zugriff auf die Trader-
Datenbank oder andere Systemressourcen verwährt bleiben. Der Custom-Store ist ein Spei-
cher, den Erweiterungsmodule zur Speicherung von Zustandsdaten nutzen können. Der 
Custom-Store muss so implementiert sein, dass auch eine Isolierung zwischen den Daten ver-
schiedener Module erfolgt, d.h. dass ein Modul nicht die Daten anderer Module lesen oder 
verändern kann. 
Beispiele für Daten, die im Custom-Store abgelegt werden sollen, sind das CatalogueDo-
cument, das die Dienstbeschreibungssprache <Category> benötigt, sowie die Vokabular-
Dateien für ontologiebasierte Dienstbeschreibungen. 
<?xml version="1.0" encoding="utf-8"?> 
<Catalogue> 
 <Taxonomy Name="UComT1.0"> 
  <Category Name="Betriebssystemkomponenten"> 
   <Category Name="Linux"> 
    <Category Name="Dateisystem"/> 
    <Category Name="Verzeichnisdienst"/> 
    <Category Name="Windows"> 
     <Category Name="Dateisystem"/> 
     <Category Name="Verzeichnisdienst"/> 
    </Category> 
    <Category Name="Datenbankenschnittstellen"> 
     <Category Name="Datenbankunspezifisch"> 
      <Category Name="Linux"/> 
      <Category Name="Windows"/> 
      <Category Name="Plattformunabhängig"/> 
     </Category> 
     <Category Name="Datenbankspezifisch"> 
      <Category Name="Oracle"/> 
      <Category Name="DB2"/> 
      <Category Name="MS SQL Server"/> 
      <Category Name="MS Access Server"/> 
     </Category> 
    </Category> 
   </Category> 
  </Category> 
 </Taxonomy> 
</Catalogue> 
Listing 6.1: CatalogueDocument (Beispiel) 
6.4.2 Modul-Verwaltung  
Der Module-Manager verwaltet alle installierten Erweiterungsmodule. Seine Aufgaben sind 
insbesondere: 
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- die Initialisierung von Modulen beim Start des Traders; 
- die Ermittlung des passenden Moduls zu einem XML-Element in einem Trader-
Dokument; 
- die Auswertung von Trader-Direktiven, die auf Module hinweisen; 
- das Herunterladen von Modulen von Netzwerkadressen; 
- die Initialisierung von heruntergeladenen Modulen zur Laufzeit; 
- die Deinstallation von Modulen. 
Der Module-Manager bildet die Schnittstelle zwischen Modulen und dem Trader-Kern und 
ermöglicht so den Modulen, über Programmierschnittstellen Einfluss auf den Trader-Prozess 
zu nehmen. 
6.4.2.1 Initialisierung von Modulen beim Start des Traders 
Beim Start des Traders muss der Module-Manager alle Module initialisieren, um ihnen zu ges-
tatten, sich in das Trader-System einzubinden. An dieser Stelle haben die Ereignis-gebundenen 
Module die Möglichkeit, sich als Ereigniskonsumenten für Trader-Ereignisse zu registrieren. 
Für Element-gebundene Module erstellt der Module-Manager in dieser Phase eine Tabelle mit 
der Zuordnung zwischen XML-Elementnamen und Modulen (ModuleConfigurationDocu-
ment). 
6.4.2.2 Ermittlung geeigneter Module 
Bausteine des Traders können vom Module-Manager alle Module eines bestimmten Typs 
oder namentlich bestimmte Module anfordern. Bei der Prüfung, ob passende Module vorhan-
den sind, hat der Module-Manager eine eventuell mit angegebene Versionsnummer zu beach-
ten. Wenn Module vorhanden sind, liefert er dem anfragenden Baustein Referenzen darauf, 
sodass die Module von dem Baustein verwendet werden können. 
6.4.2.3 Trader-Direktiven für Module 
Importer und Exporter können dem Trader-Server Hinweise auf Module senden. Hierbei ist 
zwischen den Modul-Basistypen zu unterscheiden. Ereignis-gebundene Module müssen sofort 
installiert und initialisiert werden, damit sie sich ins System einbinden können. Element-
gebundene und aufrufbare Module können erst bei Bedarf (d.h. beim Auftreten eines der ge-
bundenen Elemente bzw. bei Bedarf des Traders) installiert und initialisiert werden. In jedem 
Fall muss der Module-Manager vor dem Download bzw. der Installation des Moduls prüfen, 
ob das Modul schon vorhanden ist. Wenn ein von einem Baustein angefordertes Modul nicht 
vorhanden ist, prüft der Module-Manager, ob eine Referenz (in Form eines URL) auf eine 
Bezugsquelle im Trader-Server vorliegt.  
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Der nachfolgende XML-Code zeigt, wie ein Client Referenzen auf Module an den Trader-
Server übermitteln kann. In Listing 6.2 werden ein Description-Modul für <Desc:Keywords> 
und ein Element-Modul für das Element <NumberOfImports> registriert. Für das Element-
Modul wird über einen XPath-Ausdruck bestimmt, auf welche XML-Elemente das Modul 
angewendet werden soll. Das Element <URL> legt Protokoll und Netzwerkadresse fest, an 
der ein Modul heruntergeladen werden kann. 
<TD:Modules> 
  
 <!--- 1. Modul --> 
  <Module> 
   <Type>Description</Type> 
   <Name>Keywords</Name> 
   <URL>http://www.ucomt.net/Modules/UComT.Description.Keywords.dll</URL> 
  </Module> 
   
   <!--- 2. Modul --> 
  <Module> 
   <Type>Element</Type> 
   <Name>NumberOfImports</Name> 
   <XPath>*//NumberOfImports</XPath> 
   <URL>http://www.ucomt.net/Modules/NumberOfImports.dll</URL> 
  </Module> 
   
 </TD:Modules>  
Listing 6.2: Trader-Direktiven für die Übermittlung von Modulen 
6.4.2.4 Herunterladen von Modulen von Netzwerkadressen 
Liegt dem Module-Manager eine Referenz auf ein Erweiterungsmodul vor, lädt er das ent-
sprechende Modul und installiert es im Module-Repository. Liegt keine passende Referenz 
vor, kann der Trader selbst eine Suchanfrage an andere Trader stellen. Führt auch das nicht 
zum Erfolg, beantwortet der Trader die Anfrage des Teilsystems mit einer negativen Rückmel-
dung. 
6.4.2.5 Installation und Deinstallation von Modulen 
Dem Trader-Administrator muss die Möglichkeit zur Verfügung stehen, Module manuell zu 
installieren oder zu deinstallieren. Der Module-Manager muss so konfigurierbar sein, dass 
Element-gebundene Module, die eine längere Zeit nicht verwendet wurden, als inaktiv gekenn-
zeichnet und beim Trader-Start nicht mehr initialisiert werden. Dadurch können System-
Ressourcen gespart werden. Auf Ereignis-gebundene Module kann die vorgenannte Optimie-
rung nicht angewendet werden, da diese Module sonst nie mehr aufgerufen werden könnten. 
6.4.3 Export 
Das vorliegende Kapitel diskutiert den Entwurf des Export-Vorgangs, also der Erzeugung 
eines neuen Komponentenangebots, sowie damit zusammenhängender Funktionen wie der 
Änderung und Löschung von Komponentenangeboten. 




Der Exporter-Manager ist der Teil des Trader-Servers, der die Fassade für die Exporter 
realisiert. Er nimmt Registrierung, Registrierungsänderungen, Löschungen und Änderungen 
dynamischer Attribute von Exportern entgegen. Erweiterungsmodule können sich auf Ereignis-
se in dem Exporter-Manager registrieren, um Registrierungen im Rahmen des Interworking mit 
anderen Tradern weiterzuleiten. 
Registrierung 
Zur Registrierung eines Dienstes erhält der Exporter-Manager von dem Exporter eines Client 
ein ExportDocument. Der Manager prüft das Dokument zunächst bezüglich des Aufbaus. 
Das ExportDocument darf neben beliebig vielen in Strukturelemente eingebetteten Dienstbe-
schreibungen auch Trader-Direktiven und die Binärform von Softwarekomponenten enthalten. 
Zur Vereinfachung kann angenommen werden, dass jeder Export nur genau eine Komponente 
beschreiben und nur ein <Component>-Element vorkommen darf. Die genannte Vereinfa-
chung hat lediglich zur Folge, dass jede Komponente einzeln exportiert werden muss. 
Der Exporter-Manager prüft zunächst, ob der Exporter hinreichende Rechte für die Über-
mittlung eines neuen Komponentenangebots besitzt. Dann prüft der Exporter-Manager – unter 
Zuhilfenahme von Description-Modulen – den Aufbau des ExportDocument. Zur Ablehnung 
des Exports führen insbesondere folgende Fälle: 
- Ein Description-Modul meldet einen Syntax-Fehler in einer Beschreibung. 
- Es liegt kein Description-Modul für ein Beschreibungselement vor, das der Exporter 
explizit mit MustUnderstand = "True" gekennzeichnet hat. 
- Es wird eine Beschreibungssprache verwendet, die der Trader auf einer Ausschlussliste 
führt. 
- Eine Beschreibungssprache wird nicht verwendet, die der Trader als verpflichtend er-
achtet.  
Sind beide Prüfungen erfolgreich, erstellt der Exporter-Manager aus dem ExportDocument 
ein OfferDocument. In diesem Dokument wird eine eindeutige OfferID als zusätzliches Be-
schreibungselement integriert. 
Die OfferID ist nicht nur eine Identifizierung des Angebots innerhalb des Traders, sondern 
dient auch dem Importer dazu, die Daten für ein einzelnes, ihm bekanntes Komponen-
tenangebot anzufordern (vgl. Suche über Angebotsnummern, Kapitel 5.5.10). Damit kann 
auch die Suche über Angebotsnummern auf das beim UComT-Modell verwendete Konzept 
der Suchsprachen/Beschreibungssprachen zurückgeführt werden. Damit Importer dieses vom 
Trader generierte Beschreibungselement von den Beschreibungselementen, die der Exporter 
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übermittelt hat, unterscheiden können, sollte der Exporter-Manager dies kenntlich machen 
(TraderGenerated="True"). 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Offer> 
<Struct:Component> 
































Abbildung 6.4: Aufbau eines Komponentenangebots 
Im nächsten Schritt nach der Vergabe der Angebotsnummer wird das OfferDocument an den 
Validation-Manager übergeben, der eine Prüfung des Komponentenangebots unternimmt. Ob 
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ein Fehlversuch zur Ablehnung des Angebots führt, hängt von der Konfiguration des Traders 
ab. Nach der Prüfung übergibt der Exporter-Manager das OfferDocument dem Offer-Store.  
Nach Abschluss des Vorgangs sendet der Exporter-Manager dem Exporter ein Export-
AnswerDocument. Das ExportAnswerDocument enthält im Normalfall die OfferID, die der 
Exporter speichern muss, um ein Angebot ändern oder zurückziehen zu können. Im Fehlerfall 






























Abbildung 6.5: Ablauf eines Exports (UML-Aktivitätsdiagramm61) 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<ExportAnswer> 
 <!--- Entweder OfferID oder Error --> 
 <Desc:OfferID TraderGenerated="True">445554</Desc:OfferID> 
 <!—oder: Fehlermeldung --> 
 <Error> 
  <Type/> 
  <Description/> 
 </Error> 
</ExportAnswer> 
Listing 6.4: ExportAnswerDocument (Beispiel) 
Komponentenübermittlung 
Für die Unterstützung auf dem Trader ausführbarer Komponenten und mobiler Komponenten, 
die an den Importer übermittelt werden, muss das ExportDocument die Übermittlung einer 
                                                 
61 Aktivitätsdiagramme werden in der Unified Modelling Language (UML) eingesetzt, um aufzuzeigen, 
wie Aktivitäten koordiniert werden und wie sich Operationen implementieren lassen [StPo00, S. 176]. 
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Komponente von dem Exporter an den Trader erlauben. Eine Komponente kann eine oder 
mehrere Dateien umfassen, die Base-64-kodiert in <File>-Elementen übermittelt werden. 
<Files> 
  <File Name="Bankleitzahlen.dll">...BASE64-ENCODED-DATA...</File> 
</Files> 
Listing 6.5: Übermittlung von Komponentendateien im Rahmen eines ExportDocument (Beispiel) 
Aufhebung einer Registrierung 
Zur Aufhebung einer Komponentenregistrierung sendet der Exporter dem Exporter-Manager 
des Traders ein WithdrawDocument. Hierin muss der Exporter die OfferID nennen, die er 
bei der Registrierung des Komponentenangebots erhalten hat. Sofern die Rechteprüfung des 
Security-Managers ergibt, dass es sich um den Exporter handelt, der das Komponentenange-
bot exportiert hat (oder einen anderen berechtigten Client), weist der Exporter-Manager an-
hand der OfferID den Offer-Store an, das entsprechende Komponentenangebot zu löschen. 




Listing 6.6: WithdrawDocument (Beispiel) 
Der Exporter-Manager antwortet dem Exporter mit einem WithdrawAnswerDocument, das 
eine Bestätigung der Deregistrierung oder – im Fehlerfall – einen Fehlercode und eine Fehler-
beschreibung enthält. 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Withdraw> 
 <!--- entweder RemovedOfferID oder Error --> 
 <RemovedOfferID>1234</RemovedOfferID> 
 <Error> 
  <Type/> 
  <Description/> 
 </Error> 
</Withdraw> 
Listing 6.7: WithdrawAnswerDocument (Beispiel) 
Änderung einer Registrierung 
Bei der Änderung einer Registrierung sind sechs Fälle bezüglich des OfferDocument zu be-
rücksichtigen:  
1. das Hinzufügen von neuen Elementen zu einem OfferDocument; 
2. das Entfernen von Elementen aus einem OfferDocument; 
3. das Ersetzen von Dokumententeilen durch andere Elemente in einem OfferDocument; 
4. das Ändern von Elementnamen in einem OfferDocument; 
5. das Ändern von Werten in einem Element in einem OfferDocument; 
6. das komplette Ersetzen des OfferDocument. 
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Hier besteht der Bedarf nach einer Sprache zur Modifikation von XML-Dokumenten. Es gibt 
zwei derartige Ansätze: Beim W3C ist XSL Transformations (XSLT) [Cla99] standardisiert. 
XSLT ist eine deskriptive Sprache, mit der man ein beliebiges gültiges XML-Dokument in ein 
beliebiges anderes Dokument (nicht nur XML-Dokumente) überführen kann. Allerdings ist 
XSLT komplex und die Sprache ist selbst nicht in XML abgebildet, sodass dies der Forde-
rung widerspräche, dass der komplette Trader-Datenaustausch in Form von XML-
Dokumenten erfolgen soll. Als einfachere Alternative für den speziellen Anwendungsfall der 
Änderungsverfolgung hat die Firma Microsoft das Diffgram-Format entwickelt. Ein Diffgram 
ist ein XML-Dokument, das die Änderungen in einem anderen XML-Dokument beschreibt 
[Tab02, S. 261] [ScEl02, S. 391]. Allerdings ist das Diffgram-Format zu sehr spezialisiert, da 
es Veränderungen nur in dem speziellen Dokumententyp DataSet verfolgen kann. Ein DataSet 
ist das Kernkonzept in der Datenbankschnittstelle Active Data Objects .NET der Firma 
Microsoft [ScEl02, S. 361ff.]. Ein DataSet umfasst eine oder mehrere Tabellen aus relationa-
len Datenbanksystemen. Da ein DataSet verbindungslos in Bezug auf die ursprüngliche Daten-
quelle ist, wird das Diffgram-Format benötigt, um die Änderungen an die Datenquellen zurück-
zuübertragen. 
Weder XSLT noch das Diffgram-Format erfüllen also die Anforderung. Daher ist die Ent-
wicklung einer einfachen, in XML abbildbaren Beschreibungssprache für Änderungen in belie-
bigen XML-Dokumenten geboten.  
Zunächst gilt es zu prüfen, welche der o.g. sechs Änderungsfälle zusammengefasst werden 
können. Fall 3 lässt sich ohne Nachteile auf eine Kombination aus Fall 2 (Löschen) und Fall 1 
(Hinzufügen) zurückführen. Fall 4 lässt sich jedoch nicht ohne negative Auswirkungen auf eine 
Kombination aus Fall 2 (Löschen) und Fall 1 (Hinzufügen) zurückführen, da dabei der aktuelle 
Wert des Elements im Trader verloren ginge. Fall 6 lässt sich auf Fall 3 zurückführen, wobei 
hier zunächst die Wurzel des Dokuments gelöscht und anschließend ein komplett neues Do-
kument geliefert wird. Zudem muss ebenfalls bedacht werden, dass auch einzelne Attribute 
hinzugefügt, geändert und gelöscht werden können sollten. Alle vier verbliebenen Fälle können 
über ein einziges XML-Dokument abgebildet werden. Dieses Dokument soll Registration-
ModificationDocument genannt werden. Das Format soll XML Modification Format 
(XMF) heißen. XMF benötigt folgende Elementtypen: 
- <XMF> als Wurzelement des Dokuments, 
- <Add> für das Hinzufügen, 
- <Remove> für das Löschen, 
- <ChangeName> für Namensänderungen und 
- <ChangeValue> für Wertänderungen. 
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Auf welchen Teil des Dokuments sich die Änderung beziehen soll, kann einfach durch die 
XML Path Language (XPath) [ClDe99] abgebildet werden. Dabei kann auch unterschieden 
werden, ob sich die Änderung auf ein Element oder ein Attribut bezieht, sodass die obigen vier 
Befehle ausreichend sind. 




  <Add path="Offer/Description/NVP/"> 
   <Colour>True</Colour> 
  </Add> 
  <Remove path="Offer/Descriptions/NVP/Colour" /> 
  <ChangeValue path="Offer/Descriptions/NVP/Colour">False</ChangeValue> 
  <ChangeName path="Offer/Descriptions/NVP/Colour">Color</ChangeName> 
 </XMF> 
</ExportModification> 
Listing 6.8: ExportModificationDocument (Beispiel) 
6.4.3.2 Description-Module 
Ein Description-Modul implementiert die Unterstützung des Traders für eine bestimmte Be-
schreibungssprache. Zentrale Aufgabe des Description-Moduls ist es zu prüfen, ob ein von 
einem Exporter übergebenes Beschreibungselement gültig ist. Daraus folgt, dass Description-
Module aufgerufen werden, wenn eine Komponente registriert wird und in den Daten des Ex-
portDocument ein Beschreibungselement in der entsprechenden Beschreibungssprache abge-
legt ist. Gleichwohl ist das Modul auch aufzurufen, wenn der Exporter ein Komponentenange-
bot modifiziert. Das Description-Modul erhält beim Aufruf ein XML-Fragment, welches das 
das Modul triggernde Element und den kompletten Inhalt des Elements enthält. 
Da die Validierung der Korrektheit der Komponentenbeschreibungen bei der Registrierung 
einer Komponente zwar wünschenswert, aber aus Sicht des Traders nicht zwingend notwen-
dig ist, und da die Tatsache gilt, dass es keine zusätzlichen Pflichtaufgaben für Description-
Module gibt, lässt sich folgern, dass nicht für jede Art der Komponentenbeschreibung die 
Verfügbarkeit eines passenden Description-Moduls zwingend vorausgesetzt werden muss. Ein 
Exporter kann aber mit MustUnderstand="True" in einem Beschreibungselement einem 
Trader die Verpflichtung auferlegen, ein Description-Modul für die verwendete Beschrei-
bungssprache zu besitzen. Auch der Trader-Administrator kann vorgenannte Verpflichtung für 
alle Beschreibungssprachen durchsetzen. 
Ein Description-Modul kann über die rein syntaktische Prüfung hinaus weitere Prüfungsvor-
gänge vornehmen oder andere Aktionen ausführen. Zu den möglichen Aktionen gehört auch, 
dass das Description-Modul das triggernde Element modifizieren kann. Ein gutes Beispiel für 
eine Aktion eines Description-Moduls ist die Auswertung eines Beschreibungselements des 
Typs <Catalogue>. Das zugehörige Description-Modul muss die Einordnung des Angebots 
in den Trader-Katalog vornehmen. 
























Abbildung 6.6: Grundsätzlicher Aufbau eines ExportDocument 
Beispiel 
Ein gutes Beispiel für ein Description-Modul mit einer aktiven Aufgabe ist die Einordnung eines 
Komponentenangebots in den Komponentenkatalog. Diese Funktionalität soll in einem Desc-
ription-Modul unter dem Namen Description.Category realisiert sein. Das Description-
Modul Description.Category sortiert ein Komponentenangebot an eine oder mehrere Stellen 
in den Trader-Katalog ein. Dabei muss dieses Modul zunächst prüfen, ob die entsprechende 
Kategorie im Trader-Katalog vorhanden ist. Ist sie nicht vorhanden und erlaubt die Konfigura-
tion des Traders den Exportern die Erweiterung des Katalogs, so kann das Modul die ent-
sprechende Kategorie hinzufügen. 




In Kapitel 5.4.4 wurde aus den Anforderungen das Konzept der erweiterbaren Beschrei-
bungssprache Name-Value-Pairs entwickelt: Im Rahmen eines <NVP>-Beschreibungsele-
ments können beliebige XML-Elemente verwendet werden, die entweder als Datenelemente 
oder als Funktionselemente agieren. Die XML-Elementen zuordnenbaren Module sollen als 
Element-Module bezeichnet werden. Ein Element-Modul ist mit einem oder mehreren XML-
Elementen in einem NVP-Beschreibungselement verbunden und gehört daher zum Basistyp 
der Element-gebundenen Module. Element-Module sollen aber auch die Möglichkeit haben, in 
die Verarbeitungskette des Trader-Kerns einzugreifen durch Reaktion auf Ereignisse, die der 
Trader-Kern aussendet. Daher ist eine zusätzliche Implementierung des Basistyps "Ereignis-
gebundene Module" geboten. Ein Element-Modul registriert sich bei der Aufnahme in den 
Trader auf ein oder mehrere XML-Elemente. Trifft der Trader in einem Trader-Dokument auf 
eines dieser XML-Elemente, so instanziiert er das entsprechende Element-Modul und übergibt 
ihm ein XML-Fragment, welches das das Modul triggernde Element und den kompletten In-
halt des Elements enthält. Zu den möglichen Aktionen gehört auch, dass das Element-
gebundene Modul das triggernde XML-Fragment modifizieren kann. Aus diesem Grund gibt 
das Modul auch ein XML-Fragment zurück, das an die Stelle des übergebenen XML-
Fragments gesetzt wird. 
Hinsichtlich der Implementierung ist es sinnvoll, zwischen Funktionselementen und Daten-
elementen zu unterscheiden. Funktionselemente benötigen eine spezifische Implementierung, 
die an definierter Stelle in den Verarbeitungsprozess des Traders eingreift. Für Datenelemente 
ist die Hinterlegung von Programmcode nicht zwingend notwendig; auch hier kann Programm-
code hinterlegt sein, um sinnvolle Aufgaben wie die Validierung des XML-Elements und des 
untergeordneten XML-Fragments zu gewährleisten.  
Das Description-Modul prüft durch Nachfrage beim Module-Manager, ob für die in einer 
Dienstbeschreibung des Typs <NVP> enthaltenen Elemente Module registriert sind. Wenn ein 
Modul nicht lokal vorhanden ist, prüft der Module-Manager, ob entsprechende Referenzen im 
aktuellen Trader-Dokument oder dem ModuleConfigurationDocument vorhanden sind, die 
einen Download eines passenden Moduls ermöglichen. Die Nicht-Verfügbarkeit eines auf das 
Element registrierten Moduls ist jedoch kein Fehlerfall (sofern nicht MustUn-
derstand="True" gesetzt ist). Der Trader behandelt das XML-Element im Normalfall als 
reines Datenelement, an das kein spezielles Verhalten gebunden ist. Also speichert und verar-
beitet der Trader das Element in seiner übermittelten Form, ohne vorher irgendeinen spezifi-
schen Arbeitsschritt auszuführen. Die Tatsache, dass ein Element-Modul nicht vorhanden ist, 
führt nur dann zur Ablehnung einer Suchanfrage oder eines Registrierungsvorgangs, wenn der 
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Importer bzw. der Exporter durch ein MustUnderstand="True" explizit festgelegt hat, dass 
der Trader das Element verarbeiten können muss. Bei der Verwendung von MustUn-
derstand="True" liegt es in der Verantwortung des Importers bzw. Exporters, durch die 
Übermittlung eines passenden Modulverweises die Verarbeitbarkeit im Trader-Server sicher-
zustellen. 
Durch Übermittlung eines passenden Element-Moduls für ein Element in einer NVP-
Dienstbeschreibung kann an verschiedenen Stellen Einfluss auf den Trader-Verarbeitungs-
prozess genommen werden. Als Verarbeitungsschritte, in denen es sinnvoll ist, dass ein Ele-
ment-Modul Einfluss auf die Verarbeitung nehmen könnte, sind beispielsweise zu nennen: 
- bei Verarbeitung eines ExportDocument; 
- bei Erstellung des ExportAnswerDocument; 
- bei Speicherung des Dokuments in den Offer-Store; 
- beim Laden des Dokuments aus dem Offer-Store; 
- bei Verarbeitung eines ImportDocument; 
- bei erfolgreichem Matching (wenn ein Komponentenangebot als Ergebnis der Suchan-
frage ausgewählt wurde); 
- bei erfolglosem Matching (wenn zwar in den Matching-Prozess einbezogen, aber auf-
grund der Suchkriterien nicht ausgewählt wurde) und 
- bei Erstellung des ImportAnswerDocument. 
Beispiel 1: Berechnetes Element / Zähler 
Ein Fall für eine sinnvolle Erweiterung der Metadaten ist ein berechnetes Element. Hierbei wird 
der Inhalt des Elements durch das Ergebnis der Berechnung ausgetauscht. Als Beispiel dafür 
kommt ein Zähler in Frage, der festhält, wie oft das Angebot bereits im Rahmen eines Imports 
ausgewählt wurde. Ein solches Element wäre beim Export zunächst leer oder mit 0 gefüllt: 
<NumberOfImports>0</NumberOfImports>. 
Der Trader benötigt eine funktionale Erweiterung, um diesen Wert erhöhen zu können. Das 
passende Element-Modul NumberOfImports würde vor der Erstellung des Import-
AnswerDocument in den Arbeitsablauf des Traders eingreifen und das Element durch ein 
gleiches Element mit verändertem (um den Wert 1 erhöhten) Inhalt zurückgeben, z.B. <Num-
berOfImports>1</NumberOfImports>. 
Beispiel 2: Zeitrestriktion 
Ein weiteres Beispiel für eine sinnvolle Erweiterung der Metadaten ist eine Zeitbegrenzung des 
Angebots. So könnte eine Komponente nachts zwischen 3:00 und 4:00 Uhr nicht verfügbar 
sein, weil zu dieser Zeit der entsprechende Komponenten- Server wegen Wartungsarbeiten 
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nicht aktiv ist. Dies kann wie nachfolgend dargestellt in den Metadaten ausgedrückt werden. In 
dem folgenden Beispiel ist neben dem täglichen Wartungsfenster von 3:00 bis 4:00 Uhr nachts 
eine Zeit der Nicht-Verfügbarkeit sonntags zwischen 1:00 und 3:00 Uhr. 
<TimeRestriction> 
 <NotAvailable> 
  <Monday from="3:00 a.m." to="4:00 a.m."/> 
  <Tuesday from="3:00 a.m." to="4:00 a.m."/> 
  <Wednesday from="3:00 a.m." to="4:00 a.m."/> 
  <Thursday from="3:00 a.m." to="4:00 a.m."/> 
  <Friday from="3:00 a.m." to="4:00 a.m."/> 
  <Saturday from="3:00 a.m." to="4:00 a.m."/> 
  <Sunday from="3:00 a.m." to="4:00 a.m."/> 
  <Sunday from="1:00 p.m." to="3:00 p.m."/> 
 </NotAvailable> 
</TimeRestriction> 
Listing 6.9: <TimeRestriction>-Element (Beispiel) 
Realisierungen von Kern-Funktionalitäten 
Auch Funktionen von Kernbausteinen des Trader-Servers wie Abrechnung und Sicherheit 
können durch Element-Module einfach in den Trader integriert werden. Der Vorteil der Reali-
sierung durch Element-Module liegt darin, dass Verarbeitungsprozesse angestoßen werden 
können, ohne dafür spezielle Vorkehrungen im Server-Kern zu treffen zu müssen. 
6.4.3.4 Dynamic-Element-Manager 
Der Dynamic-Element-Manager ist zuständig für die Aktualisierung von dynamischen Elemen-
ten innerhalb von Komponentenangeboten, die im Offer-Store abgelegt sind. Die vielfältigen 
Aktualisierungsmöglichkeiten (vgl. Kapitel 5.4.2) lassen sich in zwei Verfahren modellieren: 
Pull-Verfahren (der Trader holt aktuelle Werte) und Push-Verfahren (der Trader erhält 
aktuelle Werte von außen). Aufgrund der Anforderung der periodischen Aktualisierung (peri-
odisch-aktualisierte Elemente) ist der Dynamic-Element-Manager ein aktiver Baustein.  
Bei einem periodischen Aufruf ermittelt der Dynamic-Element-Manager aus allen Dienstange-
boten alle zu aktualisierenden Elemente gemäß der hinterlegten Aktualisierungsintervalle und 
dem Zeitpunkt der letzten Aktualisierung. Verlangt der Matching-Manager aktuellste Werte für 
ein Komponentenangebot, ermittelt der Dynamic-Element-Manager die aktuellen Werte nur 
für das angefragte Angebot.  
Sofern die Aktualisierung auf Initiative des Traders erfolgt (Trader-aktualisierte Elemente) 
sendet der Dynamic-Element-Manager an den UComT-Client ein DynamicElementPullDo-
cument, das spezifiziert, welches Element der Client an den Server liefern soll. Die Verarbei-
tung der Anfrage im Trader-Client obliegt dem Dynamic-Element-Client. Der Dynamic-
Element-Client ermittelt den aktuellen Elementinhalt und sendet ihn in Form eines DynamicE-
lementPullAnswerDocument an den Server zurück. Durch eine eindeutige DynamicProper-
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tyGetID (hier wird ein UUID verwendet) wird eine Verbindung zwischen den beiden Doku-
menten hergestellt. 
<DynamicElementGet DynamicPropertyGetID="{9B186A8F-F520-4eeb-B553-118304AC46C5}"> 
  <OfferID>3554646</OfferID> 
   <GetElement> 
 <Warteschlangenlaenge Update="True" Updater="Trader" UpdateType="Periodic"  
  UpdateFrequency="00:00:00:10"> 
  67 
  </Warteschlangenlaenge> 
  </GetElement> 
</DynamicElementGet> 
Listing 6.10: DynamicElementPullDocument (Beispiel) 
<DynamicElementAnswer DynamicPropertyGetID="{9B186A8F-F520-4eeb-B553-118304AC46C5}"> 
  <OfferID>3554646</OfferID> 
    <Result> 
  <Warteschlangenlaenge Update="True" Updater="Trader" UpdateType="Periodic" 
   UpdateFrequency="00:00:00:10"> 
  90 
  </Warteschlangenlaenge> 
   </Result> 
</DynamicElementAnswer> 
Listing 6.11: DynamicElementPullAnswerDocument (Beispiel) 
Ein zweiter Aufrufweg des Dynamic-Element-Managers existiert über den Exporter-Manager 
definiert. Bei einer Aktualisierung von außen (DynamicElementPushDocument) ersetzt der 
Dynamic-Element-Manager ein bestehendes XML-Fragment durch das neu übermittelte 
XML-Fragment in einem durch eine OfferID spezifizierten OfferDocument. 
6.4.4 Import 
Das vorliegende Kapitel diskutiert die Realisierung des Import-Vorgangs im UComT-Modell. 
6.4.4.1 Importer-Manager 
Der Importer-Manager ist die Schnittstelle des Trader-Servers zur Entgegennahme und Be-
antwortung von Suchanfragen von Importern. Ein Importer sendet dem Importer-Manager ein 
ImportDocument (siehe Abbildung 5.9), das dieser mit einem ImportAnswerDocument 
beantwortet (siehe Abbildung 6.7). 
Suchanfragen 
Der Importer sendet dem Importer-Manager ein ImportDocument, das eine oder mehrere 
Suchelemente sowie Trader-Direktiven62 enthält. Der Importer-Manager vergibt zunächst für 
jede Suchanfrage eine eindeutige Nummer. Diese Nummer wird ImportID genannt und im 
ImportAnswerDocument an den Importer gesendet, um Fehlerdiagnosen und iterative Such-
anfragen zu ermöglichen. Um eine Eindeutigkeit der ImportID über alle Suchen und alle Trader 
hinweg zu erzielen, bietet sich die Verwendung von Universal Unique Identifiers (UUIDs) 
[OPE97, /apdxa.htm] an. Auf Basis der ImportID hat ein Importer die Möglichkeit, sich auf 
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die Ergebnismenge einer vorherigen Suche zu beziehen. Dies impliziert, dass der Trader zu-












Abbildung 6.7: Schematischer Aufbau eines ImportAnswerDocument 
Nach der Vergabe der ImportID ist es Aufgabe des Importer-Managers, das ImportDocu-
ment zu prüfen, wobei er dies im Hinblick auf die einzelnen Suchelemente an die jeweiligen 
Search-Module delegieren muss, da nur diese die Validität der Elemente überprüfen können. 
Ein weiterer Prüfungsschritt erfolgt beim Security-Manager in Bezug auf die Rechte des im-
portwilligen Client. 
Der Importer-Manager ruft nach erfolgreicher Prüfung den Matching-Manager auf, der seiner-
seits die relevanten Matching-Module einsetzt, um passende Komponentenangebote zu finden. 
Der Matching-Manager antwortet mit einer Menge von Komponentenangeboten, aus denen 
der Importer-Manager das ImportAnswerDocument (Abbildung 6.7) erstellt, das er an den 
Client sendet. Sowohl beim Matching als auch bei der Erstellung des ImportAnswerDocu-
ment müssen eventuell im ImportDocument vorhandene Trader-Direktiven berücksichtigt 
                                                                                                                                               
62 Der Importer kann dem Trader auch Direktiven übermitteln, ohne eine Suchanfrage zu stellen. Solche 
Direktiven können insbesondere Links auf Erweiterungsmodule sein. 
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werden. Zu relevanten Trader-Direktiven gehören insbesondere Anweisungen zum Umfang 

































Abbildung 6.8: Ablauf des Imports (UML-Aktivitätsdiagramm) 
<?xml version="1.0" encoding="ISO-8859-1"?> 





  <!-- hierhin den Inhalt aus OfferDocument des 1. Angebots --> 
 </Offer> 
 <Offer> 
  <!-- hierhin den Inhalt aus OfferDocument des 2. Angebots --> 
 </Offer> 
 <Offer> 
  <!-- hierhin den Inhalt aus OfferDocument des 3. Angebots --> 
 </Offer> 
 <Offer> 
  <!-- hierhin den Inhalt aus OfferDocument des 4. Angebots --> 
 </Offer> 
</ImportAnswer> 
Listing 6.12: ImportAnswerDocument (Beispiel) 
Archivierung der Suchanfragen 
Für die Realisierung iterativer Suchanfragen, die dem Importer erlauben, bei einer Suchanfrage 
Bezug auf die Suchergebnisse früherer Anfragen zu nehmen, ist es erforderlich, dass der Im-
porter speichert, welche Komponentenangebote zu einem Suchergebnis gehören. In Kapitel 
5.5.10 wurde bereits festgestellt, dass die iterative Suche auf eine eigene Suchsprache 
(<Search:ImportIDs>) zurückgeführt werden kann. Die Suchsprache setzt voraus, dass der 
Importer-Manager eindeutige Suchnummern vergibt. Diese Anforderung ist durch die UUID-
198 Architektur des UComT-Servers   
 
 
basierte ImportID bereits gegeben. Es stellt sich die Frage, in welcher Form die Suchergeb-
nismengen abgelegt werden. 
Wenn die Suche über frühere Suchergebnismengen in Form einer Suchsprache implementiert 
wird, liegt es nahe, die Zuordnungen von Suchnummern zu Angeboten als eine zusätzliche Be-
schreibungssprache aufzufassen. Das entsprechende Beschreibungselement kann dann also 
von dem Importer-Manager in die OfferDocuments der betreffenden Komponentenangebote 
als ein Beschreibungselement eingefügt werden. Damit der Client dieses vom Trader generierte 
Beschreibungselement von den Beschreibungselementen, die der Exporter übermittelt hat, 
unterscheiden kann, sollte der Importer-Manager dies kenntlich machen (TraderGenera-
ted="True"). 
<Desc:ImportIDs Visible="False" TraderGenerated="True"> 
  <Import ID="{76186A8F-F520-4eeb-B553-118304AC46C5}"  
   ClientID="{8767A8F-F520-4eeb-B553-668304AB46C5}"  
   TimeStamp="01.07.2003 12:00"/> 
  <Import ID="{45186A8F-AB20-4eeb-B553-118304AC46C5}"  
   ClientID="{B676A8F-F520-4eeb-B553-788304A346C5}"  
   TimeStamp="01.07.2003 12:10"/> 
</Desc:ImportIDs> 
Listing 6.13: Vom Importer-Manager im OfferDocument gespeicherte ImportIDs (Beispiel) 
Eine dauerhafte Speicherung der früheren Suchergebnismengen würde zu großen Datenmen-
gen führen. Der Trader-Administrator sollte eine maximale Aufbewahrungszeit festlegen kön-
nen. Dies setzt voraus, dass in den <Desc:ImportIDs>-Elementen der Zeitpunkt der Suche 
abgelegt wird. 
6.4.4.2 Search-Module 
Ein Search-Modul korrespondiert mit einer in einem ImportDocument verwendeten Such-
sprache, analog dazu, wie ein Description-Modul zu einer Dienstbeschreibung in einem Ex-
portDocument gehört. Primäre Aufgabe des Search-Moduls ist es, die Gültigkeit der Such-
beschreibung zu prüfen. Ebenso wie beim Description-Modul sind weitere Aktionen möglich. 
Im Sinne einer klaren Aufgabentrennung ist es, dass das Search-Modul nicht für das Matching 
mit Dienstbeschreibungen verantwortlich ist. Diese Aufgabe wird von Matching-Modulen 
wahrgenommen. 
6.4.5 Matching 
Das Matching ist die zentrale Funktion des Traders, bei der anhand eines ImportDocument 
die passenden Komponentenangebote aus dem Offer-Store herausgesucht werden.  
6.4.5.1 Matching-Module 
Matching-Module sind das verbindende Element zwischen Such- und Beschreibungselemen-
ten. Aus der Anforderung, dass das UComT verschiedene Beschreibungs- und Suchsprachen 
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unterstützen soll, ergibt sich eine Matrix mit n*m Feldern, wobei n die Anzahl der Beschrei-
bungssprachen und m die Anzahl der Suchsprachen ist. 
Suchsprache 
Beschreibungssprache 
SRDL ServiceType RA XQuery Keywords 
NVP X   X  
ServiceType X X  X  
Text   X X X 
Keywords    X X 
Tabelle 6.3: Matrix der Kombinationen von Suchsprachen und Beschreibungssprachen (Beispiel) 
Ein Problem besteht darin, diese vielfältigen Möglichkeiten zu modularisieren. Grundsätzlich 
existieren drei Entwurfsmöglichkeiten: 
1. Realisierung eines Matching-Moduls für jede Suchsprache 
2. Realisierung eines Matching-Moduls für jede Beschreibungssprache 
3. Realisierung eines Matching-Moduls für jede Kombination aus Suchsprache und Be-
schreibungssprache 
Gegen die Möglichkeiten 1 und 2 spricht, dass mehrere Module ausgetauscht werden müss-
ten, sobald der Matrix eine neue Sprache hinzugefügt werden soll. Die Möglichkeit 3 bietet die 
größten Freiheiten, weil beim Hinzufügen einer Suchsprache oder einer Beschreibungssprache 
ein Satz passender Matching-Module ergänzt werden kann, ohne bestehende Module austau-
schen zu müssen. Zur Vermeidung von redundantem Code bietet es sich aus implementie-
rungstechnischer Sicht an, dass ein einziges Modul durchaus mehrere Kombinationen in der 
Matrix abdecken können sollte.  
Ein Matching-Modul realisiert folglich die Suche eines Suchelements s in der Suchsprache ssp 
über ein oder mehrere63 Beschreibungselemente b1..n in den Beschreibungssprachen bsp1..n. 
Dies soll formal als Funktion match(s,b1..n) ausgedrückt werden. Die Matching-Module wer-
den von dem Matching-Manager aufgerufen. match(s,b1..n) prüft die Übereinstimmung und 
gibt den Grad der Übereinstimmung zurück. 
Definition: Relevanz 
Als Relevanz wird der Grad der Übereinstimmung eines oder mehrerer Beschrei-
bungselemente mit genau einem Suchelement bezeichnet.  
Die Relevanz nimmt einen Wert zwischen 0 (keine Übereinstimmung) und 1 (vollständige Ü-
bereinstimmung) an (0= match(s,b1..n) = 1). Die Bestimmung der Relevanz muss dabei den 
                                                 
63 Die Notwendigkeit der Unterstützung der Anwendung einer Suchsprache auf mehrere Beschreibungs-
sprachen wird am Beispiel von SRDL (vgl. Kapitel 5.5.5) deutlich: SRDL vereint die Suche über Dienst-
typen und Attribute in einem Ausdruck. 
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Entwicklern der Matching-Module überlassen werden. Matching-Module, die nur 0 oder 1 
zurückliefern können, sind als möglich zu erachten. Gerade im Fall der ontologiebasierten Be-
schreibung ist eine abgestufte Relevanz sinnvoll, um die unscharfe Suche abbilden zu können. 
6.4.5.2 Vorüberlegungen zum Matching-Vorgang 
Der Matching-Manager muss beim Matching drei Mengen berücksichtigen:  
- die Menge S der Suchelemente in einem Import-Dokument; 
- die Menge A der Komponentenangebote; 
- die Menge B der Beschreibungselemente in einem einzelnen Komponentenangebot aÎ 
A. 
Daraus ergeben sich drei Iterationsschleifen, deren Verschachtelung aus der Sicht der Opti-
mierung des Matching-Vorgangs diskutierenswert ist. 
Für die oberste Iterationsschleife ausgeschlossen ist die Menge B, da diese nur über ein Ele-
ment aÎA erreichbar ist. Die oberste Iterationsschleife über die Menge S durchzuführen und 
innerhalb dieser Schleife dann jedes bÎB in jedem a zu untersuchen hat den Nachteil, dass 
Zwischenergebnisse über das Ergebnis der Suche zwischen den Iterationen über S gespeichert 
werden müssen. Die oberste Iterationsschleife sollte daher über A gehen. 
Für die mittlere Iterationsschleife steht dann zur Wahl, diese über alle Elemente von bÎB 
(Strategie 1) oder sÎS (Strategie 2) zu führen. Zur Entscheidung ist minimale und maximale 
Anzahl der Vergleichsoperationen ein geeignetes Kriterium. Hinsichtlich der maximalen Anzahl 
der Vergleiche ist festzustellen, dass diese in beiden Fällen gleich ist, da aufgrund der Tatsa-
che, dass in verschiedenen Beschreibungselementen unterschiedliche Aspekte einer Kompo-
nente beschrieben sein können, die Qualität eines Komponentenangebots steigt, je mehr Be-
schreibungselemente zu einem Suchelement passen bzw. je mehr Suchelemente auf ein Be-
schreibungselement passen. Sofern also nicht bei einem Matching entschieden werden kann, 
dass ein Angebot nicht passt, ist ein Durchlauf aller Kombinationen B´S notwendig. Folglich 
kommt ein vorzeitiger Abbruch der Schleife nur dann in Frage, wenn mindestens ein s Î S als 
Pflicht-Element gekennzeichnet ist. 
In beiden Strategien ist es vorteilhaft, dass erst alle Pflicht-Suchelemente gegen alle Beschrei-
bungselemente getestet werden. Trifft keines der Beschreibungselemente auf ein Suchelement 
zu, kann die Schleife abgebrochen werden, da die Suchanfrage auf die Komponente nicht 
mehr zutreffen kann. 
Im Fall der Strategie 1 (Schleife über bÎB) kann erst beim letzten b entschieden werden, ob 
ein Abbruch erfolgen kann. Für den Fall von n Suchanfragen (davon m Pflicht-Suchangaben) 
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und d Dienstbeschreibungen ist der frühestmögliche Abbruch nach ((d-1)*n) + 1 Vergleichen. 
Im Fall der Strategie 2 (Schleife über s Î S) ist jedoch ein Abbruch nach d Vergleichen schon 
möglich, wenn das erste Pflicht-Suchelement kein passendes Beschreibungselement findet. Auf 
Basis der in Abbildung 6.9 und Tabelle 6.4 dargestellten Ergebnisse kann eindeutig der Strate-
gie 2 der Vorzug gegeben werden. 












Strategie 2 (Schlei fe über S)
Strategie 1 (Schlei fe über B)
 
Abbildung 6.9: Beispiel für den frühesten Abbruch der Prüfung im Fall von drei Dienstbeschreibungen 












n m d =n*d =((d-1)*n)+1 =d 
3 3 3 9 7 3 
3 1 3 9 7 3 
10 1 1 10 1 1 
10 1 20 200 191 20 
10 5 5 50 41 5 
10 5 20 200 191 20 
10 5 20 200 191 20 
100 1 100 10000 9901 100 
 Tabelle 6.4: Beispiel-Berechnungen zur Wahl der Suchstrategie 
6.4.5.3 Matching-Phasen 
Der nachfolgende Abschnitt beschreibt das Vorgehen des Matching-Managers im Detail, ins-
besondere im Zusammenspiel mit anderen Modulen des Traders. Der Matching-Prozess kann 
in sieben Phasen gegliedert werden. 
Phase 1: Ermitteln der gesamten Angebotsmenge 
Zu Beginn fordert der Matching-Manager zunächst eine Liste aller lokalen Komponenten-
angebote beim Component-Store an (Aalle).  
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Phase 2: Vorauswahl 
Als Nächstes lässt der Matching-Manager vom Security-Manager prüfen, für welche der 
Komponentenangebote aus Aalle der Importer eine Sichtbarkeitsberechtigung besitzt. Hat der 
Importer explizit angefordert, dass der Trader nur solche Angebote liefern soll, die der Impor-
ter aufgrund der Zugriffsrechte auch nutzen könnte, weist der Matching-Manager den Securi-
ty-Manager an, die Basismenge der Komponentenangebote weiter einzuschränken. Ergebnis 
dieser Vorauswahl ist die Menge der erlaubten Komponentenangebote Aerlaubt. 
Phase 3: Vorbereitung des Matching 
Zur Vorbereitung des Matching analysiert der Matching-Manager das ImportDocument und 
ermittelt die dort definierten Suchanfragen. Zur effizienteren Verarbeitung sollten die Suchele-
mente aus dem XML-Dokument in eine Liste Svorläufig übertragen werden. Die Suchelemente 
müssen gemäß den obigen Überlegungen so sortiert werden, dass die als Mandatory dekla-
rierten Suchanfragen am Anfang einer Liste stehen. 
Zusätzlich fügt der Matching-Manager der Menge Svorläufig alle Suchelemente hinzu, die durch 
Konvertierung von aus sÎSvorläufig errechenbar sind. Daraus entsteht die Menge Skonvertiert, die 
zusammen mit Svorläufig die Menge Salle aller anwendbaren Suchelemente bildet. 
Phase 4: Matching 
In dieser Phase vollzieht der Matching-Manager in 13 geschachtelten Schritten den Aufruf der 
Matching-Module. Die einzelnen Schritte sollen mit arabischen Zahlen gekennzeichnet werden. 
1. Der Matching-Manager durchläuft in einer Schleife die Basismenge der erlaubten 
Komponentenangebote a Î Aerlaubt.  
2. In der inneren Schleife durchläuft der Matching-Manager alle s Î Salle. 
3. Für jedes einzelne Suchelement s muss der Matching-Manager nun anhand des Sco-
pe-Attributs zunächst ermitteln, mit welchen Beschreibungselementen des aktuellen 
Komponentenangebots (bÍBalle) die Suchanfrage überhaupt verglichen werden soll. 
Die Teilmenge bÍBalle der Beschreibungselemente wird in eine lineare Liste gebracht 
und mit Brelevant (relevante Beschreibungselemente) bezeichnet. 
4. Der Matching-Manager durchläuft nun alle bÎBrelevant für jedes sÎSalle. 
5. Für die Kombination eines Suchelements sÎSalle und eines Beschreibungselements 
bÎBrelevant fordert der Matching-Manager beim Module-Manager alle Matching-
Module an, die die Anwendung von s auf b, also match(s,b) unterstützen. Die Liste 
der passenden Matching-Module heißt Mrelevant. Dabei prüft der Module-Manager 
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auch, ob unter Einsatz von Converter-Modulen weitere Matching-Module eingesetzt 
werden können. 
6. In einer Schleife ruft der Matching-Manager alle mÎMrelevant auf. Dieser Aufruf soll als 
ein Match-Call bezeichnet werden. Sofern durch den Module-Manager mitgeteilt 
wurde, dass der Aufruf eines oder mehrerer Converter-Module notwendig ist, ruft der 
Matching-Manager zuvor den Converter-Manager auf, um diese Konvertierung aus-
zuführen.  
7. Der Aufruf der Matching-Funktion match(s,b1..n) des Matching-Moduls liefert die Re-
levanz rvorläufig im Wertebereich = 0 und = 1 zurück. Die Matching-Funktion erhält da-
bei das Suchelement s und alle Dienstbeschreibungen b Î brelevant. 
8. Berücksichtigt werden muss die Qualität qalle, die sich aus der Multiplikation der Qua-
litätsfaktoren q (0,1 =  q = 1,0) der beteiligten Konverter ergibt. Da der Einsatz von 
Konvertern das Ergebnis verschlechtert, ist eine Multiplikation von qalle mit rvorläufig ge-
boten. Das Ergebnis ist die Relevanz rvorläufig2 eines Beschreibungselements für ein be-
stimmtes Suchelement aufgrund eines Matching-Moduls. Da der Wertebereich für je-
des q und rvorläufig im Wertebereich = 0 und = 1 liegt, ist auch rvorläufig2 ein Wert in die-
sem Wertebereich. 
9. Sofern mehrere Matching-Module aufgerufen werden, muss auch dies bei der Re-
levanz berücksichtigt werden. Die Existenz mehrerer Matching-Module für ein 
match(s,b1..n) ist für die Relevanz des Angebots nicht entscheidend. Es bietet sich da-
her an, in diesem Fall den Mittelwert zu bilden, um alle verfügbaren Matching-Module 
gleichberechtigt zu berücksichtigen. rvorläufig3 ist die Relevanz einer Dienstbeschreibung 
für eine bestimmte Suchanfrage über alle Matching-Module.  
10. Weiterhin ist das Aktorenkonzept zu berücksichtigen, d.h. die Übereinstimmung der 
Aktorendefinition in Beschreibungs- und Suchelement. Der Übereinstimmungsgrad u 
mit einem Wertebereich zwischen 0 und 1 muss mit rvorläufig3 multipliziert werden, so-
dass sich rvorläufig4 ergibt. 
11. Im nächsten Schritt sind die Werte rvorläufig4 über alle Dienstbeschreibungen bÎ Brelevant 
zu addieren. Die Addition ist damit zu rechtfertigen, dass ein Angebot umso besser ist, 
je mehr der verfügbaren Dienstbeschreibungen auf eine Suchanfrage zutreffen. Das Er-
gebnis sei rvorläufig5, wobei diese Zahl den bisherigen Wertebereich = 0 und  = 1 verlas-
sen kann und darf. 
12. Wenn ein Suchelement, das als Mandatory deklariert ist, für rvorläufig5 den Wert 0 (d.h. 
kein Matching-Modul für irgendein Beschreibungselement ein positives Ergebnis gelie-
fert hat) ergibt, wird die Bearbeitung des aktuellen Komponentenangebots abgebro-
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chen und die äußere Schleife der Komponentenangebote mit dem nächsten Angebot 
aÎ Aerlaubt fortgesetzt. Nur wenn danach ein Relevanz-Wert größer Null erreicht ist, 
speichert der Matching-Manager das Komponentenangebot a in der Ergebnismenge 
E. In diesem Fall wird die innere Schleife der Suchanfragen fortgesetzt, was die Rele-
vanz eines Komponentenangebots steigert, je mehr Suchanfragen zu dem Angebot 
passen. Wenn ein Komponentenangebot auf mehr als eine Suchanfrage passt, so ad-
diert der Matching-Manager die von allen Prüfungsvorgängen in verschiedenen Mat-
ching-Modulen zurückgegebene Relevanz. 
13. Im letzten Schritt sind die Relevanz-Werte aller s Î Salle zu verrechnen, um die endgül-
tige Relevanz rendgültig eines Komponentenangebots in Bezug auf einen Import zu ermit-
teln. Auch hier ist eine Addition zu rechtfertigen, da ein Angebot umso besser ist, je 
mehr Suchanfragen auf ein Komponentenangebot zutreffen. Damit für die endgültige 
Relevanz ein Wert im Wertebereich 0,1 =  rendgültig  = 1,0 entsteht wird der Wert rend-
gültig durch die Anzahl der Match-Calls geteilt. Folglich besitzt ein Angebot nur dann 
die Relevanz 1,0, wenn es in allen Match-Calls den Wert 1,0 erhalten hat. 
Phase 5: Ranking 
Ergebnis der Phase 4 ist eine Menge der Komponentenangebote, die auf die Suchanfrage 
passen. In der Phase 3 ist als Grundlage für die Feinauswahl nun eine Sortierung der Sucher-
gebnisse anhand der ermittelten Relevanz geboten.  
Phase 6: Feinauswahl 
Sofern der Client angefordert hat, dass aus der Menge der passenden Komponentenangebote 
eine Teilmenge ausgewählt werden soll (z.B. die besten fünf oder drei zufällige), führt der Mat-
ching-Manager in dieser Phase die Feinauswahl durch.  
Ranking und Feinauswahl können nicht nur durch Trader-Direktiven veranlasst werden, son-
dern auch Teil einer Suchsprache sein. Vorgenannter Fall ist zum Beispiel in SRDL mit dem 
Select-Befehl [PoMe95, S. 5] gegeben. Für diesen Fall ist es notwendig, dass der Matching-
Manager speichert, welche Suchanfrage welches Komponentenangebot in die Grob-
Ergebnismenge eingebracht hat, da die Feinauswahl nur über die Dienste erfolgen darf, die von 
der jeweiligen Suchanfrage auch eingebracht wurden. 
Phase 7: Verfügbarkeitsprüfung 
Sofern der Client beim Trader eine Verfügbarkeitsprüfung angefragt hat, wird diese sinn-
vollerweise nach der Feinauswahl durchgeführt.  
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1. Schleife über alle Komponentenangebote a aus A erlaubt
2. Schleife über alle Suchanfragen s aus Salle
4. Schleife über alle relevanten Dienstbeschreibungen
b aus  B relevant
3. Ermittlung der relevanten Dienstbeschreibungen
5. Ermittlung der verfügbaren Matching-Module
6. Schleife über alle verfügbaren Matching-Module
7. Matching
rvorläufig = match(s,b1..n)
8. Berücksichtigung der Qualität der Konverter
rvorläufig2 = rvorläufig * qalle
11. Addition der Relevanz aller Dienstbeschreibungen rvorläufig5
13. Addition der Relevanz aller Suchanfragen rendgültig
9. Ermittlung des Durchschnitts der Relevanz rvorläufig3
10. Berücksichtigung des Aktorenkonzeptes rvorläufig4
12. Anfügen an die Ergebnismenge
 
Abbildung 6.10: Grafische Darstellung der dreizehn Schritte in Matching-Phase 4 





















































Abbildung 6.11: UML-Aktivitätsdiagramm für den Matching-Manager 
6.4.5.4 Implementierung 
Für die konkrete Ausgestaltung der Matching-Phasen sind zahlreiche Alternativen denkbar. Es 
bietet sich daher an, das Matching durch Erweiterungsmodule konfigurierbar zu gestalten. Für 
die Phase 4 werden die bereits diskutierten Matching-Module eingesetzt. Das Verhalten in den 
anderen Phasen kann sinnvoll durch Steueranweisungen konfiguriert werden, die durch Tra-
der-Directive-Module realisiert werden. Diese Erweiterungsmodule erhalten durch vom Mat-
ching-Manager erzeugte Ereignisse die aktuelle Ergebnismenge und geben dem Matching-
Manager eine modifizierte Menge zurück. 
6.4.5.5 Optimierung für Ad-hoc-Elemente 
Ein wesentlicher Akzeptanzfaktor für das Trading ist die durch Einschaltung eines Traders 
entstehende Verzögerung, die nicht unwesentlich durch die Unterstützung dynamischer Dienst-
eigenschaften bestimmt wird [Kel93, S. 126]. Es ist insbesondere zu vermeiden, dass für Ad-
hoc-aktualisierte Elemente im Rahmen des Matching-Prozesses Daten von Servern erfragt 
werden, die später gar nicht benötigt werden.  
Kovács nennt in [Kov92, S. 7f.] zwei Lösungen zur Optimierung für dynamische Eigenschaf-
ten im ODP-Trading: 
- Konzept des verzögerten Zugriffs beim Auswerten eines Ausdrucks 
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- Verwendung von Aktualitätsprädikaten 
Bei dem Konzept des verzögerten Zugriffs beim Auswerten eines Ausdrucks werden im 
Rahmen der Auswertung eines Matching-Ausdrucks in einer ersten Phase nur die statischen 
Attribute ausgewertet; in einer zweiten Phase werden dann erst die dynamischen Eigenschaften 
für die nach dem Matching der statischen Eigenschaften noch in Frage kommenden Dienstan-
gebote beim diensterbringenden Server erfragt [Kov92, S. 8f.]. Keller bezeichnet dasselbe 
Konzept als "gestaffelte Auswertung" und spricht in diesem Zusammenhang von Static Mat-
cher und Dynamic Matcher [Kel93, S. 126]. 
Durch die Verwendung von Aktualitätsprädikaten kann jedes einzelne Suchattribut mit Ak-
tualitätsbedingungen versehen werden, die den Trader anweisen, wie aktuell die Informationen 
über die ausgewählten Dienste sein müssen, d.h. welchen Aktualitätsgrad die Informationen 
haben müssen. Auf dieser Basis kann der Trader dem Importer eventuell auch Daten aus ei-
nem Cache liefern [Kov92, S. 9ff.]. 
Beide Konzepte sind schlüssig und können von dem ODP-Trading auf die dynamischen Ele-
mente im UComT-Modell übertragen werden, wobei zu beachten ist, dass in Bezug auf das 
UComT-Modell nur solche Elemente zur späteren Auswertung zurückgestellt werden sollten, 
die als Ad-hoc-Elemente deklariert sind. Alle anderen Arten von dynamischen Elementen (vgl. 
Kapitel 5.4.2 ) müssen nicht im Fall einer Anfrage aktualisiert werden, sondern werden perio-
disch durch den Trader oder durch Nachrichten von außen aktualisiert. 
Die Optimierung kann aber darüber hinaus verbessert werden, wenn der Trader die Aktuali-
sierungshäufigkeit eines Komponentenangebots kennt. In diesem Fall kann der Trader unnöti-
ge Nachfragen beim diensterbringenden System vermeiden. Diese Optimierung kann im Rah-
men des Dynamic-Element-Managers realisiert werden und wird daher in Kapitel 6.4.3.3 dis-
kutiert. 
Gemäß dem Konzept der Unterscheidung in Static Matcher und Dynamic Matcher ist es nicht 
geboten, dass der Matching-Manager vor der Übergabe von Komponentenangeboten an die 
Matching-Module die Ad-hoc-Eigenschaften aktualisiert. Vielmehr muss die Anforderung 
dieser Aktualisierung den Matching-Modulen überlassen werden, da nur diese entscheiden 
können, ob die Eigenschaften für die Entscheidung relevant sind. Der Matching-Manager ü-
bergibt daher den Matching-Modulen eine Referenz auf den Dynamic-Element-Manager. 
Wann dieser Dynamic-Element-Manager aufgerufen wird, obliegt dann der Implementierungs-
optimierung der einzelnen Matching-Module. 
Die Verwaltung von zwischengespeicherten Werten und der Vergleich der letzten Abrufzeit mit 
dem geforderten Aktualitätsgrad kann im Gegensatz zum Konzept des verzögerten Zugriffs 
208 Architektur des UComT-Servers   
 
 
beim Auswerten eines Ausdrucks im Rahmen des Dynamic-Element-Managers realisiert wer-
den. 
6.4.5.6 Converter-Manager und Converter-Module 
Durch Konvertierungen kann der durchsuchbare Informationsraum beim Trading erweitert 
werden. Ein Converter-Modul konvertiert von einer Beschreibungssprache in eine andere 
Beschreibungssprache, also die Funktion conv(bsp1) ® bsp2, oder von einer Suchsprache in 
eine andere Suchsprache (conv(ssp1) ® ssp2). Konvertierungen sind sinnvoll, um die Menge 
der mit einem Suchelement sÎS vergleichbaren Beschreibungselemente bÎB zu vergrößern. 
Auf diese Weise kann der Matching-Manager die Suchmöglichkeiten erweitern, wenn kein 
passendes Matching-Modul für ein Suchelement s1 in einer Suchsprache ssp1 auf einem Be-
schreibungselement b1 der Sprache bsp1 vorliegt, wohl aber ein Matching-Modul für 
match(ssp1, bsp2) oder match(ssp2, bsp1). In diesem Fall kann der Matching-Manager durch 
den Einsatz eines Konverters von b2 nach b1 (conv(b2) ® b1) oder eines Konverters von s1 
nach s2 (conv(s1) ® s2). die Suchkombinationen erweitern. Der Converter-Manager dient 
dem Matching-Manager als zentraler Ansprechpartner für alle Konvertierungen. 
s1 in ssp1 b1 in bsp1









Abbildung 6.12: Einsatz von Converter-Modulen 
Da Konvertierungen Qualitätsverluste bedeuten können, ist es sinnvoll, dass jedes Converter-
Modul einen Qualitätsfaktor besitzt, der die Qualität der Transformation definiert. Dieser Fak-
tor liegt zwischen 0,1 und 1,0 in 0,1-Schritten. Der Qualitätsfaktor dient dazu, die Suchergeb-
nisse, die auf dem Einsatz eines Konverters beruhen, entsprechend abzuwerten. 
Im Rahmen des Matching dürfen aufeinander aufbauend mehrere Converter-Module einge-
setzt werden, auch um ein Beschreibungselement zu erhalten, das in der Beschreibungssprache 
selbst vorhanden ist. Die Rechtfertigung dafür liegt darin, dass verschiedene Beschreibungs-
elemente nicht notwendigerweise den gleichen Aspekt einer Softwarekomponente beschrei-
ben.  
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Allerdings darf ein Matching-Manager jedes Converter-Modul in jedem elementaren Mat-
ching-Vorgang (Match-Call, siehe Kapitel 6.4.5.3, Phase 4, Schritt 6) nur ein einziges Mal 
einsetzen, um eine Endlosschleife zu verhindern. Wenn sowohl die Konvertierung einer Such-
sprache als auch die Konvertierung einer Dienstbeschreibungssprache zum Ziel führt, sollen 
ausdrücklich beide Wege beschritten werden, um die Qualität des Ergebnisses zu verbessern. 
Beispiel 
Der UCom-Trader besitzt folgende Matching-Module: 
- match(Search.CORBAIDL, Desc.CORBAIDL) 
- match(Desc.CORBAIDL, Desc.NVP) 
- match(Search.XQuery, Desc.NVP) 
- match(Search.XQuery, Desc.Text)  
Außerdem besitzt der Trader die folgenden Converter-Module: 
- conv(Search.COMIDL, Search.CORBAIDL) 
- conv(Desc.CORBAIDL, Desc.COMIDL) 
- conv(Desc.CORBAIDL, Desc.NVP) 
- conv(Search.SRDL, Search.XQuery) 
Eine Suchanfrage wird in COM-IDL und SRDL gestellt. Für ein Komponentenangebot liegen 
Dienstbeschreibungen in CORBA-IDL, Text und NVP vor. 
Der Matching-Manager kann in diesem Szenario die in der nachfolgenden Match-Call-
Tabelle genannten Vergleiche ausführen. Die Match-Call-Tabelle wird von dem Converter-
Manager unter Zuhilfenahme des Module-Managers erstellt und an den Matching-Manager 
übergeben. 
 COM-IDL SRDL 
CORBA-IDL 
conv(Search.COMIDL, Search.CORBAIDL) 




Text Nicht möglich 
conv(Search.SRDL, Search.XQuery) 
match(Search.XQuery, Desc.Text) 
NVP Nicht möglich 
conv(Search.SRDL, Search.XQuery) 
match(Search.XQuery, Desc.NVP) 
Tabelle 6.5: Match-Call-Tabelle 
6.4.6 Steueranweisungen an den Trader 
Ein Trader-Directive-Modul ist vom Funktionsprinzip vergleichbar mit einem Element-Modul. 
Jedoch wirkt ein Trader-Directive-Modul im Gegensatz zu einem Element-Modul nicht auf 
eine Dienstbeschreibung des Typs "Name-Value-Pair", sondern dient der Steuerung des Tra-
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der-Servers. Ein Trader-Directive-Modul ist an ein XML-Element in einer <TraderDirecti-
ves>-Sektion in einem beliebigen Trader-Dokument gebunden. Beispiele für Trader-
Directive-Module sind: 
- ein Modul zur Leistungsabrechnung (Billing); 
- ein Modul, das aus der Menge der geeigneten Angebote eine Menge von n Angeboten 
zufällig auswählt (Eingriff in die Matching-Phase 6); 
- ein Modul, das aus der Menge der geeigneten Angebote aufgrund der Erfahrungen bei 
früheren Import-Vorgängen die beliebtesten auswählt; 
- ein Modul, das Trader anweist, einen detaillierten Bericht über den Importvorgang (z.B. 
mit allen während des Verarbeitungsprozesses zwischenzeitlich in Erwägung gezogenen 
Angeboten, die dann aber schließlich nicht Teil der Ergebnismenge waren) an den Im-
porter zu senden; 
- ein Modul, das den Suchauftrag als periodischen Dauerauftrag beim Standing-Order-
Manager registriert.  
Beispiel: Billing-Modul 
Auch für die Leistungsabrechnung (Billing) bietet sich eine Realisierung von Trader-Modulen 
an, um sie auf elegante Weise in den Trader einzubinden und die Erweiterbarkeit um andere 
Abrechnungsarten zu ermöglichen. Für das folgende Beispiel sind zwei Billing-Module zu reali-
sieren. Das PayPerMatch-Modul muss an das Ereignis "Erfolgreiches Matching" gebunden 
werden und in diesem Fall einen Abrechnungsdatensatz erzeugen. Das PayPerUse-Modul 
muss dagegen an das Ereignis "Erfolgreicher Dienstaufruf" gebunden werden. 
<Export> 
 <TraderDirectives> 
  <TD:Billing> 
   <PayPerMatch>0.010</PayPerMatch> 
   <PayPerUser>0.39</PayPerUser> 
  </TD:Billing>  
 </TraderDirectives> 
</Export> 
Listing 6.14: Festlegung der Kosten im Rahmen des Exports (Beispiel) 
6.4.7 Dienstaufruf 
Das vorliegende Kapitel diskutiert die Realisierbarkeit der verschiedenen Aufrufmöglichkeiten 
eines Komponentendienstes, die in Kapitel 4.10 als Anforderung definiert wurden. In den vor-
gestellten Szenarien besteht ein technisches Problem immer an den Stellen, wo ein Übergang 
zwischen zwei Komponentenmodellen stattfindet. Zielsetzung muss es sein, die Anzahl direkter 
Übergänge zu minimieren und stattdessen SOAP als Service Access-Protokoll zwischen den 
heterogenen Komponenten einzusetzen, da SOAP in allen Komponentenmodellen verfügbar 
ist. Da nicht alle Komponenten, mit denen ein Trader handelt, SOAP-Schnittstellen direkt 
Architektur des UComT-Servers 211 
 
  
unterstützen, können der Trader-Server und die Trader-Clients eingesetzt werden, um SOAP-
Aufrufe in andere Service Access-Protokolle zu transformieren.  
6.4.7.1 Access-Manager, Access-Module, Installation-Module 
Ein Access-Modul (AM) ist eine Erweiterung, die eine Unterstützung für ein einzelnes Service 
Access-Protokoll oder ein lokales Zugriffsverfahren (Local Procedure Call) implementiert. 
Da es sehr starke Unterschiede bezüglich der Installation von Softwarekomponenten in den 
verschiedenen Komponentenmodellen gibt (vgl. Kapitel 3), müssen komponentenmodellspezi-
fische Installationsroutinen entwickelt werden. Ein Installation-Modul (IM) ist ein Modul, das 
die Unterstützung für die dynamische Installation einer Softwarekomponente zur Laufzeit in 
einem bestimmten Komponentenmodell implementiert. Als Baustein des Trader-Servers, der 
für den Dienstaufruf zuständig ist, sei der Access-Manager definiert.  
6.4.7.2 Realisierung der Aufruf-Szenarien 
Der Entwurf für die Architektur zum Dienstaufruf wird entsprechend der in Kapitel 4.10 identi-
fizierten vier Szenarien gegliedert.  
Szenario 1: Direkter Dienstaufruf 
Nicht am Dienstaufruf beteiligt ist der Trader-Server im einfachsten Fall - der direkten Nut-
zung der Komponente vom Importer aus. In diesem Fall müssen dem Importer alle notwendi-
gen Daten übermittelt werden, die er zur Lokalisierung und Nutzung der Softwarekomponente 
benötigt. Diese Daten umfassen insbesondere den Zugriffspfad mit Servernamen, Portnummer 
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Abbildung 6.13: Direkte Komponentennutzung ohne Beteiligung des Trader-Client (Szenario 1a)  
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
   <IIOP Type="Remote"> 






   </IOR> 
   </IIOP> 
 </Access> 
</Desc:NVP> 
Listing 6.15: Ein Importer erhält eine IOR auf ein CORBA-Objekt (Beispiel) 
Zwei Varianten von Szenario 1a sind denkbar, bei denen eine importierende Anwendung den 
lokalen UComT-Client für den Aufruf der Komponente um Hilfe bittet. Der lokale UComT-
Client hat dann zwei Alternativen: Sofern bei ihm ein Access-Modul für das notwendige Servi-
ce Access-Protokoll vorhanden ist, kann der Client den Komponentendienst als Stellvertreter 
für die importierende Anwendung aufrufen (Szenario 1b). Ist kein Modul vorhanden, hat der 
UComT-Client die Möglichkeit, den Aufruf per SOAP an den UComT-Client auf dem Expor-
ter weiterzureichen in der "Hoffnung", dass dieser die Komponente lokal aufrufen kann (Sze-


















Abbildung 6.14: Direkte Komponentennutzung mit Beteiligung eines Trader-Client (Szenario 1b) 
                                                 
64 Das Szenario 1c kann als eine Adaption des Receiver-Makes-It-Right-Verfahrens verstanden werden, 
das laut Griffel in vielen RPC-Implementierungen angewendet wird [Gri98, S. 145]. 





















Abbildung 6.15: Direkte Komponentennutzung mit Beteiligung von zwei Trader-Clients (Szenario 1c) 
Szenario 2: Trader als Proxy 
Beteiligt am Dienstaufruf ist der Access-Manager in jenem Fall, bei dem der Trader dazu 
dient, Aufrufe des Importers an den Exporter weiterzuleiten. Dabei fungiert der Trader als ein 
Proxy (vgl. Proxy-Pattern [GHJV95, S. 207ff.]) zwischen Softwarekomponenten. Dem 
Trader bieten sich zwei Möglichkeiten, diese Probleme zu lösen: 
1. Sofern der Trader-Server über das notwendige Service Access-Protokoll verfügt, 
kann er die Komponente direkt ansprechen (Abbildung 6.16). Vorgenanntes Verfah-
ren soll als Proxy-Direkt (Szenario 2a) bezeichnet werden. 
2. Wenn der Trader über dieses Protokoll nicht verfügt, kann er den Exporter beauftra-
gen, die Komponente aufzurufen (Abbildung 6.17). Ein solches Vorgehen soll als 
Proxy-Delegation (Szenario 2b) bezeichnet werden65. 
In beiden Fällen sind die Voraussetzungen, dass 
- zwischen Importer und Trader bzw. zwischen Trader und Importer ein platt-
formunabhängiges Services Access-Protokoll, d.h. SOAP eingesetzt wird, 
- der Exporter den Zugriffspfad zur Komponente beim Export bekannt gibt und 
                                                 
65 Der Fall Proxy -Delegation kann als eine Adaption des Receiver-Makes-It-Right-Verfahrens verstan-
den werden, das laut Griffel in vielen RPC-Implementierungen angewendet wird [Gri98, S. 145]. 
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- der Trader den im OfferDocument hinterlegten Zugriffspfad im Rahmen des Impor-











































Abbildung 6.17: Aufruf-Weiterleitung über den Trader-Client an den Exporter. (Szenario 2b) 
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Szenario 3: Trader als Adapter 
In Erweiterung des Szenarios 2, bei dem der Trader einen Aufruf eines Imports an den Expor-
ter weiterleitet, ist bei Szenario 3 gefordert (siehe Kapitel 4.10.3), dass die Komponente beim 
Export zum Trader übermittelt und auf dem Trader-System selbst ausgeführt werden kann, 























Abbildung 6.18: Ausführung der Komponente auf dem Trader-System ohne Hilfe des Traders beim   
Aufruf (Szenario 3a) 
Beim Hosting einer Softwarekomponente auf dem Trader-Server sind zwei Unterfälle zu un-
terscheiden. Im ersten Fall (Szenario 3a) installiert der Trader die Komponente nur auf dem 
Trader-System; der Aufruf der Komponente mit dem korrekten Service Access-Protokoll 
obliegt weiterhin der importierenden Anwendung. Im zweiten Fall (Szenario 3b) laufen die 
Aufrufe der Komponente über den Access-Manager des Trader-Servers. Der Importer kann 
per SOAP mit dem Trader-Server kommunizieren, ohne das Service Access-Protokoll der 
Komponente beherrschen zu müssen. Das Problem der Protokollumsetzung wird auf den Tra-
der-Server übertragen, der als Komponenten-Bridge [GJMN99, S. 29ff.] arbeitet.  
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Abbildung 6.19: Ausführung der Komponente auf dem Trader-System mit Hilfe des Traders beim Aufruf 
(Szenario 3b) 
Voraussetzungen für beide vorgenannten Szenarien sind, dass 
- die Softwarekomponente im Kontext des Traders überhaupt sinnvoll ausgeführt werden 
kann (d.h. dass Zugriffe auf Ressourcen wie Datenbanken per Fernzugriff erfolgen), 
- die Laufzeitumgebung für das Komponentenmodell auf dem Trader-System vorhanden 
ist, 
- der Exporter alle für die Ausführung benötigten Dateien an den Trader übermittelt, 
- auf dem Trader-System alle Komponenten, von denen die übermittelte Komponente 
abhängig ist, vorhanden sind, 
- der Exporter dem Trader übermittelt, ob und wie die Komponente registriert werden 
muss, 
- durch eine sicherheitstechnische Abschirmung die Integrität und Verfügbarkeit des Tra-
ders durch das Hosting von Softwarekomponenten nicht beeinträchtigt wird66 und 
- der Trader beim Import das Element <MobileComponent> durch ein Element 
<RemoteAccess> mit den korrekten Daten zum Zugriff auf den Trader ersetzt. 
                                                 
66 Besondere Anforderungen an die Sicherheit stellen mobile Komponenten. Grundsätzlich könnte ein 
Angreifer eine schädliche Komponente in eine Trading-Community einschleusen und damit Schaden 
auf dem Trader oder einem Importer anrichten. Eine Möglichkeit, dies zu verhindern, besteht in dem 
Sandbox-Prinzip, das schon in Zusammenhang mit den Erweiterungsmodulen (Kapitel 6.2.6) diskutiert 
wurde.  
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Das Szenario 3b setzt zusätzlich voraus, dass der Importer das Service Access-Protokoll der 
Komponente beherrscht, also ein entsprechendes Access-Modul vorhanden ist. 
Das folgende Beispiel zeigt die Spezifikation im Rahmen eines ExportDocument für eine mo-
bile Komponente mit Erlaubnis zur Ausführung auf dem Trader (<Allow 
TraderSideExecution>). 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Export Type="SXCDL" xmlns:Desc="http://www.ucomt.net/Description" 
xmlns:Struct="http://www.ucomt.net/Structure"> 
 <!-- ======================================================================= --> 
 <Struct:Component Name="Bankleitzahlen"> 
... 
  <Desc:NVP Name="Plattform" TechnicalLevel="5" BusinessLevel="1" MustUnderstand="False"> 
   <Plattform> 
    <OS> 
     <Family>WinNT</Family> 
     <MininumVersion>4.0.0.0</MininumVersion> 
    </OS> 
    <OS>WinME</OS> 
    <OS>Win98</OS> 
    <Language>DE-DE</Language> 
    <Processor>Idependent</Processor> 
    <ComponentModel>CLI</ComponentModel> 
    <Runtime> 
     <Name>DOTNETFramework</Name> 
     <RuntimeVersion>1.0</RuntimeVersion> 
     <RuntimeVersion>1.1</RuntimeVersion> 
    </Runtime> 
   </Plattform> 
  </Desc:NVP> 
  <Desc:NVP Name="MobileComponent" Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
   <MobileComponent> 
    <DOTNET> 
     <InstallationType>local</InstallationType> 
     <AllowMoveToClient/> 
     <AllowTraderSideExecution/> 
     <Files> 
      <File Name="Bankleitzahlen.dll"/> 
     </Files> 
     <AccessProtocol>DOTNET</AccessProtocol> 
    </DOTNET> 
   </MobileComponent> 
  </Desc:NVP> 
... 
</Struct:Component> 
<!-- ======================================================================= --> 
 <Files> 
  <File Name="Bankleitzahlen.dll">TVqQAAMAAAAEAAAA//8AALgAAAAAAAAAQAAAAAAAAAAAAAAAAAAAA 
 AAAAAAAAAAAAAAAA4fug4AAnNIbgBTM0h...VGhpcyBwcm9ncmFtIGNhbm5vdCBiZSBydW4gaW4gRE9T 
 IG1vZGUuDQ0KJAAAAAAAAABQRQAATAEDAM == 




Listing 6.16: Übermittlung der Daten für eine mobile Komponente in einem ExportDocument (Bei-
spiel) 
Szenario 4: Ausführung der Komponente im Kontext des Clients 
Hinsichtlich einer mobilen Komponente ist als möglich angenommen worden (siehe Kapitel 
4.10.4), dass diese bei einem Import vom Trader zum Importer wandert. Dabei wird die im 
Component-Repository des Traders gespeicherte Softwarekomponente im Rahmen eines 
Import-Vorgangs an den Importer übermittelt und bei ihm lokal installiert und ausgeführt. 
Hierbei ist zu unterscheiden, ob die importierende Anwendung die lokal installierte Kompo-
nente ohne (Szenario 4a) oder mit Hilfe des lokalen UComT-Client (Szenario 4b) aufruft. Im 
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Abbildung 6.20: Ausführung einer Komponente im Kontext des Importers ohne Hilfe des UComT-Clients 


























Abbildung 6.21: Ausführung einer Komponente im Kontext des Importers mit Hilfe des UComT-Clients 
beim Aufruf (Szenario 4b) 
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Ein Importer erhält in vorgenannten Szenarien in einem ImportAnswerDocument die Daten 
aus der Sektion <MobileComponent>, die der Exporter an den Trader übermittelt hat. Der 
Exporter sollte vorher bestimmen dürfen, ob eine Komponente an den Client übermittelt wer-
den kann. Dies ist sinnvoll zum Schutz des geistigen Eigentums des Komponentenautors und 
der Logik der Verarbeitung in der Komponente, da durch die Übermittlung an den Importer 
dort eine Dekompilierung der Komponente möglich ist. Listing 6.16 zeigt das Element <Al-
lowMoveToClient>, mit dem die Übermittlung an den Importer erlaubt werden kann. 
Die Voraussetzungen für die vorgenannten Szenarien umfassen, dass 
- die Softwarekomponente im Kontext des Importers überhaupt sinnvoll ausgeführt wer-
den kann (d.h. dass Zugriffe auf Ressourcen wie Datenbanken per Fernzugriff erfol-
gen), 
- die Laufzeitumgebung für das Komponentenmodell auf dem Importer-System vorhan-
den ist, 
- der Exporter alle für die Ausführung benötigten Dateien an den Trader übermittelt und 
der diese Dateien an den Importer weitergibt, 
- auf dem Importer-System alle Komponenten, von denen die übermittelte Komponente 
abhängig ist, vorhanden sind und 
- der Exporter dem Trader übermittelt, ob und wie die Komponente registriert werden 
muss, und der Trader diese Daten an den Importer weitergibt. 
Im Szenario 4b muss zusätzlich ein passendes Access-Modul im UComT-Client vorhanden 
sein. 
Zusammenfassung 
Die nachfolgende Tabelle fasst die in den vorherigen Unterkapiteln dargestellten Szenarien zu 
einer Gegenüberstellung zusammen. 




































Exporter UComT-Server Nein 
Ja  
(auf Server) 
2b Proxy Exporter Exporter Nein 
Ja (auf Ex-
porter) 
























Ja (auf  
Importer) 
Ja (auf  
Importer) 
Tabelle 6.6: Überblick über die verschiedenen Szenarien des Dienstaufrufs  
6.4.7.3 Vermittlung von Bridges 
Wenn weder Importer noch der Access-Manager des Traders aufgrund unterschiedlicher 
Service Access-Protokolle in der Lage sind, eine Nutzungsbeziehung zwischen Importer und 
Komponente herzustellen bzw. wenn der Trader nicht zu diesem Zwecke eingesetzt werden 
soll, verbleibt für die Realisierung der Komponentennutzung nur die Verwendung von externen 
Component Bridges (vgl. Kapitel 4.10.5). Die benötigten Informationen bei der Nutzung einer 
Component Bridge sind dabei stark von den beteiligten Service Access-Protokollen (des Im-
porters und der Komponente) sowie von der Funktionsweise der jeweiligen Component 
Bridge abhängig.  
Bezüglich der Integration von externen Bridges in das UComT-Modell gibt es zwei Hand-
lungsalternativen. Zum einen können die Bridges durch Access-Module in den Trader-Prozess 
eingebunden werden. Dies hat den Vorteil, dass die Nutzung externer Bridges auf die in den 
vorherigen Kapiteln diskutierten Fälle Trader als Proxy und Trader als Diensterbringer 
zurückgeführt ist. 
Der zweite Fall ist die Möglichkeit, die Rolle des Traders auf die Vermittlung von Bridges an 
den Client zu beschränken. Eine Bridge kann selbst in Form eines Komponentenangebots im 
Trader gespeichert werden. Auch hierbei handelt es sich um die Rückführung auf ein bereits im 
Trader vorhandenes Verfahren, das allgemeine Vermittlungsmodell von Komponentenangebo-
ten. Dieser zweite Fall hat aus der Sicht des Importers jedoch den großen Nachteil, dass die 
Probleme der Nutzung einer Bridge komplett auf den Client übertragen werden. 
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6.4.7.4 Implementierungsaspekte zum Access-Manager 
Die Aufgabe des Access-Managers ist die Bearbeitung von konkreten Methodenaufrufen in 
Komponenten, die der Trader als Proxy für den Importer entweder durch Ausführung der 
Komponente auf seinem eigenen System oder durch Weiterleitung der Anfrage an den 
diensterbringenden Server realisiert. 
Der Access-Manager wird durch den Importer-Manager aufgerufen, wenn dieser von einem 
Importer ein ExecutionDocument erhält. Ein ExecutionDocument enthält ein SOAP-
Dokument sowie Steueranweisungen an den Trader (Trader-Direktiven). Der Access-












































Abbildung 6.22: Entscheidungsbaum für den serverseitigen Access-Manager 
Der Access-Manager wird durch den Importer-Manager aufgerufen und erhält von diesem ein 
ExecutionDocument. Im ersten Schritt fordert der Access-Manager beim Offer-Store das 
dazu passende OfferDocument an. Im Rahmen dieser Fallunterscheidung (vgl. Abbildung 
6.22) prüft er dann, ob die Komponente zur lokalen Ausführung vorgesehen ist und dafür alle 
notwendigen Voraussetzungen (vorhandene Installation oder installierbar durch Installation-
Module) erfüllt sind. Als lokale Ausführung gilt dabei sowohl die In-Process- als auch die Out-
Process-Ausführung der Komponente auf dem Trader-System. Wenn die Komponente nicht 
lokal auf dem Trader-System ausgeführt werden kann, ist die Entscheidung zu fällen, ob der 
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Trader über ein entsprechendes Access-Modul einen entfernten Aufruf initiieren kann. Wenn 
kein <RemoteAccess>-Element oder kein dazu passendes Access-Modul vorliegt, kann der 
Access-Manager den Aufruf nur noch an den Exporter delegieren. 
6.4.7.5 Implementierungsaspekte zu den Access-Modulen 
Die Access-Module sind die Brücken-Bausteine im UComT-Modell. Sie implementieren die 
Umsetzung von durch Trader-Dokumente beschriebenen Aufrufen in ein spezifisches Service 
Access-Protokoll (SAP). Wie bereits dargestellt, können Access-Module auch clientseitig 
verwendet werden.  
Hinsichtlich der Implementierung der Access-Module stellen sich zwei Probleme: erstens die 
Kopplung zwischen Access-Modul und Trader-Server bzw. Trader-Client und zweitens die 
Kopplung zwischen dem Access-Modul und der aufzurufenden Softwarekomponente. 
Eine Realisierungsmöglichkeit für die Kopplung zwischen Access-Modul und Trader-Server 
bzw. Trader-Client wäre die Bereitstellung als SOAP-Webservices, sodass ein Access-
Modul die Umsetzung von SOAP auf ein anderes SAP realisieren würde. Eine andere Reali-
sierungsmöglichkeit wäre die Nutzung der komponentenmodellspezifischen Service Access-
Protokolle, wodurch die Access-Module nur von einem spezifischen SAP in ein anderes SAP 
übersetzen könnten. Die zweitgenannte Möglichkeit verspricht eine höhere Performanz. Da die 
Anzahl möglicher Kombinationen begrenzt ist, kann das letztgenannte Vorgehen auf Kosten 
der Plattformunabhängigkeit der Erweiterungsmodule akzeptiert werden. 
Hinsichtlich der Kopplung zwischen Access-Modul und der aufzurufenden Softwarekompo-
nente ist festzustellen, dass das Access-Modul die Softwarekomponente a priori nicht kennt, 
d.h. dass das Access-Modul die empfangenen XML-Datenstrukturen aus dem ExecutionDo-
cument und dem OfferDocument in für Komponentenmodell- bzw. Service Access-
Protokoll-spezifische Aufrufe umsetzen muss. Daraus ist zu folgern, dass Dispatching-
Mechanismen (siehe [Gri98, S. 201]) zur Laufzeitbindung einzusetzen sind. Für dynamische 
Aufrufe stellen alle Komponentenmodelle Mechanismen zur Verfügung: I-
Dispatch/Automation in COM [OPE99, CHP03CHP.HTM#chap03.sect1.13] 
[Sch01, S. 80], Java-Reflection [Gri98, S. 474], CLI-Reflection [ECMA02d, S. 7] 
[ScEl02, S. 713ff.] und das Dynamic Invocation Interface in CORBA [GrTh00, S. 164f.].  






























Abbildung 6.23: Service Access-Protokolle in verschiedenen Komponenten-Aktivierungsformen  
Bei der Realisierung ist zwischen den Service Access-Protokollen für den Aufruf von In-
Process-Components und solchen für Out-Process-Components zu unterscheiden (siehe 
Abbildung 6.23). Für den Aufruf von In-Process-Components ist in keinem der Kom-
ponentenmodelle ein expliziter Name vergeben. Bei der Realisierung der Access-Module soll 
daher auf die Namensgebung der Komponentenmodelle (also COM, CCM, Java und CLI) 
zurückgegriffen werden. Für den Fall der Out-Process-Components stellen alle Komponen-
tenmodelle benannte Service Access-Protokolle zur Verfügung (DCOM, IIOP, RMI und CLI-
Remoting, vgl. Kapitel 3). Diese Service Access-Protokolle sind sowohl für den Fall lokaler 
Out-Process-Components als auch für Remote Components einsetzbar (vgl. Abbildung 6.23). 
6.4.7.6 Beispiele für Access- und Installation-Module 
Die nachfolgenden Abschnitte dokumentieren die spezifischen Daten, die für verschiedene 
Installation- und Access-Module benötigt werden. 
Beispiel: Modul "Installation.COM" 
Wie in Kapitel 3.2.5 erläutert, existieren für COM-Komponenten vier unterschiedliche Instal-
lationsvorgänge: Installation in der Registrierungsdatenbank, Installation im MTS/COM+-
Katalog, Installation im WinSxS-Verzeichnis oder im lokalen Anwendungsverzeichnis. Im Falle 
der Verwendung einer Microsoft Installationsdatei (.msi) sind Installationsort und -weg durch 
das Installationspaket definiert (<RegistrationType>MSI</RegistrationType>). Eine oder 
mehrere unverpackte Komponentendateien können an eine beliebige Stelle ins Dateisystem 
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kopiert und mit Hilfe des in Windows integrierten Kommandozeilenwerkzeugs regsrv32.exe 
in die Registrierungsdatenbank aufgenommen werden (<RegistrationType> 
Registry</RegistrationType>). Sofern ein Manifest verfügbar ist, kann durch einfaches Ko-
pieren der Komponenten- und Manifest-Dateien die Aufnahme in das WinSxS-Verzeichnis 
(<RegistrationType>WinSxS</RegistrationType>) oder in das Verzeichnis der importie-
renden Anwendung (<RegistrationType>Local</RegistrationType>) erfolgen. Optional 
kann eine Aufnahme in den MTS/COM+-Katalog erforderlich sein; der COM+ Application 
Server ist ab Windows 2000 in allen Microsoft-Betriebssystemen im Standardinstalla-
tionsumfang enthalten [Plt00, S. 6]. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <MobileComponent> 
  <COM> 
   <RegistrationType>Registry</RegistrationType> 
   <AllowMoveToClient/> 
   <Files> 
    <File Name="Dateiname1.dll"/> 
   </Files> 
   <DependsOn> 
    <OfferID>7927492694</OfferID> 
    <OfferID>5380757873578</OfferID> 
   </DependsOn> 
   <AccessProtocol>COM</AccessProtocol> 
  </COM> 
 </MobileComponent> 
</Desc:NVP> 
 Listing 6.17: Beschreibung einer mobilen COM-Komponente (Beispiel) 
Die Feststellung, ob eine COM-Komponente installiert ist, ist aufgrund der verschiedenartigen 
Installationsmöglichkeiten sehr komplex. Registrierungsdatenbank, COM+-Katalog und 
WinSxS-Verzeichnis sowie das lokale Verzeichnis können mit Systemschnittstellen durchsucht 
werden. Im Component Object Model jedoch ist a priori nicht automatisch feststellbar, ob alle 
Systemvoraussetzungen für die Installation einer Komponente erfüllt sind, da die Komponen-
ten keine auslesbaren Abhängigkeitsinformationen enthalten [Box03, S. 3]. Daher müssen die 
Abhängigkeitsdaten in die Komponentenbeschreibung aufgenommen werden. 
Beispiel: Modul "Installation.DOTNET" 
Bei .NET-Komponenten sind die gleichen vier Fälle wie bei COM-Komponenten zu berück-
sichtigen (vgl. Kapitel 3.5.6). Im Falle einer Shared Assembly erfolgt die Installation nicht in 
WinSxS, sondern im Verzeichnis Assembly, alias Global Assembly Cache (GAC). Der GAC 
darf nicht direkt beschrieben werden; hierzu wird das Kommandozeilenwerkzeug gacutil.exe 
benötigt [MSDN03, /en-us/cptools/html/cpgrfglobalassembly 
cacheutilitygacutilexe.asp]. Ähnlich wie in COM kann geprüft werden, ob eine Komponente 
bereits installiert ist. Durch die im Komponentenmanifest abgelegten Abhängigkeitsinformatio-
nen kann zudem auf Existenz aller abhängigen Komponenten geprüft werden, sodass diese 
nicht explizit spezifiziert werden müssen. Allerdings existiert auch ein XML-Format zur Festle-
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gung der Abhängigkeiten (siehe [MSDN03, /en-
us/cpgenref/html/gngrfdependentassembly.asp]). 
<RegistrationType> Kopieren in Ausführen von 
MSI Beliebiges Verzeichnis  MSI-Paket 
Registry Beliebiges Verzeichnis  regsrv32.exe 
GAC Beliebiges Verzeichnis  gacutil.exe 
Local Verzeichnis der importierenden Anwendung -- 
Tabelle 6.7: Zusammenfassung der Registrierungstypen für .NET-Komponenten 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
  <MobileComponent> 
   <DOTNET> 
    <InstallationType>GAC</InstallationType> 
    <AllowMoveToClient/> 
    <Files> 
     <File Name="Dateiname1.dll"/> 
    </Files> 
    <AccessProtocol>DOTNET</AccessProtocol> 
   </DOTNET> 
  </MobileComponent> 
 </Desc:NVP>  
Listing 6.18: Beschreibung einer mobilen .NET-Komponente (Beispiel) 
Beispiel: Modul "Access.COM"  
Zur Instanziierung einer lokalen COM-Komponente benötigt ein Client den Class Identifier 
(ClassID) oder den Programmatic Identifier (ProgID) sowie (in einigen Programmierspra-
chen aufgrund einer fehlenden Abstraktion von der COM-Laufzeitumgebung) den Interface 
Identifier (IID) der gewünschten Schnittstelle. Auf dieser Basis lokalisiert der Service Control 
Manager der COM-Laufzeitumgebung die Komponentendatei im Dateisystem und lädt sie in 
den Speicher. Auch für den Aufruf prozessexterner lokaler Komponenten sind vorgenannte 
Daten ausreichend. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
  <COM Type="Local"> 
   <COMClass CLSID="NetBank.Bankleitzahlen"  
               ProgID="{797EF3B3-127B-4283-8096-1E8084BF67A6}"/> 
   <COMInterface Name="IDispatch"  
               IID="{00020400-0000-0000-C000-000000000046}"/> 
  </COM> 
 </Access> 
</Desc:NVP> 
Listing 6.19: Eingabedaten für das Access-Modul "COM" (Beispiel)  
Beispiel: Modul "Access.DCOM" 
Für den Fernaufruf via DCOM wird gegenüber dem In-Process-Aufruf in COM nur die 
Netzwerkadresse des entfernten Systems zusätzlich benötigt. Im Gegensatz zum Remoting in 
CLI besteht keine Wahlmöglichkeit für Protokoll und Port. Das Serialisierungsformat für das 
Marshaling von Fernaufrufen ist standardisiert, kann aber durch einen so genannten Custom 
Marshaler, der selbst eine COM-Komponente ist, definiert werden [Box98, S. 236ff.]. 
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<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
  <DCOM Type="Remote"> 
   <Server>132.252.52.20</Server> 
   <CustomMarshaller>MyCustomMarshaller.dll</CustomMarshaller> 
  </DCOM> 
 </Access> 
</Desc:NVP> 
Listing 6.20: Eingabedaten für das Access-Modul "DCOM" (Beispiel) 
Beispiel: Modul "Access.CLI"   
Wie in Kapitel 3.5.3 dargestellt, wird eine Assembly (CLI-Softwarekomponente) nicht nur 
durch den Dateinamen, sondern optional auch durch Versionsnamen, Sprache und eine ver-
kürzte Form des öffentlichen Schlüssels des Herstellers identifiziert. Im CLI-
Komponentenmodell gibt es vordefinierte XML-Elemente für die Darstellung dieser Informati-
onen [MSDN03, /en-us/cpgenref/html/gngrfassemblyidentity.asp], die als Eingabeformat für 
das Access-Modul verwendet werden können. Anhand dieser Daten kann der CLI Loader 
die Softwarekomponente auffinden, sofern sie sich in den vordefinierten oder konfigurierten 
Verzeichnissen (siehe [Box03, S. 31ff.] und [MSDN03, /en-
us/cpgenref/html/gngrfdependentassembly.asp]) befindet. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
  <CLI Type="Local"> 
   <qualifyAssembly partialName="math" fullName="math,version=1.0.0.0, 
     publicKeyToken=a1690a5ea44bab32,culture=neutral"/> 
  </CLI> 
 </Access> 
</Desc:NVP> 
Listing 6.21: Eingabedaten für das Access-Modul "CLI" (Beispiel) 
Beispiel: Modul "Access.CLIRemoting" 
Beim CLI-Remoting ist zu beachten, dass beliebige Serialisierungsformate (Formatter) und 
Übertragungsprotokolle (Channels) verwendet werden können (siehe Kapitel 3.5.3). Außer-
dem kennt das CLI-Remoting insgesamt vier verschiedene Aktivierungstypen für serverseitige 
Objekte (Singleton, SingleCall, Dynamic Publication, Client-Activated Objects) 
[Mar03], von denen auch Art und Umfang der Daten abhängen, die der Client benötigt. Das 
CLI-Remoting definiert im Rahmen seiner XML-basierten Konfigurationsdateien Elemente für 
die Beschreibung von Formatter, Channel und Aktivierungstyp, die als Eingabedaten für das 
Access-Modul CLIRemoting verwendet werden können.  
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<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
  <CLIRemoting Type="Remote"> 
   <Server>132.252.52.20</Server> 
   <CLIConfiguration> 
    <!-- SOAP over HTTP --> 
    <channel ref="http" useDefaultCredentials="true" port="80"> 
     <clientProviders> 
      <formatter ref="soap"/> 
     </clientProviders> 
    </channel> 
    <!-- ActivationType=SingleCall  --> 
    <activated type="MyNamespace.myType" objectUri="myService.soap"/> 
   </CLIConfiguration> 
  </CLIRemoting> 
 </Access> 
</Desc:NVP> 
Listing 6.22: Eingabedaten für das Access-Modul "CLIRemoting" (Beispiel) 
Beispiel: Modul "Access.RMI"  
Remote Method Invocation (RMI) ist das mit Java Version 1.1 eingeführte Service Access-
Protokoll für den Fernzugriff auf Java-Objekte. Objekte, die per RMI aufgerufen werden sol-
len, müssen einen RMI-Server anbieten und bei einem RMI-Verzeichnis (Registry) gemeldet 
sein [Abt03, S. 276ff.]. Im Gegensatz zum CLI-Remoting, bei dem der Server selbst für seine 
ständige Aktivität sorgen muss, kümmert die RMI-Registry sich darum, dass der Server läuft, 
auch wenn dessen main()-Methode beendet ist [Abt03, S. 278]. 
Ein Client nutzt die RMI-Registry, um eine intiale Objektreferenz zu erhalten. Alle weiteren 
Referenzen können ohne Beteiligung der Registry durch das entfernte Objekt geliefert werden 
[Abt03, S. 276f.]. Wird dabei ein Objekt verwendet, dessen Klasse auf dem aufgerufenen 
System nicht vorhanden ist, kann der notwendige Bytecode automatisch auf das aufgerufene 
System übertragen werden [CDK02, S. 237] [Abt03, S. 271f.]. Üblicherweise ist die Klasse 
des entfernten Objekts zur Entwicklungszeit bekannt, sodass der Client über einen lokalen 
Stellvertreter (Stub) transparent auf das entfernte Objekt zugreifen kann [Abt03, S. 276]. Im 
Trading-Modell ist jedoch die Klasse nicht notwendigerweise bekannt, sodass eine Verwen-
dung ohne Stub möglich sein muss. Durch die Nutzung der Java-Reflection können die zu in-
stanziierende Klasse und die zu nutzenden Methoden und Attribute zur Laufzeit festgelegt 
werden. Wie Wakeman zeigt [Wak03, /reflection.html] ist Reflection nicht nur für lokale, son-
dern auch für entfernte Objekte via RMI möglich. Ergo: Für die Realisierung eines Access-
Moduls für RMI werden als Angaben nur Servername, Portnummer und der bei der Registrie-
rung verwendete Objektname benötigt (siehe Listing 6.23). Vorgenannte Angaben werden 
üblicherweise in einen URL mit der Protokollangabe rmi: verpackt. [Abt03, S. 277]. Port 
1099 ist der Standardport der RMI-Registry. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
  <Access> 
   <RMI> 
    <Server>rmi://jboss.ucomt.net:1099/BLZ</Server> 
   </RMI> 
  </Access> 
</Desc:NVP> 
Listing 6.23: Eingabedaten für das Access-Modul "RMI" (Beispiel) 
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Beispiel: Modul "Installation.EJB" 
Die Installation einer Java-Komponente ist von dem Komponententyp abhängig (vgl. Kapitel 
3.3.6). Auch innerhalb der Komponententypen gibt es Inkompatibilitäten durch die Eigenarten 
der Application Server [Szy02, S. 389] [Lon01, S. 635]. Die notwendigen Angaben können 
daher nicht verallgemeinert werden. Listing 6.26 zeigt die Daten zur Installation einer Enterpri-
se Java Bean für den Open Source-Application Server JBoss [JBO03] in der Version 3.2, 
der per RMI und IIOP angesprochen werden kann. Die EJB-Komponente ist in dem Java-
Archiv Bankleitzahlen.jar verpackt. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
  <MobileComponent> 
   <EJB> 
    <AppServer> 
     <Name>JBoss</Name> 
     <Version>3.2.*</Version> 
    </AppServer> 
    <AllowMoveToClient/> 
    <Files> 
     <File Name="Bankleitzahlen.jar"/> 
    </Files> 
    <AccessProtocol>RMI</AccessProtocol> 
    <AccessProtocol>IIOP</AccessProtocol> 
   </EJB> 
  </MobileComponent> 
</Desc:NVP> 
Listing 6.24: Eingabedaten für das Installation-Modul "EJB" (Beispiel) 
Beispiel: Modul "Access.IIOP" 
Den Herstellern eines CORBA-ORB stehen grundsätzlich innerhalb eines ORB die binäre 
Repräsentation eines Objekts und das einzusetzende Service Access-Protokoll frei 
[Lin98, S. 38f.]. Zudem sind die verwendeten Objektreferenzen nicht zwangsläufig global ein-
deutig [Gri98, S. 91]. In Bezug auf das Trading sind jedoch ORB-übergreifende Szenarien zu 
berücksichtigen, bei denen ein gemeinsames Transportprotokoll und global eindeutige Objekt-
referenzen benötigt werden. Daraus folgt, dass auf das mit CORBA 2.0 eingeführte Internet 
Inter-ORB Protocol (IIOP) und die dafür geltenden Interoperable Object References (IOR) 
[CDK02, S. 787] zurückgegriffen werden muss. 
Interoperable Object Reference (IOR) ist ein mit CORBA 2.0 eingeführtes Textformat, das 
Transportprotokoll, den Servernamen, die Portnummer, den Namen des Objektadapters, den 
Namen des Servers und den Namen der Schnittstelle für ein CORBA-Objekt beschreibt. Eine 
IOR ist hinreichend, um im Rahmen des Trading eine eindeutige Objektreferenz an einen Im-
porter zu übermitteln. Das nachfolgende Listing zeigt, dass das Access-Modul vom Typ IIOP 
lediglich eine IOR-Zeichenkette benötigt.  
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<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
 <Access> 
   <IIOP Type="Remote"> 






   </IOR> 
   </IIOP> 
 </Access> 
</Desc:NVP> 
Listing 6.25: Eingabedaten für das Access-Modul "IIOP" (Beispiel) 
Beispiel: Modul "Installation.CORBA"  
Neben der Möglichkeit, ein CORBA-Objekt durch eine IOR entfernt aufzurufen, ist die Mög-
lichkeit der Übermittlung eines CORBA-Objekts an den Client zu prüfen. Das in binärer Form 
übermittelte Objekt muss dann vor seinem Aufruf in dem lokalen ORB installiert werden. Zur 
Installation eines CORBA-Objekts wird neben der Implementierung des Objekts auch eine 
Server-Anwendung benötigt, die die Implementierung beim CORBA-ORB registriert. Durch 
den Start des Servers wird von dem Server eine IOR vergeben, die dann im Folgenden zur 
Nutzung des Objekts verwendet werden kann. Somit kann nach der erfolgreichen Installation 
der Aufruf auf den Fall einer bekannten IOR, also die Nutzung des Access-Moduls für IIOP, 
zurückgeführt werden. Bei der Anwendung von Java können Implementierung und Server-
Anwendung gemeinsam in eine .jar-Datei verpackt und so vom Exporter an den Trader bzw. 
an den Client übermittelt werden. 
<Desc:NVP Inherits="True" TechnicalLevel="5" BusinessLevel="1">  
 <MobileComponent Type="CORBA"> 
  <CORBA> 
   <ORB>IONA E2A</ORB> 
   <Files> 
    <File Name="BLZ.jar"/> 
   </Files> 
   <ServerClassName>blz.server</ServerClassName> 
   <AccessProtocol>IIOP</AccessProtocol> 
  </CORBA> 
 </MobileComponent> 
</Desc:NVP> 
Listing 6.26: Eingabedaten für das Installation-Modul "CORBA" (Beispiel) 
6.4.8 Interworking 
Das vorliegende Kapitel diskutiert die Realisierbarkeit des Interworking mit anderen Tradern. 
6.4.8.1 Vorüberlegungen 
Die Unterstützung des Interworking zu anderen UCom-Tradern sowie anderen Trader-Typen 
ist eine Anforderung an das UComT-Modell (vgl. Kapitel 4.1.5). Der bisher entwickelte Mat-
ching-Prozess berücksichtigt das Interworking noch nicht.  
Grundsätzlich ist die Frage zu stellen, welche Phasen des Matching-Prozesses auf den verlink-
ten Trader übertragen werden sollen. Dabei stellen sich drei Alternativen. Zum ersten kann die 
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Suchanfrage bei dem verlinkten Trader völlig unabhängig von dem Matching auf dem aufrufen-
den Trader ablaufen, d.h. der Importer-Manager fügt die Ergebnisse des lokalen Matching 
und des verlinkten Traders zu einer Ergebnismenge zusammen (<Mode>Union</Mode>). 
Zum zweiten kann die Suchanfrage bei dem verlinkten Trader parallel zum Matching auf dem 
aufrufenden Trader ablaufen und die Suchergebnisse können vor Phase 5 zusammengeführt 
werden, sodass nur Ranking, Feinauswahl, etc. lokal für beide Teilergebnismengen gemeinsam 
stattfinden (<Mode>RankAgain</Mode>). Zum dritten kann die Suchanfrage bei dem ver-
linkten Trader vor dem Matching-Prozess auf dem aufrufenden Trader stattfinden und die 
Suchergebnisse des verlinkten Traders können mit in den kompletten Matching-Prozess einbe-
zogen werden (<Mode>MatchAgain</Mode>).  
Um dem Importer die größtmögliche Funktionalität zu bieten, sollte der Trader alle drei Vor-
gehensweisen anbieten. Der Importer muss dann mit einer Trader-Direktive bestimmen, wel-
che Vorgehensweise er wünscht. 
Gemäß den Anforderungen (Kapitel 4.1.5) ist zwischen statischen Links und dynamischen 
Links zu differenzieren. Ein statischer Link gilt für alle Import-Vorgänge. Er sollte daher über 
ein AdministrationDocument definiert werden. Das Listing 6.29 zeigt, wie ein Link durch ein 
<AddLink>-Element eingerichtet und durch ein <DeleteLink>-Element wieder entfernt wer-
den kann. Bei einem Link ist außerdem zu unterscheiden, ob dieser für Kooperationen (Wei-
tergabe von Suchanfragen, siehe [Kel93, S. 127]) und/oder Föderationen (Weitergabe von 
Registrierungen, siehe [Kel93, S. 127]) eingesetzt werden kann. 
  <Admin:AddLink> 
   <UDDI> 
   <TraderID>http://uddi.xyz.com</TraderID> 
   <TraderSearchURL>http://uddi.xyz.com/uddi/inquire.asmx</TraderSearchURL> 
   <TraderPublishURL>http://uddi.xyz.com/uddi/publish.asmx</TraderPublishURL> 
   <TraderExtensionURL>http://uddi.xyz.com/uddi/extension.asmx</TraderExtensionURL> 
   <TraderProtocol>SOAP</TraderProtocol> 
    <Federation/> 
    <Cooperation> 
     <Mode>RankAgain</Mode> 
    </Cooperation> 
   </UDDI> 
  </Admin:AddLink> 
Listing 6.27: Hinzufügen eines statischen Trader-Links (Beispiel) 
Ein dynamischer Link bezieht sich nur auf einen Import-Vorgang und ist als eine Trader-
Direktive in einem ImportDocument zu modellieren. 
<TD:Link> 
  <UDDI> 
   <Mode/> 
   <TraderID>http://uddi.xyz.com</TraderID> 
   <TraderSearchURL>http://uddi.xyz.com/uddi/inquire.asmx</TraderSearchURL> 
   <TraderPublishURL>http://uddi.xyz.com/uddi/publish.asmx</TraderPublishURL> 
   <TraderExtensionURL>http://uddi.xyz.com/uddi/extension.asmx</TraderExtensionURL> 
   <TraderProtocol>SOAP</TraderProtocol> 
   <Federation/> 
  </UDDI> 
 </TD:Link> 
Listing 6.28: Interworking-Direktiven für ein ExportDocument (Beispiel) 
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  <Admin:RemoveLink> 
   <UDDI> 
   <TraderID>http://uddi.xyz.com</TraderID> 
   </UDDI> 
  </Admin:RemoveLink> 
 </Administration> 
</Template> 
Listing 6.29: Entfernen eines statischen Trader-Links (Beispiel) 
Ob das Interworking im Rahmen eines Import-Vorgangs überhaupt verwendet wird, kann der 
Importer mit dem Element <Interworking> im Rahmen der <TraderDirectives> definieren. 
Dabei kann er angeben, über wie viele Ebenen ein Suchvorgang weitergeleitet werden darf. 
Der Wert 0 für das Attribut LinkDepth bedeutet, dass kein Interworking stattfinden darf, da 
kein Link genutzt wird. Der Wert 1 bedeutet, dass der Trader die Suchanfrage an alle verlink-
ten Trader weiterleiten darf, diese die Anfrage aber nicht ihrerseits an andere Trader weiterlei-
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Abbildung 6.24: Grafische Darstellung der Wirkung von LinkDepth 
Wie das obige Beispiel (Abbildung 6.24) veranschaulicht, kann es vorkommen, dass es zu 
einem Trader mehrere Wege gibt (z.B. ist T15 sowohl über T1àT4àT15 als auch 
T1àT3àT9àT15 erreichbar). Auch kann nicht ausgeschlossen werden, dass es keinen 
echten Baum gibt, sondern Rekursionen vorkommen (in obiger Abbildung z.B. 
T2àT7àT12àT6àT2). 
Um innerhalb eines Import-Vorgangs Endlosschleifen oder unsinnige Mehrfachanfragen bei 
einem Trader zu vermeiden, muss im Rahmen des ImportDocument aufgezeichnet werden, 
welche Trader bereits besucht wurden. Dazu soll ein <Ignore>-Element eingeführt werden, 
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welches definiert, dass ein bestimmter Trader nicht mehr angesprochen werden soll. Voraus-
setzungen sind,  
- dass jeder Trader vor dem Weiterleiten einer Anfrage zunächst prüft, ob der Trader, an 
den er weiterleitet, in der Liste der zu ignorierenden Trader erscheint und 
- dass jeder Trader nach erfolgreicher Prüfung vor dem Weiterleiten an einen anderen 
Trader sich selbst in die Liste der zu ignorierenden Trader aufnimmt, damit andere Tra-
der die Anfrage nicht wieder an ihn weiterleiten. 
<TraderDirectives> 
    <Interworking LinkDepth="2"> 
  <Ignore TraderAddress="1.2.3.4" TraderPort="1234"> 
  </Ignore> 
  <Ignore TraderAddress="5.6.7.8" TraderPort="1234"> 
  </Ignore> 
  <Ignore TraderAddress="9.2.2.1" TraderPort="1234"> 
  </Ignore> 
    </Interworking> 
</TraderDirectives> 
Listing 6.30: Interworking-Ablaufverfolgung (Beispiel) 
6.4.8.2 Linking-Module 
Ein Linking-Modul realisiert das Interworking eines UCom-Trader-Servers mit anderen Tra-
dern. Ein zentrales Linking-Modul ist die Verlinkung mit anderen UCom-Trader-Servern. 
Darüber hinaus sind aber auch Linking-Module mit Tradern anderen Typs (z.B. UDDI) mög-
lich. 
Ein Linking-Modul realisiert eine Funktion link(i,t), wobei i das ImportDocument darstellt 
und t eine eindeutige Identifikation des anzufragenden verlinkten Traders. link(i,t) liefert als 
Rückgabe eine Liste der relevanten Dienstangebote. Um das Suchergebnis eines verlinkten 
Traders auf die diskutierten Weisen in den UComT-Server integrieren zu können, sollte die 
Funktion link(i,t) ein ImportAnswerDocument zurückliefern. 
6.4.8.3 Link-Manager 
Der Link-Manager ist dafür verantwortlich, verlinkte Trader mit Hilfe von Linking-Modulen 
aufzurufen und deren Antworten entgegenzunehmen. Aufgrund der Tatsache, dass bei verlink-
ten Tradern mit größeren Antwortzeiten als bei der lokalen Suche zu rechnen ist, sollten die 
Aufrufe der verlinkten Trader asynchron und in eigenen Threads starten.  
Der Link-Manager wird im Rahmen einer Suchanfrage vom Matching-Manager aufgerufen. 
Der Link-Manager ermittelt zunächst alle dynamischen und statischen Interworking-
Verknüpfungen und führt eine Bereinigung durch, um doppelte Aufrufe desselben verlinkten 
Traders zu vermeiden. Danach startet der Link-Manager für jeden Link einen Thread, in dem 
das Linking-Modul aufgerufen und die Ergebnisse entgegengenommen werden. Eine Aufgabe 
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des Link-Managers besteht darin, vom Importer oder vom Trader-Administrator definierte 
Beschränkungen des Interworking durchzusetzen. 
6.4.8.4 Interworking am Beispiel von UDDI 
In Kapitel 2.8.9 wurde Universal Description and Discovery (UDDI) als ein Suchdienst für 
XML-Webservices vorgestellt. Auch wenn UDDI nicht als Trader, sondern als Verzeichnis-
dienst gilt, erscheint es doch lohnenswert, die Möglichkeiten des Interworking zwischen UD-
DI-Modells und UComT-Modell zu untersuchen, da UDDI einen Ansatz zur Suche von SO-
AP-basierten Diensten darstellt, die auch im Bereich der Softwarekomponenten zunehmend an 
Bedeutung gewinnen. Die Untersuchung soll in die Bereiche Weitergabe von Suchanfragen 
(Trader-Kooperation, siehe [Kel93, S. 127]) und Wietergabe von Registrierungen (Trader-
Föderation, siehe [Kel93, S. 127]) gegliedert werden. 
Weitergabe von Suchanfragen (Kooperation) 
Da UDDI ein Suchdienst für stationäre XML-Webservices ist und keine mobilen Komponen-
ten unterstützt, ist die Weiterleitung von Suchanfragen grundsätzlich nur für Fälle sinnvoll, in 
denen ein stationärer Dienst gesucht wird, der per SOAP erreichbar ist. UDDI definiert keine 
explizite Suchsprache. Eine attributbasierte Suche ist möglich über die SOAP-Schnittstellen, 
die ein UDDI-Server selbst zur Verfügung stellt. Dabei ist die Suche eingeschränkt auf die 
UDDI-eigenen Datenstrukturen; eine Suche über die Dienstbeschreibungen, die im Technical 
Model [BCE02, S. 46ff.] abgelegt sind (also die WSDL-Dokumente) ist nicht vorgesehen. 
Ein Linking-Modul für die Weitergabe von Suchanfragen an UDDI kann daher bei der Formu-
lierung der Suchanfrage nur auf eine sehr begrenzte Menge von Informationen aus einem Im-
portDocument zurückgreifen. Zu den verwertbaren Daten gehören insbesondere NVP-
Beschreibungen zu Firmenname, Firmenadresse und Dienstname sowie die Kategorisierungs-
daten, da auch UDDI eine Kategorisierung mit verschiedenen Taxonomien unterstützt. 
Als Ergebnis einer Suche kann ein Linking-Modul als Dienstbeschreibung für UDDI sowohl 
die UDDI-eigenen Daten als auch die WSDL-Beschreibung liefern (letztere kann das Modul 
direkt vom Dienstanbieter beziehen). Listing 6.31 zeigt ein ImportAnswerDocument des Lin-
king-Moduls für UDDI. Für die weitere Verarbeitung der Angebote im UComT-Server ist zu 
beachten, dass jedes Angebot eine OfferID benötigt. Diese ist vom UComT-Server zu verge-
ben mit dem Verweis darauf, dass es sich um kein lokales, sondern um ein von einem verlink-
ten Trader geliefertes Angebot handelt.  
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<?xml version="1.0"  encoding="ISO-8859-1"?> 
<ImportAnswer> 
   <Offer> 
  <Struct:Component> 
    <Desc:UDDI TraderGenerated="True"> 
   <UUID Type="Service">{9B186A8F-F520-4eeb-B553-118304AC46C5}</UUID> 
   <UUID Type="Business">{A6186A8F-F520-4eeb-B553-118304AC46C5}</UUID> 
   <UUID Type="TModel">{45186E9F-F520-4eeb-B553-118304AC46C5}</UUID> 
   ... 
     </Desc:UDDI> 
    <Desc:WSDL> 
    ... 
    </Desc:WSDL> 
  </Struct:Component> 
   </Offer> 
</ImportAnswer> 
Listing 6.31: Angebot eines UDDI-Servers 
Weitergabe von Registrierungen (Föderation) 
Soll das Interworking von UComT-Server und UDDI-Server auf die Weitergabe von Dienst-
registrierungen ausgedehnt werden, stellen sich einige Probleme. Zunächst einmal kennt UDDI 
nur methodenbasierte Dienste, aber keine (komplexen) objektorientierten Softwarekompo-
nenten. Sofern eine von einem UComT-Server an einen UDDI-Server weiterzuleitende Kom-
ponente mehr als eine WSDL-Beschreibung besitzt, müssen die verschiedenen WSDL-
Beschreibungen als einzelne Technical Models in UDDI registriert werden, sodass sich eine 
1:n-Zuordnung zwischen UComT-Angeboten und UDDI-Angeboten ergeben kann.  
Das zweite Problem besteht darin, dass UDDI ein WSDL-Dokument im Technical Model 
nicht komplett speichern kann, sondern nur einen URL auf das Dokument. Sofern der 
Exporter nicht selbst einen URL auf das WSDL-Dokument zur Verfügung stellt, muss der 
UCom-Trader eine im Internet erreichbare Webadresse anbieten, die in UDDI eingetragen 
werden kann. Anstatt die einzelnen WSDL-Dokumente auf dem UCom-Trader zu 
veröffentlichen, bietet es sich an, eine generische Lösung in Form einer dynamischen Webseite 
bereitzustellen, die durch entsprechende Parameter die passenden WSDL-Dokumente aus 
den OfferDocuments herauszieht. 







































Abbildung 6.25: Abbildung eines UComT-OfferDocument auf UDDI-Einträge 
Das dritte Problem ist, dass UDDI als Identifikationstechnik Universal Unique Identifiers 
(UUIDs) verwendet. Ein UUID wird sowohl für Business Entity und Business Service als 
auch für Binding Template und Technical Model vergeben. Daraus folgt, dass für jeden wei-
tergeleiteten Dienst in UDDI mehrere UUIDs existieren können. Diese UUIDs müssen zwin-
gend im OfferDocument abgelegt werden, um im Falle einer Änderung oder Aufhebung der 
Registrierung das Angebot in UDDI wieder auffinden zu können. Analog zur Beschreibung der 
OfferIDs bietet es sich an, auch die UUIDs aus UDDI in einem vom Trader hinzugefügten 
Beschreibungselement (<Desc:UDDI>) abzulegen. 
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<?xml version="1.0"  encoding="ISO-8859-1"?> 
<Offer> 
 <Struct:Component> 
  <Desc:OfferID TraderGenerated="True">445554</Desc:OfferID> 
  <Desc:UDDI TraderGenerated="True"> 
   <UUID Type="Service">{9B186A8F-F520-4eeb-B553-118304AC46C5}</UUID> 
   <UUID Type="Business">{A6186A8F-F520-4eeb-B553-118304AC46C5}</UUID> 
   <UUID Type="TModel">{45186E9F-F520-4eeb-B553-118304AC46C5}</UUID> 
  </Desc:UDDI> 
  <!-- Inhalt des ExportDocument hier --> 
  <Desc:ImportIDs Visible="False"> 
   <ImportID ID="{C46C1BC3-3C52-11D0-9200-848C1D000000}" TimeStamp="01.07.2003 
12:00"/> 
   <ImportID ID="{4A933703-E36F-11D0-9B99-00C04FC2F51D}" TimeStamp="01.07.2003 
12:10"/> 
  </Desc:ImportIDs> 
 </Struct:Component> 
</Offer> 
Listing 6.32: Speicherung des UDDI-UUID im OfferDocument 
6.4.9 Administration 
Das vorliegende Kapitel diskutiert die Realisierbarkeit der dynamisch erweiterbaren Ad-
ministration des Trader-Servers. 
6.4.9.1 Administration-Manager  
Der Administration-Manager stellt zur Verwaltung des Traders eine Schnittstelle für den 
UComT-Administration-Client zur Verfügung. Alle Befehle werden dabei in Form eines Ad-
ministrationDocument von einem UComT-Client an den Administration-Manager übermit-
telt. Nach der Verarbeitung des Dokuments antwortet der Administration-Manager mit einem 
AdministrationAnswerDocument. 
Ein AdministrationDocument besteht aus einem oder mehreren Administrationselementen 
(AE) aus dem XML-Namensraum http://www.ucomt.net/Administration. Es können zwei 
Typen von AE in einem AdministrationDocument identifiziert werden: Konfigurationselemen-
te verändern das im Configuration-Store gespeicherte ConfigurationDocument. Da Konfigu-
rationselemente lediglich eine Veränderung des ConfigurationDocument darstellen, lassen 
sich diese Elemente durch das in Kapitel 6.4.3.1 definierte XML Modification Format (XMF) 
realisieren. Befehlselemente führen Aktionen aus, die keinen direkten Bezug zum Configura-
tionDocument besitzen. Für Befehlselemente ist eine Implementierung in Form eines Admi-
nistration-Moduls zu realisieren. 
Der Administration-Manager erzeugt für jedes einzelne AE des AdministrationDocument 
eine Antwort. In dem AdministrationAnswerDocument gibt es daher genauso viele Ant-
wortelemente wie AE in dem AdministrationDocument. Zur Ermöglichung der Zuordnung 
von Befehls- bzw. Konfigurationssektion zu Antwortsektion verwendet der Administration-
Manager in der Antwortsektion das gleiche XML-Element als Oberelement wie in dem AE. 
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<?xml version="1.0"  encoding="ISO-8859-1"?> 
<Configuration> 
 <!--- Section für Protocol-Manager --> 
 <Protocol Rotation="01:00:00:00" MaxEntries="1000"> 
  <LogEvent Name="Trader.Start" Duration="365:00:00:00"/> 
  <LogEvent Name="Trader.Stopp" Duration="365:00:00:00"/> 
  <LogEvent Name="ImporterManager.ImportStart" Duration="10:00:00:00"/> 
  <LogEvent Name="ExporterManager.ExportStart" Duration="10:00:00:00"/> 
  <LogEvent Name="ImporterManager.ImportFinished" Duration="00:00:30:00"/> 
 </Protocol> 
 <!--- Section für Security-Manager --> 
 <Security> 
  <Import> 
   <Client>*</Client> 
   <User>*</User> 
  </Import> 
  <Export> 
   <Client>195.4.23.*</Client> 
   <User>hs</User> 
   <Group>Administrators</Group> 
  </Export> 
  <Administration> 
   <User>hs</User> 
   <Group>Administrators</Group> 
  </Administration> 
 </Security> 
 <!--- Section für Standing-Order-Manager --> 
 <StandingOrderManager> 
  <Interval>1</Interval> 
 </StandingOrderManager> 
 <!--- Section für Billing-Manager --> 
 <ExporterBilling> 
  <MonthlyFeePerExporter>30.00</MonthlyFeePerExporter> 
  <MonthlyFeePerOffer>0.39</MonthlyFeePerOffer> 
 </ExporterBilling> 
 <ImporterBilling> 
  <MonthlyFeePerImporter>0.010</MonthlyFeePerImporter> 
  <FeePerSearch>0.39</FeePerSearch> 
 </ImporterBilling> 
</Configuration> 
Listing 6.33: Auszug aus dem ConfigurationDocument des Traders 
6.4.9.2 Administration-Module 
Administration-Module implementieren das Verhalten für Befehlselemente in Administrati-
onDocuments. Ein Administration-Modul ist an eines oder mehrere XML-Elemente aus dem 
XML-Namensraum http://www.ucomt.net/Administration gebunden und wird vom Admi-
nistration-Manager für jedes der gebundenen XML-Elemente unter Übergabe des entspre-
chenden XML-Fragments aufgerufen. Als Administration-Modul realisiert ist zum Beispiel die 
Verwaltung der CatalogueDocuments. 
Beispiel: Administration-Modul "TraderCatalogue" 
Die Kategorisierung der Komponentenangebote wurde als eine Form von Dienstbeschrei-
bungen identifiziert (vgl. Kapitel 5.4.6). Gemäß den Anforderungen (Kapitel 4.8) soll der Tra-
der eine hierarchische Liste der Kategorien zum Browsing des Komponentenangebots (alias 
Trader-Katalog) anbieten. Dazu muss der Trader die Baumstruktur des Trader-Katalogs in 
einem CatalogueDocument verwalten und abseits von Import und Export Verwaltungsfunkti-
onen wie das Anlegen, Umbenennen und Löschen von Kategorien bereitstellen. Vorgenannte 
Verwaltungsfunktionen des CatalogueDocument lassen sich über ein Administration-Modul 
implementieren. 
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<?xml version="1.0"  encoding="ISO-8859-1" ?> 
<Catalogue> 
 <Category name="Systemkomponenten"> 
  <Category name="Windows"> 
   <Category name="Dateisystem"></Category> 
   <Category name="Verzeichnisdienst"></Category> 
   <Category name="Linux"> 
    <Category name="Dateisystem"></Category> 
    <Category name="Sicherheit"></Category> 
   </Category> 
  </Category> 
</Catalogue> 
Listing 6.34: CatalogueDocument (Beispiel) 
Die Funktionen des Administration-Moduls "TraderCatalogue" sind: 
- Übermittlung des Katalogs oder eines Ausschnitts aus dem Katalog an einen Importer 
oder Exporter; 
- Anlegen einer Kategorie im Katalog; 
- Löschen einer Kategorie im Katalog; 
- Verschieben einer Kategorie im Katalog; 
- Umbenennen einer Kategorie im Katalog. 
<Administration> 
   <Admin:Cataloge> 
<GetCatalogue/> 
   </Admin:Cataloge> 
</Administration> 
Listing 6.35: Administrationselement zur Übermittlung des Trader-Katalogs an den Client 
Beispiel: Ontology-Administration-Modul 
Die Verwaltung der Vokabularien im Trader kann über ein Administration-Modul realisiert 
werden. Das Administration-Modul empfängt Vokabularien in der Interlingua und führt unter 
Zuhilfenahme des Converter-Managers eine Konvertierung in andere Ontologien durch. 
<Admin:OntologyAdmin> 
  <SaveBaseOntology> 
   <BaseOntologyFile FileName="UComT.daml" OntologyLanguage="DAML_OIL"> 
    <rdf:RDF xmlns:xsd="http://www.w3.org/2000/10/XMLSchema#"  
 mlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"  




    </rdf:RDF> 
   </BaseOntologyFile> 
  </SaveBaseOntology> 
</Admin:OntologyAdmin> 
Listing 6.36: Festlegung des Vokabulars (Beispiel) 
<Admin:OntologyAdmin> 
  <LoadBaseOntology/> 
</Admin:OntologyAdmin> 
Listing 6.37: Administrationselement zur Übermittlung des Vokabulars an den Client 
6.4.10 Weitere Funktionen des Trader-Servers 
Das vorliegende Kapitel diskutiert die Realisierbarkeit weiterer Funktionen des Trader-
Servers, die in keinen der zuvor behandelten zentralen Funktionsbereiche des Traders fallen.  
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6.4.10.1 Locator-Manager  
Der Locator-Manager ist ein aktiver Dienst des Trader-Servers, der ein Netzwerk selbst-
ständig nach geeigneten Komponenten absucht. Dabei sucht der Locator-Manager nach U-
ComT-Clients und nimmt Kontakt mit dem dort implementierten Locator-Client auf. Um die 
Kontaktaufnahme zwischen UComT-Server und UComT-Client sicherzustellen, muss der 
UComT-Client einen definierten Port abhören, wobei als Protokoll hier die Verwendung von 
SOAP nahe liegt, da SOAP auch schon für die anderen Kommunikationsvorgänge im Trader 
verwendet wird. 
Der Locator-Manager hat folgende Möglichkeiten, Rechneradressen zu gewinnen, die er un-
tersuchen kann: 
- Gewinnung von Rechneradressen der Importer und Exporter durch Zugriff auf die Pro-
tokolldaten der Import-/Export-Vorgänge; 
- Verwendung einer Liste von Rechneradressen, die der Server-Administrator dem Lo-
cator-Manager vorgibt; 
- Verwendung einer System-Management-Schnittstelle zur Ermittlung von Rechneradres-
sen (diese Möglichkeit muss der individuellen Implementierung des Trader-Servers ü-
berlassen werden, da es je nach Netzwerktyp und Betriebssystem sehr unterschiedliche 
Möglichkeiten gibt, Rechneradressen zu erfahren). 
Auf welche Weise registrierbare Komponenten lokalisiert werden, muss der Implementierung 
des Locator-Client überlassen werden, da auch diese Vorgehensweise stark von dem jeweili-
gen Client-System abhängig ist. 
6.4.10.2 Validation-Manager  
Der Validation-Manager hat die Aufgabe, die Verfügbarkeit eines Komponentenangebots zu 
prüfen. Für ihn existieren drei Einsatzgebiete: 
- Beim Export kann der Exporter-Manager den Validation-Manager nutzen, um zu prü-
fen, ob das übermittelte Angebot gültig ist (<OnRegistration>). 
- Der Validation-Manager kann von dem Matching-Manager aufgerufen werden, wenn 
der Client eine Validierung der zurückgelieferten Komponentenangebote gefordert hat 
(<TD:ResultValidation>). 
- Außerdem wird der Validation-Manager periodisch von dem Trader-Dienst aufgerufen, 
um Komponentenangebote zu prüfen, die zur regelmäßigen Validierung vorgesehen 
sind (<IntervalValidation>). 
Abhängig vom Umfang der angeforderten Prüfungstiefe (vgl. Kapitel 4.6.3) muss der Validati-
on-Manager zur Erfüllung seiner Aufgaben Funktionen des System-Management-Managers 
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(z.B. Erreichbarkeitsprüfung eines Servers) und der betreffenden Access-Module (z.B. Instan-
ziierung einer Klasse) nutzen.  
<Admin:Validator> 
 <OnRegistration Validate="True" DenyRegistrationIfValidationFails="False" Type="Deep"/> 
 <IntervalValidation IntervallSeconds="10000" ExcludeIfValidationFailsTimes="5" 
Type="Shallow"/> 
</Admin:Validator> 
Listing 6.38: Konfigurationselement für den Validation-Manager (Beispiel) 
<TD:ResultValidation Type="Shallow"> 
</TD:ResultValidation> 
Listing 6.39: Trader-Direktive des Importers zum Aufruf des Validators (Beispiel) 
6.4.10.3 Standing-Order-Manager  
Der Standing-Order-Manager ist ein aktiver Dienst, der in regelmäßigen Abständen alle 
Daueraufträge bearbeitet. Das Intervall, in dem der Standing-Order-Manager tätig wird, ist 
durch den Trader-Administrator definierbar. 
Die im Search-Store gespeicherten StandingOrderDocuments werden wie folgt verarbeitet: 
- Der Dienst fragt in dem definierten Intervall vom Search-Store alle vorhandenen Dau-
eraufträge ab und erhält eine Menge von StandingOrderDocuments (SOD). 
- Der Standing-Order-Manager durchläuft in einer Schleife alle SODs. 
- Der Standing-Order-Manager prüft, ob ein Dauerauftrag ausgeführt werden soll. 
- Wenn ein Dauerauftrag fällig ist, erzeugt der Standing-Order-Manager aus einem SOD 
ein ImportDocument und übergibt es dem Importer-Manager. 
- Das Ergebnis des Importer-Managers wird an den auftraggebenden Client gesendet. 
- Die Ausführung des Dauerauftrags wird im SOD vermerkt. 
Jedem einzelnen Dauerauftrag muss ein UUID zugewiesen werden, da die Bezeichnung über 
alle Trader hinweg eindeutig sein muss. Andernfalls könnte der Importer die asynchron zur 
Anfrage eintreffenden Antworten auf einen Import nicht eindeutig zuordnen.  
6.4.10.4 Security-Manager  
Die Aufgabe des Security-Managers besteht in der Durchsetzung der Zugangsbeschränkun-
gen zu Funktionen des Traders und den angebotenen Komponenten. Für die Speicherung der 
traderbasierten Sicherheitseinstellungen steht das ConfigurationDocument des Traders zur 
Verfügung. Die komponentenbezogenen Sicherheitseinstellungen können als Teil des Export-
Document übermittelt und im OfferDocument abgelegt werden. Der Security-Manager soll 
analog zu dem sowohl in Windows als auch in Unix verwendeten Sicherheitskonzept der Ac-
cess Control Lists (ACLs) verwenden, die aus einzelnen Access Control Entries (ACEs) 
bestehen [LSI01]. Um den Administrationsaufwand gering zu halten und im Hinblick auf die 
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Nutzung des UCom-Traders im Internet, scheint es angebracht, Rechte nicht nur auf der übli-
chen Benutzer- und Gruppenebene, sondern auch auf Ebene von Computersystemen vergeben 
zu können, also bestimmten Computern in einem Netzwerk bzw. ganzen Netzwerksegmenten 
den Zugriff zu erlauben bzw. zu verweigern. Dazu soll eine ACE neben den Elementen <U-
ser> und <Group> auch das Element <Computer> enthalten können. Da es nur wenige 
verschiedene Rechte gibt, sollen die zu vergebenden Rechte nicht Teil der ACE sein, sondern 
es soll für jedes Recht eine eigene ACL geben. 
<TD:Security> 
 <ACL Name="Visibility"> 
  <Client>*</Client> 
  <User>*</User> 
 </ACL> 
 <ACL Name="Use"> 
  <Client>195.4.23.*</Client> 
 </ACL> 
</TD:Security> 
Listing 6.40: ACLs in einem OfferDocument (Beispiel) 
<Admin:Security> 
 <ACL Name="Import"> 
  <Client>*</Client> 
  <User>*</User> 
 </ACL> 
 <ACL Name="Export"> 
  <Client>195.4.23.*</Client> 
  <User>hs</User> 
  <Group>Administrators</Group> 
 </ACL> 
 <ACL Name="TraderAdministration"> 
  <User>hs</User> 
  <Group>Administrators</Group> 
 </ACL> 
</Admin:Security> 
Listing 6.41: ACLs in einem ConfigurationDocument (Beispiel) 
6.4.10.5 Billing-Manager  
In Kapitel 4.12 wurde definiert, dass die Abrechnungsmodalitäten veränder- und erweiterbar 
sein müssen. Auch hier bietet sich der Rückgriff auf das Konzept von Erweiterungsmodulen 
an, die im Fall der Abrechnung sowohl Element-gebunden als auch Ereignis-gebunden sein 
können. Ein Beispiel für ein sowohl Element- als auch Ereignis-gebundenes Abrechnungsmo-
dul wurde bereits in Kapitel 6.4.6 vorgestellt.  
Aufgabe des Billing-Managers ist es, aus den von den Billing-Element-Modulen generierten 
Abrechnungsdatensätzen eine Rechnung mit Gesamtsumme zu erstellen und diese entweder 
automatisch an die Clients zu senden (Push-Verfahren) oder auf Anfrage der Clients an diese 
zu übermitteln (Pull-Verfahren). Zum Empfang von Abrechnungen im Push-Verfahren müssen 
Clients eine entsprechende Schnittstelle bereitstellen. 
6.4.10.6 Evaluation-Manager  
Der Evaluation-Manager realisiert die geforderte Lernfähigkeit des Traders (siehe Kapitel 
4.14), indem er Bewertungen der angebotenen Komponenten erstellt. Dazu verwendet er nicht 
242 Architektur des UComT-Servers   
 
 
nur vom Trader-Server gesammelte Daten, sondern er erfragt auch Bewertungen von den 
Trader-Clients. Aus vorgenanntem Grund ist in den Trader-Clients ein entsprechendes Gegen-
stück zu dem Evaluation-Manager einzurichten, das die Bewertungsdaten mit oder ohne Be-
nutzerinteraktion ermittelt. Die von dem Evaluation-Manager ermittelten Daten werden in dem 
OfferDocument zu jedem Komponentenangebot (als beobachtete Daten, vgl. Kapitel 5.4.2) 
gespeichert und können vom Matching-Manager bei der Priorisierung der Ergebnisse berück-
sichtigt werden. In Konsistenz zum bisherigen Bewertungsschema bietet es sich an, dass der 
Evaluation-Manager eine Bewertung auf der Skala von 0,0 bis 1,0 im OfferDocument spei-
chert; diese Bewertung kann der Matching-Manager mit der ermittelten Relevanz multiplizie-
ren. 
Die Problematik bei diesem Vorgehen besteht darin, dass die Bewertung früherer Import-
Vorgänge anderer Clients nicht unbedingt auf einen aktuellen Import-Vorgang übertragen 
werden kann, da sich die Anforderungen der Importer erheblich unterscheiden können. Daher 
ist die Berücksichtigung der im Trader gespeicherten Bewertungen dem Importer zu überlas-
sen, wobei sich hier abermals die Steuerung über eine Trader-Direktive anbietet (siehe Listing 
6.42). 
<TD:UseEvaluation> 
   <UseEvaluationsOnMyImports/> 
   <UseEvaluationsOnOtherClientsImports/> 
</TD:UseEvaluation> 
Listing 6.42: Trader-Direktive zur Berücksichtigung der Bewertungen (Beispiel)  
6.4.10.7 System-Management-Manager  
Die Aufgabe des System-Management-Managers sind die Abfragen von Systemmanage-
ment-Schnittstellen wie SNMP und WBEM, mit denen Komponentendienste beobachtet 
werden können. Diese Daten werden u.a. für beobachtete Eigenschaften, für die Protokollie-
rungsfunktion und den Validation-Manager benötigt. Die Implementierung des System-
Management-Managers ist in hohem Maße abhängig von der jeweiligen Systemplattform des 
Traders. Dies fällt jedoch nicht ins Gewicht, da der System-Management-Manager keine Be-
ziehung zu den Clients hat und nur durch den Trader selbst genutzt wird. 
6.4.10.8 Protocol-Manager 
Aufgabe des Protocol-Managers ist die Protokollierung der Aktivitäten des Traders gemäß 
den Vorgaben des Trader-Administrators. Der Protocol-Manager speichert Daten im Proto-
col-Store bzw. löscht sie dort nach vorgegebenen Verfallszeiten. 
Um die in Kapitel 4.13 eforderte abgestufte Protokollierung sowohl effizient implementieren zu 




in einer Baumstruktur angeordnet werden. Äste fassen dabei die Protokollierung der unterge-
ordneten Blätter und Äste zusammen. Jedes Blatt und jeder Ast kann eine beliebige Menge 
von Vorgangsdetails besitzen. Jeder Ast erbt alle Vorgangsdetails der untergeordneten Blätter 
und Äste. Außerdem bietet jeder Ast einfache Aggregationsfunktionen (z.B. Anzahl, Summe, 
Mittelwert, Maximum, Minimum) über die Vorgangsdetails der untergeordneten Äste und 
Blätter. Dadurch wird zum Beispiel ermöglicht, bei einem Import zu protokollieren, wie viele 
Iterationen stattgefunden haben. 
In dem nachfolgenden Beispiel ist definiert, dass die Ereignisse ImportStart() und ImportFi-
nished() im Importer-Manager, das Ereignis ExportStart() im Exporter-Manager sowie das 
Starten und Stoppen des gesamten Traders protokolliert werden sollen. Zu jedem Eintrag 
kann die Aufbewahrungszeit der Protokolleinträge festgelegt werden, wobei die Festlegung auf 
Ebene von Tagen, Stunden, Minuten und Sekunden erfolgen kann. Dabei wird das übliche 
Triple aus Stunden, Minuten und Sekunden um den vorangestellten Wert der Anzahl von Ta-
gen erweitert. In dem Beispiel werden Trader.Start und Trader.Stop 365 Tage lang fest-
gehalten; der Start von Import oder Export zehn Stunden und die Beendigung eines Imports 
nur 30 Minuten lang. 
<!--- Sektion für Protocol-Manager --> 
<Admin:Protocol Rotation="01:00:00:00"> 
  <LogEvent Name="ImporterManager.ImportStart" Duration="00:10:00:00"/> 
  <LogEvent Name="ExporterManager.ExportStart" Duration="00:10:00:00"/> 
  <LogEvent Name="ImporterManager.ImportFinished" Duration="00:00:30:00"/> 
  <LogEvent Name="Trader.Start" Duration="365:00:00:00"/> 
  <LogEvent Name="Trader.Stop" Duration="365:00:00:00"/> 
</Admin:Protocol> 
Listing 6.43: Protokoll-Konfiguration (Beispiel) 
Die protokollierten Informationen werden ebenfalls im XML-Format abgespeichert. Dieses 
Dokument heißt ProtocolDocument. Aus Performance-Gründen ist es sinnvoll, die Größe 
eines einzelnen ProtocolDocument zu begrenzen. Durch das Attribut Rotation im XML-
Element <Protocol> kann festgelegt werden, nach welcher Zeit ein neues ProtocolDocu-
ment begonnen werden soll. Alternativ dazu ist eine Begrenzung nach Anzahl der Einträge 
(z.B. MaxEntries="1000") sinnvoll. 
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7 Architektur des UComT-Clients 
Der UComT-Client umfasst sowohl die Funktion des Importers als auch die des Exporters, 
d.h. durch Installation des UComT-Clients kann ein System sowohl Komponenten anbieten 
(exportieren) als auch über den Trader erfragen (importieren). 
7.1 Grundstruktur 
Für den UComT-Client können folgende Bausteine identifiziert werden: 
- eine Bibliothek, welche die Basisfunktionen wie Import und Export realisiert, die so-
wohl für das Trading zur Laufzeit als auch für das Trading zur Entwicklungszeit benötigt 
werden; 





























Abbildung 7.1: Grobarchitektur des Trader-Clients (UML-Implementierungsdiagramm) 
- eine ausführbare Anwendung, die eine Benutzerschnittstelle mit den Elementen bereit-
stellt, die nur für das Trading zur Entwicklungszeit benötigt werden; 
- ein Dienst, den ein Trader-Server ansprechen kann, um Daten von dem Client zu erfra-
gen (z.B. Suche nach neuen Komponentenangeboten, Aktualisierung dynamischer Ele-
mente, Empfang von Ergebnissen aus Daueraufträgen oder Prüfung der Dienstverfüg-
barkeit). 
Innerhalb der Trader-Bibliothek erscheint es sinnvoll, die Architektur des Trader-Servers zu 
übernehmen, d.h. in statische Bausteine und dynamisch erweiterbare Module zu differenzieren. 
Der Erweiterungsbedarf im UComT-Client ist zwar weit geringer als im UComT-Server, aller-
dings sind auch im Client Funktionen enthalten (z.B. die Implementierung für Service Access-
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Protokolle), die während des Einsatzes der Clients erweiterbar sein müssen. Da die Anzahl 
der Clients i.d.R. viel größer sein wird als die Anzahl der Server, ist die einfache Integration 
von Erweiterungen hier ebenfalls eine wichtige Anforderung. 
7.2 Funktionen des Trader-Client-Dienstes 
Der Trader-Client-Dienst realisiert einen ständigen aktiven Kommunikationsport, auf dem der 
Trader-Client SOAP-Nachrichten von einem Trader-Server empfangen kann. Der Client-
Dienst wertet die Nachrichten aus und leitet sie ihrem Inhalt entsprechend an die Trader-
Client-Bibliothek weiter. Seitens des Trader-Client initiierte synchrone Nachrichten wie Import 
und Export müssen nicht über den Trader-Client-Dienst abgewickelt werden; die Trader-
Bibliothek kann die Antworten auf abgesandte Nachrichten selbst empfangen. Der Trader-
Client-Dienst dient nur dem Empfang von durch den Trader-Server initiierten Nachrichten. 
Da eine einzelne Implementierung des UComT-Clients nicht notwendigerweise die Unterstüt-
zung für alle Komponentenmodelle realisieren muss, ist es möglich, dass mehrere verschiedene 
UComT-Clients auf einem System aktiv sind. Da sich unterschiedliche Anwendungen nicht 
einen Port teilen können, muss die Portnummer für den Empfang von SOAP-Nachrichten 
wählbar sein. Die Portnummer muss aber aus einem bestimmten Nummernbereich stammen, 
der dem UComT-Server bekannt ist und von dem Server zwecks Kontaktaufnahme überprüft 
wird. 
7.3 Funktionen der Trader-Client-Bibliothek 
Das vorliegende Kapitel dokumentiert die Realisierung zentraler Funktionen der Trader-
Client-Bibliothek.  
Der Trader-Client benötigt drei Datenspeicher: Im Exporter-Archives speichert der Exporter 
Daten über zurückliegende Export-Vorgänge. Insbesondere muss der Exporter die Angebots-
nummern (OfferIDs) archivieren, um Angebote später ändern oder zurückziehen zu können. 
Analog dazu speichert der Importer im Importer-Archives Daten zu den Suchvorgängen (z.B. 
zur späteren Verfeinerung einer Suche). Im Component-Store werden an den UComT-Client 
übermittelte Softwarekomponenten gespeichert. Das Module-Repository ist der Aufbewah-
rungsort für die Erweiterungsmodule des Clients. 
Auf der Ebene der Geschäftslogik benötigt der UComT-Client Gegenstücke zu allen Baustei-
nen des Trader-Servers, die in Kommunikation zu dem Client stehen. Daraus ergeben sich 
folgende Bausteine für die Geschäftslogik des Clients: Exporter, Importer, Administration-
Client, Dynamic-Element-Client, Evaluation-Client, Locator-Client und Access-Client. 
Aufgrund unterschiedlicher Anforderungen zur Laufzeit und zur Entwicklungszeit bietet sich 
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eine Differenzierung in Runtime-Importer und Design-Time-Importer an. Darüber hinaus 



























































Abbildung 7.2: Detaillierte Architektur des UCom-Trader-Clients (UML-Implementierungsdiagramm) 
7.3.1 Exporter 
Der Exporter implementiert die Export-Funktionen des Trader-Client und kommuniziert mit 
dem Exporter-Manager des Trader-Servers. Der Exporter empfängt von der Trader-
Benutzerschnittstelle oder einer exportwilligen Anwendung ein ExportDocument und leitet 
dieses an den Trader-Server weiter. Als Antwort erhält der Exporter von dem Trader-Server 
ein ExportAnswerDocument mit einer Angebotsnummer (OfferID) oder einer Fehlermel-
dung. 
7.3.2 Design-Time-Importer 
Der Design-Time-Importer implementiert beim Trading zur Entwicklungszeit die Import-
Funktionen des Trader-Client und kommuniziert mit dem Importer-Manager des Trader-
Servers. Der Design-Time-Importer wird von der Trader-Benutzerschnittstelle aufgerufen, 
248 Architektur des UComT-Clients   
 
 
wobei ein ImportDocument empfangen wird, das der Design-Time-Trader an den Importer-
Manager des Trader-Servers sendet. Als Antwort erhält der Importer von dem Trader-Server 
ein ImportAnswerDocument mit der Beschreibung der gefundenen Komponenten, das in der 
Benutzerschnittstelle dargestellt wird. Sofern der Trader-Server die binären Dateien mobiler 
Komponenten übermittelt, speichert der Importer diese zur Verwendung durch lokale Anwen-
dungen in seinem Component-Repository. 
7.3.3 Runtime-Importer 
Der Runtime-Importer erfüllt die Aufgabe des Importers beim Trading zur Laufzeit, d.h. wenn 
nicht die Benutzerschnittstelle des Trading-Client, sondern eine importwillige Anwendung ein 
ImportDocument anliefert. Der Ablauf bezüglich der Kommunikation mit dem Trader-Server 
ist der gleiche wie beim Design-Time-Importer. Allerdings bietet der Runtime-Importer der 
importierenden Anwendung die Wahl zwischen dem offenen und dem stillen Trading. Beim 
offenen Trading bietet der Runtime-Importer dem Benutzer der importierenden Anwendung 
eine Benutzerschnittstelle zur Auswahl zwischen Komponenten, wenn mehrere Komponenten 
gefunden wurden, oder eine Benutzerschnittstelle zur Bestätigung, wenn genau eine Kompo-
nente gefunden wurde. 
7.3.4 Administration-Client 
Der Administration-Client dient zur Übermittlung von AdministrationDocuments an den 
serverseitigen Administration-Manager. Der Administration-Client empfängt das Administra-
tionAnswerDocument und übergibt es an den Aufrufer. 
7.3.5 Access-Client 
Zu den aus der Sicht der Entwurfs interessantesten Bausteinen des UComT-Clients gehört der 
Access-Client, der Aufruf-Befehle einer importierenden Anwendung entgegennimmt mit der 
Verpflichtung, einen Weg zur Ausführung eines Komponentendienstes zu finden. 
Zentrale Aufgabe des Access-Clients ist es, beim Laufzeit-Trading eine importierende An-
wendung bei der Nutzung einer Softwarekomponente zu unterstützen. In Kapitel 5.7.7 wurde 
ausführlich dargestellt, in welchen Szenarien der UComT-Client an dem Dienstaufruf beteiligt 
werden kann. Der Access-Client steht vor den gleichen Problemen hinsichtlich der Installation 
und des Aufrufs wie der serverseitige Access-Manager. Es bietet sich an, den Access-Client 
so zu konzeptionieren, dass dieser die im Rahmen der Server-Architektur entwickelten Instal-
lation- und Access-Module auch im Client verwendet werden kann. Die Existenz eines Instal-
lation-Moduls bedeutet nicht, dass es dem menschlichen Nutzer des Importers bzw. einer 
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Anwendung beim Runtime-Trading nicht freistehen würde, die Installation der Komponente 
selbst vorzunehmen. 
Der Access-Client empfängt von der importierenden Anwendung ein ExecutionDocument 
und ein OfferDocument. Er prüft zunächst, ob die auszuführende Komponente lokal installiert 
ist oder im lokalen Component Repository vorliegt und installiert werden kann. Ist die Kom-
ponente lokal nicht vorhanden, versucht der Access-Client, sie vom Trader-Server zu bezie-
hen. Wenn dies nicht möglich ist, kontaktiert der Access-Client den Access-Manager des 
UComT-Servers. Die importierende Anwendung sollte aber auch in der Lage sein, die Such-
strategie des Access-Client durch eine explizite Anweisung zur Ausführung zu beeinflussen. 
Folglich hat der Access-Client eine Ausführungsalternative mehr als der Access-Manager im 















































Abbildung 7.3: Entscheidungsbaum für den Access-Client 
7.3.6 Module-Manager 
Der clientseitige Module-Manager entspricht hinsichtlich seiner Funktionalität dem serversei-
tigen Module-Manager. Für Details zu diesem Baustein kann hier daher auf Kapitel 6.4.2 
verwiesen werden. 




Der Dynamic-Element-Client beantwortet Anfragen des Trader-Servers nach den aktuellen 
Werten für dynamische Elemente. Die Anfragen stammen von dem Dynamic-Element-
Manager des Trader-Servers, der Trader-Dokumente des Typs DynamicElementPullDo-
cument an den UComT-Client sendet. Ein Problem für den Dynamic-Element-Client besteht 
darin, wie er die dynamischen Daten gewinnen kann. Mögliche Lösungen dafür sind: 
1. Die Komponente bietet eine spezielle Schnittstelle an, über die der Dynamic-Element-
Client den Wert von der Komponente erfragen kann. Dies entspricht der Lösung, die 
im ODP-Trading gewählt wurde. Die dortige Schnittstelle heißt Service Offer Evalu-
ation Interface (SOE) [WaBe95, S. 134]. Der Vorteil dieser Lösung ist, dass die 
Ermittlung des Wertes bei der Komponente selbst liegt und damit die größtmögliche 
Flexibilität erreicht wird. Der Nachteil ist, dass dieser Mechanismus nur mit Kompo-
nenten funktioniert, die explizit eine SOE-Schnittstelle unterstützen. 
2. Der Dynamic-Element-Client kann ein öffentliches Attribut in einem Objekt der Kom-
ponente abfragen bzw. eine öffentliche Methode aufrufen. Der Vorteil dieser Lösung 
ist, dass keine speziell durch den Trader bedingte Veränderung in der Komponente 
notwendig ist. Die Lösung setzt aber voraus, dass entweder eine Instanz der Kompo-
nente immer läuft oder aber der Dynamic-Element-Client weiß, wie er eine Instanz er-
zeugen kann. 
3. Als dritte Variante könnte der Dynamic-Element-Client schließlich Daten aus der 
Umwelt der Komponente sammeln, z.B. Registrierungsinformationen oder Systemma-
nagementdaten. Auf diesem Wege kann aber nicht der interne Zustand einer Kompo-
nente betrachtet werden. 
Um alle drei Fälle abdecken zu können, besitzt der Dynamic-Element-Client vier Mechanis-
men: 
1. die Möglichkeit des Aufrufs einer SOE-Schnittstelle in einer Komponente; 
2. die Möglichkeit, eine aktive Instanz der Komponente zu nutzen, um einen beliebigen 
Attributwert abzufragen bzw. eine Methode aufzurufen; 
3. die Möglichkeit, die Komponente zu instanziieren und dann auf ein beliebiges Attribut 
oder eine beliebige Methode zuzugreifen; 
4. die Möglichkeit, eine beliebige externe Anwendung zu starten, die das Ergebnis in 
Form einer XML-Zeichenkette an den Dynamic-Element-Client zurückliefert. Hier 
bieten sich vielfältige Möglichkeiten, einschließlich des Starts von Skripten. 
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Der Dynamic-Element-Client verpackt die ermittelten Werte in ein DynamicElementAnswer-
Document, das als Antwort an den serverseitigen Dynamic-Element-Manager gesendet wird. 
7.3.8 Locator-Client 
Der Locator-Client beantwortet Anfragen des Locator-Managers des Trader-Servers. Der 
serverseitige Locator-Manager fragt in regelmäßigen Abständen die in einem bestimmten Netz 
(oder Teil eines Netzes) befindlichen Computersysteme nach exportwilligen Komponenten ab, 
indem er den erreichbaren UComT-Clients ein LocatorDocument sendet. Der Locator-Client 
ermittelt, ob es auf dem lokalen System Softwarekomponenten gibt, die veröffentlicht werden 
können und dürfen. Die Implementierung des Locator-Client ist stark von der jeweiligen Be-
triebssystemplattform und dem Komponentenmodell abhängig. Es ist Aufgabe des Administra-
tors des Client-Systems, den Locator-Client so zu konfigurieren, dass dieser nur die Kompo-
nenten an den Locator-Manager übermittelt, die veröffentlicht werden dürfen. 
7.3.9 Evaluation-Client 
Der Evaluation-Client ist der clientseitige Gegenpart des serverseitigen Evaluation-
Managers. Der Evaluation-Client ermittelt die vom Evaluation-Manager angeforderten Daten 
über die Bewertung der Arbeit des Traders und der importierten Komponenten. Vorgenannte 
Daten sendet der Client in Form eines EvaluationAnswerDocument an den Importer-
Manager oder Exporter-Manager. Sofern der Benutzer bzw. die importierende Anwendung 
dies ausdrücklich zugelassen hat, zeigt der Evaluation-Client dazu eine Benutzerschnittstelle an. 
Dem Benutzer muss Gelegenheit gegeben werden, eine Bewertung auf einen späteren Zeit-
punkt zurückzustellen, wenn ihm die Bewertung zum Zeitpunkt der Anfrage durch den Evalua-
tion-Manager noch nicht möglich ist. Beim stillen Trading zur Laufzeit bietet der Evaluation-
Client der importierenden Anwendung eine Schnittstelle, über die die Anwendung ihre Bewer-
tung übermitteln kann. Zum Beispiel kann eine importierende Anwendung auf diesem Wege 
eine negative Bewertung an den Trader senden, wenn es bei der Ausführung der vom Trader 
vermittelten Komponente zu einem Laufzeitfehler gekommen ist. 
7.4 Funktionen der Benutzerschnittstelle 
Der UCom-Trader-Client muss eine Benutzerschnittstelle realisieren, die insbesondere folgen-
de Funktionen erfüllt: 
- Hilfe bei der Erstellung eines ExportDocument; 
- Ausführung eines Exports; 
- Hilfe bei der Erstellung eines ImportDocument; 
- Ausführung eines Imports; 
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- Hilfe bei der Auswertung eines ImportAnswerDocument; 
- Auswahl eines Komponentenangebots, sofern beim offenen Laufzeit-Trading mehr als 
ein Angebot in der Ergebnismenge vom Trader geliefert wurde; 
- Abfrage von Bewertungen für die Leistungen des Traders bzw. der importierten Kom-
ponenten. 
Die Benutzerschnittstelle muss sowohl als Einzelanwendung startbar als auch von einer anderen 
Anwendung aus aufrufbar sein, z.B. für die Integration in eine Entwicklungsumgebung. 
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8 Prototypische Implementierung 
Zur Validierung der Forschungsergebnisse der vorliegenden Arbeit wurde eine prototypische 
Implementierung des UComT-Modells realisiert. Für die Validierung kann es als hinreichend 
erachtet werden, den Server auf einer einzigen Plattform zu implementieren, wohingegen 
Clients für verschiedene Komponentenmodelle realisiert werden müssen. 
Die prototypische Implementierung soll der Validierung der zentralen Konzepte des UComT-
Modells dienen. Zu belegen sind insbesondere die Abstraktion von konkreten Komponenten-
modellen, die Integration beliebiger Beschreibungs- und Suchsprachen und die dynamische 
Erweiterbarkeit zur Laufzeit. Zentrale Bausteine einer Implementierung sind also Importer-
Manager, Exporter-Manager, Matching-Manager sowie die zugehörigen Module und Daten-
speicher. Außerdem müssen Clients für verschiedene Plattformen realisiert werden. UComT-
Clients sollen für die Komponentenmodelle EJB, .NET, COM und CCM erstellt werden. 
Aufgrund der vorhandenen Interoperabilitätsmechanismen können diese vier Komponenten-
modelle durch zwei UComT-Clients erfasst werden: ein in C# geschriebener Client für COM 
und .NET sowie ein in Java geschriebener Client für Java und CCM. Alle vorgenannten Platt-
formen und Programmiersprachen erfüllen die einzige Mindestanforderung der Verfügbarkeit 

























Abbildung 8.1: Plattformen für die Prototypimplementierung 
Weniger wichtig im Rahmen einer Prototypimplementierung sind die Funktionsbereiche Si-
cherheit, Protokollierung, Lernfähigkeit, Abrechnung und Administration, da dabei auf hinrei-
chend in der Praxis verwendete Vorgehensweisen zurückgegriffen werden kann. Diese Funk-
tionsbereiche sind in der Prototypimplementierung nur rudimentär realisiert. Eine Liste der nicht 
implementierten Funktionen befindet sich auf der der Arbeit beiliegenden CD-ROM. Trotz der 
ausgelassenen Funktionen umfassen die Prototypen rund 60000 Zeilen C#-Programmcode 
und rund 12000 Zeilen Java-Programmcode. 




Das vorliegende Unterkapitel beschreibt die Prototypimplementierung des Trader-Servers. 
Der Trader-Client wird in einem späteren Kapitel gesondert behandelt. 
8.1.1 Plattformauswahl 
Als Komponentenmodell für die Implementierung des UCom-Trader-Servers wurde mit der 
Common Language Infrastructure (CLI) (ISO 23271/ECMA 334) [ISO02a] [ISO02b] 
[ECMA02a] das neueste der standardisierten Komponentenmodelle gewählt. Die Begründung 
dafür ist, dass das CLI-Komponentenmodell das modernste Modell ist, das alle durch die 
Architektur definierten Anforderungen an die Implementierung hinsichtlich der Mechanismen 
für das dynamische Laden von Komponenten sowie für Fehlerbehandlung, Absturz- und 
Zugriffssicherheit unterstützt. Zudem ist die CLI programmiersprachenunabhängig, sodass die 
Entwicklung des Systems gleichzeitig in verschiedenen Programmiersprachen erfolgen kann. 
Szyperski sieht Vorteile des CLI-Komponentenmodells in der Unterstützung zahlreicher Spra-
chen, der an Java angelehnten Entkopplung von Plattformen und der an CORBA angelehnten 
Stärke im Bereich der Kommunikation [Szy02, S. 394]. Die Plattformunabhängigkeit ist zwar 
derzeit noch aufgrund der mangelnden Verfügbarkeit ausgereifter Implementierungen für Linux 
und die meisten Unix-Derivate begrenzt, dies ist jedoch für die Validierung der Implementier-
barkeit des Trader-Servers keine notwendige Anforderung. 
Als konkrete Implementierung der CLI wurde das .NET Framework der Firma Microsoft 
gewählt. Das .NET Framework ist bislang die einzige kommerzielle Implementierung der CLI, 
die gegenüber anderen CLI-Implementierungen zwei Vorteile bietet: Einerseits ist gegenüber 
anderen CLI-Implementierungen die Werkzeugunterstützung sehr viel besser und andererseits 
bietet das .NET Framework zusätzliche, über den Standard hinausgehende Klassen, die die 
Implementierung stark vereinfachen. Zwar wird durch die Verwendung zusätzlicher Klassen 
die Implementierung des Trader-Servers derzeit auf das Betriebssystem Microsoft Windows 
beschränkt, doch wäre eine Implementierung ausschließlich im Rahmen der standardisierten 
Klassen sehr aufwändig, da zum Beispiel Klassen für die Darstellung von Benutzerschnittstellen 
(Forms) und für den Datenbankzugriff im CLI-Standard noch nicht vorhanden sind. Vorge-
nannte Plattformbindung des Trader-Servers schränkt die Validierung des UComT-Modells – 
wie bereits oben diskutiert – nicht ein. 
Als Programmiersprache wird die von ihrem Schöpfer Anders Hejlsberg als "komponentenba-
siert" [Osb00] bezeichnete Sprache C#67 (ISO 23270/ECMA 334) [ISO02c] [ECMA02e] 
                                                 
67 Im Gegensatz zu C++, die eine hybride Sprache ist, ist C# eine rein objektorientierte Sprache [Szy02, S. 
545]. 
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verwendet, für die es Implementierungen für zahlreiche Plattformen (Windows [Mic03a], Unix 
[Mic03b], Linux [Ica03], MacOS [Mic03b]) gibt.  
Die Darstellung der Prototypimplementierung innerhalb dieser Arbeit beschränkt sich auf aus-
gewählte Aspekte, die dem Grundverständnis der Implementierung dienen oder interessante 
Implementierungsdetails darstellen. Ausgewählte Klassen der Implementierung werden im An-
hang beschrieben. Der komplette Quellcode, die kompilierte Fassung sowie Hilfedateien und 
Installationshinweise befinden sich auf der der Arbeit beiliegenden CD-ROM. 
8.1.2 Softwarekomponenten 
Die nachfolgende Tabelle und die nachfolgende Abbildung zeigen die Softwarekomponenten, 
aus denen die Prototypimplementierung des UComT-Servers besteht. 
Komponente Namensraum der Klassen Erläuterung 
UComT.Services.exe DE.UNIESSEN.UComT.Services 
Im Hintergrund laufende 
Dienste des Trader-Servers 
UComT.Webservices.dll DE.UNIESSEN.UComT.WebServices 
Für die Clients per SOAP 
ansprechbare Dienste des 
Trader-Servers 
UComT.Library.dll DE.UNIESSEN.UComT 








schen Trader und Modulen 
UComT.Modules.*.dll DE.UNIESSEN.UComT.Modules 
Mehrere Erweiterungsmo -
dule des UComT-Servers 












Abbildung 8.2: Komponenten-Nutzungsbeziehungen in der Prototypimplementierung des Servers 
(UML-Implementierungsdiagramm) 
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Die Abbildung 8.2 zeigt die Nutzungsbeziehungen zwischen den Softwarekomponenten. Der 
Pfeil drückt dabei in Pfeilrichtung "nutzt" aus. Nicht dargestellt in der Zeichnung werden die 
verwendeten Komponenten der .NET Framework Class Library. 
8.1.3 Datenspeicher 
In der Prototypimplementierung wird als Datenspeicher das Dateisystem verwendet, in dem 
jedes persistente Trader-Dokument in Form einer einzelnen Datei abgelegt wird. Die verschie-
denen Datenspeicher des Traders sind jeweils in einem durch den Trader-Administrator konfi-
gurierbaren Dateisystemverzeichnis abgelegt und somit von anderen Datenspeichern isoliert.  
Das Dateisystem ermöglicht einen schnellen, gezielten Zugriff auf einzelne Dokumente. 
Nachteilig ist, dass eine Filter-Funktion auf eine Menge von XML-Dokumenten nicht möglich 
ist bzw. nur über eine langsame Volltext-Suche erfolgen kann, die die Struktur der Dokumente 
nicht berücksichtigt. 
Im Rahmen der Prototypimplementierung konnte mit dem Dateisystem als Datenspeicher eine 
ausreichende Performanz erreicht werden. Grundsätzliche Alternative zum Dateisystem als 
Datenspeicher ist der Einsatz von relationalen, objekt-relationalen, objektorientierten oder 
XML-basierten Datenbankmanagementsystemen. Zur Vermeidung eines Impedance Mis-
match [Unl95, S. 3] würde sich der Einsatz eines XML-basierten Datenbankmanagementsys-
tems (z.B. Tamino der Software AG [SAG03b] oder eXtensible Information Server der 
Firma Sonic Software [Son03]68) eignen, da die Trader-Dokumente ohne Umwandlung in 
derartigen Systemen gespeichert werden können. 
8.1.4 Webservices 
Die Webservices des UCom-Traders wurden in dem Prototyp mit Hilfe von ASP.NET reali-
siert. Ein ASP.NET-Webservice ist eine Technik zur Realisierung von Webservices, die in das 
Microsoft .NET Framework integriert ist. Die Technik basiert auf der dynamischen Webser-
ver-Technik Active Server Pages .NET (ASP.NET), die im Standard in dem Microsoft 
Webserver Internet Information Services (IIS) abläuft [Sch03, S. 120]. Ein ASP.NET-
Webservice ist nach außen hin eine Datei mit der Extension .asmx. Hauptaufgabe dieser Datei 
ist der Verweis auf eine Klasse in einer Assembly, die eine oder mehrere so genannte Web-
Methoden implementiert. Die Web-Methoden bilden zusammen den Webservice 
[Sch03, S. 120f.]. Der Vorteil von ASP.NET-Webservices ist, dass die WSDL-
Beschreibungen und auch HTML-basierte Testseiten automatisch generiert werden 
[Sch03, S. 120]. 
                                                 
68 Vormals eXcelon der eXcelon Corporation. 
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In der Prototypimplementierung wurden die drei Fassaden-Bausteine jeweils als eigenständiger 
Webservice entwickelt. Daraus ergeben sich drei .asmx-Dateien: ExporterManager.asmx, 
ImporterManager.asmx und AdministrationManager.asmx. Der hinterlegte Programmco-
de befindet sich in der UComT.Webservices.dll. Um eine einfache und größtmögliche Intero-
perabilität zu Webservices, die nicht mit dem Microsoft .NET Framework entwickelt wurden, 
sicherzustellen, tauschen die Webservices mit den Clients keine Objekte des Typs XmlDocu-
ment (CLI-Implementierung des W3C Document Object Model (DOM) [LLW00] für 
XML-Dokumente) aus, sondern Zeichenketten (Datentyp string), die XML-Dokumente ent-
halten. Dies bedeutet keinen Performanzverlust, weil die XML-Dokumente für den Versand 
per SOAP auf jeden Fall in Zeichenketten serialisiert werden müssen. Die in den Webservice-
Fassaden hinterlegte Implementierung ist einfach: Die Zeichenketten werden in ein XmlDocu-
ment geladen und an die entsprechenden Kernbausteine übergeben. Falls das Dokument nicht 
wohlgeformt ist, senden die Webservices direkt eine Fehlermeldung an den Client zurück. Im 
anderen Fall leiten die Webservices die Antwort des Kernbausteins in Form einer Zeichenket-
te zurück an den Aufrufer. 
8.1.5 Geschäftslogik 
Die wichtigste Entwurfsentscheidung für die Implementierung der Geschäftslogik des Trader-
Servers betrifft die Realisierung der dynamischen Erweiterbarkeit. Im .NET Framework sind 
das dynamische Laden von Softwarekomponenten und das späte Binden im Rahmen des Re-
flection-Mechanismus verfügbar. Reflection ermöglicht die Erforschung, Erweiterung und 
Ausführung von Typen zur Laufzeit. Reflection ist im Rahmen der CLI-Klassenbibliothek im 
Namensraum System.Reflection implementiert [ScEl02, S. 713ff.]. 
Die Interaktion mit einer dynamisch geladenen Komponente (hier: das Erweiterungsmodul) 
setzt voraus, dass die ladende Komponente (hier: der Kernbaustein) die zu instanziierenden 
Klassen und aufzurufenden Klassenmitglieder in der geladenen Komponente kennt. Gleich-
wohl ist durch das Architekturmodell gefordert, dass die Erweiterungsmodule auf Funktionen 
des Trader-Kerns zurückgreifen können (z.B. um andere Module zu laden oder Daten zu 
speichern). Auch für die Registrierung auf Ereignisse benötigen die Erweiterungsmodule 
Kenntnis über die Kernbausteine. 
Aus den vorgenannten Anforderungen folgt, dass die Interaktion zwischen Trader-Kern und 
Modul-Klassen auf Basis standardisierter Schnittstellen erfolgen muss. Als Implementierungs-
alternativen dafür bietet sich die Implementierungsvererbung von Basisklassen oder die 
Schnittstellenvererbung von vordefinierten Schnittstellen an. Da das CLI-
Komponentenmodell Mehrfachvererbung nur für die Schnittstellenvererbung, nicht aber für die 
Implementierungsvererbung unterstützt und sowohl Module gleichzeitig zu unterschiedlichen 
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Modultypen gehören können (vgl. Kapitel 6.2.1) als auch Kernbausteine gleichzeitig zu unter-
schiedlichen Baustein-Typen (vgl. Kapitel 6.1), kann die Alternative der Implementierungsver-
erbung ausgeschlossen werden. Dies ist kein Nachteil, da es nur wenigen gemeinsamen Code 
zwischen verschiedenen Modulen geben wird.  
Sofern gemeinsamer Code notwendig ist, kann Wiederverwendung entweder durch in den 
Trader-Kern verlagerten Code (der dort allen Modulen zur Verfügung steht) oder aber durch 
zusätzliche Implementierungsvererbung realisiert werden. Schnittstellen bieten zudem den Vor-
teil, dass sie ebenfalls als Marker Interfaces zur Identifizierung von Klassen eingesetzt werden 
können [Szy02, S. 413]. Einige der Schnittstellendefinitionen in der Prototypimplementierung 
sind daher auch leer, weil sie nur dazu dienen, den Typ eines Erweiterungsmoduls festzulegen. 
Als Namenskonvention wurde festgelegt, dass zur Unterscheidung von Klassennamen alle 
Schnittstellen mit einem großen I (für Interface) beginnen. 
8.1.5.1 Identifizierung der Schnittstellen des Trader-Kerns 
Zur Realisierung des Trader-Kerns konnten verschiedene Gruppen von Schnittstellen identifi-
ziert werden: 
1. Schnittstellen, die einzelne Bausteine der Datenzugriffsschicht des Traders implemen-
tieren, z.B. IOfferStore, IComponentStore, IModuleRepository, ISearch 
Store, ICustomStore 
2. Schnittstellen, die einzelne Bausteine der Geschäftslogik des Traders implementieren, 
z.B. IExporterManager, IImporterManager, ILinkManager, IAccessManager, 
IModuleManager 
3. Schnittstellen, die Prozesse im Trader realisieren, an denen verschiedene Bausteine 
beteiligt sind, z.B. IImport, IExport, IExecution, IAdminCall 
4. Schnittstellen, die verschiedene Arten von Clients repräsentieren, mit denen der Trader 
kommunizieren kann, z.B. IImporter, IExporter, IAdmin, ILinkedTrader 
5. Schnittstellen, die die verschiedenen Trader-Dokumente repräsentieren, z.B. IOffer-
Doc, IImportDoc, IExportDoc, IExecutionDoc, IAdminDoc 
6. Schnittstellen, die interne Datenstrukturen des Trader-Servers repräsentieren, z.B. I-
Offer, IRelevantOffer, IQueryElements, IDescElement, ISearchElement, IBill 
7. Die Schnittstelle ITrader zur Realisierung einer Klasse, die eine Klammer um alle Bau-
steine des Trader-Servers bildet und zentrale Funktionen wie das Starten und Been-
den des Servers bereitstellt 
Zur Vermeidung redundanter Definitionen wurden für die vorgenannten Schnittstellen-Gruppen 
Basisschnittstellen definiert, von denen die anderen Schnittstellen in diesen Gruppen erben. 
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Grundsätzlich sollte es eine Basisschnittstelle pro Gruppe geben. Es bestehen jedoch zwei 
Ausnahmen: Für die Kernbausteine gibt es gemäß den Anforderungen drei Basistypen, sodass 
hier entsprechend auch drei Basisschnittstellen (IFacade, IActiveServiceBlock und IPassi-
veBlock69) zu definieren sind. Eine Ausnahme bildet auch die Schnittstelle ITrader (Gruppe 
7): Da zu dieser "Gruppe" nur eine einzige Schnittstelle gehört, ist die Definition einer Basis-
schnittstelle nicht sinnvoll. Für die anderen fünf Gruppen ergeben sich die Basisschnittstellen 
IDataStore (Gruppe 1), ITraderProcess (Gruppe 3), ITraderClient (Gruppe 4), ITrader-
Doc (Gruppe 5) und IInternalDataStructure (Gruppe 6). Die definierten Schnittstellen sind in 
Anhang A dokumentiert. 
Für die Realisierung von Klassen, die Objektmengen repräsentieren, kann zur Vereinfachung 
auf in der CLI-Klassenbibliothek vordefinierte Schnittstellen zurückgegriffen werden. Sys-
tem.Collections.ICollection repräsentiert allgemein eine Objektmenge. Sys-
tem.Collections.IList ist ein dynamisches Array, während System.Collections.IDictionary 
ein dynamisches Array mit benannten Werten definiert. 
8.1.5.2 Schnittstellen für die Erweiterungsmodule 
Gemäß dem Architekturmodell des UCom-Traders soll die dynamische Erweiterbarkeit des 
Traders durch Module realisiert werden, die in Form von Softwarekomponenten implementiert 
werden. Die Modul-Komponenten müssen einzeln installierbar und aktivierbar sein. Daraus 
ergibt sich für die Prototypimplementierung, dass Module in Form von CLI-Assemblies reali-
siert werden müssen, weil CLI-Module die Anforderungen hinsichtlich Installation und Aktivie-
rung nicht erfüllen (vgl. Kapitel 3.5.2). Da eine 1:1-Zuordnung zwischen Modul und Kompo-
nente nicht vorgeschrieben ist (also durchaus mehrere Module in einer Komponente realisier-
bar sein sollen), bietet es sich an, als Abgrenzungskriterium zwischen verschiedenen Modulen 
das Klassenkonzept heranzuziehen, d.h. ein Modul in genau einer öffentlichen Klasse zu imp-
lementieren. Der Klasse soll dabei nicht verwährt sein, weitere interne (private) Klassen zu 
nutzen. 
Im Zuge der Implementierung des Prototyps hat es sich aus Testzwecken als Vereinfachung 
erwiesen, Module auch in der Assembly zu realisieren, die die Geschäftslogik (U-
                                                 
69 Entsprechend der Differenzierung in drei Baustein-Typen (Fassaden, aktive Bausteine, passive Bau-
steine) wurden drei Schnittstellen, IFassade, IActiveBlockBlock  und IPassiveBlock  definiert. Diese 
Schnittstellen definieren nicht nur Pflichtmitglieder (z.B. das Attribut CallInterval und die Methode 
Call() für IActiveServiceBlock), sondern dienen dem Trader-Server-Prozess auch dazu, entsprechen-
de Module zu identifizieren (Marker Interfaces). Beispielsweise ermittelt die UComT.Services.exe auf 
diese Weise, welche Bausteine periodisch aufzurufen sind.  
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ComT.Library.dll) implementiert. Dadurch entfallen Installation und Aktivierung solcher Mo-
dule. 
In der Prototypimplementierung ist aufgrund vorgenannter Argumentation ein Erweiterungsmo-
dul eine Klasse, für die folgende Voraussetzungen gelten: 
- Die Klasse implementiert die Schnittstelle DE.UNIESSEN.UComT.Interfaces. 
IModule oder eine von DE.UNIESSEN.UComT.Interfaces.IModule abgeleitete 
Schnittstelle. 
- Die Klasse befindet sich in einer Komponente beliebigen Namens, die im Module-
Repository liegt, oder die Klasse ist Teil der Geschäftslogik des Traders (also der U-
ComT.Library.dll). 
- Die Klasse ist öffentlich.  
Zur Übersichtlichkeit hat es sich ferner als günstig erwiesen, den Modulen einen eigenen Na-
mensraum zuzuweisen. Als weitere Anforderung wurde daher definiert: 
- Die Klasse befindet sich im Namensraum DE.UNIESSEN.UComT.Modules oder in 
einem Unternamensraum von DE.UNIESSEN.UComT.Modules. 
Der Namensraum hat jedoch keinen Einfluss auf die Identifizierung der Komponenten, sodass 
anderen Entwicklern die Freiheit gelassen wird, Module in eigene, organisationsspezifische 
Namensräume einzuordnen. 
Für jeden Modultyp gibt es sowohl einen eigenen Schnittstellentyp als auch einen eigenen Na-












Tabelle 8.2: Schnittstellentypen und Namensräume für verschiedene Modultypen 
8.1.5.3 Fehlerbehandlung 
In der Prototypimplementierung wurde auf das bereits in Kapitel 6.2.5 diskutierte Exception-
Modell zurückgegriffen, das im CLI-Komponentenmodell durch die Laufzeitumgebung ange-
boten wird und somit in jeder CLI-fähigen Programmiersprache verwendet werden kann.  
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Listing 8.1 zeigt einige der definierten Exceptions. Hinsichtlich der Implementierung erben alle 
von der in der CLI-Klassenbibliothek vordefinierten Klasse System.Exception. Die Definition 
dezidierter Exception-Klassen in einer Vererbungshierarchie ermöglicht es dem Trader, indivi-
duell auf Fehlerfälle in den Modulen zu reagieren.  
namespace DE.UNIESSEN.UComT.ModuleExceptions 
{ 
 public class ModuleException : System.Exception { } 
 public class OperationNotImplemented : ModuleException { } 
 public class OperationNotPossible : ModuleException { } 
 public class AccessDenied: ModuleException { } 
 public class MalformedInputExecption : ModuleException { } 
 public class MalformedTraderDocumentException : MalformedInputExecption { } 
 public class ComplexityExecption : ModuleException { } 
 public class ElementNotfoundExecption : MalformedTraderDocumentException { } 
 public class ProcessErrorExecption : ModuleException { } 
 ... 
} 
Listing 8.1: Definition von Exceptions 
8.1.5.4 Sicherheitsmaßnahmen 
Das CLI-Komponentenmodell bietet mit dem Mechanismus der Code Access Security 
(CAS) [Box03, S. 281ff.] [BBMW03, S. 176ff.] eine Möglichkeit für das Sandboxing 
[Szy02, S. 565], indem einzelnen Assemblies sehr fein steuerbare Zugriffsrechte auf System-
ressourcen zuweisbar sind. Da alle Module als einzelne Assemblies realisiert werden, ist die 
CAS für Module nutzbar. Die Nutzung der CAS erfordert aber neben einem nicht unerhebli-
chen Konzeptionsaufwand sehr viele Konfigurationsarbeiten. Außerdem ist die Aktivierung der 
CAS nicht förderlich hinsichtlich Test und Debugging von Anwendungen, sodass in der proto-
typischen Implementierung des Traders auf ein CAS-Konzept verzichtet wurde. 
Das .NET Framework bietet mit Application Domains eine zusätzliche Form der Abschot-
tung von Softwarekomponenten. Eine Application Domain ist ein leichtgewichtiger Prozess 
innerhalb eines Betriebssystemprozesses. Softwarekomponenten, die in verschiedenen Appli-
cation Domains laufen, sind voneinander genauso isoliert, als liefen sie in verschiedenen Pro-
zessen. Eine Application Domain bietet daher eine ähnliche Abschottung im Fehlerfall wie ein 
Prozess, d.h. Application Domains können ohne Schaden für andere Application Domains 
beendet werden [MSDN03, /en-us/cpguide/html/cpconapplicationdomainsoverview.asp] 
[Box03, S. 251ff.]. Der Vorteil der Application besteht darin, dass sie weniger Ressourcen als 
ein Prozess benötigt. Es bietet sich an, jedes Erweiterungsmodul in einer eigenen Application 
Domain laufen zu lassen. Nachteilig ist ein erhöhter Aufwand beim Aufruf. Aus Gründen der 
Vereinfachung kommen Application Domains im Prototyp noch nicht zur Anwendung. 
8.1.6 Implementierte Module 
Die folgende Tabelle zeigt die in der Prototypimplementierung realisierten Module in alphabeti-
scher Reihenfolge. 
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Name XML-Element Erläuterung 
Search.OfferID <Search:OfferID> Suche über Angebotsnummern 
Matching.OfferID_OfferID – 
Matching von <Search:Offer> mit der 
vom Trader für jedes Komponentenan-
gebot vergebenen Angebotsnummer 
Access.CLIRemoting <CLIRemoting> Access-Modul für CLI-Remoting 
Access.DCOM <DCOM> Access-Modul für Distributed COM 
Access.COM – 






















Einordnung des Dienstangebots in einen 
oder mehrere Äste des Trader-Katalogs 
Description.DAML <Desc:DAML> Ontology-Sprache DAML 
Description.IDL Desc:<IDL> 
Beschreibung in der Interface Definition 
Language (IDL) 
Description.Keywords <Desc:Keyword> 
Beschreibung durch eine Liste von 
Schlüsselwörtern 
Description.NVP <Desc:NVP> ODP-Style-Name-Wert-Paare 
Description.ServiceType <Desc:ServiceType> Diensttypen 
Description.Text <Desc:Text> 
Beschreibung in natürlichsprachlichem 
Text  
Description.WSDL <Desc:WSDL> 
Beschreibung in der Web Service 
Description Language (WSDL) 
Element.NumberOfImports <NumberOfImports> 
Element-Modul, das die Anzahl der 
Importe zählt 
Element.TimeRestriction <TimeRestriction> 
Element-Modul, das die Import-Fähigkeit 









Umwandlung von CORBA-IDL in COM-
IDL 
Linking.UDDI <UDDI> Interworking mit UDDI-Servern 
Mat-
ching.Catalogue_Catalogue 




Vergleich von in DAML+OIL 
beschriebenen Instanzen 
Matching.Keywords_Keyword – 
Suche über Dienstbeschreibungen vom 
Typ Keyword  
Matching.Keywords_Text – 




– Suche über Diensttypen 
Matching.SRDL_NVP – 
Suche per SRDL auf Description.NVP 
und ServiceType 
Tabelle 8.3: Implementierte Module 




Name XML-Element Erläuterung 
Matching.XQuery_NVP – Suche per XQuery auf Description.NVP  
Matching.XQuery_WSDL – 
Suche per XQuery auf 
Description.WSDL 
Search.Catalogue <Search:Cataloge> Suche in Teilen des Dienstverzeichnisses  
Search.Keywords <Search:Keywords> Suche nach Schlüsselwörtern 
Search.SCL <Search:SCL> 
Suche mit der Standard Constraint 
Language (SCL) 
Search.RA <Search:RA> Suche mit regulären Ausdrücken 
Search.ServiceType <Search:ServiceType> Suche über Diensttyp 
Search.DAMLOIL <Search:DAML> Suche mit DAML+OIL 
Search.SRDL <Search:SRDL> 
Suche mit der Service Request 
Description Language (SRDL) 
Search.XQuery <Search:XQuery> Suche mit XQuery 
TD.BillingPayPerUse <TD:PayPerUse> 
Trader-Direktive, die den Importer bei 
jedem über den Trader abgewickelten 
Dienstaufruf mit einem bestimmten 
Betrag belastet 
TD.BillingPayPerMatch <TD:PayPerMatch> 
Trader-Direktive, die den Exporter für 
jede Vermittlung eines Angebots belastet 
TD.ChoiceFirst <TD:Choice.First> 
Trader-Direktive, die aus der Liste der 
relevanten Angebote die ersten n 
auswählt 
TD.ChoiceRandom <TD:Choice.Random> 
Trader-Direktive, die aus der Liste der 
relevanten Angebote zufällig n auswählt 
TD.GradingBestFirst <TD:BestFirst> 
Trader-Direktive, die die Liste der 
relevanten Dienstangebote aufsteigend 
sortiert 
Tabelle 8.3 (Fortsetzung) 
Die folgende Matrix zeigt, welche Suchsprachen in der Prototypimplementierung auf welche 


















































Catalogue X         
ServiceTypes  X   X     
NVP   X  X   X  
IDL    X      
Text       X X   
Keywords      X X   
DAML+OIL         X 
WSDL        X  
Tabelle 8.4: Implementierte Kombinationen von Suchsprachen und Beschreibungssprachen 
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8.1.7 Ausgewählte Implementierungsdetails 
Dieses Kapitel beschreibt exemplarisch die Realisierung ausgewählter Teile des UCom-
Trader-Servers. 
8.1.7.1 Wurzelklasse "Trader" 
Jeder UCom-Trader soll ein Objekt besitzen, das das Wurzelelement des Objektmodells in 
der Geschäftslogik bildet. Das Trader genannte Objekt soll Verweise zu allen Bausteinen des 
Trader-Kerns und zu allen Datenspeichern besitzen. Das Trader-Objekt folgt dem Singleton-
Pattern [GHJV95, S. 127ff.], d.h. es darf nur eine Instanz der Klasse in einer Anwendung 
geben. Das Singleton-Pattern ist notwendig, um allen Bausteinen und Erweiterungsmodulen 
gemeinsame Instanzen (z.B. für die Registrierung auf Ereignisse) zu bieten. Das Singleton-
Pattern wird gemäß der "Gang of Four" (Gamma, Helm, Johnson, Vlissides) durch ein stati-
sches Klassenmitglied (in dem Prototyp: myTrader) implementiert [GHJV95, S. 129]. Auch 
für alle Kernbausteine und Datenspeicher ist jeweils eine Instanz hinreichend, sodass auch für 
diese Mitglieder der Klasse Trader das Singleton-Pattern zur Anwendung kommt. Die einzel-
nen Bausteine müssen dabei im Zuge der Lazy Initialization [GHJV95, S. 112] nur bei Be-
darf instanziiert werden.  
  /// <summary> 
  /// Instanziieren des Trader-Servers 
  /// </summary> 
  public Trader() 
  {  
   if (myTrader == null) 
   { 
    myTrader = this; 
    StartTrader(); 
   } 
  } 
  /// <summary> 
  /// Interner Speicher für Zeiger auf ExporterManager 
  /// </summary> 
  private IExporterManager _ExporterManager = null; 
 
  /// <summary> 
  /// Zeiger auf Fassade "ExporterManager" 
  /// </summary> 
  public IExporterManager ExporterManager 
  { 
   get 
   { 
    // Instanziiere ExporterManager, wenn noch nicht instanziiert 
    if (_ExporterManager == null) 
    { 
     _ExporterManager = new ExporterManager(); 
    } 
    return _ExporterManager; 
   } 
  } 
Listing 8.2: Implementierung der Klasse "Trader" (Ausschnitt) 
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8.1.7.2 Implementierung des Module-Managers 
Der Module-Manager macht extensiven Gebrauch von dem im CLI-Standard definierten Re-
flection-Mechanismus, mit dem zur Laufzeit nicht nur CLI-Assemblies erforscht, sondern auch 
Methoden aufgerufen werden können. 
Der Module-Manager betrachtet alle Klassen, die eine IModule-Schnittstelle (oder eine da-
von abgeleitete Schnittstelle) besitzen, als Erweiterungsmodule. Nach solchen Klassen sucht 
der Module-Manager einerseits innerhalb aller Komponenten, die sich im Module-Repository 
befinden, und andererseits innerhalb der UComT.Library.dll selbst. Die Suche in der U-
ComT.Library.dll ermöglicht es, auch im Kern der Implementierung Funktionalitäten über die 
eleganten Erweiterungsmechanismen (z.B. Reaktion auf Ereignisse) einzubinden.  
Während die UComT.Library.dll als Kern des Traders beim Start automatisch verfügbar ist, 
müssen die Komponenten aus dem Module-Repository dynamisch zur Laufzeit hinzugeladen 
werden. Die Klasse System.Reflection.Assembly aus der CLI-Klassenbibliothek ermöglicht 
es mit der statischen Methode LoadFrom(), eine beliebige CLI-Komponente zu laden und zu 
instanziieren. LoadAssembly() liefert eine Instanz der Klasse Assembly. Die Instanz stellt die 
Methode GetTypes() zur Verfügung, die ein Array von Type-Objekten mit den einzelnen in 
der Komponente implementierten Klassen liefert. Ein Typ kann auch mittels GetType(string 
Name) gezielt über seinen Namen angesprochen werden. Durch die Reflection-Klassen kön-
nen die Typen verwendet werden, d.h. Instanziierung und auch der Aufruf von Methoden, 
Attributen und Ereignissen des Typs ist möglich. 
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  /// <summary> 
  /// Menge der installierten Module 
  /// </summary> 
  public Hashtable InstalledModules 
  { 
   get 
   {  
    if (_InstalledModules == null || _InstalledModules.Count == 0) 
    { 
     _InstalledModules = new Hashtable(); 
     // ===== Wenn Liste leer -> Einlesen aller installierten Assemblies  
     // Ermittlung der relevanten Assemblies 
     // Assemblies aus Module-Repository laden 
     ArrayList myAssemblies =  
 Trader.myTrader.ModuleRepository.GetAllModuleStoredModules(); 
     // Die UComT.library.GL-Assembly hinzufügen 
     myAssemblies.Add(Assembly.GetExecutingAssembly()); 
     // Schleife über alle Assemblies 
     foreach ( Assembly myAssembly in myAssemblies)  
     { 
      Hashtable ModuleList = InstanciateAllModulesInAssembly(myAssembly); 
      try 
      { 
 foreach(DictionaryEntry e in ModuleList)  
  ModuleManager._InstalledModules.Add(e.Key,e.Value); 
      } 
      catch (Exception e) 
      { 
       new ErrorLogEntry("ModuleManager", "Cannot add module " + myAssembly.FullName + 
   "::" + ModuleList.Keys + ":" + e.Message); 
      } 
      new LogEntry("ModuleManager", "Gefundene module in " + myAssembly.FullName + ": " 
       + ModuleList.Keys.Count ); 
     } 
    } 
    return _InstalledModules; 
   } 
  } 
Listing 8.3: InstalledModules  –  Ausschnitt aus der Implementierung des Module-Managers 
Das Listing 8.3 zeigt ein Herzstück der Implementierung des Module-Managers: Die Routine 
InstalledModules liefert eine Liste der verfügbaren Erweiterungsmodule. Sofern die Liste 
noch leer ist, ermittelt InstalledModules alle Softwarekomponenten, die Module realisieren 
können. Dies ist neben den im Module-Repository abgelegten Softwarekomponenten auch die 
UComT.Library.dll, die durch Assembly.GetExecutingAssembly() der Liste hinzugefügt 
wird. Die Hilfsroutine InstanciateAllModulesInAssembly() durchläuft mit dem Reflection-
Mechanismus alle Klassen in einer übergebenen Assembly und instanziiert alle Klassen, die 
IModule implementieren, mit Hilfe der in der CLI-Klassenbibliothek definierten Methode Sys-
tem.Activator. 
CreateInstance(). 
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  /// <summary> 
  /// Instanziiert alle Module in einer Assembly 
  /// </summary> 
  /// <param name="myAssembly"></param> 
  public Hashtable InstanciateAllModulesInAssembly( 
     System.Reflection.Assembly myAssembly) 
  { 
   // Ergebnismenge instanziieren 
   Hashtable answer = new Hashtable(); 
   // ===== Schleife über alle Klassen 
   foreach ( Type ModuleType in myAssembly.GetTypes() ) 
   {  
    // ===== Schleife über alle Schnittstellen aller Klassen 
    foreach ( Type myInterface in ModuleType.GetInterfaces() ) 
    { 
     if ( myInterface == typeof( IModule ) ) // Modul gefunden! 
     { 
      object o = null; 
      try  
      { 
       // ===== Versuche, Modul zu instanziieren 
       o = System.Activator.CreateInstance( ModuleType ); 
       // ===== An Ergebnismenge anfügen 
       answer.Add( ModuleType.FullName, o);  
      } 
      catch ( Exception ex )  
      { 
       new ErrorLogEntry("ModuleManager","Cannot instanciate module:" + ex.Message ); 
      }         
      break; 
     } 
    } 
   } 
   return answer; 
  } 
Listing 8.4: GetAllModules()  –  Ausschnitt aus der Implementierung des Module-Managers 
Der dritte Code-Ausschnitt (Listing 8.5) zeigt die Ermittlung aller Module eines bestimmten 
Typs aus der Menge der installierten Module. In InstalledModules ist das Ergebnis von Ge-
tAllModules() abgelegt. Dadurch, dass für alle Modultypen eigene Schnittstellen definiert sind, 
kann die Methode GetModulesOfType() in einer Schleife über alle installierten Module prü-
fen, welche Module die gewünschte Schnittstelle realisieren. 
  /// <summary> 
  /// Ermittelt alle Module, die eine bestimmte Schnittstelle realisieren 
  /// </summary> 
  /// <param name="t"></param> 
  /// <returns></returns> 
  public Hashtable GetModulesOfType(System.Type ModuleTypeName) 
  { 
   Hashtable answer = new Hashtable(); 
   foreach(Object o in InstalledModules.Values) 
   { 
    if (o.GetType().GetInterface(ModuleTypeName.Name) == null) continue; 
    answer.Add( (o).GetType().FullName, o ); 
   } 
   return answer; 
  } 
Listing 8.5: GetModulesOfType()  –  Ausschnitt aus der Implementierung des Module-Managers  
Die Methode InitAllModules() (Listing 8.6) wird beim Start des Trader-Dienstes aufgerufen. 
Innerhalb der Methode ruft der Module-Manager die Init()-Methode aller installierten Module 
auf und übergibt ihnen einen Zeiger auf das Trader-Objekt. Die Module haben so die Mög-
lichkeit, sich als Ereigniskonsumenten auf Ereignisse des Trader-Objekts und seiner unterge-
ordneten Objekte zu registrieren. 
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  /// <summary> 
  /// Initialisierung aller installierten Module 
  /// </summary> 
  public void InitAllModules(ITrader myTrader) 
  { 
   // Schleife über alle Module 
   foreach(string ModuleName in this.InstalledModules) 
   { 
    new LogEntry("ModuleManager","Init: " + ModuleName); 
    // Init() aufrufen 
    new ModuleManager().GetModule( ModuleName ).Init(myTrader); 
   } 
  }  
Listing 8.6: InitAllModules() –  Ausschnitt aus der Implementierung des Module-Managers  
8.1.7.3 Implementierung des Matching-Managers 
Der Matching-Manager implementiert den in Kapitel 6.4.5.3 beschriebenen Matching-
Algorithmus. Der Matching-Manager besitzt nur eine öffentliche Methode, GetAllMatching-
Services(), die durch den Importer-Manager aufgerufen wird und von ihm ein Import-Objekt 
erhält. 
Der Matching-Manager bezieht zunächst vom Offer-Store über GetAllOffers() eine aktuelle 
Liste aller Dienstangebote in Form einer Offers-Menge. Die Einschaltung des Security-
Managers zur Bereinigung um die aufgrund von Sichtbarkeits- oder Nutzungsbeschränkungen 
nicht vermittelbaren Angebote kann durch Erweiterungsmodule erfolgen, die auf das Ereignis 
StartMatching reagieren. Die Nutzung dieses Entwurfsmusters bietet sich an, weil der Securi-
ty-Manager über Trader-Direktiven steuerbar ist und damit eine Erweiterbarkeit der Trader-
Direktiven hergestellt werden kann. 
Zur Vorbereitung des Matching teilt der Matching-Manager das ImportDocument zunächst in 
einzelne Objekte des Typs SearchElement auf. Unter Einschaltung der Routine ConvertTo-
All() des Converter-Managers fügt der Matching-Manager alle Suchelemente hinzu, die durch 
Konvertierung aus den vom Importer übergebenen Suchelementen erstellt werden können. 
Im Anschluss daran führt der Matching-Manager die Schleife über Angebote, Suchelemente 
und Beschreibungselemente aus. Für jede Kombination von Suchelement und Beschreibungs-
sprache erstellt der Matching-Manager eine Menge von MatchCall-Objekten, wobei jedes 
MatchCall-Objekt einen Aufruf des Matching-Managers zur Ermittlung eines Relevanzwertes 
darstellt.  
Wenn nach Abschluss aller Verarbeitungsschritte die errechnete Relevanz einen Wert größer 
als null besitzt, erstellt der Matching-Manager ein Objekt des Typs RelevantOffer, das er der 
RelevantOffers-Menge des Import-Objekts hinzufügt. 
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8.1.7.4 Implementierung des Access-Managers 
Durch das Prinzip der Delegation der Installation auf Installation-Module und des Dienstaufrufs 
auf Access-Module verbleibt für den Access-Manager lediglich die Aufgabe, die Vorausset-
zungen zu prüfen und die relevanten Module aufzurufen. Das Listing 8.7 zeigt die Strategie des 
Access-Managers in der Routine Execute(), die angewendet wird, wenn der Importer keine 
Vorgaben macht: Es wird zunächst probiert, die Komponente lokal auf dem Trader-Server zu 
starten. Wenn dies nicht gelingt, wird vom Trader aus ein Fernaufruf direkt auf die Kompo-
nente versucht. Als letzte Möglichkeit bleibt dem Access-Manager nur die Delegation des 
Aufrufs an den Access-Client auf dem exportierenden UComT-Client. 
  /// <summary> 
  /// Ausführung eines Ausführungsbefehls 
  /// </summary> 
  /// <param name="exec"></param> 
  /// <returns></returns> 
  public object Execute(IExecution exec) 
  { 
   object answer = null; 
   string ExecError = ""; 
      
   // 1. Versuch: Lokal ausführen 
   answer = this.ExecuteLocal(exec); 
   if (answer != null) return answer; 
  
   // 2. Versuch: über Access-Modul fernausführen 
   answer = this.ExecuteRemote(exec); 
   if (answer != null) return answer; 
    
   // 3. Versuch: Aufruf an den Exporter senden 
   answer = this.DelegateExecutionToExporter(exec); 
   if (answer != null) return answer;  
   return null; 
  } 
Listing 8.7: Execute()  – Ausschnitt aus der Implementierung des Access-Managers 
Listing 8.8 zeigt exemplarisch das Vorgehen für den Fall der lokalen Ausführung (ExecuteLo-
cal()). Zunächst wird ermittelt, ob die notwendigen Daten zur lokalen Ausführung vorliegen. Ist 
das der Fall, wird nach passenden Installation- und Access-Modulen gesucht. Mit dem Instal-
lation-Modul muss festgestellt werden, ob die Komponente bereits installiert ist oder installiert 
werden kann. Das Access-Modul dient bei erfolgreicher Installation dem Aufruf der Kompo-
nente. 
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  /// <summary> 
  /// Versuch, Komponente lokal auszuführen (ggf. vorher zu installieren) 
  /// </summary> 
  /// <returns>Liefert Ergebnis der Ausführung oder null==Fehler</returns> 
  public object ExecuteLocal(IExecution exec) 
  { 
   IAccessModule AM = null; 
   // ===== 1. Prüfe, ob MobileComponent-Daten vorliegen 
   XmlNode MobileComponentNode = ((OfferDoc)exec.Offer.OfferDoc).SelectSingleNode( 
"//MobileComponent" ); 
   if (MobileComponentNode != null) 
   { 
    // ===== 2. Ermittlte Typ der mobilen Komponente 
    string ComponentType = MobileComponentNode. 
      SelectSingleNode("//MobileComponent").FirstChild.Name; 
    // ===== 4. Suche passendes Installation-Module 
    IInstallationModule IM = (IInstallationModule) new ModuleManager(). 
      GetModule( typeof( IInstallationModule ), ComponentType ); 
    if(IM != null) 
    { 
     // ===== 4. Suche Informationen über Service-Access-Protokolle 
     string AccessType = ((OfferDoc)exec.Offer.OfferDoc). 
      SelectSingleNode("//MobileComponent/" + ComponentType + "/AccessProtocol").InnerText; 
     XmlNode AccessNode =  ((OfferDoc)exec.Offer.OfferDoc). 
       SelectSingleNode("//Access/"+AccessType); 
     if(AccessNode != null) 
     { 
      // ===== 5. Passendes Access-Module ermitteln 
      AM = (IAccessModule) new ModuleManager().GetModule( typeof( IAccessModule 
),ComponentType); 
      if(AM != null) 
      { 
       // ===== 6. Installation prüfen 
       ComponentStore CS = new ComponentStore(); 
       if(!IM.IsInstalled(MobileComponentNode, CS.GetAllFilesFor(exec.Offer.OfferID))) 
       {  
        if(IsComponentLocal( exec.Offer.OfferID)  &&  IM.IsInstallable( 
          MobileComponentNode, CS.GetAllFilesFor(exec.Offer.OfferID))) 
        { 
         // ===== 7. Installieren (bei Bedarf) 
         if(!IM.Install(MobileComponentNode, CS.GetAllFilesFor(exec.Offer.OfferID))) 
         { 
          return null; 
         } 
        } 
        else 
        { 
         return null; 
        } 
       }  
      } 
     } 
    } 
   } 
   // ===== 8. Access-Modul aufrufen und Antwort erzeugen 
   if (AM == null) return null;  
   exec.ExecutionResult = AM.Execute(((OfferDoc)exec.Offer.OfferDoc),  
     ((ExecutionDoc)exec.ExecutionDoc)); 
   return exec.ExecutionResult; 
  }  
Listing 8.8: ExecuteLocal()  – Ausschnitt aus der Implementierung des Access-Managers 
8.1.7.5 Modul "Element.NumberOfImports" 
In Kapitel 6.4.3.3 wurde als Beispiel ein Element-Modul vorgestellt, das die Anzahl der er-
folgreichen Importer eines Komponentenangebots zählt. Listing 8.9 zeigt exemplarisch für die-
ses Modul die Implementierung. Der Hauptteil des Moduls besteht aus der Rückgabe von 
Daten über das Modul (Name, Version, Publisher, etc.). Das Modul verrichtet seine Arbeit 
durch Bindung an das Ereignis ImportFinished in dem Objekt ImporterManager des Tra-
ders. Die Modul-Methode Init() erhält einen Zeiger auf das Trader-Objekt und bindet die 
Methode Handler() an das ImportFinished-Ereignis. Wenn das Ereignis eintritt, wird die 
Ereignisbehandlungsroutine Handler() aufgerufen und durchläuft alle RelevantOffer-Objekte 
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in der von dem Importer-Manager übergebenen RelevantOffers-Menge. In jedem Relevan-
tOffer-Objekt sucht die Routine in dem zugehörigen OfferDocument nach <NumberOfIm-
ports>-Elementen und erhöht deren Inhalt um eins. Danach nutzt die Ereignisbehandlungsrou-
tine die Methode Save(), die die Klasse RelevantOffer von der Klasse Offer erbt, um die 
Änderungen persistent zu machen. 
/*  UComT-Prototype  
 *  (C) Dipl.Wirt.Inform. Holger Schwichtenberg, Holger@Schwichtenberg.de (2003)  
 *  For more information: http://www.ucomt.net 









 /// <summary> 
 /// UComT-Modul, dass zählt, wie oft ein Angebot importiert wurde 
 /// </summary> 
 public class NumberOfImports : IElementModule 
 { 
  // Für die Instanziierung muss jedes Modul einen parameterlosen Konstruktor besitzen 
  public NumberOfImports()   {   } 
  /// <summary> 
  /// Versionsnummer 
  /// </summary> 
  public System.Version Version {get { return new System.Version(1,0,0,0); } } 
  /// <summary> 
  /// Autor 
  /// </summary> 
  public string Publisher {get { return "Holger@Schwichtenberg.de"; } } 
  /// <summary> 
  /// Beschreibung 
  /// </summary> 
  public string Description {get { return "Number of Imports ist Element-Modul das zählt, wie 
oft ein   
  Komponentenangebot importiert wurde."; } } 
  /// <summary> 
  /// </summary> 
  /// <param name="PropertyName"></param> 
  /// <returns></returns> 
  public string GetConfig(string PropertyName) { return "";} 
  /// <summary> 
  /// Speichern eines Konfigurationswertes 
  /// </summary> 
  /// <param name="PropertyName"></param> 
  /// <param name="Value"></param> 
  public void SetConfig(string PropertyName, string Value) {}  
  /// <summary> 
  /// Liste aller Konfigurationswerte 
  /// </summary> 
  /// <returns></returns> 
  public  System.Collections.Hashtable ListConfigNames() { return new 
System.Collections.Hashtable();}   
  <summary> 
  /// Name des Moduls 
  /// </summary> 
  public string Name   
  {   
   get  {  return "Element.NumberOfImports";  }    
  } 
  /// <summary> 
  /// Liste der gebundenen Elemente 
  /// </summary> 
  public  BoundElements BoundElements    
  {  
   get 
   { 
    BoundElements eles = new BoundElements(); 
    BoundElement ele = new 
BoundElement("Offer","NumberOfImports","*//NumberOfImports",long.MaxValue); 
    eles.Add(ele.ElementXPath, ele); 
    return eles;   } 
  } 
Listing 8.9: Implementierung des Moduls "Element.NumberOfImports" 
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  /// <summary> 
  /// Einsprungpunkt für Initialisierung durch Trader 
  /// </summary> 
  /// <param name="myTrader"></param> 
  /// <returns></returns> 
  public bool Init(ITrader myTrader) 
  { 
   myTrader.ImporterManager.ImportFinished += new OnImportFinished(Handler); 
   return true; 
  } 
  /// <summary> 
  /// Entfernen des Moduls aus Speicher 
  /// </summary> 
  /// <returns></returns> 
  public bool Unload() { return true; } 
  /// <summary> 
  /// Validierung des Elements 
  /// </summary> 
  /// <param name="Description"></param> 
  /// <returns></returns> 
  public bool Validate(System.Xml.XmlNode Description) { return true;   } 
  /// <summary> 
  /// Verarbeitung des Elements 
  /// </summary> 
  /// <param name="InputDocument"></param> 
  /// <param name="Client"></param> 
  /// <returns></returns> 
  public System.Xml.XmlNode Process(System.Xml.XmlNode InputDocument,ITraderClient Client) 
{return null;} 
  /// <summary> 
  /// Ereignisbehandlung für OnImportFinished 
  /// </summary> 
  public void Handler(IImport I) 
  { 
   foreach(IRelevantOffer RO in I.RelevantOffers) 
   { 
    // Suche alle Elemente <NumberOfImports> 
    System.Xml.XmlNodeList eles = 
((XmlDocument)RO.OfferDoc).SelectNodes("*//NumberOfImports"); 
    // Erhöhe alle gefundenen Elemente um eins 
    foreach(XmlNode ele in eles) 
    { 
     // Element-Inhalt um eines erhöhen 
     ele.InnerText = (Convert.ToInt64(ele.InnerText) +1).ToString(); 
    } 
    // Angebot speichern 
    RO.Save(); 
   } 
  } 
 } 
} 
Listing 8.9 (Fortsetzung) 
8.1.7.6 Modul "Linking.UDDI" 
Das Linking-Modul Linking.Uddi.dll realisiert das Interworking zwischen einem  
UComT-Server und einem UDDI-Server sowohl in Form einer Kooperation (Weitergabe von 
Suchanfragen) als auch in Form einer Föderation (Weitergabe von Registrierungen). 
Die Implementierung des Moduls basiert auf der von der Firma Microsoft bereitgestellten 
Softwarekomponente Microsoft.Uddi.dll, die ein API für UDDI realisiert. Das Linking-
Modul setzt gemäß dem Entwurf (siehe Kapitel 6.4.8.2) Suchanfragen, Registrierungen, Re-
gistrierungsaufhebungen und Änderungen in Aufrufe des UDDI-API um. 




Abbildung 8.3: Inhalt eines UDDI-Servers nach der Weiterleitung mehrerer Registrierungen von einem 
UComT-Server  
8.1.7.7 Modul "Matching.DAMLOIL_DAMLOIL" 
Das Modul Matching.DAMLOIL_DAMLOIL zur Prüfung der Übereinstimmung einer 
DAML+OIL-Beschreibung mit einer anderen DAML+OIL-Beschreibung basiert auf dem von 
Rager und Self entwickelten DAML dotnetAPI [RaSe03]. Das DAML dotnetAPI ist eine 
Softwarekomponente für das .NET Framework, die das Einlesen eines DAML+OIL-
Dokuments und des zugehörigen Vokabulars in ein Objektmodell in Managed Code ermög-
licht.  
Für das Matching zweier Beschreibungen ist in beiden Beschreibungen eine Master-Instanz 
vorzusehen (vgl. Kapitel 5.5.9). Die ermittelte Relevanz basiert auf dem Grad der Überein-
stimmung der beiden Beschreibungen. Für jedes übereinstimmende Objekt und jede überein-
stimmende Eigenschaft vergibt das Modul Punkte. Die Gewichte sind über die IModule-
Schnittstelle durch den Trader-Administrator einstellbar; in der Standardkonfiguration zählen 
die Master-Instanzen doppelt so viel wie abhängige Objekte. Da das Ergebnis des Matching-
Prozesses als eine Zahl im Wertebereich 0 = r = 1 definiert ist, muss die erreichte Punktzahl in 
Beziehung zu der erreichbaren Gesamtanzahl gesetzt werden. Der Wert 1.0 wird folglich nur 
erreicht, wenn die beiden Beschreibungen exakt übereinstimmen.  
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  /// <summary> 
  /// Untersucht zwei DAML+OIL-Klassen auf Äquivalenz 
  /// Es besteht die Möglichkeit - zusätzlich zu den vordefinierten Klassen aus der  
  /// Basisontologie - im Import- oder ExportDocument durch Mehrfachvererbung eine 
  /// neue Klasse abzuleiten, um einen Dienst treffender zu beschreiben. 
  /// Klassen, die bereits in der Basisontologie definiert wurden, sind vom Typ ctBase. 
  /// Sie werden anhand ihrer URI verglichen. Klassen, die in den Import- oder Export-   
  /// Dokumenten definiert wurden, sind vom Typ ctVirtual. 
  /// Da die Klassen des Typs ctVirtual nicht zum gemeinsamen Basisvokabular gehören 
  /// und damit auch keine eindeutige URI besitzen, die zum Vergleich benutzt werden 
  /// kann, werden diese Klassen nur anhand ihrer Superklassen verglichen. Wurde die 
  /// Klasse aus dem ExportDocument von allen Klassen abgeleitet, von denen auch die 
  /// Klasse aus dem Import-Dokument abgeleitet wurde, so werden sie als äquivalent  
  /// angesehen und diese Methode liefert den Wert true zurück. 
  /// </summary> 
  /// <param name="searchInstClass">Klasse der Instanz aus Import-Dokument</param> 
  /// <param name="descInstClass">Klasse der Instanz aus ExportDocument</param> 
  /// <param name="searchInstClassType">Typ der Klasse der Instanz aus Import- 
      Dokument</param> 
  /// <returns>Bool-Wert, der angibt, ob die zu vergleichenden Klassen äquivalent 
      sind</returns> 
  private bool equals(DAMLClass searchInstClass, DAMLClass descInstClass, DAMLClassType 
    searchInstClassType) 
  { 
   if (searchInstClassType == DAMLClassType.ctBase) 
   { 
    // Search-Klasse wurde innerhalb der Basis-Ontologie definiert 
    // => URIs vergleichen 
    return descInstClass.Equals(searchInstClass); 
   } 
   else if (searchInstClassType == DAMLClassType.ctVirtual) 
   { 
    // Search-Klasse wurde im Import-Dokument definiert 
    // => Superklassen vergleichen 
    IEnumerator searchInstSuperClasses = searchInstClass.GetSuperClasses(false); 
    IEnumerator descInstSuperClasses = descInstClass.GetSuperClasses(false); 
    // ArrayList mit Superklassen der Desc-Klasse erstellen 
    ArrayList descInstSuperClassesArray = new ArrayList(); 
    while (descInstSuperClasses.MoveNext()) 
    { 
     descInstSuperClassesArray.Add(descInstSuperClasses.Current); 
    } 
    // Überprüfen, ob jede Superklasse der Search-Klasse in der 
    // ArrayList der Superklassen der Desc-Klasse enthalten ist 
    while (searchInstSuperClasses.MoveNext()) 
    { 
     if (!descInstSuperClassesArray.Contains(searchInstSuperClasses.Current)) 
     { 
      // Superklasse der Search-Klasse ist nicht Superklasse 
      // der Desc-Klasse => Klassen sind nicht äquvalent 
      return false; 
     } 
    } 
    // Alle Superklassen der Search-Klasse sind ebenfalls Superklassen 
    // der Desc-Klasse => Klassen sind äquivalent 
    return true; 
   } 
   else return false; 
  } 
Listing 8.10: Equals() – Ausschnitt aus der Implementierung des Moduls "Match-
ing.DAMLOIL_DAMLOIL" 
Ein Problem bei der Implementierung bestand darin, dass das DAML dotnetAPI referenzierte 
oder zu importierende Ontologie-Dateien über real existierende Pfadnamen einliest. Den 
Erweiterungsmodulen im UComT-Modell kann jedoch aus Sicherheitsgründen weder der 
Zugriff auf das Netzwerk noch auf das Dateisystem des Traders gestattet werden. 
Erweiterungsmodule dürfen Daten nur über den Custom-Store speichern und lesen. Da das 
DAML dotnetAPI ein Open Source-Projekt darstellt, war es möglich, die 
Softwarekomponente so zu verändern, dass beim Einlesen der Dateien die Verweise durch 
Pfade innerhalb des Custom-Store ersetzt werden. Anschließend werden die Originalpfade in 
den Ontologie-Dokumenten wiederhergestellt. 
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8.1.7.8 Modul "Installation.COM" 
In Kapitel 6.4.7.6 wurden die verschiedenen Installationsoptionen für COM-Komponenten 
diskutiert. Das Modul Installation.COM bildet alle vier Installationsformen ab. Die Registrie-
rungstypen MSI und Registry können durch Kopieren der Datei ins Dateisystem und anschlie-
ßenden Start eines externen Prozesses mit Hilfe der .NET Framework-Klasse Sys-
tem.Diagnostics.Process realisiert werden. Die verbleibenden beiden Installationstypen be-
nötigen nur den Kopiervorgang, wobei das Manifest den relativen Verzeichnisnamen vorgibt. 
Für die optionale Aufnahme in den MTS-/COM+-Katalog kann auf die von der Firma Micro-
soft bereitgestellte Komponente COM+ Administration Library [MSDN03, /en-
us/cossdk/htm/pgadmincollobjectstoplevel_5c6r. 
asp] [Plt00, S. 29ff.] zurückgegriffen werden. 
<RegistrationType> Kopieren in Ausführen von 
MSI Beliebiges Verzeichnis  MSI-Paket 
Registry Beliebiges Verzeichnis  regsrv32.exe 
WinSxS WinSxS-Verzeichnis  -- 
Local Verzeichnis der importierenden Anwendung -- 
Tabelle 8.5: Zusammenfassung der Registrierungstypen für COM-Komponenten 
8.2 C#-Client für COM- und .NET-Komponenten 
Die nachfolgenden Unterkapitel beschreiben eine in C# geschriebene Prototypimplementierung 
des UComT-Clients.  
8.2.1 Softwarekomponenten 
Entsprechend der in Kapitel 7.1 vorgestellten Architektur besteht der in C# entwickelte Client 
aus vier Kern-Komponenten und zusätzlichen Erweiterungsmodulen (siehe Abbildung 8.2). 
Die Komponente UComT.Interfaces.dll, die die Schnittstellendefinitionen enthält, ist dabei 
die gleiche Komponente, die auch bei der Implementierung des Servers verwendet wird. 
Aufgrund der im Microsoft .NET Framework integrierten Interoperabilität zwischen .NET-
Komponenten und COM-Komponenten können ohne den Einsatz zusätzlicher Bridges Instal-
lation-Module für .NET- und COM-Komponenten sowie Access-Module für COM und 
.NET (für den lokalen Aufruf) sowie DCOM und .NET Remoting (für den Fernaufruf) entwi-
ckelt werden. Abbildung B.3 zeigt die Architektur des UComT-Clients detaillierter. 
 















Abbildung 8.4: Komponenten-Nutzungsbeziehungen der Prototypimplementierung des Clients   
(UML-Implementierungsdiagramm) 
 
Komponente Namensraum der Klassen Erläuterung 
UComTClient.Library.dll DE.UNIESSEN.UComTClient Geschäftslogik des UComT-Clients 






Durch den Server aufrufbare  
Dienste des UComT-Clients 
UComTClient.Data.dll DE.UNIESSEN.UComTClient.Data Datenzugriffsschnittstelle des  
Servers 
Tabelle 8.6: Kern-Komponenten und Namensräume des C#-Clients 


























































Abbildung 8.5: Architektur des in C# geschriebenen UComT-Clients   
(UML-Implementierungsdiagramm) 
8.2.2 Benutzerschnittstellen 
Die wichtigsten Benutzerschnittstellen des UComT-Clients werden im vorliegenden Kapitel 
kurz vorgestellt. 
8.2.2.1 Benutzeroberfläche für den Export 
Die Benutzeroberfläche für den Export stellt einen Editor für die Erstellung eines ExportDo-
cument bereit. Der Editor zeigt in der linken Bildschirmhälfte die Elemente des ExportDocu-
ment in einer Baumdarstellung und in der rechten das XML-Fragment des im Baum selektier-
ten Elements. Innerhalb der Baumstruktur können über Kontextmenüs Strukturelemente, Be-
schreibungselemente, Trader-Direktiven und Dateianhänge eingefügt werden. Für Beschrei-
bungselemente und Trader-Direktiven können Vorlagen im Dateisystem des UComT-Clients 
hinterlegt werden, sodass neue Beschreibungssprachen und Trader-Direktiven einfach in die 
Benutzerschnittstelle integriert werden können. Als Hilfe für die Erstellung von Strukturelemen-
ten bietet der Editor eine Import-Funktion, die Metadaten aus Komponentendateien ausliest. 




Abbildung 8.6: Benutzerschnittstelle für den Export 
8.2.2.2 Benutzeroberfläche für den Import 
Die Importer-Benutzerschnittstelle bietet einen Editor für die Erstellung von Suchanfragen, der 
– analog zum ExportDocument-Editor – das ImportDocument in einer Baumstruktur dar-
stellt und kontextspezifische Menüeinträge bereitstellt. Die Import-Benutzerschnittstelle bietet 
zusätzlich in der unteren Hälfte eine Ansicht der Suchergebnisse. Der Importer zeigt die ge-
stellten Suchanfragen ebenfalls in einer Baumstruktur an, wobei jeder Hauptast eine Suchan-
frage ist. Unterhalb eines Hauptastes sind die einzelnen Blätter die Suchergebnisse. Ein Klick 
auf ein Blatt zeigt Details zum jeweiligen Suchergebnis. Verfeinerungen einer Suchanfrage wer-
den als untergeordnete Äste angezeigt. 
Die auf der nächsten Seite folgende Abbildung 8.7 zeigt die Benutzerschnittstelle für den Im-
port einschließlich der Anzeige von Suchergebnissen. Abbildung 8.8 zeigt das generische 
Fenster, das einen Aufruf einer beliebigen Methode in einer importierten Softwarekomponente 
ermöglicht. 




Abbildung 8.7: Benutzerschnittstelle für den Import 
 
Abbildung 8.8: Generische Oberfläche für den Aufruf einer Operation in einer importierten 
Komponente 
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8.3 Java-Client für Java- und CORBA-Komponenten 
In dem Bestreben, einen UComT-Client mit einfacher Anbindung an die Java-
Komponentenmodelle und das CORBA Component Model (CCM) zu schaffen, fällt die 
Wahl auf die Implementierungssprache Java, da Java sowohl eine Standard-Anbindung an 
Java-Komponenten als auch an CORBA über RMI-IIOP besitzt (vgl. Kapitel 3.3.3). Der 
Java-Client kann also mit Installation- und Access-Modulen sowohl eine Anbindung an die 
Java-Komponentenmodelle als auch an das CCM realisieren.  
8.3.1 Softwarekomponenten 
Die Abbildung 8.9 zeigt die Softwarekomponenten des in Java implementierten UComT-






















































Abbildung 8.9: Architektur des in Java geschriebenen UComT-Clients 
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8.3.2 Benutzerschnittstellen und Kernbausteine 
Hinsichtlich der Benutzerschnittstellen und Kernbausteine des Java-Client gibt es keine signifi-
kanten Unterschiede zu dem in C# geschriebenen Client. Aus diesem Grund kann hier eine 
detailliertere Darstellung entfallen. 
8.3.3 Installation- und Access-Module 
Während die Integration des Zugriffs auf CORBA- und Java-Komponenten in den in C# imp-
lementierten Trader-Server nicht ohne den Einsatz von zusätzlichen Component Bridges oder 
den Umweg über SOAP möglich wäre (vgl. Kapitel 4.10.5), bietet ein in Java geschriebener 
UComT-Client eine einfache Realisierung der Integration von CORBA und Java, da sowohl 
RMI als auch IIOP in Java verfügbar sind (vgl. Kapitel 3.3.3).  
Mit der Java-Reflection und dem Dynamic Invocation Interface (DII) in CORBA stehen zu-
dem für beide Modelle einfache Instrumente für das dynamische Binden zur Laufzeit zur Ver-
fügung, sodass die Access-Module Access.RMI und Access.IIOP, die die in XML-Form 
kodierten und per SOAP an den UComT-Client übermittelten Dienstaufrufe in RMI- bzw. 
IIOP-Aufrufe umsetzen müssen, jeweils mit überschaubarem Aufwand zu implementieren wa-
ren. 
Listing 8.11 zeigt den dynamischen Zugriff via CORBA. Der CORBA-ORB bietet in Form 
der Methode string_to_object() eine Möglichkeit an, eine IOR in einen Objektzeiger umzu-
wandeln. Mit Hilfe des Dynamic Invocation Interface (DII) [Gri98, S. 200ff.] kann dann 
eine beliebige Operation auf dem Objekt ausgeführt werden. 
public static ORB myORB = ORB.init( new String[]{}, null );  
... 
org.omg.CORBA.Object myCorbaObject = myOrb.string_to_object( ref ); 
... 
//Erstellung eines Request Type, welcher auf den angegebenen  
//Methodennamen passt 
Request r = myCorbaObject._request( methodName ); 
//Festlegung des ReturnType 
TCKind toReturn = getType( returnValue.type.toLowerCase() ); 
r.set_return_type( myORB.get_primitive_tc( toReturn ) ); 
//Jedes Argument in den Request einbeziehen 
for ( int i = 0; i < myParameters.length; i++ ) 
 addArgument( r, getType( myParameters[ i ].type ), myParameters[ i ].value ); 
  
//Ausführung des Request 
r.invoke(); 
Listing 8.11: Aussschnitt aus der Implementierung des Access-Moduls "IIOP" 
Zum Vergleich zeigt Listing 8.12 einen dynamischen RMI-Aufruf via Java-Reflection, der sich 
nur syntaktisch von dem CORBA-Aufruf unterscheidet. 
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// Zeiger auf Remote Interface ermitteln 
Object obj = ctx.lookup(ClassName + "Remote"); 
 
// Zeiger auf EJB-Home-Interface ermitteln 
EJBHome Home = (EJBHome) javax.rmi.PortableRemoteObject.narrow(obj, EJBHome.class); 
 
// Heraussuchen der Methode Create() des EJB, damit ein Objekt auf 
// dem Server erstellt werden kann 
java.lang.reflect.Method m = Home.getClass().getDeclaredMethod("create", new Class[0]); 
 
// === Aufruf der create-Methode 
// Bewirkt das Erzeugen eines EJB-Objektes 
Object myObject = m.invoke(Home, new Object[0]); 
 
// Das Objekt, in welches das Ergebnisobjekt erstellt wird 
Object Result; 
 
// === Den dynamischen Aufruf generieren 
Class[] ParametersTypes; // Ein Array der Parameter-Typen: ParametersTypes 
Object[] Parameters; // Ein Array der Parameter-Werte: Parameters 
 
// Die beiden Arrays erhalten beide eine Länge, welche der Anzahl der an die Methode 
// zu übergebenen Parameter entspricht 
ParametersTypes = new Class[ParameterList.size()]; 
Parameters = new Object[ParameterList.size()]; 
// Setzen der übergebenen Parameter-Typen und Werte anhand 
// der ParameterListe 
for(int i = 0; i < ParameterList.size(); i++) 
{ 
  Parameter myParameter = (Parameter)ParameterList.get(i); 
  // FallUnterscheidung für primitive Datentypen des Parameters 
  if(myParameter.PType.equals("int")) 
  { 
    ParametersTypes[i] = Integer.TYPE; 
    Parameters[i]  = new Integer(myParameter.PValue); 
  } 
... 
} 
// Es wird die Methode mit dem Namen "MethodName" und der Signatur 
// welche des parametersTypes entspricht gesucht 
m = myObject.getClass().getDeclaredMethod(MethodName, ParametersTypes); 
// Aufruf der Methode mit den übergebenen Parameter-Werten 
Result = m.invoke(myObject, Parameters); 
// === Ausführung von Remove() 
ParametersTypes = new Class[0]; 
Parameters      = new Object[0]; 
// Suchen der Method Remove() 
m = myObject.getClass().getDeclaredMethod("remove", ParametersTypes); 
// Aufruf der Methode Remove() 
m.invoke(myObject, Parameters); 
Listing 8.12: Ausschnitt aus der Implementierung des Access-Moduls "EJB" 
Ein Problem für die Installation mobiler Komponenten stellen hingegen die Eigenarten der Ap-
plication Server dar, die eine Austauschbarkeit von Softwarekomponenten zwischen verschie-
denen Application Servern erschweren bzw. ohne Neukompilierung unmöglich machen. Im 
Rahmen der Evaluierung verschiedener J2EE-Server (WebLogic [BEA03], Tomcat [AJP03] 
und JBoss [JBO03]) konnten der vorgenannte Kritikpunkt von Szyperski [Szy02, S. 389] und 
Longshaw [Lon01, S. 635] nachvollzogen werden. Für den Prototyp wurde schließlich als 
exemplarische Implementierung ein Installation-Modul für EJB-Komponenten auf dem Open 
Source-Server JBoss erstellt. Für die Implementierung des Zugriffs auf CORBA-Objekte und 
CORBA-Komponenten wird im Prototyp der Application Server End 2 Anywhere (E2A) 
Enterprise Server [ION03c] der Firma IONA eingesetzt. Der E2A Server stellt einen 
CORBA-ORB für CORBA 2.5 sowie einige Funktionen aus CORBA 3.0 bereit. Zur Bereit-
stellung der Webservices als Fassade des UComT-Clients verwendet der Prototyp den Tom-





Ein Administration-Client wurde im Rahmen der Prototypimplementierung nicht realisiert, da 
dessen Funktionen auch durch direkte Manipulation von Trader-Dokumenten ausgeführt wer-
den können und die Realisierung einer komfortableren und generischen Benutzerschnittstelle 
dafür keine Anforderung im Rahmen der Zielsetzung dieser Arbeit darstellt. Der in C# ge-
schriebene Standard-Client enthält jedoch exemplarisch administrative Funktionen im Bereich 
der Katalogverwaltung. 
8.5 Validierende Beispiele 
Zur Validierung der Funktionsfähigkeit des Trader-Prototyps wurden einige Softwarekompo-
nenten prototypisch mit verschiedenen Komponentenmodellen implementiert.  






Bankleitzahlen Umwandlung zwischen 
Bankname und Bankleitzahl; 






Postleitzahlen Umwandlung zwischen 
Straße/Stadt und Postleit-








EasySpell Rechtschreibprüfung für 
englische Texte 





.NET, Java, CCM --- Ja 




.NET SOAP Nein 
Tabelle 8.7: Liste der zur Validierung verwendeten Softwarekomponenten 
Die Tabelle 8.7 gibt einen Überblick über die zur Validierung eingesetzten Softwarekompo-
nenten. Die Herausforderung im Hinblick auf das Trading besteht insbesondere darin, dass die 
ersten vier der Komponenten eine Methode Check() anbieten, wobei die Semantik in allen 
Fällen verschieden ist, die Signatur der Methode jedoch im Fall Bankleitzahlen und Postleit-
zahlen sowie in EasySpell und Rechtschreibexperte paarweise gleich ist. Die beiden Kom-
ponenten EasySpell und Rechtschreibexperte realisieren jeweils eine Klasse, die die Schnitt-
stelle biz.officeapps.documentchecker.ISpellCheck implementiert. Die fünfte Komponente 
(Banking) realisiert ein Beispiel für eine Komponente mit Abhängigkeiten von einer anderen 
Komponente. 
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9 Schußbetrachtung 
Das abschließende Kapitel dieser Arbeit liefert eine Zusammenfassung der Ergebnisse und 
einen Ausblick auf weitere Forschungsmöglichkeiten, die sich aus der Arbeit ergeben. 
Zusammenfassung 
Auf den unteren Ebenen des ISO/OSI-Protokoll-Stacks existieren zahlreiche Ansätze zur 
Lokalisierung von Diensten; die Ansätze finden auch verbreitet Anwendung in modernen Net-
zen. Trading, d.h. eine Lokalisierung von Diensten auf der Anwendungsebene, besitzt dagegen 
bisher kaum praktische Relevanz. Für das anwendungsorientierte Trading existieren mit dem 
ODP-Trading und verwandten Trading-Architekturen wie dem ANSAWare-Trader und dem 
COS-Trader Standards, die sich jedoch in der Praxis bislang nicht in der Breite durchsetzen 
konnten. 
Das ODP-Trading weist allerdings grundlegende Schwächen im Bereich der Semantik der 
Dienstbeschreibung, der Flexibilität sowie der Trader-Architektur auf. Als Schwächen beste-
hender Ansätze hat diese Arbeit u.a. die fehlende Unterstützung von Softwarekomponenten, 
die Beschränkung auf einzelne Beschreibungs- und Suchsprachen und die fehlende semanti-
sche Beschreibung von Diensten sowie Defizite bezüglich der Architektur des Traders heraus-
gearbeitet. So wurde gezeigt, dass dem ODP-Trading in modernen komponentenbasierten 
Umgebungen Grenzen gesetzt sind. Die vorliegende Arbeit hat zum Ziel, die genannten Prob-
leme zu überwinden. 
Auf Basis einer Analyse der Anforderungen an das Trading mit Softwarekomponenten wurde 
mit dem Universal Component Trading (UComT) ein Modell zur Vermittlung von Soft-
warekomponenten vorgestellt, die aus unterschiedlichen modernen objektorientierten Kompo-
nentenmodellen stammen können. Um die Spezifika der wichtigsten Komponentenmodelle 
berücksichtigen zu können, wurden die Modelle COM, Java, CLI/.NET und CCM analysiert. 
Die Analyse ergab, dass neben einigen Gemeinsamkeiten auch erhebliche Unterschiede hin-
sichtlich des Aufbaus und der Beschreibung sowie der Installation, der Aktivierung und des 
(lokalen und entfernten) Zugriffs bestehen. 
Das UComT-Modell berücksichtigt modellspezifische Eigenarten der Softwarekomponenten 
durch die Definition eines sehr flexiblen, erweiterbaren Datenmodells auf Basis der Extensible 
Markup Language (XML). Ausgehend von einem Metamodell, das die Gemeinsamkeiten der 
objektorientierten Softwarekomponentenmodelle umfasst, wurde mit der Simple XML-based 
Component Description Language (SXCDL) eine modellübergreifende Strukturbeschrei-
bungssprache in XML-Form entwickelt. SXCDL berücksichtigt, dass eine Softwarekompo-
nente aus sehr vielen verschiedenartigen Diensterbringern bestehen kann, die nicht auf einheitli-
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che Weise beschrieben werden können. Folglich erlaubt SXCDL die Verwendung beliebiger 
Dienstbeschreibungssprachen. Ein einzelner Dienst kann zahlreiche Dienstbeschreibungen be-
sitzen, die gleiche oder unterschiedliche Sprachen verwenden und von gleichen oder unter-
schiedlichen Autoren stammen. Dadurch kann zwischen verschiedenen Sichtweisen auf eine 
Softwarekomponente, insbesondere zwischen einer fachlichen und einer technischen Sicht, 
differenziert werden. Aus der Offenheit des UComT-Modells hinsichtlich der Dienstbeschrei-
bungssprachen resultiert, dass auch für den Importer keine Einschränkungen in der Suchdefini-
tion existieren dürfen, zumal für viele Beschreibungssprachen spezifische Suchsprachen vorher-
schen. Für die Suche nach Softwarekomponenten hat sich die Berücksichtigung unterschiedli-
cher Aktoren ebenfalls als sinnvoll erwiesen. 
Zur Validierung des Ansatzes der Mehrfachbeschreibungen wurde im Rahmen der Arbeit die 
Integration unterschiedlicher Beschreibungssprachen und Suchsprachen spezifiziert und imple-
mentiert. Zu den verwendeten Beschreibungssprachen gehören die Interface Definition Langu-
age (IDL), die DARPA Agent Markup Language (DAML), die Web Service Description 
Language (WSDL) sowie die Beschreibung durch hierarchische Diensttypen, Attribut-Wert-
Paare, Taxonomien, Schlüsselwortlisten und natürlichsprachliche Texte. Als Suchsprachen 
evaluiert wurden die Standard Constraint Language (SCL), die XML Query Language 
(XQuery), die Service Request Description Language (SRDL) sowie die Suche mit regulären 
Ausdrücken, Taxonomien, Typnamen und Schlüsselwortlisten. Für Beschreibungssprachen 
wie IDL und DAML, zu denen keine explizite Suchsprache existiert, wurden Matching-
Algorithmen entwickelt, die den Grad der Übereinstimmung zweier Dienstbeschreibungen 
bestimmen.  
Der Anforderung, trotz des Einsatzes von unterschiedlichen Beschreibungs- und Suchspra-
chen, die Anzahl der vergleichbaren Komponentenangebote zu maximieren, begegnet das 
UComT-Modell durch den Einsatz von Konvertern. Mittels einer Konzentration dieser Kon-
verter auf dem Server wird vermieden, dass die einzelnen am Trader-Prozess beteiligten Im-
porter und Exporter selber eine Konvertierung vornehmen müssen und es dadurch zu unter-
schiedlichen Konvertierungen kommt. 
Das UComT-Modell definiert einen Matching-Prozess, der auf Basis einer Suchanfrage mit 
beliebig vielen Suchelementen aus dem Komponentenangebot geeignete Softwarekom-
ponenten heraussucht. Der Matching-Prozess berücksichtigt unterschiedliche fachliche und 
technische Sichtweisen ebenso wie Qualitätsverluste, die durch Konvertierungen entstehen 
können. 
Im UComT-Modell endet die Unterstützung des Clients nicht mit der Vermittlung von Soft-




u.U. nicht in der Lage ist, die vom Trader vermittelten Softwarekomponenten zu nutzen. Folg-
lich unterstützt das UComT-Modell zahlreiche Aufrufsmöglichkeiten für Komponentendienste, 
einschließlich der Funktion des Traders als Proxy und Adapter. Dazu benötigt ein UCom-
Trader die Unterstützung für modellspezifische Zugriffsprotokolle. 
Die Integration unterschiedlicher Beschreibungs- und Suchsprachen, Matching-Algorithmen 
und Zugriffsprotokolle gelingt im UComT-Modell auf Basis einer dynamisch erweiterbaren 
Modul-Architektur. Während sich die Funktionalität des Trader-Kerns auf ein Minimum 
beschränkt, sind möglichst viele Verarbeitungsprozesse als austauschbare Module definiert, 
die an beliebigen Stellen in den Verarbeitungsprozess eingreifen. Module können dem Trader 
ohne Unterbrechung zur Laufzeit hinzugefügt werden. Folglich besteht für Nutzer eines 
UComT-Systems die Möglichkeit, notwendige Erweiterungsmodule im Zuge von Import- oder 
Exportvorgängen an den Trader zu übermitteln, die dieser just in time integrieren kann. Durch 
das Erweiterungsmodell können auch zahlreiche Grundfunktionen eines Traders sowie die 
Steueranweisungen der Clients realisiert werden. 
Ferner berücksichtigt das UComT-Modell unterschiedliche Anforderungen an das Trading zur 
Laufzeit und zur Entwicklungszeit durch die Bereitstellung verschiedener Programmier- und 
Benutzerschnittstellen. Dem Einsatz in verschiedenen Netzwerken wird durch die Verwendung 
des Firewall-durchlässigen Simple Object Access Protocol für die Kommunikation zwischen 
Trader-Clients und Trader-Server Rechnung getragen. Beim Entwurf des UComT-Systems 
selbst wurde eine komponentenbasierte Architektur gewählt. Zur Vereinfachung der Kommu-
nikation zwischen Clients und Trader bilden UComT-Clients Fassaden für den Zugriff auf den 
Trader-Server gemäß dem Façade-Pattern.  
Abgerundet wird das UComT-Modell durch zusätzliche Leistungen für die Nutzer wie iterative 
Suchanfragen, Steueranweisungen, dynamische und beobachtbare Elemente, Daueraufträge, 
Qualitätssicherung durch Verfügbarkeitsprüfung, Lernfähigkeit, Leistungsabrechnung und In-
terworking sowie durch eine Infrastruktur für Administration, Zugangsbeschränkungen und 
Überwachung des Systems. 
Das UComT-Modell ist durch die dynamische Erweiterbarkeit flexibel und lässt den Nutzern 
in seiner Grundausstattung sehr viel Freiraum, allerdings auch dahingehend, dass Komponen-
tenangebote und Suchanfragen mit falschen, widersprüchlichen oder nicht auswertbaren Daten 
erzeugt werden können. Zugleich hat die dynamische Erweiterbarkeit aber auch den positiven 
Effekt, dass sie dem Betreiber eines Traders erlaubt, dem Trader Prüfvorgänge und laufende 
Überwachungsmechanismen hinzuzufügen. Somit bietet das UComT-Modell eine flexible 
Handelsplattform, die auf individuelle Bedürfnisse von Betreibern und Nutzern in spezifischen 
Situationen angepasst werden kann. 
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Zur Validierung der Forschungsergebnisse wurden im Rahmen der Arbeit ein Prototyp für den 
Trader-Server (in C#) und zwei Prototypen für den Trader-Client (in C# und in Java) entwi-
ckelt, die die zentralen Konzepte des UComT-Modells realisieren. Die Prototypen haben ihre 
Umsetzbarkeit bewiesen: Sie ermöglichen ein Trading mit allen vier in dieser Arbeit betrachte-
ten Komponentenmodellen unter Einsatz verschiedenenartiger Beschreibungssprachen und 
Suchsprachen (einschließlich der Ontology-Sprache DAML+OIL). Außerdem unterstützen 
die Implementierungen mobile Komponenten und Proxy-Aufrufe sowie das Interworking mit 
Universal Description, Discovery and Integration-Servern. Beim Entwurf und bei den Imple-
mentierungen des Traders wurde auf bekannte Design-Patterns wie Façade, Singleton und 
Proxy zurückgegriffen. Zu den komplexesten Anforderungen gehörten einerseits das Zusam-
menspiel der verschiedenen Module und andererseits die Festlegung der XML-
Datenstrukturen. Eine detaillierte Protokollierung sowie die Validierung der XML-Dokumente 
sind geeignete Lösungen. Hinsichtlich der Entwicklungsarbeit kann festgehalten werden, dass 
die Entwicklungswerkzeuge für die .NET-Plattform wesentlich besser aufeinander abgestimmt 
und dadurch intuitiver zu bedienen waren als die vergleichbaren Java-Produkte. 
Ausblick 
Die Arbeit hat zahlreiche Möglichkeiten der Anwendbarkeit des UComT-Modells untersucht. 
Der Fokus liegt dabei auf der softwaretechnischen Realisierung eines Komponenten-Traders. 
Betriebswirtschaftliche Aspekte werden nur am Rande berücksichtigt. In weiteren Arbeiten 
können verschiedene Betreiber- und Abrechnungsmodelle für einen UCom-Trader entwickelt 
werden. Außerdem ergibt sich im Bereich der Definition von Richtlinien und Konventionen für 
den Einsatz des UCom-Traders in unterschiedlichen Anwendungsszenarien ein Forschungs-
feld. 
Es existieren über die innerhalb dieser Arbeit in die Architektur integrierten Beschreibungen 
hinaus weitere Beschreibungsformen und -sprachen (z.B. konzeptuelle Graphen [PMG95], 
Kind Description Language [Kin99], Component Description Language [Rit00], Petri-Netze 
[MML95, S. 484]) sowie passende Suchsprachen, deren sinnvolle Integration in das U-
ComT-Modell Aufgabe weiterer Forschungstätigkeiten sein könnten. 
Der Beschreibung und Suche von XML-Webservices dienen einige Ansätze, beispielsweise 
die DAML-based Web Service Ontology (DAML-S abgekürzt) [DAMLS03] und Web Ser-
vices Inspection (WS-Inspection) [BBMNP99], deren Potenzial für das Component Trading 
untersucht werden muss. Weiterhin ist zu erforschen, welche Anforderungen Taxonomien zur 
Kategorisierung von Komponentenangeboten erfüllen müssen und welche der bestehenden 




Von den alternativen Trading-Ansätzen erhält derzeit UDDI die größte Unterstützung seitens 
der Industrie. UDDI fehlen noch zahlreiche Trading-Funktionen; die Verbesserung des UDDI-
Standards und die Integrationsmöglichkeiten mit dem UComT-Modell sind jedoch betrach-
tenswert.  
Die Weiterentwicklung des Universal Component Trading wird der Autor über die zu diesem 
Zwecke eingerichtete Website http://www.ucomt.net verfolgen. 
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Anhang A: Beispieldokumente 
Der Anhang A enthält Beispiele für Trader-Dokumente im UComT-Modell. 
A.1 Beispiel für ein ExportDocument 
Das nachfolgende Listing zeigt ein umfangreicheres Beispiel für die Beschreibung einer Soft-
warekomponente, die Bankleitzahlen ermittelt und prüft. Das Beispiel zeigt die Einbettung 
mehrerer verschiedener Dienstbeschreibungen (<ServiceTypes>, <NVP>, <Catalogue>, 
<Text>, <Keywords>, <IDL>, <WSDL>) in eine durch SXCDL strukturierte Komponen-
te. 
<?xml version="1.0" encoding="ISO-8859-1"?> 
<Export Type="SXCDL" xmlns:Desc="http://www.ucomt.net/Description" 
xmlns:Struct="http://www.ucomt.net/Structure"> 
 <!-- ======================================================================= --> 
 <Struct:Component Name="Bankleitzahlen"> 
  <Desc:NVP Name="Exporter"> 
   <Exporter> 
    <ExporterURL>http://www.www-bank-ag.de/services/ucomtclient</ExporterURL> 
   </Exporter> 
  </Desc:NVP> 
  <Desc:ServiceTypes Inherit="False" Name="Typ" TechnicalLevel="4" BusinessLevel="2" 
 MustUnderstand="True"> 
   <ServiceType>de.Bank.Bankleitzahlen</ServiceType> 
   <ServiceType>com.Bank.BankID</ServiceType> 
  </Desc:ServiceTypes> 
  <Desc:Catalogue Inherits="True" TechnicalLevel="1" BusinessLevel="5" MustUnderstand="True"> 
   <Taxonomy Name="ntis-gov:sic:1987"> 
    <Category ID="84121501" Name="/Banking institutions/Privately owned"/> 
    <Category ID="84121502" Name="/Banking institutions/Publicly owned banks"/> 
    <Category ID="84121901" Name="/Mortgage banking/Housing finance"/> 
   </Taxonomy> 
   <Taxonomy Name="UComT1.0"> 
    <Category Name="/BusinessAreas/Finance/Banking/Bankidenfitikation"/> 
    <Category Name="/BusinessTasks/Identifikation/Finance"/> 
    <Category Name="/BusinessTasks/Verification/Finance"/> 
    <Category Name="/BusinessTasks/Conversion/Finance"/> 
   </Taxonomy> 
  </Desc:Catalogue> 
  <Desc:Text Language="DE-DE" TechnicalLevel="1" BusinessLevel="5" MustUnderstand="False"> 
     Dies ist eine Komponente zur Prüfung und Ermittlung von Bankleitzahlen 
  </Desc:Text> 
  <Desc:Keywords Name="Stichwoerter" Language="DE-DE" TechnicalLevel="1" BusinessLevel="5"  
    MustUnderstand="False"> 
   <Keyword>Banken</Keyword> 
   <Keyword>Bankleitzahlen</Keyword> 
   <Keyword>Deutschland</Keyword> 
   <Keyword>Prüfung</Keyword> 
   <Keyword>Ermittlung</Keyword> 
   <Keyword>Umwandlung</Keyword> 
  </Desc:Keywords> 
  <Desc:NVP Name="MarketingDetails" TechnicalLevel="1" BusinessLevel="5" 
MustUnderstand="False"> 
   <Company>WWWW-BANK AG</Company> 
   <Address>Bankenstraße 123, 50123 Bankstadt</Address> 
   <Phone>069/3563565</Phone> 
   <Fax>069/43473747</Fax> 
   <DescriptionEnglish>A German Bank</DescriptionEnglish> 
   <Contact> 
    <Person> 
     <Name>John Doe</Name> 
     <Department>Support</Department> 
     <EMail>john@www-bank.com</EMail> 
     <Phone>069/234274672</Phone> 
    </Person> 
    <Person> 
     <Name>Sally Swift</Name> 
     <Department>Public Relations</Department> 
     <EMail>sally@www-bank.com</EMail> 
     <Phone>069/2479246724</Phone> 
    </Person> 
   </Contact> 
  </Desc:NVP> 
  <Desc:NVP Name="Plattform" TechnicalLevel="5" BusinessLevel="1" MustUnderstand="False"> 
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   <Plattform> 
    <OS> 
     <Family>WinNT</Family> 
     <MininumVersion>4.0.0.0</MininumVersion> 
    </OS> 
    <OS>WinME</OS> 
    <OS>Win98</OS> 
    <Language>DE-DE</Language> 
    <Processor>Idependent</Processor> 
    <ComponentModel>CLI</ComponentModel> 
    <Runtime> 
     <Name>DOTNETFramework</Name> 
     <RuntimeVersion>1.0</RuntimeVersion> 
     <RuntimeVersion>1.1</RuntimeVersion> 
    </Runtime> 
   </Plattform> 
  </Desc:NVP> 
  <Desc:NVP Name="MobileComponent" Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
   <MobileComponent> 
    <DOTNET> 
     <InstallationType>local</InstallationType> 
     <AllowMoveToClient/> 
     <AllowTraderSideExecution/> 
     <Files> 
      <File Name="Bankleitzahlen.dll"/> 
     </Files> 
     <AccessProtocol>DOTNET</AccessProtocol> 
    </DOTNET> 
   </MobileComponent> 
  </Desc:NVP> 
  <Desc:NVP Name="Access" Inherits="True" TechnicalLevel="5" BusinessLevel="1"> 
   <Access> 
    <DOTNET Type="Local"> 
     <qualifyAssembly partialName="Bankleitzahlen"/> 
    </DOTNET> 
   </Access> 
  </Desc:NVP> 
  <!-- ======================================================================= --> 
  <Struct:Class Name="Bankleitzahlen" FullName="DE.BANKING.Bankleitzahlen"> 
   <Desc:NVP TechnicalLevel="5" BusinessLevel="1" MustUnderstand="True"> 
    <RemoteAccess> 
     <SOAP> 
      <WSDL>http://132.252.52.93/bankleitzahlen.asmx?wsdl</WSDL> 
      <Service>http://132.252.52.93/bankleitzahlen.asmx</Service> 
     </SOAP> 
    </RemoteAccess> 
   </Desc:NVP> 
   <Desc:NVP> 
    <NumberOfImports>0</NumberOfImports> 
   </Desc:NVP> 
   <Desc:WSDL TechnicalLevel="5" BusinessLevel="1" MustUnderstand="True"> 
    <definitions xmlns:http="http://schemas.xmlsoap.org/wsdl/http/" 
 xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/" 
 xmlns:s="http://www.w3.org/2001/XMLSchema"  xmlns:s0="http://tempuri.org/" 
 xmlns:soapenc="http://schemas.xmlsoap.org/soap/encoding/" 
 xmlns:tm="http://microsoft.com/wsdl/mime/textMatching/" 
 xmlns:mime="http://schemas.xmlsoap.org/wsdl/mime/"  
 xmlns:a="http://schemas.xmlsoap.org/wsdl/"  
 targetNamespace="http://tempuri.org/"> 
     <types> 
      <s:schema elementFormDefault="qualified" targetNamespace="http://tempuri.org/"> 
       <s:element name="Check"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="BLZ" type="s:long"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="CheckResponse"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="CheckResult" type="s:boolean"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetName"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="BLZ" type="s:long"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetNameResponse"> 
        <s:complexType> 




          <s:element minOccurs="0" maxOccurs="1" name="GetNameResult" type="s:string"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetBLZ"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="0" maxOccurs="1" name="Bankname" type="s:string"/> 
          <s:element minOccurs="0" maxOccurs="1" name="Ort" type="s:string"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
       <s:element name="GetBLZResponse"> 
        <s:complexType> 
         <s:sequence> 
          <s:element minOccurs="1" maxOccurs="1" name="GetBLZResult" type="s:long"/> 
         </s:sequence> 
        </s:complexType> 
       </s:element> 
      </s:schema> 
     </types> 
     <message name="CheckSoapIn"> 
      <part name="parameters" element="s0:Check"/> 
     </message> 
     <message name="CheckSoapOut"> 
      <part name="parameters" element="s0:CheckResponse"/> 
     </message> 
     <message name="GetNameSoapIn"> 
      <part name="parameters" element="s0:GetName"/> 
     </message> 
     <message name="GetNameSoapOut"> 
      <part name="parameters" element="s0:GetNameResponse"/> 
     </message> 
     <message name="GetBLZSoapIn"> 
      <part name="parameters" element="s0:GetBLZ"/> 
     </message> 
     <message name="GetBLZSoapOut"> 
      <part name="parameters" element="s0:GetBLZResponse"/> 
     </message> 
     <portType name="BLZSoap"> 
      <operation name="Check"> 
       <input message="s0:CheckSoapIn"/> 
       <output message="s0:CheckSoapOut"/> 
      </operation> 
      <operation name="GetName"> 
       <input message="s0:GetNameSoapIn"/> 
       <output message="s0:GetNameSoapOut"/> 
      </operation> 
      <operation name="GetBLZ"> 
       <input message="s0:GetBLZSoapIn"/> 
       <output message="s0:GetBLZSoapOut"/> 
      </operation> 
     </portType> 
     <binding name="BLZSoap" type="s0:BLZSoap"> 
      <soap:binding style="document" transport="http://schemas.xmlsoap.org/soap/http"/> 
      <operation name="Check"> 
       <soap:operation soapAction="http://tempuri.org/Check" style="document"/> 
       <input> 
        <soap:body use="literal"/> 
       </input> 
       <output> 
        <soap:body use="literal"/> 
       </output> 
      </operation> 
      <operation name="GetName"> 
       <soap:operation soapAction="http://tempuri.org/GetName" style="document"/> 
       <input> 
        <soap:body use="literal"/> 
       </input> 
       <output> 
        <soap:body use="literal"/> 
       </output> 
      </operation> 
      <operation name="GetBLZ"> 
       <soap:operation soapAction="http://tempuri.org/GetBLZ" style="document"/> 
       <input> 
        <soap:body use="literal"/> 
       </input> 
       <output> 
        <soap:body use="literal"/> 
       </output> 
      </operation> 
     </binding> 
     <service name="BLZ"> 
      <port name="BLZSoap" binding="s0:BLZSoap"> 
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       <soap:address location="http://localhost/BankleitzahlenSOAP/BLZ.asmx"/> 
      </port> 
     </service> 
    </definitions> 
   </Desc:WSDL> 
   <!-- ======================================================================= --> 
   <Struct:Method Type="static" Name="Check"> 
    <Parameter Way="in" Type="int64" Name="BLZ"/> 
    <Return Type="bool"/> 
    <Desc:Keywords Name="Stichwörter" Language="DE-DE" TechnicalLevel="1" BusinessLevel="5"  
 MustUnderstand="False"> 
     <Keyword>Banken</Keyword> 
     <Keyword>Bankleitzahlen</Keyword> 
     <Keyword>Deutschland</Keyword> 
     <Keyword>Prüfung</Keyword> 
    </Desc:Keywords> 
    <Desc:ServiceTypes Name="Typ" TechnicalLevel="4" BusinessLevel="2" MustUnderstand="True"> 
     <ServiceType>de.Bank.Bankleitzahlen.BLZPruefung</ServiceType> 
    </Desc:ServiceTypes> 
   </Struct:Method> 
   <!-- ======================================================================= --> 
   <Struct:Method Type="static" Name="GetName" TechnicalLevel="5" BusinessLevel="1" 
 MustUnderstand="True"> 
    <Desc:ServiceTypes Name="Typ" TechnicalLevel="4" BusinessLevel="2" MustUnderstand="True"> 
     <ServiceType>de.Bank.Bankleitzahlen.Bankermittlung 
    </ServiceType> 
    </Desc:ServiceTypes> 
    <Desc:IDL TechnicalLevel="5" BusinessLevel="1" MustUnderstand="True"> 
 library DE.BANKING { 
 CoClass Bankleitzahlen { 
 boolean Check ( [in] long BLZ ); 
 }; }; 
    </Desc:IDL> 
    <Desc:Keywords Name="Stichwörter" Language="DE-DE" TechnicalLevel="1" BusinessLevel="5"  
     MustUnderstand="False"> 
     <Keyword>Banken</Keyword> 
     <Keyword>Bankleitzahlen</Keyword> 
     <Keyword>Deutschland</Keyword> 
     <Keyword>Bankname</Keyword> 
     <Keyword>Umwandlung</Keyword> 
    </ Desc:Keywords> 
    <Parameter Way="in" Type="int64" Name="BLZ"/> 
    <Return Type="string"/> 
   </Struct:Method> 
   <!-- ======================================================================= --> 
   <Struct:Method Type="static" Name="GetBLZ" TechnicalLevel="5" BusinessLevel="1" 
 MustUnderstand="True"> 
    <Desc:ServiceTypes TechnicalLevel="4" BusinessLevel="2" MustUnderstand="True"> 
     <ServiceType>de.Bank.Bankleitzahlen.Bankleitzahlermittlung</ServiceType> 
    </Desc:ServiceTypes> 
    <Desc:Keywords Name="Stichwörter" Language="DE-DE" TechnicalLevel="1" BusinessLevel="5"  
 MustUnderstand="False"> 
     <Keyword>Banken</Keyword> 
     <Keyword>Deutschland</Keyword> 
     <Keyword>Bankleitzahl</Keyword> 
     <Keyword>Ermittlung</Keyword> 
    </Desc:Keywords> 
    <Parameter Way="in" Type="string" Name="BankName"/> 
    <Parameter Way="in" Type="string" Name="Ort"/> 
    <Return Type="long"/> 
   </Struct:Method> 
  </Struct:Class> 
 </Struct:Component> 
 <!-- ======================================================================= --> 
 <TraderDirectives xmlns:TD="http://www.ucomt.net/TraderDirective"> 
  <TD:Security MustUnderstand="True"> 
   <Visibility> 
    <Client>*</Client> 
    <User>*</User> 
   </Visibility> 
   <Use> 
    <Client>195.4.23.*</Client> 
   </Use> 
   <ProxyCall> 
    <Group>Entwickler</Group> 
    <Group>Administrators</Group> 
   </ProxyCall> 
  </TD:Security> 
  <TD:Modules MustUnderstand="True"> 
   <Module Type="ElementModule" Name="TimeRestriction" ElementBound="True" EventBound="False"  
 Callable="False"> 
    <XPath>/Desc:NVP/TimeRestriction</XPath> 
    <Source> 
 http://www.ucomt.net/Modules/DE.UNIESSEN.UCOMT.MODULES.TIMERESTRICTION.DLL 




   </Module> 
  </TD:Modules> 
 </TraderDirectives> 
 <!-- ======================================================================= --> 
 <Files> 





Listing A.1: ExportDocument für eine Komponente, die Bankleitzahlen ermittelt und prüft (Aus-
schnitt) 
A.2 Beispiel für ein ImportDocument 
Das nachfolgende ImportDocument definiert eine Suche nach einer CLI-Software-
komponente zur Prüfung von Bankleitzahlen. Dabei werden drei Suchsprachen 
(<Search:IDL>, <Search:Keywords> und <Search:SCL>) sowie zwei Trader-Direktiven 
(<TD:BestFirst> und <TD:Choice.First> und <TD:Modules>) eingesetzt. 
<TD:Modules> weißt dem Trader den Weg zur Implementierung für <TD:Choice. 
First>. 
<?xml version="1.0" encoding="utf-8"?> 
<Import xmlns:Search="http://www.ucomt.net/Search"> 
 <Queries> 
  <!--- Suchelmenent #1: IDL --> 
  <Search:IDL Type="Strict" NamesRelevant="False" Scope="Method" Mode="Mandatory"> 
  CoClass Bankleitzahlen  
  { 
  boolean Check ( [in] long BLZ ); 
  }; 
  </Search:IDL> 
  <!--- Suchelmenent #2: Schlüsselwörter --> 
  <Search:Keywords Scope="*" Mode="Mandatory" Type="Any"> 
   <Keyword>Bankleitzahl</Keyword> 
   <Keyword>Prüfung</Keyword> 
  </Search:Keywords> 
  <!--- Suchelmenent #3: SCL nach Komponentenmodell --> 
  <Search:SCL Scope="*" Mode="Mandatory"> 
   <!-- Suche nach Wert --> 
   <Rule>Plattform.ComponentModel = CLI</Rule> 
  </Search:SCL> 
 </Queries> 
 <!--- Direktiven --> 
 <TraderDirectives xmlns:TD="http://www.ucomt.net/TraderDirective"> 
  <!--- Sortierung --> 
  <TD:BestFirst/> 
  <!-- Maximale Größe der Ergebnismenge --> 
  <TD:Choice.First MustUnderstand="True">20</TD:Choice.First> 
  <!--- Modulinfos --> 
  <TD:Modules> 
   <Module> 
    <Type>TraderDirective</Type> 
    <Name>Choice.First</Name> 
    <URL>http://www.ucomt.net/Modules/UComT.TD.Choice.First.dll</URL> 
   </Module> 
  </TD:Modules> 
 </TraderDirectives> 
</Import> 
Listing A.2: ImportDocument suche nach eine Komponente, die Bankleitzahlen prüft  
A.3 Beispiel für ein DAML+OIL-Vokabular 
Das nachfolgende Listing definiert das in Kapitel 5.4.9 vorgestellte Vokabular in der Ontolo-
gie-Sprache DAML+OIL. 
<BaseOntologyFile FileName="UComT.Basisontologie.daml" OntologyLanguage="DAML_OIL"> 
  <rdf:RDF xmlns:xsd="http://www.w3.org/2000/10/XMLSchema#"  








      <!—ID-Angabe fuer DAML .NET Api unerlaesslich--> 
      <daml_oil:Ontology rdf:ID="UComT.Basisontologie"> 
 <daml_oil:versionInfo>$ UComT.Basisontologie.daml, v 1.0, 
 30.06.03</daml_oil:versionInfo> 
<rdfs:comment>Basisontology fuer die Beschreibung von Diensten im Rahmen der 
Registrierung und  
Suche beim UComT-Trader         
 </rdfs:comment> 
      </daml_oil:Ontology> 
      <!-- Oberklassen --> 
      <daml_oil:Class rdf:ID="Thing"> 
       <rdfs:sameClassAs rdf:resource="http://www.daml.org/2001/03/daml+oil#Thing"/> 
      </daml_oil:Class> 
      <!-- Hat DatatypeProperty (String)Name, uri--> 
      <daml_oil:Class rdf:ID="Sprachen"> 
       <rdfs:label xml:lang="de">Sprache</rdfs:label> 
       <rdfs:label xml:lang="en">language</rdfs:label> 
       <rdfs:label xml:lang="fr">langue</rdfs:label> 
       <rdfs:label xml:lang="es">lengua</rdfs:label> 
       <rdfs:subClassOf rdf:resource="#Thing"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Hardware"> 
       <rdfs:comment>Oberklasse aller Hardwaredienste</rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Thing "/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Software"> 
       <rdfs:comment>Oberklasse aller softwarebasierten Dienste</rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Thing"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Geschaeftsfelder"> 
       <rdfs:comment>Softwarebasierte Dienste aufgeteilt nach Geschaeftsfeldern</rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Thing"/> 
      </daml_oil:Class> 
      <!-- Unterklassen von Sprache--> 
      <daml_oil:Class rdf:ID="Deutsch"> 
       <rdfs:subClassOf rdf:resource="#Sprachen"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:Deutsch rdf:about="#DE"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="English"> 
       <rdfs:subClassOf rdf:resource="#Sprachen"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:English rdf:about="#EN"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Espanol"> 
       <rdfs:subClassOf rdf:resource="#Sprachen"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:Espanol rdf:about="#ES"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Francaise"> 
       <rdfs:subClassOf rdf:resource="#Sprachen"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:Francaise rdf:about="#FR"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <!-- abgeleitete Klassen von Software--> 
      <daml_oil:Class rdf:ID="Vorgang"> 
       <rdfs:comment>Softwarebasierte Dienste aufgeteilt nach Vorgangen</rdfs:comment> 
       <rdfs:label xml:lang="de">Funktion</rdfs:label> 
       <rdfs:label xml:lang="en">function</rdfs:label> 
       <rdfs:label xml:lang="fr">fonctions</rdfs:label> 
       <rdfs:label xml:lang="es">funciones</rdfs:label> 
       <rdfs:subClassOf rdf:resource="#Software"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Datentyp"> 
<rdfs:comment>Zusammenfassung aller Ein- und Ausgabedatentypen der Dienste     
  </rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Software"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="EingabeFormat"> 
       <rdfs:subClassOf rdf:resource="#Software"/> 
      </daml_oil:Class> 
      <!-- abgeleitete Klassen von EingabeFormat--> 
      <daml_oil:Class rdf:ID="HTML"> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:HTML rdf:about="#i_HTML"/> 




       <rdfs:subClassOf rdf:resource="#EingabeFormat"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="ASCII"> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:ASCII rdf:about="#i_ASCII"/> 
       </daml_oil:oneOf> 
       <rdfs:subClassOf rdf:resource="#EingabeFormat"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="XML"> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:XML rdf:about="#i_XML"/> 
       </daml_oil:oneOf> 
       <rdfs:subClassOf rdf:resource="#EingabeFormat"/> 
      </daml_oil:Class> 
      <!--abgeleitete Klassen von Vorgang--> 
      <daml_oil:Class rdf:ID="Pruefung"> 
       <rdfs:label xml:lang="de">Test</rdfs:label> 
       <rdfs:label xml:lang="de">Ueberpruefung</rdfs:label> 
       <rdfs:label xml:lang="en">Check</rdfs:label> 
       <rdfs:label xml:lang="fr">verification</rdfs:label> 
       <rdfs:label xml:lang="fr">controle</rdfs:label> 
       <rdfs:label xml:lang="es">control</rdfs:label> 
       <rdfs:subClassOf rdf:resource="#Vorgang"/> 
      </daml_oil:Class> 
<!--Hat ObjectProperties (#Datentyp) Eingabedatentyp, Ausgabedatentyp,   
(int) Anzahl_Eingabeparameter--> 
      <daml_oil:Class rdf:ID="Suche"> 
       <rdfs:subClassOf rdf:resource="#Vorgang"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Transfer"> 
       <rdfs:subClassOf rdf:resource="#Vorgang"/> 
      </daml_oil:Class> 
      <!-- Geldgeschaefte--> 
      <daml_oil:Class rdf:ID="Ueberweisung"> 
       <rdfs:subClassOf rdf:resource="#Transfer"/> 
       <rdfs:subClassOf rdf:resource="#Konto"/> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="Dauerauftrag"> 
       <rdfs:subClassOf rdf:resource="#Transfer"/> 
       <rdfs:subClassOf rdf:resource="#Konto"/> 
      </daml_oil:Class> 
      <!-- Pruefungen--> 
      <daml_oil:Class rdf:ID="BLZ_Pruefung"> 
       <rdfs:subClassOf rdf:resource="#Bank_Institution"/> 
       <rdfs:subClassOf rdf:resource="#Pruefung"/> 
      </daml_oil:Class> 
      <!-- Erbt von Bank_Institution: BLZ, Stadt--> 
      <daml_oil:Class rdf:ID="Rechtschreibpruefung"> 
       <rdfs:subClassOf rdf:resource="#Text"/> 
       <rdfs:subClassOf rdf:resource="#Pruefung"/> 
      </daml_oil:Class> 
      <!-- Erbt von Text: Sprache--> 
      <!--Geschaeftsfelder--> 
      <daml_oil:Class rdf:ID="Banken_Finanzdienstleistung"> 
       <rdfs:comment>alles was in den Banken_Finanzdienstleistungsektor faellt</rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Geschaeftsfelder"/> 
      </daml_oil:Class> 
      <!-- Subklassen Banken_Finanzdienstleistung--> 
      <daml_oil:Class rdf:ID="Bank_Institution"> 
       <rdfs:comment>reale Bank als Objekt</rdfs:comment> 
       <rdfs:subClassOf rdf:resource="#Banken_Finanzdienstleistung"/> 
      </daml_oil:Class> 
      <!-- Hat DatatypeProperties (int)BLZ, (String)Stadt, url--> 
      <daml_oil:Class rdf:ID="Konto"> 
       <rdfs:subClassOf rdf:resource="#Banken_Finanzdienstleistung"/> 
      </daml_oil:Class> 
      <!-- Hat DatatypeProperties (float) Kontostand, (int)Kontonr, (String)Kontoinhaber--> 
      <!-- Subklassen Datentyp--> 
      <daml_oil:Class rdf:ID="Text"> 
       <rdfs:subClassOf rdf:resource="#Datentyp"/> 
      </daml_oil:Class> 
      <!-- Hat ObjectPropertie(#Sprachen)Sprache--> 
      <daml_oil:Class rdf:ID="integer"> 
       <rdfs:subClassOf rdf:resource="#Datentyp"/> 
       <daml_oil:sameClassAs rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:integer rdf:about="#i_integer"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="long"> 
       <rdfs:subClassOf rdf:resource="#Datentyp"/> 
       <daml_oil:sameClassAs rdf:resource="http://www.w3.org/2000/10/XMLSchema#long"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:long rdf:about="#i_long"/> 
       </daml_oil:oneOf> 
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      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="string"> 
       <rdfs:subClassOf rdf:resource="#Datentyp"/> 
       <daml_oil:sameClassAs rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:string rdf:about="#i_string"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <daml_oil:Class rdf:ID="boolean"> 
       <rdfs:subClassOf rdf:resource="#Datentyp"/> 
       <daml_oil:sameClassAs rdf:resource="http://www.w3.org/2000/10/XMLSchema#boolean"/> 
       <daml_oil:oneOf rdf:parseType="daml:collection"> 
        <UComT:boolean rdf:about="#i_boolean"/> 
       </daml_oil:oneOf> 
      </daml_oil:Class> 
      <!-- ENDE Klassen--> 
      <!-- ANFANG Properties--> 
      <!--Properties Dienst--> 
      <daml_oil:DatatypeProperty rdf:ID="Name"> 
       <daml_oil:domain rdf:resource="#Thing"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="uri"> 
       <daml_oil:domain rdf:resource="#Thing"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <!-- Properties Banken_Finanzdienstleistung-Konto--> 
      <daml_oil:DatatypeProperty rdf:ID="Kontoinhaber"> 
       <daml_oil:domain rdf:resource="#Konto"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="Kontostand"> 
       <daml_oil:domain rdf:resource="#Konto"/> 
       <rdf:type rdf:resource="http://www.daml.org/2001/03/daml+oil#UniqueProperty"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#float"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="Kontonr"> 
       <daml_oil:domain rdf:resource="#Konto"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 
      </daml_oil:DatatypeProperty> 
      <!-- Properties Banken_Finanzdienstleistung-Bank_Institution--> 
      <daml_oil:DatatypeProperty rdf:ID="Stadt"> 
       <daml_oil:domain rdf:resource="#Bank_Institution"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="BLZ"> 
       <daml_oil:domain rdf:resource="#Bank_Institution"/> 
       <rdf:type rdf:resource="http://www.daml.org/2001/03/daml+oil#UniqueProperty"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="url"> 
       <daml_oil:domain rdf:resource="#Bank_Institution"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <!-- Properties Geldgeschaefte--> 
      <!-- vorlaeufige Aenderung/ Rausnahme wegen keine ObjectProperies --> 
      <daml_oil:ObjectProperty rdf:ID="vonBank"> 
       <daml_oil:range rdf:resource="#Bank_Institution"/> 
       <daml_oil:domain rdf:resource="#Ueberweisung"/> 
       <daml_oil:domain rdf:resource="#Dauerauftrag"/> 
      </daml_oil:ObjectProperty> 
      <daml_oil:ObjectProperty rdf:ID="zuBank"> 
       <daml_oil:range rdf:resource="#Bank_Institution"/> 
       <daml_oil:domain rdf:resource="#Ueberweisung"/> 
       <daml_oil:domain rdf:resource="#Dauerauftrag"/> 
      </daml_oil:ObjectProperty> 
      <!--Properies Text--> 
      <daml_oil:ObjectProperty rdf:ID="Sprache"> 
       <daml_oil:domain rdf:resource="#Text"/> 
       <daml_oil:range rdf:resource="#Sprachen"/> 
      </daml_oil:ObjectProperty> 
      <!-- Properties Pruefung--> 
      <daml_oil:ObjectProperty rdf:ID="Ausgabedatentyp"> 
       <daml_oil:range rdf:resource="#Datentyp"/> 
       <daml_oil:domain rdf:resource="#Pruefung"/> 
      </daml_oil:ObjectProperty> 
      <daml_oil:ObjectProperty rdf:ID="Eingabedatentyp"> 
       <daml_oil:range rdf:resource="#Datentyp"/> 
       <daml_oil:domain rdf:resource="#Pruefung"/> 
      </daml_oil:ObjectProperty> 
      <!-- 
      <daml_oil:DatatypeProperty rdf:ID="Anzahl_Eingabeparameter"> 
       <daml_oil:domain rdf:resource="#Pruefung"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 




      <daml_oil:DatatypeProperty rdf:ID="Methodenname"> 
       <daml_oil:domain rdf:resource="#Pruefung"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#string"/> 
      </daml_oil:DatatypeProperty> 
      <!-- Properties Rechschreibpruefung--> 
      <daml_oil:DatatypeProperty rdf:ID="MaximaleAnzahlZeichen"> 
       <daml_oil:domain rdf:resource="#Rechtschreibpruefung"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:DatatypeProperty rdf:ID="WoerterProMinute"> 
       <daml_oil:domain rdf:resource="#Rechtschreibpruefung"/> 
       <daml_oil:range rdf:resource="http://www.w3.org/2000/10/XMLSchema#integer"/> 
      </daml_oil:DatatypeProperty> 
      <daml_oil:ObjectProperty rdf:ID="EingabeFormate"> 
       <daml_oil:domain rdf:resource="#Rechtschreibpruefung"/> 
       <daml_oil:range rdf:resource="#EingabeFormat"/> 
      </daml_oil:ObjectProperty> 
      <!--Instanzen Collection der jeweiligen Sprachen--> 
       <UComT:English rdf:ID="EN"> 
 </UComT:English> 
       <UComT:Deutsch rdf:ID="DE"> 
 </UComT:Deutsch> 
       <UComT:Espanol rdf:ID="ES"> 
 </UComT:Espanol> 
       <UComT:Francaise rdf:ID="FR"> 
 </UComT:Francaise> 
       <!--Instanzen fuer Datentypen- Collection--> 
       <UComT:integer rdf:ID="i_integer"> 
 </UComT:integer> 
       <UComT:long rdf:ID="i_long"> 
 </UComT:long> 
       <UComT:string rdf:ID="i_string"> 
 </UComT:string> 
       <UComT:boolean rdf:ID="i_boolean"> 
 </UComT:boolean> 
      <!-- Instanzen fuer EingabeFormat Collections--> 
       <UComT:ASCII rdf:ID="i_ASCII">    
 </UComT:ASCII> 
 <UComT:HTML rdf:ID="i_HTML">    
 </UComT:HTML> 
       <UComT:XML rdf:ID="i_XML">    
 </UComT:XML> 
      <!--Ende der Basisontologie--> 
  </rdf:RDF> 
</BaseOntologyFile> 
Listing A.3: Ein Vokabular in DAML+OIL (Beispiel) 
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Anhang B: Schnittstellenreferenz 
Der Anhang B dokumentiert die Realisierung der wichtigsten Schnittstellen der Prototypimp-
lementierung des UComT-Modells. Die Definition der übrigen Schnittstellen, der komplette 
Quellcode der Prototyp-Implementierung (ca. 72.000 Programmzeilen), die kompilierte Fas-
sung, Hilfedateien und Installationshinweise befinden sich auf der der Arbeit beiliegenden CD-
ROM. 
B.1 Datenspeicher 
Das vorliegende Kapitel dokumentiert die Schnittstellendefinitionen aller neun Datenspeicher 
der UComT-Server-Architektur. 
B.1.1 Schnittstelle "IDataStore" 
Die Schnittstelle IDataStore beschreibt die minimalen Implementierungsvoraussetzungen für 
jeden Datenspeicher. Jeder Datenspeicher muss Methoden zur Initialisierung (Init()), zum He-
runterfahren (Shutdown()) sowie zum Löschen des gesamten Inhalts (Clear()) anbieten. Au-
ßerdem muss er – zu administrativen Zwecken – Auskunft über seinen physikalischen Spei-
cherort geben können. Dazu definiert die Schnittstelle das Attribut PhysicalPath. 
  /// <summary> 
  /// Basisschnittstellen für alle Datenspeicher 
  /// </summary> 
  public interface IDataStore 
  { 
    // liefert den Pfad zu dem Datenspeicher in Form einer Zeichenkette 
    string PhysicalPath { get; } 
    // Initialisiert den Datenspeicher 
    bool Init(); 
    // Schließt den Datenspeicher 
    bool Shutdown(); 
    // Löscht den gesamten Datenspeicher 
    void Clear(); 
  } 
Listing B.1: Schnittstelle "IDataStore" 
B.1.2 Schnittstelle "IOfferStore" 
Der Offer-Store ist der Ablageort für die OfferDocuments aller Komponentenangebote. 
Notwendige Methoden sind das Speichern (AddOffer()), das Löschen (DeleteOffer()) und 
das Aktualisieren eines Angebots (UpdateOffer()). Hinsichtlich der lesenden Operationen ist 
der Zugriff auf einzelne Angebote (Get()) ebenso sinnvoll wie der Zugriff auf eine Liste aller 
Angebote. Wahlweise sollte der Aufrufer mit GetAllOfferIDs() nur die Liste aller Angebots-
nummern beziehen können (um die einzelnen Angebote selbst bei Bedarf anzufordern) oder 
mit GetAll() eine komplette Liste der Angebotsnummern mit den zugehörigen OfferDocu-
ments. 
B-2 Schnittstellenreferenz   
 
 
  /// <summary> 
  /// Schnittstelle für den Offer-Store 
  /// </summary> 
  public interface IOfferStore : IDataStore 
  { 
   // Angebot hinzufügen 
   bool AddOffer(XmlDocument New, long OfferID); 
   // Angebot aktualisieren 
   bool UpdateOffer(long OfferID, XmlDocument Update); 
   // Angebot löschen 
   bool DeleteOffer(long OfferID); 
  // Liste aller Angebote beziehen 
  long[] GetAllOfferIDs(); 
   // Liste aller Angebote beziehen 
   Hashtable GetAll(); 
   // Einzelnes Angebot beziehen 
   XmlDocument Get(long ID); 
  } 
Listing B.2: Schnittstelle "IOfferStore" 
B.1.3 Schnittstelle "IComponentStore" 
IComponentStore definiert die Schnittstelle für die Implementierung des Component-Store, in 
dem alle auf den Trader übertragenen Komponentendateien abgelegt werden können. ICom-
ponentStore definiert Methoden für das Speichern, Lesen und Löschen von Dateien. Da es 
sich i.d.R. um binäre Dateien handelt, tauscht der Component-Store die Dateien mit der Ge-
schäftslogik in Form von Base-64-kodierten Dateien oder Instanzen der CLI-Klasse Sys-
tem.IO.Stream aus. 
public interface IComponentStore : IDataStore 
 { 
  // Ablegen einer Komponentendatei 
  void Add(long OfferID, string FileName, Stream ComponentFile); 
  void Add(long OfferID, string FileName, string Base64EncodedComponentFile); 
  // Löschen einer Komponentendatei 
  void Delete(long OfferID, string FileName); 
  // Löschen aller Komponentendateien zu einem Angebot 
  void Delete(long OfferID); 
  // Liste aller Komponentendateien für ein Angebot 
  string[] GetAllFilesFor(long OfferID); 
  // Alle Dateien für ein Angebot in Base64-Kodierung 
  Hashtable GetAllEncodedFilesFor(long OfferID); 
  // Ermittelt den Speicher, den eine Komponentendatei benötigt 
  long GetUsedStorageForFile(long OfferID, string FileName); 
  // Ermittelt den Speicher, den alle Komponenten eines Angebots benötigen 
  long GetUsedStorageForOffer(long OfferID); 
  // Liefert eine bestimmte Datei in einem Stream 
  Stream GetFileAsStream(long OfferID, string FileName); 
  string GetFileAsString(long OfferID, string FileName); 
  // Ermittelt, ob eine bestimmte Komponente verfügbar ist 
  bool IsComponentAvailable(string FileName); 
 } 
Listing B.3: Schnittstelle "IComponentStore" 
B.1.4 Schnittstelle "ISearchStore" 
Der Search-Store muss Methoden zum Speichern, Löschen und Lesen von Daueraufträgen 
anbieten. Daueraufträge müssen durch einen UUID identifiziert werden, da die Bezeichnung 
über alle Trader hinweg eindeutig sein muss. Wenn dies nicht erfüllt ist, könnte der Importer 
die asynchron zur Anfrage eintreffenden Antworten auf einen Import nicht eindeutig zuordnen. 




 /// <summary> 
 /// Schnittstelle für den Search-Store 
 /// </summary> 
 public interface ISearchStore : IDataStore 
 { 
  // Speichern eines Dauerauftrags 
  void Add(XmlDocument New, System.Guid SearchID); 
  // Löschen eines Dauerauftrags 
  void Delete(long SearchID); 
  // Auslesen eines Dauerauftrags 
  Hashtable GetAll(System.Guid ImportID); 
  // Liste aller Daueraufträge 
  Hashtable GetAll(); 
 } 
Listing B.4: Schnittstelle "ISearchStore" 
B.1.5 Schnittstelle "IModuleRepository" 
Die Schnittstelle IModuleRepository definiert für die Implementierung des Module-Repository 
die Methoden AddModule() zum Hinzufügen eines Moduls, DeleteModule() zum Entfernen 
eines Moduls sowie GetAllModules() für eine Liste aller installierten Module und GetModu-
le() für den Zugriff auf ein einzelnes Modul. GetModule() liefert das Modul in Form einer In-
stanz der CLI-Klasse System.Reflection.Assembly. 
 /// <summary> 
 /// Schnittstelle für das Module-Repository 
 /// </summary> 
 public interface IModuleRepository : IDataStore 
 { 
  // Hinzufügen eines Moduls 
  bool AddModule(Stream saveStream, string ModuleFileName); 
  // Liest ein Modul ein 
  System.Reflection.Assembly GetAssembly(string FileName); 
  // Liste aller Module   
  ArrayList GetAllModuleStoredModules(); 
  // Entfernen eines Moduls 
  bool DeleteModule(string ModuleName); 
 } 
Listing B.5: Schnittstelle "IModuleRepository" 
B.1.6 Schnittstelle "IProtocolStore" 
IProtocolStore stellt Methoden zur Realisierung des Protocol-Store bereit. Der Protocol-
Store kann gemäß dem Architekturmodell das Protokoll auf mehrere Dateien aufteilen. Alte 
Einträge können entfernt werden. Die Steuerung der Verwendung von Protokolldateien obliegt 
dem Protocol-Manager. 
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  /// <summary> 
  /// Schnittstelle für den Protocol-Store 
  /// </summary> 
  public interface IProtocolStore : IDataStore 
  { 
   // Erzeugen einer neuen Protokolldatei 
   void CreateNewLogFile(System.DateTime StartTimestamp); 
   // Schließen einer Protokolldatei 
   void CloseLogFile(System.DateTime StartTimestamp, System.DateTime EndTimestamp); 
   // Hinzufügen eines Eintrags zu einer Protokolldatei 
   void Add(string EntryType, string Timestamp, string Content); 
   // Entfernen alter Einträge aus den Protokolldateien 
   void RemoveOldEntries(string EntryType, System.DateTime OlderThan); 
   // Liste aller Protokolldateien in einem bestimmten Zeitraum 
   ArrayList GetLogFiles(System.DateTime From, System.DateTime To); 
   // Liste aller Protokolleinträge in einem bestimmten Zeitraum 
   ArrayList GetLogEntries(System.DateTime From, System.DateTime To); 
   // Name der aktuellen Protokolldatei 
   string GetCurrentLogFileName(); 
  } 
Listing B.6: Schnittstelle "IProtocolStore" 
B.1.7 Schnittstelle "IConfigurationStore" 
Der Configuration-Store dient lediglich der Speicherung des Konfigurationsdokuments des 
Trader-Servers und bietet daher nur zwei Methoden zum Lesen und Schreiben des Configu-
rationDocument an. 
  /// <summary> 
  /// Schnittstelle für den Configuration-Store 
  /// </summary> 
  public interface IConfigurationStore : IDataStore 
  { 
   // Speichert den aktuellen Stand des Konfigurationsdokuments 
   bool SaveAdministrationDocument(XmlDocument doc); 
   // Liest das Konfigurationsdokument 
   XmlDocument GetAdministrationDocument(); 
  } 
Listing B.7: Schnittstelle "IConfigurationStore" 
B.1.8 Schnittstelle "IClientStore" 
Der Client-Store speichert Informationen über Trader-Clients, d.h. Importer, Exporter und 
verlinkte Trader. IClientStore bietet Methoden zur Ablage von Daten über Clients (AddC-
lient()), zur Aktualisierung der Daten (UpdateClient()) sowie zum Entfernen (DeleteC-
lient()). Außerdem kann die Geschäftslogik mit GetClient() die zu einem Client abgelegten 
Daten anfordern. 
  /// <summary> 
  /// Schnittstelle für den Client-Store 
  /// </summary> 
  public interface IClientStore : IDataStore 
  { 
   // Daten über einen Client ablegen 
   bool AddClient(System.Guid ClientID, XmlDocument ClientData); 
   // Aktualisiert Daten für einen Client 
   bool UpdateClient(System.Guid ClientID, XmlDocument ClientData); 
   // Entfernt Daten über einen Client 
   bool RemoveClient(System.Guid ClientID); 
   // Holt Daten über einen Client 
   XmlDocument GetClient(System.Guid ClientID); 
  } 




B.1.9 Schnittstelle "ISchemaStore" 
Der Schema-Store verwaltet XML-Schemata in Form von XML-Dokumentdateien. Die 
Schnittstelle ISchemaStore definiert dafür das Hinzufügen/Überschreiben (Add()), das Aus-
lesen (Get()) und Löschen (Delete()). 
 /// <summary> 
 /// Schnittstelle für Schema-Store 
 /// </summary> 
 public interface ISchemaStore: IDataStore 
 { 
  // Hinzufügen eines Schema-Dokuments (ggf. Überschreiben eines vorhandenen) 
  bool Add(string Name, XmlDocument SchemaDocument); 
  // Auslesen eines Schema-Dokuments 
  XmlDocument Get(string Name); 
  // Löschen eines Schema-Dokuments 
  bool Delete(string Name); 
 } 
Listing B.9: Schnittstelle "ISchemaStore" 
B.1.10 Schnittstelle "ICustomStore" 
Der Custom-Store bietet Erweiterungsmodulen einen eigenen, von anderen Modulen isolierten 
Datenspeicher. Die Schnittstelle ICustomStore bietet Methoden zum Speichern, Lesen, Lö-
schen und Laden von Dateien. Außerdem kann ein Modul den absoluten Pfad einer Datei 
ermitteln; dies ist erforderlich für Module, die mit referenzierten XML-Dokumenten arbeiten 
(z.B. die Ontologie-Administration). 
  /// <summary> 
  /// Schnittstelle für den Custom-Store 
  /// </summary> 
   public interface ICustomStore : IDataStore 
  { 
    // Speichern einer Datei 
    bool Save(string ModuleName, string FileName, XmlNode Content, bool Overwrite); 
    // Liste aller Dateien 
    XmlDocument GetFiles(string ModuleName); 
    // Laden einer Datei 
    XmlNode Load(string ModuleName, string FileName); 
    // Ermittlung des absoluten Dateisystempfades 
    string GetAbsolutePath(string ModuleName, string FileName); 
    // Löschen einer Datei 
    bool Delete(string ModuleName, string FileName); 
  } 
Listing B.10: Schnittstelle "ICustomStore" 
B.2 Kernbausteine 
Das vorliegende Kapitel dokumentiert die Schnittstellendefinitionen der wichtigsten Kernbau-
steine. 
B.2.1 Schnittstelle "ITraderCore" 
Die Schnittstelle ITraderCore ist die oberste Schnittstelle in der Vererbungshierarchie der 
Schnittstellen für Kernbausteine des Traders. ITraderCore definiert als Pflichtmitglieder eine 
Methode zur Initialisierung eines Bausteins (Init()), die beim Hochfahren des Trader-Servers 
aufgerufen wird, und eine Methode Shutdown(), die beim Beenden aufgerufen wird. 
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 /// <summary> 
 /// Schnittstelle für alle Bausteine des Trader-Kerns 
 /// </summary> 
 public interface ITraderCore 
 { 
  // Initialisiert den Baustein 
  bool Init(); 
  // Beendet den Baustein 
  bool Shutdown(); 
 } 
Listing B.11: Schnittstelle "ITraderCore" 
Von ITraderCore abgeleitet sind gemäß den drei Kern-Typen die Schnittstellen IFacade, 
IActiveServiceBlock und IPassiveBlock. Von den vorgenannten Schnittstellen definiert nur 
die IActiveServiceBlock-Schnittstelle zwei Mitglieder, die dem Trader-Server dazu dienen, 
den Kernbaustein in definierten Intervallen (CallInterval) aufzurufen (Call()). Alle konkreten 
Schnittstellen für Bausteine sind von den Schnittstellen IFacade, IActiveServiceBlock und 
IPassiveBlock abgeleitet. 
 /// <summary> 
 /// Kommunikations-Bausteine des Trader-Kerns 
 /// </summary> 
 public interface IFacade : ITraderCore 
 { 
 } 
Listing B.12: Schnittstelle "IFacade" 
 /// <summary> 
 /// Bausteine des Trader-Kerns, die regelmäßig aufgerufen werden müssen 
 /// </summary> 
 public interface IActiveServiceBlock : ITraderCore 
 { 
  // Aufrufintervall 
  long CallInterval { get; } // Aufrufintervall in Millisekunden 
  // Aufruf durch Trader-Dienst 
  bool Call(); 
 } 
Listing B.13: Schnittstelle "IActiveServiceBlock" 
 /// <summary> 
 /// Kommunikations-Bausteine des Trader-Kerns 
 /// </summary> 
 public interface IPassiveBlock : ITraderCore 
 { 
 } 















































































































Abbildung B.1: UML-Diagramm der Kern-Schnittstellen (Ausschnitt) 
B.2.2 Schnittstelle "IExporterManager" 
Der Exporter-Manager realisiert die Fassade für die Exporter. Den Kommunikationsvorgän-
gen zwischen Exporter und Trader entsprechend bietet die Schnittstelle IExporterManager 
die Methoden Register(), Withdraw() und ModifyRegistration() für die Registrierungsver-
waltung an. Zur Weiterleitung an den Dynamic-Element-Manager empfängt der Exporter-
Manager auch Aktualisierungen dynamischer Elemente (UpdateElements()). Auch Recei-
veEvaluation() wird an einen anderen Baustein, den Evaluation-Manager, weitergeleitet. 
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 // === Ereignisse im Exporter-Manager 
 public delegate void OnRegisterStart(IExportDoc E); 
 public delegate void OnRegisterDocValidation(IExport E); 
 public delegate void OnRegisterSecurityCheck(IExport E); 
 public delegate void OnRegisterFinished(IExport E); 
 public delegate void OnRegisterBeforeAnswerCreated(IExport E); 
 public delegate void OnWithdrawStart(IExportDoc E); 
 public delegate void OnWithdrawFinished(IExportDoc E, IOffer O); 
 public delegate void OnWithdrawBeforeDelete(IExportDoc E, IOffer O); 
 /// <summary> 
 /// Schnittstelle für Exporter-Manager 
 /// </summary> 
 public interface IExporterManager : IFacade 
 { 
  // Methoden 
  XmlDocument Register(XmlDocument ExportDocument); 
  XmlDocument Withdraw(XmlDocument WithdrawDocument); 
  XmlDocument UpdateElements(XmlDocument DynamicElementPushDocument); 
  XmlDocument ModifyRegistration(XmlDocument ExportModificationDocument); 
  XmlDocument ReceiveEvaluation(XmlDocument EvaluationAnswerDocument); 
   
  // Ereignisse 
  event OnRegisterStart RegisterStart; 
  event OnRegisterDocValidation RegisterDocValidation; 
  event OnRegisterSecurityCheck RegisterSecurityCheck; 
  event OnRegisterFinished RegisterFinished; 
  event OnRegisterBeforeAnswerCreated RegisterBeforeAnswerCreated; 
  event OnWithdrawStart WithdrawStart; 
  event OnWithdrawFinished WithdrawFinished; 
  event OnWithdrawBeforeDelete WithdrawBeforeDelete; 
 }  
Listing B.15: Schnittstelle "IExporterManager" 
B.2.3 Schnittstelle "IImporterManager" 
Der Importer-Manager empfängt Nachrichten von den Importern. Neben Suchanfragen 
(Search()) nimmt der Importer-Manager auch Dienstaufrufe (Execute()) und Bewertungen für 
den Evaluation-Manager (ReceiveEvaluation()) entgegen. Die Dienstaufrufe werden an den 
Access-Manager weitergeleitet. 
 // === Ereignisse im Exporter-Manager 
 public delegate void OnImportStart(IImportDoc I); 
 public delegate void OnImportRetrieve(IImport I); 
 public delegate void OnPrepareImportAnswer(IImport I); 
 public delegate void OnImportFinished(IImport I); 
 /// <summary> 
 /// Schnittstelle für Importer-Manager 
 /// </summary> 
 public interface IImporterManager : IFacade 
 { 
  // Methoden 
  XmlDocument Search(XmlDocument ImportDocument); 
  XmlDocument Execute(XmlDocument ExecutionDocument); 
  XmlDocument ReceiveEvaluation(XmlDocument EvaluationAnswerDocument); 
  // Ereignisse 
  event OnImportStart ImportStart; 
  event OnPrepareImportAnswer PrepareImportAnswer; 
  event OnImportRetrieve ImportRetrieve; 
  event OnImportFinished ImportFinished; 
 }  
Listing B.16: Schnittstelle "IImporterManager" 
B.2.4 Schnittstelle "IMatchingManager" 
Der Matching-Manager wird ausschließlich vom Importer aufgerufen und benötigt dafür nur 
eine einzige Methode. GetAllMatchingServices() erhält vom Importer-Manager eine Instanz 




Manager zahlreiche Ereignisse, für die sich Erweiterungsmodule als Ereigniskonsumenten re-
gistrieren können. 
  // === Ereignisse im Matching-Manager 
  public delegate void OnStartMatching(IImport I, ref IOffers O); 
  public delegate void OnFinishMatching(IImport I, ref IRelevantOffers RO); 
  public delegate void OnBeforeMatch(IImport I, IOffer O, ref float Relevance); 
  public delegate void OnMatchFailure(IImport I, IOffer O); 
  public delegate void OnMatchSuccess(IImport I, IRelevantOffer O); 
  public delegate void OnChoice(IImport I, ref IRelevantOffers RO); 
  public delegate void OnGrading(IImport I, ref IRelevantOffers RO); 
  public delegate void OnValidation(IImport I, ref IRelevantOffers RO); 
 /// <summary> 
 /// Schnittstelle für Matching-Manager 
 /// </summary> 
 public interface IMatchingManager : IPassiveBlock 
 { 
  // Methoden 
  IRelevantOffers GetAllMatchingOffers(IImport myImport); 
  // Ereignisse 
  event OnStartMatching StartMatching; 
  event OnFinishMatching FinishMatching; 
  event OnMatchSuccess MatchSuccess; 
  event OnMatchFailure MatchFailure; 
  event OnBeforeMatch BeforeMatch; 
  event OnGrading Grading; 
  event OnChoice Choice; 
  event OnValidation Validation; 
 } 
 Listing B.17: Schnittstelle "IMatchingManager" 
B.2.5 Schnittstelle "IModuleManager" 
Die Realisierung des Module-Managers gehört neben dem Matching-Prozess zu den größten 
Anforderungen bei der Implementierung des UComT-Modells. Die Schnittstelle IModuleMa-
nager muss Methoden zur Installation und Deinstallation von Modulen (AddModule(), Remo-
veModule()), zur Initialisierung der Module (InitAllModules()) sowie zur Auswertung von 
Trader-Direktiven mit Hinweisen auf Module (ProcessModulesDirectives()) bereitstellen. 
Der Module-Manager bietet Listen aller installierten Module (InstalledModules), aller herun-
terladbaren Module (DownloadableModules) und eine Vereinigungsmenge der beiden vorge-
nannten Mengen (AllModules) an. Einzelne Module können über GetModule() angesprochen 
werden. Für Element-gebundene Module sowie für Matching-Module muss der Module-
Manager eine besondere Unterstützung anbieten. 
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 /// <summary> 
 /// Schnittstelle für Module-Manager 
 /// </summary> 
 public interface IModuleManager : IPassiveBlock 
 { 
  // Attribute 
  System.Collections.Hashtable InstalledModules { get; } 
  System.Collections.Hashtable DownloadableModules { get; } 
  System.Collections.Hashtable AllModules { get; } 
  // Methoden 
  bool IsModuleAvailable(string Type, string Name); 
  bool AddModule(System.Uri url, string type, string name); 
  bool AddModule(System.IO.FileInfo f, string type, string name); 
  bool RemoveModule(string ModuleName); 
  IModule GetModule(System.Type MyType, string Name); 
  IModule GetModule(string Type, string Name); 
  IModule GetModule(string FullModuleName); 
  Hashtable GetAllModulesOfType(Type ModuleType); 
  void InitAllModules(ITrader T); 
  XmlNode ProcessElementBoundModules(ITraderDoc doc, string XMLNamespace, ITraderClient TC); 
  IMatchCalls GetMatchingModules(string SearchLanguage, string DescriptionLanguage); 
  void ProcessModulesDirectives(System.Xml.XmlNode ModuleImports, ITrader myTrader); 
 }  
Listing B.18: Schnittstelle "IModuleManager" 
B.2.6 Schnittstelle "IConverterManager" 
Die Schnittstelle IConverterManager definiert die notwendigen Operationen zur Realisierung 
des Converter-Managers. Der Converter-Manager kann ermitteln, in welche anderen Spra-
chen eine bestimmte Sprache konvertierbar ist und in welcher Qualität eine Sprache in eine 
andere konvertierbar ist. Ferner kann der Converter-Manager eine Konvertierung eines 
XML-Fragments in eine andere Sprache ausführen (Convert()) oder eine Menge von Frag-
menten in alle konvertierbaren Fragmente umwandeln (ConvertToAll()). 
 /// <summary> 
 /// Schnittstelle für die Klasse ConverterManager 
 /// </summary> 
 public interface IConverterManager : IPassiveBlock 
 { 
  // Ermittlung, mit welchem Qualitätsfaktor eine Konvertierung möglich ist 
  float CheckConvertibility(string SourceLang, string TargetLang);  
  // Liste aller Sprachen, in die die angegebene Sprache konvertierbar ist 
  ArrayList GetConvertibleLanguages(string SourceLanguage);  
  // Konvertierung einer Sprache in eine andere 
  XmlNode Convert(XmlNode fragment, string TargetLanguage); 
  // Konvertiert die übergebenen XML-Fragmente in alle konvertierbaren XML-Fragmente 
  ArrayList ConvertToAll(ArrayList SourceFragments); 
 } 
Listing B.19: Schnittstelle "IConverterManager" 
B.2.7 Schnittstelle "ISchemaManager" 
Die Schnittstelle ISchemaManager für den Schema-Manager definiert nur eine Methode: Der 
Aufruf von Validate() stößt die Validierung des übergebenen XML-Fragments an. Das XML-
Fragment muss die Verweise auf die relevanten Schemata enthalten. Ergebnis ist eine leere 
Zeichenkette (im Erfolgsfall) oder der Text der Fehlermeldungen. Alle weiteren Aufgaben rund 
um die Schema-Verwaltung wie das Hinzufügen oder Entfernen von Schemata, kann durch 
Trader-Direktive-Module und Administration-Module realisiert werden, die direkt den Sche-
ma-Store ansprechen; daher ist eine explizite Definition von Schnittstellen für die Schemata-




 /// <summary> 
 /// Schnittstelle für den Schema-Manager 
 /// </summary> 
 public interface ISchemaManager : IPassiveBlock 
 { 
  // Validierung eines XML-Fragments 
  string Validate(XmlNode Fragment); 
 } 
Listing B.20: Schnittstelle "ISchemaManager" 
B.2.8 Schnittstelle "IDynamicElementManager" 
Der Dynamic-Element-Manager realisiert alle Funktionen zur Verwaltung dynamischer Eigen-
schaften. Die zugehörige Schnittstelle IDynamicElementManager bietet eine Methode zum 
Anstoßen einer Aktualisierung innerhalb des Traders für ein bestimmtes Komponentenangebot 
(Update()) und zur Verarbeitung von Aktualisierungsnachrichte durch Exporter oder andere 
Clients (ProcessElementUpdate()). Update() erwartet als Parameter das zu aktualisierende 
Angebotsobjekt und optional – wenn nicht alle Elemente aktualisiert werden sollen – eine 
XPath-Anweisung, die zu dem zu aktualisierenden Element führt. ProcessElementUpdate() 
erwartet ein DynamicElementPushDocument und einen Verweis auf ein Objekt, das ITra-
derClient implementiert, d.h. Daten über den Client bereitstellt, der das Dokument übermittelt 
hat. Eine Methode, die die periodisch zu aktualisierenden Elemente verarbeitet, steht in Form 
der Methode Call() zur Verfügung, die die Schnittstelle IDynamicElementManager von IAc-
tiveServiceBlock erbt. 
 /// <summary> 
 /// Schnittstelle für Dynamic-Element-Manager 
 /// </summary> 
 public interface IDynamicElementManager : IActiveServiceBlock 
 { 
  // Methoden 
  void Update(IOffer Offer); 
  void Update(IOffer Offer, string Element); 
  void ProcessElementUpdate(XmlDocument DynamicElementPushDocument, ITraderClient Client); 
 }  
Listing B.21: Schnittstelle "IDynamicElementManager" 
B.2.9 Schnittstelle "IAccessManager" 
Die Schnittstelle IAccessManager definiert die Funktionen des Access-Managers. Die Haupt-
Methode Execute() erhält vom Importer-Manager ein Execution-Objekt mit dem Executi-
onDocument und dem zugehörigen OfferDocument. Der Access-Manager ermittelt dann die 
in dem Komponentenangebot dokumentierten Service Access-Protokolle. Darauf folgt die 
Implementierung des in Kapitel 6.7.4 entwickelten Entscheidungsbaums. Die verschiedenen 
Zugriffsverfahren können auch direkt aufgerufen werden, wenn der Importer ein bestimmtes 
Verfahren gewünscht hat (ExecuteLocal(), ExecuteRemote() und DelegateExecution-
ToExporter()). 
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 // === Events im Access-Manager 
 public delegate void OnExecutionStart(IExecution Ex); 
 public delegate void OnExecutionSuccess(IExecution Ex); 
 public delegate void OnExecutionFailure(IExecution Ex); 
 public delegate void  OnExecutionLocalStart (IExecution Ex); 
 public delegate void  OnExecutionRemoteStart (IExecution Ex); 
 public delegate void  OnExecutionDelegationStart (IExecution Ex); 
 /// <summary> 
 /// Schnittstelle für Access-Manager 
 /// </summary> 
 public interface IAccessManager : IPassiveBlock 
 { 
  // Methoden 
  object Execute(IExecution exec); 
  object ExecuteLocal(IExecution exec); 
  object ExecuteRemote(IExecution exec); 
  object DelegateExecutionToExporter(IExecution exec); 
  // Events 
  event OnExecutionStart ExecutionStart; 
  event OnExecutionLocalStart ExecutionLocalStart; 
  event OnExecutionRemoteStart OnExecutionRemoteStart; 
  event OnExecutionDelegationStart OnExecutionDelegationStart; 
  event OnExecutionFailure ExecutionFailure; 
  event OnExecutionSuccess ExecutionSuccess; 
 } 
Listing B.22: Schnittstelle "IAccessManager" 
B.2.10 Schnittstelle "IAdministrationManager" 
Der Administration-Manager benötigt nur eine einzige Methode: Process() verarbeitet ein 
eingehendes AdministrationDocument und liefert ein AdministrationAnswerDocument 
zurück. 
 public delegate void OnAdminCallStart(IAdminCall AC); 
 public delegate void OnAdminCallFinished(IAdminCall AC); 
 /// <summary> 
 /// Schnittstelle für Administration-Manager 
 /// </summary> 
 public interface IAdministrationManager : IFacade, IActiveServiceBlock 
  
  // Methoden 
  XmlDocument Process(XmlDocument AdminDoc); 
  // Events 
  event OnAdminCallStart AdminCallStart; 
  event OnAdminCallFinished AdminCallFinished; 
 } 
Listing B.23: Schnittstelle "IAdministrationManager" 
B.3 Trader-Prozesse 
Die folgenden Schnittstellen beschreiben Trader-Prozesse. Ein Prozess ist eine Datenstruktur, 
die an einen von außen angestoßenen Vorgang gebunden ist und durch die verschiedenen be-
teiligten Kernbausteine sowie Erweiterungsmodule gereicht wird. 
B.3.1 Schnittstelle "ITraderProcess" 
Die Schnittstelle ITraderProcess bildet die Basisschnittstelle für alle Schnittstellen, die zur 
Implementierung von Trader-Prozessen eingesetzt werden. ITraderProcess definiert keine 
Mitglieder, da die einzelnen Trader-Prozesse sehr unterschiedliche Daten benötigen. ITra-




 /// <summary> 
 /// Schnittstelle für alle TraderAction-Schnittstellen 
 /// </summary> 
 public interface ITraderProcess 
 { 
 } 
Listing B.24: Schnittstelle "ITraderProcess" 
B.3.2 Schnittstelle "IExport" 
Die Schnittstelle IExport beschreibt eine Datenstruktur, die im Rahmen eines Exports erzeugt 
wird. Notwendige Mitglieder sind Verweise auf Exporter (Exporter), ExportDocument 
(ExportDoc) und das im Rahmen des Export-Vorgangs als interne Datenstruktur erzeugte 
Offer-Objekt sowie das am Ende des Export-Vorgangs an den Client zurückzuliefernde Ex-
portAnswerDocument (ExportAnswerDoc). 
 /// <summary> 
 /// Schnittstelle für ein Objekt, das einen einzelnen Export-Vorgang innerhalb des Traders 
repräsentiert 
 /// </summary> 
 public interface IExport : ITraderProcess 
 { 
  IExporter Exporter{get;set;} 
  IExportDoc ExportDoc{get;set;} 
  IOffer Offer{get;set;} 
  IExportAnswerDoc ExportAnswerDoc{get;set;} 
 } 
Listing B.25: Schnittstelle "IExport" 
B.3.3 Schnittstelle "IImport" 
Analog zu IExport beschreibt IImport einen einzelnen Importvorgang. Zu speichernde Daten 
sind neben den Verweisen auf Importer (Importer), ImportDocument (ImportDoc) und 
ImportAnswerDocument (ImportAnswerDoc) auch der UUID des Import-Vorgangs (Im-
portID) sowie die Ergebnismenge der Suche in Form einer Objektmenge, die IRelevantOf-
fers realisiert. 
 /// <summary> 
 /// Schnittstelle für ein Objekt, das einen einzelnen Import-Vorgang innerhalb des Traders 
repräsentiert 
 /// </summary> 
 public interface IImport : ITraderProcess 
 { 
  // Attribute 
  IImporter Importer{get;set;} 
  System.Guid ImportID{get;set;}   
  IImportDoc ImportDoc{get;set;} 
  IRelevantOffers RelevantOffers{get;set;} 
  IImportAnswerDoc ImportAnswerDoc{get;set;} 
 } 
Listing B.26: Schnittstelle "IImport" 
 
B.3.4 Schnittstelle "IExecution" 
Die Schnittstelle IExecution umfasst die Verweise auf Importer (Importer), ExecutionDo-
cument (ExecutionDoc), OfferDocument (OfferDoc) sowie das Ergebnis der Ausführung 
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als Objekt (ExecutionResult) und in serialisierter Form als XML-Fragment (ExecutionResul-
tAsXml). 
 /// <summary> 
 /// Schnittstelle für ein Objekt, das einen einzelnen Dienstaufruf-Vorgang innerhalb des 
Traders repräsentiert 
 /// </summary> 
 public interface IExecution  : ITraderProcess 
 { 
  IOffer Offer{get;set;} 
  ITraderDoc ExecutionDoc{get;set;} 
  IImporter Importer{get;set;} 
  object ExecutionResult{get;set;} 
  System.Xml.XmlElement ExecutionResultAsXml{get;} 
 } 
 
Listing B.27: Schnittstelle "IExecution" 
 
B.3.5 Schnittstelle "IAdminCall" 
Die Schnittstelle IAdminCall verweist auf den beteiligten Client (AdminClient) sowie auf das 
Eingabedokument (AdminDocument) und das Ausgabedokument (AdminAnswerDocu-
ment). 
 
 /// <summary> 
 /// Schnittstelle für ein Objekt, das einen einzelnen Administrations-Vorgang innerhalb des 
Traders repräsentiert 
 /// </summary> 
 public interface IAdminCall 
 { 
  IAdminClient AdminClient{get;set;} 
  IAdminDoc AdminDocument{get;set;} 
  IAdminAnswerDoc AdminAnswerDocument{get;set;} 
 } 
Listing B.28: Schnittstelle "IAdminCall" 
B.4 Trader-Clients 
ITraderClient ist eine Schnittstelle für alle Klassen, die Clients des Traders repräsentieren. 
Jeder Client muss einen eindeutigen UUID besitzen (Attribut ID), sodass ein Client auch über 
verschiedene UCom-Trader hinweg eindeutig identifiziert werden kann. Weitere relevante 
Daten zum Client sind Systemname, IP-Adresse, Benutzername und Kennwort. Aus Sicht des 
Billing-Managers dem Client zugeordnet sind Rechnungen (Bills, CurrentBill). Eine Liste der 
letzten n Aktionen eines Client abrufen zu können (Actions), ist aus administrativer Sicht sinn-
voll. Jedes Objekt in der Actions-Menge muss die Schnittstelle ITraderProcess implementie-




 /// <summary> 
 /// Schnittstelle für die Basisklasse TraderClient 
 /// </summary> 
 public interface ITraderClient 
 { 
  // Von Trader-Client übermittelte UUID 
  System.Guid ID { get; set; } 
  // Name des Clients 
  string Name { get; set; } 
  // IP-Adresse des Clients 
  System.Net.IPAddress IPAddress  { get; set; } 
  // Benutzername 
  string UserName { get; set; } 
  // Kennwort (verschlüsselt) 
  string Password { get; set; } 
  // Liste von Objekten, die IBill implementieren 
  System.Collections.IList Bills  { get; } 
  // Aktuelle Rechnung 
  IBill CurrentBill  { get; } 
  // Liste von Objekten, die ITraderProcess implementieren 
  System.Collections.IList Actions { get; } 
 } 
Listing B.29: Schnittstelle "ITraderClient" 
In dem implementierten Prototyp bieten die von ITraderClient abgeleiteten Schnittstellen 
IExporter, IImporter und IAdminClient keine über die Definition von ITraderClient hinaus-
gehenden Mitglieder. 
B.5 Trader-Dokumente 
Die Schnittstelle ITraderDoc definiert Operationen für Trader-Dokumente. Die Implementie-
rung der Klassen basiert zweckmäßigerweise auf dem XML Document Object Model 
[LLW00]. Da die CLI-Klassenbibliothek für ein XML-Dokument jedoch keine Schnittstel-
lendefinition bereitstellt, kann ITraderDoc nicht von einer solchen abgeleitet werden. Möglich 
ist, die CLI-Klasse System.Xml.XmlDocument im Rahmen der Implementierung der Klasse 
TraderDoc als Oberklasse zu nutzen. Die Schnittstelle ITraderDoc definiert folglich nur über 
die CLI-Klasse System.Xml.XmlDocument hinausgehende Operationen. Dazu gehören ein 
eindeutiger UUID (DocID) und die Validierung des Dokuments (gegen Schemata und mit 
Hilfe von Modulen) sowie die Rückgabe des Validierungsergebnisses (Valid, Error, Error-
Doc). Die Methode Process() stößt die Verarbeitung aller Elemente an, für die Erweiterungs-
module installiert sind. Priorität hat dabei die Auswertung von <TD:Modules> mit Hinweisen 
auf Module, da diese Module zur Verarbeitung der übrigen Elemente benötigt werden könn-
ten. 
public interface ITraderDoc  
 { 
  // Eindeutiger UUID für das Dokument 
  System.Guid DocID { get; } 
  // Validierung des Dokuments 
  bool Validate(); 
  // Verarbeitung aller funktionsgebundenen Elemente 
  bool Process(); 
  // Ist das Dokument gültig? 
  bool Valid { get; } 
  // Fehlermeldungen als Text 
  string Error { get; } 
  // Fehlermeldungen als XML-Dokment 
  System.Xml.XmlNode ErrorDoc { get; } 
 } 
Listing B.30: Schnittstelle "ITraderDoc" 
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Die Schnittstellendefinitionen für die von ITraderDoc abgeleiteten Trader-Dokumente werden 
im Rahmen des Prototyps lediglich als Marker Interfaces (wie bei Szyperski [Szy02, S. 413] 
beschrieben) eingesetzt.  
public interface IExportDoc : ITraderDoc  {  } 
public interface IExportAnswerDoc : ITraderDoc {  } 
public interface IImportDoc : ITraderDoc  {  } 
public interface IExecutionDoc : ITraderDoc  {  } 
public interface IOfferDoc : ITraderDoc  {  } 
Listing B.31: Schnittstellendefinitionen für Trader-Dokumente (Ausschnitt) 
B.6 Interne Datenstrukturen 
Die in dem vorliegenden Unterkapitel dokumentierten Schnittstellen beziehen sich auf interne 
Datenstrukturen des Trader-Servers. Als intern sind dabei solche Datenstrukturen anzusehen, 
die der Trader im Laufe des Verarbeitungsprozesses erzeugt. Erweiterungsmodule haben im 
Rahmen von Direktaufruf oder Ereignisbindung vom Trader festgelegte Möglichkeiten, diese 


























































B.6.1 Schnittstelle "IInternalDataStructure" 
Die Schnittstelle IInternalDataStructure ist ein reines Marker Interface für alle internen Da-
tenklassen des Trader-Servers. 
 /// <summary> 
 /// Basisschnittstelle für interne Datenstrukturen, die zwischen Trader und 
Erweiterungsmodulen ausgetauscht werden 
 /// </summary> 
 public interface IInternalDataStructure 
 { 
 } 
Listing B.32: Schnittstelle "IInternalDataStructure" 
B.6.2 Schnittstelle "IOffer" 
Die Schnittstelle IOffer beschreibt ein einzelnes Komponentenangebot im Datenspeicher des 
Traders. Die IOffer-Schnittstelle umfasst insbesondere das OfferDocument und die eindeuti-
ge OfferID sowie eine Menge von Beschreibungselementen (DescElements). Mit Save() wird 
eine Veränderung im OfferDoc gespeichert und mit Delete() das Angebot aus dem Offer-
Store entfernt. 
  /// <summary> 
  /// IOffer beschreibt ein im Trader abgelegtes Komponentenangebot 
  /// </summary> 
  public interface IOffer : IInternalDataStructure 
  { 
    long OfferID{get;} 
    IOfferDoc OfferDoc{get;set;} 
    bool Delete(); 
    bool Save(); 
    System.Collections.ArrayList DescElements {get;} 
  } 
Listing B.33: Schnittstelle "IOffer" 
B.6.3 Schnittstelle "IRelevantOffer" 
IRelevantOffer ist von der Schnittstelle IOffer abgeleitet und dient der Implementierung einer 
Klasse, die ein in Bezug auf eine bestimmte Suchanfrage relevantes Suchangebot beschreibt. 
Gegenüber der IOffer-Schnittstelle enthält die IRelevantOffer-Schnittstelle ein zusätzliches 
Attribut Relevance. Relevance ist eine Zahl, die die Güte des Komponentenangebots in Be-
zug auf die Suchanfrage speichert. Die Match()-Methode jedes Matching-Moduls liefert einen 
Zahlwert zwischen 0 und 1 für die Relevanz zurück, der im Attribut Relevance abgelegt wird. 
Wenn mehrere Matching-Module zu einem Dienstangebot ein positives Ergebnis liefern, ad-
diert der Matching-Manager die Relevanz, sodass das Attribut Relevance auch einen Wert 
größer 1 annehmen kann. 
Aufgrund der in Kapitel 6.4.5.3 geschilderten Anforderung, dass es für den weiteren Prozess 
von Relevanz ist, welche der Suchanfragen einen Dienst in die Ergebnismenge gebracht hat, 
besitzt die Schnittstelle IRelevantOffer eine Untermenge MatchCalls mit einem oder mehre-
ren MatchCall-Objekten.  
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  /// <summary> 
  /// Die Schnittstelle beschreibt ein relevantes Angebot 
  /// </summary> 
  public interface IRelevantOffer : IOffer 
  { 
   float Relevance {get; set;} 
   IMatchCalls MatchCalls { get; } 
  }  
Listing B.34: Schnittstelle "IOffer" 
B.6.4 Schnittstelle "IDescElement" 
Die Schnittstelle IDescElement beschreibt ein Objekt zur Speicherung eines einzelnen Be-
schreibungselementes in einem OfferDocument. Ein Beschreibungselement ist in genau einer 
Sprache geschrieben (Language), umfasst ein XML-Fragment (XmlFragment), vererbt sich 
auf untergeordnete Strukturelemente (Inherits), ist für Importer sichtbar oder unsichtbar (Vi-
sible), wurde vom Importer oder dem Trader erzeugt (TraderGenerated) und gilt für eine 
Menge von Strukturelementen (Scopes). MustUnderstand legt fest, ob der Trader eine Imp-
lementierung für die verwendete Beschreibungssprache besitzen muss. Außerdem enthält ein 
Beschreibungselement eine Bewertung auf der Skala 1 bis 5 für die Aktorenkonzepte Busi-
nessLevel und TechnicalLevel. 
 /// <summary> 
 /// Beschreibt ein Beschreibungselement in einem Offer-Dokument 
 /// </summary> 
 public interface IDescElement 
 { 
  string Language { get; set; } 
  System.Xml.XmlNode XmlFragment { get; set; } 
  bool TraderGenerated { get; set; } 
  bool Visible { get; set; } 
  bool Inherits { get; set; } 
  bool MustUndertand { get; set; } 
  byte BusinessLevel { get; set; } 
  byte TechnicalLevel { get; set; } 
  System.Collections.ArrayList Scopes { get; set; } 
 } 
Listing B.35: Schnittstelle "IDescElement" 
B.6.5 Schnittstelle "ISearchElement" 
Die Schnittstelle ISearchElement beschreibt ein Objekt zur Speicherung eines einzelnen 
Suchelements in einem ImportDocument. Ein Suchelement ist in genau einer Sprache ge-
schrieben (Language), umfasst ein XML-Fragment (XmlFragment), besitzt den Modus Op-
tional oder Mandatory (Mode) und bezieht sich auf eine Menge von Strukturelementen 
(Scopes). MustUnderstand legt fest, ob der Trader eine Implementierung für die verwendete 
Suchsprache besitzen muss. Außerdem enthält ein Suchelement eine Bewertung auf der Skala 




 /// <summary> 
 /// Beschreibt ein Suchelement in einem Import-Dokument 
 /// </summary> 
 public interface ISearchElement 
 { 
  string Language { get; set; } 
  string Mode { get; set; } // Optional oder Mandatory 
  bool MustUnderstand { get; set; } 
  byte BusinessLevel { get; set; } 
  byte TechnicalLevel { get; set; } 
  System.Collections.ArrayList Scopes { get; set; } 
  System.Xml.XmlNode XmlFragment { get; set; } 
 } 
Listing B.36: Schnittstelle "ISearchElement" 
B.6.6 Schnittstelle "IMatchCall" 
Ein MatchCall-Objekt repräsentiert genau eine Möglichkeit der Anwendung der Suchsprache 
s auf eine Menge von Beschreibungssprachen b1..n, also der Ausführung der Funktion 
match(s,b1..n). Eine Möglichkeit für match(s,b1..n) kann sowohl in dem direkten Einsatz eines 
Matching-Moduls als auch in der vorherigen Verwendung eines oder mehrerer Converter-
Module bestehen match(conv(s1,s2),conv(b1,b2)). Beide Fälle können durch ein MatchCall-
Objekt beschrieben werden.  
Die Schnittstelle IMatchCall beschreibt einen Aufruf eines Matching-Moduls mit einem Such-
element (SearchElement) und einer Menge von Beschreibungselementen (DescElements). 
Optional kann eine Menge von Konvertern an dem Aufruf beteiligt sein, was durch das Attri-
but CallConverter signalisiert wird. Quality ist der Qualitätsfaktor des Matches, der sich aus 
den Qualitätsfaktoren der eingesetzten Konverter ergibt. Ohne den Einsatz von Konvertern ist 
der Qualitätsfaktor 1.0. Call() führt den Match-Vorgang aus, wobei das Ergebnis nicht nur als 
Rückgabewert geliefert wird, sondern auch in Relevance zur Ablage und Nutzung durch den 
Aufrufer kommt. 
 /// <summary> 
 /// Beschreibt einen Aufruf eines Matching-Moduls  
 /// für ein SearchElement und n DescElements 
 /// ggf. unter Zuhilfenahme von Konvertern 
 /// </summary> 
 public interface IMatchCall 
 { 
  System.Collections.ArrayList DescElements { get; set; } 
  ISearchElement SearchElement { get; set; } 
  IMatchingModule Module { get; set; } 
  bool CallConverter { get; set; } 
  System.Collections.ArrayList Converters { get; set; } 
  float Quality { get; set; } 
  float Relevance { get; set; } 
  float Call(); 
 } 
Listing B.37: Schnittstelle "IMatchCall" 
B.7 Schnittstelle "ITrader" 
Die Schnittstelle ITrader deklariert die Mitglieder der Klasse Trader (vgl. Kapitel 8.11.1). Da 
statische Klassenmitglieder in C# nicht durch Schnittstellen deklariert werden können, enthält 
die Schnittstellendefinition von ITrader nicht das Mitglied myTrader. 
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Die Schnittstelle ITrader definiert die Bausteine und Datenspeicher daher als Attribute für die 
Trader-Klasse. Weitere Attribute liefern Daten über den Trader (z.B. TraderName, Trade-
rOwner, TraderVersion). Ferner definiert die Schnittstelle eine Methode zum Starten 
(Start()) und eine Methode zum Beenden (Shutdown()) des Trader-Servers. 
 /// <summary> 
 /// ITrader ist die Schnittstelle für die Klasse Trader 
 /// </summary> 
 public interface ITrader 
 { 
  // Informationen über den Trader 
  string TraderName { get; } 
  string TraderOwner { get; } 
  string TraderShortName { get; } 
  string TraderNetAddress { get; } 
  string TraderNameAsXML { get; } 
  string TraderVersion{ get; } 
 
  // Datenspeicher des Traders 
  IClientStore ClientStore{get;} 
  IComponentStore ComponentStore{get;} 
  IConfigurationStore ConfigurationStore{get;} 
  ICustomStore CustomStore{get;} 
  IModuleRepository ModuleRepository{get;} 
  IOfferStore OfferStore{get;} 
  IProtocolStore ProtocolStore{get;} 
  ISearchStore SearchStore{get;} 
     
  // Kernbausteine 
  IAccessManager AccessManager{get;} 
  IAdministrationManager AdministrationManager{get;} 
  IBillingManager BillingManager{get;} 
  IClientManager ClientManager{get;} 
  IConverterManager ConverterManager{get;} 
  IDynamicElementManager DynamicElementManager{get;} 
  IEvaluationManager EvaluationManager{get;} 
  IExporterManager ExporterManager{get;} 
  IImporterManager ImporterManager{get;} 
  ILinkManager LinkManager{get;} 
  IMatchingManager MatchingManager{get;} 
  IModuleManager ModuleManager{get;} 
  IProtocolManager ProtocolManager{get;} 
  ISecurityManager SecurityManager{get;} 
  IStandingOrderManager StandingOrderManager{get;} 
  ILocatorManager LocatorManager{get;} 
  IValidationManager ValidationManager{get;} 
  ISystemManagementManager SystemManagementManager{get;} 
 
  // Methoden des Traders 
  void Shutdown(); 
  void StartTrader(); 
 
  // Ereignisse 
  event OnStart Start; 
  event OnShuttingdown Shuttingdown; 
  event OnError Error; 
 } 
Listing B.38: Schnittstelle "ITrader" 
B.8 Erweiterungsmodule 
Das vorliegende Unterkapitel dokumentiert die Schnittstellen, die Erweiterungsmodule imple-
mentieren müssen, um im Rahmen des UComT-Servers nutzbar zu sein. 
Aus der in Kapitel 6.2.1 definierten Architektur der Erweiterungsmodule, bei denen alle kon-
kreten Modultypen von drei Basistypen abgeleitet sind, ergibt sich eine Vererbungshierarchie, 




































































Abbildung B.3: UML-Diagramm der Erweiterungsmodul-Schnittstellen 
B.8.1 Schnittstelle "IModule" 
Die Schnittstelle IModule deklariert Methoden und Attribute, welche jede Klasse implemen-
tieren muss, die den Trader erweitern soll. IModule deklariert dafür folgende Klassenmitglie-
der: 
- Methode Init(): Die Init()-Methode wird beim Start des Traders in allen verfügbaren 
Modulen aufgerufen. Für Module, die zur Laufzeit hinzugefügt werden, wird diese Me-
thode aufgerufen, sobald die Installation des Moduls abgeschlossen ist. Im Rahmen 
dieser Methode haben Module die Möglichkeit, sich als Ereigniskonsument für Ereig-
nisse zu registrieren. 
- Methode Unload(): Diese Methode wird von dem Trader in allen Modulen aufgerufen, 
wenn der Trader-Dienst heruntergefahren wird. Module müssen innerhalb dieser Me-
thode alle allokierten Ressourcen freigeben. 
- Attribut Name: Über dieses Attribut liefert das Modul einen Anzeigenamen, den der 
Trader verwenden kann, um das Modul in einer Benutzerschnittstelle darzustellen. 
- Attribut Publisher: Dieses Attribut enthält den Hersteller des Moduls. 
- Attribut Description: Dieses Attribut liefert einen Beschreibungstext zu dem Modul für 
einen menschlichen Benutzer. 
- Attribut Version: Die viergliedrige Versionsnummer ermöglicht die Versionierung von 
Modulen. 
- Attribut ListConfigNames: Dieses Attribut liefert eine Liste aller auslesbaren oder ein-
stellbaren Konfigurationswerte des Moduls. 
- Methode GetConfig(): Diese Methode liefert den Wert einer einzelnen Konfigurations-
einstellung. 
- Methode SetConfig(): Diese Methode setzt eine Konfigurationseinstellung. 




 /// <summary> 
 /// Basis-Schnittstelle für alle Module 
 /// </summary> 
 public interface IModule 
 { 
  bool Init(ITrader T);  // wird aufgerufen bei Initialisierung 
  bool Unload(); // wird aufgerufen beim Entladen des Traders 
  string Name{get;} // Modulname 
  System.Version Version{get;} // Versionsnummer 
  string Publisher{get;} // Autor 
  string Description{get;} // Beschreibungstext 
  Hashtable ListConfigNames(); // Liste der Namen und Beschreibungen aller einstellbaren 
Konfigurationswerte 
  string GetConfig(string PropertyName); // Auslesen eines Konfigurationswertes 
  void SetConfig(string PropertyName, string Value); // Auslesen eines Konfigurationswertes 
 } 
Listing B.39: Schnittstelle "IModule" 
Eine weitere Anforderung an Modul-Klassen, die nicht durch eine Schnittstellendefinition ab-
gebildet werden kann, ist, dass jede dieser Klassen einen parameterlosen Konstruktor besit-
zen muss, da der Reflection-Mechanismus für die Instanziierung zur Laufzeit einen solchen 
Konstruktor benötigt. 
B.8.2 Schnittstelle "IElementBoundModule"  
Die Schnittstelle IElementBoundModule ist die Basisschnittstelle für alle Module, die an ein 
XML-Element gebunden sind. Das Attribut BoundElements liefert eine Objektmenge mit 
einzelnen BoundElement-Objekten. Jedes BoundElement-Objekt liefert eine Zuordnung 
zwischen einem Elementnamen und einem XPath-Ausdruck, der angibt, wo das Element er-
scheinen darf. Damit ist eine 1:n-Zuordnung zwischen Modulen und XML-Elementen möglich. 
Die Methode Validate() wird vom Trader-Kern beim Empfang eines Trader-Dokuments von 
einem Importer oder Exporter aufgerufen, wenn der Trader auf ein Element trifft, das von die-
sem Modul implementiert wird, um das betreffende XML-Fragment hinsichtlich seiner syntak-
tischen Korrektheit zu überprüfen. Die Validierung der einzelnen Beschreibungselemente bzw. 
Suchelemente kann nur in den jeweiligen Modulen selbst erfolgen. Validate() liefert nur dann 
True, wenn die in dem jeweiligen Modul implementierte Validierung erfolgreich war. Pro-
cess() wird durch den Trader aufgerufen, wenn dieser dem Modul die Gelegenheit geben will, 




 /// <summary> 
 /// Basisschnittstelle für alle Element-gebundenen Module 
 /// </summary> 
 public interface IElementBoundModule : IModule 
 { 
  BoundElements BoundElements { get; } // Liste der gebundenen Elemente 
  bool Validate(XmlNode Fragment); // Validierung des XML-Fragments 
  XmlNode Process(XmlNode InputDocument, ITraderClient Client); 
 } 
 
 /// <summary> 
 /// Realisierung der Menge BoundElements 
 /// </summary> 




 public class BoundElement 
 { 
  public string TraderDocumentType; // z.B. "ImportDocument" 
  public string ElementName; // z.B. "First" 
  public string ElementXPath; // z.B. "*/TraderDirectives/Choice/First" 
  public long OccurrenyMaxinum; // z.B. 1 
} 
Listing B.40: Schnittstelle "IElementBoundModule" 
B.8.3 Schnittstelle "IEventBoundModule" 
Analog zur Schnittstelle IElementBoundModule liefert IEventBoundModule über das Attri-
but BoundEvents dem Trader-Server Informationen darüber, welche Ereignisse das Modul 
konsumiert. 
 /// <summary> 
 /// Basisschnittstelle für alle Ereignis-gebundenen Module 
 /// </summary> 
 public interface IEventBoundModule : IModule 
 { 
  BoundElements BoundElements { get; } 
 } 
 
 /// <summary> 
 /// Realisierung der Menge BoundEvents 
 /// </summary> 




 public class BoundEvent 
 { 
  string Class; 
  string EventName; 
  string HandlerName; 
 } 
Listing B.41: Schnittstelle "IEventBoundModule" 
B.8.4 Schnittstelle "IDescriptionModule" 
Die Schnittstelle IDescriptionModule legt fest, dass jede Implementierung einer Beschrei-
bungssprache in einem Description-Modul eine Vorgabe für TechnicalLevel und Business-
Level machen muss, die herangezogen wird, sofern nicht der Autor des ExportDocument 
diese Attribute im Beschreibungselement explizit vergeben hat. GetValue() und SetValue() 
werden benötigt, um einzelne Teile der Beschreibung zu lesen oder zu ändern. Wie dies syn-
taktisch korrekt erfolgt, kann nur das jeweilige Description-Modul entscheiden. 
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 /// <summary> 
 /// Pflicht-Schnittstelle für Description-Module 
 /// </summary> 
 public interface IDescriptionModule : IElementBoundModule 
 {  
  // Standardwerte über TechnicalLevel und BusinessLevel 
  byte DefaultTechnicalLevel   
  {get;} 
  byte DefaultBusinessLevel   
  {get;} 
  // Auslesen eines Wertes aus einem Beschreibungselement 
  object GetValue(XmlNode Description, string Name); 
  // Schreiben eines Wertes in ein Beschreibungselement 
  void SetValue(XmlNode Description, string Name, object value); 
 } 
Listing B.42: Schnittstelle "IDescriptionModule" 
B.8.5 Schnittstelle "ISearchModule" 
Für Search-Module zur Implementierung von Suchsprachen sind keine besonderen Vorkeh-
rungen notwendig außer den Mitgliedern, die bereits durch IElementBoundModule und ITra-
derCallableModule vorgegeben sind. 
/// <summary> 
 /// Pflicht-Schnittstelle für Search-Module 
 /// </summary> 
 public interface ISearchModule : IElementBoundModule 
 { 
 }  
Listing B.43: Schnittstelle "ISearchModule" 
B.8.6 Schnittstelle "IMatchingModule" 
Die Schnittstelle IMatchingModule deklariert die Methode Match(), die die Matching-
Funktion match(s,b1..n) realisiert. Jedes Matching-Modul muss die Schnittstelle IMatching-
Module implementieren, damit der Matching-Manager die Methode Match() im Rahmen des 
Matching-Prozesses aufrufen kann. Match() erwartet als Parameter ein Objekt vom Typ Sys-
tem.Xml.XmlNode für das Suchelement und eine Menge von XmlNode-Objekten für die 
Beschreibungselemente. Die Implementierung von Match() muss die Übereinstimmung zwi-
schen einer Suchanfrage und einer Menge von Dienstbeschreibungen prüfen und einen Wert 
des Typs decimal mit Werten zwischen 0.0 und 1.0 zurückliefern. 
/// <summary> 
 /// Schnittstellendefinition für Matching-Module 
 /// jede Klasse, die ein Matching-Modul sein will, muss diese 
 /// Schnittstelle implementieren 
 /// </summary> 
 public interface IMatchingModule : ITraderCallableModule 
 { 
  decimal match(XmlNode Search, XmlNode Description); 
  string SearchLanguage   
  {get;} 
  string[] DescriptionLanguages  
  {get;} 
 } 
Listing B.44: Schnittstelle "IMatchingModule" 
Weiterhin definiert die Schnittstelle IMatchingModule, dass jedes Matching-Modul zwei 




wertig) implementieren muss, die Auskunft darüber geben, welche Suchsprache auf welche 
Beschreibungssprachen angewendet werden kann.  
B.8.7 Schnittstelle "IConverterModule" 
Ein Converter-Modul muss drei Mitglieder umsetzen: SourceDescriptionLanguage und 
DestinationDescriptionLanguage legen den Konvertierungsvorgang fest. Die Methode 
Convert() führt eine Konvertierung zwischen den beiden genannten Beschreibungssprachen 
aus. 
 /// <summary> 
 /// Schnittstellendefinition für Converter-Module 
 /// </summary> 
 public interface IConverterModule : ITraderCallableModule 
 { 
  string SourceLanguage { get; } 
  string DestinationLanguage { get; } 
  XmlNode Convert(XmlNode Description); 
  float Quality { get; } 
 } 
Listing B.45: Schnittstelle "IConverterModule" 
B.8.8 Schnittstelle "ILinkingModule" 
Die Schnittstelle ILinkingModule erzwingt von allen Linking-Modulen die Implementierung 
der Methoden Search(), Register(), Withdraw() und Modify(). Der Parameter LinkInfo 
liefert das XML-Fragment mit der Trader-Direktive (bei dynamischen Links) bzw. dem Kon-
figurationselement (bei statischen Links). Linking-Module können aber wahlweise Kooperati-
onen und/oder Föderationen unterstützen, wobei sie dies mit den Attributen SupportsCoope-
ration bzw. SupportsFederation anzeigen müssen. Der Aufruf einer nicht unterstützten Funk-
tion erzeugt eine Exception. Die Linking-Module werden durch eine Instanz der Klasse Link-
Manager asynchron aufgerufen. 
 /// <summary> 
 /// Pflicht-Schnittstelle für Linking-Module 
 /// </summary> 
 public interface ILinkingModule : IElementBoundModule, ITraderCallableModule 
 { 
  // Unterstützte Interworking-Funktionen 
  bool SupportsCooperation { get; } 
  bool SupportsFederation { get; } 
  // Suche weiterleiten 
  System.Collections.Hashtable Search(XmlDocument Search); 
  // Export weiterleiten 
  XmlDocument Register(XmlDocument LinkInfo, XmlDocument OfferDocument); 
  // Änderungen weiterleiten 
  System.Xml.XmlDocument Modify(XmlDocument LinkInfo, XmlDocument OfferDocument, XmlDocument 
ExportModificationDocument); 
  // Angebot aufheben 
  System.Xml.XmlDocument Withdraw(XmlDocument LinkInfo, XmlDocument WithdrawDocument, 
XmlDocument OfferDocument); 
 } 
Listing B.46: Schnittstelle "ILinkingModule" 
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B.8.9 Schnittstelle "IAccessModule" 
Die Schnittstelle IAccessModule für Access-Module bietet zwei Methoden: 
- GetReference() liefert einer importierenden Anwendung die Referenz auf einen Kom-
ponentenbaustein (z.B. Klasse, Objekt, Schnittstelle). Welcher Baustein erwünscht ist, 
legt der Aufrufer durch das ExecutionDocument fest. 
- Bei Execute() wird ein Komponentenbaustein (z.B. Methode, Attribut) aufgerufen. 
Auch hierbei legt der Aufrufer die notwendigen Daten durch das ExecutionDocument 
fest. 
Welche Daten benötigt werden, um diese Funktionen zu realisieren, ist von dem jeweiligen 
Komponentenmodell abhängig. Es obliegt der Implementierung des Access-Moduls, die ü-
bermittelten Daten in eine dem jeweiligen Service Access-Protokoll entsprechende Befehlsfol-
ge umzusetzen.  
 
 /// <summary> 
 /// Pflicht-Schnittstelle für Access-Module 
 /// </summary> 
 public interface IAccessModule : ITraderCallableModule 
 { 
  // führt Befehl aus 
  object Execute(XmlDocument OfferDocument, XmlDocument ExecutionDoc);  
  // liefert eine Referenz auf das Objekt 
  object GetReference(XmlDocument OfferDocument, XmlDocument ExecutionDoc);   
 } 
Listing B.47: Schnittstelle "IAccessModule" 
B.8.10 Schnittstelle "IInstallationModule" 
Drei Methoden definiert IInstallationModule, mit denen der Access-Manager  
- prüfen kann, ob eine Komponente auf dem lokalen System bereits installiert ist (I-
sInstalled()); 
- prüfen kann, ob alle Voraussetzungen erfüllt sind, damit die Komponente installiert 
werden kann (IsInstallable()); 
- die Installation einer Komponente beauftragen kann (Install()). 
- Bei Komponenten, die nicht installiert werden müssen, können alle drei Methoden im-
mer True zurückliefern. 
 /// <summary> 
 /// Pflicht-Schnittstelle für Installation-Module 
 /// </summary> 
 public interface IInstallationModule : ITraderCallableModule 
 {  
  // Prüfung, ob Komponente bereits installiert ist 
  bool IsInstalled(XmlNode InstallInstructions, string[] file);  
  // Prüfung, ob Installationsvoraussetzungen erfüllt sind 
  bool IsInstallable(XmlNode InstallInstructions, string[]  file);  
  // Installationsauftrag 
  bool Install(XmlNode InstallInstructions, string[] file);  
 } 




B.8.11 Weitere Schnittstellen 
Für die Schnittstellen IAdminModule, IElementModule und ITraderDirectiveModule sind 
keine weiteren Definitionen notwendig außer der Festlegung, dass diese Modul-Typen sich 
sowohl auf Ereignisse registrieren dürfen als auch an Elemente gebunden sind. Vorgenannte 
Schnittstellen dienen daher nur als Marker Interfaces. Ihre Definition ist zur Unterscheidung 
von anderen Modultypen zwingend notwendig. 
 /// <summary> 
 /// Pflicht-Schnittstelle für alle Element-Module 
 /// </summary> 
 public interface IElementModule : IElementBoundModule, IEventBoundModule 
 {  
 } 
 /// <summary> 
 /// Pflicht-Schnittstelle für alle TraderDirective-Module 
 /// </summary> 
 public interface ITraderDirectiveModule : IElementBoundModule, IEventBoundModule 
 { 
 } 
 /// <summary> 
 /// Pflicht-Schnittstelle für administrative Erweiterungen im AdministrationDocument 
 /// </summary> 
 public interface IAdminModule : IElementBoundModule, IEventBoundModule 
 {  
 } 
}  
Listing B.49: Weitere Schnittstellendefinitionen für Erweiterungsmodule 
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Anhang C: Inhalt der CD-ROM 
Der Arbeit liegt eine CD-ROM mit dem Prototyp des UComT-Traders und den Prototypen 
zweier UComT-Clients bei. Dieser Anhang gibt einen Überblick über den Inhalt der CD-
ROM. Die CD-ROM besitzt eine HTML-basierte Benutzeroberfläche (siehe Abbildung C.1). 
 
Abbildung C.1: Startseite der Begleit-CD-ROM 
 
 




Die Verzeichnisse /Server und /Client_CSharp sowie /Client_Java enthalten die kompilier-
ten Prototypen für den UComT-Server bzw. die beiden realisierten UComT-Clients. Das 
Verzeichnis /Elementvorlagen enthält XML-Fragment-Vorlagen für den in den C#-Client 
integrierten Editor für ImportDocuments und ExportDocuments. 
Quellcode 
Das Verzeichnis /Quellcode enthält alle zur Übersetzung notwendigen Quellcode-Dateien und 
Softwarekomponenten. Als integrierte grafische Entwicklungsumgebung für die Entwicklung 
des Trader-Servers sowie des UComT-Clients in C# wurde das Produkt Visual Studio .NET 
2003 (VS.NET) der Firma Microsoft eingesetzt. Für jede Softwarekomponente existiert ein 
eigenes VS.NET-Projekt; Client und Server sowie die Beispielkomponenten sind jeweils zu 
einer Projektmappe zusammengefasst. Der Client in Java wurde dagegen ohne integrierte 
Entwicklungsumgebung, also auf Basis von Kommandozeilenwerkzeugen erstellt. 
Hilfedateien 
Die komplette Dokumentation der Klassen der Prototypimplementierung befindet sich in Form 
von verlinkten HTML-Dateien im Verzeichnis /Dokumentation auf der CD-ROM. Das Do-
kument index.htm bildet dabei die Startseite mit Verzweigungen zu den komponentenbezogen 
erstellten Dokumenten (siehe Abbildung C.2). Teil der Hilfedokumente ist auch Installationsan-
leitungen für Clients und Server. 
Beispiele 
Das Verzeichnis /Beispiele_Komponenten enthält verschiedene Implementierungen der in 
Kapitel 8.5 vorgestellten Beispielkomponenten, die zur Validierung eingesetzt wurden. In dem 
Verzeichnis befinden sich auch einige Import-Dokumente, die auf die Beispiele angewendet 
werden können. 
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