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Abstract 
Galiev, V.I., A-F. Polupanov and I.E. Shparlinski, On the construction of solutions of systems of linear 
ordinary differential equations in the neighbourhood of a regular singularity, Journal of Computational and 
Applied Mathematics 39 (1992) 151-163. 
A method allowing to construct successively all linearly independent solutions of systems of linear ordinary 
differential equations in the neighbourhood of a regular singularity as algebraic combinations of a power 
series, power and a logarithmic function log x is proposed. The solutions are constructed both in the cases of 
a simple and defect “leading” matrix of coefficients in equations. The convergence of power series in solutions 
is proven and the estimate of the errors which arise due to the truncation of these series is obtained. An 
application of the method to solving one-particle SchrGdinger equations is discussed. 
Keywords: Ordinary differential equations, regular singularity, Schriidinger equation. 
1. Introduction 
We consider the equation 
dY 
xdx =AY, (1) 
where x is a complex variable, y = y(x) and A = A( x) are a complex unknown vector-function 
of dimension d (a column) and a complex d x d matrix-function, respectively. Elements of the 
matrix A(x) are holomorphic at the point x = 0, i.e., the power series 
00 
A(x) = c A,xk (2) 
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converges in some neighbourhood of the point x = 0. This point is called the singular point of 
the first kind for ( 1 J and it is the regularly singular point [ 1,2,6,7]. 
The fundamental matrix of solutions of (1) has the form (see [ 1,2,6,7]) 
Y(x)= i PkXk x@. 
( I k=O 
Here PA, Q are constant (d x d) matrices (the matrix Q has no eigenvalues which differ 
from one another by an integer) and the series XyCO P,$ converges in the circle of the con- 
vergence of (2) (the choice of the branch of, generally speaking, a multivalued function x0 = 
exp(log)(x) l Ql is arbitrary but Y(x) depends on this choice). 
The specific structure of the fundamental matrix is determined by the structure of the matrix 
A, and the most difficult case for the solution of (1) is the case when there are such eigenvalues 
of the matrix A, which differ from one another by an integer [7]. 
Methods which give a possibility to find the fundamental matrix Y(x) in the general case are 
stated in [5,7]. In the methods of [7] one uses the so-called “shearing transformations” with the 
help of which (1) is reduced to such a form that the matrix A,, does not have eigenvalues which 
differ from one another by an integer; then 
Y(x) = i P;xx’ xAy 
( 1 k=O 
where matrices Pk are found from the following recurrence equation (we identify unity and 
unit matrix): 
PO’ 1, 
k-1 
(A,,-k)P,-&A,= - c A,_,P,, k> 1. 
I=0 
If there are such eigenvalues of the original matrix A, which differ from one another by a 
“large” integer m, then in the framework of this method one has to transform the matrix A, to 
the normal Jordan form I m 1 times and to modify (1) 1 m I times. This is the reason of the 
difficulties which arise when one tries to practically realize this method (with the help of a 
computer, for instance). 
The method of [5] makes it possible to find Y(x) in the form 
Y(x) = 
\k=O 
where matrices R,, D. U may be calculated with the help of some algorithm. 
It is obvious that the method of [5] (as well as the method of [7]) determines at once the 
fundamental matrix of solutions as a whoie, i.e., it is a “matrix” one in contrast to the method 
which we describe below and which makes it possible to construct successively all linearly 
independent solutions of (1) in the form of algebraic combinations of a power series, power and 
a logarithmic function log x. The method we propose is a direct algebraic method which allows 
to “select” solutions of (1) with a specific behaviour in the neighbourhood of x = 0 (e.g., finite 
in this neighbourhood, equal to zero at x = 0, etc.) that is very important in applications. 
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2. The form of solutions containing a logarithmic function 
Let us designate by u(x) functions of the following form: 
X 
u(x) =xa c U&Xk, 
k=O 
where u& are independent of x, d-dimensional columns and a! is an arbitrary complex 
parameter which depends on u( 9 (power series here is formal, we prove belovnr their conver- 
gence for the constructed solutions of (1)). 
Proposition 1. Let s 2 0 be an integer. If the function 
yyx) = k (;)(los X)ru(s-r)(X)9 
r=O 
(sy) =r!(ss: r), 
. 
(3) 
is a solution of (11, then the following functions are also solutions of ( 1) C here the index in brackets 
labels functions and does not designate some deriuative): 
y’O’( x) = u(O)(x), 
y”)(X) = (log X)U’“‘(X) + U”‘(X), (4) 
y’“-“(X) = sg (s; l)(log X)rU(-‘-r)(X). 
r=O 
This proposition is proved by induction on s. 
Let us now introduce the linear operator 9s dependent on an integer parameter s >, 0 which 
acts in the following way: 
y’s[(log x)'n(x)] = (G)(log x)~+~u(x), r=O, l,...; 
then it is easy to see 
y’s’(x) =2~_,y’“-“(x) +zP’(x). 
Then let us consider linear spaces of formal functions 
U = Span(u(x)), V = Span((log x)~u(~), r = 0, 1,. . ., u(x) E U), 
and let 9 be an obvious projector from V to U: 
9( !A@)( x) + log x u(l)(x) -5 (log x)*u(*)( x) + - - * ) = u(O)(x). 
Then we have for a commutator 
d 
xz -A(x), _E7, = (s + 1)9. 1 
These relations lie in the ground of the construction of all linearly independent solutions of 
(1). 
It is useful to introduce the following definition. 
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D&ii&ion 2. Let us call some subset 
z= (AU, A,,“.,AJ 
of the set of all different eigenvalues of the matrix A, the fuzz subset if 
(1) the differences of elements from 5 are integers; 
(2) for any eigenvalues a EzZ? the differences (a! - A,), k = 0, l . . , g, are not equal to an 
integer. 
It is obvious that the set of all eigenvalues of the matrix A, is a disjunction of nonintersect- 
ing full subsets: 
U 2, = the set of all eigenvalues of the matrix A,, 
a 
2,nq=(d, a+~. 
We shall see that to each A, EZ correspond 6, linearly independent solutions of (11, where 
R, is the algebraic multipli~i~ of the eigenvalue h,. 
We assume hencefo~h that full subsets are ordered in the following way (we do not write 
down the index corresponding to the full subset, i.e., A, = h(ko), g = g’“), etc. for brevity): 
Re A,>Re A,> ..a >Re A,. 
It will be shown below that solutions of (1) corresponding to some full subset are constructed 
independently from solutions corresponding to other full subsets, i.e., the problem of the 
const~ction of all n linearly independent solutions reduces to the const~~tion of solutions for 
an arbitrary full subset and that for a given full subset .Z the solutions corresponding to some 
A, EZ are constructed independently of the solution corresponding to such A, EX that 
(A, - A,) > 0. 
Let US call a full subset Z the simple subset if the algebraic multiplicity of any A, EZ is 
equal to the geometric multiplicity and let us call Z the defect subset in the opposite case. 
Example 3, Suppose that some 7 x 7 matrix A, is reduced by a similari~ transformation to the 
following form: 
A,= 
3S+i 0 0 0 0 0 0 
0 lS+i 0 0 0 0 0 
0 0 5.1 1 0 0 0 
0 0 0 5.1 1 0 0 
0 0 0 0 5.1 0 0 
0 0 0 0 0 4.1 0 
0 0 0 0 0 0 2.1 
Then one has got two full subsets: (3.5 + i, 1.5 + i} and {5.1,4.1, 2.11, the first one being simple 
and the second being defect. 
It is wo~hwhile to treat independently “simple” and “defect” cases when ~o~ist~ctin~ 
CkgzO R, linearly independent solutions of ( 1) corresponding to Z for illustrative purposes. 
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3. The construction of solutions - the “simple” case 
Our task is to construct Cg=, 1, linearly independent solutions which correspond to some 
simple subset 02”. One can suppose without loss of generality that 
4 = (A&) @ l .* &, (h&&J @,B. 
Here 1, is a unit n x n matrix, B is a (d - Ci=, &) X (d - CfcO Rk) matrix which has 
eigenvalues from other full subsets. It is convenient to mark each linearly independent solution 
of (1) (for 3) by the double index (s, i), i = 1,. . . , h,, s = 0,. . . , g. Let us search the solutions 
with the help of the following recurrence: 
ySi( x) = uq x) + s&?r 5 y”( .)C$ s = 0,. . * ) g:, (5) 
r=O j=l 
(there are no terms with coefficients (2:: at s = O), where 
cx: 
&i(x) =XAr: c UfXk, 
k=O 
and the following condition is imposed on vectors Uf: 
us+o, k<h,-A,. (6) 
Substituting (5) in (1) we have 
(k+A,-A,)u~= tA/uf_,- f: (s+l-r)~~U;-r~‘c:l,. , k>O. 
/=I i-=1 j=I 
Equations (7) are solved successively at s = 0, 1,. . . , g: 
s=o - vectors uz’ are found, 
S=l- vectors u: and coefficients C$ are found, 
i=g - vectors uf’ and coefficients C”,“! l,j,. . . , C$ are found. 
Let us consider now the procedure of the solution of (7) in more detail. Define the vectors 
e si * ) I= l,..., R,, s =o,*.., g, with all components equal to zero except the (CS:h 12~ + i) one 
which is equal to unity. It is obvious that there are eigenvectors (linearly independent) of the 
matrix A,, corresponding to eigenvalue A,. It is convenient to set 
u$-~, = e si (8) 
that agree with (7) due to (6). 
Let us fix the double index (s, i) in (7) and suppose that we already found Ut, C$, r < 5, 
q<p<s. 
Wetreattheequation(7~~uccessivelyat k=(A,-A,+l),(A,-A,+%... Jfk#(A,-A,), 
0 <p < s, then it is easy to solve (7) with respect to vectors uf (the matrix (k + A, --A,,) is 
nondegenerate). But if k = (Ap - A,), then the following holds. 
(1) We let th e components of vectors z.4: with the numbers (C&i R, + j), j = 1, - - l , R,, be 
arbitrary (e.g., zero); treating these components of (7) with the help of (8) we easily find 
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coeffi&nts C$ j = 1,. . . , $,, (there are no terms containing C$ 0 < q <p, in (7) at k = (A, - 
A,) because of (6) and coefficients Cri 1.j’. . . , C$+ I,j are already found). 
(2) We use remaining components of (7) for the determination of corresponding components 
of the vector uf (they are determined unambiguously because the system of (d -R,) linear 
equations is nondegenerate). 
It is obvious that all &$, solutions are linearly independent. 
Note that the solutions can be expressed only with the help of the function U”‘(X) and 
coefficients C$ (proof by induction): 
s r LI 
r=l k=l 
where the sum with the “tilde” means the summation over all such double indices 
(P,, i*L=-9 (pkr jk) that 
s- r=p,<pz< l ** <p&s-l. 
Ring the definition of the operator 2, we have 
y"(x) = uSi + i 
r=l 
One can give an interesting “geometric” interpretation of (9). Let us introduce the partial 
i 2 (Pk+q--=(P1+1) 
k! 
(log X)k14S-‘*jl( x) 
k=l 
ordering on the set of constructed (4, + l l - +Q linearly independent solutions (for 2) which 
are characterized by the double index (s, i): 
(s*, &) < (s*, iz) * s1 Q,. 
Let us call the g&z on the constructed set of solutions the sequences of such double indices 
(Sl, i,), . . l , (sky ik) that (sl, i,) < l - l < (sky i& 2 < k < g + 1. Formula (9) can now be “read” 
in the following way: the solution (s, i) is usi plus the sum over all paths terminated in the 
“points” (s, i), the term 
k! 
. . . pi _ 
PkJk ’ 
corresponding to each path 
4. The construction of solutions - the “defect” case 
Let us designate by J,,(h) the Jordan block of dimension n X n: 
I 
A 1 0 l -* 
0 A 1 
J,,(h) = . I . . 
I (j . . . 
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One can suppose without loss oT generality that 
Our task is to construct C~&‘= 1 R,i linearly independent solutions of cl), corresponding to 
some defect subset 
Here B is an (d - ci= 0 R,) X (d - Cgzo 4,) matrix with eigenvalues from other full subsets. 
R, = Cf: 1 Rki. It is convenient to mark each linearly independent solution of (1) (for 2) by the 
triple index (s, i, m), m = 1,. . . , Rsi, i = 1,. . . , bs, s = 0,. . . , g. 
Let us define vectors esirn with all components equal to zero but the (CS:A R, + Ei:ll R,, + m) 
one equals unity. These are generalized eigenvectors of the matrix A, corresponding to the 
eigenvalues A, and satisfying the following conditions: 
A, esim = A, esim + esi,m- 1 
(10) 
(there is no second term in the right-hand part of (10) at m = 0). 
Then let us correspond to each triple index (s, i, m) an integer 
S-l 
[s, m] = (m - 1) + CR: 
r=O 
(the summation is absent when s = 0) where 
bir = max (R,i), r=O )..., g, 
1 GjGb, 
(it will become clear below that [s, m] is a maximum power of the function log X, which may 
appear in the solution (s, i, m)). 
We shall search the solutions in the following form: 
Y 
si,m - 1 
ysim( x) = uSirn( x) +q,,, _ *] 
( ) 
cs 
7 
$ + ‘2 ; &?L,,ly”“(x)G$, 
r=O j=l n=l 
s=o,...,g, (11) 
(for m = 1 the second term in the right-hand side of (11) is absent, for s = 0 the terms with G::: 
are absent), where 
u sim ( ) x =xhg c UtmXk, 
k=O 
with the following conditions being imposed: 
sim 
Uk ~0, k<A,-A,, (12) 
uFx?Aa = e sim . 
Substituting (11) in (1) we have 
(13) 
(k+A,-A&;‘“= i/l&m,- 
S-I b, 4, 
u;‘~-* + c c c [r, n + l]u;j”G$ 
I=1 r=O j=l n=l 
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It is obvious that (13) agrees with (14) due to (12). The procedure of solving (14) for vectors 
14: and coefficients Giiz is analogous to the “simple” case and we shall not consider it in 
detail. It is obvious that all I&R, constructed solutions are linearly independent. 
We now give an analogue of (9) for the “defect” case. Let us define the partial ordering on 
the set of constructed linearly independent solutions of (1) (for Z) which are designated by the 
triple index (s, i, m): (s,, i,, m,) < (s?, i,, m,) if and only if 
(1) s, es2 
or 
(2) s, =s2, i, = iZ, m, < m2. 
Let us call the path on the set of constructed solutions the sequences of such triple indices 
(sr, i,, m,),. . . ,(sk, i,, m,) that 
(1) (sr, i,, m,) < - - - ds,, i,, m,), 2<kC~=,&; 
(2) if “points” ( p, j, II) and ( p, j, I,) belong to the path (II < I,), then all “points” (p, j, I), 
where I, < I < I,, belong to it. 
Defining the coefficients 
1 
G~~,~_r = mY 1 <m GR,~, 
we have: the solution (s, i, m) is usim(x) plus the sum over all paths terminated 
(s. i, m), the term 
in the “point” 
corresponding to each path 
(PI, jl, n~)~~~~~(pk~ jkY $), (& 6 m)* 
Note that one can consider the “simple” case as a degenerate “defect” case (all R,i = 1); 
then the triple index (s, i, m) = (s, i, 1) becomes the double index (s, i) and coefficients 
G$ = G$’ are C$ 
Certainly if we are interested in all d linearly independent solutions of (l), then the extra 
index U, which corresponds to the index of the full subset 2,, appears in the designation of the 
solutions 
y(x) =yUSi”(x). 
5. The proof of the convergence of the series in solutions 
One can represent some solution in which the maximum power of the function log x is s in 
the form (3), the functions (4) also being the solutions of (1) because of Proposition 1. We have 
u(S)(x) =x An i USf)Xk, 
k=O 
(k+A,-A,)@= ~A,uf+uf-“, ka0. 
z=o 
(15) 
There is the following generalization of [7, Theorem 5.31. 
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Theorem 4. Let the matrix function A(x) = ETCO A, x k be holomorphic at 1 x 1 < R and let the 
formal solutions (3) of ( 1) contain the coef’cients uy’, satisfying the recurrences (15). Then the 
formal power series in (3) converge at 1 x I < R and determine solutions of (1). 
1 x 1 c R, then the series Proof. Let us at first prove that if the series CF=,ut-‘lx” converges at 
E~=,z@xk converges in some neighbourhood of the point x = 0. 
Let n = (A, - A,), i.e., matrix (k + A, -A,)- ’ exists for all k > n; 
exists such that 
, then a constant y > 0 
Il(k++AJ’ll<y, k>n, 
(note that vector and matrix norm used are arbitrary but they agree with each other). Then we 
get from (15): 
II4Yl G Y( i II A/II llu~!,ll +sllu~-‘) , k >n. 
I=1 
Let us define the scalar function 
m 
4(X) = c 11 A, 11 Xk. 
k=l 
It is clear that this series converges for I x I < R. We can also define another scalar function 
$(x) = (1 - r$(x))-‘( llub”‘ll + iI [ IId?ll - + II 4 II IbP’lI]Xk] 
+ ys i )l @-‘)llxk 
k=n+l 
(if n = 0, then the sum in k from 1 to n is absent). 
Since 4(O) = 0, r(l( x) is holomorphic for 1 x I < R,, where R, is some positive number, 
R, G R. Let 
$(x) = 2 (ClkXk, 1x1 CR,, 
k=O 
then we have 
$k =IIuf’ll, k <n, 
$k=y 
i 
i IIA#k_I++(kS-l) y k>n, 
I=1 
i.e., II z@ 11 G ek9 k 3 0, and the function e(x) is a majorant one for E~=,u(ks)xk and this series 
converges for 1 x 1 < R 1. 
Let now s = 0 (there are no logarithmic functions in solutions u(‘)(x)). Then the ser 2s 
u(‘)(x) may be differentiated term by term at 0 < 1 x I < R,, and from recurrence relations (15) 
at s = 0 we get that 
m 
u(O)(x) y&z c upp (16) 
k=O 
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is a solution at 0 < I x I < R,, and since the differential equation (1) has no singularities at 
< R, this is the solution also in the extended ring 0 < 1 x 1 < R and the series in (16) 
converges at I x I < R. 
Thus, by induction in s the theorem is fully proven. q 
Note that if the series (2) is asymptotic at x + 0, then the series in the solutions will also 
possess an analogous property (see [7]). 
6. The estimation on the errors which arise due to the truncation of power series in solutions 
In this section we consider the case when the matrix function A(x) has polynomial degree 
jL>o: 
A(x) = i A,xk, 
k=O 
and estimate errors which arise in the solutions ysim (x) (for some full subset) or equivalently in 
functions uSim (x) due to the truncation of the power series. 
For the solution 
Y 
si,m - 1 
ySi”(x) = USirn(X) +.2qm_*] 
( ) 
[s mix- + =z ; &&p(x)Gg, 
? r=Oj=l n=l 
we have 
uf”=(k+A,-Ao)-l ~A,u~~l-u;~m-‘-s~ 5 g [r,n+l]u~“G$ , 
I=1 r=O j=l n=l 1 
k>(A,-A,). 
We suppose that series are truncated at some k = (A, - Ag) + v, v > p. 
Let us define the quantities 
$:&+A, = uk Sim[(k -Ao+A,)!]l’p, k >A,-A,, 
ckj = SUP 
kah,-h,+p 
Il(k+hp-A,,)-‘(k-Ao+Ag)*“A,JI, 
a*= SUP 
ka,,--A,+p 
~~(k+Ag-Ao)-1[(k-Ao+A.J(k-Ao+A,-1)]1’pA2~~, 
. 
CY, = SUP 
kai,-A,+p 
(~(k+A,-A,)-l[(k-Ao+A,)~~~(k-Ao+A,-p+l)]l’~A,~~, 
P = SUP Il(k+hp-A,)-l(l. 
k&4,,-A,tp 
We have 
i 
s- 1 b, 4 
+ p 11 U;i.m - I II+ r: c c [b n+ l]ll~~j~lllG~~l T k>(+-h,) +p. 
r=Oj=l12=1 I 
Let US firstly treat the case when there are no lo~arjthmic functions~ i.e., fs, wt] = 0 
(s =O, m = 1) and ET-e term with P is absent. Then if to is a positive root of an eouation 
1 =a&-’ + a*(-2 + * * l +a&-“L 
(it is obvious that such a root is the only one) and 
i 
IIL$!!J ~~~~“2~~ IIL1ooil/l 
&it = max #Et- 3 g-2 $*=*? 
i 
I ’ 
then 
II II ttOit k ss ~~~~~~~ k 3 0, 
tet now [s, m] 3 1 and [r is a positive root of an equation 
1 - = C&l + cr2c-2 + ’ l l +A!&-@ 2 
(it is obvious that such a root is the only one) and 
P- SIITl = max 
i 
II~PlIl 
!z- 
?=*‘T 
Psi,,~_l + 5 5 s Ir n + qp 
? rjn 
lG~irn 
rjn 
r=O j=l n=l 
then we have (note that & >, &) 
lbP*II G Psi&, k 2 0. 
Really it is true for k = 0,. . . ) p - 1, because of the definition of Psim; then by induction on k 
we get 
II UZrn IfG &jr&: (a,!?; l+ * l l +ry,s;*) + ~PsirnS;k = Psi&* 
So for any solution (s, i, m) we have 
II U;rn II G&&, k 2 0, 
(one may take to instead of & at s = 0, m = 1). 
This estimation may be made more accurate but there is no such a necessity since the order 
of the decrease of the norm 
II ” ~~~~~~-~~ II Q3&&(k!)-1’P’ k 3 0, 
is defined by the factorial term but not by the base & of the exponential function. 
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Then. using the well-known inequality k! >, e(k/e)“, k 2 1, one has that if 1 + v > e - 
( tI 1 x 1 )p’, then for the residue of the series, 
7. Conclusions. Some applications 
Let us consider one-particle (or reducible to them) Schrodinger equations which one meets 
in atomic and nuclear physics, solid state physics, etc. as an application of the above-stated 
theory: 
_PP=EVf, (17) 
where 2 is Hamiltonian, the wave function q depends on radius-vector r and possibly on 
some discrete variables (e.g., spin variables). 
In a number of problems (17) is reducible to the infinite system of ordinary differential 
equations for the radial functions which may be presented in the form of the first-order 
equation 
d 
X$(X) = (18) 
where p < x, sls,, F(x) are the infinite-order matrices and vector-function, respectively. In 
those cases when the Hamiltonian is sufficiently highly symmetric, the infinite system of 
equations (18) becomes uncoupled and reduces to the infinite set of finite-order systems of 
equations of the form (1) (the simplest example is the radial equation for the hydrogen atom, 
the more complicated one is the system of radial equations for Hamiltonians with the spin-orbit 
coupling, see, e.g., [4]). 
Note that even if the system (18) cannot be reduced to the set of finite-order systems, one 
usually truncates this infinite system basing either on the fact that coupling terms in Hamiltoni- 
ans are small or just on the consideration of accuracy, i.e., on invariability of results (in limits of 
given accuracy) with the increase of a number of equations in the system. 
Thus Schriidinger equation (17) (i.e., the problem of the calculation of the discrete spectrum 
of Hamiltonians and the corresponding wave functions or of the wave functions of the 
continuous spectrum at a given energy E) is reduced in some problems to corresponding 
equations of the form (l), where 0 <x < + 00. 
It is interesting to note that the “simple” case takes place for a number of sufficiently 
general nonrelativistic Hamiltonians quadratic in momentum (see [4]>, the “defect” case is 
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found for nonrelativistic Hamiltonians which have cylindric symmetry relative to some axis, the 
simplest case is two-dimensional Laplacian. 
We proposed [4] the following approach to solve these problems: the solutions are found in 
the interval (0, 2), where 0 <i < + 00 (obviously there are definite boundary conditions im- 
posed on them at x + +0 and x + +a) by the method stated in the present paper; they are 
presented in the form of asymptotic series (see [4,7]) in the interval (2, A-=), i.e., in the 
neighbourhood of the irregularly singular point x = +a~ (one surely has to truncate the power 
and asymptotic series in applications); the “left” (0 <X Q 2) and “right” (2 <x < + 0~) solutions 
&r-e matched in the point x^. The central point during the realization of this program is tne fact 
that one can always fulfil this matching with sufficient accuracy choosing the point 2 properly, 
since the “left” series (0 <x ~2) as was shown above give the exact solutions of the equations. 
Thus one obtains solutions of the radial Schrodinger equation in analytical form. 
Let us point out that there is no need to use some finite-difference method to “walk” away 
from the singular points x = 0, +a~. 
It is worthwhile to note that the ansatz described has been already used to calculate the 
S-matrix which characterizes the scattering of a hole by Coulomb potential in a semiconductor 
with complex valence band structure [4] and to study the effect of deep impurity centre charge 
on optical transitions to degenerate valence bands [3]. 
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