Traces of some weighted function spaces and related non-standard real
  interpolation of Besov spaces by Besoy, Blanca F. et al.
ar
X
iv
:2
00
9.
03
65
6v
1 
 [m
ath
.FA
]  
8 S
ep
 20
20
Traces of some weighted function spaces and related
non-standard real interpolation of Besov spaces
Blanca F. Besoy∗ Dorothee D. Haroske Hans Triebel
Abstract
We study traces of weighted Triebel-Lizorkin spaces F sp,q(R
n, w) on hyperplanes Rn−k, where
the weight is of Muckenhoupt type. We concentrate on the example weight wα(x) = |xn|
α
when |xn| ≤ 1, x ∈ R
n, and wα(x) = 1 otherwise, where α > −1. Here we use some
refined atomic decomposition argument as well as an appropriate wavelet representation
in corresponding (unweighted) Besov spaces. The second main outcome is the descrip-
tion of the real interpolation space (Bs1p1,p1(R
n−k), Bs2p2,p2(R
n−k))θ,r, 0 < p1 < p2 < ∞,
si = s− (α+ k)/pi, i = 1, 2, s > 0 sufficiently large, 0 < θ < 1, 0 < r ≤ ∞. Apart from the
case 1/r = (1 − θ)/p1 + θ/p2 the question seems to be open for many years. Based on our
first result we can now quickly solve this long-standing problem. Here we benefit from some
very recent finding of Besoy, Cobos and Triebel.
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1. Introduction
We study functions which belong to some weighted spaces of Besov and Triebel–Lizorkin type,
Bsp,q(R
n, w) and F sp,q(R
n, w), thus including Sobolev spaces, where the weight function belongs
to some Muckenhoupt class. Such spaces have been treated systematically by Bui et al. in
[6, 7, 8, 9]. Later this topic was revived and extended by Rychkov in [26], including also
approaches for locally regular weights.
Our main attention here is to determine the traces of such weighted spaces on hyperplanes.
Trace questions are of particular interest in view of boundary value problems of elliptic op-
erators, where some singular behaviour near the boundary (characterised by the appropriate
Muckenhoupt weight) may occur. A standard approach is to start with assertions about traces
on hyperplanes and then to transfer these findings to spaces defined on bounded domains with
sufficiently smooth boundary. Further studies may concern compactness or regularity results,
leading to the investigation of spectral properties. First partial results can be found in [22, 29] for
domains Ω with smooth boundaries ∂Ω and Muckenhoupt weights of type w(x) = (dist(x, ∂Ω))γ ,
γ > −1. This was further extended to fractal d-sets Γ in [25], using the atomic approach [15]
and based on ideas for the unweighted case in [32]. Parallel observations for special weights can
be found in [14, 16].
The example weight we are interested in here is the weight wα(x), α > −1, defined by
wα(x) = |xn|
α when |xn| ≤ 1, and wα(x) = 1 otherwise. As it is well-known, wα belongs to the
∗Supported by MTM2017-84058-P(AEI/FEDER, UE) and FPU grant FPU 16/02420 of the Spanish Ministerio
de Educacio´n, Cultura y Deporte.
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largest Muckenhoupt class A∞ when α > −1. We can prove that, appropriately interpreted,
trRn−kF
s
p,q(R
n, wα) = B
s−α+k
p
p,p (R
n−k),
where 0 < p <∞, 0 < q ≤ ∞, k ∈ {1, . . . , n− 1}, α > −1, and s− α+kp > (n− k)max{
1
p − 1, 0}.
In particular, we construct a linear and bounded extension operator ext from B
s−α+k
p
p,p (Rn−k) to
F sp,q(R
n, wα) such that trRn−k ◦ ext is the identity in B
s−α+k
p
p,p (Rn−k). We refer to Sections 2 and
3 for the details and definitions. This result extends previous findings in [24, 14]. We prove it
based on an atomic decomposition result [15] in combination with the wavelet decomposition
of (unweighted) Besov spaces in [34, Theorem 1.20]. In that way everything is shifted to the
argument on the sequence space side.
Our second main goal is the answer to a long-standing problem in real interpolation theory,
mentioned already by Peetre in [23, p.110]. It is well known, that the real interpolation space
(B
s− 1
p1
p1,p1 (R
n), B
s− 1
p2
p2,p2 (R
n))θ,p = B
s− 1
p
p,p (R
n),
where 0 < p1 < p2 <∞, 0 < θ < 1,
1
p =
1−θ
p1
+ θp2 , and s−
1
pj
> nmax{ 1pj − 1, 0}, j = 1, 2. But
what is the resulting space in the more general situation
(B
s− α
p1
p1,p1 (R
n), B
s− α
p2
p2,p2 (R
n))θ,r,
where α > 0, and 0 < r ≤ ∞, but r 6= p? It seems that no answer has been obtained so far.
Based on our results in Section 3 we can now easily describe the resulting space via its wavelet
representation. Here we benefit from the very recent outcome in [4]. In the very end we present
an alternative argument which works for all α ∈ R.
The paper is organised as follows. In Section 2 we collect some notation, and the basic facts
about Muckenhoupt weights and function spaces of Besov and Triebel-Lizorkin type, as far as
needed in the sequel. In Section 3 we concentrate on the trace space trRn−kF
s
p,q(R
n, wα), whereas
Section 4 is devoted to the new result in real interpolation of Besov spaces.
2. Weights and function spaces
We start with a brief introduction of the Muckenhoupt classes Ap. For a Lebesgue measurable
set E ⊂ Rn, we denote by |E| the Lebesgue measure of the set E on Rn and by a weight w we
shall always mean a locally integrable function w ∈ Lloc1 (R
n) and positive almost everywhere.
Let M stand for the Hardy-Littlewood maximal operator given by
Mf(x) = sup
r>0
1
|B(x, r)|
∫
B(x,r)
|f(y)|dy, x ∈ Rn, (2.1)
where B(x, r) = {y ∈ Rn : |y − x| < r} and |B(x, r)| denotes the Lebesgue measure of the ball
B(x, r).
Definition 2.1. Let w be a weight on Rn.
(i) We say that w belongs to the Muckenhoupt class Ap, 1 < p <∞, if there exists a constant
C > 0 such that for all balls B the following inequality holds( 1
|B|
∫
B
w(x) dx
)1/p( 1
|B|
∫
B
w(x)−p
′/p dx
)1/p′
≤ C,
where 1p +
1
p′ = 1.
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(ii) We say that w belongs to the Muckenhoupt class A1 if there exists a constant C > 0 such
that
Mw(x) ≤ Cw(x)
for almost every x ∈ Rn.
(iii) The Muckenhoupt class A∞ is defined as
A∞ =
⋃
1<p<∞
Ap.
During the rest of the paper we are going to focus mostly on the following well-known
Muckenhoupt weights.
Remark 2.2. Since the pioneering work of Muckenhoupt [19, 20, 21], these classes of weight
functions have been studied in great detail, we refer, in particular, to the monographs [12, 28, 27]
for a complete account on the theory of Muckenhoupt weights. Among the various features of
such weights we would like to mention a somehow surprising one, the so-called ‘reverse Ho¨lder
inequality’: if w ∈ Ap with p > 1, then there exists some number r < p such that w ∈ Ar (the
monotonicity in the other direction is clear). In our case this fact will re-emerge in the number
r0(w) := inf{r ≥ 1 : w ∈ Ar}, w ∈ A∞, (2.2)
that plays an essential roˆle later on.
Example 2.3. Let α ∈ R and define the weight wα for x = (x1, . . . , xn) ∈ R
n by
wα(x) =
{
|xn|
α if |xn| ≤ 1,
1 if |xn| > 1.
(2.3)
For 1 < p <∞, the weight wα ∈ Ap if, and only if, −1 < α < p− 1 and wα ∈ A1 if, and only if,
−1 < α ≤ 0. We write
r0(wα) = inf{r ≥ 1 : wα ∈ Ar} = max{α+ 1, 1} =
{
1 if − 1 < α ≤ 0,
α+ 1 if α > 0.
(See [15, Proposition 2.8 and Remark 2.9/(b)]).
Let (Ω, µ) be a measure space, 0 < p <∞ and 0 < r ≤ ∞. We recall that the Lorentz space
Lp,r(Ω, µ) is the set of all measurable functions f : Ω −→ C with finite quasi-norm
‖f |Lp,r(Ω, µ)‖ =


(∫∞
0 [tµf (t)
1/p]r dtt
)1/r
if 0 < r <∞,
supt>0 tµf (t)
1/p if r =∞,
where
µf (t) = µ({ω ∈ Ω : |f(ω)| > t}).
For p = r, the Lorentz space Lp,p(Ω, µ) coincides with the Lebesgue space
Lp(Ω, µ) =
{
f : Ω→ C measurable : ‖f |Lp(Ω, µ)‖ =
(∫
Ω
|f(ω)|p dµ
)1/p
<∞
}
with equivalent quasi-norms. (See, for example, [35, Theorem 3.15], [13, Proposition 1.4.9], or
[2, Chapter 2, Proposition 1.8]). If w is a weight on Rn we simply write Lp,r(R
n, w) for Lorentz
spaces defined on the measure space (Rn, w(x) dx) and Lp(R
n, w) for the related Lebesgue spaces.
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Remark 2.4. Note that for p = ∞ one obtains the classical (unweighted) Lebesgue space,
L∞(R
n, w) = L∞(R
n), w ∈ A∞, which explains that we restrict ourselves to p < ∞ in what
follows.
Definition 2.5. Let (A, ‖ · |A‖) be a quasi-Banach space, (Ω, µ) a measure space, 0 < p < ∞
and 0 < r ≤ ∞. We define Lp,r(A; Ω, µ) as the space of all (equivalence classes of) strongly
measurable functions f : Ω −→ A which have finite quasi-norm
‖f |Lp,r(A; Ω, µ)‖ = ‖‖f(·)|A‖ |Lp,r(Ω, µ)‖.
See, for example, [18, 29, 3].
Example 2.6. Now we collect some concrete examples of these spaces that will appear later.
• If A = C, then Lp,r(A; Ω, µ) = Lp,r(Ω, µ).
• If p = r, then Lp,p(A; Ω, µ) is the Lebesgue space
Lp(A; Ω, µ) =
{
f : Ω −→ A measurable : ‖f |Lp(A; Ω, µ)‖ = ‖‖f(·)|A‖|Lp(Ω, µ)‖ <∞
}
with equivalent quasi-norms.
• If Ω = Rn and µ is the Lebesgue measure, we put Lp,r(A) := Lp,r(A; Ω, µ).
• If w is a weight on Rn, we put Lp,r(A,w) := Lp,r(A;R
n, w(x) dx).
• Let Ω = N0 = N ∪ {0}, s ∈ R, A = C, and µ =
∑
j∈N0
2jsδ{j} the (weighted) counting
measure, that is, where δ{j}(B) =
{
1, j ∈ B,
0, j 6∈ B,
and B ⊆ Ω measurable. Then
ℓsp := Lp(C,N0, µ) =
{
λ = (λj)j∈N0 ⊂ C : ‖λ|ℓ
s
p‖ =
( ∑
j∈N0
2jsp|λj|
p
)1/p
<∞
}
.
If s = 0 we just write ℓp.
• If Ω = Zn, µ =
∑
m∈Zn δ{m} and A = C, then
ℓp := Lp(C,Z
n, µ) :=
{
λ = (λm)m∈Zn ⊂ C : ‖λ|ℓp‖ =
( ∑
m∈Zn
|λm|
p
)1/p
<∞
}
.
• If Ω = N0, s ∈ R, µ =
∑
j∈N0
2jsδ{j} and A = ℓp, then we denote by ℓ
s
q(ℓp) the space
ℓsq(ℓp) :=Lq(ℓp;N0, µ)
=
{
(λj,m) ⊂ C : ‖(λj)|ℓ
s
q(ℓp)‖ =
( ∑
j∈N0
2jsq
( ∑
m∈Zn
|λj,m|
p
)q/p)1/q
<∞
}
,
with the usual modification in case of q =∞.
We recall here two well-known assertions related to the boundedness of the Hardy-Littlewood
maximal operator in (2.1) that will be useful later. The first one corresponds to [1, Formula(1.5)].
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Lemma 2.7. Let 1 < v <∞. Then there is a constant Cv > 0 such that( ∫
Rn
|Mf(x)|vw(x) dx
)1/v
≤ Cv
(∫
Rn
|f(x)|vw(x) dx
)1/v
,
for all f ∈ Lv(R
n, w) if, and only if, w ∈ Av.
The next one can be found in [1, Theorem 3.1/b] or [12, Remark V.6.5].
Lemma 2.8. Let 1 < r, v <∞. Then there is a constant Cr,v > 0 such that
(∫
Rn
( ∑
j∈N0
|Mfj(x)|
r
)v/r
w(x) dx
)1/v
≤ Cr,v
(∫
Rn
( ∑
j∈N0
|fj(x)|
r
)v/r
w(x) dx
)1/v
,
for all (fj) ∈ Lv(ℓr, w) if, and only if, w ∈ Av.
Now we deal with the function spaces we have in mind, i.e., Besov and Triebel-Lizorkin
spaces. Let S(Rn) be the Schwartz space of all complex-valued rapidly decreasing infinitely
differentiable functions on Rn. By S ′(Rn) we denote the space of all tempered distributions on
R
n and for any f ∈ S ′(Rn) we put fˆ for its Fourier transform and f∨ for its inverse Fourier
transform.
Let ϕ0 ∈ S(R
n) with
ϕ0(x) = 1 if |x| ≤ 1 and ϕ0(x) = 1 if |x| ≥ 3/2,
and for j ∈ N put ϕj(x) = ϕ0(2
−jx)− ϕ0(2
−j+1x), x ∈ Rn. Since
∞∑
j=0
ϕj(x) = 1 for all x ∈ R
n,
the sequence (ϕj)j∈N0 forms a dyadic resolution of unity.
Definition 2.9. Let s ∈ R, 0 < p, q ≤ ∞. The Besov space Bsp,q(R
n) is formed by all f ∈ S ′(Rn)
having a finite quasi-norm
‖f |Bsp,q(R
n)‖ =
( ∞∑
j=0
2jsq‖(ϕj fˆ)
∨|Lp(R
n)‖q
)1/q
<∞,
with the usual modifications if p =∞ and/or q =∞.
Convention. If p = q, sometimes we simply write Bsp(R
n) instead of Bsp,p(R
n).
Remark 2.10. The spaces Bsp,q(R
n) are independent of the particular choice of the smooth
dyadic resolution of unity appearing in their definition. They are quasi-Banach spaces (Banach
spaces for p, q ≥ 1), and S(Rn) →֒ Bsp,q(R
n) →֒ S ′(Rn), where the first embedding is dense if
0 < p, q <∞; we refer, in particular, to the series of monographs [30, 31, 33] for a comprehensive
treatment of the spaces. There is a parallel approach when interchanging in the above norm the
Lp and ℓq norm, this leads to the scale of Triebel-Lizorkin spaces F
s
p,q(R
n). We postpone their
formal definition to the next section when we shall deal with their weighted counterparts.
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Now we review some results related to the wavelet representation of Besov spaces Bsp,q(R
n).
We follow mainly the notation in [34, Section 1.2.2] and [17].
For u ∈ N, let Cu(Rn) be the space of all complex-valued continuous functions on R having
continuous bounded derivatives up to order u inclusively. Let ψF ∈ C
u(R) and ψM ∈ C
u(R) be
real compactly supported Daubechies wavelets with∫
R
ψM (x)x
v dx = 0 for all v ∈ N0, v < u.
We enumerate the set {F,M}n = {G1, . . . , G2n} with G1 = (F,F, . . . , F ) and Gℓ = (G
1
ℓ , . . . , G
n
ℓ )
where Grℓ ∈ {F,M} for all r = 1, . . . , n and ℓ = 2, 3, . . . , 2
n. Put
ψm(x) =
n∏
r=1
ψF (xr −mr) and ψ
j
ℓ,m(x) = 2
jn/2
n∏
r=1
ψGr
ℓ
(2jxr −mr), (2.4)
for j ∈ N0, m = (m1, . . . ,mn) ∈ Z
n, ℓ = 2, 3, . . . , 2n and x ∈ Rn.
For any j ∈ N0 and m ∈ Z
n we define
Qj,m = Q
(n)
j,m = 2
−jm+ 2−j−1(−1, 1)n =
n∏
r=1
(2−jmr − 2
−j−1, 2−jmr + 2
−j−1),
that is to say, dyadic cubes centered at 2−jm of side length 2−j. We denote by χj,m the
characteristic function of Qj,m.
Remark 2.11. Observe that as ψF and ψM are compactly supported, there exists C > 0 such
that suppψF ⊂ (−C,C) and suppψM ⊂ (−C,C). Therefore
suppψm ⊂ 2CQ0,m and suppψ
j
ℓ,m ⊂ 2CQ
ℓ
j,m,
for every j ∈ N0, m ∈ Z
n and ℓ = 2, 3, . . . , 2n.
Now we introduce the sequence space related to the wavelet representation of Bsp,q(R
n).
Definition 2.12. Let s ∈ R and 0 < p, q ≤ ∞. We define bsp,q(R
n) as the collection of all
sequences
λ =
(
(λm)m∈Zn , (λ
j,2
m ) j∈N0
m∈Zn
, . . . , (λj,2
n
m ) j∈N0
m∈Zn
)
,
quasi-normed by
‖λ|bsp,q(R
n)‖ =
( ∑
m∈Zn
|λm|
p
)1/p
+
2n∑
ℓ=2
( ∑
j∈N0
2j(s−n/p)q
( ∑
m∈Zn
|λj,ℓm |
p
)q/p)1/q
with the usual modifications if p =∞ and/or q =∞.
For α ∈ R we put α+ = max{α, 0}. The following characterization of Besov spaces B
s
p,q(R
n)
in terms of wavelets can be found in [34, Theorem 1.20].
Theorem 2.13. Let s ∈ R, 0 < p, q ≤ ∞ and let {ψm, ψ
j
ℓ,m : m ∈ Z
n, j ∈ N0, ℓ = 2, 3, . . . , 2
n}
be the wavelets in (2.4) with u > max{s, n
(
1
p − 1
)
+
− s}. Let f ∈ S ′(Rn). Then f ∈ Bsp,q(R
n)
if, and only if, it can be represented as
f =
∑
m∈Zn
λmψm +
2n∑
ℓ=2
∑
j∈N0
∑
m∈Zn
λj,ℓm 2
−jn/2ψjℓ,m, with λ ∈ b
s
p,q(R
n),
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unconditional convergence being in S ′(Rn). The representation is unique with λm = (f, ψm) and
λj,ℓm = 2jn/2(f, ψ
j
ℓ,m) and the operator
I : f →
(
(λm)m∈Zn , (λ
j,2
m ) j∈N0
m∈Zn
, . . . , (λj,2
n
m ) j∈N0
m∈Zn
)
is an isomorphism from Bsp,q(R
n) onto bsp,q(R
n).
3. Triebel-Lizorkin spaces with weight wα
Weighted Triebel-Lizorkin spaces have been systematically studied in [6, 7] with subsequent
papers [8, 9]. We focus here on Triebel-Lizorkin spaces F sp,q(R
n, wα) where wα is the weight
defined in (2.3). The spaces F sp,q(R
n, wα) are also a particular case of the spaces studied in
[15, 24].
Definition 3.1. Let 0 < p <∞, 0 < q ≤ ∞, α > −1, s ∈ R and (ϕj) a smooth dyadic resolution
of unity. The weighted TriebelLizorkin space Fp,q(R
n, wα) is the set of all distributions f ∈ S
′(Rn)
such that
‖f |F sp,q(R
n, wα)‖ =
∥∥∥( ∞∑
j=0
2jsq|(ϕj fˆ)
∨(·)|q
)1/q
|Lp(R
n, wα)
∥∥∥ <∞
with the usual modification if q =∞.
Remark 3.2. The spaces F sp,q(R
n, w) (as well as their Besov space counterparts) are independent
of the particular choice of the chosen smooth dyadic resolution of unity, they are quasi-Banach
spaces (Banach spaces for p, q ≥ 1), and the embedding of S(Rn) is dense in F sp,q(R
n, w) for
q <∞. In case of w ∈ A∞ these spaces have been studied first by Bui in [6, 7], with subsequent
papers [8, 9]. It turned out that many of the results from the unweighted situation have weighted
counterparts: e.g., we have F 0p,2(R
n, w) = hp(R
n, w), 0 < p < ∞, where the latter are Hardy
spaces, see [6], and, in particular, hp(R
n, w) = Lp(R
n, w) = F 0p,2(R
n, w), 1 < p < ∞, w ∈ Ap.
Concerning (classical) Sobolev spaces W kp (R
n, w) (built upon Lp(R
n, w) in the usual way) it
holds W kp (R
n, w) = F kp,2(R
n, w), k ∈ N0, 1 < p <∞, w ∈ Ap, cf. [6].
Observe that if α = 0, the spaces F sp,q(R
n, w0) coincide with the classical Triebel-Lizorkin
spaces F sp,q(R
n), briefly mentioned in Remark 2.10 already.
3.1 Atomic decomposition of spaces F sp,q(R
n, wα)
Now we recall the atomic decomposition of spaces F sp,q(R
n, wα) given in [15].
Definition 3.3. (a) Suppose that K ∈ N0 and b > 1. The complex-valued function a ∈
CK(Rn) is said to be an 1K-atom if the following assumptions are satisfied:
(i) suppa ⊂ bQ0,m for some m ∈ Z
n,
(ii) |Dβa(x)| ≤ 1 for |β| ≤ K, x ∈ Rn.
(b) Suppose that s ∈ R, 0 < p ≤ ∞, K,L ∈ N0 and b > 1. The complex valued function
a ∈ CK(Rn) is said to be an (s, p)K,L-atom if for some j ∈ N0 the following assumptions
are satisfied
(i) suppa ⊂ bQj,m for some m ∈ Z
n,
(ii) |Dβa(x)| ≤ 2−j(s−n/p)+|β|j for |β| ≤ K and x ∈ Rn,
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(iii)
∫
Rn
xγa(x) dx = 0 for |γ| < L.
In the sequel we write aj,m instead of a if the atom is located at Qj,m, i.e., suppaj,m ⊂ bQj,m,
j ∈ N0, m ∈ Z
n.
Our aim is some decomposition of elements from F sp,q(R
n, wα) by atoms, similar to the
wavelet decomposition recalled in Theorem 2.13. For that reason we also need
Definition 3.4. Let 0 < p < ∞, 0 < q ≤ ∞ and α > −1. We define fp,q(R
n, wα) as the set of
all sequences (λj,m) of complex numbers with finite quasi-norm
‖λ|fp,q(R
n, wα)‖ =
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,mχ
(p)
j,m(·)|
q
)1/q
|Lp(R
n, wα)
∥∥∥
where χ
(p)
j,m(x) = 2
jn/pχj,m(x).
Subsequently, given an arbitrary index set I and two sets of positive numbers {ai : i ∈ I}
and {bi : i ∈ I}, we write ai . bi if there is a positive constant c such that ai ≤ cbi for all i ∈ I.
We put ai ∼ bi if ai . bi and bi . ai. Recall our notation r0(wα) as introduced in (2.2), see also
Example 2.3.
Theorem 3.5. Let 0 < p <∞, 0 < q ≤ ∞, s ∈ R and α > −1. Let K,L ∈ N0 with K > s and
L > n
(
1
min( p
r0(wα)
,q)
− 1
)
+
. A tempered distribution f ∈ S ′(Rn) belongs to F sp,q(R
n, wα) if, and
only if, it can be written as a series
f(x) =
∑
j∈N0
∑
m∈Zn
λj,maj,m(x) converging in S
′(Rn), (3.1)
where aj,m(x) are 1K-atoms (j = 0) or (s, p)K,L-atoms (j ∈ N) and λ ∈ fp,q(R
n, wα). Further-
more
‖f |F sp,q(R
n, wα)‖ ∼ inf{‖λ|fp,q(R
n, wα)‖},
where the infimum is taken over all admissible representations (3.1).
We refer to [15, Theorem 3.10] for a proof, see also [5].
Proposition 3.6. Let 0 < p < ∞, 0 < q ≤ ∞, α > −1 and let (Ej,m) be a sequence of
Lebesgue measurable sets on Rn each of them included in the corresponding dyadic cube Qj,m
and satisfying that |Ej,m| ∼ |Qj,m| for every j ∈ N0 and m ∈ Z
n. Then
‖λ|fp,q(R
n, wα)‖ ∼
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
q2jnq/pχEj,m(·)
)1/q
|Lp(R
n, wα)
∥∥∥,
where χEj,m stands for the characteristic function of the set Ej,m.
Proof. We follow the ideas in the proof of [11, Proposition 2.7]. As Ej,m ⊂ Qj,m for every j ∈ N0
and m ∈ Zn, it is straightforward that
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
q2jnq/pχEj,m(·)
)1/q
|Lp(R
n, wα)
∥∥∥ ≤ ‖λ|fp,q(Rn, wα)‖.
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We prove now the reverse inequality. Note that for every j ∈ N0 and m ∈ Z
n, χj,m . M(χEj,m).
We assume first that 0 < q <∞. Taking 0 < A < min
(
p
r0(wα)
, q
)
and applying Lemma 2.8, we
obtain that ∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
q2jnq/pχj,m(·)
)1/q
|Lp(R
n, wα)
∥∥∥
=
∥∥∥( ∑
j∈N0
∑
m∈Zn
(|λj,m|
A2jnA/p)q/Aχj,m(·)
)A/q
|Lp/A(R
n, wα)
∥∥∥1/A
.
∥∥∥( ∑
j∈N0
∑
m∈Zn
(|λj,m|
A2jnA/p)q/AMχEj,m(·)
)A/q
|Lp/A(R
n, wα)
∥∥∥1/A
=
∥∥∥( ∑
j∈N0
∑
m∈Zn
M
(
(|λj,m|
A2jnA/p)q/AχEj,m
)
(·)
)A/q
|Lp/A(R
n, wα)
∥∥∥1/A
.
∥∥∥( ∑
j∈N0
∑
m∈Zn
(|λj,m|
A2jnA/p)q/AχEj,m(·)
)A/q
|Lp/A(R
n, wα)
∥∥∥1/A
=
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
q2jnq/pχEj,m(·)
)1/q
|Lp(R
n, wα)
∥∥∥.
Now we study the case q =∞. For 0 < A < pr0(wα) ,
‖λ|fp,∞(R
n, wα)‖ =
∥∥∥sup
j,m
|λj,m|2
jn/pχj,m(·)|Lp(R
n, wα)
∥∥∥
=
∥∥∥ sup
j,m
|λj,m|
A2jnA/pχj,m(·)|Lp/A(R
n, wα)
∥∥∥1/A
.
∥∥∥ sup
j,m
|λj,m|
A2jnA/pMχEj,m(·)|Lp/A(R
n, wα)
∥∥∥1/A
≤
∥∥∥M(sup
j,m
|λj,m|
A2jnA/pχEj,m)(·)|Lp/A(R
n, wα)
∥∥∥1/A
.
∥∥∥ sup
j,m
|λj,m|
A2jnA/pχEj,m(·)|Lp/A(R
n, wα)
∥∥∥1/A
=
∥∥∥ sup
j,m
|λj,m|2
jn/pχEj,m(·)|Lp(R
n, wα)
∥∥∥,
where we have used Lemma 2.7.
3.2 Trace and extension operators on F sp,q(R
n, wα)
Let n ∈ N and k = 1, 2, . . . , n − 1. If x = (x1, . . . , xn) ∈ R
n and ϕ ∈ S(Rn), the trace operator
trRn−k is defined as
trRn−k : ϕ(x) −→ ϕ(x1, . . . , xn−k, 0, 0, . . . , 0).
Let A and B be two-quasi Banach spaces such that
S(Rn) →֒ A →֒ S ′(Rn) and S(Rn−k) →֒ B →֒ S ′(Rn−k).
Suppose that there exists c > 0 satisfying
‖trRn−kϕ|B‖ ≤ c‖ϕ|A‖ for every ϕ ∈ S(R
n). (3.2)
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Although the punctual definition of the trace operator might not make sense in general on A, if
S(Rn) is dense, the inequality (3.2) can be uniquely extended by completion to the whole space
A. Due to the density of S(Rn) in F sp,q(R
n, wα) if 0 < p, q < ∞ (see [6]), this is how we are
going to understand the operator trRn−k acting on spaces F
s
p,q(R
n, wα). In case of q = ∞ one
may strengthen an embedding argument as explained in some detail in [33, Rem. 1.170], but
using now that if ε > 0, then F sp,∞(R
n, wα) →֒ F
s−ε
p,p (R
n, wα) (see [6, Theorem 2.6/(i)]).
Theorem 3.7. Let 0 < p <∞, 0 < q ≤ ∞, α > −1 and s− α+1p > (n− 1)(
1
p − 1)+. Then
trRn−1F
s
p,q(R
n, wα) = trRn−1B
s−α
p
p (R
n) = B
s−α+1
p
p (R
n−1).
Proof. This result corresponds to [14, Proposition 2.4] with a correction in the values that s can
take, regarding [24, Theorem 4.4] with d = n− 1 and Γ = Rn−1 and [31, Section 4.4.1/(i)].
Here trRn−1F
s
p,q(R
n, wα) = B
s−α+1
p
p (Rn−1) means that, firstly, the trace operator acts linear
and bounded from F sp,q(R
n, wα) intoB
s−α+1
p
p (Rn−1), and, secondly, that for any g ∈ B
s−α+1
p
p (Rn−1)
there exists an f ∈ F sp,q(R
n, wα) such that trRn−1f = g and
‖g|B
s−α+1
p
p (R
n−1)‖ ∼ inf{‖f |F sp,q(R
n, wα)‖ : trRn−1f = g}.
Theorem 3.8. Let 0 < p < ∞, 0 < q ≤ ∞, k ∈ {1, . . . , n − 1}, α > −1 and s − α+kp >
(n− k)(1p − 1)+. Then
(i) trRn−k : F
s
p,q(R
n, wα) →֒ B
s−α+k
p
p (Rn−k) is linear and bounded, and
(ii) there exists a linear and bounded extension operator
ext : B
s−α+k
p
p (R
n−k)→ F sp,q(R
n, wα)
such that trRn−k ◦ ext = id : B
s−α+k
p
p (Rn−k)→ B
s−α+k
p
p (Rn−k).
In particular,
trRn−kF
s
p,q(R
n, wα) = B
s−α+k
p
p (R
n−k).
Proof. As trRn−k = trR(n−(k−1))−1 ◦ · · · ◦ trR(n−1)−1 ◦ trRn−1 , applying Theorem 3.7 and [31, Section
4.4.1] we have (i).
For proving (ii), we are going to build the extension operator using the wavelet representation
of Besov spaces given in Theorem 2.13 and the atomic decomposition of weighted Triebel-
Lizorkin spaces in Theorem 3.5. We follow some of the ideas in [36, Section 2.2.2], based on [34,
Section 5.1.3].
Take f ∈ B
s−α+k
p
p (Rn−k) and consider its wavelet representation of order
u > max
{
s, (n− k)
(1
p
− 1
)
+
− s+
α+ k
p
, n
( 1
min(p/r0(wα), q)
− 1
)
+
− s
}
,
f(x) =
∑
m∈Zn−k
λmψm(x) +
2n−k∑
ℓ=2
∑
j∈N0
∑
m∈Zn−k
λj,ℓm 2
−j(n−k)/2ψjℓ,m(x), for every x ∈ R
n−k,
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where
ψm(x) =
n−k∏
r=1
ψF (xr −mr) and ψ
j
ℓ,m(x) = 2
j(n−k)/2
n−k∏
r=1
ψGr
ℓ
(2jxr −mr),
λm = λm(f) = (f, ψm) and λ
j,ℓ
m = λ
j,ℓ
m (f) = 2
j(n−k)/2(f, ψjℓ,m),
and ∥∥∥∥f |Bs−α+kpp (Rn−k)
∥∥∥∥ ∼
∥∥∥∥λ|bs−α+kpp,q (Rn−k)
∥∥∥∥ (3.3)
in view of Theorem 2.13.
Take χ ∈ C∞0 (R
k) with suppχ ⊂ (−1, 1)k and χ(y) = 1 if y ∈ [−1/2, 1/2]k . For every
x ∈ Rn−k and y ∈ Rk we define
ext f(x, y) =
∑
m∈Zn−k
λmψm(x)χ(y) +
2n−k∑
ℓ=2
∑
j∈N0
∑
m∈Zn−k
λj,ℓm 2
−j(n−k)/2ψjℓ,m(x)χ(2
jy).
We can rewrite it as ext f(x, y) =
∑2n−k
ℓ=1 gℓ(x, y) with
gℓ(x, y) =
∑
j∈N0
∑
(m,M)∈Zn−k×Zk
λ˜ℓj,(m,M)a
ℓ
j,(m,M)(x, y), ℓ = 1, . . . , 2
n−k,
and being
aℓj,(m,M)(x, y) =


ψm(x)χ(y) if ℓ = 1, j = 0 and M = 0,
2−j(s−n/p)2−j(n−k)/2ψjℓ,m(x)χ(2
jy) if ℓ = 2, . . . , 2n−k and M = 0,
0 otherwise,
and
λ˜ℓj,(m,M) =


λm if ℓ = 1, j = 0 and M = 0,
2j(s−n/p)λj,ℓm if ℓ = 2, . . . , 2n−k and M = 0,
0 otherwise.
Now we prove that these are atomic decompositions of gℓ in F
s
p,q(R
n, wα) according to Theorem
3.5.
1. Let ℓ = 1. Then
(i) supp a10,(m,0) ⊂ suppψm × (−1, 1)
k ⊂ bQ0,(m,0) using Remark 2.11, and
(ii) |Dβa10,(m,0)(x, y)| = |
∏n−k
r=1 D
βrψF (xr −mr)D
(βn−k+1,...,βn)χ(y)| ≤ C for all (x, y) ∈
R
n and |β| ≤ u.
2. Let ℓ = 2, . . . , 2n−k. Then
(i) supp aℓj,(m,0) ⊂ suppψ
j
ℓ,m × (−2
−n, 2−n)k ⊂ bQj,(m,0) using Remark 2.11, and
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(ii) |Dβaℓj,(m,0)(x, y)| = 2
−j(s−n
p
)+j|β|
∣∣∣ n−k∏
r=1
DβrψGr
ℓ
(2jxr −mr)D
(βn−k+1,...,βn)χ(2jy)
∣∣∣
≤ C2
−j(s−n
p
)+j|β|
, for all (x, y) ∈ Rn and |β| ≤ u,
.
(iii)
∫
Rn
zγaℓj,(m,0)(z) dz = 0, for every |γ| < u, in view of the vanishing moments for
the wavelets.
Thus we get that
‖g1|F
s
p,q(R
n, wα)‖ . ‖λ˜
1|fp,q(R
n, wα)‖ =
∥∥∥( ∑
m∈Zn−k
|λm|
qχQ0,(m,0)(·)
)1/q
|Lp(R
n, wα)
∥∥∥
∼
( ∑
m∈Zn−k
|λm|
p
∫
Q0,(m,0)
wα(z) dz
)1/p
∼
( ∑
m∈Zn−k
|λm|
p
)1/p
, (3.4)
since α > −1.
Let Ej,m = Q
(n−k)
j,m × (2
−j−2, 2−j−1)k ⊂ Q
(n)
j,(m,0). For ℓ = 2, . . . , 2
n−k, using Proposition 3.6,
the fact that Ej,m are disjoint and
∫
Ej,m
wα(z) dz ∼ 2
−j(α+n), we have
‖gℓ|F
s
p,q(R
n, wα)‖ . ‖λ˜
ℓ|fp,q(R
n, wα)‖
=
∥∥∥( ∑
m∈Zn−k
∑
j∈N0
|λj,ℓm |
q2j(s−n/p)q2jnq/pχQj,(m,0)
)1/q
|Lp(R
n, wα)
∥∥∥
∼
∥∥∥( ∑
m∈Zn−k
∑
j∈N0
2jsq|λj,ℓm |
qχEj,m
)1/q
|Lp(R
n, wα)
∥∥∥
∼
( ∑
j∈N0
∑
m∈Zn−k
2jsp|λj,ℓm |
p2−j(n+α)
)1/p
=
( ∑
j∈N0
∑
m∈Zn−k
2
jp(s−n−k
p
−α+k
p
)
|λj,ℓm |
p
)1/p
. (3.5)
And from here, we can prove
‖ ext f |F sp,q(R
n, wα)‖ .
( ∑
m∈Zn−k
|λm|
p
)1/p
+
2n−k∑
ℓ=2
( ∑
j∈N0
∑
m∈Zn−k
2
jp(s−n−k
p
−α+k
p
)
|λj,ℓm |
p
)1/p
∼ ‖f |B
s−α+k
p
p (R
n−k)‖
in view of (3.3). Thus
ext : B
s−α+k
p
p (R
n−k) →֒ F sp,q(R
n, wα) is bounded,
and trRn−k ◦ ext = id : B
s−α+k
p
p (Rn−k)→ B
s−α+k
p
p (Rn−k).
For the particular case of weighted Sobolev spaces the previous result reads as follows.
Corollary 3.9. Let 1 < p < ∞, m ∈ N, k ∈ {1, . . . , n − 1} and −1 < α < p − 1 such that
m > α+kp . Then
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(i) trRn−k : W
m
p (R
n, wα) →֒ B
m−α+k
p
p (Rn−k) is linear and bounded, and
(ii) there exists a linear and bounded extension operator
ext : B
m−α+k
p
p (R
n−k)→Wmp (R
n, wα)
such that trRn−k ◦ ext = id : B
m−α+k
p
p (Rn−k)→ B
m−α+k
p
p (Rn−k).
In particular,
trRn−kW
m
p (R
n, wα) = B
m−α+k
p
p (R
n−k).
Remark 3.10. Here we recover the result which has been first obtained in [29, Theorem 2.9.2]
for k = 1 and all spaces Wmp (R
n, wα) with 1 < p < ∞ and −1 < α < mp − 1, using quite
different techniques. It can be found as well in [25, Proposition 4.10] in the context of traces on
fractals. However, if 1 < p < ∞ and p − 1 ≤ α < mp− 1, then it is not clear whether one still
has the Littlewood-Paley assertion Wmp (R
n, wα) = F
m
p,2(R
n, wα), mentioned in Remark 3.2.
4. Interpolation of Besov spaces
By a quasi-Banach couple (A1, A2) we mean two quasi-Banach spaces A1, A2 which are contin-
uously embedded in the same Hausdorff topological vector space A.
For a quasi-Banach couple (A1, A2), 0 < θ < 1 and 0 < r ≤ ∞ the real interpolation space
(A1, A2)θ,r consists of all a ∈ A1 +A2 having finite quasi-norm
‖a|(A1, A2)θ,r‖ =
(∫ ∞
0
[t−θK(t, a)]r
dt
t
)1/r
,
changing the integral by the supremum if r = ∞. Here, K(t, a) is the Peetre’s K-functional
defined by
K(t, a) = K(t, a;A1, A2) = inf{‖a1|A1‖+t‖a2|A2‖ : a = a1+a2, aj ∈ Aj}, t > 0, a ∈ A1+A2.
If t = 1, the K-functional K(1, ·;A1, A2) coincides with the usual quasi-norm on A1 +A2. The
spaces (A1, A2)θ,q are quasi-Banach spaces and they satisfy the interpolation property, that is
to say, if (B1, B2) is another quasi-Banach couple and T is a linear operator bounded from Aj
into Bj for j = 1, 2, then T is also bounded from (A1, A2)θ,r into (B1, B2)θ,r. See, for example,
[29, 3] for more details about interpolation theory.
Let A be a quasi-Banach space, (Ω, µ) a measure space, 0 < p1 < p2 < ∞, 0 < r ≤ ∞ and
0 < θ < 1, then
(Lp1(A; Ω, µ), Lp2(A; Ω, µ))θ,r = Lp,r(A; Ω, µ) with
1
p
=
1− θ
p1
+
θ
p2
, (4.1)
(see [29, Section 1.18.6, Theorem 2 and Remark 5]). This formula is the key for proving that
under the previous hypothesis
(F sp1,q(R
n), F sp2,q(R
n))θ,r = F
s
qLp,r(R
n), s ∈ R, 0 < q ≤ ∞, (4.2)
where F sqLp,r(R
n) is the set of all f ∈ S ′(Rn) with finite quasi-norm
‖f |F sqLp,r(R
n)‖ =
∥∥∥( ∑
j∈N0
2jsq|(ϕj fˆ)
∨(·)|q
)1/q
|Lp,r(R
n)
∥∥∥.
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Formula (4.2) was proven by Triebel in [29, Theorem 2.4.2/(c)] in the Banach case using
the retract and coretract method and for the quasi-Banach case a new approach was given
by Yang, Cheng and Peng [37, Theorem 6] based on the wavelet characterization of spaces
F sqLp,r(R
n). In [31, Chapter 4] and [36, Section 2.2.1], Triebel describes four key-problems for
Triebel-Lizorkin and Besov spaces Asp,q(R
n), A ∈ {B,F}: traces on hyperplanes, invariance with
respect to diffeomorphisms of Rn onto itself, the existence of linear extension operators of the
corresponding spaces Asp,q(R
n
+) on R
n
+ to A
s
p,q(R
n) and several types of pointwise multipliers.
For F sqLp,r(R
n), three of these key-problems can be treated satisfactorily using the interpolation
formula (4.2) (see [4]). However, this is not the case for the problem of traces as we are going
to see now.
Let 0 < p <∞, 0 < q, r ≤ ∞, s− 1p > (n− 1)
(
1
p − 1
)
+
. Then, for 0 < p1 < p < p2 <∞ and
0 < θ < 1 such that 1p =
1−θ
p1
+ θp2 and s −
1
pj
> (n − 1)
(
1
pj
− 1
)
+
, j = 1, 2, applying Theorem
3.8 with k = 1 and α = 0 we get that
trRn−1 : F
s
pj ,q(R
n) −→ B
s− 1
pj
pj (R
n−1),
for j = 1, 2 and using the interpolation property and (4.2) we have
trRn−1 : F
s
qLp,r(R
n) −→ (B
s− 1
p1
p1 (R
n−1), B
s− 1
p2
p2 (R
n−1))θ,r.
Analogously, ext : (B
s− 1
p1
p1 (R
n−1), B
s− 1
p2
p2 (R
n−1))θ,r −→ F
s
qLp,r(R
n) and
trRn−1 ◦ ext = id : (B
s− 1
p1
p1 (R
n−1), B
s− 1
p2
p2 (R
n−1))θ,r −→ (B
s− 1
p1
p1 (R
n−1), B
s− 1
p2
p2 (R
n−1))θ,r.
If r = p, then
(B
s− 1
p1
p1 (R
n−1), B
s− 1
p2
p2 (R
n−1))θ,p = B
s− 1
p
p (R
n−1),
see [30, Theorem 2.4.3]. But for r 6= p the characterization of this interpolation space is an
open problem already stated by Peetre in his monograph on Besov spaces [23, p.110]. However,
some of the ideas of the construction of the extension operator in Theorem 3.8 will allow us to
get a description of these spaces and, more generally, we are going to get a description of the
interpolation space
(B
s1−
α
p1
p1 (R
n), B
s− α
p2
p2 (R
n))θ,r,
for 0 < p1 < p2 < ∞, α ∈ R, 0 < θ < 1 and 0 < r ≤ ∞. As a consequence, this gives a
characterization of the trace of the Triebel-Lizorkin-Lorentz spaces F sqLp,r(R
n).
We will need first some technical results.
Definition 4.1. Let 0 < p <∞, 0 < q, r ≤ ∞ and α > −1. We define fqLp,r(R
n, wα) as the set
of all sequences λ = (λj,m) ⊂ C such that
‖λ|fqLp,r(R
n, wα)‖ :=
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,mχj,m(·)|
q
)1/q
|Lp,r(R
n, wα)
∥∥∥ <∞.
If p = r, we use the notation fp,q(R
n, wα) := fqLp,p(R
n, wα) = fqLp(R
n, wα).
Remark 4.2. Under the hypothesis of Proposition 3.6, we can also prove that
‖λ|fp,q(R
n, wα)‖ ∼
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
qχEj,m(·)
)1/q
|Lp(R
n, wα)
∥∥∥.
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Proposition 4.3. Let 0 < p1 < p2 < ∞, 0 < θ < 1,
1
p =
1−θ
p1
+ θp2 , 0 < q, r ≤ ∞, and −1 < α.
Then
(fp1,q(R
n, wα), fp2,q(R
n, wα))θ,r = fqLp,r(R
n, wα),
with equivalent quasi-norms.
Proof. For the case of unweighted spaces this result can be found in [4, Theorem 3.5]. Let
i = 1, 2. Given any λ ∈ fpi,q(R
n, wα), let R(λ) be the sequence of functions defined as
R(λ)(x) = (λj,mχj,m(x)).
ThenR : fpi,q(R
n, wα)→ Lpi(ℓq(ℓq), wα) is bounded and ‖R(λ)|Lpi(ℓq(ℓq), wα)‖ = ‖λ|fpi,q(R
n, wα)‖,
i = 1, 2.
Let 0 < A < min( p1r0(wα) ,
p2
r0(wα)
, q). We consider now the operator
PA : Lpi(ℓq(ℓq), wα)→ fpi,q(R
n, wα)
defined as
PA(gj,m) :=
(( 1
|Qj,m|
∫
Qj,m
|gj,m|
A(y) dy
)1/A)
.
Applying Lemma 2.8, one obtains
‖PA(gj,m)|fpi,q(R
n, wα)‖
=
∥∥∥( ∑
j∈N0,
m∈Zn
( 1
|Qj,m|
∫
Qj,m
|gj,m|
A(y) dy
)q/A
χj,m(·)
)A/q
|Lpi/A(R
n, wα)
∥∥∥1/A
≤
∥∥∥( ∑
j∈N0,
m∈Zn
(M |gj,m|
A)q/A
)A/q
|Lpi/A(R
n, wα)
∥∥∥1/A
.
∥∥∥( ∑
j∈N0,
m∈Zn
(|gj,m|
A)q/A
)A/q
|Lpi/A(R
n, wα)
∥∥∥1/A
= ‖(gj,m)|Lpi(ℓq(ℓq), wα)‖.
Note also that PA ◦R(λ) = |λ|, for every λ ∈ fpi,q(R
n, wα).
The linearity and boundedness of R imply that for every λ ∈ fp1,q(R
n, wα) + fp2,q(R
n, wα)
K(t, R(λ);Lp1(ℓq(ℓq), wα), Lp2(ℓq(ℓq), wα)) . K(t, λ; fp1,q(R
n, wα), fp2,q(R
n, wα)). (4.3)
On the other hand, due to the lattice properties of fpi,q(R
n, wα), we can rewrite its K-functional
as
K(t, λ; fp1,q(R
n, wα), fp2,q(R
n, wα))
= inf
{
‖λ1|fp1,q(R
n, wα)‖+ t‖λ
2|fp2,q(R
n, wα)‖ : |λj,m| ≤ λ
1
j,m + λ
2
j,m, λ
1
j,m, λ
2
j,m ≥ 0
}
,
(see, for example, [10, Lemma 3.1]). This together with the fact that |PAg| ≤ CA(PA(|g1|) +
PA(|g2|)) if g = g1 + g2, imply that
K(t, PAg; fp1,q(R
n, wα), fp2,q(R
n, wα)) . ‖PA(|g1|)|fp1,q(R
n, wα)‖+ t‖PA(|g2|)|fp2,q(R
n, wα)‖
. ‖g1|Lp1(ℓq(ℓq), wα)‖+ t‖g2|Lp2(ℓq(ℓq), wα)‖
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and taking the infimum over all possible decompositions we obtain that
K(t, PAg; fp1,q(R
n, wα), fp2,q(R
n, wα)) . K(t, g;Lp1(ℓq(ℓq), wα), Lp2(ℓq(ℓq), wα))
for every g = (gj,m) ∈ Lp1(ℓq(ℓq), wα) + Lp2(ℓq(ℓq), wα). Thus
K(t, λ; fp1,q(R
n, wα), fp2,q(R
n, wα)) = K(t, |λ|; fp1,q(R
n, wα), fp2,q(R
n, wα))
= K(t, PA ◦R(λ); fp1,q(R
n, wα), fp2,q(R
n, wα))
. K(t, R(λ);Lp1(ℓq(ℓq), wα), Lp2(ℓq(ℓq), wα)). (4.4)
From (4.3), (4.4) and (4.1), we derive that
‖λ|(fp1,q(R
n, wα), fp2,q(R
n, wα))θ,r‖ ∼ ‖R(λ)|(Lp1(ℓq(ℓq), wα), Lp2(ℓq(ℓq), wα))θ,r‖
= ‖R(λ)|Lp,r(ℓq(ℓq), wα)‖ = ‖λ|fqLp,r(R
n, wα)‖.
Remark 4.4. In the hypothesis of Definition 4.1, if Ej,m ⊂ Qj,m and |Ej,m| ∼ |Qj,m|, j ∈ N0
and m ∈ Zn, then applying Remark 4.2 and Proposition 4.3, we have the following equivalence
of quasi-norms:
‖λ|fqLp,r(R
n, wα)‖ ∼
∥∥∥( ∑
j∈N0
∑
m∈Zn
|λj,m|
qχEj,m(·)
)1/q
|Lp,r(R
n, wα)
∥∥∥,
for every λ ∈ fqLp,r(R
n, wα).
Let k ∈ N and let (Aℓ)
k
ℓ=1 be a finite sequence of quasi-Banach spaces. We consider the space∏k
ℓ=1Aℓ = A1 × · · · ×Ak quasi-normed by
∥∥∥(a1, . . . , ak)| k∏
ℓ=1
Aℓ
∥∥∥ = k∑
ℓ=1
‖aℓ|Aℓ‖, aℓ ∈ Aℓ, ℓ = 1, . . . , k.
Proposition 4.5. Let ((A1ℓ , A
2
ℓ ))
k
ℓ=1 be a finite sequence of quasi-Banach couples and put Bi =∏k
ℓ=1A
i
ℓ, i = 1, 2. Then (B1, B2) is a quasi-Banach couple and for any 0 < θ < 1 and 0 < r ≤ ∞,
(B1, B2)θ,r =
k∏
ℓ=1
(A1ℓ , A
2
ℓ )θ,r,
with equivalent quasi-norms.
Proof. First note that
Bi →֒
k∏
ℓ=1
(A1ℓ +A
2
ℓ ), for i = 1, 2.
Indeed, let a = (a1, . . . , ak) ∈ Bi, then
‖a|
k∏
ℓ=1
(A1ℓ +A
2
ℓ)‖ =
k∑
ℓ=1
‖aℓ|A
1
ℓ +A
2
ℓ‖ ≤
k∑
ℓ=1
‖aℓ|A
i
ℓ‖ = ‖a|Bi‖.
Now we prove that (B1, B2)θ,r →֒
∏k
ℓ=1(A
1
ℓ , A
2
ℓ )θ,r . Fix t > 0 and let a = (a1, . . . , ak) ∈ B1+B2.
For every ε > 0 we can decompose a = a1 + a2 with ai = (ai1, . . . , a
i
k) ∈ Bi, i = 1, 2 and such
that
‖a1|B1‖+ t‖a
2|B2‖ =
k∑
ℓ=1
(
‖a1ℓ |A
1
ℓ‖+ t‖a
2
ℓ |A
2
ℓ‖
)
≤ K(t, a;B1, B2) + ε.
Then,
∑k
ℓ=1K(t, aℓ;A
1
ℓ , A
2
ℓ ) ≤
∑k
ℓ=1(‖a
1
ℓ |A
1
ℓ‖+ t‖a
2
ℓ |A
2
ℓ‖) ≤ K(t, a;B1, B2) + ε, for every ε > 0.
From here we deduce that
∥∥∥a| k∏
ℓ=1
(A1ℓ , A
2
ℓ )θ,r
∥∥∥ = k∑
ℓ=1
‖aℓ|(A
1
ℓ , A
2
ℓ )θ,r‖ ∼
(∫ ∞
0
t−θr
( k∑
ℓ=1
K(t, aℓ;A
1
ℓ , A
2
ℓ )
)r dt
t
)1/r
≤
(∫ ∞
0
t−θrK(t, a;B1, B2)
r dt
t
)1/r
= ‖a|(B1, B2)θ,r‖.
An analogous argument works for the other direction.
Let Ej,m = Q
(n−k)
j,m × (2
−j−2, 2−j−1)k be as in the proof of Theorem 3.8.
Proposition 4.6. Let 0 < p1 < p2 < ∞, α > −1, n ∈ N, k = 1, 2, . . . , n − 1, s −
α+k
pi
>
(n− k)( 1pi − 1)+ for i = 1, 2, 0 < θ < 1 and 0 < r ≤ ∞. Then
(B
s−α+k
p1
p1 (R
n−k), B
s−α+k
p2
p2 (R
n−k))θ,r
is the set of all f ∈ S ′(Rn−k) that admit a wavelet representation on Rn−k
f(x) =
∑
m∈Zn−k
λmψm(x) +
2n−k∑
ℓ=2
∑
j∈N0
∑
m∈Zn−k
λj,ℓm 2
−j(n−k)/2ψjℓ,m(x) for every x ∈ R
n−k (4.5)
and
‖f |(B
s−α+k
p1
p1 (R
n−k), B
s−α+k
p2
p2 (R
n−k))θ,r‖ ∼ ‖Λ
s(λ)|Lp,r(R
n, wα)‖ <∞,
where
Λs(λ)(x) =
∑
m∈Zn−k
|λm|χE0,m(x) +
2n−k∑
ℓ=2
∑
m∈Zn−k
∞∑
j=0
2js|λj,ℓm |χEj,m(x), x ∈ R
n.
Proof. By Theorem 2.13, we know that (B
s−α+k
p1
p1 (R
n−k), B
s−α+k
p2
p2 (R
n−k))θ,r is the set of all f ∈
S ′(Rn−k) that can be represented as in (4.5) and
‖f |(B
s−α+k
p1
p1 (R
n−k), B
s−α+k
p2
p2 (R
n−k))θ,r‖ ∼ ‖λ|(b
s−α+k
p1
p1 (R
n−k), b
s−α+k
p2
p2 (R
n−k))θ,r‖.
Let i = 1, 2. Consider the operator T : b
s−α+k
pi
pi (R
n−k)→
∏2n−k
ℓ=1 fpi1(R
n, wα) defined as
T ((λm), (λ
j,2
m ), . . . , (λ
j,2n−k
m )) = (λˆ
ℓ
j,(m,M)) =


λm if ℓ = 1, j = 0 and M = 0,
2jsλj,ℓm if ℓ = 2, . . . , 2n−k and M = 0,
0 otherwise,
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with j ∈ N0, (m,M) ∈ R
n−k × Rk and ℓ = 1, 2, . . . , 2n−k. From (3.4) and (3.5) with q = 1, we
deduce that T is bounded. Now we consider the operator
P :
2n−k∏
ℓ=1
fpi,1(R
n, wα) −→ b
s−α+k
pi
pi (R
n−k)
(λℓj,(m,M)) −→ ((λ0,(m,0)), (2
−jsλ1j,(m,0)), . . . , (2
−jsλ2
n−k
j,(m,0))).
Observe that P ◦ T = id : b
s−α+k
pi
pi (R
n−k)→ b
s−α+k
pi
pi (R
n−k), i = 1, 2 and using Remark 4.2,
‖P (λ)|b
s−α+k
pi
pi (R
n−k)‖ =
( ∑
m∈Zn
|λ10,(m,0)|
pi
)1/pi
+
2n−k∑
ℓ=2
( ∞∑
j=0
∑
m∈Zn
|λℓj,(m,1)|
pi2−j(α+k)
)1/pi
∼
∥∥∥ ∑
m∈Zn
|λ10,(m,0)|χE0,(m,0) | Lpi(R
n, wα)
∥∥∥+ 2
n−k∑
ℓ=2
∥∥∥ ∞∑
j=0
∑
m∈Zn
|λℓj,(m,0)|χEj,(m,0) | Lpi(R
n, wα)
∥∥∥
∼ ‖λ|
2n−k∏
ℓ=1
fpi,1(R
n, wα)‖.
Then, applying Proposition 4.5, Proposition 4.3 and Remark 4.4, we have that
‖λ|(b
s−α+k
p1
p1 (R
n−k), b
s−α+k
p2
p2 (R
n−k))θ,r‖ ∼ ‖T (λ)|(
2n−k∏
ℓ=1
fp1,1(R
n, wα),
2n−k∏
ℓ=1
fp2,1(R
n, wα))θ,r‖
∼ ‖T (λ)|
2n−k∏
ℓ=1
f1Lp,r(R
n, wα)‖ ∼ ‖Λ
s(f)|Lp,r(R
n, wα)‖.
Corollary 4.7. Let 0 < p1 < p2 <∞, α > 0, n ∈ N, 0 < θ < 1, 0 < r ≤ ∞ and s ∈ R. Then
(B
s− α
p1
p1 (R
n), B
s− α
p2
p2 (R
n))θ,r
is the set of all f ∈ S ′(Rn) that admit a wavelet representation on Rn
f(x) =
∑
m∈Zn
λmψm(x) +
2n∑
ℓ=2
∞∑
j=0
∑
m∈Zn
λj,ℓm 2
−jn/2ψjℓ,m(x), x ∈ R
n, (4.6)
and ‖f |(B
s−α/p1
p1 (R
n), B
s−α/p2
p2 (R
n))θ,r‖ ∼ ‖Λ
s(λ)|Lp,r(R
n+1, wα−1)‖ <∞, where
Λs(λ)(x) =
∑
m∈Zn
|λm|χE0,m(x) +
2n∑
ℓ=2
∑
m∈Zn
∞∑
j=0
2js|λj,ℓm |χEjm(x), x ∈ R
n+1.
Now Ej,m = Q
(n)
j,m × (2
−j−2, 2−j−1) ⊂ Rn+1.
Proof. By Theorem 2.13, we know that (B
s− α
p1
p1 (R
n), B
s− α
p2
p2 (R
n))θ,r is the set of all f ∈ S
′(Rn)
that can be represented as in (4.6) and
‖f |(B
s− α
p1
p1 (R
n), B
s− α
p2
p2 (R
n))θ,r‖ ∼ ‖λ|(b
s− α
p1
p1 (R
n), b
s− α
p2
p2 (R
n))θ,r‖.
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Let s˜ > max
{
α
p1
+ n
(
1
p1
− 1
)
+
, αp2 + n
(
1
p2
− 1
)
+
}
= αp1 + n
(
1
p1
− 1
)
+
. Then
I : b
s− α
pi
pi (R
n) −→ b
s˜− α
pi
pi (R
n)
λ = ((λm), (λ
j,1
m ), . . . , (λ
j,2n
m )) −→ ((λm), (2
j(s−s˜)λj,1m ), . . . , (2
j(s−s˜)λj,2
n
m )),
is an isometry for i = 1, 2 and applying Proposition 4.6 we get
‖λ|(b
s− α
p1
p1 (R
n), b
s− α
p2
p2 (R
n))θ,r‖ ∼ ‖I(λ)|(b
s˜− α
p1
p1 (R
n), b
s˜− α
p2
p2 (R
n))θ,r‖
∼ ‖Λs˜(Iλ)|Lp,r(R
n+1, wα−1)‖
= ‖Λs(λ)|Lp,r(R
n+1, wα−1)‖.
Remark 4.8. Using directly results of interpolation theory, we can also obtain Corollary 4.7.
Assume first that s = 0. Observe that b
−α/pi
pi (R
n) = ℓpi×
∏2n
ℓ=2 ℓ
−α+n
pi
pi (ℓpi) for i = 1, 2 and notice
also that
ℓpi = Lpi(Z
n, µ) with µ =
∑
m∈Zn
δ{m},
ℓ
−
(α+n)
pi
pi (ℓpi) = Lpi(N0 × Z
n, µˆ) with µˆ =
∞∑
j=0
∑
m∈Zn
2−j(α+n)δ{(j,m)}.
By Proposition 4.5, we have that
(b−α/p1p1 (R
n), b−α/p2p2 (R
n))θ,r = Lp,r(Z
n, µ)×
2n∏
ℓ=2
Lp,r(N0 × Z
n, µˆ).
Now for any s ∈ R,
Is : b
s− α
pi
pi (R
n) −→ b
− α
pi
pi (R
n)
λ = ((λm), (λ
j,1
m ), . . . , (λ
j,2n
m )) −→ ((λm), (2
jsλj,1m ), . . . , (2
jsλj,2
n
m )),
is an isometry for i = 1, 2 and using Theorem 2.13 we get
‖f |(B
s− α
p1
p1 (R
n), B
s− α
p2
p2 (R
n))θ,r‖
∼ ‖λ|(bs−α/p1p1 (R
n), bs−α/p2p2 (R
n))θ,r‖
∼ ‖Is(λ)|(b
−α/p1
p1 (R
n), b−α/p2p2 (R
n))θ,r‖
∼ ‖(λm)|Lp,r(Z
n, µ)‖+
2n∑
ℓ=2
‖(2jsλj,ℓm )|Lp,r(N0 × Z
n, µˆ)‖
= ‖t1−1/rcard{m ∈ Zn : |λm| > t}
1/p|Lr(R)‖
+
2n∑
ℓ=2
∥∥∥t1−1/r( ∞∑
j=0
2−j(n+α)card{m ∈ Zn : |2jsλj,ℓm | > t}
)1/p
|Lr(R)
∥∥∥.
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This quasi-norm is equivalent to the one given in Corollary 4.7. Indeed, as Ej,m in Corollary 4.7
are disjoint sets with
∫
Rn+1
χEj,m(x)wα−1(x) dx ∼ 2
−j(α+n), then for dµ˜ = wα−1 dx in R
n+1, it
is clear that
µ˜
(
{x ∈ Rn+1 : |Λs(f)| > t}
)
= card{m ∈ Zn : |λm| > t}+
2n∑
ℓ=2
∞∑
j=0
2−j(n+α)card{m ∈ Zn : |2jsλj,ℓm | > t}
and
‖Λs(λ)|Lp,r(R
n+1, wα−1)‖ ∼ ‖t
1−1/rcard{m ∈ Zn : |λm| > t}
1/p|Lr(R)‖
+
2n∑
ℓ=2
‖t1−1/r
( ∞∑
j=0
2−j(n+α)card{m ∈ Zn : |2jsλj,ℓm | > t}
)1/p
|Lr(R)‖.
Finally, notice that with the interpolation approach, the argument works for any α ∈ R, we do
not need to assume that α > 0. One might understand this, at first glance, astonishing fact in the
way that for smaller α the corresponding smoothness of the involved Besov spaces B
s−α/pi
pi (R
n),
i = 1, 2, increases such that the Besov spaces themselves are getting smaller. Accordingly the
assumptions to the sequences representing them become more and more restrictive as can be
observed from the argument including the cardinality above.
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