We show that limit varieties of monoids recently discovered by Gusev, Zhang and Luo and their subvarieties are generated by monoids of the form M τ (W ) for certain congruences τ on the free monoid. The construction M τ (W ) is a generalization of widely used Dilworth-Perkins construction. Using this construction we generalize a result of Jackson into a sufficient condition which implies that there are more limit varieties of J-trivial monoids.
Introduction
An algebra is said to be finitely based (FB) if there is a finite subset of its identities from which all of its identities may be deduced. Otherwise, an algebra is said to be non-finitely based (NFB). In 1968, Perkins [12] found the first sufficient condition under which a semigroup is NFB. By using this condition, he constructed the first two examples of finite NFB semigroups. The first example was the 6-element Brandt monoid and the second example was the 25-element monoid obtained from the set of words W = {abtba, atbab, abab, aat} by using the following construction.
Let A be an alphabet and W be a set of words in the free semigroup A + . Let S(W ) denote the Rees quotient over the ideal of A + consisting of all words that are not subwords of words in W . For each set of words W , S(W ) is a semigroup with zero whose nonzero elements are the subwords of words in W and multiplication • is given by
Let S 1 (W ) denote the monoid obtained by adjoining an identity element to S(W ). If W is finite, then S(W ) (S 1 (W )) is a nilpotent semigroup (monoid) which belongs to the class of all J-trivial semigroups.
The sufficient condition of Perkins involves the requirement that certain words are isoterms for a semigroup under consideration. A word u is said to be an isoterm [12] for a semigroup S if S does not satisfy any nontrivial identity of the form u ≈ v.
Since Perkins introduced the notion of an isoterm it has been a necessary ingredient in the majority of many arguments invented by other researchers to establish an absence of the finite identity basis for a semigroup. A locally finite algebra is said to be inherently not finitely based (INFB) if any locally finite variety containing it is NFB. The syntactic part of the celebrated description of INFB finite semigroups given by Mark Sapir [13] states that a finite semigroup S is INFB if and only if every Zimin word (Z 1 = x 1 , . . . , Z k+1 = Z k x k+1 Z k , . . . ) is an isoterm for S. This result implies that the Brandt monoid is INFB while finite J-trivial monoids are never INFB.
For the majority of J-trivial monoids which are known to be NFB, their property of having no finite identity basis is a consequence of a sufficient condition of the following form.
Sufficient Condition 1. Let Σ be a certain set of identities without any bound on the number of letters involved and W be a subset of A * . If a monoid M satisfies all identities in Σ and all the words in W are isoterms for M, then M is NFB.
About ten years ago, Lee suggested to investigate the finite basis property of semigroups L ℓ = a, b | aa = a, bb = b, ababab · · · length ℓ = 0 , ℓ ≥ 2 and the monoids L 1 ℓ obtained by adjoining an identity element to L ℓ . The 4-element semigroup L 2 = A 0 is long known to be finitely based [3] . Zhang and Luo proved [16] that the 6-element semigroup L 3 is NFB and Lee generalized this result into a sufficient condition [7] which implies that for all ℓ ≥ 3, the semigroup L ℓ is NFB [9] .
As for the monoids L 1 ℓ , the 5-element monoid L 1 2 was also proved to be FB by Edmunds [2] and it is shown in [17, 15, 10] that for each ℓ ≥ 3 the monoid L 1 ℓ is NFB.
In [15] , we generalized the notion of an isoterm into a notion of a τ -term, because the isoterms give no information about the finite basis property of Lee monoids (see Section 6 in [15] ). If τ is an equivalence relation on the free semigroup A + then we say that a word u is a τ -term for a semigroup S if uτ v whenever S satisfies u ≈ v. If u is an isoterm for S then, evidently, u is a τ -term for S for every equivalence relation τ on A + .
Temporarily, we use τ to denote the congruence on the free semigroup A + induced by the relations a = aa for each a ∈ A + . Let W ≤ denote the closure of a set of words W ⊂ A * under taking subwords. We use x + to denote x n when n is a positive integer and its exact value is unimportant. Using τ -terms, the sufficient condition of Lee [7] for semigroups can be reformulated as follows. The NFB property of every Lee monoid L 1 ℓ for ℓ ≥ 3 follows from one of the three sufficient conditions ( [17, 15, 10] ). Each of these sufficient conditions can be obtained from the following general sufficient condition by substituting a specific set of identities for Σ and a specific set of words for W (see [15, 10] for details). Sufficient Condition 3. Let Σ be a certain set of identities without any bound on the number of letters involved and W be a subset of A * . If a monoid M satisfies all identities in Σ and all the words in W are τ -terms for M, then M is NFB.
Sufficient
In 1944, Morse and Hedlund [11] constructed an infinite set of words W ('unending sequence" [11] ), in a three-letter alphabet with the property that no word in W has a subword of the form uu. As mentioned in the introduction of [11] , Dilworth pointed out that 'the existence of unending sequences" with certain properties 'makes possible the construction of useful examples of semigroups". In particular, this set of words W yields an infinite semigroup S 'generated by three elements such that the square of every element in S is zero". So, in essence, the S(W ) construction was also used in [11] to obtain the first example of an infinite finitely generated nil-semigroup.
For the rest of this article we consider only monoids and regard them as semigroups equipped with an additional 0-ary operation that fixes the identity element. For convenience, we rename S 1 (W ) construction by M(W ) and sometimes refer to it as Dilworth-Perkins construction. In 2005, Jackson [5] used the M τ (W ) construction to give the first explicit examples of limit varieties of monoids in the sense that each of these varieties is NFB while each proper monoid subvariety of each of these varieties is FB. Jackson's limit varieties are generated by M({atbasb}) and M({abtasb, atbsab}).
We use var M to refer to the variety of monoids generated by M. The following result of Jackson gives us the fundamental connection between monoids of the form M(W ) and isoterms for monoids. In [15] , we generalised the Dilworth-Perkins construction M(W ) into M τ (W ) construction so that the connection between monoids of the form M τ (W ) and τterms for monoids is the same as in Fact 1.1 (see Lemma 2.1 below). The name of the construction involves a reference to a congruence τ on the free semigroup because it depends on the choice of this congruence.
Recently, Gusev [4] found two new limit varieties of monoids: J and the dual of J. The variety J is given by a certain (infinite) set of identities. While looking through his proof that J is NFB, we noticed that it yields a sufficient condition which can be obtained from the general Sufficient Condition 3 when the congruence τ , the set of identities Σ and the set of words W are chosen as follows:
• τ is a certain congruence on A + defined in Section 3 below;
• Σ = {xy 1 y 2 . . . y n xt 1 y 1 t 2 y 2 . . . t n y n ≈ x 2 y 1 y 2 . . . y n t 1 y 1 t 2 y 2 . . . t n y n | n ≥ 1};
This observation gave us a clue that the variety J is generated by M τ ({atba + sb + }) (see Theorem 5.1(x) below). This implies that the dual variety of J is generated by
Let A denote the 6-element semigroup given by the multiplication table 1 in Section 6 and A denote the semigroup dual to A. The semigroup A was introduced and shown to be FB in [8, Section 19] . Let A 1 denote the monoid obtained by adjoining an identity element to A. Recently, Zhang and Luo [18] proved that the direct product A 1 × A 1 generates another limit variety of monoids. Together with Sergey Gusev we calculated that var
where γ is certain congruence on the free monoid defined in Section 6.
In addition to proving that J is a finitely generated limit variety of monoids, Gusev in [4] calculated the lattice of subvarieties of J which consists of 12 finitely generated varieties. However, the explicit generators of most of these subvarieties including the variety J itself were unknown. We present Theorem 5.1 which contains a list of 12 monoids of the form M τ (W ) generating the 12 subvarieties of J. In section 6, we show that every one of the 13 subvarietes of var A 1 × A 1 calculated by Zhang and Luo in [18] is also generated by a monoid of the form M τ (W ). In section 7, we generalize the result of Jackson [5] that the monoid M({abtasb, atbsab}) is NFB into a sufficient condition which implies that the monoids M τ ′ ({a + b + tasb, a + tb + sab}) and M τ ({abta + sb + , atbsa + b + }) are also NFB. Finally, we verify (Theorem 7.1(ii)) that the varieties generated by these monoids do not contain any of the monoids previously known to generate limit varieties.
2 Monoids of the form M τ (W ) and τ -terms for monoids
Let τ be a congruence on the free monoid A * and W be a set of words in A * such that • the empty word λ forms a singleton τ -class;
• W is a union of τ -classes, that is, v ∈ W whenever u ∈ W and uτ v;
• W is closed under taking subwords, that is, v ∈ W whenever u ∈ W and v is a subword of u.
Since W is a union of τ -classes the set I(W ) = A * \ W is also a union of τ -classes if it is not empty. Let T 1 denote the factor monoid of A * over τ and H τ denote the corresponding homomorphism. Since W is closed under taking subwords, H τ (I(W )) is an ideal of T 1 . We define M τ (W ) as the Rees quotient of T 1 over H τ (I(W )). If τ is the trivial congruence on A * then M τ (W ) gives us the Dilworth-Perkins construction.
The following lemma gives us a connection between monoids of the form M τ (W ) and τ -terms for monoids and generalizes Lemma 3.3 in [5] (cf. Fact 1.1). 
Certain congruence τ on A +
In this section we define a specific congruence τ and fix it till Section 6. Let B denote an alphabet which consists of symbols a + for each a ∈ A. First, we define τ on (A ∪ B) + and then restrict it to A + .
We say that a word u ∈ (A ∪ B) + is reduced if for each a ∈ A the word u satisfies the following conditions:
• none of the words {aa + , a + a, a + a + } is a subword of u;
• letter a appears at most once in u. Now for each a ∈ A we define three rewriting rules on (A ∪ B) + as follows:
• R a→a + replaces an occurrence of a in u by a + only in case if either a or a + appears in u to the left of this occurrence of a;
• R a + a + →a + replaces a + a + by a + ;
Notice that the rules R a + a + →a + and R aa + →a + are traditional relations on a free semigroup while the rule R a→a + requires to check a certain property of a word u before being applied to u. But since an application of R a→a + does not change this property, the rewriting system
is confluent. That is, using these rules in any order, every word u ∈ (A ∪ B) + can be transformed to a unique reduced word r(u). This implies that the relation τ given by uτ v ⇔ r(u) = r(v) is a congruence on (A ∪ B) + . For example, (ab 2 cbab 3 c 4 )τ (ab 7 cb 2 a 3 b 5 c 2 )τ (ab + cb 2 abc) because
We use T to denote the factor semigroup of (A ∪ B) + over τ . Since every τclass in (A ∪ B) + contains a unique τ -reduced word, every element of T can be identified with a τ -reduced word u ∈ (A ∪ B) + . Since every τ -class contains a word in
Since the elements of T are identified with the τ -reduced words in (A ∪ B) + , the multiplication • in T is given by the formula: u • v = r(uv). For example,
It is easy to see that T is a J-trivial semigroup and B is its set of idempotents.
4 Monoids of the form M τ ({w 1 , . . . , w k })
Proof. We use only that τ is a congruence on A + .
We write v ≤ u when v is a subword of u. Lemma 4.1 allows us to extend the relation ≤ to the elements of T as follows. Given two τ -reduced words u, v ∈
Given a τ -reduced word u we define
It is easy to see that if v ∈ {u} ≤ is regarded as a word in the alphabet A ∪ B, then v can not be longer than u. Therefore, for each τ -reduced word u the set {u} ≤ is a finite.
We extend the congruence τ to A * by adding the empty word λ as a singleton τ -class. Lemma
where multiplication • is given by
Now we are going to rewrite Lemma 2.1 using a finite set of words in (A ∪ B) + instead of an infinite one in A * . To this aim, we extend the notion of a τ -term from words in A + to the elements of semigroup T .
Let S be a semigroup and u be a word in (A ∪ B) + . We say that u is a τ -term for S if every word in K τ (u) is a τ -term for S. 
The following statement is similar to Lemma 5.1 in [6] and can be proved in a similar way.
Proof. Fix some regular identity u ≈ v. Since for every τ -reduced word w, all the elements in w ≤ are pairwise distinct, the following claims are equivalent:
(ii) for every substitution Θ :
One can extent this construction to an arbitrary finite subset of T and extend Lemma 4.3 to the following statement in a similar way as Lemma 5.3 in [6] is extended to Lemma 3.3 in [5] . , . Now D has two covers dual to each other: E and E. E = var{x 2 ≈ x 3 , x 2 y ≈ xyx, x 2 y 2 ≈ y 2 x 2 }. Since {ta + } ≤ = {t, a, ta, ta + , a + }, it is easy to see that every word in {ta + } ≤ is a τ -term for E. Therefore, the variety E contains M τ ({ta + }) by Lemma 4.3. Since D |= tx 2 ≈ x 2 t, the word tx 2 is not a τ -term for D. Lemma 4.3 implies that the variety D does not contain M τ ({ta + }). Since D is a unique maximal subvariety of E, the variety E is generated by M τ ({ta + }).
According to Figure 1 in [4] , the variety E is covered by F. Since E = var M τ ({ta + }), every word in {ta + } ≤ is a τ -term for F.
Suppose that F |= ata + ≈ u. Since ta + is a τ -isoterm for F, there are only two possibilities for u: {a + t, a + ta + }. But none of the identities of F is capable to raise the exponent of the first occurrence of a. Therefore, {ata + } is also a τ -term for
Since E |= xyx ≈ x 2 y the word ata + is not a τ -term for E. Lemma 4.3 implies that the variety E does not contain M τ ({ata + }). Since E is a unique maximal subvariety of F, the variety F is generated by the monoid M τ ({ata + }). To finish the proof of Theorem 5.1 we need some information about τ -terms for certain monoids.
A letter is called simple (multiple) in a word u if it occurs in u once (at least twice). The set of all simple (multiple) letters in a word u is denoted by sim(u) (respectively, mul(u)). The following fact is well known. (ii) The word t 1 . . . t n is an isoterm for M({ab}) for each natural n.
A block of a word u is a maximal subword of u that does not contain any letters simple in u. Then: (i) the words ta + and a + ta + are also τ -terms for M;
(ii) every word in W is a τ -term for M.
Proof. (i) Since ata + and a + t are τ -terms for M, the words ta + and a + ta + can form an identity of M only with each other. But if M |= ta + ≈ a + ta + then M |= ata + ≈ a + ta + . To avoid a contradiction to the fact that ata + is a τ -term for M, we conclude that both ta + and a + ta + are τ -terms for M.
(ii) Here is an example of a word in W :
Let u ≈ v be an identity of M. If u ∈ W , then u = a 0 t 1 a 1 t 2 . . . t k a k , where for each i = 0, . . . , k we have a = x n for some n = 0, 1, 2, . . . and x ∈ mul(u).
Since {ata + , a + t, ta + , a + ta + } are τ -terms for M, the distribution of multiple letters in v must be the same as in u. In other words, for each i = 0, . . . , k we have b i = x n whenever a = x m . Moreover, m = 0 if and only if n = 0. Also, if m = 1 and a i contains the first occurrence of x then n = 1. Thus vτ u and, consequently, u is a τ -term for M.
The following statement is a reformulation of Lemma 3.6 in [4] . According to Figure 1 in [4] , I is a unique maximal subvariety J. By the definition of I, the variety I satisfies xtxysy ≈ xtyxsy. Notice that xtyxsy is a member of K τ (atba + sb + ), but the word xtxysy is not a member of this τ -class. Thus, atba + sb + is not a τ -term for I. Consequently, Lemma 4.3 implies that the variety I does not contain M τ ({atba + sb + }). Therefore, the variety J is generated by M τ ({atba + sb + }). (ii) According to Lemma 2.7 in [4] the variety E ∨ E is also generated by the 5-element monoid B 1 0 = e, f, c, 1 | e 2 = e, f 2 = f, ef = f e = 0, ec = cf = c in [2] . Notice that B 1 0 can be obtained from the submonoid To assign monoids of the form M τ (W ) to the subvarieties of var A 1 × A 1 we need a congruence γ which is coarser than τ . To this aim, for each a ∈ A we redefine the rewriting rules on (A ∪ B) + as follows:
• R a→a + replaces an occurrence of a in u by a + only in case if u contains either another occurrence of a or an occurrence of a + ;
• R a + a + →a + replaces a + a + by a + . Notice that this new rewriting system
is also confluent. That is, using these rules in any order, every word u ∈ (A ∪ B) + can be transformed to a unique reduced word r(u). This implies that the relation γ given by uγv ⇔ r(u) = r(v) is a congruence on (A ∪ B) + . For example, (abtbasb)γ(ab 5 tb 2 a 3 sb) because r(abtbasb) = r(ab 5 tb 2 a 3 sb) = a + b + tb + a + sb + . Figure 1 in [18] exhibits the lattice of 13 subvarieties of var A 1 × A 1 . Comparing is a common subvariety of J and var A 1 ×A 1 . Therefore, in view of Theorem 5.1((i)-(v)), in order to verify that every subvariety of var A 1 × A 1 is generated by a monoid of the form M τ (W ) it is enough to consider only the varieties in the interval between var B 1 0 and var A 1 ×A 1 . This interval involves the varieties generated by the monoids A 1 0 and Q 1 where A 0 and Q are the following semigroups:
• A 0 = L 2 = a, b | aa = a, bb = b, ab = 0 (See the introduction.)
• Q = e, b, c|e 2 = e, eb = b, ce = c, ec = be = cb = 0 (See Section 6.5 in [1] .) Now we are ready to assign a generating monoid of the form M τ (W ) to every variety in Figure 1 in [18] . Theorem 6.1. The following varieties coincide:
Proof. (i) Lemma 2.2 in [15] implies that x + y + ia a τ 0 -term for A 1 0 = L 1 2 , where τ 0 is the congruence on the free semigroup A + induced by the relations a = aa for each a ∈ A + . Since (ii) Suppose that Q 1 |= x + tsx + ≈ u. Since a + ta + is a γ-term for B 1 0 , either u = x + tsx + or u = x + tx + sx + . To rule out the second possibility, substitute Θ(x) = e, Θ(t) = b and Θ(s) = c. Then Θ(x + tsx + ) = bc but Θ(x + tx + sx + ) = 0. We conclude that a + tsa + is a γ-term for Q 1 .
On the other hand, Q 1 is a submonoid of M γ ({a + tsa + }):
Therefore, var Q 1 = var M γ ({a + tsa + }). Part (iii) follows from Lemma 4.4.
(iv) Recall from the introduction that A 1 is obtained by adjoining an identity element to the semigroup A defined in Table 1 . Suppose that A 1 |= y + x + ty + ≈ u. Since x + t and y + ty + are γ-terms for A 1 , we have u = a(x, y)ty + . If a contains xy as a subword then substituting Θ(x) = d, Θ(y) = e and Θ(t) = b we obtain Θ(y + x + ty + ) = a but Θ(u) = 0. To avoid a contradiction, we conclude that u = y + x + ty + . Thus, the word y + x + ty + is a γ-term for A 1 .
On the other hand, the following correspondence suggested by Gusev, shows that A 1 is a submonoid of M γ ({y + x + ty + }):
Overall, we have var
Part (v) follows from Lemma 4.4. 7 Existence of new limit varieties of J-trivial monoids
For the rest of this article we use τ to denote the congruence on A + dual to τ defined in Section 3. The goal of this section is to prove the following. Part (i) of Theorem 7.1 is similar to Lemma 5.4 in [5] and we are going to prove it by using the same identities as in [5] .
As with isoterms (see Section 3 in [14] ), it is convenient to think that monoids induce a quasi-order τ on finite sets words in the alphabet A ∪ B as follows:
Using this quasi-order, Fact 5.3 can be reformulated as follows: The next useful example is similar to Fact 3.2 in [14] .
Proof. (i) The argument is similar to the one in Fact 3.1 in [14] . Notice that {x + ty + sxy} ≤ τ {x + tx, tx + } and {x + ty + syx} ≤ τ {x + tx, tx + }. Fact 7.2 implies that the words x + ty + sxy and x + ty + syx can form an identity of M which is nontrivial modulo τ only with each other.
(ii) Suppose that each word in {x + y + txsy} ≤ is a τ -term for some monoid M. If M |= x + y + tysx ≈ u then in view of Fact 7.2, we have u = c(x, y)tysx. Since x + y + sx is a τ -term for M we have c(x, y) = x + y + . Consequently, x + y + tysx is also a τ -term for M.
If u is a word and x ∈ con(u) then an island formed by x in u is a maximal subword of u which is a power of x. For example, the word xyyx 5 yx 3 has three islands formed by x and two islands formed by y. (ii) if x forms two islands in u then the second island consists of only the last occurrence ℓ x of x and u deletes to x + tx;
(iii) if two multiple letters x = y are adjacent in u then only two cases are possible:
(a) u contains two adjacent first islands 1 x + 1 y + and deletes to one of the following: {x + y + , x + y + tx, x + y + ty, x + y + txsy, x + y + tysx};
(b) u contains two adjacent second islands ℓ x ℓ y and deletes to one of the following: {x + ty + txy, y + tx + txy}.
Then {a + b + tasb, a + tb + sab} ≤ τ u. Proof. Suppose that every word in {a + b + tasb, a + tb + sab} ≤ is a τ -term for some monoid M. Let u ≈ v be an identity of M. In view of Fact 5.3, we have sim(u) = sim(v) and u(sim(u)) = v(sim(u)). Choose some block A in u. Let B denote the corresponding block in v. Fact 7.2 implies that con(A) = con(B) and for each x ∈ mul(u) block A contains only the last occurrence of x if and only if B contains only the last occurrence of x. By our assumption only two cases are possible.
Case 1: A = y + 1 . . . y + m where for each i = 1, . . . , m, y + i is the first island of y i . Fix some i = 1, . . . , m. Notice that each word in Suppose that for infinitely many n, S satisfies an identity U n ≈ V n in at least n variables such that U n and V n are not τ -related.
Suppose also that for every identity u ≈ v of S in fewer than n−2 variables, every word U such that Uτ U n and every substitution Θ :
In order to prove Lemma 5.4 in [5] , Jackson introduced the following words:
For example, J 4 = (x 1 x 5 x 9 x 13 )(x 2 x 6 x 10 x 14 )(x 3 x 7 x 11 x 15 )(x 4 x 8 x 12 x 16 ).
As verified in the proof of Lemma 5.4 in [5] , the word J n has the following property:
(P1) If i < j ≤ n 2 are such that j − i < n, then the subword of J n between x i and x j has at least n − 2 letters.
The following sufficient condition is another special case of the general Sufficient Condition 3 in the introduction.
Sufficient Condition 4.
Let M be a monoid such that for each n > 3 M satisfies
and all the words in {a + b + tasb, a + tb + sab} ≤ are τ -terms for M. Then M is NFB.
Proof. First, notice that the words U n and V n are not τ -related. Let U be such that Uτ U n , that is U = x + 1 x + 2 . . . x + n 2 −1 x + n 2 t J n . We need the following fact used in the proof of Lemma 5.4 in [5]: (P2) for 1 ≤ i = j ≤ n 2 the word x i x j appears at most once in U as a subword. Let u ≈ v be an identity of M in less than n − 2 letters and let Θ : A → A + be a substitution such that Θ(u) = U. The word E(u) also involves less than n − 2 letters and E(u) ≈ E(v) is also an identity of M.
If y ∈ mul(E(u)) then in view of Property (P2), Θ(y) = x + i for some 1 ≤ i ≤ n 2 . Since the occurrences of x i form two islands in U and Θ satisfies Property (ii) in Fact 7.6, the occurrences of y form at most two islands in E(u). If y forms two islands in E(u) then Θ(y) = x i and the second island of y in E(u) consists of only the last occurrence ℓ y of y, because the second island of x i in U consists of only the last occurrence ℓ x i of x i . Since U deletes to x + i tx i the word E(u) deletes to y + ty. Thus the word E(u) satisfies the first two conditions of Fact 7.4.
If x = y are two adjacent multiple letters in E(u) then two cases are possible: Case 1: Θ(x) = x + i and Θ(y) = x + i+1 for some i = 1, . . . , n 2 − 1. Since E(u) contains less than n − 2 letters, Property (P1) implies that if both x and y form second islands ℓ x and ℓ y in E(u) then E(u) contains a simple letter between ℓ x and ℓ y. Therefore, E(u) deletes to one of the words in Condition (iii)(a) of Fact 7.4.
Case 2: Θ(x) = x i and Θ(y) = x j for some i = 1 = j . . . , n 2 − 1 such that x i and x j are adjacent in J n .
In this case, both x and y form two islands in E(u). Since E(u) contains less than n − 2 letters, Property (P1) implies that E(u) contains a simple letter between . . x n 2 −1 x n 2 t J n ≈ x n 2 x n 2 −1 . . . x 2 x 1 t J n = V n we repeat the argument of Jackson [5] : 'The only assignment Θ for which both sides of U n ≈ V n do not take the value 0, must assign all but perhaps one of the letters x i the value 1, and then Θ(U n ) ≈ Θ(V n )."
Consequently, M is NFB by Sufficient condition 4 and Lemma 4.3.
(ii) Since M |= xtx ≈ x 2 tx, the word xtx is not an isoterm for M. Therefore, var M contains nether M({atbasb}) [5] nor M({abtasb, atbsab}) [5] .
Let τ ′ denote the congruence on A + dual to τ (the same which was defined in Section 3). Since M |= xtx ≈ x 2 tx, the word xtx + is not a τ ′ -term for M. Consequently, var M does not contain M τ ′ ({ata + }). Since F = var M τ ′ ({ata + }) and the variety J = var M τ ′ ({atba + sb + }) contains F, we conclude that var M does not contain J [4] .
Let us check that M |= xtyyx ≈ xtyxy. Indeed, if Θ : {x, y, t} → M is a substitution such that Θ(x) or Θ(y) contains t or s then Θ(xtyyx) = Θ(xtyxy) = 0.
