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Abstract
In the present paper we define Hardy spaces with variable exponents on Rn by the grand maximal func-
tion, and then investigate their several properties. The present paper will connect harmonic analysis with
function spaces with variable exponents. We obtain the atomic decomposition and the molecular decom-
position. With these decomposition proved, we investigate the Littlewood–Paley characterization. Also, we
specify the dual spaces of Hardy spaces with variable exponents. They will turn out to be Campanato spaces
with variable growth conditions. The present paper covers local Hardy spaces with variable exponents.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
Hardy spaces and their duals have been playing a central role in harmonic analysis. In
the present paper we investigate Hardy spaces with variable exponents on Rn and their du-
als, which are Campanato spaces with variable growth conditions. Recently, Diening, Hästö
and Roudenko [7] and Almeida and Hästö [1] investigated inhomogeneous Besov and Triebel–
Lizorkin spaces with three variable exponents. As the names show, for example, these spaces
can describe and correct the data of smoothness of functions different according to the various
position in Rn. So, more and more attention has been paid to the study of function spaces with
variable exponent in harmonic analysis. Starting from the pioneering work by Diening [5], we
have a series of results of the theory of variable function spaces. Let p(·) : Rn → (0,∞) be a
measurable function such that 0 < infx∈Rn p(x) supx∈Rn p(x) < ∞. The space Lp(·)(Rn), the
Lebesgue space with variable exponent p(·), is defined as the set of all measurable functions f
for which the quantity
∫
Rn
|εf (x)|p(x) dx is finite for some ε > 0. We let
‖f ‖Lp(·) ≡ inf
{
λ > 0:
∫
Rn
( |f (x)|
λ
)p(x)
dx  1
}
for such a function f . As a special case of the theory of Nakano and Luxemberg, we see that
(Lp(·),‖ · ‖Lp(·) ) is a quasi-normed space. It is customary to denote p+ ≡ supx∈Rn p(x) and
p− ≡ infx∈Rn p(x), which we shall do throughout this paper.
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E. Stein defined the Hardy space Hp(Rn) with the norm given by
‖f ‖Hp ≡
∥∥∥sup
t>0
sup
ϕ∈FN
∣∣t−nϕ(t−1·) ∗ f ∣∣∥∥∥
Lp
, f ∈ S ′(Rn)
for 0 < p < ∞. Here we aim to replace Lp(Rn) with Lp(·)(Rn) in the present paper. We refer
to [15] on Hardy spaces with variable exponent on the unit disc.
The aim of the present paper is to define Hardy spaces with variable exponents and consider
and apply the atomic decomposition. As is the case with the classical theory, we choose a suitable
subset FN ⊂ S(Rn) to define the grand maximal operator. The definition of FN dates to the
original work [26]. Here is a precise definition of Hp(·)(Rn) and FN .
Definition 1.1.
1. Topologize S(Rn) by the collection of semi-norms {pN }N∈N given by
pN(ϕ) ≡
∑
|α|N
sup
x∈Rn
(
1 + |x|)N ∣∣∂αϕ(x)∣∣
for each N ∈N. Define
FN ≡
{
ϕ ∈ S(Rn): pN(ϕ) 1}. (1.1)
2. Let f ∈ S ′(Rn). Denote by M the grand maximal operator given by
Mf (x) ≡ sup{∣∣t−nψ(t−1·) ∗ f (x)∣∣: t > 0, ψ ∈FN},
where we choose and fix a large integer N .
3. The Hardy space Hp(·)(Rn) is the set of all f ∈ S ′(Rn) for which the quantity
‖f ‖Hp(·) ≡ ‖Mf ‖Lp(·)
is finite.
We first establish the following theorem in Section 3.
Theorem 1.2. Assume that there exists θ > 0 such that the Hardy–Littlewood maximal operator
M is bounded on Lp(·)/θ .
Let ϕ ∈ S(Rn) be a function such that ∫
Rn
ϕ(x) dx = 0. We define
‖f ‖
H
p(·)
ϕ,∗
≡
∥∥∥sup
t>0
∣∣t−nϕ(t−1·) ∗ f ∣∣∥∥∥
Lp(·)
, f ∈ S ′(Rn). (1.2)
Then the norms ‖ · ‖
H
p(·)
ϕ,∗
and ‖f ‖Hp(·) are equivalent.
Here is an example of p(·) we can deal with in the present paper.
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with duality, as an admissible function of p(·), we can consider
p(t) = max
(
1 − exp(3 − |t |),min(6
5
,max
(
1
2
,
3
2
− t2
)))
(t ∈R),
whose graph is given below:
In particular let us stress that p(·) can assume a value greater than 1 and a value less than 1
simultaneously.
This theorem shows that our definition of the Hardy space Hp(·)(Rn) by means of (1.2) is
valid. This is our starting point. If p  1, then the Hardy spaces Hp(Rn) is a subspace in
L1loc(R
n). In particular, if p > 1, then the space Hp(Rn) coincides the usual Lp(Rn), and if
p = 1, then H 1(Rn) is a proper subspace of L1(Rn). However, if p < 1, then Hp(Rn) is no
longer embedded into L1loc(R
n). The properties of Hardy spaces are, therefore, quite different
according as p < 1, p = 1, and p > 1. In fact, the classical theory of Hardy spaces had been
developed by using different ways for each case.
Therefore, to establish the theory of Hardy spaces with variable exponents, we need to de-
velop methods which are valid for all cases 0 < p < ∞ simultaneously. Our biggest step is to
find how to measure the norms of the functions in atomic Hardy spaces with variable exponent.
A small but very useful step is to find how to calculate the Lp(·)(Rn)-norm of the characteristic
functions of cubes (see Lemma 2.2). Also we rely heavily upon powerful inequalities, which
have been employed a lot in many works; typically, we make a full use of the Fefferman–Stein
vector-valued maximal inequality (Lemma 2.4) for Lebesgue spaces with variable exponent and
Plancherel–Polya–Nikols’kij inequality (Lemma 2.6). We propose a new method of defining the
sequence spaces associated to variable Hardy spaces by utilizing the Fefferman–Stein vector-
valued maximal inequality.
We describe how we organized the present paper and stress how we formulated our new
atomic decomposition results suitable for Hardy spaces with variable exponents.
In Section 2 we collect some fundamental facts on the variable exponent functions p(·). Here
we collect several useful inequalities as well.
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alent norms. Based on this definition of the norm, we further investigate fundamental properties
of Hardy spaces with variable exponents. Section 3 has two subsections. Subsection 3.1 devotes
to characterizing Hp(·)(Rn) by means of the grand maximal function Mf and its variant, where
we extend and prove Theorem 1.2. Subsection 3.2 is devoted to characterizing Hardy spaces with
variable exponents in terms of the Poisson integrals.
We discuss the atomic decomposition in Section 4, which is the heart of the present paper.
Here is another key result which we shall highlight. To formulate we adopt the following
definition of the atomic decomposition.
Definition 1.4 ((p(·), q)-atom). Let p(·) :Rn → (0,∞), 0 < p−  p+ < q ∞ and q  1. Fix
an integer d  dp(·) ≡ min{d ∈ N ∪ {0}: p−(n + d + 1) > n}. A function a on Rn is called a
(p(·), q)-atom if there exists a cube Q such that
(a1) supp(a) ⊂ Q,
(a2) ‖a‖Lq  |Q|1/q‖χQ‖Lp(·) ,
(a3) ∫
Rn
a(x)xα dx = 0 for |α| d.
The set of all such pairs (a,Q) will be denoted by A(p(·), q).
Under this definition, we define the atomic Hardy spaces with variable exponents. Here and
below we denote p ≡ min(p−,1).
Definition 1.5 (A({κj }∞j=1, {Qj }∞j=1) and Hp(·),qatom (Rn)). For sequences of nonnegative numbers
{κj }∞j=1 and cubes {Qj }∞j=1, define
A({κj }∞j=1, {Qj }∞j=1)≡ inf
{
λ > 0:
∫
Rn
{ ∞∑
j=1
(
κjχQj (x)
λ‖χQj ‖Lp(·)
)p} p(x)p
dx  1
}
. (1.3)
The function space Hp(·),qatom (Rn) is the set of all functions f ∈ S ′(Rn) such that it can be written
as
f =
∞∑
j=1
κjaj in S ′
(
R
n
)
, (1.4)
where {κj }∞j=1 is a sequence of nonnegative numbers, {(aj ,Qj )}∞j=1 ⊂ A(p(·), q) and
A({κj }∞j=1, {Qj }∞j=1) is finite. One defines
‖f ‖
H
p(·),q
atom
≡ infA({κj }∞j=1, {Qj }∞j=1),
where the infimum is taken over all admissible expressions as in (1.4).
Suppose that 0 <p−  p+ < ∞. Under these definitions, we prove in Section 4 the following.
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Hardy norms given in Theorem 1.2 and the ones given by means of atoms are isomorphic as long
as q is sufficiently large.
We refer to Section 2 for the conditions we pose on p(·). Section 5 devotes applications:
Subsection 5.1 devotes to another decomposition; we take up molecules there. As applications
of atomic and molecular decompositions, we establish the boundedness of the singular integral
operators and we obtain the Littlewood–Paley characterization in Subsections 5.2 and 5.3, re-
spectively.
Duality and related matters are discussed in Sections 6, 7 and 8. Section 6 intends as an in-
troduction of spaces of Campanato type. We define Campanato spaces Lq,φ,d(Rn) with variable
growth conditions. We investigate their fundamental properties in Section 6. In Section 7, we
need to postulate p+  1 on p(·) additionally. We establish that the dual of Hp(·)(Rn) is iso-
morphic to Lq,φ,d (Rn) for some q, d and φ when p(·) satisfies a certain condition. In Section 8
we place ourselves in a more special setting: p+ < 1. We define Hölder–Zygmund spaces with
variable exponents. We discuss the connection between Campanato spaces with variable growth
condition and Hölder–Zygmund spaces with variable exponents. Moreover, we extend the well-
known result due to Taibleson and Grevholm [13,28].
Finally we conclude this paper by comparing our results with the theory of local Hardy spaces
with variable exponents in Section 9, which will extend the results due to Goldberg [11].
Notation. We list a series of fundamental notations used in the present paper. The symbol A B
stands for the inequality A  CB for some constant C. If we write A ∼ B , then it stands for
A B  A. By Q we mean the set of all cubes whose edges are parallel to the coordinate axis.
We also denote by Q(x, r) the cube centered at x = (x1, x2, . . . , xn) with sidelength r ; we set
Q(x, r) ≡
{
(y1, y2, . . . , yn) ∈Rn: max
(|x1 − y1|, |x2 − y2|, . . . , |xn − yn|) 12 r
}
.
Given a cube Q = Q(x, r) ∈Q and k > 0, we set kQ ≡ Q(x, kr) and (Q) ≡ r . For a measurable
subset E ⊂ Rn we denote by |E| and χE the Lebesgue measure of E and the characteristic
function of E, respectively. For ϕ ∈ S(Rn) and j ∈ Z we write
ϕj (ξ) ≡ ϕ
(
2−j ξ
)
, ϕj (x) ≡ 2jnϕ(2j x). (1.5)
We adopt the following definition of the Fourier transform and its inverse:
Ff (ξ) ≡
∫
Rn
f (x)e−2πix·ξ dx, F−1f (x) ≡
∫
Rn
f (ξ)e2πix·ξ dξ
for f ∈ L1(Rn). Using this definition of Fourier transform and its inverse, we also define
ϕ(D)f (x) ≡F−1[ϕ ·Ff ](x) = 〈f,F−1ϕ(x − ·)〉 (1.6)
for f ∈ S ′(Rn) and ϕ ∈ S(Rn).
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The function p(·) :Rn → (0,∞) is called the variable exponent. Here we adopt the standard
notations in variable exponents. For a measurable subset G ⊂Rn, we write
p+(G) ≡ sup
x∈G
p(x), p−(G) ≡ inf
x∈Gp(x).
We abbreviate p+(Rn) and p−(Rn) to p+ and p−, respectively. Recall that we assumed
0 <p−  p+ < ∞, (2.1)
except Sections 6, 7 and 8 that follow.
For a measurable function f , let
‖f ‖Lp(·) ≡ inf
{
λ > 0:
∫
Rn
( |f (x)|
λ
)p(x)
dx  1
}
.
It is not so hard to see the following, if 0 <  p = min(p−,1).
1. (Positivity) ‖f ‖Lp(·)  0, and ‖f ‖Lp(·) = 0 ⇔ f ≡ 0.
2. (Homogeneity) ‖cf ‖Lp(·) = |c| · ‖f ‖Lp(·) for c ∈C.
3. (The -triangle inequality) ‖f + g‖
Lp(·)  ‖f ‖Lp(·) + ‖g‖Lp(·) .
A direct consequence of -triangle inequality is the quasi-triangle inequality:
‖f + g‖Lp(·)  21/−1
(‖f ‖Lp(·) + ‖g‖Lp(·)) (2.2)
for all f,g ∈ Lp(·).
Before we go further, we have a helpful observation for Lp(·) spaces.
Remark 2.1. Let f = 0 be a measurable function and define
Ip(·),f (λ) ≡
∫
Rn
( |f (x)|
λ
)p(x)
dx.
If 0 <p−  p+ < ∞ and Ip(·),f (1) < ∞, then Ip(·),f is a continuous function on (0,∞). Hence
∫
Rn
( |f (x)|
‖f ‖Lp(·)
)p(x)
dx = 1. (2.3)
In particular, for any cube Q, taking f = χQ in (2.3), we have
∫
Q
(
1
‖χQ‖Lp(·)
)p(x)
dx = 1. (2.4)
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(log-Hölder continuity) ∣∣p(x)− p(y)∣∣ 1
log(1/|x − y|) for |x − y|
1
2
, (2.5)
(decay condition) ∣∣p(x)− p(y)∣∣ 1
log(e + |x|) for |y| |x|. (2.6)
Note that p∞ ≡ limx→∞ p(x) exists in view of (2.6). From p+ < ∞ and (2.5) it follows that
∣∣p(x)− p(y)∣∣ 1
log(e + 1/|x − y|) for all x, y ∈R
n. (2.7)
Observe that (2.6) is equivalent to the following estimate:
∣∣p(x)− p∞∣∣ 1log(e + |x|) for all x ∈Rn. (2.8)
Note that (2.8) is equivalent to | log(e + |x|)(p(x)−p∞)| 1, that is,
(e + |x|)p(x)
(e + |x|)p∞ ∼ 1 for all x ∈R
n. (2.9)
The following is a crucial inequality and it is used many times in the present paper.
Lemma 2.2. Suppose that p(·) is a function satisfying (2.5), (2.6) and 0 <p−  p+ < ∞.
1. For all cubes Q = Q(z, r) with z ∈ Rn and r  1, we have |Q|1/p−(Q)  |Q|1/p+(Q). In
particular, we have
|Q|1/p−(Q) ∼ |Q|1/p+(Q) ∼ |Q|1/p(z) ∼ ‖χQ‖Lp(·) . (2.10)
2. For all cubes Q = Q(z, r) with z ∈Rn and r  1, we have
‖χQ‖Lp(·) ∼ |Q|1/p∞ .
Here the implicit constants in ∼ do not depend on z and r > 0.
Proof. If r  1, then (2.7) yields |Q|1/p(x) ∼ |Q|1/p(z) ∼ |Q|1/p−(Q) ∼ |Q|1/p+(Q) for all x ∈ Q.
Hence, it follows, for example, that
∫
n
(
χQ(x)
|Q|1/p(z)
)p(x)
dx ∼
∫
n
χQ(x)
|Q| dx = 1.
R R
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rearrangement of Zn and {Qj }∞j=1 = {Q(zj ,1)}∞j=1 be cubes. Then, invoking the localization
principle [14, Theorem 2.4], we have that, for r > 1,
‖χQ‖Lp(·) ∼
∥∥‖χQ‖Lp(·)(Qj )∥∥p∞ ∼ |Q|1/p∞ .
Thus, the proof of the lemma is now complete. 
Remark 2.3. The equivalence (2.10) can be implicitly found in [6, Lemma 2.5].
In the present paper, we invoke the following vector-valued boundedness of the Hardy–
Littlewood maximal operator M , whose proof can be found in [3, Corollary 2.1].
Lemma 2.4. Suppose that p(·) :Rn → [0,∞) is a function satisfying (2.5), (2.6) and 1 < p− 
p+ < ∞. Let u ∈ (1,∞]. Then we have
∥∥∥∥∥
( ∞∑
j=1
Mfj
u
) 1
u
∥∥∥∥∥
Lp(·)

∥∥∥∥∥
( ∞∑
j=1
|fj |u
) 1
u
∥∥∥∥∥
Lp(·)
for all sequences of measurable functions {fj }∞j=1.
As we can see an example from the paper [7], we cannot obtain a similar result if we replace
the constant u with variable functions.
Also, we collect estimates which we use frequently in the present paper. We denote
∣∣∇Ng(x)∣∣≡ ( ∑
|α|=N
∣∣∂αg(x)∣∣2) 12 .
Lemma 2.5. (See [12, p. 466].) Let ν,μ ∈ Z, M,N > 0 and L ∈ N ∪ {0} satisfy ν  μ and
N >M +L+ n. Suppose that φ is a CL(Rn)-function such that
∣∣∇Lφ(x)∣∣ 2μ(n+L)
(1 + 2μ|x − xφ |)M .
Assume in addition that ψ is a measurable function such that
∫
Rn
xβψ(x)dx = 0, |β| L− 1 and that ∣∣ψ(x)∣∣ 2νn
(1 + 2ν |x − xψ |)N .
Then we have ∣∣∣∣
∫
Rn
φ(x)ψ(x)dx
∣∣∣∣ 2μn−(ν−μ)L(1 + 2μ|xφ − xψ |)M .
Finally we need the Plancherel–Polya–Nikols’kij inequality.
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S ′(Rn) has frequency support in Q(0,R). Then
sup
y∈Rn
R−1|∂kf (x − y)|
(1 +R|y|)n/η  supy∈Rn
|f (x − y)|
(1 +R|y|)n/η M
[|f |η](x) 1η
for all k = 1,2, . . . , n. In particular,
‖∂kf ‖L∞ R‖f ‖L∞ . (2.11)
3. Definition of Hardy spaces with variable exponents and its elementary properties
3.1. Characterization by means of the grand maximal function
For ϕ ∈ S(Rn) we write
ϕj (x) ≡ 2jnϕ(2j x). (3.1)
A change of variable yields that F[ϕj ](ξ) =Fϕ(2−j ξ). We define the (discrete) maximal func-
tion with respect to ϕ by
Mϕf (x) ≡ sup
j∈Z
∣∣ϕj ∗ f (x)∣∣. (3.2)
For f ∈ S ′(Rn), the grand maximal function is defined by
Mf (x) ≡ sup{∣∣t−nψ(t−1·) ∗ f (x)∣∣: t > 0, ψ ∈FN}, (3.3)
where FN is given by (1.1). We define the Hardy space with variable exponent p(·) by
Hp(·)
(
R
n
)≡ {f ∈ S ′(Rn): ‖Mf ‖Lp(·) < ∞},
with ‖f ‖Hp(·) ≡ ‖Mf ‖Lp(·) .
Lemma 3.1. If p− > 1, then Lemma 2.4 and the reflexivity of Lp(·)(Rn) yield Hp(·)(Rn) 
Lp(·)(Rn) with equivalent norms.
Proof. The proof is a minor change of the argument [26, p. 91]. Here for the sake of complete-
ness, we provide a proof. By the boundedness of the Hardy–Littlewood maximal operator M ,
we have Lp(·)(Rn) ↪→ Hp(·)(Rn). Meanwhile, if f ∈ Hp(·)(Rn), then f can be expressed as
a limit of a sequence {τk ∗ f } in the topology of S ′(Rn), where τ ∈ S(Rn) has integral 1 and
τk(x) = knτ(kx). By the definition of Hp(·)(Rn), {τk ∗ f }∞k=1 forms a bounded set in Lp(·)(Rn).
Since (Lp(·)(Rn))∗ = Lp′(·)(Rn), Lp(·)(Rn) is reflexive. Therefore, by the Banach–Alaoglu the-
orem, we have a subsequence {τkl ∗ f }∞l=1 convergent in the weak topology of Lp(·)(Rn). The
limit of such a sequence being f , we conclude that f ∈ Lp(·)(Rn). 
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does not depend on N as long as the integer N is sufficiently large. The following lemma is a
preliminary step.
Suppose that we are given an integer L  1 and a function ϕ ∈ S(Rn) such that∫
Rn
ϕ(x) dx = 0.
We write
M∗ϕf (x) = M∗ϕ,Lf (x) ≡ sup
j∈Z
sup
y∈Rn
|ϕj ∗ f (y)|
(1 + 4j |x − y|2)L .
Lemma 3.2. For all f ∈ S ′(Rn) and 0 < θ < 1, there exists Lθ so that for all L Lθ , we have
M∗ϕ,Lf (x)M
[
sup
k∈Z
∣∣ϕk ∗ f ∣∣θ](x) 1θ = M[(Mϕf )θ ](x) 1θ ,
where M denotes the usual Hardy–Littlewood maximal function.
Proof. Denote by δ ∈ S ′(Rn) the Dirac delta and let L  1. Let ψ,Ψ ∈ S(Rn) be such that
ψ ∗ ϕ +
∞∑
k=1
Ψ k ∗ (ϕk − ϕk−1)= δ, ∫
Rn
xαΨ (x)dx = 0 (|α| n+ 3L+ 2)
in the topology of S ′(Rn). We refer to [24, p. 152, Theorem 1.6] for how to construct such a pair
(ψ,Ψ ). Then we have
ψj ∗ ϕj +
∞∑
k=j+1
Ψ k ∗ (ϕk − ϕk−1)= δ
by the dilation. If we use this formula and the triangle inequality, then we have
|ϕj ∗ f (y)|
(1 + 4j |x − y|2)L 
|ϕj ∗ψj ∗ ϕj ∗ f (y)|
(1 + 4j |x − y|2)L +
∞∑
k=j+1
|ϕj ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (y)|
(1 + 4j |x − y|2)L .
We estimate each term; let k  j + 1. Then we have
|ϕj ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (y)|
(1 + 4j |x − y|2)L 
∫
Rn
|ϕj ∗Ψ k(y − z)(ϕk − ϕk−1) ∗ f (z)|
(1 + 4j |x − y|2)L dz
by virtue of the triangle inequality for integrals. If we invoke Lemma 2.5, then we have
∣∣ϕj ∗Ψ k(y − z)∣∣ 2jn−3(k−j)L(1 + 4j |y − z|2)−L.
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|ϕj ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (y)|
(1 + 4j |x − y|2)L 
∫
Rn
2jn−3(k−j)L|(ϕk − ϕk−1) ∗ f (z)|dz
(1 + 4j |y − z|2)L(1 + 4j |x − y|2)L .
If we use the inequality (1 + |x|)(1 + |y|) 1 + |x + y|, then we have
|ϕj ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (y)|
(1 + 4j |x − y|2)L 
∫
Rn
2jn−3(k−j)L|(ϕk − ϕk−1) ∗ f (z)|dz
(1 + 4j |x − z|2)L .
By the definition of M∗ϕ,Lf (x), we have
|ϕj ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (y)|
(1 + 4j |x − y|2)L
M∗ϕ,Lf (x)1−θ
∫
Rn
2jn−3(k−j)Lθ
(1 + 4j |x − z|2)Lθ
(∣∣ϕk ∗ f (z)∣∣θ + ∣∣ϕk−1 ∗ f (z)∣∣θ )dz.
If we add this inequality over k j+1 and then incorporate a similar estimate for |ϕj∗ψj∗ϕj∗f (y)|
(1+4j |x−y|2)L ,
we obtain
|ϕj ∗ f (y)|
(1 + 4j |x − y|2)L M
∗
ϕ,Lf (x)
1−θ
∞∑
k=j
2−3(k−j)Lθ
∫
Rn
2jn|ϕk ∗ f (z)|θ
(1 + 4j |x − z|2)Lθ dz. (3.4)
Let us set
GL,θ (x) ≡ sup
j∈Z
∞∑
k=j
2−3(k−j)Lθ
∫
Rn
2jn
(1 + 4j |x − z|2)Lθ
∣∣ϕk ∗ f (z)∣∣θ dz.
Then we have
M∗ϕ,Lf (x)M∗ϕ,Lf (x)1−θGL,θ (x). (3.5)
From this we shall deduce
M∗ϕ,Lf (x)θ GL,θ (x). (3.6)
Once (3.6) is obtained, by using the Hardy–Littlewood maximal operator M , we can conclude
the proof of Lemma 3.2. With (3.6), we can deduce
M∗ϕ,Lf (x)θ M
[
sup
k∈Z
∣∣ϕk ∗ f ∣∣θ](x) (x ∈Rn). (3.7)
See [8, Chapter 2] for details.
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GL,θ (x) < ∞. To prove (3.6) we show M∗ϕ,Lf (x) < ∞. Since f ∈ S ′(Rn), there exists Lf ∈N
such that M∗ϕ,Lf f (x) < ∞. If L  Lf , then M∗ϕ,Lf (x)  M∗ϕ,Lf f (x) < ∞. If L  Lf , we
need more work. First, observe that GLf ,θf (x)GL,θf (x) < ∞. From (3.5) with L = Lf and
M∗ϕ,Lf f (x) < ∞ it follows that
∣∣ϕj ∗ f (x)∣∣θ M∗ϕ,Lf f (x)θ f GLf ,θf (x).
Here and below we use f if the implicit constant in  does depend on f . If we use this
inequality, then we have
M∗ϕ,Lf (x)θ f GL,θ (x) < ∞.
Hence we obtain (3.6). 
We remark that the proof of proving (3.7) is based on the technique of Strömberg and Torchin-
sky [27, Chapter 5].
The next theorem essentially includes Theorem 1.2 in that the proof relies only on the bound-
edness of the Hardy–Littlewood maximal operator M . Other properties of p(·) will be used
elsewhere in the present paper.
Theorem 3.3. For any ϕ ∈ S(Rn) such that ∫
Rn
ϕ(x) dx = 0, we have
‖f ‖Hp(·) ∼
∥∥M∗ϕf ∥∥Lp(·) ∼ ‖Mϕf ‖Lp(·)
for all f ∈ S ′(Rn), if N in the definition (3.3) of Mf is sufficiently large.
Proof. Fix θ ∈ (0,p−) and use Lemma 3.2. It follows from the boundedness of the maximal
operator M on Lp(·)/θ and the definitions of maximal operators M∗ϕ , Mϕ and M that we have
∥∥M∗ϕf ∥∥Lp(·) ∼ ‖Mϕf ‖Lp(·)  ‖f ‖Hp(·) .
So, let us concentrate on proving
‖f ‖Hp(·) 
∥∥M∗ϕf ∥∥Lp(·) . (3.8)
Let ψ,Ψ ∈ S(Rn) be as before and let τ ∈ S(Rn) be such that pN(τ) 1. Then we have
τ j ∗ f (x) = τ j ∗ψj ∗ ϕj ∗ f (x)+
∞∑
k=j+1
τ j ∗Ψ k ∗ (ϕk − ϕk−1) ∗ f (x)
for all j ∈ Z. Meanwhile by the definition of M∗, if we assume k  j , we haveϕ
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∫
Rn
∣∣τ j ∗Ψ k(x − y)∣∣(1 + 4k|x − y|2)L dy
M∗ϕf (x)
∫
Rn
∣∣τ j ∗Ψ k(x − y)∣∣(4k−j + 4k|x − y|2)L dy
 22(k−j)LM∗ϕf (x)
∫
Rn
∣∣τ j ∗Ψ k(x − y)∣∣(1 + 4j |x − y|2)L dy.
From Lemma 2.5, we learn
∣∣τ j ∗Ψ k(x − y)∣∣ pN(τ)2jn−3(k−j)L
(1 + 2j |x − y|)n+3L+1 
2jn−3(k−j)L
(1 + 2j |x − y|)n+3L+1 (3.9)
for all k  j + 1. A counterpart of (3.9) for k = j is easier to obtain:
∣∣τ j ∗ψj(x − y)∣∣ pN(τ)2jn
(1 + 2j |x − y|)n+3L+1 
2jn
(1 + 2j |x − y|)n+3L+1 (3.10)
from Lemma 2.5. If we insert (3.9) and (3.10), then we obtain
∣∣τ j ∗ f (x)∣∣ ∞∑
k=j
2jn−(k−j)LM∗ϕf (x)
∫
Rn
(
1 + 2j |x − y|)−n−L−1 dy M∗ϕf (x).
Since τ and j are arbitrary, we obtain Mf (x)  M∗ϕf (x) for all x ∈ Rn. Consequently, we
obtain the desired result. 
3.2. Poisson integral characterization
Now we consider the Poisson integral characterization. We write ϕj (x) = 2jnϕ(2j x) for
j ∈ Z as we did in (1.5). Under this notation, the maximal operator Mϕ is given by (3.2). Re-
call that f ∈ S ′(Rn) is a bounded distribution in terms of Stein, if f ∗ ϕ ∈ L∞(Rn) for all
ϕ ∈ S(Rn), and that e−t
√−f = F−1(e−t |ξ |Ff ) (f ∈ S ′(Rn)) denotes the Poisson semi-
group for bounded distributions f . We refer to [26, p. 89] for more details. Let ψ ∈ S(Rn)
be chosen to satisfy
χQ(0,1) Fψ  χQ(0,2). (3.11)
With this preparation in mind, we can define
e−t
√−f ≡ [e−t√−(1 −ψ)] ∗ f + e−t√−[ψ ∗ f ],
if f is a bounded distribution.
We have the following characterization.
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Then the following are equivalent.
1. f ∈ Hp(·)(Rn),
2. f is a bounded distribution and supt>0 |e−t
√−f | ∈ Lp(·)(Rn).
Proof. If we assume 2, then 1 is a direct consequence of the inequality
Mϕf (x) sup
0<t<∞
∣∣e−t√−f (x)∣∣ ∈ Lp(·)(Rn)
for some ϕ ∈ S(Rn) such that ∫
Rn
ϕ(x) dx = 0. For details we refer to [26, p. 99].
Let us assume 1. First of all, let us prove that f is a bounded distribution. To this end, choose
ψ as above. Then we have
sup
y∈Rn
|ψj ∗ f (y)|
1 + (2j |x − y|) nη
M
[∣∣ψj ∗ f ∣∣η](x) 1η (η > 0, j ∈ Z)
by virtue of the Plancherel–Polya–Nikols’kij inequality (see Lemma 2.6). Meanwhile, if
h : Q(x0,2−j ) → [0,∞) is a measurable function, then we have
inf
x∈Q(x0,2−j )
h(x) 1‖χQ(x0,2−j )‖Lp(·)
∥∥∥( inf
x∈Q(x0,2−j )
h(x)
)
χQ(x0,2−j )
∥∥∥
Lp(·)
 1‖χQ(x0,2−j )‖Lp(·)
‖h‖Lp(·) .
Therefore, by the Lp(·)/η(Rn)-boundedness of the maximal operator M we have
sup
y∈Q(x0,2−j )
∣∣ψj ∗ f (y)∣∣ inf
x∈Q(x0,2−j )
M
[∣∣ψj ∗ f ∣∣η](x) 1η
 2
jn
p−
∥∥M[∣∣ψj ∗ f ∣∣η] 1η ∥∥
Lp(·)
 2
jn
p−
∥∥M[∣∣ψj ∗ f ∣∣η]∥∥ 1η
Lp(·)/η
 2
jn
p−
∥∥ψj ∗ f ∥∥
Lp(·)
for all j  0. Therefore, x0 being arbitrary, we conclude
∥∥ψj ∗ f ∥∥∞  2 jnp− ∥∥ψj ∗ f ∥∥Lp(·) (3.12)
for all f ∈ Hp(·)(Rn) and j  0. Now choose ϕ ∈ S(Rn) arbitrarily. Let us define τ ∈ S(Rn) by
the relation
Lτ = 24nψ(24·)− 2−4nψ(2−4·), L = [ n
p
+ 1
]
.
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2−2jLLτj = 2j (n−2L)L(τ(2j ·))= 2jn(Lτ)(2j ·)= 2(j+4)nψ(2j+4·)− 2(j−4)nψ(2j−4·).
Using this formula, we obtain
ϕ ∗ f = ϕ ∗ψ ∗ f +
∞∑
j=1
ϕ ∗ (2jnψ(2j ·)− 2(j−1)nψ(2j−1·)) ∗ (2j (n−2L)L(τ(2j ·))) ∗ f
in view of the support condition on ψ and hence, by virtue of (3.12)
‖ϕ ∗ f ‖L∞p
 ‖ϕ ∗ψ ∗ f ‖L∞p
+
∞∑
j=1
2jn‖ϕ ∗ (2jnψ(2j ·)− 2(j−1)nψ(2j−1·)) ∗ (2j (n−2L)L(τ(2j ·))) ∗ f ‖Lp(·)p.
It follows from the definition (3.3) of the grand maximal operator Mf , we have
∥∥ϕ ∗ (2jnψ(2j ·)− 2(j−1)nψ(2j−1·)) ∗ (2j (n−2L)L(τ(2j ·))) ∗ f ∥∥
Lp(·)
 2−2jL
∥∥(Lϕ) ∗ τ j ∗ (2jnψ(2j ·)− 2(j−1)nψ(2j−1·)) ∗ f ∥∥
Lp(·)
 2−2
jn
p ‖f ‖Hp(·) .
If we invoke this estimate, then we have ‖ϕ ∗ f ‖L∞  ‖f ‖Hp(·) . Since it is known that
supt>0 |e−t
√−f (x)| Mf (x) (see [26, p. 98]), it follows that supt>0 |e−t
√−f | ∈ Lp(·).
Therefore 2 was proved. 
Remark 3.5. The Hp(·)-norm topology is stronger than the topology of S ′(Rn); indeed, setting
ϕˇ(x) = ϕ(−x) for ϕ ∈ S(Rn), we have proved
∣∣〈f,ϕ〉∣∣= ∣∣f ∗ ϕˇ(0)∣∣ ‖f ‖Hp(·)
in the course of the above proof.
4. Atomic decompositions
In this section we consider decomposition. Here we use notations (1.5) and (3.2) as usual.
4.1. Atomic decomposition
Here we define an index dp(·) ∈N∪ {0} by
dp(·) ≡ min
{
d ∈N∪ {0}: p−(n+ d + 1) > n
}
. (4.1)
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most d .
Let p(·) : Rn → (0,∞), 0 < p−  p+ < q ∞ and q  1. Recall that we have defined
(p(·), q)-atoms in Section 1 by Definition 1.4.
In the variable setting as well, we have that atoms have Lp(·)-norm less than 1. We denote by
A(p(·), q) the set of all pairs (a,Q) such that a is a (p(·), q)-atom and that Q is the correspond-
ing cube.
Remark 4.1.
1. Define another variable exponent q˜(·) by
1
p(x)
= 1
q
+ 1
q˜(x)
(
x ∈Rn). (4.2)
Then we have
‖f · g‖Lp(·)  ‖g‖Lq‖f ‖Lq˜(·) (4.3)
for all measurable functions f and g.
2. A direct consequence of Lemma 2.2 and (4.3) is that ‖a‖Lp(·)  1 whenever (a,Q) ∈
A(p(·), q).
Of course, as is the case when p(·) is a constant, Remark 4.1 can be extended as follows:
Proposition 4.2. Let q > 1. If p(·) satisfies (2.1), (2.5) and (2.6), then we have,
‖a‖Hp(·)  1
for any (a,Q) ∈ A(p(·), q).
Proof. Let ϕ ∈ S(Rn) \ {0} be a nonnegative and radial function supported on Q(0,1/2). We
shall establish that
‖Mϕa‖Lp(·)  1.
Write Q = Q(z, r). Let q˜(·) be an exponent defined by (4.2). Then q˜(·) also satisfies (2.5)
and (2.6) with p(·) replaced by q˜(·). Using the pointwise inequality Mϕa(x) ‖ϕ‖1Ma(x) and
the boundedness of the operator M on Lq(Rn), we have
∥∥(Mϕa)χ2√nQ∥∥Lp(·)  ∥∥(Ma)χ2√nQ∥∥Lp(·)
 ‖Ma‖Lq‖χ2√nQ‖Lq˜(·)
 ‖a‖Lq‖χ2√nQ‖Lq˜(·)

|Q| 1q ‖χ2√nQ‖Lq˜(·)
‖χQ‖Lp(·)
.
By Lemma 2.2 we conclude ‖(Mϕa)χ2√nQ‖Lp(·)  1.
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√
nQ. Denote ϕj (x) ≡ 2jnϕ(2j x). Since
supp(ϕj (· − x)) ⊂ Q(x,2−j ), if supp(a) ∩ Q(x,2−j ) = ∅, then |ϕj ∗ a(x)| = 0. If supp(a) ∩
Q(x,2−j ) = ∅, then r < 2−j and |x − z|  2−j+1. Let qx,j (y) be the Taylor polynomial of
degree d of the function y → ϕj (x − y) expanded around z, the center of Q; here d = dp(·) is as
in (4.1). Then by the usual estimate of the remainder term of the Taylor expansion, we have
∣∣ϕj (x − y)− qx,j (y)∣∣ 2j (n+d+1)|y − z|d+1  rd+1|x − z|n+d+1 .
Using the moment condition (a3) on a, we write
ϕj ∗ a(x) =
∫
Rn
ϕj (x − y)a(y) dy =
∫
Rn
[
ϕj (x − y)− qx,j (y)
]
a(y) dy.
If we invoke (a1) and (a2), then we obtain
∣∣ϕj ∗ a(x)∣∣ rd+1|x − z|n+d+1 ‖a‖1  r
d+1
|x − z|n+d+1 |Q|
1−1/q‖a‖Lq  r
n+d+1
|x − z|n+d+1‖χQ‖Lp(·)
.
This shows that
Mϕa(x)
rn+d+1
|x − z|n+d+1 ‖χQ‖
−1
Lp(·) , (4.4)
for x /∈ 2√nQ. We write θ = n+d+1
n
> 1
p− . Then we have
∥∥| · −z|−(n+d+1)χRn\2√nQ∥∥Lp(·)  r−(n+d+1)∥∥(Mχ2√nQ)θ∥∥Lp(·)
= r−(n+d+1)(‖Mχ2√nQ‖Lp(·)θ )θ
 r−(n+d+1)
(‖χ2√nQ‖Lp(·)θ )θ
= r−(n+d+1)‖χ2√nQ‖Lp(·) .
Hence, inserting this pointwise estimate, we have
∥∥(Mϕa)χRn\2√nQ∥∥Lp(·)  rn+d+1‖χQ‖−1Lp(·)∥∥| · −z|−(n+d+1)χRn\2√nQ∥∥Lp(·)  1.
Therefore, the proof is now complete. 
We have defined in Section 1 the atomic Hardy spaces with variable exponents as well. For
sequences of nonnegative numbers {κj }∞j=1, measurable subsets {Ej }∞j=1 and cubes {Qj }∞j=1,
define
A({κj }∞j=1, {Ej }∞j=1, {Qj }∞j=1)≡ inf
{
λ > 0:
∫
n
{ ∞∑
j=1
(
κjχEj (x)
λ‖χQj ‖Lp(·)
)p} p(x)p
dx  1
}
. (4.5)R
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tion space Hp(·),qatom (Rn) is the set of all functions f such that it can be written in the form
f =
∞∑
j=1
κjaj ,
where A({κj }∞j=1, {Qj }∞j=1) < ∞ and {(aj ,Qj )}j∈N ⊂ A(p(·), q). One defines
‖f ‖
H
p(·),q
atom
≡ infA({κj }∞j=1, {Qj }∞j=1),
where the infimum is taken over all expressions as above.
Observe that if p(·) ≡ p+ = p−, that is, p(·) is a constant function, then we can recover
classical Hardy spaces. Unlike the classical case, (p(·),∞)-atoms are not dealt separately. Con-
sequently we have two types of results for (p(·),∞)-atoms.
Definition 4.3 (Hp(·),∞atom,∗ (Rn)). Let p(·) : Rn → (0,∞), 0 < p−  p+ < q  ∞ and q  1.
Then f ∈ S ′(Rn) is in Hp(·),∞atom,∗ (Rn) if and only if there exist sequences of nonnegative num-
bers {κj }∞j=1 and {(aj ,Qj )}∞j=1 ⊂ A(p(·),∞) such that
f =
∞∑
j=1
κjaj in S ′
(
R
n
)
, and that
∑
j
∫
Qj
(
κj
‖χQj ‖Lp(·)
)p(x)
dx < ∞. (4.6)
For sequences of nonnegative numbers {κj }∞j=1 and cubes {Qj }∞j=1, define
A∗({κj }∞j=1, {Qj }∞j=1)≡ inf
{
λ > 0:
∫
Qj
∑
j
(
κj
λ‖χQj ‖Lp(·)
)p(x)
dx  1
}
.
Before we proceed further, four helpful remarks may be in order.
Remark 4.4.
1. A trivial fact that can be deduced from the embedding p = min(p−,1) ↪→ ∞ is that
A∗({κj }∞j=1, {Qj }∞j=1)A({κj }∞j=1, {Qj }∞j=1). (4.7)
2. Let (a,Q) ∈A(p(·), q). Then in view of (4.7), we have
‖a‖
H
p(·),q
atom,∗
 ‖a‖
H
p(·),q
atom
 1. (4.8)
3. From (4.8) we conclude
‖f ‖
H
p(·),q
atom,∗
 ‖f ‖
H
p(·),q
atom
 ‖χQ‖Lp(·)1
q
‖f ‖Lq (4.9)
|Q|
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Rn
xαf (x) dx = 0 for all
multiindexes α with length less than or equal to d .
4. Assume in addition that p+  1. For sequences of nonnegative numbers {κj }∞j=1 and
{(aj ,Qj )}∞j=1 ⊂ A(p(·), q), we have
∞∑
j=1
κj A∗
({κj }∞j=1, {Qj }∞j=1). (4.10)
Indeed, if we set λ ≡∑∞j=1 κj , then the concavity yields
∫
Rn
( ∞∑
j=1
(
κjχQj
λ‖χQj ‖Lp(·)
)p) p(x)p
dx 
∫
Rn
∞∑
j=1
(
κjχQj (x)
λ‖χQj ‖Lp(·)
)p(x)
dx
=
∞∑
j=1
∫
Qj
(
κj
λ‖χQj ‖Lp(·)
)p(x)
dx.
Now that we are assuming p+  1, we obtain
∫
Rn
( ∞∑
j=1
(
κjχQj
λ‖χQj ‖Lp(·)
)p) p(x)p
dx 
∞∑
j=1
κj
λ
∫
Qj
(
1
‖χQj ‖Lp(·)
)p(x)
dx = 1.
Now we formulate our atomic decomposition theorem. Let us begin with the space
H
p(·),q
atom,∗(Rn) with q = ∞.
Theorem 4.5. If p(·) satisfies (2.1), (2.5) and (2.6), then, for all f ∈ S ′(Rn),
‖f ‖Hp(·) ∼ ‖f ‖Hp(·),∞atom ∼ ‖f ‖Hp(·),∞atom,∗ .
The atomic decomposition for A(p(·), q) (q  1) can be also obtained.
Theorem 4.6. Suppose that 0 < p−  p+ < q ∞. Assume that q  1 is sufficiently large and
that p(·) satisfies (2.5) and (2.6). Then, for all f ∈ S ′(Rn),
‖f ‖Hp(·) ∼ ‖f ‖Hp(·),qatom .
4.2. Preparatory observations
To prove Theorems 4.5 and 4.6, we invoke a classical result that can be found in [26, pp. 102–
105, pp. 110–111]. Here and below we write C∞comp(Ω) as the set of all compactly supported
C∞(Ω)-functions on a domain Ω .
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cubes {Q∗k} and functions {ηk} ⊂ C∞comp(Rn), and a decomposition f = g + b, b =
∑
k bk , such
that
(i) The {Q∗k} have the bounded intersection property, and⋃
k
Q∗k =
{
x: Mf (x) > σ}.
(ii) Each function ηk is supported in Q∗k and∑
k
ηk = χ{x: Mf (x)>σ }, 0 ηk  1.
(iii) The distribution g satisfies the inequality:
Mg(x)Mf (x)χ{x: Mf (x)σ }(x)+ σ
∑
k
k
n+d+1
(k + |x − xk|)n+d+1 .
(iii)′ If f is a locally integrable function, then we can arrange even that g be a bounded function
with |g(x)| σ for a.e. x ∈Rn.
(iv) Each distribution bk is given by bk = (f − ck)ηk with a polynomial ck ∈Pd(Rn) satisfying∫
Rn
bk(x)q(x) dx = 0 for all q ∈Pd(Rn), and
Mbk(x)Mf (x)χQ∗k (x)+
σk
n+d+1
|x − xk|n+d+1 χRn\Q
∗
k
(x).
In the above, xk and k denote the center and the side-length of Q∗k , respectively, and the implicit
constants are dependent only on n.
Lemma 4.7 is used to decompose functions in Hp(·)(Rn). We also need some additional esti-
mates for the converse of Theorems 4.5 and 4.6.
Lemma 4.8. Suppose that we are given a cube Qj and a measurable set Ej ⊂ Qj for each
j ∈ Z. If 2|Ej | |Qj | for every j , then we have, for every nonnegative sequence {κj }∞j=1,
A({κj }∞j=1, {Ej }∞j=1, {Qj }∞j=1) ρA({κj }∞j=1, {Qj }∞j=1)
for some ρ ∈ (0,1) independent of {κj }∞j=1, {Ej }∞j=1 and {Qj }∞j=1.
Proof. By the definition of the maximal operator M , we have χQj (x) M[χEj ](x)
2
p for all
x ∈Rn. This pointwise estimate yields
A({κj }∞j=1, {Qj }∞j=1)=
∥∥∥∥∥
{ ∞∑( κjχQj (x)
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p(·)j=1 L
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∥∥∥∥∥
{ ∞∑
j=1
(
κjMχEj (x)
2
p
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
=
∥∥∥∥∥
{ ∞∑
j=1
κj
pMχEj (x)
2
‖χQj ‖Lp(·)p
} 1
2
∥∥∥∥∥
2
p
L
2p(·)
p
.
If we use the Fefferman–Stein vector-valued maximal inequality (see Lemma 2.4), then we have
A({κj }∞j=1, {Qj }∞j=1) 
∥∥∥∥∥
{ ∞∑
j=1
κj
pχEj (x)
2
‖χQj ‖Lp(·)p
} 1
2
∥∥∥∥∥
2
p
L
2p(·)
p
=
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj (x)
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
=A({κj }∞j=1, {Ej }∞j=1, {Qj }∞j=1).
Thus, we obtain the desired result. 
Keeping the constant ρ > 0 in Lemma 4.8 in mind, we prove the following:
Lemma 4.9. Suppose that, for each j ∈ Z, we are given a cube Qj and a measurable set
Ej ⊂ Qj . If 2|Ej | |Qj | for every j , then there exists a universal constant β ∈ (0,1) depending
only on p(·) and n such that
A({κj }∞j=1, {Ej }∞j=1, {Qj }∞j=1) βA({κj }∞j=1, {Qj }∞j=1).
Proof. We write
F(x) ≡
( ∞∑
j=1
(
κjχQj (x)
‖χQ‖Lp(·)
)p) 1p
,
G(x) ≡
( ∞∑
j=1
(
κjχEj (x)
‖χQj ‖Lp(·)
)p) 1p
,
H(x) ≡
( ∞∑
j=1
(
κjχQj \Ej (x)
‖χQj ‖Lp(·)
)p) 1p
.
A normalization allows us to assume that ‖F‖Lp(·) = 1. Then we have
‖F‖Lp(·) =A
({κj }∞j=1, {Qj }∞j=1)= 1, ‖G‖Lp(·) =A({κj }∞j=1, {Ej }∞j=1, {Qj }∞j=1).
Let us prove that ‖G‖Lp(·)  β for some 0 < β < 1. By virtue of Lemmas 4.8 we have
ρ‖F‖Lp(·)  ‖H‖Lp(·) . (4.11)
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∫
Rn
F (x)p(x) dx 
∫
Rn
G(x)p(x) dx +
∫
Rn
H(x)p(x) dx.
By the normalization we have
∫
Rn
F (x)p(x) dx = 1
and hence
∫
Rn
H(x)p(x) dx  ρp+
by (4.11). Consequently, we have
∫
Rn
G(x)p(x) dx  1 − ρp+ and
∫
Rn
(
G(x)
(1 − ρp+)1/p+
)p(x)
dx  1.
This proves Lemma 4.9. 
Given a cube Q, let us denote L1(Q) the set of all integrable functions supported on Q.
Lemma 4.10. Let β be a constant from Lemma 4.9 and δ ∈ (0, − log2 β
n+1 ). Suppose that we are
given a countable collection of nonnegative numbers {κj }∞j=1 and non-zero measurable functions
{fj }∞j=1 such that fj ∈ L1(Qj ) for each j ∈N. Then we have
∥∥∥∥∥
{ ∞∑
j=1
(
κj |fj |δ|Qj |δ
‖fj‖δL1(Qj )‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
A({κj }∞j=1, {Qj }∞j=1).
Proof. Denote by Md,Qj the dyadic maximal operator with respect to Qj . Let us set
Ej,0 = Qj, Ej,k =
{
x ∈ Qj : 2
(n+1)(k−1)
|Qj |
∫
Qj
∣∣fj (y)∣∣dy <Md,Qj fj (x)
}
, k ∈N.
Then each Ej,k can be partitioned into disjoint maximal dyadic cubes {Qj,k,l}l∈Lj,k such that
Ej,k =
⋃
l∈Lj,k
Qj,k,l ,
2(n+1)(k−1)
|Qj |
∫
Q
∣∣fj (y)∣∣dy < 1|Qj,k,l |
∫
Q
∣∣fj (y)∣∣dy.
j j,k,l
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2(n+1)(k−1)+n
|Qj |
∫
Qj
∣∣fj (y)∣∣dy  2n|Q˜j,k,l |
∫
Q˜j,k,l
∣∣fj (y)∣∣dy  1|Qj,k,l |
∫
Qj,k,l
∣∣fj (y)∣∣dy. (4.12)
Let us check that |Qj,k,l ∩Ej,k+1| 12 |Qj,k,l | for each l ∈ Lj,k . To this end, observe first that
Ej,k+1 is made up of disjoint cubes {Qj,k+1,l∗}l∗ such that
1
|Qj,k+1,l∗ |
∫
Qj,k+1,l∗
∣∣fj (y)∣∣dy  2(n+1)k|Qj |
∫
Qj
∣∣fj (y)∣∣dy. (4.13)
Let us suppose that Qj,k+1,l∗ is contained in Qj,k,l . Then we have
1
|Qj,k+1,l∗ |
∫
Qj,k+1,l∗
∣∣fj (y)∣∣dy  2(n+1)k−(n+1)(k−1)−n|Qj,k,l |
∫
Qj,k,l
∣∣fj (y)∣∣dy (4.14)
by virtue of (4.12). Hence it follows from (4.14) that
|Qj,k,l |
∫
Qj,k+1,l∗
∣∣fj (y)∣∣dy  2|Qj,k+1,l∗ |
∫
Qj,k,l
∣∣fj (y)∣∣dy.
If we add this inequality over l∗ ∈ Lj,k+1, then we have
|Qj,k,l |
∫
Qj,k,l
∣∣fj (y)∣∣dy  |Qj,k,l |
∫
⋃{Qj,k+1,l∗ : Qj,k+1,l∗⊂Qj,k,l}
∣∣fj (y)∣∣dy
=
∑
l∗∈Lj,k+1: Qj,k,l⊃Qj,k+1,l∗
|Qj,k,l |
∫
Qj,k+1,l∗
∣∣fj (y)∣∣dy
 2|Qj,k,l ∩Ej,k+1|
∫
Qj,k,l
∣∣fj (y)∣∣dy.
Thus, our claim that |Qj,k,l ∩Ej,k+1| 12 |Qj,k,l | is justified.
Keeping this observation in mind, we decompose
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj,k+1
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
=
∥∥∥∥∥
{ ∞∑
j=1
( ∑
l∈Lj,k
κjχQj,k,l∩Ej,k+1
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
=
∥∥∥∥∥
{ ∞∑
j=1
∑
l∈L
(
κjχQj,k,l∩Ej,k+1
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p(·)
j,k L
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∥∥∥∥∥
{ ∞∑
j=1
(
κjχQj,k,l∩Ej,k+1
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
 β
∥∥∥∥∥
{ ∞∑
j=1
∑
l∈Lj,k
(
κjχQj,k,l
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
 β
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj,k
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
.
Hence it follows that
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj,k+1
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
 β
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj,k
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
(4.15)
for all k ∈N∪ {0}. If we repeat to use (4.15), then we have
∥∥∥∥∥
{ ∞∑
j=1
(κjχEj,k )
p
} 1
p
∥∥∥∥∥
Lp(·)
 βk
∥∥∥∥∥
{ ∞∑
j=1
(κjχQj )
p
} 1
p
∥∥∥∥∥
Lp(·)
. (4.16)
By virtue of the p-triangle inequality, then we obtain
∥∥∥∥∥
{ ∞∑
j=1
(
κj |fj |δ|Qj |δ
‖fj‖δL1(Qj )‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p
Lp(·)

∥∥∥∥∥
{ ∞∑
j=1
∞∑
k=0
(2δk(n+1)κjχEj,k
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p
Lp(·)

∞∑
k=0
2δk(n+1)
∥∥∥∥∥
{ ∞∑
j=1
(
κjχEj,k
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p
Lp(·)
.
Let a = 2δ(n+1)β . If we use (4.16), then we have
∥∥∥∥∥
{ ∞∑
j=1
(
κj |fj |δ|Qj |δ
‖fj‖δL1(Qj )‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p
Lp(·)

∞∑
k=0
akp
∥∥∥∥∥
{ ∞∑
j=1
(
κjχQj
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
p
Lp(·)
.
Now that we are assuming δ ∈ (0, − log2 β
n+1 ), we have a ∈ (0,1). Thus, we conclude
∥∥∥∥∥
{ ∞∑
j=1
(
κj |fj |δ|Qj |δ
‖fj‖δL1(Qj )‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)

∥∥∥∥∥
{ ∞∑
j=1
(
κjχQj
‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
=A({κj }∞j=1, {Qj }∞j=1).
Therefore, we obtain the desired result. 
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Lemma 4.11. Let β be a constant from Lemma 4.9 and δ ∈ (0, − log2 β
n+1 ). Suppose that we are
given a countable collection of nonnegative numbers {κj }∞j=1, functions {bj }∞j=1 and cubes
{Qj }∞j=1 such that supp(bj ) ⊂ Qj and that ‖bj‖L1/δ(Qj ) = 0 for each j ∈N, then we have
∥∥∥∥∥
{ ∞∑
j=1
(
κj |bj | · |Qj |δ
‖bj‖L1/δ(Qj )‖χQj ‖Lp(·)
)p} 1p ∥∥∥∥∥
Lp(·)
A({κj }∞j=1, {Qj }∞j=1).
Proof. Just set fj = |bj |1/δ in Lemma 4.10. 
4.3. Proof of Theorems 4.5 and 4.6
With Lemma 4.11 in mind, let us prove Theorem 4.5. Here and below in the proof of Theo-
rems 4.5 and 4.6 we fix an auxiliary function ϕ ∈ C∞comp(Rn) so that
∫
Rn
ϕ(x) dx = 0.
Proof of Theorem 4.5. The proof of ‖f ‖
H
p(·),∞
atom
 ‖f ‖
H
p(·),∞
atom,∗
is immediate from the structure
of the underlying sequence spaces. See Remark 4.4. We establish other statements below.
Part 1. Let us prove ‖f ‖Hp(·)  ‖f ‖∗
H
p(·),∞
atom,∗
.
Let f ∈ Hp(·),∞atom,∗ (Rn). Then we can write f =
∑∞
j=1 κjaj for some sequences of nonnegative
numbers {κj }∞j=1 and {(aj ,Qj )}∞j=1 ⊂ A(p(·), q). Write Qj = Q(zj , rj ) to specify the center
and the side-length. Then we have
Mϕaj (x)Maj (x) ‖aj‖L∞  ‖χQj ‖−1Lp(·) ,
for x ∈ 2√nQj . Combining (4.4) for x /∈ 2√nQj , we obtain a key pointwise estimate,
Mϕaj (x)
rn+d+1j
rn+d+1j + |x − zj |n+d+1
‖χQj ‖−1Lp(·) MχQj (x)(n+d+1)/n‖χQj ‖−1Lp(·) .
Then by the subadditivity of Mϕ , we obtain
Mϕf (x)
∞∑
j=1
κjMϕaj (x)
∞∑
j=1
κjMχQj (x)
(n+d+1)/n‖χQj ‖−1Lp(·)
(
x ∈Rn).
Thus, writing θ = n+d+1
n
, we obtain
‖Mϕf ‖Lp(·) 
∥∥∥∥∥
∞∑ κj (MχQj )θ
‖χQj ‖Lp(·)
∥∥∥∥∥
p(·)
=
∥∥∥∥∥
( ∞∑ κj (MχQj )θ
‖χQj ‖Lp(·)
) 1
θ
∥∥∥∥∥
θ
θp(·)
.j=1 L j=1 L
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‖Mϕf ‖Lp(·) 
∥∥∥∥∥
∣∣∣∣∣
∞∑
j=1
κj (χQj )
θ
‖χQj ‖Lp(·)
∣∣∣∣∣
1
θ
∥∥∥∥∥
θ
Lθp(·)
=
∥∥∥∥∥
∞∑
j=1
κjχQj
‖χQj ‖Lp(·)
∥∥∥∥∥
Lp(·)
A∗({κj }∞j=1, {Qj }∞j=1).
Thus, we conclude that Hp(·),∞atom,∗ (Rn) ↪→ Hp(·)(Rn) and that ‖f ‖Hp(·)  ‖f ‖Hp(·),∞atom,∗ . The proof
is now complete.
Part 2. Let us establish ‖f ‖
H
p(·),∞
atom
 ‖f ‖Hp(·) .
First assume that f ∈ Hp(·)(Rn) ∩ Lp++1(Rn). For each j ∈ Z, consider the level set Oj ≡
{x ∈Rn: Mf (x) > 2j }. Then it follows immediately from the definition that Oj+1 ⊂Oj . If we
invoke Lemma 4.7 with σ = 2j , then f can be decomposed,
f = gj + bj , bj =
∑
k
bj,k, bj,k = (f − cj,k)ηj,k
where each bj,k is supported in a cube Q∗j,k as is described in Lemma 4.7.
Observe first that gj → f in Hp(·)(Rn) as j → ∞. Indeed, using Lemma 4.7, we have
‖Mϕbj‖Lp(·) 
∥∥∥∥∑
k
Mϕbj,k
∥∥∥∥
Lp(·)

∥∥∥∥∑
k
Mf · χQ∗j,k
∥∥∥∥
Lp(·)
+
∥∥∥∥∑
k
2j (k)n+d+1χRn\Q∗j,k
| · −xk|n+d+1
∥∥∥∥
Lp(·)
 ‖χOjMf ‖Lp(·) +
∥∥∥∥∑
k
2j (MχQ∗j,k )
n+d+1
n
∥∥∥∥
Lp(·)
. (4.17)
If we use Lemma 2.4, then we have
‖Mϕbj‖Lp(·)  ‖χOjMf ‖Lp(·) +
∥∥∥∥2j ∑
k
χQ∗j,k
∥∥∥∥
Lp(·)
.
In view of the definition of Oj , we have
‖Mϕbj‖Lp(·)  ‖χOjMf ‖Lp(·) +
∥∥2jχOj ∥∥Lp(·)  ‖χOjMf ‖Lp(·) . (4.18)
Consequently, it follows that ‖f − gj‖Hp(·) = ‖bj‖Hp(·) ∼ ‖Mϕbj‖Lp(·) → 0 as j → ∞.
Next, from |gj | 2j it follows that gj → 0 uniformly as j → −∞. Hence we have
f =
∞∑
(gj+1 − gj ), (4.19)
j=−∞
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the one in [26, pp. 108–109], we have an expression
f =
∑
j,k
Aj,k, (4.20)
in the sense of distributions, where each Aj,k , supported in Q∗j,k , satisfies the pointwise estimate
|Aj,k(x)| C02j for some universal constant C0 and the moment condition
∫
Rn
Aj,k(x)q(x) dx = 0
for every q ∈Pd(Rn). With these observations in mind, let us set
aj,k ≡ Aj,k
κj,k
, κj,k ≡ C02j‖χQ∗j,k‖Lp(·) .
Then we automatically obtain that each aj,k is a (p(·),∞)-atom and that f =∑j,k κj,kaj,k in the
topology of Lp++1(Rn) ≈ Hp++1(Rn), since f ∈ Lp++1(Rn). It remains to prove the estimate
of coefficients; once this can be achieved, we have only to rearrange {Aj,k}j,k and {κj,k}j,k .
From the definition we need to estimate
A({κj,k}j,k,{Q∗j,k}j,k)= inf
{
λ > 0:
∫
Rn
(∑
j,k
( κj,kχQ∗j,k (x)
λ‖χQ∗j,k‖Lp(·)
)p) p(x)
p
dx  1
}
.
Since {Q∗j,k}k forms a Whitney covering of Oj (see Lemma 4.7(i)), we have
A({κj,k}j,k,{Q∗j,k}j,k)∼ inf
{
λ > 0:
∫
Rn
( ∞∑
j=−∞
(2jχOj (x)
λ
)p) p(x)p
dx  1
}
.
Recall that Oj ⊃Oj+1 for each j ∈ Z. Consequently we have
∞∑
j=−∞
(2jχOj (x)
λ
)p
∼
( ∞∑
j=−∞
2jχOj (x)
λ
)p
∼
( ∞∑
j=−∞
2jχOj \Oj+1(x)
λ
)p
.
Since we are assuming (2.1), we obtain
A({κj,k}j,k,{Q∗j,k}j,k) inf
{
λ > 0:
∫
n
( ∞∑
j=−∞
2jχOj \Oj+1(x)
λ
)p(x)
dx  1
}
.R
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∫
Rn
( ∞∑
j=−∞
2jχOj \Oj+1(x)
λ
)p(x)
dx =
∞∑
j=−∞
∫
Oj \Oj+1
(
2j
λ
)p(x)
dx
∼
∫
Rn
(Mf (x)
λ
)p(x)
dx.
Therefore, we obtain
A({κj,k}j,k,{Q∗j,k}j,k) inf
{
λ > 0:
∫
Rn
(Mf (x)
λ
)p(x)
dx  1
}
= ‖f ‖Hp(·) ,
and ‖f ‖
H
p(·),∞
atom
 ‖f ‖Hp(·) , if f ∈ Lp++1(Rn).
To prove that every f ∈ Hp(·)(Rn) can be decomposed as in the theorem, we need to show
that Hp(·)(Rn)∩Lp++1(Rn) are dense in Hp(·)(Rn). Once we prove this fact, a routine argument
allows us to show that ‖f ‖
H
p(·),∞
atom
 ‖f ‖Hp(·) . Let f ∈ Hp(·)(Rn). We use Lemmas 4.7 and
(4.18). Then, for any ε > 0, there exists σ > 1 and a decomposition f = g + b such that g
satisfies, in particular, (iii) in Lemma 4.7 and that
‖b‖Hp(·) = ‖f − g‖Hp(·) < ε.
In this case, we have Mg ∈ Lp++1(Rn), or equivalently, g ∈ Lp++1(Rn). Indeed, if σ > 1, then
we have ∫
{x∈Rn: Mf (x)σ }
Mf (x)p++1 dx  σp++1−p−
∫
Rn
Mf (x)p(x) dx.
Hence, it follows from the fact that σ > 1 that
∫
Rn
Mg(x)p++1 dx 
∫
{x: Mf (x)σ }
Mf (x)p++1 dx + σp++1
∑
k
nk
 σp++1−p−
∫
Rn
Mf (x)p(x) dx + σp++1∣∣{Mf > σ }∣∣
< ∞.
Hence we conclude that g ∈ Hp(·)(Rn) ∩ Lp++1(Rn). Since ε > 0 is arbitrary, it follows that
Hp(·)(Rn)∩Lp++1(Rn) is dense in Hp(·)(Rn). 
Let us prove Theorem 4.6 now.
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H
p(·),q
atom
 ‖f ‖Hp(·) is included in Part 1 of Theo-
rem 4.5. Note that ‖f ‖
H
p(·),q
atom
 ‖f ‖
H
p(·),∞
atom
. So, we need to establish ‖f ‖Hp(·)  ‖f ‖Hp(·),qatom . Let
f ∈ Hp(·),qatom (Rn). Then, in the topology of S ′(Rn), we have f =
∑∞
j=1 κjaj for some sequences
of nonnegative numbers {κj }∞j=1 and {(aj ,Qj )}∞j=1 ⊂ A(p(·), q). Write again Qj = Q(zj , rj ).
Then
Mϕaj (x)Maj (x) (4.21)
for x ∈ 2√nQj . Observe that this is where the situation is different from that of Theorem 4.5;
the inequality Maj (x)  ‖χQj ‖Lp(·)−1 is no longer available unless q = ∞. Using (4.4) for
x /∈ 2√nQj again, we have
Mϕaj (x)
rn+d+1j
rn+d+1j + |x − zj |n+d+1
‖χQj ‖−1Lp(·) MχQj (x)(n+d+1)/n‖χQj ‖−1Lp(·) . (4.22)
If we combine (4.21) and (4.22), we obtain
Mϕf (x)
∞∑
j=1
κjMϕaj (x)
∞∑
j=1
κj
‖χQ‖Lp(·)
MχQj (x)
(n+d+1)/n +
∞∑
j=1
κjχ2
√
nQj
(x)Maj (x).
If we abbreviate (n+ d + 1)/n to θ again, then we have
‖Mϕf ‖Lp(·) 
∥∥∥∥∥
∞∑
j=1
κj
‖χQj ‖Lp(·)
(MχQj )
θ
∥∥∥∥∥
Lp(·)
+
∥∥∥∥∥
∞∑
j=1
κjχ2
√
nQj
·Maj
∥∥∥∥∥
Lp(·)
=
∥∥∥∥∥
( ∞∑
j=1
κj
‖χQj ‖Lp(·)
(MχQj )
θ
) 1
θ
∥∥∥∥∥
θ
Lθp(·)
+
∥∥∥∥∥
∞∑
j=1
κjχ2
√
nQj
·Maj
∥∥∥∥∥
Lp(·)
.
By the Fefferman–Stein vector-valued maximal inequality (see Lemma 2.4), we have
∥∥∥∥∥
( ∞∑
j=1
κj
‖χQj ‖Lp(·)
(MχQj )
θ
) 1
θ
∥∥∥∥∥
θ
Lθp(·)

∥∥∥∥∥
( ∞∑
j=1
κj
‖χQj ‖Lp(·)
(χQj )
θ
) 1
θ
∥∥∥∥∥
θ
Lθp(·)
=
∥∥∥∥∥
∞∑
j=1
κj
‖χQj ‖Lp(·)
χQj
∥∥∥∥∥
Lp(·)
A∗({κj }∞j=1, {Qj }∞j=1).
If we use Remark 4.4, then
∥∥∥∥∥
( ∞∑ κj
‖χQj ‖Lp(·)
(MχQj )
θ
) 1
θ
∥∥∥∥∥
θ
θp(·)
A({κj }∞j=1, {Qj }∞j=1). (4.23)j=1 L
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∥∥∥∥∥
∞∑
j=1
κjχ2
√
nQj
·Maj
∥∥∥∥∥
Lp(·)

∥∥∥∥∥
( ∞∑
j=1
(κjχ2
√
nQj
·Maj )p
) 1
p
∥∥∥∥∥
Lp(·)
A({κj }∞j=1, {Qj }∞j=1). (4.24)
Combining (4.23) and (4.24), we conclude Hp(·),∞atom (Rn) ↪→ Hp(·)(Rn) and that ‖f ‖Hp(·) ∼
‖f ‖
H
p(·),∞
atom
. Thus, the proof is now complete. 
The following remark will play an important role in what follows.
Remark 4.12. Suppose that p1(·) : Rn → (0,∞) satisfies (2.1), (2.5) and (2.6) with p replaced
by p1 and assume that p−  p1(x). If f ∈ Hp(·)(Rn) ∩ Hp1(·)(Rn), then the convergence in
(4.20) takes place in the topology of Hp(·)(Rn)∩Hp1(·)(Rn).
5. Applications of atomic decomposition
5.1. Molecular decomposition
Now we investigate molecular decomposition as an application of Theorems 4.5 and 4.6. Here
we present a definition of molecules.
Definition 5.1 (Molecules). Let 0 < p−  p+ < q ∞, q  1 and d ∈ Z ∩ [dp(·),∞) be fixed.
One says thatM is a (p(·), q)-molecule centered at a cube Q if it satisfies the following condi-
tions.
1. On 2
√
nQ,M satisfies the estimate ‖M‖Lq(2√nQ)  |Q|
1
q
‖χQ‖Lp(·) .
2. Outside 2
√
nQ, we have |M(x)|  1‖χQ‖Lp(·) (1 +
|x−z|
(Q)
)−2n−2d−3. This condition is called
the decay condition.
3. If α is a multiindex with length less than or equal to d , then we have∫
Rn
xαM(x) dx = 0.
This condition is called the moment condition.
By definition (p(·), q)-atoms are (p(·), q)-molecules modulo a multiplicative constant.
We aim here to prove the following result.
Theorem 5.2. Let 0 < p−  p+ < q ∞ and d ∈ Z ∪ [dp(·),∞). Assume that q  1 is suffi-
ciently large and that p(·) satisfies (2.5) and (2.6).
Suppose that {Qj }∞j=1 = {Q(zj , j )}∞j=1 is a sequence of cubes and, for each j ∈ N, that we
are given a (p(·), q)-molecule Mj centered at Qj . If a sequence of positive numbers {κj }∞j=1
satisfies
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∫
Rn
( ∞∑
j=1
∣∣∣∣ κjχQj‖χQj ‖Lp(·)
∣∣∣∣
p
) p(x)
p
dx  1,
then we have
∥∥∥∥∥
∞∑
j=1
κjMj
∥∥∥∥∥
Hp(·)
 1. (5.1)
Proof. We estimate the maximal function Mψ given by (3.2) with ϕ replaced by ψ . To set
it up, we choose ψ ∈ C∞c (Rn) such that χQ(0,1)  ψ  χQ(0,2). As we did in (1.5), we set
ψk ≡ 2knψ(2k·).
Also, denote by zj the center of Qj and by j its sidelength.
By the triangle inequality and the maximal operator M , we have
∣∣∣∣∣ψk ∗
( ∞∑
j=1
κjMj
)
(x)
∣∣∣∣∣

∞∑
j=1
κj
∣∣ψk ∗Mj (x)∣∣

∞∑
j=1
κj
(
χ4
√
nQj
(x)M[Mj ](x)+ χRn\4√nQj (x)
∣∣2knψ(2k·) ∗Mj (x)∣∣).
Recall that |Mj (x)|  1‖χQj ‖Lp(·) · (1 +
|x−zj |
j
)−2n−2d−3 outside 2
√
nQj . If k  − log2 j and
x /∈ 4√nQj , then we have
∣∣ψk ∗Mj (x)∣∣ sup
y∈Q(x,2−k+1)
∣∣Mj (y)∣∣
 1‖χQj ‖Lp(·)
sup
y∈Q(x,2−k+1)
(
1 + |y − zj |
j
)−n−d−1
 1‖χQj ‖Lp(·)
(
1 + |x − zj |
j
)−n−d−1
 1‖χQj ‖Lp(·)
MχQj (x)
n+d+1
n .
If k < − log2 j and x /∈ 4
√
nQj , then we have
∣∣ψk ∗Mj (x)∣∣=
∣∣∣∣
∫
n
ψk(x − y)Mj (y) dy
∣∣∣∣R
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∣∣∣∣
∫
Rn
(
ψk(x − y)−
∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
)
Mj (y) dy
∣∣∣∣.
Let us set
I ≡
∣∣∣∣
∫
3Qj
(
ψk(x − y)−
∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
)
Mj (y) dy
∣∣∣∣,
II ≡
∣∣∣∣
∫
Rn\3Qj
(
ψk(x − y)−
∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
)
Mj (y) dy
∣∣∣∣.
We estimate I. If y ∈ 3Qj , then we have
∣∣∣∣ψk(x − y)− ∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
∣∣∣∣ j d+1 sup
w∈3Qj
∣∣∇d+1ψk(x −w)∣∣
 sup
w∈3Qj
2k(n+d+1)j d+1
(1 + 2k|x −w|)n+d+1
 sup
w∈3Qj
2k(n+d+1)j d+1
(2kj + 2k|x −w|)n+d+1
= sup
w∈3Qj
j
d+1
(j + |x −w|)n+d+1
∼ j
d+1
(j + |x − zj |)n+d+1 .
Thus, we obtain
I
∫
3Qj
∣∣Mj (y)∣∣dy · j d+1
(j + |x − zj |)n+d+1
 |Qj |1−
1
q
( ∫
3Qj
|Mj (y)|q dy
) 1
q · j
d+1
(j + |x − zj |)n+d+1
 1‖χQj ‖Lp(·)
· j
n+d+1
(j + |x − zj |)n+d+1

MχQj (x)
n+d+1
n
‖χQj ‖Lp(·)
.
Thus, the estimate for I is valid.
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∣∣∣∣ψk(x − y)− ∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
∣∣∣∣
 2k(n+d+1)|y − zj |d+1 sup
t∈[0,1]
∣∣∇d+1ψ(2k(x − ty − (1 − t)zj ))∣∣
 2k(n+d+1)|y − zj |d+1 sup
t∈[0,1]
(
1 + 2k∣∣x − ty − (1 − t)zj ∣∣)−n−d−1
 2k(n+d+1)|y − zj |d+1χ
Q(x,
|x−zj |
2 )
(y)+ 2
k(n+d+1)|y − zj |d+1
(1 + 2k|x − zj |)n+d+1 χRn\Q(x, |x−zj |2 )(y)
 |y − zj |
d+1
j n+d+1
χ
Q(x,
|x−zj |
2 )
(y)+ 
−n−d−1
j |y − zj |d+1
(1 + j−1|x − zj |)n+d+1 χRn\Q(x, |x−zj |2 )(y).
Since
|y − zj |d+1
j d+1
·
(
1 + |y − zj |
j
)−2n−2d−3

(
1 + |x − zj |
j
)−n−d−1(
1 + |y − zj |
j
)−n−1
for y ∈ Q(x, |x−zj |2 ), we obtain
∣∣∣∣
(
ψk(x − y)−
∑
|α|d
∂αψk(x − zj )(zj − y)α
α!
)
Mj (y)
∣∣∣∣
 1‖χQj ‖Lp(·) |Qj |
(
1 + |x − zj |
j
)−n−d−1(
1 + |y − zj |
j
)−n−1 (
y ∈Rn \ 3Qj
)
.
Thus, we have
II
∫
Rn
1
‖χQj ‖Lp(·) |Qj |
(
1 + |x − zj |
j
)−n−d−1(
1 + |y − zj |
j
)−n−1
dy
 1‖χQj ‖Lp(·)
· j
n+d+1
(j + |x − zj |)n+d+1

MχQj (x)
n+d+1
n
‖χQj ‖Lp(·)
.
Consequently, the integer k being arbitrary, we obtain
Mψ
[ ∞∑
κjMj
]
(x)
∞∑
κj
(
χ2
√
nQj
(x)M[Mj ](x)+
MχQj (x)
n+d+1
n
‖χQj ‖Lp(·)
)
. (5.2)j=1 j=1
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with δ = 1/q for the first term and Lemma 2.4 for the second term. With these observations we
obtain (5.1). 
5.2. Boundedness of singular integral operators
As an application of our molecular decomposition, we prove two propositions concerning the
boundedness of a class of singular integral operators. Our results contain truncations of the Riesz
transform.
Proposition 5.3. Let T : L2(Rn) → L2(Rn) be a singular integral operator, that is, T is a
bounded operator on L2(Rn) that carries a kernel k : Rn \ {0} → R with the following prop-
erties:
1. Am ≡ supx∈Rn\{0} |x|n+m|∇mk(x)| < ∞ for every m ∈N∪ {0}.
2. If f is a compactly supported L2(Rn)-function, then we have
Tf (x) =
∫
Rn
k(x − y)f (y) dy
for a.e. x /∈ supp(f ).
Suppose 0 <p−  p+ < ∞, (2.5) and (2.6).
Then, T , which can be extended to an Hu(Rn)-Lu(Rn) bounded operator for all 0 <
u < ∞, can be extended to an Hp(·)(Rn)-Lp(·)(Rn) operator and the norm depends only on
‖T ‖L2(Rn)→L2(Rn) and a finite number of collections A1,A2, . . . ,AN with N depending only
on p(·).
Proof. Let q  1 so that Theorem 4.6 holds. Recall that the finite linear combination of
(p(·), q)-atom is dense in Hp(·)(Rn). Since, given f ∈ Hp(·)(Rn) ∩ Lp++1(Rn), we learn from
Remark 4.12 that f admits an atomic decomposition: There exists a sequence of nonnegative
numbers {κj }∞j=1 satisfying
A({κj }∞j=1, {Qj }∞j=1) ‖f ‖Hp(·) , (5.3)
each aj is a (p(·), q)-atom and f is decomposed as
f =
∞∑
j=1
κjaj in Hp(·)
(
R
n
)∩Hp++1(Rn) Hp(·)(Rn)∩Lp++1(Rn). (5.4)
Let a be a (p(·), q)-atom supported on a cube Q = Q(z, r). We postulate on a the moment
condition of order L  1. Let q(·) be the exponent given by 1
p(·) = 1q + 1q(·) . Then we have
‖T a‖Lp(·)(2√nQ)  ‖T a‖Lq‖χ2Q‖Lq(·)  ‖a‖Lq‖χQ‖Lq(·) 
|Q| 1q ‖χQ‖Lq(·)  1. (5.5)‖χQ‖Lp(·)
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T a(x) =
∫
Rn
k(x − y)a(y) dy =
∫
Rn
(
k(x − y)−
∑
|α|d
1
α!∂
αk(x − z)(z − y)α
)
a(y) dy
in view of the moment condition of a. By the mean-value theorem, we have
∣∣∣∣k(x − y)− ∑
|α|d
1
α!∂
αk(x − z)(z − y)α
∣∣∣∣ rd+1|x − z|n+d+1 (5.6)
for all y ∈ Q. Inserting (5.6) and the support condition of a, we have
∣∣T a(x)∣∣ ‖a‖L1 · rd+1|x − z|n+d+1
 |Q|1− 1q ‖a‖Lq · r
d+1
|x − z|n+d+1
 r
n+d+1
|x − z|n+d+1‖χQ(z,r)‖Lp(·)
 1‖χQ(z,r)‖Lp(·)
MχQ(z,r)(x)
n+d+1
n .
Consequently, returning to (5.4), we have
∣∣Tf (x)∣∣ ∞∑
j=1
κj
(∣∣χ2√nQj T aj (x)∣∣+ 1‖χQj ‖Lp(·) MχQj (x)
n+d+1
n
)
.
If we use Lemma 4.11 and the key estimates (4.23), (5.3) and (5.5), then we have
‖Tf ‖Lp(·) A
({κj }∞j=1, {Qj }∞j=1) ‖f ‖Hp(·) .
Thus, the proof is now complete. 
As a special case of Calderón–Zygmund operators, we consider Calderón–Zygmund operators
of convolution type.
Proposition 5.4. Let 0 < p−  p+ < q < ∞ and d ∈ Z ∪ [dp(·),∞). Assume that q  1 is
sufficiently large and that p(·) satisfies (2.1), (2.5) and (2.6). Let k ∈ S(Rn) and write
Am ≡ sup
x∈Rn
|x|n+m∣∣∇mk(x)∣∣ (m ∈N∪ {0}).
Assume that Q is a cube and that a ∈ L∞ (Rn) with the following properties:comp
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2. ‖a‖L∞  ‖χQ‖Lp(·)−1.
3. If α is a multiindex with |α| n+ 2d + 2, then we have ∫
Rn
xαa(x) dx = 0.
Then there exists a constant C0 depending only on ‖Fk‖L∞ and a finite number of collections
A1,A2, . . . ,AN with N depending only on p(·) such that k∗aC0 is a (p(·), q)-molecule centered
at Q.
Proof. By the Calderón–Zygmund theory we see that
‖k ∗ a‖Lq  ‖a‖Lq  |Q|
1
q
‖χQ‖Lp(·)
.
It counts that the implicit constant of the above formula does not depend on ‖k‖1. The moment
condition of k ∗ a inherits from that of a. Thus, it remains to show the decay condition. To check
the decay condition, we can suppose that the center of the cube is the origin by translation. Let
x /∈ 2√nQ. Then we have
∣∣k ∗ a(x)∣∣= ∣∣∣∣
∫
Q
a(y)
(
k(x − y)−
∑
|α|n+2d+2
1
α!∂
αk(x)(−y)α
)
dx
∣∣∣∣
 1‖χQ‖Lp(·)
(Q)2n+2d+3 sup
y∈Q
∣∣∇n+2d+3k(x − y)∣∣.
A geometric observation shows that |y| 12 |x| whenever x /∈ 2
√
nQ and y ∈ Q. Consequently,
we have, for x /∈ 2√nQ,
∣∣k ∗ a(x)∣∣ 1‖χQ‖Lp(·) (Q)2n+2d+3 sup|x−y| 12 |x|
∣∣∇n+2d+3k(x − y)∣∣
 1‖χQ‖Lp(·)
(
(Q)
|x|
)2n+2d+3
.
Therefore, the decay condition was verified. 
If we combine Theorems 4.6, 5.2 and Proposition 5.4, then we obtain the following theorem.
Theorem 5.5. Assume that p(·) satisfies (2.1), (2.5) and (2.6). Let k ∈ S(Rn) and write
Am ≡ sup
x∈Rn
|x|n+m∣∣∇mk(x)∣∣ (m ∈N∪ {0}).
Define a convolution operator T by
Tf (x) ≡ k ∗ f (x) (f ∈ L2(Rn)).
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on ‖Fk‖L∞ and a finite number of collections A1,A2, . . . ,AN with N depending only on p(·).
Proof. By Theorem 4.6, we can assume that each function f ∈ Hp(·)(Rn) ∩ Lp++1(Rn) is de-
composed into a linear sum of (p(·),∞)-atoms having the moment condition of order 2n+2d+3
with properties (5.3) and (5.4);
f =
∞∑
j=1
κjaj in Hp(·)
(
R
n
)∩Lp++1(Rn)
as is described in Theorem 4.6 (and Remark 4.12). Since the condition of coefficients of Theo-
rem 4.6 and that of Theorem 5.2 are identical, we are in the position of combining these theorems.
If we use Proposition 5.4, then such atoms are mapped to (p(·), q)-molecules modulo multiplica-
tive constants, where q is fixed so that Theorem 5.2 is true. Since k ∈ S(Rn), we have
Tf = k ∗ f =
∞∑
j=1
κj k ∗ aj =
∞∑
j=1
κjT aj in Hp(·)
(
R
n
)∩Lp++1(Rn).
By Theorem 5.2, we have Tf ∈ Hp(·)(Rn) with the norm estimate. 
5.3. Littlewood–Paley characterization
Now we consider the Littlewood–Paley characterization of the function spaces.
We are going to characterize Hp(·)(Rn) by means of the Littlewood–Paley decomposition.
The following lemma is a natural extension with | · | in the definition of Mf replaced by
2(Z)-norm.
We introduce the 2(Z)-valued function space Hp(·)(Rn;2(Z)). Suppose that we are given a
sequence {fj }∞j=−∞ ⊂ S ′(Rn).
Let ψ ∈ S(Rn) be such that χQ(0,1)  ψ  χQ(0,2). As in (1.5), we set ψk(ξ) ≡ ψ(2−kξ).
With this in mind, we define
∥∥{fj }∞j=−∞∥∥Hp(·)(2) ≡
∥∥∥∥∥supk∈Z
( ∞∑
j=−∞
∣∣ψk(D)fj ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
.
Observe that this is a natural vector-valued extension of
‖f ‖Hp(·) ∼
∥∥∥sup
k∈Z
∣∣2knF−1ψ(2k·) ∗ f ∣∣∥∥∥
Lp(·)
.
Then we have an analogy with Theorem 5.5.
Theorem 5.6. Assume that p(·) satisfies (2.1), (2.5) and (2.6). If T = {Tk}k∈Z is a collection of
L2(Rn;2(Z))-L2(Rn) bounded operators such that there exists a collection {kij }i,j∈Z ⊂ S(Rn)
with the following properties:
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2. If {fj }∞j=1 is a compactly supported L2(Rn;2(Z))-function, then we have
Ti
[{fj }∞j=−∞](x) =
∞∑
j=−∞
kij ∗ fj (x), i ∈ Z
for x ∈Rn.
3. kij ≡ 0 if |i| + |j | is large enough.
Then we have
∥∥{Ti[{fj }∞j=−∞]}∞i=−∞∥∥Hp(·)(2)  ∥∥{fj }∞j=−∞∥∥Hp(·)(2). (5.7)
The proof is based on re-examining related assertions (see Theorems 4.6, 5.2 and Proposi-
tion 5.4). We, therefore, omit the proof.
With Theorem 5.6 in mind we characterize Hardy spaces with variable exponents. Let us set
ϕj (x) = ϕ(2−j x), ϕj (D)f ≡ F−1[ϕ(2−j ·)Ff ] for f ∈ S ′(Rn) as in (1.5) and (1.6), respec-
tively.
Theorem 5.7. Let ϕ ∈ S(Rn) be a function supported on Q(0,4) \Q(0,1/4) such that
∞∑
j=−∞
∣∣ϕj (ξ)∣∣2 > 0
for ξ ∈Rn \ {0}. Then the following norm is an equivalent norm of Hp(·)(Rn):
‖f ‖F˙ 0
p(·)2
≡
∥∥∥∥∥
( ∞∑
j=−∞
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
, f ∈ S ′(Rn). (5.8)
Proof. We choose ζ ∈ C∞comp(Rn \ {0}) so that
∞∑
j=−∞
ζ
(
2−j ξ
)
ϕ
(
2−j ξ
)≡ χRn\{0}(ξ).
An example of such ζ is
ζ(ξ) = ϕ(ξ)∑∞
j=−∞ |ϕj (ξ)|2
(
ξ ∈Rn \ {0}).
If we define T = {Ti}i∈Z by Ti[{fj }∞j=−∞] = ϕi(D)f0 for i ∈ Z, then T satisfies the conditions
(i) and (ii) in Theorem 5.6. Hence we obtain
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p(·)2
=
∥∥∥∥∥
( ∞∑
i=−∞
∣∣ϕi(D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)

∥∥{ϕj (D)f }∞j=1∥∥Hp(·)(2)  ‖f ‖Hp(·) .
Strictly speaking, to apply Theorem 5.6, we need to use the monotone convergence theorem to
have
‖f ‖F˙ 0
p(·)2
= lim
N→∞
∥∥∥∥∥
(
N∑
i=−N
∣∣ϕi(D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
and estimate
∥∥∥∥∥
(
N∑
i=−N
∣∣ϕi(D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
uniformly over N . However, a simple truncation argument suffices and we omitted the details
here and below.
Meanwhile, if we define T = {Ti}i∈Z by
Ti
[{fj }∞j=−∞](x) ≡
{∑∞
k=−∞ ζk(D)fk, i = 0,
0, otherwise,
in (5.7), then we obtain ∥∥∥∥∥
∞∑
k=−∞
ζk(D)fk
∥∥∥∥∥
Hp(·)

∥∥{fj }∞j=−∞∥∥Hp(·)(2). (5.9)
If we let fj = ϕj (D)f (j ∈ Z), then we have
‖f ‖Hp(·) 
∥∥{ϕj (D)f }∞j=−∞∥∥Hp(·)(2). (5.10)
Since ψ is supported on Q(0,2) and equals 1 on Q(0,1), we have
ψk · ϕj =
{
ϕj , j < k − 1,
0, j > k + 2.
Suppose that k − 1 j  k + 2. Then, if L> n/θ + n+ 1 and θ ≡ 12p,
∣∣ψk(D)ϕj (D)f (x)∣∣
∫
Rn
∣∣2knF−1ψ(2k(x − y))ϕj (D)f (y)∣∣dy

∫
Rn
2kn
(1 + 2k|x − y|)L
(
1 + 2j |x − y|)n/θM[∣∣ϕj (D)f ∣∣θ ](x) 1θ dy
M
[∣∣ϕj (D)f ∣∣θ ](x) 1θ ,
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sup
k∈Z
( ∞∑
j=−∞
∣∣ψk(D)ϕj (D)f (x)∣∣2
) 1
2

( ∞∑
j=−∞
M
[∣∣ϕj (D)f ∣∣θ ](x) 2θ
) 1
2
.
If we use Lemma 2.4, then we obtain
∥∥{ϕj (D)f }∞j=−∞∥∥Hp(·)(2)  ∥∥{ϕj (D)f }∞j=−∞∥∥Lp(·)(2), (5.11)
which yields the desired result. 
The next theorem is a characterization of the local means.
Theorem 5.8. Let L  1 be an integer that is fixed dependently on p(·). Suppose that the func-
tion K ∈ S(Rn) satisfies ∫
Rn
xαK(x)dx = 0 for all multiindexes α with |α|  L − 1. Write
Kj ≡ 2jnK(2j ·) for j ∈ Z. Let ψ ∈ S(Rn) be chosen so that χQ(0,1)  ψ  χQ(0,2) and de-
fine ϕj = ψ(2−j ·) − ψ(2−j+1·) for j ∈ Z. Assume in addition that FK never vanishes on
Q(0,2) \Q(0,1). Then we have
∥∥∥∥∥
( ∞∑
j=−∞
∣∣Kj ∗ f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
∼
∥∥∥∥∥
( ∞∑
j=−∞
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
∼ ‖f ‖Hp(·)
for f ∈ S ′(Rn).
Proof. The second equivalence being established in Theorem 5.7, it suffices to prove the first
one. We shall prove
∥∥∥∥∥
( ∞∑
j=−∞
∣∣Kj ∗ f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)

∥∥∥∥∥
( ∞∑
j=−∞
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
,
since the proof of
∥∥∥∥∥
( ∞∑
j=−∞
∣∣Kj ∗ f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)

∥∥∥∥∥
( ∞∑
j=−∞
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
is similar. Since the function K never vanishes on Q(0,2) \ Q(0,1), we can find a function
ζ ∈ C∞comp(Rn \ {0}) so that
∞∑
F−1ϕk ∗F−1
[
ζ
(
2−j ·)] ∗Kj =F−1ϕk in S ′(Rn)j=−∞
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ϕk(D)f = cn
∞∑
j=−∞
F−1[ϕ(2−k·)] ∗F−1[ζ (2−j ·)] ∗ [Kj ∗ f ].
Let us denote 〈x〉 =√|x|2 + 1. Observe that F−1ϕ and F−1ζ satisfy the moment condition of
arbitrary order, since both ϕ and ζ do not have 0 as the support. If we invoke Lemma 2.5 again,
then we have
∣∣F−1[ϕ(2−k·)] ∗F−1[ζ (2−j ·)](x)∣∣ 2min(j,k)n−|j−k|L〈2min(j,k)x〉−N (5.12)
for L,N  1. Thus, inserting (5.12), we obtain
∣∣ϕk(D)f (x)∣∣ ∞∑
j=−∞
2min(j,k)n−|j−k|L
∫
Rn
〈
2min(j,k)(x − y)〉−N ∣∣Kj ∗ f (y)∣∣dy
=
∞∑
j=−∞
2min(j,k)n−|j−k|L
∫
Rn
|Kj ∗ f (y)|
〈2j (x − y)〉n/η ·
〈2j (x − y)〉n/η
〈2min(j,k)(x − y)〉N dy

∞∑
j=−∞
2min(j,k)n−|j−k|L
∫
Rn
|Kj ∗ f (y)|
〈2j (x − y)〉n/η ·
2|j−k|n/η〈2min(j,k)(x − y)〉n/η
〈2min(j,k)(x − y)〉N dy

∞∑
j=−∞
2−|j−k|(L−n/η) sup
y∈Rn
|Kj ∗ f (y)|
〈2j (x − y)〉n/η .
As we did in Subsection 3.1, by using the Strömberg and Torchinsky technique we have
sup
lj
sup
y∈Rn
|Kl ∗ f (y)|
〈2l (x − y)〉n/η 
∞∑
l=j
2−(l−j)(L−n/η)M
[∣∣Kl ∗ f ∣∣η](x)1/η (η > 0, j ∈ Z). (5.13)
For details, we refer to [25, p. 1230, Proposition 2.5] and [30, (2.29)], for example. Inserting
(5.13), we obtain
∣∣ϕk(D)f (x)∣∣ ∞∑
j=−∞
∞∑
l=j
2−(l−j)(L−n/η)−|j−k|(L−n/η)M
[∣∣Kl ∗ f ∣∣η](x)1/η

∞∑
l=−∞
(
1 + |l − k|)2−|l−k|(L−n/η)M[∣∣Kl ∗ f ∣∣η](x)1/η.
If ε > 0 satisfies L− n/η > ε, then we obtain
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
( ∞∑
l=−∞
(
1 + |l − k|)2−2|l−k|(L−n/η−ε)
) 1
2
( ∞∑
l=−∞
2−2|l−k|εM
[∣∣Kl ∗ f ∣∣η](x)2/η
) 1
2
∼
( ∞∑
l=−∞
2−2|l−k|εM
[∣∣Kl ∗ f ∣∣η](x)2/η
) 1
2
.
If we take the 2(Z)-norm, with respect to k, then we have
( ∞∑
k=−∞
∣∣ϕk(D)f (x)∣∣2
) 1
2

( ∞∑
k=−∞
∞∑
l=−∞
2−2|l−k|εM
[∣∣Kl ∗ f ∣∣η](x)2/η
) 1
2
=
( ∞∑
l=−∞
∞∑
k=−∞
2−2|l−k|εM
[∣∣Kl ∗ f ∣∣η](x)2/η
) 1
2
∼
( ∞∑
l=−∞
M
[∣∣Kl ∗ f ∣∣η](x)2/η
) 1
2
.
If we choose η slightly smaller than p, then we obtain the desired result again by virtue of
Lemma 2.4. 
6. Campanato spaces with variable growth conditions
6.1. Definition of Campanato spaces with variable growth conditions
Recall that dp(·) is defined in (4.1) to be
dp(·) ≡ min
{
d ∈N∪ {0}: p−(n+ d + 1) > n
}
.
Let Lqcomp(Rn) be the set of all Lq -functions with compact support. For a nonnegative integer d ,
let
L
q,d
comp
(
R
n
)≡ {f ∈ Lqcomp(Rn):
∫
Rn
f (x)xα dx = 0, |α| d
}
.
Likewise if Q is a cube, then we write
Lq,d(Q) ≡
{
f ∈ Lq(Q):
∫
Q
f (x)xα dx = 0, |α| d
}
.
If d is as in (4.1), then Lq,dcomp(Rn) is dense in Hp(·),qatom (Rn). Indeed, it contains all the finite linear
combinations of (p(·), q)-atoms from the definition of Hp(·),qatom (Rn).
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tegrable function f , a cube Q and a nonnegative integer d , there exists a unique polynomial
P ∈Pd(Rn) such that, for all q ∈ Pd(Rn),∫
Q
(
f (x)− P(x))q(x) dx = 0.
Denote this unique polynomial P by PdQf . It follows immediately from the definition that P
d
Qg =
g if g ∈Pd(Rn).
Definition 6.1 (Lq,φ,d(Rn)). Let 1  q  ∞. Let φ : Q → (0,∞) be a function and f ∈
L
q
loc(R
n). One denotes
‖f ‖Lq,φ,d = sup
Q∈Q
1
φ(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
)1/q
,
when q < ∞ and
‖f ‖Lq,φ,d = sup
Q∈Q
1
φ(Q)
∥∥f − PdQf ∥∥L∞(Q),
when q = ∞. Then the Campanato space Lq,φ,d (Rn) is defined to be the sets of all f ∈ Lqloc(Rn)
such that ‖f ‖Lq,φ,d < ∞. One considers elements in Lq,φ,d (Rn) modulo polynomials of degree
d so that Lq,φ,d (Rn) is a Banach space. When one writes f ∈ Lq,φ,d(Rn), then f stands for the
representative of {f + P : P is a polynomial of degree d}.
Here and below we make a slight abuse of notation. We write
φ(x, r) ≡ φ(Q(x, r))
for x ∈Rn and r > 0.
Remark 6.2. For Q ∈Q and f ∈ Lq(Q), we have
∥∥PdQf ∥∥L∞(Q) 
(
1
|Q|
∫
Q
∣∣f (x)∣∣q dx) 1q , (6.1)
where the implicit constant in  does not depend on Q ∈Q and f ∈ Lq(Q). Hence we see
‖f ‖Lq,φ,d ∼ sup
Q∈Q
inf
P∈Pd (Rn)
1
φ(Q)
(
1
|Q|
∫
Q
∣∣f (x)− P(x)∣∣q dx)1/q .
Here is some examples of the function φ we envisage.
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(1) φ1(Q) = |Q| 1u−1. In this case Lp,φ1,d is known to be the Lipschitz space when u < 1 and
the BMO space when u = 1.
(2) φ2(Q) = |Q|
1
u +|Q|
|Q| = φ1(Q)+ 1.
(3) φ3(Q) = ‖χQ‖Lp(·)|Q| .
Despite Example 6.3(1) and (2), we can consider the function space Lq,φ,d (Rn) in a wide
generality. It often turns out that the following conditions suffice.
(A1) There exists a constant C > 0 such that
C−1  φ(x, r)
φ(x,2r)
 C
(
x ∈Rn, r > 0).
(A2) There exists a constant C > 0 such that
C−1  φ(x, r)
φ(y, r)
 C
(
x, y ∈Rn, r > 0, |x − y| r).
Apart from the doubling condition (A1), we shall show in Proposition 6.13 that (A2) is a natural
condition as well.
In view of our variable setting, the following example is fundamental.
Example 6.4. If p(·) satisfies 0 < p−  p+ < ∞, (2.5) and (2.6), then φ3 taken up in Exam-
ple 6.3 does satisfy (A1) and (A2).
Let us obtain general estimates for this function space Lq,φ,d (Rn). The first one is very crude.
Lemma 6.5. Let 1  q ∞. Assume that φ satisfies the doubling condition, that is, φ(2Q) 
φ(Q) for all Q ∈Q. Then there exists L0 > 0 such that
(
1
|2jQ|
∫
2jQ
∣∣g(x)− PdQg(x)∣∣q dx
) 1
q
 2jL0φ(Q)‖g‖Lq,φ,d
(
g ∈ Lq,φ,d
(
R
n
)
, j ∈N).
Proof. By the triangle inequality, we have
(
1
|2jQ|
∫
2jQ
∣∣g(x)− PdQg(x)∣∣q dx
) 1
q

(
1
|2jQ|
∫
j
∣∣g(x)− Pd2jQg(x)∣∣q dx
) 1
q +
j−1∑
k=0
∥∥Pd2kQg − Pd2k+1Qg∥∥L∞(2jQ).
2 Q
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we have
∥∥Pd2kQg − Pd2k+1Qg∥∥L∞(2jQ) = ∥∥Pd2kQ(g − Pd2k+1Qg)∥∥L∞(2jQ)
 2(j−k)d
∥∥Pd2kQ(g − Pd2k+1Qg)∥∥L∞(2kQ)
 2(j−k)d
(
1
|2kQ|
∫
2kQ
∣∣g(x)− Pd2k+1Qg(x)∣∣q dx
) 1
q
 2(j−k)dφ
(
2k+1Q
)‖g‖Lq,φ,d .
If we incorporate the estimate
(
1
|2jQ|
∫
2jQ
∣∣g(x)− Pd2jQg(x)∣∣q dx
) 1
q
 φ
(
2jQ
)‖g‖Lq,φ,d ,
then we have
(
1
|2jQ|
∫
2jQ
∣∣g(x)− PdQg(x)∣∣q dx
) 1
q

j−1∑
k=0
2(j−k)dφ
(
2k+1Q
)‖g‖Lq,φ,d

j−1∑
k=0
2(j−k)d2kL0φ(Q)‖g‖Lq,φ,d
 2jL0φ(Q)‖g‖Lq,φ,d
for some L0 > d where, for the second inequality, we have used (A1), the doubling condition
of φ. 
Lemma 6.6. Under the assumption (A1), we have
∥∥PdQ(z,r)f − PdQ(z,s)f ∥∥L∞(Q(z,r)) 
( 2s∫
r
φ(z, t)
t
dt
)
‖f ‖Lq,φ,d
for 0 < r  s < ∞ and z ∈Rn.
Proof. We first observe that
∥∥PdQf − Pd2Qf ∥∥L∞(Q)  1|Q|
∫ ∣∣f (x)− Pd2Qf (x)∣∣dx
Q
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∫
2Q
∣∣f (x)− Pd2Qf (x)∣∣dx
 2nφ(2Q)‖f ‖Lq,φ,d
for any Q ∈Q.
With this in mind, we choose j0 ∈N∪ {0} so that 2j0r < s  2j0+1r . Then we have
∥∥PdQ(z,r)f − PdQ(z,s)f ∥∥L∞(Q(z,r))

∥∥Pd
Q(z,2j0 r)f − PdQ(z,s)f
∥∥
L∞(Q(z,r)) +
j0−1∑
j=0
∥∥Pd
Q(z,2j+1r)f − PdQ(z,2j r)f
∥∥
L∞(Q(z,r))

j0∑
j=0
φ
(
z,2j+1r
)‖f ‖Lq,φ,d

( 2s∫
r
φ(z, t)
t
dt
)
‖f ‖Lq,φ,d .
Thus, the proof is now complete. 
Lemma 6.7. Let 1 q ∞. Assume that φ(Q) is a function of the volume |Q| for all Q ∈Q.
Then for any f ∈ L1(Rn) and g ∈ Lq,φ,d(Rn) we have
‖f ∗ g‖Lq,φ,d  ‖f ‖L1‖g‖Lq,φ,d .
Proof. The proof is a direct consequence of the translation invariance: for all z ∈ Rn we have
‖g(· − z)‖Lq,φ,d = ‖g‖Lq,φ,d . 
Here are examples of the calculation of the norm of the functions in Lq,φ,d(Rn).
Example 6.8. Assume that p(·) satisfies (2.5), (2.6) and 0 < p−  p+  1 and that d  dp(·).
Let φ3(Q) = ‖χQ‖Lp(·)|Q| for Q ∈Q. Let ψ ∈ S(Rn) \ {0} be supported on Q(0,1). Then (−)Lψ
is not a zero function. Indeed, the frequency support of the solution u ∈ S(Rn) ⊂ S ′(Rn) to
the equation (−)Lu = 0 is contained in {0}. Therefore, such a solution is polynomial. Since
ψ ∈ S(Rn), it follows that (−)Lψ = 0. With this in mind, let us set
ψQ(z,r)(x) ≡ φ3(z, r) ·
(
(−)Lψ)(x − z
r
)
, L =
[
d
2
+ 1
]
for Q = Q(z, r) ∈Q. We claim that
∥∥ψQ(z,r)∥∥ ∼ 1 (6.2)Lq,φ,d
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immediately that PdQ(z,r)ψ
Q(z,r) = 0 and that
∥∥ψQ(z,r)∥∥Lq,φ,d  1.
Therefore, we need to prove the reverse inequality. To this end, we choose a cube Q arbitrarily
and then we estimate
1
φ3(Q)
(
1
|Q|
∫
Q
∣∣ψQ(z,r) − PdQψQ(z,r)(x)∣∣q dx
) 1
q
. (6.3)
We are led to taking supremum of (6.3) over Q ∈ Q. However, if Q and Q(z, r) does not in-
tersect, then ψQ(z,r)(x) = 0 for all x ∈ Q and PdQψQ(z,r) = 0. Therefore, there is no need to
take such cubes into account. Therefore, we may assume that Q(z, r) and Q intersect. Write
Q = Q(w, s) with s > 0. If s  r , then a crude estimate suffices,
1
φ3(Q)
(
1
|Q|
∫
Q
∣∣ψQ(z,r) − PdQψQ(z,r)(x)∣∣q dx
) 1
q
 2 φ3(z, r)
φ3(w, s)
∥∥ψQ(z,r)∥∥
L∞ 
φ3(z, r)
φ3(w, s)
 1.
If r  s, then we invoke the mean-value theorem and Lemma 2.2 to conclude that
1
φ3(Q)
(
1
|Q|
∫
Q
∣∣ψQ(z,r) − PdQψQ(z,r)(x)∣∣q dx
) 1
q
 φ(z, r)
φ(w, s)
(
s
r
)d+1
 φ(z, r)
φ(w, r)
 1.
Here for the last inequality we have invoked the assumption (A2) and the fact that the cubes
Q(z, r) and Q(w, s) intersect. Therefore, (6.2) was established.
Example 6.9. Let 1  q < ∞ and d = 0. Assume that φ :Q→ (0,∞) satisfies the conditions
(A1), (A2) and
r∫
0
φ(x, t)tn/q
t
dt  φ(x, r)rn/q , φ(x, sr) s φ(x, r) (6.4)
for all x ∈Rn, r ∈ (0,∞), s ∈ [1,∞). For z ∈Rn, define
hz(x) ≡
1∫
|x−z|
φ(z, t)
t
dt, x ∈Rn.
Then {hz}z∈Rn forms a bounded set in Lq,φ,0(Rn). This is a consequence of [19, Lemma 3.1]. In
this case, if we set
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r/2∫
min(|x−z|,r/2)
φ(z, t)
t
dt = max
(
0, hz(x)−
1∫
r/2
φ(z, t)
t
dt
)
,
then {f (z,r)}z∈Rn, r>0 also forms a bounded subset by [19, Lemma 2.2]. Moreover, we have
(
1
rn
∫
Q(z,r)
∣∣f (z,r)(x)− P 0Q(z,r)f (z,r)(x)∣∣q dx
) 1
q
 φ(z, r). (6.5)
Actually, since d = 0, P 0Q(z,r)f (z,r) is a constant c which is the mean value of f (z,r) on Q(z, r).
Then we can write c = ∫ r/2
a
φ(z,t)
t
dt for some suitable constant a ∈ (0, r/2). If a ∈ (0, r/4], then
∣∣f (z,r)(x)− c∣∣=
|x−z|∫
a
φ(z, t)
t
dt 
3r/8∫
r/4
φ(z, t)
t
dt  φ(z, r),
for x ∈ Q(z, r) with 3r/8 |x − z| r/2. If a ∈ (r/4, r/2), then
∣∣f (z,r)(x)− c∣∣=
a∫
|x−z|
φ(z, t)
t
dt 
r/4∫
r/8
φ(z, t)
t
dt  φ(z, r),
for x ∈ Q(z, r) with |x − z| r/8. Hence we have (6.5).
Now we shall present some examples of what function φ satisfies (A1), (A2) and (6.4).
1. If φ(x, r) = rα with 0  α  1, then φ satisfies (A1), (A2) and (6.4). Further, for α(·) :
R
n → [0,1] satisfying (2.5) and for 0 α∗  1, let
φ(x, r) =
{
rα(·), 0 < r < 1/2,
rα∗ , 1/2 r < ∞.
Then φ satisfies (A1), (A2) and (6.4) (see [23, Proposition 3.2]).
2. For a Muckenhoupt Ap-weight w with 1 p < ∞ and for 0 < α  1/p, let
φw,α(Q) =
(∫
Q
w(y)dy
)α/n
.
Then φw,α also satisfies (A1), (A2) and (6.4) (see [19, Corollary 1.3]).
3. Remark that, if φ ≡ 1, then it follows trivially from the definition that Lq,φ,0(Rn) =
BMO(Rn) and that hz(x) = − log |x − z| ∈ BMO(Rn). If φ(x, r) = rα , 0 < α  1, then
it is well known that Lq,φ,0(Rn) = Lipα(Rn) and that hz(x) = (1 − |x − z|α) ∈ Lipα(Rn).
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Before we investigate the duality, we make a preliminary observation of Lq,φ,d (Rn).
Let us say that φ :Q→ (0,∞) is a nice function, if there exists b ∈ (0,1) such that, for all
cubes Q ∈Q, we have
1
φ(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
> b
for some f ∈ Lq,φ,d (Rn) with norm 1.
Here are some examples of nice functions.
Example 6.10.
1. We have a direct consequence of Example 6.4. The function φ3(Q) = ‖χQ‖Lp(·)|Q| is a nice
function, when d  dp(·), where p(·) satisfies (2.5), (2.6) and 0 <p−  p+  1.
2. Another example is the function φ in Example 6.8. Moreover, assume that p(·) satisfies
(2.5), (2.6) and n/(n+ 1) < p−  p+ < ∞. Let d = 0 and q  1 be a real number such that
p+ < q ′ = q/(q − 1). Also, set
φ3(Q) ≡ ‖χQ‖Lp(·)|Q| (Q ∈Q).
Then φ3 satisfies (A1), (A2) and (6.4), and it is also a nice function by (6.5).
Lemma 6.11. For any φ :Q→ (0,∞), there exists a nice function φ′ :Q→ (0,∞) such that
Lq,φ,d (Rn) and Lq,φ′,d (Rn) are isomorphic with norm coincidence.
Proof. We define φ′ as follows. If
(1) 1
φ(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
>
1
2
(6.6)
for some f ∈ Lq,φ,d (Rn) with norm 1, then we let φ′(Q) = φ(Q). If
1
φ(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
 1
2
for any f ∈ Lq,φ,d(Rn) with norm 1, then we choose αQ > 0 and f ∈ Lq,φ,d (Rn) with norm 1
so that
1 1
αQ
(
1
|Q|
∫ ∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
>
1
2
(6.7)
Q
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that φ′(Q)  φ(Q). More quantitatively, the inequality ‖f ‖Lq,φ,d  ‖f ‖Lq,φ′,d holds for all
f ∈ Lq,φ,d(Rn).
Assume that 1 < ‖f ‖Lq,φ′,d for some f ∈ Lq,φ,d (Rn) with ‖f ‖Lq,φ,d = 1. Then we have
1
φ′(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
> 1
for some Q ∈Q. This contradicts to (6.6) or (6.7) according as φ(Q) = φ′(Q) or not. 
The next proposition shows the diversity of the function spaces Lq,φ,d(Rn).
Proposition 6.12. Assume that φ1, φ2 :Q→ (0,∞) are nice functions. Then the function space
Lq,φ1,d (Rn) is continuously embedded into Lq,φ2,d (Rn) if and only if we have φ1(Q)  φ2(Q)
for all Q ∈Q. In particular, the spaces Lq,φ1,d (Rn) and Lq,φ2,d (Rn) are isomorphic if and only
if φ1 ∼ φ2.
Proof. The “if” part is trivial. Let us prove the only if part.
Since φ1 is a nice function, there exists b ∈ (0,1) such that for all Q ∈Q,
1
φ1(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
> b (6.8)
for some f ∈ Lq,φ1,d (Rn) with norm 1. However, from the embedding Lq,φ1,d ↪→ Lq,φ2,d it
follows that
1
φ2(Q)
(
1
|Q|
∫
Q
∣∣f (x)− PdQf (x)∣∣q dx
) 1
q
 ‖f ‖Lq,φ2,d  ‖f ‖Lq,φ1,d  1. (6.9)
Putting (6.8) and (6.9) together, we obtain φ1(Q) φ2(Q). 
Next, we show that (A2) is a natural condition as the following proposition shows.
Proposition 6.13. Let φ :Q→ (0,∞) be a function satisfying (A1). Suppose that φ is not always
a nice function and that φ does not always satisfy (A2).
1. If we define
φ˜(x, r) = inf{φ(y, r): y: |x − y| r}, (6.10)
then the function spaces Lq,φ,d (Rn) and Lq,φ˜,d (Rn) are isomorphic.
2. If we assume that φ is a nice function, then so does φ˜ defined by (6.10).
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q,φ˜,d
for all f ∈
Lq,φ˜,d (Rn). Conversely, if y is an arbitrary element satisfying |x − y|  r , then Q(x, r) is en-
gulfed by Q(y,3r). Consequently, if |x − y| r , we have
inf
P∈Pd (Rn)
1
φ(y, r)
(
1
|Q(x, r)|
∫
Q(x,r)
∣∣f (z)− P(z)∣∣q dz) 1q
 1
φ(y, r)
(
1
|Q(x, r)|
∫
Q(x,r)
∣∣f (z)− PdQ(y,3r)(z)∣∣q dz
) 1
q
 1
φ(y,3r)
(
1
|Q(y,3r)|
∫
Q(y,3r)
∣∣f (z)− PdQ(y,3r)(z)∣∣q dz
) 1
q
 ‖f ‖Lq,φ,d
by virtue of (A1). It follows from the definition of φ˜(x, r) that we have
inf
P∈Pd (Rn)
1
φ˜(x, r)
(
1
|Q(x, r)|
∫
Q(x,r)
∣∣f (z)− P(z)∣∣q dz) 1q  ‖f ‖Lq,φ,d .
By Remark 6.2, we obtain
‖f ‖L
q,φ˜,d
 Cq,d‖f ‖Lq,φ,d , (6.11)
proving 1.
2. This is a consequence immediate from (6.11). 
From Proposition 6.13 we see that (A2) is a natural condition.
Next, we consider the continuity property of the functions in Lq,φ,d (Rn) very crudely. We
invoke the following result from [4, p. 23, Lemma 4.1].
Lemma 6.14. Let f ∈ L1loc(Rn). Then we have
lim
r↓0 P
d
Q(x,r)f (x) = f (x)
for almost every x ∈Rn. If f is continuous at a point x, then the above equality holds.
Here we prove a proposition by using Lemma 6.14.
Proposition 6.15. Let E be an open set in Rn. Let φ :Q→ (0,∞) satisfy (A1). Assume further
that
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r↓0
(
sup
y∈Q(x,r)
r∫
0
φ(y, t)
t
dt
)
= 0 (6.12)
for each x ∈ E. If f ∈ Lq,φ,d (Rn), there exists a continuous function g : E → C that is equal
almost everywhere to f on E. In this sense, any f ∈ Lq,φ,d(Rn) has a representative continuous
on E.
Proof. A normalization allows us to assume that ‖f ‖Lq,φ,d (Rn) = 1. We define E′ as the set of all
the points x ∈ E such that g0(x) = limt↓0 PdQ(x,t)f (x). According to Lemma 6.14, E′ is almost
equal to E. We shall show that g0 is continuous on E′. Once this is achieved, g0 extends to a
continuous function g on E uniquely. The function g is what we are looking for.
Let ε > 0 and x ∈ E′ be fixed. Then by (6.12) there exists r > 0 such that
sup
y∈Q(x,r)
r∫
0
φ(y, t)
t
dt < ε. (6.13)
Since PdQ(x,r/2)f is a polynomial, P
d
Q(x,r/2)f is continuous. Hence, there exists δ > 0 such that
∣∣PdQ(x,r/2)f (x)− PdQ(x,r/2)f (y)∣∣< ε (6.14)
whenever y ∈Rn satisfies |x − y| < δ.
Suppose that y ∈ E′ satisfies |x − y| < min(δ, r8 ). Note that∥∥PdQ(x,r/2)f − PdQ(y,r/4)f ∥∥L∞(Q(y,r/4))

(
1
|Q(y, r/4)|
∫
Q(y,r/4)
∣∣f (z)− PdQ(x,r/2)f (z)∣∣q dz
) 1
q

(
1
|Q(y, r/4)|
∫
Q(x,r/2)
∣∣f (z)− PdQ(x,r/2)f (z)∣∣q dz
) 1
q
 φ
(
x,
r
2
)
.
By virtue of the doubling condition (A1) we have
∥∥PdQ(x,r/2)f − PdQ(y,r/4)f ∥∥L∞(Q(y,r/4))  φ
(
x,
r
2
)

( r∫
r/2
φ(x, t)
t
dt
)
< ε. (6.15)
Then, if 0 < t  r/4 is small enough, it follows from Lemma 6.6, (6.13), (6.14) and (6.15) that
∣∣Pd f (x)− Pd f (y)∣∣Q(x,t) Q(y,t)
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∣∣PdQ(x,t)f (x)− PdQ(x,r/2)f (x)∣∣+ ∣∣PdQ(x,r/2)f (x)− PdQ(x,r/2)f (y)∣∣
+ ∣∣PdQ(y,r/4)f (y)− PdQ(x,r/2)f (y)∣∣+ ∣∣PdQ(y,r/4)f (y)− PdQ(y,t)f (y)∣∣

( r∫
0
φ(x, t)
t
dt
)
+ ε + ε +
( r∫
0
φ(y, t)
t
dt
)
 ε.
If we pass to the limit t ↓ 0, then we have
∣∣g0(x)− g0(y)∣∣ ε (6.16)
for all x, y ∈ E′ with |x − y| < min(δ, r8 ). Consequently, we obtain the desired result. 
The condition (6.12) is not so strong as the following example shows.
Example 6.16. The condition (6.12) is satisfied on Rn when p(·) satisfies (2.5), (2.6) and 0 <
p−  p+ < 1 and φ(Q) is given by φ(Q) = ‖χQ‖Lp(·)|Q| for Q ∈Q.
7. Duality Hp(·)(Rn)-Lq,φ,d(Rn)
In this section, we shall prove that the dual spaces of Hp(·)(Rn) are generalized Campanato
spaces with variable growth conditions when 0 <p−  p+  1.
7.1. Dual of Hp0(Rn)∩H 1(Rn) with 0 <p0  1
In this subsection, let p0 be a constant with 0 < p0  1. This subsection is an auxiliary step
to investigate Hp(·)(Rn)∗.
If p(·) is a constant function, then the dual is known to exist [10]. Keeping this in mind, we
now seek to investigate the structure of Lq,φ,d(Rn).
Lemma 7.1. Let 0 < p0  1 and 1  q ∞. Set φ1(Q) ≡ |Q|
1
p0
−1
and φ2(Q) ≡ |Q|
1
p0 +|Q|
|Q|
for Q ∈ Q. Let ψ ∈ S(Rn). Assume that χQ(0,1)  ψ  χQ(0,2) and that d ∈ N ∪ {0} satisfies
p0(n+ d + 1) > n. Then we have
∥∥ψ(D)g∥∥Lq,φ1,d  ‖g‖Lq,φ2,d
for all g ∈ Lq,φ2,d (Rn).
Proof. In view of the definition of the norm and Lemma 6.7 we need to show that
sup
Q∈Q
|Q|
|Q|1/p0
(
1
|Q|
∫
Q
∣∣ψ(D)g(x)− PdQ(ψ(D)g)(x)∣∣q dx
) 1
q
 ‖g‖Lq,φ2,d . (7.1)
|Q|1
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sup
Q∈Q
|Q|1
|Q|
|Q|1/p0
(
1
|Q|
∫
Q
∣∣ψ(D)g(x)− PdQ(ψ(D)g)(x)∣∣q dx
) 1
q
 sup
Q∈Q
|Q|1
inf
z∈Q
|Q|
|Q|1/p0
(
1
|Q|
∫
Q
∣∣∣∣ψ(D)g(x)− ∑
|α|d
∂αψ(D)g(z)
α! (x − z)
α
∣∣∣∣
q
dx
) 1
q
 sup
Q∈Q
|Q|1
|Q| n+d+1n − 1p0 ∥∥∇d+1ψ(D)g∥∥
L∞ .
By p0(n+ d + 1) > n, we see that
sup
Q∈Q
|Q|1
|Q|
|Q|1/p0
(
1
|Q|
∫
Q
∣∣ψ(D)g(x)− PdQ(ψ(D)g)(x)∣∣q dx
) 1
q

∥∥∇d+1ψ(D)g∥∥
L∞ . (7.2)
Next, we claim
∥∥∇d+1ψ(D)g∥∥
L∞  ‖g‖Lq,φ2,d . (7.3)
Once (7.3) is proved, combining (7.2), we obtain (7.1).
Let L0 be a constant from Lemma 6.5. We take L so that L L0 +n. Fix y ∈ Q with |Q| = 1
and a multiindex α with length d + 1. Then, since ψ ∈ S , we have
∣∣∂α(ψ(D)g)(y)∣∣= ∣∣∂α[ψ(D)(g − PdQg)](y)∣∣

∫
Rn
∣∣∂α(F−1ψ)(z− y)∣∣ · ∣∣g(z)− PdQg(z)∣∣dz

∞∑
j=1
2−jL
∫
2jQ
∣∣g(z)− PdQg(z)∣∣dz.
We estimate the last summation. By Lemma 6.5 we have
∣∣∂α(ψ(D)g)(y)∣∣ ∞∑
j=1
2−jL+jL0+jnφ2(Q)‖g‖Lq,φ2,d  ‖g‖Lq,φ2,d .
The point y in the cube Q being arbitrary, the proof of (7.3) and hence that of (7.1) are
therefore complete. 
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‖f ‖bmo ≡ sup
Q∈Q
|Q|1
1
|Q|
∫
Q
∣∣∣∣f (x)− 1|Q|
∫
Q
f (y)dy
∣∣∣∣dx + sup
Q∈Q
|Q|=1
1
|Q|
∫
Q
∣∣f (x)∣∣dx < ∞.
Then from the definition of the norms ‖ · ‖BMO and ‖ · ‖bmo we have ‖f ‖BMO  ‖f ‖bmo. By the
well-known H 1(Rn)-BMO(Rn) duality, bmo(Rn) is canonically embedded into the dual space
of H 1(Rn).
Lemma 7.2. Let 1 p0 < ∞, 1 q ∞ and φ2(Q) = |Q|
1
p0 +|Q|
|Q| . Choose ψ ∈ S(Rn) such that
χQ(0,1) ψ  χQ(0,2). Then we have∥∥(1 −ψ(D))g∥∥bmo  ‖g‖Lq,φ2,d (g ∈ Lq,φ2,d(Rn)).
Proof. In view of the definition of the norms we need to show that
sup
Q∈Q
|Q|1
1
|Q|
∫
Q
∣∣(1 −ψ(D))g(x)− PdQ((1 −ψ(D))g)(x)∣∣dx  ‖g‖Lq,φ2,d (7.4)
and that
sup
Q∈Q
|Q|=1
1
|Q|
∫
Q
∣∣(1 −ψ(D))g(x)∣∣dx  ‖g‖Lq,φ2,d . (7.5)
Since the estimate (7.4) is a consequence of Lemma 6.7, we verify (7.5). By using the Fourier
transform, we have
sup
Q∈Q
|Q|=1
1
|Q|
∫
Q
∣∣(1 −ψ(D))g(x)∣∣dx
= sup
Q∈Q
|Q|=1
∫
Q
∣∣(1 −ψ(D))(g − PdQg)(x)∣∣dx
 sup
Q∈Q
|Q|=1
∫
Q
∣∣g(x)− PdQg(x)∣∣dx + sup
Q∈Q
|Q|=1
∫
Q
∣∣ψ(D)(g − PdQg)(x)∣∣dx.
Note that the first term is controlled by ‖g‖Lq,φ2,d . Hence, we have
sup
Q∈Q
|Q|=1
1
|Q|
∫
Q
∣∣(1 −ψ(D))g(x)∣∣dx
 ‖g‖Lq,φ2,d + sup
Q∈Q
∫
Q
∣∣F−1ψ ∗ (g − PdQg)(x)∣∣dx. (7.6)
|Q|=1
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tion F−1ψ ∗ (g − PdQg) out in full and use Lemma 6.5, then we have
∣∣F−1ψ ∗ (g − PdQg)(x)∣∣
∫
Rn
∣∣F−1ψ(x − y)(g − PdQg)(y)∣∣dy

∫
Rn
|(g − PdQg)(y)|
(1 + |x − y|)L dy

∞∑
j=1
2−jL
∫
2jQ
∣∣(g − PdQg)(y)∣∣dy
 ‖g‖Lq,φ2,d
for all cubes Q with volume 1 and x ∈ Q. If we insert the above estimates, then we have
sup
Q∈Q
|Q|=1
1
|Q|
∫
Q
∣∣(1 −ψ(D))g(x)∣∣dx  ‖g‖Lq,φ2,d .
The lemma is therefore proved. 
If we combine Lemmas 7.1 and 7.2 with what we know about the constant function spaces,
then we have the following important conclusions.
Theorem 7.3. Let 0 < p0  1 and 1  q ∞. Set φ1(Q) ≡ |Q|
1
p0
−1
and φ2(Q) ≡ |Q|
1
p0 +|Q|
|Q|
for Q ∈ Q. Then we have Lq,φ2,d (Rn) ↪→ Lq,φ1,d (Rn) + bmo(Rn) in the sense of continuous
embedding. More quantitatively, if we choose ψ ∈ S(Rn) so that χQ(0,1) ψ  χQ(0,2), then we
have
∥∥ψ(D)g∥∥Lq,φ1,d  ‖g‖Lq,φ2,d ,
∥∥(1 −ψ(D))g∥∥bmo  ‖g‖Lq,φ2,d .
Corollary 7.4. Let 0 < p0  1, 1 q ∞ and φ2(Q) ≡ |Q|
1
p0 +|Q|
|Q| . Denote by q
′ the conjugate
of q: q ′ = q
q−1 . Any element g in Lq ′,φ2,d (Rn) defines a continuous linear functional g on
Hp0(Rn)∩H 1(Rn) such that
g(a) =
∫
Rn
g(x)a(x) dx, g(f ) =
∞∑
j=1
g(fj ),
whenever a ∈ Lq,dcomp(Rn) and f =∑∞j=1 fj in the topology of Hp0(Rn)∩H 1(Rn).
3722 E. Nakai, Y. Sawano / Journal of Functional Analysis 262 (2012) 3665–37487.2. Dual spaces of Hp(·)(Rn)
Now we specify the dual of Hp(·)(Rn) with 0 < p−  p+  1. It follows from the definition
of the dual norm that, for all  ∈ (Hp(·),qatom (Rn))∗,
‖‖
(H
p(·),q
atom (R
n))∗ = sup
{∣∣(f )∣∣: ‖f ‖
H
p(·),q
atom
 1
}
is finite and ‖‖
(H
p(·),q
atom (R
n))∗ is a norm on (H
p(·),q
atom (R
n))∗. We prove the following theorem.
Theorem 7.5. Let p(·) : Rn → (0,∞), 0 < p−  p+  1, p+ < q ∞ and 1/q + 1/q ′ = 1.
Suppose that the integer d is as in (4.1). Define
φ3(Q) ≡ ‖χQ‖Lp(·)|Q| (Q ∈Q). (7.7)
If p(·) satisfies (2.5) and (2.6), then
(
H
p(·),q
atom
(
R
n
))∗  Lq ′,φ3,d(Rn)
with equivalent norms. More precisely, we have the following assertions.
1. Let f ∈ Lq ′,φ3,d (Rn). Then the functional
f : a ∈ Lq,dcomp
(
R
n
) → ∫
Rn
a(x)f (x) dx
extends to a bounded linear functional on (Hp(·),qatom (Rn))∗ such that
‖f ‖(Hp(·),qatom )∗  ‖f ‖Lq′,φ3,d .
2. Conversely, any linear functional  on (Hp(·),qatom (Rn))∗ can be realized as above with some
f ∈ Lq ′,φ3,d (Rn) and we have ‖f ‖Lq′,φ3,d  ‖‖(Hp(·),qatom )∗ .
In particular, when q is large enough, we have
(
Hp(·)
(
R
n
))∗  Lq ′,φ3,d(Rn).
Namely, any f ∈ Lq ′,φ3,d (Rn) defines a continuous linear functional on (Hp(·)(Rn))∗ such that
Lf (a) =
∫
Rn
a(x)f (x) dx
for any a ∈ Lq,dcomp(Rn) and any continuous linear functional on (Hp(·)(Rn))∗ is realized with
some f ∈ Lq ′,φ3,d (Rn).
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be as in (4.1) and φ3 as in (7.7). Then, for all g ∈ Lq ′,φ3,d (Rn) and all (p(·), q)-atoms a,∣∣∣∣
∫
Rn
a(x)g(x) dx
∣∣∣∣ ‖g‖Lq′,φ3,d . (7.8)
Proof. Assume that (a,Q) ∈ A(p(·), q). Then, using properties (a1)–(a3) in the definition of
atoms (cf. Definition 1.4), Hölder’s inequality and Lemma 2.2, we have
∣∣∣∣
∫
Rn
a(x)g(x) dx
∣∣∣∣=
∣∣∣∣
∫
Q
a(x)
(
g(x)− PdQg(x)
)
dx
∣∣∣∣
 ‖a‖Lq
(∫
Q
∣∣g(x)− PdQg(x)∣∣q ′ dx
)1/q ′
 |Q|
1/q
‖χQ‖Lp(·)
(∫
Q
∣∣g(x)− PdQg(x)∣∣q ′ dx
)1/q ′
 1
φ3(Q)
(
1
|Q|
∫
Q
∣∣g(x)− PdQg(x)∣∣q ′ dx
)1/q ′
 ‖g‖Lq′,φ3,d .
In the above, we use the usual modification for the case q ′ = ∞. 
Lemma 7.7. Maintain the same assumption as Lemma 7.6. Assume in addition that p(·) satisfies
(2.5), (2.6) and p+  1. For g ∈ Lq ′,φ3,d (Rn), for f ∈ Lq,dcomp(Rn), and for any decomposition
f =∑j κj aj in Hp(·),qatom (Rn)∩Hp∞(Rn)∩H 1(Rn), the following equality holds:
∫
Rn
f (x)g(x) dx =
∑
j
κj
∫
Rn
aj (x)g(x) dx. (7.9)
Proof. Write φ2(Q) ≡ |Q|1/p∞+|Q||Q| for Q ∈Q. Note that g ∈ Lq ′,φ3,d ↪→ Lq ′,φ2,d . Consequently,
we deduce from Corollary 7.4
∫
Rn
f (x)g(x) dx = g(f ) =
∑
j
κj g(aj ) =
∑
j
κj
∫
Rn
aj (x)g(x) dx. (7.10)
Here for the second equality we have used the fact that g is a continuous linear functional on
Hp∞(Rn)∩H 1(Rn). 
Now we specify the dual of Hp(·)(Rn) with p+  1.
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∑∞
j=1 κjaj
as in the proof of Theorem 4.6 with (p(·), q)-atoms {aj }∞j=1. Then
f =
∞∑
j=1
κjaj in Hp(·),qatom
(
R
n
)∩Hp∞(Rn)∩H 1(Rn)
by Remark 4.12, since f ∈ Lq,dcomp(Rn). Then by Corollary 7.4, Lemma 7.6 and the inequality
(4.10), we have
∣∣∣∣
∫
Rn
f (x)g(x) dx
∣∣∣∣=
∣∣∣∣∑
j
κj
∫
Rn
aj (x)g(x) dx
∣∣∣∣

( ∞∑
j=1
κj
)
‖g‖Lq′,φ3,d
A({κj }∞j=1, {Qj }∞j=1)‖g‖Lq′,φ3,d ,
that is,
∣∣∣∣
∫
Rn
f (x)g(x) dx
∣∣∣∣ ‖f ‖Hp(·),qatom ‖g‖Lq′,φ3,d .
This shows that g ∈ (Hp(·),qatom (Rn))∗ and ‖g‖(Hp(·),qatom )∗  ‖g‖Lq′,φ3,d , since L
q,d
comp(R
n) is dense in
H
p(·),q
atom (R
n).
Conversely, let  ∈ (Hp(·),qatom (Rn))∗. Assume first that 1 q < ∞.
For f ∈ Lq,d(Q), set
a(x) ≡
{
f (x)|Q|1/q
‖f ‖Lq (Q)‖χQ‖Lp(·) , x ∈ Q,
0, x /∈ Q.
Then from the definition of the atom, it automatically follows that (a,Q) ∈ A(p(·), q). By (4.9)
we have |(a)| ‖‖ < ∞. Applying this inequality to f , we are led to
|(f )|
‖f ‖Lq(Q) 
‖‖ · ‖χQ‖Lp(·)
|Q|1/q , f ∈ L
q,d(Q).
Since Lq,d(Q) is a subspace of Lq(Q), by the Hahn–Banach theorem, there exists a linear func-
tional Q such that
‖Q‖(Lq(Q))∗  ‖‖ · ‖χQ‖Lp(·)1/q .|Q|
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that
Q(f ) =
∫
Q
f (x)gQ(x)dx for f ∈ Lq(Q), (7.11)
∥∥gQ∥∥
Lq
′
(Q)
 ‖‖ · ‖χQ‖Lp(·)|Q|1/q . (7.12)
For every cube Q, we get gQ as above.
If Q1 and Q2 intersect, then gQ1 − gQ2 is a polynomial having degree at most d on Q1 ∩Q2.
Actually, choosing Q3 ⊃ (Q1 ∪Q2), we have, for i = 1,2,∫
Q3
f (x)gQ3(x) dx = Q3(f ) = Qi (f |Qi) =
∫
Qi
f |Qi (x)gQi (x) dx
for all f ∈ Lq,d(Q3) with supp(f ) ⊂ Qi . Hence gQ3 − gQi is a polynomial having degree at
most d on Qi , i.e. gQ1 − gQ2 agrees with a polynomial in Pd(Rn) on Q1 ∩Q2.
Therefore, we get g ∈ Lq ′loc(Rn) such that g|Q − gQ agrees for a.e. x ∈Rn with a polynomial
having degree at most d for every Q. Let f ∈ Lq,dcomp(Rn). Choose a cube Q on which f is
supported. By (7.11) and (7.12) we have
(f ) = Q(f |Q) =
∫
Q
f |Q(x)gQ(x)dx =
∫
Rn
f (x)g(x) dx. (7.13)
Also, if we fix a cube Q, we have
(
1
|Q|
∫
Q
∣∣g(x)− PdQg(x)∣∣q ′ dx
)1/q ′
=
(
1
|Q|
∫
Q
∣∣gQ(x)− PdQ(gQ)(x)∣∣q ′ dx
)1/q ′
 1|Q|1/q ′
∥∥gQ∥∥
Lq
′
(Q)
 ‖‖ · ‖χQ‖Lp(·)|Q|
= ‖‖φ3(Q).
This shows that  is realized by g ∈ Lq ′,φ3,d (Rn) with ‖g‖Lq′,φ3,d  ‖‖.
Next we consider the case q = ∞. Let 1  q˜ < ∞. By Theorem 4.6,  ∈ (Hp(·),∞atom (Rn))∗
implies  ∈ (Hp(·),q˜atom (Rn))∗ and the norms of  as functionals are equivalent. By the above, there
exits g ∈ Lq˜ ′loc(Rn) such that g satisfies (7.13) and ‖g‖Lq˜′,φ3,d  ‖‖, yielding
(f ) =
∫
n
f (x)g(x) dx for f ∈ L∞,dcomp
(
R
n
)
,R
3726 E. Nakai, Y. Sawano / Journal of Functional Analysis 262 (2012) 3665–3748and ‖g‖L1,φ3,d  ‖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∞,d
comp(R
n) ⊂ Lq˜,dcomp(Rn) and ‖g‖L1,φ3,d  ‖g‖Lq˜′,φ3,d . Thus, we have
the conclusion. 
Remark 7.8. We have discussed another representation of the predual of Lq ′,φ3(Rn) ≡
Lq ′,φ3,0(Rn) in [22]. For Campanato spaces with variable exponents, see [21–23].
8. Hölder–Zygmund spaces with variable exponents
In this section we assume that
0 < p−  p+ < 1. (8.1)
We consider the function spaces of Hölder–Zygmund type and we connect them in particular
with the function spaces LDq,φ3(Rn) that we are going to define, where again we let φ3(Q) =‖χQ‖Lp(·)|Q| for Q ∈Q.
8.1. Definition of Hölder–Zygmund spaces with variable exponents
We define kh to be a difference operator, which is defined inductively by
1hf = hf ≡ f (· + h)− f, kh ≡ 1h ◦k−1h , k  2. (8.2)
Definition 8.1 (Λφ,d(Rn)). Let φ :Rn × (0,∞) → (0,∞) and d ∈N∪ {0}. Then Λφ,d(Rn), the
Hölder space with variable exponent p(·), is defined to be the set of all continuous functions f
such that ‖f ‖Λφ,d < ∞, where
‖f ‖Λφ,d ≡ sup
x∈Rn,h=0
1
φ(x, |h|)
∣∣d+1h f (x)∣∣.
One considers elements in Λφ,d(Rn) modulo polynomials of degree d so that Λφ,d(Rn) is a
Banach space. When one writes f ∈ Λφ,d(Rn), then f stands for the representative of {f + P :
P is a polynomial of degree d}.
Several helpful remarks may be in order.
Remark 8.2.
1. Assume that there exists a constant μ> 0 such that φ(Q) |Q|μ for all Q with |Q| 1. If a
continuous function f satisfies ‖f ‖Λφ,d < ∞, then f is of polynomial order. In particular the
representative of such a function f can be regarded as an element in S ′(Rn). Actually, since
f is assumed continuous, f is bounded on a neighborhood Q(0,1). Using ‖f ‖Λφ,d < ∞,
inductively on k ∈N∪ {0} we can show that |f (x)| (k + 1)d+μ+1 for all x with k  |x|
k + 1.
2. It is absolutely necessary to assume that f is a continuous function, when d  1. We remark
that there exists a discontinuous function f such that d+1h f (x) = 0 for all x,h ∈ Rn. See
[18] for such an example.
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does not depend on x. Such an attempt can be found in [17].
As for Λφ,d(Rn), we have the following equivalence.
Theorem 8.3. Assume that φ :Q→ (0,∞) satisfies the following conditions.
(A1) There exists a constant C > 0 such that
C−1  φ(x, r)
φ(x,2r)
 C
(
x ∈Rn, r > 0).
(A2) There exists a constant C > 0 such that
C−1  φ(x, r)
φ(y, r)
 C
(
x, y ∈Rn, r > 0, |x − y| r).
(A3) There exists a constant C > 0 such that
r∫
0
φ(x, t)
t
dt  Cφ(x, r)
(
x ∈Rn, r > 0).
Then the function spaces Λφ,d(Rn) and Lq,φ,d (Rn) are isomorphic. Speaking more precisely,
we have the following:
1. For any f ∈ Λφ,d(Rn) we have ‖f ‖Lq,φ,d  ‖f ‖Λφ,d .
2. Any element in Lq,φ,d(Rn) has a continuous representative. Moreover, whenever f ∈
Lq,φ,d (Rn)∩C(Rn), then f ∈ Λφ,d(Rn) and we have ‖f ‖Λφ,d  ‖f ‖Lq,φ,d .
Here is an example of the function φ we envisage.
Example 8.4. Suppose p(·) satisfies (2.5), (2.6) and 0 < p−  p+ < 1. Then the function
φ3(Q) = ‖χQ‖Lp(·)|Q| , Q ∈Q satisfies the assumptions (A1), (A2) and (A3). Indeed, (A1) and (A2)
are verifies by using Lemma 2.2 and [23, Proposition 3.3]. Let us check (A3). To this end, first
let us suppose that Q can be written Q = Q(x, r) with r < 1. Then by Lemma 2.2, we have
r∫
0
φ3(x, t)
t
dt 
r∫
0
tn/p(x)−n
t
dt = r
n/p(x)−n
n/p(x)− n ∼ φ3(Q).
If we assume that Q can be written Q = Q(x, r) with r  1, then again by Lemma 2.2 we have
r∫
φ3(x, t)
t
dt  1 +
r∫
tn/p∞−n
t
dt = 1 + r
n/p∞−n − 1
n/p∞ − n ∼ φ3(Q).0 1
3728 E. Nakai, Y. Sawano / Journal of Functional Analysis 262 (2012) 3665–3748Observe that the we can take implicit constants uniformly over x in the chain of inequalities
above because we are assuming that p+ < 1.
Also, a direct consequence of (A3) is the following.
Lemma 8.5. If we assume that
φ(x, r) C0φ(x, t),
r
2
 t  r, x ∈Rn (8.3)
and
r∫
0
φ(x, t)
t
dt  C1φ(x, r), r > 0, x ∈Rn.
Then for all ε ∈ [0,C−11 ) we have
φ(x, r)
rε
 εC0
2ε − 1 ·
C1
1 − εC1 ·
φ(x, s)
sε
, 0 < r  s < ∞, x ∈Rn. (8.4)
Proof. In [22, Lemma 7.1], we have
r∫
0
φ(x, t)
t1+ε
dt  C1
1 − εC1
φ(x, r)
rε
, 0 < r < ∞, x ∈Rn.
We refer to [20, Lemma 2] as well for related facts, where a similar calculation was performed.
Meanwhile, by virtue of (8.3), we have
r∫
0
φ(x, t)
t1+ε
dt 
r∫
r/2
φ(x, t)
t1+ε
dt  C−10
r∫
r/2
φ(x, r)
t1+ε
dt = C−10
2ε − 1
ε
φ(x, r)
rε
.
Consequently, if we assume r < s, then we have
φ(x, r)
rε
 εC0
2ε − 1
r∫
0
φ(x, t)
t1+ε
dt
 εC0
2ε − 1
s∫
0
φ(x, t)
t1+ε
dt
 εC0
2ε − 1 ·
C1
1 − εC1 ·
φ(x, s)
sε
.
The lemma is therefore proved. 
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ψ ∈ S(Rn) so that χQ(0,1)  ψ  χQ(0,2). As usual, let us set ϕj = ψ(2−j ·) − ψ(2−j+1·) for
j ∈ Z. For f ∈ S ′(Rn) and ρ ∈ S(Rn), we write ρ(D)f ≡F−1[ρ ·Ff ].
We now seek to a result similar to the one due to Taibleson and Grevholm [13,28].
Definition 8.6 (LDq,φ(Rn)). Let 1  q ∞ and φ : Q → (0,∞) a function. A function f ∈
S ′(Rn) is said to belong LDq,φ(Rn), if
‖f ‖LDq,φ ≡ sup
x∈Rn
j∈Z
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ϕj (D)f (y)∣∣q dy
) 1
q
< ∞.
From the definition of LDq,φ(Rn), the space seems to depend on the admissible choices of ψ .
However, as an example of φ, we envisage the function φ3(Q) = ‖χQ‖Lp(·)|Q| as in Example 6.3 (3)
and in this case we shall show that LDq,φ3(Rn) does not depend on the admissible choices of ψ .
Note that this space is a homogeneous counterpart for the local space defined [1, Definition 5.2]
when q = ∞ in this special case. Returning to the general theory, more precisely, we prove the
following theorem here.
Theorem 8.7. Suppose that φ satisfies (A1), (A2), (A3). Assume in addition that φ fulfills
(A4):
∞∫
r
φ(x, t)
td+2
dt  φ(x, r)
rd+1
for some integer d  0 and that
(A5): sup
x∈Rn
φ(x,1) < ∞.
Then we have:
1. The spacesLDq,φ(Rn) and Lq,φ,d(Rn) are isomorphic. More precisely, we have the following:
(a) Let f ∈ LDq,φ(Rn). Then, f can be represented by an Lqloc(Rn)-function and there ex-
ists P ∈ P(Rn) such that f − P ∈ Lq,φ,d (Rn). In this case we have ‖f − P ‖Lq,φ,d ‖f ‖LDq,φ .
(b) If f ∈ Lq,φ,d(Rn), then
f ∈ LDq,φ
(
R
n
)
and ‖f ‖LDq,φ  ‖f ‖Lq,φ,d . (8.5)
In particular, the definition of the function space LDq,φ(Rn) does not depend on the admissible
choices of ψ : Any ψ will do in the definition of LDq,φ(Rn) as long as χQ(0,1) ψ  χQ(0,2).
2. The function space LDq,φ(Rn) does not depend on q .
Remark that any representative of the element in Lq,φ,d(Rn) belongs to S ′(Rn).
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(A4):
∞∫
r
φ(x, t)
td+2
dt  φ(x, r)
rd+1
(
x ∈Rn, r > 0)
for some integer d  0, then there exists 0 < ε′ < 1 such that
φ(x, r)
rd+1−ε′
 φ(x, s)
sd+1−ε′
(0 < s  r < ∞).
Proof. Set Φ(x, r) ≡ φ(x, r−1)rd+1 for x ∈Rn and r > 0 and argue as we did in Lemma 8.5. 
As examples of φ and d satisfying the condition of Theorem 8.7, we can list the following:
Example 8.9.
1. Assume that p(·) : Rn → (0,∞) satisfies 0 < p−  p+ < 1, (2.5) and (2.6) and that d 
dp(·) = min{d ′ ∈ N ∪ {0}: p−(n + d ′ + 1) > n}. Then φ3(Q) ≡ ‖χQ‖Lp(·)|Q| (Q ∈ Q) does
satisfy the requirements of Theorem 8.7.
2. Let p1,p2 ∈ (0,1) be constants. Assume that d ∈ Z satisfies p1(n+ d + 1) > n and p2(n+
d + 1) > n. Then
φ4(Q) ≡ |Q|1/p1−1 + |Q|1/p2−1 (Q ∈Q)
also satisfies the requirements of Theorem 8.7.
The following propositions and corollary will be useful for later considerations. See [2] for
Propositions 8.10 and see [28, Theorem 4] and Grevholm [13, Lemma 2.1] for Proposition 8.11,
respectively.
Proposition 8.10. Let d ∈ N ∪ {0}. Suppose that we are given a sequence {fj }∞j=1 of S ′(Rn)
such that {∂αfj }∞j=1 is convergent for each α with |α| = d + 1. Then there exists a sequence of
polynomials {Pj }∞j=1 ⊂Pd(Rn) such that {fj + Pj }∞j=1 is convergent in S ′(Rn).
Proposition 8.11. Let s > 0 and f ∈ S ′(Rn). Then
sup
j∈N
2js
∥∥ϕj (D)f ∥∥L∞ < ∞ (8.6)
and
sup
j∈Z\N
2js
∥∥ϕj (D)f ∥∥L∞ < ∞ (8.7)
if and only if there exists a polynomial P such that
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x∈Rn,h∈Rn\{0}
|[s+1]h (f − P)(x)|
|h|s < ∞. (8.8)
If this is the case, we have
sup
x∈Rn,h∈Rn\{0}
|[s+1]h (f − P)(x)|
|h|s  supj∈Z2
js
∥∥ϕj (D)f ∥∥L∞ .
Furthermore, if 0 /∈ supp(Ff ), that is, Ff vanishes near the origin, then we can take P ≡ 0.
Inequalities (8.7) and (8.8) read supj∈Z 2js‖ϕj (D)f ‖L∞ < ∞. However, in the setting of our
variable continuity, our argument works because (8.7) approximately corresponds to the local
case and (8.8) to the global case and this intuitive argument matches Lemma 2.2.
From Propositions 8.10 and 8.11, we have the following.
Corollary 8.12. Let s > 0. Assume that f ∈ S ′(Rn) satisfies (8.7). Set d = [s].
1. The sum
0∑
j=−∞
∂αϕj (D)f
is convergent uniformly whenever α is a multiindex with length d + 1.
2. There exists a sequence of polynomials {Pj }0j=−∞ ⊂Pd(Rn) such that
flow =
0∑
j=−∞
(
ϕj (D)f + Pj
)
is convergent in the topology of S ′(Rn). The distribution flow is actually a continuous func-
tion satisfying (8.8) with P = 0.
3. The limit
fhigh =
∞∑
j=1
ϕj (D)f
exists in the topology of S ′(Rn).
4. The distribution f − fhigh − flow is a polynomial P .
5. If 0 /∈ supp(Ff ), that is, Ff vanishes near the origin, then we can take this polynomial P
in 4 to be 0.
Proof. Fix a multiindex α with length d + 1. By Lemma 2.6, we have
0∑ ∥∥∂αϕj (D)f ∥∥L∞ 
0∑
2j (d+1)
∥∥ϕj (D)f ∥∥L∞ .
j=−∞ j=−∞
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0∑
j=−∞
∥∥∂αϕj (D)f ∥∥L∞ 
0∑
j=−∞
2j (d+1−s) sup
l∈Z\N
2ls
∥∥ϕl(D)f ∥∥L∞
= sup
l∈Z\N
2ls
∥∥ϕl(D)f ∥∥L∞
0∑
j=−∞
2j (d+1−s)
∼ sup
l∈Z\N
2ls
∥∥ϕl(D)f ∥∥L∞
< ∞. (8.9)
Thus, the first assertion 1 was proved. Next, in view of the above estimate, we are in the position
of using Proposition 8.10 to find polynomials {Pj }0j=−∞ so that
flow =
0∑
j=−∞
(
ϕj (D)f + Pj
)
.
Let us set
flow,−J =
0∑
j=−J
(
ϕj (D)f + Pj
)
(J ∈N).
Then by virtue of Lemma 2.6 we have
‖flow,−J ‖B˙s∞∞ = sup
j∈Z
2js
∥∥ϕj (D)flow,−J∥∥L∞  sup
l∈Z\N
2ls
∥∥ϕl(D)f ∥∥L∞ .
Now we invoke a fact that B˙s∞∞(Rn), the space of all elements f ∈ S ′(Rn)/P(Rn) for which
‖f ‖B˙s∞∞ < ∞, is realized as the dual of the Banach space B˙−s11 (Rn). For details we refer to the
book [29, Chapter 2]. So, by the Banach–Alaoglu theorem (see [16]), if we pass to a subsequence,
{flow,−J }J∈N converges to a limit f ∗low ∈ B˙s∞∞(Rn) in the weak-* topology of B˙s∞∞(Rn). How-
ever, we know that flow is a limit of {flow,−J }J∈N in the topology of S ′(Rn)/P(Rn). The weak-*
topology of B˙s∞∞(Rn) being stronger than the topology of S ′(Rn)/P(Rn), we conclude that
flow = f ∗low modulo additive polynomials. In particular flow is continuous. By virtue of the mean
value theorem and (8.9), we have
0∑
j=−∞

[s+1]
h ϕj (D)f
converges uniformly. Since Pj ∈Pd(Rn) with d = [s], we have
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j=−∞

[s+1]
h ϕj (D)f =
0∑
j=−∞

[s+1]
h
(
ϕj (D)f + Pj
)
= [s+1]h
( 0∑
j=−∞
ϕj (D)f + Pj
)
= [s+1]h flow
in the topology of S ′. Since both sides are continuous functions, we obtain

[s+1]
h flow =
0∑
j=−∞

[s+1]
h ϕj (D)f
= lim
J→∞
0∑
j=−J

[s+1]
h ϕj (D)f
= lim
J→∞
[s+1]
h
( 0∑
j=−J
ϕj (D)f
)
= lim
J→∞
[s+1]
h flow,−J
in the sense of uniform convergence. Notice that
sup
x∈Rn,h∈Rn\{0}
|[s+1]h flow,−J (x)|
|h|s  supj∈Z\N2
js
∥∥ϕj (D)f ∥∥L∞ (8.10)
by virtue of Proposition 8.11. If we put (8.10) together with the uniform convergence (8.9), we
obtain
sup
x∈Rn,h∈Rn\{0}
|[s+1]h flow(x)|
|h|s  supj∈Z\N2
js
∥∥ϕj (D)f ∥∥L∞ .
So, the assertion 2 was proved.
The third assertion 3 follows just from the fact that f belongs to S ′(Rn).
Finally, let us establish the assertion 4. Write Pj = 0 if j  1. By taking the Fourier transform,
we have
F(f − fhigh − flow) =Ff −
∞∑
j=−∞
(ϕj ·Ff +FPj )
in the topology of S ′(Rn). Hence for any test function τ ∈ C∞ (Rn \ {0}), we havecomp
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j=−∞
〈
(ϕj ·Ff +FPj ), τ
〉
= 〈Ff, τ 〉 −
∞∑
j=−∞
〈ϕj ·Ff, τ 〉.
Observe that
∑∞
j=−∞(ϕj · τ) = τ in the topology of S ′(Rn), because the left-hand side is essen-
tially a finite sum.
〈F(f − fhigh − flow), τ 〉= 〈Ff, τ 〉 − ∞∑
j=−∞
〈Ff,ϕj · τ 〉
= 〈Ff, τ 〉 −
〈
Ff,
∞∑
j=−∞
ϕj · τ
〉
= 〈Ff, τ 〉 − 〈Ff, τ 〉
= 0.
That is, we deduced
supp
(F(f − fhigh − flow))⊂ {0}, (8.11)
which is equivalent to 4.
Finally, if 0 /∈ supp(Ff ), then the proof of Proposition 8.11 shows that the polynomials {Pj }
can be taken 0 and hence supp(F(f −fhigh −flow)) ⊂ {0} under the notation of the proof. How-
ever, 0 /∈ supp(Ff )∪ supp(fhigh)∪ supp(flow), we see that f = fhigh +flow and that P = 0. 
8.2. Proof of Theorem 8.3
Before we prove Theorem 8.3, we need to obtain several fundamental estimates under the
assumptions (A1), (A2) and (A3).
Lemma 8.13. Under the assumptions (A1), (A2) and (A3) we have
∥∥PdQ(z,r)f − PdQ(w,s)f ∥∥L∞(Q(z,r))  φ(w, s)‖f ‖Lq,φ,d ,
whenever Q(z, r) ⊂ Q(w, s) and f ∈ Lq,φ,d(Rn).
Proof. Note that Q(z, s) ⊂ Q(w,2s). In view of the definition of the operator PdQ(z,s), we have∥∥PdQ(z,s)f − PdQ(w,2s)f ∥∥L∞(Q(z,s)) = ∥∥PdQ(z,s)(f − PdQ(w,2s)f )∥∥L∞(Q(z,s))
 1|Q(z, s)|
∫
Q(z,s)
∣∣f (x)− PdQ(w,2s)f (x)∣∣dx
 φ(w,2s)‖f ‖L .q,φ,d
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∥∥PdQ(w,s)f − PdQ(w,2s)f ∥∥L∞(Q(w,s))  φ(w,2s)‖f ‖Lq,φ,d .
Thus, it follows from Lemma 6.6 and the assumptions (A1), (A2) and (A3) that
∥∥PdQ(z,r)f − PdQ(w,s)f ∥∥L∞(Q(z,r))

∥∥PdQ(z,r)f − PdQ(z,s)f ∥∥L∞(Q(z,r)) + ∥∥PdQ(z,s)f − PdQ(w,2s)f ∥∥L∞(Q(z,r))
+ ∥∥PdQ(w,s)f − PdQ(w,2s)f ∥∥L∞(Q(z,r))

( 2s∫
r
φ(z, t)
t
dt + φ(w,2s)
)
‖f ‖Lq,φ,d

(
φ(z,2s)+ φ(w,2s))‖f ‖Lq,φ,d
 φ(w, s)‖f ‖Lq,φ,d .
Thus, the proof is complete. 
Lemma 8.14. Choose τ ∈ C∞comp(Q(0,1)) so that
∫
Rn
τ (x) dx = 1. Let us define
Tj (x) ≡
d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
(
2−jmm′
)−n
τ
(
x
2−jmm′
) (
x ∈Rn).
Then we have
∫
Rn
Tj (x) dx = 1.
Proof. Using binomial expansion, we obtain
d+1∑
m=1
(−1)d+1−mmd+1
(
d + 1
m
)
= d
d+1
dtd+1
[
d+1∑
m=1
(−1)d+1−memt
(
d + 1
m
)]∣∣∣∣∣
t=0
= d
d+1
dtd+1
[(
et − 1)d+1]∣∣
t=0
= d
d+1
dtd+1
[
td+1 + d + 1
2
td+2 + · · ·
]∣∣∣∣
t=0
= (d + 1)!.
Thus, it follows that
∫
Rn
Tj (x) dx = (−1)
d
(d + 1)!
d+1∑
m′=1
(−1)m′
(
d + 1
m′
) d+1∑
m=1
(−1)m
(
d + 1
m
)
md+1
= (−1)
d
(d + 1)! × (−1)× (−1)
d+1(d + 1)! = 1.
Consequently, the lemma was proved. 
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Proof of Theorem 8.3. First let us prove that Lq,φ,d (Rn) ↪→ Λφ,d(Rn).
Let f ∈ Lq,φ,d(Rn). By the assumptions (A1), (A2) and (A3), for all x ∈ Rn, we have
supy∈Q(x,r)
∫ r
0
φ(y,t)
t
dt  φ(x, r) → 0 as r ↓ 0. Thus, Proposition 6.15 is applicable. In view
of Proposition 6.15, we can assume that f is continuous.
With this in mind, let us prove the norm estimate. Let x,h ∈Rn and h = 0. If
s = (d + 2)|h| (8.12)
and r < |h|, then Q(x + kh, r) ⊂ Q(x, s) for all k = 0,1, . . . , d + 1. Since d+1h P dQ(x,s)f ≡ 0,
we have
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
PdQ(x+kh,r)f (x + kh)
=
(
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
PdQ(x+kh,r)f (x + kh)
)
−d+1h
(
PdQ(x,s)f
)
(x)
=
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)(
PdQ(x+kh,r)f (x + kh)− PdQ(x,s)f (x + kh)
)
.
If we invoke Lemma 8.13, (8.12) and (A2), then we have
∣∣∣∣∣
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
PdQ(x+kh,r)f (x + kh)
∣∣∣∣∣
d∑
k=0
φ(x + kh, s)‖f ‖Lq,φ,d
∼ φ(x, s)‖f ‖Lq,φ,d .
If we let r ↓ 0, then we have
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
PdQ(x+kh,r)f (x + kh) →
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
f (x + kh)
= d+1h f (x)
by virtue of the continuity of f . Consequently, we have
∣∣d+1h f (x)∣∣ φ(x, s)‖f ‖Lq,φ,d ∼ φ(x, |h|)‖f ‖Lq,φ,d .
Let us conclude the proof of Theorem 8.3 by showing that the reverse inclusion
Lq,φ,d
(
R
n
)←↩ Λφ,d(Rn) (8.13)
holds.
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us set ϕj ≡ ψ(2−j ·)−ψ(2−j+1·) for j ∈ Z.
Define Tj as in Lemma 8.14. Then we have
Tj ∗ f (x)
=
d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
(
2−jm′m
)−n
τ
( ·
2−jmm′
)
∗ f (x)
=
d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
∫
Rn
τ (y)f
(
x − 2−jmm′y)dy.
Consequently, if we pass to the derivatives of order α with |α| = d + 1, we obtain
∂α(Tj ∗ f )(x)
= 2j (d+1)
d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
m′d+1(d + 1)!
(
d + 1
m′
)(
d + 1
m
)∫
Rn
∂ατ (y)f
(
x − 2−jmm′y)dy
= 2j (d+1)
d+1∑
m′=1
(−1)d+m′+1
m′d+1(d + 1)!
(
d + 1
m′
)∫
Rn
∂ατ (y)d+12−jm′yf (x) dy.
If we use (8.4), then we have, for y ∈ Q(0,1),
∣∣d+12−jm′yf (x)∣∣ φ(x,2−j ) · ‖f ‖Λφ,d . (8.14)
Hence it follows from the Taylor expansion and (A2) that
(
1
|Q(z,2−j )|
∫
Q(z,2−j )
∣∣Tj ∗ f (x)− PdQ(z,2−j )(Tj ∗ f )(x)∣∣q dx
) 1
q

(
1
|Q(z,2−j )|
∫
Q(z,2−j )
∣∣∣∣Tj ∗ f (x)− ∑
|α|d
1
α!∂
α(z)(Tj ∗ f )(x − z)
∣∣∣∣
q
dx
) 1
q
 2−j (d+1) sup
x∈Q(z,2−j )
∣∣∇d+1Tj ∗ f (x)∣∣
 φ
(
z,2−j
) · ‖f ‖Λφ,d .
Meanwhile, we have
Tk ∗ f (x)− Tk+1 ∗ f (x)
=
d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
∫
n
τ (y)f
(
x − 2−kmm′y)dyR
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d+1∑
m′=1
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
∫
Rn
τ (z)f
(
x − 2−k−1mm′z)dz
=
d+1∑
m′=0
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
∫
Rn
τ (y)f
(
x − 2−kmm′y)dy
−
d+1∑
m′=0
d+1∑
m=1
(−1)d+m+m′
(d + 1)!
(
d + 1
m′
)(
d + 1
m
)
md+1
∫
Rn
τ (y)f
(
x − 2−k−1mm′y)dy
=
d+1∑
m=1
(−1)1+m
(d + 1)!
(
d + 1
m
)
md+1
∫
Rn
τ (y)
(
d+1−2−kmyf (x)−d+1−2−k−1myf (x)
)
dy.
If we use (8.14) and (A2), then we have
(
1
|Q(z,2−j )|
∫
Q(z,2−j )
∣∣Tk ∗ f (x)− Tk+1 ∗ f (x)∣∣q dx
) 1
q
 φ
(
z,2−k
) · ‖f ‖Λφ,d . (8.15)
Assuming (A3), we can sum (8.15) over k  j and we have
∞∑
k=j
(
1
|Q(z,2−j )|
∫
Q(z,2−j )
∣∣Tk ∗ f (x)− Tk+1 ∗ f (x)∣∣q dx
) 1
q
 φ
(
z,2−j
) · ‖f ‖Λφ,d .
Hence it follows from the triangle inequality and the fact that T k ∗ f → f uniformly over
Q(z,2−j ) that
(
1
|Q(z,2−j )|
∫
Q(z,2−j )
∣∣Tj ∗ f (x)− f (x)∣∣q dx
) 1
q
 φ
(
z,2−j
) · ‖f ‖Λφ,d
Thus, (8.13) was proved and the proof is now complete. 
8.3. Proof of Theorem 8.7
The proof of Theorem 8.7 consists of several steps containing the proof of Theorem 8.7 itself.
Proposition 8.15. Assume that φ(2Q) φ(Q) for all Q ∈Q. Then the function spaces if we let
1 q ∞, then we have
‖f ‖LD1,φ  ‖f ‖LDq,φ  ‖f ‖LD∞,φ  ‖f ‖LD1,φ
for all f ∈ S ′(Rn).
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ϕj (D)f (x) =
∫
Rn
(F−1ϕj−1(y)+F−1ϕj (y)+F−1ϕj+1(y))ϕj (D)f (x − y)dy.
We shall choose L > L0 + L1 + n, where L0 and L1 are positive constants in (8.16) and (8.17)
appearing later. Fix x ∈ Q = (z,2−j ) with j ∈ Z and z ∈Rn. Then we have
∣∣ϕj (D)f (x)∣∣
∫
Rn
∣∣F−1ϕj−1(y)+F−1ϕj (y)+F−1ϕj+1(y)∣∣ · ∣∣ϕj (D)f (x − y)∣∣dy
 2jn
∫
Rn
|ϕj (D)f (x − y)|
(1 + 2j |y|)L dy
 2jn
∞∑
k=1
1
(1 + 2j · 2k−j )L
∫
Q(0,2k−j )
∣∣ϕj (D)f (x − y)∣∣dy
 2jn
∞∑
k=1
2−kL
∫
Q(0,2−j+k+1)
∣∣ϕj (D)f (z− y)∣∣dy
= 2jn
∞∑
k=1
2−kL
∫
Q(z,2−j+k+1)
∣∣ϕj (D)f (y)∣∣dy.
We have
2(j−k)n
φ(z,2−j+k+1)
∫
Q(z,2−j+k+1)
∣∣ϕj (D)f (y)∣∣dy  2L0k‖f ‖LD1,φ (8.16)
by virtue of (A1) and (A2) for some L0 > 0. Note also that, by virtue of (A1), there exists L1 > 0
such that
φ
(
z,2−j+k+1
)
 2kL1φ
(
z,2−j
) (8.17)
for all z ∈Rn, j ∈ Z and k  0,
∣∣ϕj (D)f (x)∣∣ 2jn ∞∑
k=1
2−kL+L0
∣∣Q(z,2−j+k+1)∣∣φ(z,2−j+k+1)‖f ‖LD1,φ
 2jn
∞∑
k=1
2−kL+k(L0+L1)+(−j+k+1)nφ
(
z,2−j
)‖f ‖LD1,φ
 φ
(
z,2−j
)‖f ‖LD .1,φ
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∥∥ϕj (D)f ∥∥L∞(Q(z,2−j ))  φ(z,2−j )‖f ‖LD1,φ .
The proof is therefore complete. 
In (8.2) we have defined the operator d+1h by
d+1h f (x) ≡
d+1∑
k=0
(−1)d+1−k
(
d + 1
k
)
f (x + kh).
Let us prove that LDq,φ(Rn) is embedded into S ′(Rn)/P(Rn), where P(Rn) denotes the set of
all polynomials. We make a very crude observation using the result of Corollary 8.12.
Lemma 8.16. Maintain the above notation. In particular assume (A4) and let ε′ be a constant
from Lemma 8.8. Then (8.6) is satisfied with s = d + 1 − ε′.
Proof. The assertion for ghigh follows immediately from the fact that g ∈ S ′(Rn). Let us turn to
glow. In view of Lemma 8.8 we have
φ(x, r)
rd+1−ε′
 φ(x,1) (0 < r  1) (8.18)
for some 0 < ε′ < 1. By virtue of (A5) and (8.18), we have
sup
j<0
2j (d+1−ε′)
∥∥ϕj (D)g∥∥L∞  sup
j<0
φ(x,1)
φ(x,2−j )
∥∥ϕj (D)g∥∥L∞
 sup
j<0
1
φ(x,2−j )
∥∥ϕj (D)g∥∥L∞
 ‖g‖LD∞,φ .
Consequently, the condition (8.7) with s = d + 1 − ε′ is cleared for glow. 
Here is an advantage of the assumption g = ghigh + glow.
Lemma 8.17. Let g = ghigh + glow ∈ LDq,φ(Rn) as in Lemma 8.16. Set Pj = 0 for j  0. Then we
have
ψj (D)g −
j∑
k=−∞
(
ϕk(D)g + Pk
) ∈Pd(Rn) (8.19)
for all j ∈N.
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the fact that Pj ∈Pd(Rn) for each j ∈ Z, we have
∂α
(
ψj (D)g
)= ∞∑
k=−∞
∂α
[
ψj (D)
(
ϕk(D)g + Pk
)]= j+1∑
k=−∞
∂α
[
ψj (D)ϕk(D)g
]
.
A careful consideration of the support condition yields
∂α
(
ψj(D)g
)= ∂α[ψj(D)ϕj (D)g]+ ∂α[ψj (D)ϕj+1(D)g]+ j−1∑
k=−∞
∂α
[
ψj(D)ϕk(D)g
]
= ∂α[ϕj (D)g]+ j−1∑
k=−∞
∂α
[
ϕk(D)g
]
=
j∑
k=−∞
∂α
[
ϕk(D)g
]
.
Since Pk ∈ Pd(Rn), we have
∂α
(
ψj (D)g
)= j∑
k=−∞
∂α
(
ϕk(D)g + Pk
)= ∂α
(
j∑
k=−∞
(
ϕk(D)g + Pk
))
.
Thus, (8.19) was verified. 
The next lemma gives us a piece of quantitative information.
Lemma 8.18. Assume that there exists an integer d such that
(A4):
∞∫
r
φ(x, t)
td+2
dt  φ(x, r)
rd+1
(8.20)
for x ∈Rn and r > 0. Let g = ghigh + glow ∈ LDq,φ(Rn). Set
Tj ;xg(y) ≡
∑
|α|d
1
α!∂
αψj (D)g(x)(y − x)α, j ∈ Z, x ∈Rn.
Then we have
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ψj (D)g(z)− Tj ;xg(z)∣∣q dz
) 1
q
 ‖g‖Lq,φ,d .
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I ≡
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ψj(D)g(z)− Tj ;xg(z)∣∣q dz
) 1
q
.
By the mean value theorem, we have
I 2−j (d+1)
∥∥∇d+1(ψj (D)g)∥∥L∞(Q(x,2−j )).
Using (8.19), we have
∇d+1ψj(D)g =
j∑
k=−∞
∇d+1ϕk(D)g.
By the Bernstein inequality (2.11), we have
∥∥∇d+1ϕk(D)g∥∥L∞  2k(d+1)∥∥ϕk(D)g∥∥L∞
and consequently the series
∑j
k=−∞ ∇d+1ϕk(D)g converges to ∇d+1ψj (D)g uniformly. Con-
sequently, using the formula,(
∂αF−1ϕ)(2k·) ∗ g = (∂αF−1ϕ)(2k·) ∗ (ϕk−1(D)+ ϕk(D)+ ϕk+1(D))g,
we have
I
j∑
k=−∞
2−j (d+1)
∥∥∇d+1(ϕk(D)g)∥∥L∞(Q(x,2−j ))

j∑
k=−∞
sup
z∈Q(x,2−j )
2−(j−k)(d+1)+kn
∫
Rn
1
(1 + 2k|y − z|)L
∣∣ϕk(D)g(y)∣∣dy.
Since k  j , we have
I
j∑
k=−∞
2−(j−k)(d+1)+kn
∫
Rn
1
(1 + 2k|y − x|)L
∣∣ϕk(D)g(y)∣∣dy

j∑
k=−∞
2−(j−k)(d+1)φ
(
x,2−k
)‖g‖Lq,φ,d .
From the condition of (A4), we have
I
j∑
k=−∞
2(k−j)(d+1)φ
(
x,2−k
)‖g‖LDq,φ ∼ φ(x,2−j )‖g‖LDq,φ .
Thus, the lemma is therefore proved. 
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LDq,φ
(
R
n
)←↩ Lq,φ,d(Rn). (8.21)
Since ϕ is not supported on the origin, we have F−1ϕ satisfies the moment condition of order d .
Thus, if f ∈ Lq,φ,d (Rn), then we have
‖f ‖LDq,φ = sup
x∈Rn
j∈Z
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ϕj (D)f (x)∣∣q dx
) 1
q
= sup
x∈Rn
j∈Z
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ϕj (D)(f − PdQ(x,2−j )f )(x)∣∣q dx
) 1
q
= sup
x∈Rn
j∈Z
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣F−1ϕj ∗ (f − PdQ(x,2−j )f )(x)∣∣q dx
) 1
q
.
(8.22)
Let L0 be a constant from Lemma 6.5 and write L = [L0 + 1]. If we write the integrand out in
full, we obtain
∣∣F−1ϕj ∗ (f − PdQf )(x)∣∣=
∣∣∣∣
∫
Rn
F−1ϕj (y)
(
f − Pd
Q(x,2−j )f
)
(x − y)dy
∣∣∣∣

∫
Rn
2jn
(1 + 2j |y|)L
∣∣(f − Pd
Q(x,2−j )f
)
(x − y)∣∣dy

∞∑
k=0
2jn−kL
∫
Q(0,2−j+k)
∣∣f (x − y)− Pd
Q(x,2−j )f (x − y)
∣∣dy

∞∑
k=0
2jn−kL
∫
Q(x,2−j+k)
∣∣f (y)− Pd
Q(x,2−j )f (y)
∣∣dy.
By using Lemma 6.5, we have
∣∣F−1ϕj ∗ (f − PdQf )(x)∣∣
∞∑
k=0
2−kL+kL0φ
(
x,2−j
)‖f ‖Lq,φ,d ∼ φ(x,2−j )‖f ‖Lq,φ,d (8.23)
for all x ∈Rn. Consequently, if we insert (8.23) to (8.22), then we obtain (8.21).
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Lemma 8.18 we have only to prove
1
φ(x,2−j )
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣(1 −ψj(D))g(x)∣∣q dx
) 1
q
 ‖g‖LDq,φ .
By the triangle inequality we have
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣(1 −ψj (D))g(x)∣∣q dx
) 1
q

∞∑
k=j+1
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣ϕk(D)g(x)∣∣q dx
) 1
q

∞∑
k=j+1
∥∥ϕk(D)g∥∥L∞(Q(x,2−j ))
 ‖g‖LDq,φ
∞∑
k=j+1
sup
y∈Q(x,2−j )
φ
(
y,2−k
)
.
Let y ∈ Q(x,2−j ) and k > j . We now use the constant ε obtained in (8.4). Then a geometric
observation shows
φ
(
y,2−k
)
 2−(k−j)εφ
(
y,2−j
)
 2−(k−j)εφ
(
x,2−j
)
,
since φ(y,2−j ) ∼ φ(x,2−j ) by (A2). Since ∑∞k=j+1 2−(k−j)ε is convergent, we have
(
1
|Q(x,2−j )|
∫
Q(x,2−j )
∣∣(1 −ψj (D))g(x)∣∣q dx
) 1
q
 φ
(
x,2−j
)( ∞∑
k=j+1
2−(k−j)ε
)
‖g‖LDq,φ
∼ φ(x,2−j )‖g‖LDq,φ .
Thus, the theorem is therefore proved. 
9. Local Hardy spaces with variable exponents
What we have been doing can be transplanted into the theory of the local Hardy spaces. For
example, if ψ ∈ S(Rn) is such that ∫
Rn
ψ(x)dx = 0, and if we define the norm by
‖f ‖hp(·) =
∥∥∥ sup sup ∣∣t−nϕ(t−1·) ∗ f ∣∣∥∥∥
Lp(·)
, (9.1)0<t<1 ϕ∈FN
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‖f ‖hp(·) ∼
∥∥∥sup
j∈N
∣∣ψj (D)f ∣∣∥∥∥
Lp(·)
(9.2)
(cf. Theorem 3.3). The space hp(·)(Rn) is the set of all f ∈ S ′(Rn) for which the quantity
‖f ‖hp(·)(Rn) is finite. Let us first connect hp(·)(Rn) with Hp(·)(Rn).
Lemma 9.1. Let ψ ∈ S(Rn) be a bump function satisfying χQ(0,1) ψ  χQ(0,2). Then we have
the following norm equivalence:
‖f ‖hp(·) ∼
∥∥(1 −ψ(D))f ∥∥
Hp(·) +
∥∥ψ(D)f ∥∥
Lp(·) , f ∈ S ′
(
R
n
)
.
Proof. As we did in (1.5), we write ψj(ξ) = ψ(2−j ξ) for j ∈ Z. As we have established in
Theorem 3.3, the Hp(·)(Rn)-norm can be written as
‖f ‖Hp(·) ∼
∥∥∥sup
j∈Z
∣∣ψj(D)f ∣∣∥∥∥
Lp(·)
∼ ‖MF−1ψf ‖Lp(·)
(
f ∈ S ′(Rn)). (9.3)
Consequently, from (9.2) and (9.3) we see
∥∥(1 −ψ(D))f ∥∥
hp(·) 
∥∥(1 −ψ(D))f ∥∥
Hp(·) . (9.4)
In view of (9.3) and the support condition, we have
∥∥(1 −ψ(D))f ∥∥
Hp(·) ∼
∥∥∥sup
j∈Z
∣∣(1 −ψ(D))ψj(D)f ∣∣∥∥∥
Lp(·)
∼
∥∥∥ sup
j∈N∪{0}
∣∣(1 −ψ(D))ψj(D)f ∣∣∥∥∥
Lp(·)
.
By the quasi-triangle inequality (2.2), we have
∥∥(1 −ψ(D))f ∥∥
Hp(·) 
∥∥∥ sup
j∈N∪{0}
∣∣ψj (D)f ∣∣∥∥∥
Lp(·)
+
∥∥∥ sup
j∈N∪{0}
∣∣ψ(D)ψj (D)f ∣∣∥∥∥
Lp(·)

∥∥∥sup
j∈N
∣∣ψj(D)f ∣∣∥∥∥
Lp(·)
.
Thus, with the definition of hp(·)(Rn) again, we have
∥∥(1 −ψ(D))f ∥∥
Hp(·) +
∥∥ψ(D)f ∥∥
Lp(·)  ‖f ‖hp(·) .
Let us prove the reverse inequality. First by the quasi-triangle inequality (2.2), we have
‖f ‖hp(·) 
∥∥(1 −ψ(D))f ∥∥
hp(·) +
∥∥ψ(D)f ∥∥
hp(·)
∼ ∥∥(1 −ψ(D))f ∥∥
hp(·) +
∥∥∥sup∣∣ψ(D)ψj (D)f ∣∣∥∥∥
Lp(·)
.
j∈N
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∣∣ψ(D)f (y)∣∣M[∣∣ψ(D)f ∣∣θ ](x)1/θ (1 + |x − y|)n/θ , x, y ∈Rn (9.5)
for 0 < θ  1. If we insert (9.5), then we obtain
sup
j∈N
∣∣ψ(D)ψj (D)f (x)∣∣= 2jn
∣∣∣∣
∫
Rn
(F−1ψ)(2j y)ψ(D)f (x − y)dy∣∣∣∣
 2jn
∫
Rn
1
(1 + 2j |y|)n+1+n/θ M
[∣∣ψ(D)f ∣∣θ ](x)1/θ (1 + |y|)n/θ dy
M
[∣∣ψ(D)f ∣∣θ ](x)1/θ2jn ∫
Rn
1
(1 + 2j |y|)n+1+n/θ
(
1 + ∣∣2j y∣∣)n/θ dy
∼ M[∣∣ψ(D)f ∣∣θ ](x)1/θ .
Consequently by virtue of the maximal inequality (see Lemma 2.4) and (9.4), we obtain
‖f ‖hp(·) 
∥∥(1 −ψ(D))f ∥∥
Hp(·) +
∥∥ψ(D)f ∥∥
Lp(·) .
Thus, the proof is therefore complete. 
To conclude this paper, we establish the norms of hp(·)(Rn) and F 0p(·)2(Rn) are equivalent.
Let ψ ∈ S(Rn) be a bump function satisfying χQ(0,1) ψ  χQ(0,2) and set
ϕj ≡ ψ
(
2−j ·)−ψ(2−j+1·)
for j ∈N. In [7] Diening, Hästö and Roudenko defined the function space F 0p(·)2(Rn), the one of
Triebel–Lizorkin type, with the norm
‖f ‖F 0
p(·)2
≡ ∥∥ψ(D)f ∥∥
Lp(·) +
∥∥∥∥∥
( ∞∑
j=1
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
for f ∈ S ′(Rn).
Theorem 9.2. The function spaces hp(·)(Rn) and F 0p(·)2(Rn) are isomorphic to each other.
Proof. By Lemma 9.1, we have
‖f ‖hp(·) ∼
∥∥ψ(D)f ∥∥ p(·) + ∥∥(1 −ψ(D))f ∥∥ p(·) . (9.6)L H
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∥∥ψ(D)f ∥∥
Lp(·) +
∥∥(1 −ψ(D))f ∥∥
Hp(·) ∼
∥∥ψ(D)f ∥∥
Lp(·) +
∥∥∥∥∥
( ∞∑
j=1
∣∣ϕj (D)f ∣∣2
) 1
2
∥∥∥∥∥
Lp(·)
.
(9.7)
Therefore, combining (9.6) and (9.7), we obtain the desired result. 
Other results of the present paper have counterpart for hp(·)(Rn). For example, when we
consider the local Hardy spaces, their duals will be the Besov spaces defined in [1] by virtue of
the counterpart of Theorems 7.5 and 8.7. The proofs being analogous to the corresponding proofs
for Hp(·)(Rn), we omit the details.
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