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ABSTRACT 
We explore two- or three-class association schemes. We study aspects of the structure of 
the relation graphs in association schemes which are not easily revealed by their parameters 
and spectra. The purpose is to develop some combinatorial methods to characterize the graphs 
and classify the association schemes, and also to delve deeply into several specific classification 
problems. We work with several combinatorial objects, including strongly regular graphs, 
distance-regular graphs, the desarguesian complete set of mutually orthogonal Latin squares, 
orthogonal arrays, and symmetric Bush-type Hadamard matrices, all of which give rise to many 
small-class association schemes. We work within the framework of the theory of association 
schemes. 
Our focus is placed on the search for all isomorphism classes of association schemes and 
characterization of small-class association schemes of specific order. In particular, we examine 
two-class association schemes (strongly regular graphs) of order 64 and their three-class fission 
schemes. After we collect 'feasible' parameter sets for the putative association schemes, we 
make an attempt to check the realization (existence) of the parameter sets and describe the 
structure of the schemes chiefly by investigating the structure of their relation graphs. In 
the course of this thesis, we find a new way to construct orthogonal arrays and investigate 
their implications for strongly regular graphs, symmetric Bush-type Hadamard matrices, and 
three-class association schemes. We obtain several results regarding the characterization and 
classification of two- or three-class association schemes of order 64. 
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CHAPTER 1. Introduction 
In this chapter we first give a brief history of the theory of association schemes. We then 
briefly explain our motivation and then give an overview of the thesis, outlining main results. 
We provide the background material in Appendix A. 
The concept of (symmetric) association schemes was introduced by Bose and Shimamoto 
(1952) in the study of experimental designs. This concept plays a fundamental role in the 
analysis and classification of partially balanced incomplete block designs which were originally 
defined by Bose and Nair (1939). A similar concept was introduced earlier in the work of 
Schur (1933) and developed mostly in connection with the theory of group characters and 
permutation groups. It was due to the work of Delsarte (1973) that association schemes were 
proven to be a useful tool for the study of a wide range of combinatorics including design 
theory, coding theory and algebraic graph theory. The theory of association schemes has been 
developed rapidly since then, and has been established as a branch of mathematics over the 
last decade or two through the work of many algebraists, combinatorialists, geometers and 
group theorists (cf. [1, 72, 62]). 
A d-class association scheme X = (X, {Ri}o<t<d)  of order v  = |X| may be considered a 
decomposition of a complete (di)graph Kv — (X, X x X) of v vertices into regular digraphs 
Tj  =  (X ,Ri ) ,  so  tha t  Ri ,  R 2 , . . .  Rd  fo rm a  par t i t ion  of  X x  X toge ther  wi th  R 0  = {(z ,%)  :  
x G X} and satisfy certain regularity conditions. If the association scheme is symmetric, 
that is, all relations Ri are symmetric (binary) relations, then the (non-trivial) relation graphs 
Tj = (X, Ri), i = 1,2,..., d, are undirected simple regular graphs. 
An association scheme all of whose relation graphs T; are connected is called a primitive 
association scheme. If the relation graph of any non-trivial relation is disconnected then the 
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scheme is called imprimitive. Given an association scheme, sometimes we can obtain other 
association schemes either by merging two or more non-trivial relations into one or by refining 
a non-trivial relation into two or more. The former is called fusion process and the latter is 
called fission. A fusion scheme of a primitive association scheme is primitive, and a fission 
scheme of an imprimitive association scheme is imprimitive. Primitive association schemes are 
building blocks of many larger-class imprimitive association schemes. 
Two association schemes (X ,  [Ri}o<i<d)  and (Y, are isomorphic if there is a 
bisection ip  :  X  —»•  Y  such that for each i  =  1,2,...,d, { ( ip[x ) , ip (y ) )  :  ( x , y )  €  R i}  =  S j  for 
some j. In this case, the bijection (p induces a permutation a on the set {1,2,..., d} such that 
the graphs (X, Ri) and (Y, S^) are isomorphic for every i. So, if there is a relation graph of one 
scheme whose isomorphic copy is not found among the relation graphs of the other scheme, 
then the two schemes cannot be isomorphic. Also the automorphism group of any relation 
graph contains the automorphisms of the association scheme. 
Recently much research has been going on in the investigation and computer classification of 
two or three-class association schemes by many authors including Brouwer, Coolsaet, van Dam, 
Degraer, Fon-Der-Flaass, Haemers, and Spence (cf. [36, 17] and [18] and their references.) In 
[16], van Dam described several constructions of symmetric 3-class association schemes mainly 
through the study of eigenvalues and multiplicities, and gave a list of feasible parameter sets for 
symmetric 3-class association schemes on at most 100 vertices. (Here the feasibility is subject to 
the known necessary conditions on the parameter sets to have an association scheme satisfying 
the parameter sets. This will be discussed in detail later.) The list included many feasible 
parameter sets whose realizability has not been checked. 
The structure of relation graphs often reveals crucial information for the structure of as­
sociation schemes, especially for the small-class association schemes. Thus it is important to 
study relation graphs in the classification of association schemes. The relation graphs of a 
2-class symmetric association scheme are strongly regular graphs. In this case, two relation 
graphs are complementary to each other. Having a strongly regular graph is equivalent to 
having a symmetric 2-class association scheme. 
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In [47], J0rgensen, Jones, Klin and Song showed several ways to construct 3-class im-
primitive non-symmetric association schemes from doubly regular (m, r)-team tournaments. 
Inspired by their work we have started investigating the links between orientations of the 
completely multipartite strongly regular graph m o Kr and association schemes based on char­
acterization of doubly regular (m, r)-team tournaments. 
Our aim is to verify whether each of the given feasible parameter sets is realized or not. 
If such a scheme exists, then we check whether the scheme is unique for the given parameter 
set. We do this by surveying all feasible parameter sets available in the existing literature (for 
example, [8, 17, 16, 46]). We explore the structure of relation graphs of existing or putative 
association schemes. We do this on a case by case basis for the schemes of order 64 hoping 
to develop a general theory in the future. There are many combinatorial structures including 
orthogonal arrays and Bush-type Hadamard matrices that are related to the schemes of order 
64. 
Our results are discussed in Chapters 2, 3, and 4. In Chapter 2, we investigate the structures 
of two strongly regular graphs (SRGs) with the same parameters (v, k, A, /i) = (64,28,12,12). 
We do not know how many strongly regular graphs with these parameters exist. These two 
cospectral graphs are the halved-folded 8-cube and the graph of 'Latin square type' denoted by 
Z-4(8), which comes from the orthogonal array OA(4,8). We begin the chapter with an inves­
tigation of the halved-folded Hamming 8-cube. We study some local structures of the halved-
folded 8-cube, which lead us to derive necessary and sufficient conditions for any cospectral 
strongly regular graphs to be isomorphic to the halved-folded 8-cube. We describe a new way 
to construct orthogonal arrays OA(t,n) and strongly regular graphs Lt(n) from a complete set 
of mutually orthogonal Latin squares. Our new construction method will be used in the subse­
quent chapter in which we construct Bush-type Hadamard matrices. We then investigate the 
local structure of £4(8) and show the structural difference between 1,4(8) and the halved-folded 
8-cube. 
In Chapter 3, we introduce a way to construct a symmetric Bush-type Hadamard matrix 
from a set of mutually orthogonal Latin squares. Whenever we have a symmetric Bush-type 
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Hadamard matrix, we can obtain imprimitive three-class association schemes. We discuss 
how to obtain such association schemes from given symmetric Bush-type Hadamard matrices. 
From a given symmetric Bush-type Hadamard matrix we can obtain other symmetric Bush-
type Hadamard matrices. New Bush-type Hadamard matrices obtained from old sometimes 
yield cospectral but non-isomorphic strongly regular graphs. As an example we obtain another 
SRG(64,28,12,12) that is not isomorphic to either of the two cospectral graphs discussed in 
Chapter 2. 
In Chapter 4, we survey the known feasible parameter sets and collect all schemes that 
realize each parameter set. We then classify and characterize the relation graphs of the schemes 
in an attempt to discover other schemes that employ non-isomorphic cospectral graphs as their 
relation graphs. We discover a few new schemes that realize some feasible parameter sets. We 
classify 3-class association schemes of order 64 according to their fusion and fission relationship 
to known strongly regular graphs. 
In Chapter 5, we discuss a few related problems and topics that are not resolved in this 
thesis. 
In Appendix A, we provide all the terms and basic facts that are used throughout the 
thesis. Appendix B consists of many tables that are used as examples. 
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CHAPTER 2. Strongly regular graphs with parameters (64, 28, 12, 12) 
In this chapter we characterize strongly-regular graphs (SRGs) that are obtained from Ham­
ming 8-cube via halving and folding process and its cospectral graph obtained from orthogonal 
array 0A(4,8). Both the halved-folded 8-cube and the strongly regular graph obtained from 
OA(4,8) have the same parameters but they are not isomorphic. In doing this we also in­
troduce an easy way to construct orthogonal arrays OA{t,q) from the desarguesian complete 
set of mutually orthogonal Latin squares (MOLS). The basic information not covered in this 
chapter can be found in Appendix A or their references. 
2.1 Halved and folded Hamming cubes 
The structure of Hamming n-cubes is well known in connection with Hamming codes. Ham­
ming n-cubes, denoted by H(n, 2), for n > 2, are imprimitive, bipartite, antipodal distance-
regular graphs (DRGs). The halved and folded graphs of Hamming n-cubes are often called 
halved n-cubes and folded n-cubes, respectively. We recall some facts on halved and folded 
n-cubes first, and then study the structure of the halved-folded 8-cube in the following section. 
The halved n-cube H n  may be defined by the words of a binary code consisting of all even 
weight words of length n, words being adjacent if they differ in two coordinate entries; i.e., if 
their Hamming distance is 2. Hn has 2n~1 vertices with valency & = (??) = n(n — l)/2 and 
diameter d = [§]. It has the following parameters and spectrum. For n > 3, 
bj  = ^(n - 2j)(n - 2j  -  1), Cj  =  j (2 j  -  1); 
8j  =  \ ( n ~ 2 i ) 2  -  \ n > m i  =  (")> (2 j  <  n) .  
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(If n  is even, then ma — 5  (2) - )  
Proposition 2.1.1. [58, 68] The halved n-cubes are characterized by their intersection array. 
That is, all graphs which are cospectral with the halved n-cubes are isomorphic. 
For n > 3, the parameters, eigenvalues 6j , and multiplicities rr i j  of the folded n-cube is 
g iven  by  d  =  [§] ,  
j  for 2j  <  n  
n  fo r  2 j  =  n  
bj  =  n  — j ,  cj  =  
Qj  — n  4 j ,  rr i j  — ( 2 j )  .  
Proposition 2.1.2. [6, 69] For n / 6, the folded n-cube is uniquely characterized by its 
intersection array, and for the folded 6-cube, there are precisely three non-isomorphic cospectral 
graphs. 
Example 2.1.3. Folded 7-cube. This DRG with diameter 3 has the following intersection 
matrices. 
B X =B = 
0  1 0  0  
7 0 2 0 
0 6 0 3 
0 0 5 4 
B 2  
0  0  1 0  
0 6 0 3 
21 0 10 6 
0 15 10 12 
, #,= 
0 0 0 1 
0 0 5 4 
0 15 10 12 
35 20 20 18 
By Proposition 2.1.2, we know that this graph is uniquely determined by its parameters (or 
by its spectrum). The spectrum of the graph and the character table of related P-polynomial 
association scheme are given by 
7 3 —1 —5 
1 21 35 7 
P = 
1 7 21 35 
1 3  1 - 5  
1 - 1 - 3  3  






Example 2.1.4. Halved 7-cube. This DRG is also uniquely determined by its parameters by 
Proposition 2.1.1. Its intersection matrices are 
B\  =  B  = 
0  1 0  0  
21 10 6 0 
0 10 12 15 
0 0 3 6 
,  b 2  
0  0  1 0  
0 10 12 15 
35 20 18 20 
0 5 4 0 
, B3 = 
0 0 0 1 
0 0 3 6 
0 5 4 0 
7 2 0 0 
The spectrum of this graph and the character table of the associated f-polynomial scheme are 
given by 
^ 21 1 —3 9^ 
1 21 35 7 
1 21 35 7 
1 1 - 5 3  
1 - 3  3 - 1  





Remark 2.1.5. The association schemes coming from the folded 7-cube and the halved 7-cube 
are isomorphic. Also, both of these schemes are three-class fission schemes of the two-class 
association scheme associated to the halved-folded 8-cube, an SRG(64,28,12,12), which will 
be discussed in the following section. 
2.2 Local structure of the halved-folded 8-cube 
The halved 8-cube (Hg)  is an antipodal DRG with diameter 4, and the folded 8-cube (F%)  
is a complete bipartite DRG with diameter 4. Their intersection arrays are 
B(H 8 )  =  
0  1 0  0  0  
28 12 6 0 0 
0 15 16 15 0 
0 0 6 12 28 
0 0 0 1 0 
= 
0  1 0  0  0  
8 0 2 0 0 
0 7 0 3 0 
0 0 6 0 8 
0 0 0 5 0 
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Although these distance-regular graphs are uniquely determined by their parameters, the fold­
ing of Hs, which is isomorphic to the halving of Fg, is not uniquely determined by its param­
eters. In this section we study this halved-folded 8-cube, and in the later section we describe 
its cospectral graph 1,4(8). 
The halved- fo lded  2 l -cube ,  for I  > 3, is a distance-regular graph with diameter d  := |_jJ and 
parameters 
=  Cj=j (2 j -1) ,  (0<j<d- l )  
Cd = < 
d(2d  — 1), if I is odd; 
2d(2d — 1), if I is even. 
The eigenvalues and multiplicities are 
% =  2(Z-2j f - f ,  =  (g)  
Halved-folded 2/-cubes are characterized by their intersection array if 21  is sufficiently large 
(cf. [11]). Metsch [56] showed that the halved-folded 2Z-cubes of diameter d > 5 and the larger 
halved-folded 2/-cube of diameter 4, are uniquely determined by their intersection arrays. The 
small diameter cases with I = 8,7,6,5,4 are remained to be studied more with regard to the 
characterization. We describe the halved-folded 8-cube F. The following theorem describes 
the structure of the induced subgraph on 14 vertices. 
Theorem 2.2.1. Let F be the halved-folded graph of the Hamming cube H(8,2). Let v  and 
w be  a rb i t ra ry  ver t i ces  in  F ,  and  le t  A  be  the  induced  subgraph  on  N = F(v)  A T(w) .  
1. A is a regular graph with valency 6 if v  and w are adjacent. 
2. A is a disjoint union of two SRG(6,4,2,4) if v  and w are non-adjacent. 
3. If v  and w are adjacent, then the induced subgraph on S  = N U {u, vû)  is the graph 
depicted in Figure 2.1. 
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Proof  The vertices of F, which are equivalence classes of antipodal pairs of H$,  can be repre­
sented by a word of length eight over {0,1}. Let v = xix2 • • • xg. Then, the vertices adjacent 
to v can also be represented by 8-tuples that have either two or six coordinate places differ­
en t  f rom v .  Without  loss  o f  genera l i ty ,  l e t  w — x \x 2  •  •  •  x^x jxg  be  an  ad jacen t  ver tex  of  v .  
With this notation, the set N — F(v) fl F(uj) consists of all the vertices x = a\a2 - og where 
o, € {0,1} and a* = X{ for all i = 1,2,..., 8 except for one i from {1,2,..., 6} and one i from 
{7,8}. That is, 
N = F(u) fl F(ty) = { v \= x ix 2 xzx ixc ,x§x jxs  w \  =  001X2X3X4X5X6X7X8 
V 2  = w 2  — X1X2X3X4X5X6X7X8 
V 3  =  X i X 2 X 3 X 4 X 5 X Q X 7 X $  W 3  =  X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8  
V 4  =  X 1 X 2 X 3 X 4 X 5 X G X 7 X S  W 4  —  $ i 2 : 2 X 3 ^ 4 ^ 5 a ; 6 3 : 7 ^ 8  
V 5  =  X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8  W 5  =  X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8  
V q  —  X I X 2 X 3 X 4 X $ X G X 7 X 8  W Q  =  X 1 X 2 X 3 X 4 X 5 X 6 X 7 X 8  }  
For example, v \  = X1X2X3X4X5X6:£7X8 is an element of N and v \  has exactly 6 neighbors 
in N. They are the ones having the same coordinates as v\ either except for (i) the first 
coordinate and one of the coordinate positions 2,3,4,5,6, or except for (ii) the seventh and 
eighth coordinates. Similarly, we can see that every vertex in N has valency 6 in the induced 
subgraph  of  F  on  N.  
For the second part, consider the pair of vertices that are not adjacent, say v  =  x \x 2  •  •  •  xg  and 
w = 2iX2£3^4£5^6£7£8- Then the vertices in N = F(v) fl F (to) have either (1) two different 
coordinates from v among the coordinate positions 5,6,7,8, or (2) two different coordinates 
from w among the coordinate positions 1,2,3,4. So, N = Ni U N2 with 
N\  — {  X1X2X3X4X5X6X7X8,  XIX2X3X4X5X6272;8!  
X \X 2 X3X4X5X§X7X8,  XlX2X3X4X^XôX7X^, XiX2X3X4X5X6X7Xg }; 
N 2  = { x ix 2 x3x4x 5 xex 7 x8 ,  x  1X2X3X4X5X5X7X8,  x  1X2X3X4X5X5X7X8,  
X1X2X3X4X5X6X7.T8, 2:1X22:3X4X5X6^7^8, X1X2X3X4X5X6X7X8 } .  
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It is clear that no vertex in Ni  is adjacent to any vertex in /V2. Furthermore, every ver­
tex 0102 • • - as 6 N\ is adjacent to others except for 0102^304(25060708 in Ni, and a vertex 
o 10,2 • • • as € N2 is adjacent to others except for 0102030405060,708 in JV2. Therefore, for each 
z E N, |r(z) n iV| = 4. Also, every pair of vertices in each component Ni has either two 
common neighbors or four common neighbors depending on whether they are adjacent or not. 
For the third part, as in the part 1, let v = xix? • • • x8 and w = X\X2 • • • xqXjXs, and consider 
two adjacent vertices v\ = xxx^x^x^x^x^x-jx^, and wi = X1X2X3X4X5X6X7X8 both in N. Then, 
we see that all the vertices in {ui,u,tu} U (F(ui) D N) - {iui} are adjacent to each other in T. 
Similarly, we see that all the vertices in {w\,v,w} U (r(u>i) fl N) — {ui} are adjacent to each 
other in F, too. This tells us that the vertices v and w belong to at least two cliques of size 
8. However, the induced subgraph on ((F(ui) U F(toi)) C\N)L> {w, w} = S has only five further 
edges may be unnoticed in the above two cliques; they are the edges {vi,Wi} for i = 2,3,4, 5,6. 
In sum, we see that the induced subgraph on S has the configuration depicted as in the Figure 
2.1. •  
Corollary 2.2.2. In the halved-folded 8-cube F, 
1. each adjacent pair of vertices of F belongs to two cliques of size 8, 
2. any three mutually adjacent vertices are adjacent with 6 other vertices in common, 
3. any mutually adjacent four vertices have 4 other vertices in their common neighbors. 
Proof  It is an immediate consequence of Part 3 of Theorem 2.2.1. • 
We now have the following theorem which describes the structure, of the subconstituent of 
the halved-folded 8-cube. 
Theorem 2.2.3. Let F be the halved-folded 8-cube. Let v  be a vertex of F. Then the induced 
subgraph of F on {u} U F(y) possesses 8 distinct cliques of size 8. 
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Proof  Here we use the same notations as in the proof of Part 1 and 3 of the previous the­
orem; namely, v = X\X2 - — #g, w = X\X2 • • • xqXjXq and N = {vi,vz, • •., vq,wi,W2, • • •, wg}. 
Consider the induced subgraph on the set {v,w,vi,«2, • • •,%} which is a Kg containing the 
pair The adjacent pair v and v\ together with their common neighbors should form 
another configuration depicted by Figure 2.1, by Part 3 of the previous theorem. In fact, the 
five vertices 
U2 =  001X2X3X4X5X^X7X8 U3 =  001X2X3X4X5X6X7X8 
U 4  =  j : \X2X3X4X5X5X7X8 U5 =  OC1X2X3X4OC5X6X7X8 
Ug =  3:1X2X3X4X5X^X7X8 
which are in F(u) — N , together with vertices v,vi and wi form another Kg containing v  and 
v i  • 
Notice that Ui  and v t  are also adjacent for each i  =  2 ,3 ,4, 5,6. Now consider the pair v  and 
y2. They belong to the clique formed by {v,vi,V2,vs,V4,V5,VQ,w}. In addition to the vertices 
in this clique, the pair also has common neighbors W2 and % among all the vertices we have 
counted so far. So there will be four other vertices, that are in F(y) fl F(y2) and that are not 
accounted for, say, t$, £4,is, t§, such that v, «2, ^2, (3, U, <5, <6 form another clique containing 
v and i>2. 
By continuing this process, we can enumerate all the vertices of F(u) as well as all the cliques 
appeared in the induced graph on {u} U F(?;). The number of vertices added to the original 13 
vertices in {w, v\,... ,v§,wi,..., wq} can be enumerated as 13+5+4+3+2+1+0 — 28 = |F(y)|, 
which indicates that there are 8 cliques including the original two cliques and six new cliques 
coming with v\ (or w\), V2 (or u>2), ..., vg (or wq). This completes the proof. • 
Corollary 2.2.4. Let F be the halved-folded 8-cube. 
1. For any clique K4 of F, all but four vertices of F are adjacent to the K4. 
2. For any clique of F, all vertices of F are adjacent to the clique. 
Proof  Both can be verified by enumerating entire neighbors of the given cliques. Recall that 
every pair of vertices has 12 common neighbors. Also, from Part 3 of Theorem 2.2.1 and 
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its corollary, we know that any mutually adjacent triple has 6 common neighbors, and any 
mutually adjacent quadruple has 4 common neighbors. Therefore, the total number of vertices 
adjacent to any of the four vertices of K4 is counted as 28- 4 — 12- 6 + 6- 4 — 4-1 = 60 by the 
inclusion and exclusion principle. For 2, the number is 28-6—12-15+6 -20—4-15+3-6—2-1 = 64, 
so the proof follows. • 
Having the configuration on S  =  (F(u) fl F(u>)) U {v, u>}, we have seen that we could build 
up the induced graph on F(u) U {i>} by adding the other 15 adjacent vertices of v to S as in 
Theorem 2.2.3. In this process, the way the 15 vertices are added does not depend on the label 
of the vertices, but it depends on the parameters of the graph and the 14-vertex configuration 
depicted in Figure 2.1. In the same manner, we can then add another 15 vertices that are 
adjacent to w to have a combined structure on 44 vertices in F(Y) U F (ID). The remaining 20 
vertices in F(F) — (F(u) UF(tu)) will be added as neighbors of the vertices in F(v) U F(ui). This 
building-up process is uniquely determined up to isomorphism according to the parameters of 
the graph and the 14-vertex configuration depicted in Figure 2.1. So we have the following: 
Corollary 2.2.5. Let F be an SRG(64,28,12,12), and let v  and w be two adjacent vertices 
of T. Suppose the induced subgraph on the subset S = (F(u) fl F(uf)) U {v, w} of V(F) has the 
configuration depicted in Figure 2.1. Then F is isomorphic to halved-folded 8-cube. 
2.3 Construction of orthogonal arrays 
In this section we describe how we can obtain orthogonal arrays from a set of mutually 
orthogonal Latin squares. We know that there are at most n — 1 MOLS of order n. Having a 
complete set of MOLS leads to many exciting consequences. For instance, it is an important 
observation that the existence of n—1 mutually orthogonal Latin squares of order n is equivalent 
to the existence of a projective plane of order n. We will see that having a complete set 
of MOLS also implies many ways to construct orthogonal arrays in the current section and 
relevant combinatorial structures in the following sections. 
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As a generalization of the concept of the orthogonality of squares, we say that m x n 
matrices A and B are orthogonal if (a,ij,bij) are all distinct. Then clearly the following two 













1 2 • • • n  
The- two 1 x n2 matrices (row vectors of length n2) 
R^ =  [11 . . .  1  22 . . .  2  •  •  •  nn  . . .  n]  and  C® =  [12 . . .  n  12  . . .  n  • •  •  12  . . .  n]  
are also orthogonal. It is also clear that any Latin square of order n is orthogonal to both R 
and C. Conversely, if a matrix A is orthogonal to both R and C, then A is a Latin square of 
order n. In what follows, our alphabet is Q — {1,2,..., n} unless otherwise specified. 
Definition 2.3.1. An or thogonal  array  OA( t ,n )  is a t  x n 2  array with entries in Q such that 
any two rows are orthogonal; i.e., in any 2 x n2 submatrix all possible columns occur precisely 
once; so, all pairs (i,j) G Q x Q appear on the columns of any two rows. 
The following well-known theorem gives the relation between a set of t  — 2  mutually or­
thogonal Latin squares and an orthogonal array OA(t,n). We sketch the proof since it shows 
a way to construct an orthogonal array from a set of MOLS. 
Theorem 2.3.2. The existence of t  — 2  MOLS of order n  is equivalent to the existence of 
OA(t ,n) .  
Proof  Let A3, A 4 , . . . ,  A t  be t  — 2 MOLS of order n, and let A p  = jaf f  ,  i , j  E {1,2,..., n} 
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for 3 < p  <  t .  Then we define the following t  x n 2  array A. 
1 1 1 2 2 • • 2 •• n n  n  
1 2 • n  1 2 • n  1 2 - n  
4? 4? • 4? -22 ' 4n ' • <•£' 43 - • 4m 
on *12 ' ' «In 4? «22 - 4% - • 4? 4% - • a™ 
4i *12 ' • a l l  4? a { t )  •  °22 - 42 - • 42 43 - • 4n 
Then the entries of A are clearly in Q.  It is also clear that the mutual orthogonality between 
any two rows is inherited from that of the matrices R, C, A3, A4,..., A<. 
On the other hand, let A be a t  x n2 array whose entries are in Q,  and let each two rows of 
A be orthogonal so that (a,b) G Q x Q appears exactly once in a fixed pair of two distinct 
rows. Then by permuting the indices of rows and columns we can have the first two rows R^ 
and as in the above. The rest of rows will be converted into Latin squares as the rows are 
orthogonal to both i?0 and C^. The mutual orthogonality of the rows will guarantee that the 
resulting Latin squares are mutually orthogonal. This completes the proof. • 
The above construction is available subject to the existence of t  — 2 MOLS of order n .  
However, for the infinite sequence of prime powers q, orthogonal arrays OA(t, q) are available 
for every 2 < t < q because there is a complete set of MOLS for every q. For the prime power 
order case, we find another fairly easy way to construct OA(t,q) by using a desarguesian 
complete set of MOLS (cf. Appendix A.5). This construction of orthogonal array will be used 
when we construct symmetric Bush-type Hadamard matrices later. 
Theorem 2.3.3. Let L\ ,L a , . . .  ,L a q -2 be the desarguesian complete set of MOLS of order q  
over Q — Fg = {0,1, a, a2,..., aq~2}. Let Lq be the qxq array all of whose rows are identically 
[0 1 a a2 • • • aq~2]. Let A = [Lo\Li\La\ • • • |LQ,-2] be the qxq2 array obtained by juxtaposing 
the  q  ar rays .  Then  (1)  A  i s  an  OA (q ,q ) ;  (2 )  any  t  rows  of  A  for  2  <  t  <  q  fo rm an  OA ( t ,q ) .  
(This OA(t,q) will be denoted by OAt{q) in what follows.) 
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Proof  From the construction of the desarguesian complete set of MOLS, the set of polynomials 
{ f a  :  a  G  F*}  represen ts  the  desargues ian  comple te  se t  {L a  :  a  G  F*}  of  MOLS v ia  f a (x ,y )  =  
ax + y. That is, each qxq block La in A is represented by fa for a G F*, and each x determines 
each row of La with {ax + y : y G Fg}; in particular, different rows are created as x varies 
over Fq. On the other hand, if we fix x and let a and y vary over F9, then ax + y will fill 
the entries of the entire row of A corresponding to x, and this row comes from a Latin square 
represented by the polynomial fx via /x(o, y) = xa + y. In this correspondence, LQ may be 
considered to be represented by /o with a = 0. That is, each row of A, except for the first 
being identified as LQ, is also corresponding to one of MOLS L\,La,... La<,-2, and thus A is 
an  OA(g ,  q)  cons t ruc ted  as  in  the  Theorem 2 .3 .2 .  I t  i s  an  immedia te  consequence  tha t  any  t  
rows  of  th i s  OA (q ,  q )  i s  an  OA t (q )  fo r  any  2  <  t  <  q .  •  
We note that at least t  — 1 rows (after possibly except for the first row) of OA t (q )  are 
corresponding to t — 1 MOLS each of which is represented by fx{a,y) for x G F*. 
2.4 Multipartite SRGs L t (q )  and OAt(ç) 
Given an OAt {q)  with 2 < t  <  q ,  we can obtain a graph F = T(OA t (q ) )  =  L t (q )  as follows: 
The ver t i ces  o f  F  a re  the  q 2  co lumns  of  the  or thogona l  a r ray  ( i . e . ,  co lumn vec tors  [a \a2  •  •  •  at] T  
of length t), and two vertices are adjacent if and only if they have the same entry in one 
coordinate position (cf. [28]). This graph Lt(q) is often called as a Latin square graph and is 
a multipartite strongly regular graph as we will see. (Also see [52, Theorem 7.29].) 
Theorem 2.4.1. The graph F = Lt (q ) defined as above is a strongly regular graph with 
parameters (q2, (q — l)i, q — 2 + (t — 1)(2 — 2), t(t — 1)). 
Proof  Let A be the OAt  (q ) .  The number of columns of OAt (q )  is q 2  and thus v  =  q 2 .  
Since every symbol i  G Q occurs exactly q  times in each row of A, there are q  columns which 
have  the  same symbol  a  G  Q in  the  i t  h  coord ina te  pos i t ion .  Th is  i s  t rue  fo r  each  i  =  1 ,  2 , . . . ,  t .  
Therefore ,  g iven  a  f ixed  ver tex  x  — [x \x2  • •  •  x t ] T ,  there  a re  q — 1 dis t inc t  ver t ices  whose  i th  
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coordinate is X{ .  These vertices do not share another common coordinate with x  due to the 
mutua l  o r thogona l i ty  o f  rows .  So  the  va lency  k  of  T i s  t (q  — 1) .  
Now for the enumeration of common neighbors of two adjacent vertices, without loss of general­
ity, let x = [x\X2 • • • xt]T and y = [$12/21/3 • • • yt]T- Then there are q — 2 other vertices that have 
the  f i r s t  coord ina te  x \ ,  and  tha t  a re  common ne ighbors  o f  x  and  y .  For  each  j  =  2 ,3 , . . . ,  t ,  
among the q — 1 neighbors of x having the jth coordinate Xj, there is exactly one vertex which 
has yi in the ith coordinate and thus being a neighbor of y for each i G {2,3,..., t} — {j}. 
This is due to the property of A that every possible combination (x,y) G Q x Q occurs exactly 
once in any pair of rows. As there are t — 1 possible j and t — 2 choices of % for each j, we have 
A =  (q -2)  +  ( t - l ) ( t -2 ) .  
In the same manner, we can enumerate the common neighbors of a non-adjacent pair which 
is fi = t(t — 1). Since all these numbers are independent from the choice of vertices, the proof 
follows. • 
Theorem 2.4.2. The SRG F = L t (q )  with q  a prime power, 2 < t  <  q ,  is a (/-partite graph 
with each part of size q. In particular, Lg(q) is completely g-partite. 
Proof  For the technical convenience, we consider the SRG constructed in Theorem 2.3.3 by 
using the orthogonal array A obtained from the desarguesian complete set of MOLS of order 
q. By using the exact notations used in Theorem 2.3.3, we may write the OAt{q) by 
A = 
0 1 ai  
0 1 «i 
0 1 a.\ 
Otq-2 
Otq-2 
a q - 2  
1 
1 + 1 
a  1 
1 + <*i 
0 1 t*i 
Otq-2 OLq-2 + 1 Oig-2 + Ol\ 
a q -2  
1 + Otq-2 
Ott—2 Oit-2 + 1 Oit-2 + Ql ' ' ' Ott-2 + Otq-2 
Otq-2 
Otq-2 + Otq-2 
0lt-20tq-2 Ott-20tq-2 + 1 0tt-20tq-2 + Ot\ • • • Ott-20tq-2 + Otq-2 
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Then the first q  vertices of T coming from the first q  columns are clearly not adjacent 
to each other. The next q vertices coming from the columns of the Latin square L\ are not 
adjacent to each other because each symbol of alphabet occurs once in each row and column 
of L\. Due to the same reason, we see that q vertices in each of the q blocks are never adjacent 
to each other within the blocks. So the graph is g-partite. The latter part is evident from the 
mutual orthogonality; i.e., one column of the ith Latin square has exactly one coordinate in 
common with every column of the jth Latin square for all j ^ i. (Thus it is imprimitive by 
Proposition A.2.4.) • 
When we choose q  =  2t ,  the OA t (21)  gives L t (2 t )  which is an SRG(4#2,2t 2  — t , t 2  — t ,  t 2  — t ) .  
In particular, when q = 8, we obtain an SRG(64,28,12,12) whose parameters coincide with 
those of halved-folded 8-cube. However, it will be clear that they are non-isomorphic cospectral 
pairs as we will see the structural description of £4(8) in the following section. 
2.5 The structure of L4(8) 
In the previous section we have seen that the vertex set of L4 (8) can be partitioned into 8 
parts, Vi, V2,.. •, Vs such that (i) vertices in the same part are not adjacent to each other, and 
(ii) every vertex in Vi is adjacent to exactly four vertices in Vj for each j / i. This means that 
the adjacency matrix of F, which we denote it C, can be arranged as an 8 x 8 block matrix 
C = [Cij] where blocks Ctj are also of size 8 x 8 for i,j € {1,2,..., 8} with Cn = 0. We know 
that the complement F of an SRG(64,28,12,12) is an SRG with parameters (64,35,18,20) 
and the adjacency matrix C = J — C — I. If we delete the matrix D = (Is ® J$) — I from 
C, then the remaining matrix J — C — (1% ® J%) must be the adjacency matrix of the graph 
A = F — (8 o Kg). 
Theorem 2.5.1. Let F be £4(8) with the partition of the vertex set F(r) = Vi U V2 U • • • U Vg 
as above. Let A be the graph obtained from the complement of F by deleting all the edges 
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that link between the vertices within the same parts. Then A is also an SRG with parameters 
(64,28,12,12). 
Proof In the graph A, every vertex has valency 35 - 7 = 28 as the edges between the vertices 
in the same part have been eliminated from the F; so, A is a regular graph with k — 28. 
Any two vertices v and w that are adjacent in A belong to two different parts and they are 
adjacent in F. Let v G Vi and w G Vj for i  ^  j .  Then, in F, F(u) fl  T(w) C Ufc=i Vk —  (Yi U Vj).  
Since each element z G F(v) n T(w) has 4 neighbors in every part except for its own part, so 
in (Jit=i % ~~ (%' U Vj), v and w have 12 = 48 - (24 + 24 - 12) common non-neighbors in F. 
Hence any two vertices that are adjacent in A have 12 common neighbors; i.e., A(A) = 12. 
Any two vertices in the same part of A have 18 — 6 = 12 vertices that are adjacent to both. 
Two vertices from two different parts that are non-adjacent in A (so are in F) must have been 
adjacent in F. Each of these vertices had 4 adjacent vertices in each part except for the part 
to where it belongs. Therefore, among 48 vertices in 6 other parts to where neither belongs, 
they have 12 common neighbors and 12 common non-neighbors in F as before. Hence any two 
vertices belonging to two different parts that are non-adjacent in A have 12 common neighbors, 
so we have //(A) = 12. • 
Theorem 2.5.2. Let F be an SRG(64,28,12,12) obtained from OA4(8). Then for any v G 
V(F), w G F(y) the induced subgraph on (F(u) n F(u;)) U {v, w] forms a configuration depicted 
by Figure 2.2. 
Proof Consider the OA4(8) described in the proof of Theorem 2.4.2 by replacing t  and q by 
4 and 8, respectively, and without loss of generality, let v be the vertex corresponding to the 
column v — [on^agc^t]7, a, G Fg for i — 1,2,3,4. Then there are seven other vertices each of 
whose first coordinate is a\. Let w = [0,626364]^, bj G Fg for j = 2,3,4, and let the other six 
vertices be v\, V2, • •., vq. Then v, w,vi,v2, • • •, v§ form a clique Kg. There are six other vertices 
which are adjacent to both v and w. These six vertices have the following properties: (i) the 
first coordinate of any of these is not a\, (ii) either the second coordinate is or the third 
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coordinate is 03, or the fourth coordinate is a4, and (iii) if its second coordinate is then either 
the third coordinate is 63 or the fourth coordinate is 64; if its third coordinate is «3, then either 
the second coordinate is 62 or the fourth coordinate is &4; if the fourth coordinate is <14, then 
either the second coordinate is 62 or the third coordinate is b3. Therefore, the six vertices are 
of the columns [00263 D]t, [0^2064]^, [000364]^, [06203 D]T, [•62Oa4]T, [••63a4]T where 
each • has a suitable element of Fg. If we label these vertices with W\,W2,... ,u>6 in order, then 
we observe that these six vertices can not form a clique. In order to form a clique, vertices 
wi,u)3,w5 must share a common first coordinate, vertices u)2,w^,we must share a common 
first coordinate, w\ and W4 must have the same fourth coordinate, W2 and must have the 
same third coordinate, and 103 and log must have the same second coordinate. However, it 
is impossible to fulfill all these conditions simultaneously by the mutual orthogonality of the 
Latin squares used. On the contrary, from the construction of the orthogonal array and the 
definition of Latin square, we observe that the first coordinates of the pairs w\ and 104, u>2 
and W5, and W3 and w§ coincide, which implies the fourth coordinates of w\ and w,\ must be 
different, the third coordinates of W2 and W5 cannot be the same, and the second coordinates 
W3 and wq cannot be the same either. In sum, the adjacency between these vertices indicates 
the configuration depicted in the bottom half of Figure 2.2. • 
Corollary 2.5.3. In the graph F = £4(8), three mutually adjacent vertices x, v,  w are adjacent 
with either 6 or 4 other vertices in common. 
Proof It can be easily observed that the adjacent triple vi,v,w in the Figure 2.2 has six 
common neighbors «2, «3,^4, «5,^6,^1, while the triple wi,v,w has four common neighbors 
Vi,w2,w4,w6. The neighbors of other triples can be counted in a similar manner. • 
Remark 2.5.4. Figure 2.1 and Figure 2.2 show the difference between the local structure of 
£4(8) and that of halved-folded 8-cube. It shows that there are at least two non-isomorphic 
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SRGs with parameters (64,28,12,12). In the following chapter, we will see that there is another 









Figure 2.2 The induced subgraph on (F(v) (1 F(w)) U {u,u;} in £4(8). 
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CHAPTER 3. Symmetric Bush-type Hadamard matrices (SBHMs) and 
three-class imprimitive association schemes 
An n x n matrix H ~ [hij\  with entries h t j  — ±1 is called a Hadamard matrix of order n 
n 
if HH t  = nl.  So, any two distinct rows of such H, row i  and row j ,  satisfy ^ h^h-j^ — 0. 
k= 1 
The order of Hadamard matrix must be 1 or 2 or a multiple of 4. A Hadamard matrix H 
is symmetric if H = Hr. A Hadamard matrix is normalized if all entries in its first row and 
first column are equal to 1. Two Hadamard matrices are equivalent if one can be transformed 
into the other by a series of row or column permutations and multiplications by —1. In this 
chapter,  we concentrate on a special type of Hadamard matrices,  called Bush-type Hadamard 
matrices which are associated with strongly regular graphs of our interest. 
Definition 3.0.5. A Hadamard matrix H of order 4n2 is called a Bush-type Hadamard matrix 
if H = [Hij], where Hij are blocks of order 2n, Ha = J2„ for all i, and HijJ^n = -hnHij = 0 
for all  i , j  € {1 ,2 , . . . ,  2 n}, i  ^  j .  
Symmetric Bush-type Hadamard matrices of order 4n2 are specially interesting because if 
there exists a projective plane of order 2n, then there is a symmetric Bush-type Hadamard 
matrix of order 4n2 (cf. K. A. Bush [10]); consequently the non-existence of such a matrix 
of order 4n2 would be of great significance. Wallis [70] showed that a symmetric Bush-type 
Hadamard matrices of order 4n2 is obtained from n — 1 MOLS of order 2n. Goldbach and 
Claasen [32] showed that certain 3-class association schemes can give rise to symmetric Bush-
type Hadamard matrices. Recently Kharaghani and his coauthors (for example, [43, 44, 45, 50]) 
proved that such matrices are useful for constructions of symmetric designs and strongly regular 
graphs. 
Symmetric Bush-type Hadamard matrices of order 4n2 yield strongly regular graphs with 
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parameters (4n2,2n2 - n, n2 - n,n2 — n). In this chapter we explore construction methods of 
Bush-type Hadamard matrices and associated strongly regular graphs, and then investigate 
the structure of strongly regular graphs and that of three-class fission schemes of the SRGs. 
Our aim is to construct two types of three-class fission schemes, namely symmetric three-class 
association schemes and non-symmetric three-class association schemes related to (2n, 2n)-
team tournaments of type II. As a source of such association schemes, we construct symmetric 
Bush-type Hadamard matrices and obtain several non-isomorphic cospectral strongly regular 
graphs from such matrices. 
3.1 Construction of SBHMs 
In [70], Wallis gave a graphical interpretation of a symmetric Bush-type Hadamard matrix 
of order 4n2, and gave two construction methods as in the following two theorems: 
Theorem 3.1.1. Given an integer n, having a symmetric Bush-type Hadamard matrix of order 
4n2 is equivalent to have a strongly regular graph with parameters (4n2,2n2 — n, n2 — n, n2 — n) 
whose vertex set can be partitioned into 2n sets of size 2n, such that (i) no vertices in the 
same set are adjacent and (ii) a vertex in a given set is adjacent to exactly n of the vertices in 
any other set. 
Remark 3.1.2. The proof is straightforward from the definition. Given a symmetric Bush-
type Hadamard matrix H, we can obtain such an SRG; namely, the vertices of the graph 
correspond to the rows of H, the vertices i and j are adjacent if and only if H has (i, j) entry 
— 1. On the other hand, given the adjacency matrix A of such a 2n-partite SRG, if we set 
H = J — 2A, then H is equivalent to the desired Hadamard matrix. 
Theorem 3.1.3. (1) If there exist n — 1 MOLS of order 2n, then there is a symmetric Bush-
type Hadamard matrix of order 4n2. 
(2) If there exists a Hadamard matrix of order 4n, then there is a symmetric Bush-type 
Hadamard matrix of order 16n2. 
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Remark 3.1.4. For (1), the existence of such a Hadamard matrix is guaranteed by the con­
struction of the corresponding strongly regular graph described in the previous theorem. Sup­
pose Li,L2, ... ,Ln-2 are n - 2 MOLS of order 2n. We construct a graph F whose vertices 
are the 4n2 ordered pairs (1,1), (1,2),..., (2n, 2n). Two distinct vertices (a, b) and (c, d) are 
adjacent if and only if (i) a — c, (ii) b = d, or (iii) Li has the same entry in positions (a, b) and 
(c, d) for some i  6 {1,2,. . . ,  n -  2}. This construction is similar to the construction of Ln(2n).  
It is easy to check that the graph is an SRG(4n2,2n2 — n, n2 — n, n2 — n). Assume that n — 1 
MOLS exist of order 2n; denote by F the graph constructed using n — 2 of them, and let L be 
the remaining unused square. Partit ion the vertex set V(F) into sets Vi,  V2 ,  • • . ,  V2 n  where Vj 
contains all pairs (a, b) such that the (a, b) entry of L is j. Then it is clear that no two vertices 
in the same set are adjacent, that is F is a 2n-partite graph with each part of size 2n. It is 
also clear that for any vertex (a, b) 6 Vi, (a, b) is adjacent to exactly n vertices in Vj, i  /  j.  
For the proof of (2), we use the Kharaghani's construction (cf. [49]). Let K be a normalized 
Hadamard matrix of order An. Letci, c2, • ••, c^n be the columns of K. Considering the columns 
as An x 1 column matrices, we have 4n x 4n rank-one matrices c^cf for i = 1,2,..., An. Let 
Ci be c^cj for each ï = 1,2,..., 4n. (or if we let Ci — cicf and Q be either Qcf or -Cicf for 
i — 2,3,..., An) Then the following are easily verified. 
(1) Cf = Ci, for i  = 1, 2,..., 4n; 
(2) C\ — Jin, CiJ<\n  = JinCi = 0, for i  = 2,3,. . . ,  An since for each Q the number of positive 
ones and that of negative ones are equally 2n; 
(3) CiCj = 0 for i  ^ j,  i , j  6 {1,2,. . .  ,An} since the dot product of c, and Cj equals zero 
for  i  ^  j ,  i , j  € {1,2 ,  . . . ,4n};  
An 4n 4n 
(4) £ CiCj = 16n2/4n since J2 CiCf = An £ Q = AnKKT  and KKT  = 4n/4„. 
i=i i=i i=i 
Now consider a symmetric Latin square L of order An with entries 1,2,... ,4n with constant 
diagonal 1. (We can always find such a Latin square.) Replace each entry i of L by Q. We 
then obtain a Bush-type Hadamard matrix of order 16n2. This completes the construction. 
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Kharaghani [50] conjectured that Bush-type Hadamard matrices of order 4n2  exist for 
every odd integer n. Although we can always construct a Bush-type Hadamard matrices of 
order 16n2 whenever there is a Hadamard matrix of order 4n, it is not much obvious about 
the existence of Bush-type Hadamard matrices of order 4n2 for certain n, especially for odd 
n. Examples are known for n = 3,5,9 by Janko, Kharaghani and Tonchev. (See [43, 44, 45] 
for the details.) Muzychuk and Xiang [57] have constructed symmetric Bush-type Hadamard 
matrices of order 4m4 for all odd integers m by using reversible Hadamard difference sets. Yet 
there are many cases that are open. Nevertheless, for any n being of power of 2, we know 
fairly easy way to construct symmetric Bush-type Hadamard matrix from the OA<(2t), for 
t = 2l, I > 1 that is constructed in 2.3.3 from the desarguesian complete set of MOLS of order 
21.  
Theorem 3.1.5. Let t  = 2 l  for some I > 1, and let A be the adjacency matrix of 2i-partite 
strongly regular graph F = Lt{2t) = F(OA((2t)) constructed in 2.4.1 using an OAt(2t) con­
structed in 2.3.3. Then the matrix H = J — 2A is a symmetric Bush-type Hadamard matrix 
of order 4i2. 
Proof First we note that F = SRG(4£2, t(2t—1), t(t—1), t(t—1)). Let H = J—2A = [H^], where 
are blocks of order 21. Then clearly all  the entries of H are ±1. HHT  = ( J—2A)( J—2A)T  = 
(J -  2A)(J -  2A) = J2  - 4AJ + 4A2  = At2J -  At(2t -  1)J + A{t(2t -  1)1 + t{t -  1 )A + t{t  -
1 )(J — I — A)} = At21 since AJ = kJ and by Part (b) in Proposition A.2.5 in Appendix A. 
Thus H is a Hadamard matrix of order At2 .  
Now from the structure of the adjacency matrix of F, we see that H is symmetric. Ha = J2t 
for 1 < i < 2t. By the construction of F obtained from OAt(2t) each row in Hij for i / j has 
exactly the same number of positive ones and negative ones. Thus Htj J2t = J2tHij = 0 for all 
i,j 6 {1,2,..., 21} with i ^ j. Therefore, H is a symmetric Bush-type Hadamard matrix of 
order 4i2. D 
26 
Remark 3.1.6. Let H be the symmetric Bush-type Hadamard matrix of order At2  and let F 
denote the corresponding Lt(2t).  Consider the matrix H = —H + 2D where D = I2 t  0 Jit-
Then 
ÊÙT  = {-H + 2D)(-H + 2£»)t = - ADH + AD2  = HHT .  
That is, if we switch the plus and minus signs for all entries except for those in the diagonal 
blocks of H, then we have another symmetric Bush-type Hadamard matrix H of order At2 .  
This Bush-type Hadamard matrix È also has a corresponding SRG Lt{2t), say F. It is also 
easy to see that f is obtained from the complement F of F by deleting all the edges between 
the vertices in each part corresponding to each diagonal block Ha of H for i = 1,2,..., 2i; i.e., 
f = T -  ((2t) o K2 t).  
where (21) o K2 t  denotes the disjoint union of 21 copies of the complete graph on 21 vertices, 
f is not isomorphic to F in general (cf. [22]). However, for the case with t = 4, we can easily 
see that F is isomorphic to F. This is because when the four rows of OAg(8) are associated to 
F the remianing four rows of OAg(8) give rise to F; it can be shown that every column in the 
four rows associated to F can be found from the set of columns of the remaining four rows or 
that of columns of a permutation of the remaining four rows (associated to F). 
Whenever we obtain a symmetric Bush-type Hadamard matrix H, we have H, and thus, 
we have a pair of strongly regular graphs with the same parameters. Such a pair, F and 
f1, are called 'twin' by Kharaghani. We note that Bonato, Holzmann, and Kharaghani [5] 
have also observed that given a Bush-type Hadamard matrix H of order An2, the matrix 
M = H — I2n <8> J2n contains two SRG(4n2, 2n2 — n, n2 — n, n2 — n). From these twin pairs, 
we can always obtain imprimitive symmetric three-class association schemes. We will discuss 
more about this later in this chapter. 
Remark 3.1.7. The symmetric Bush-type Hadamard matrix H constructed in Theorem 3.1.5 
also has the properties that are satisfied by the one constructed by Kharaghani in Remark 
3.1.4. Let H = [Hij] of order At2 be the symmetric Bush-type Hadamard matrix constructed 
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in Theorem 3.1.5. Then, for i , j ,  k,l  € {1,2 , . . . ,  2£},  
(i) are 2t x 21 symmetric arrays with entries 1,-1; 
(ii) Ha = J2 U  HijJ2 t  = -htHij = 0, for all i j  with i  /  j; 
(iii) HijHjk  = 0 for all j  ^  fc; 
(iv) for any i  and &, {^y : j 6 {1, 2 , . . . ,  2£}} = {//fc< •' / 6 {1,2,...,2t}}.  
The first two follow easily by the way of construction of the symmetric Bush-type Hadamard 
matrices in Theorem 3.1.5. 
For (iii), if i  = j or i  — k,  then it follows from (ii). Suppose i  ^  j and i  /  k. Then from the 
construction of OAê(21) in Theorem 2.3.3, OAt(2i) consists of 21 parts of size t x 2f. Recall 
that the 2i-partite strongly regular graph Lt(2t) has parameters (412,212 — t,t2 — t, t2 — t) and 
let A = [Aij] be its adjacency matrix where each At] is a 2tx 21 block matrix. Then each row 
of A^ has | common positive ones with each row of for j / k. This implies that each 
pair of rows of and has t entries with the same signs and t entries with opposite signs. 
Hence HijHfk  = 0 for all  j  k.  
(iv) follows directly from the relationship between the Latin squares in the desarguesian com­
plete set of MOLS. 
3.2 Examples of SBHMs 
Example 3.2.1. We give an example of a symmetric Bush-type Hadamard matrix of order 64 
with the way of Part (2) in Remark 3.1.4. Let K and L be the following normalized Hadamard 
matrix of order 8 and a symmetric Latin square of order 8 repectively. 
Define H\ as follows: 
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k  = [c iM •••  les]  
1 2 3 4 5 6 7 8 
2 1 4 3 6 5 8 7 
3 4 1 2 7 8 5 6 
4 3 2 1 8 7 6 5 
5 6 7 8 1 2 3 4 
6 5 8 7 2 1 4 3 
7 8 5 6 3 4 1 2 
8 7 6 5 4 3 2 1 
-
Ci c2 c3 c4 c5 Ce c7 Cg 
c2 Cl c4 c3 Ce c5 Cg c7 
c3 c4 Ci c2 c7 Cg C5 Ce 
c4 C3 c2 Ci Cg c7 Ce c5 
c5 C6 c7 Cg Cl c2 c3 c4 
C6 c5 Cg c7 c2 Cl c4 C3 
c7 Cg C5 Ce c3 c4 Cl c2 
c8 c7 Ce c5 c4 C3 c2 Cl 
where for each i  = 1, 2,..., 8, let Ci = (HcJ. 
Then h\  is a symmetric Bush-type Hadamard matrix of order 64. 
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Example 3.2.2. Let a be the adjacency matrix of l4(8), the strongly regular graph obtained 
from OA4(8) described in Section 2.4, and ii2 = —( J — 2A) + 2(/g <8> Jg) be the symmetric 
Bush-type Hadamard matrix of order 64 constructed as in Remark 3.1.6. 
Then 
ci  c5 c2 Cg c3 c6 C7 c4 
c5 Cl Cg C2 c6 c3 c4 c7 
c2 Cg Cl C5 c7 c4 c3 c6 
Cg c2 c5 Cl c4 c7 C6 c3 
c3 C6 c7 c4 Cl c5 c2 Cg 
C6 c3 c4 c7 C5 Cl Cg C2 
C7 c4 c3 c6 c2 Cg Cl c5 
c4 C7 c6 C3 Cg c2 c5 Cl 
where Ci s are the same Ci s used in Example 3.2.1. 
Example 3.2.3. Here is another symmetric Bush-type Hadamard matrix we obtained from 
Kharaghani's matrix H\ by permuting the positions of blocks C2, C3, C5. 
Cl c5 c2 c4 C3 c6 C7 Cg 
c5 Cl c4 c2 c6 c3 Cg c7 
c2 c4 Cl c5 c7 Cg C3 C6 
C4 c2 c5 Ci Cg c7 c6 c3 
c3 c6 c7 Cg Cl C5 c2 c4 
C6 C3 Cg c7 C5 Cl c4 c2 
C7 Cg c3 C6 c2 c4 Cl c5 
Cg c7 c6 C3 c4 c2 c5 Cl 
where Ci s are the same C,'s used in Example 3.2.1. 
Remark 3.2.4. One interesting observation we can make is that the strongly regular graphs 
we obtain from the above three symmetric Bush-type Hadamard matrices are not isomorphic 
to each other. The twin graphs obtained from h\ are isomorphic to halved-folded 8-cube. 
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(cf. Appendix B.l.) The twin graphs obtained from H2  are isomorphic to 2,4(8). Recall that 
in Chapter 2, we have seen that every pair of adjacent vertices in halved-folded 8-cube and 
in 2,4(8) lies in a clique of size 8. However, the local structure of the third graph obtained 
from Hz reveals that there are six vertices in the neighbors of a vertex v, none of which 
belongs to a clique of size 8 together with v. Neither of the twin graphs obtained from H3 are 
isomorphic to the ones obtained from Hi and H2. So we have seen that there exist at least 
three non-isomorphic strongly regular graphs with parameters (64,28,12,12). 
3.3 Non-symmetric 3-class schemes coming from SBHMs 
Let mo K r  denote the disjoint union of m copies of the complete graph on r vertices and 
let m o KT denote its complement, the complete multipartite graph with m independent sets 
of size r. Let F be an orientation of m o Kr, i.e., every edge {x,y} in rn ° Kr is replaced by 
one of the arcs {x,y) or (y,x).  Then we say that F is an (m, r)-team tournament.  
Definition 3.3.1. An (m, r)-team tournament F with adjacency matrix A is said to be doubly 
regular if there exist integers k,a,0,7 such that 
(i) F is regular with valency k, 
(ii) A2 = aA + /3AT  + 7(J — I — A — AT). 
Note that AT  is the adjacency matrix of the graph obtained from F by reversing the direction 
of all arcs and that J — I — A — AT is the adjacency matrix of m o Kr. Since A2 counts the 
number of directed paths of length 2, the equation A2 = a A + pAT + 7(J — / — A — Ar) means 
that the number of directed paths of length 2 from a vertex 1 to a vertex y is a if (x, y) E F, 
/? if  (y, x) G F, and 7 if  {x, y} € m o K r .  
Lemma 3.3.2. [47] Let F be a doubly regular ( m ,  r)-team tournament and let a, (3, 7 be as in 
definition 3.3.1. Let V(F) = V\ U... U Vrn be the partition of the vertex set into m independent 
sets of size r.  For x G Vf, let  dj(x) — |F+(z) fl  Vj\ be the number of out-neighbors of x in Vj. 
(1) If £ E Vf, y G Vj and (x,y) G E(F), then dj(x) -  di(y) = /3 -  a. 
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(2) For each pair {i, j) ,  i  ^  j ,  either (i) there exists a constant Cjj so that dj(x) = c,j  
for every x G V* or else (ii)  Vi is partit ioned into two non-empty sets Vi — V/ U V" 
so that all  edges are directed from V[ to Vj and from Vj to V". 
Let A be a finite doubly regular tournament of order m and let A be its adjacency matrix. 
The digraph with adjacency matrix A <g> Jr is denoted by Cr(A); so, it is a coclique extension 
of A. It is shown that if m = 3(mod 4) and r are positive integers, then Cr(A) is a doubly 
regular (m, r)-team tournament. 
Theorem 3.3.3. [47] Let F be a doubly regular (m, r)-team tournament. Then F satisfies one 
of the following. 
(Type I.) p — a = r and F is isomorphic to C r(A) for some doubly regular tournament A. 
(Type II.) /3 - a = 0, r is even and di(x) = § for all z G V (F) — Vj. 
(Type III.) f i  — a = § and for every pair {i, j} either Vj is partitioned into two sets V/ and 
V" of size | so that all edges between Vj and Vj are directed from V/ to Vj and from 
Vj to V" or similarly with i and j interchanged. 
Theorem 3.3.4. [47] Let R,\ be a doubly regular (m, r)-team tournament of Type I or Type II. 
Let jf?2 = r'{ and r3 = ri U r2. Then (V(i?i), {ro, r\, r2, rz}) is an imprimitive three-class 
association scheme. 
j0rgensen proved the following relation between class of association schemes and Bush-type 
Hadamard matrices. 
Theorem 3.3.5. [46] There exists an imprimitive 3-class association scheme of Type II (as in 
Theorem 3.3.3) and with r = m even, if and only if there exists a Bush-type Hadamard matrix 
of order m2  with the property that Hij = —Hji for all  pairs i , j  with i  7^ j .  
Due to this theorem, we can obtain many imprimitive non-symmetric three-class association 
schemes of Type II from orthogonal arrays OAa(m) via symmetric Bush-type Hadamard 
matrices of order m2 for m = 2l. We state this as follows. 
Theorem 3.3.6. There exists an imprimitive non-symmetric 3-class association scheme of 
type II with m = r = 2l for each I > 2. 
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Proof By Theorem 3.1.5, we can construct symmetric Bush-type Hadamard matrices of order 
m2. Let H = [Hij] be a symmetric Bush-type Hadamard matrix of order m2 constructed in 
Theorem 3.1.5. Let H = ^Hij be the matrix obtained from H by multiplying every entry of 
by -1 for all i,j with i > j. So in H, H^ = —Hji for all i ^ j. In order to show that 
H is a, Bush-type Hadamard matrix, it is enough to verify that H^Hjk = 0 for i ^ j and 
1 < k < m. However, it follows from Part (iii) of Remark 3.1.7. Hence by Theorem 3.3.5, we 
have an imprimitive non-symmetric 3-class association scheme of type II with m = r. •  
Remark 3.3.7. We construct three imprimitive non-symmetric 3-class association schemes of 
order 64 of type II. Their relation matrices are found in Appendix B.5. 
3.4 Symmetric 3-class schemes coming from SBHMs 
In Remark 3.1.6, we have seen that given a symmetric Bush-type Hadamard matrix of 
order 4n2, we can obtain twin strongly regular graphs with the same parameters (4n2,2n2 — 
n, n2 — n,n2 — n). The adjacency matrices A and A of these twin graphs may be expressed 
as A = J — A — (l2n <8> Jin)- Thus the matrices J4n2, A, A, and I2n ® Jm ~ 74n2 form a 
decomposition of all-1 matrix of size 4n2. It is easy to verify that these are the adjacency 
matrices of a symmetric three-class association scheme. Furthermore this association scheme 
is a fission scheme of the 2-class association scheme (the strongly regular graph F) with the 
adjacency matrices I, A and J — A — I. We now state it as follows. 
Theorem 3.4.1. There exists an imprimitive symmetric 3-class association scheme of order 
n2 for each n = 2', I > 2. 
Proof Let A be the adjacency matrix of strongly regular graph F = Lii(n) obtained from 
OA|(n). Let H be the symmetric Bush-type Hadamard matrix obtained as in Theorem 3.1.5. 
Then the following are the adjacency matrices of the 3-class symmetric fission scheme of F 
that we desired. 
Ao = 42 
m = \{j  — H) 
A2 = \(J + H — 2(In  ® Jn)) 
A3 = (In ® Jn) — /n2 . 
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Remark 3.4.2. We construct three imprimitive symmetric 3-class association schemes of order 
64. Their relation matrices are found in Appendix B.4. 
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CHAPTER 4. Three-class association schemes of order 64 
In this chapter we provide the list of all feasible parameter sets of three-class association 
schemes of order 64 that appear in van Dam [16] and other existing literature (for example, 
[17, 46, 18]). We then discuss the classification of several cases of three-class association 
schemes of order 64. Many parameter sets are realized and some of the association schemes 
with such parameter sets are well-known. In order to understand their construction we survey 
some known association schemes. 
The amorphic 3-class association schemes are precisely the 3-class association schemes in 
each of which all three relation graphs are strongly regular graphs, and that are not generated 
by one of their relations. In this case it is shown that the parameters of the graphs are either 
all of Latin square type, or all of negative Latin square type. Higman [41] was the first author 
proved this. The same results can also be found in [33], where also all such schemes on at most 
25 vertices can be found. 
Theorem 4.0.3. If all three relations of a 3-class association scheme are strongly regular 
graphs, then they either have parameters (n2, k(n — l),n — 2 + (k — l)(Zj — 2),li(k — 1)) or 
(n2Ji(n + 1), —n - 2 + (Z, + l)(k + 2),k{k + 1)). Here k, 1 < i < 3, are positive integers such 
that h + h + h — n + 1 in the first case and li + + h — n — 1 in the second case. 
A large family of 3-class amorphic schemes comes from orthogonal arrays. Such schemes 
are often known as the Latin square schemes Lij(n). Suppose that we have I — 2 MOLS, or 
equivalently an orthogonal array OA(l,n), an I x n2 array A = [Ast], s 6 la = {1,2,..., Z}, 
t  G Ic = {1,2,. . . ,  n2} such that for any two rows a, b we have that {(AQ j ,  A^) :  i  G Ic} = 
: i, j G {1,..., n}}. The relations of the scheme Lij(n) are defined on the set Ic- Let 
S\ and S2 be two disjoint non-empty subsets of I a of sizes i and j, respectively. Two distinct 
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elements x,y 6 Ic are in relation i?/t for h = 1,2 if and only if A r x  — A r y  for some r £ Sh, 
otherwise they are in third relation R3. (For more information on Latin square schemes, we 
refer to [54] or [16].) 
If g is a prime power, and q = 1 (mod 3), we can define the 3-class cyclotomic association 
scheme Cycl(q) as follows. Let a be a primitive element of GF(g). As vertices we take the 
elements of GF(g). Two vertices will be in relation if their difference equals ait+l for some 
t for i — 1,2,3. 
The rectangular scheme R(m,n) has as vertices the ordered pairs with i  = 1,2, ...,m, 
and j = 1,2,..., n. For two distinct pairs we can have the following three situations. They 
agree in the first coordinate, or in the second coordinate, or in neither coordinate, and the 
relations are defined accordingly. Note that the graph of the third relation is the complement 
of the line graph of the complete bipartite graph Km n. The scheme is characterized by its 
parameters, van Dam [16] gave the first eigenmatrix P and intersection matrices B\, 0%, B3 
of this 3-class association scheme. 
The property that one of the relations of a d-class association scheme forms a distance-
regular graph with diameter d is equivalent to the scheme being P-polynomial that is, the 
relations can be ordered such that the adjacency matrix Aj of relation Rt is a polynomial of 
degree i in A\ for every i. This is also equivalent to the conditions p\ j+1 > 0 and p\j = 0 for 
j > i + 1, i = 0,1, • • • , d — 1. For a 3-class association scheme the conditions are equivalent 
to p]3 = 0, p\2 > 0 and pf:i > 0 for some ordering of the relations. Dually we say that 
the association scheme is a Q-polynomial scheme if the primitive idempotents can be ordered 
such that the idempotent E\ is a polynomial of degree i in Ej with respect to entry-wise 
multiplication for every i. Equivalent conditions are q\ i+1 > 0 and q\J = 0 for j > i + 1, 
i = 0,1, • • • , d — 1. In the case of a 3-class association scheme these conditions are equivalent 
to <7*3 = 0, P12 > 0 and pf3 > 0 for some ordering of the idempotents. (In this case, we say 
that the association scheme has Q-polynomial of ordering 123, i.e., Q-123.) For more details 
refer [1]. 
There is a formal duality between ordinary multiplication, the numbers p^ and the matrices 
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Ai and P on the one hand, and Hadamard (or Schur) product, the numbers and the matrices 
Ei and Q on the other hand. If two association schemes have the property that the intersection 
numbers of one are the Krein parameters of the other, then the converse is also true. Two such 
association schemes are said to be formally dual to each other. An association scheme is called 
formally self-dual if the eigenmatrices P and Q coincide for some ordering of the primitive 
idempotents; it follows that the multiplicities m; are equal to the valencies ki and — p^. 
In the rest of the chapter we list the feasible parameter sets and current status of the 
existence and non-existence results on the association schemes realizing the parameter sets. In 
the list, each parameter set is labeled according to the following schemes: '5" for symmetric, 
'iV' for non-symmetric, 'P' for primitive, and for imprimitive. Then the first three matrices 
are the intersection matrices Bi = K , (Bi)jh = p'ij, for i  = 1,2,3. The last matrix is 
the character table P of the association scheme with the given intersection matrix, which is 
augmented by the column of the multiplicities of the corresponding eigenvalues. Followed by 
the matrices, the number of known isomorphic classes of association schemes and some relevant 
information of the scheme with the given intersection matrices are provided. 
4.1 Symmetric primitive 3-class schemes of order 64 
The feasible parameter sets for the schemes in this category are as follows. 
sp1. 
0  1 0  0  
35 18 20 20 
0 8 5 10 
0 8 10 5 
0  0  1 0  
0 8 5 10 
14 2 6 2 
0 4 2 2 
0 0 0 1 
0 8 10 5 
0 4 2 2 
14 2 2 6 
1 35 14 14 
1  3 - 2 - 2  
1 - 5  6 - 2  






0  1 0  0  
28 12 12 12 
0 9 8 12 
0 6 8 4 
0  0  1 0  
0 9 8 12 
21 6 8 6 
0 6 4 3 
0 0 0 1 
0 6 8 4 
0 6 4 3 
14 2 2 6 
1 28 21 14 
1  4 - 3 - 2  
1 - 4  5 - 2  






sp  3. 
spa.  
0 10 0 0 0 10 0 0 0 1 
27 10 12 12 0 8 9 6 0 8 6 9 
0 8 9 6 18 6 2 6 0 4 6 6 
0 8 6 9 0 4 6 6 18 6 6 2 
0 10 0 0 0 10 0 0 0 1 
21 8 6 6 0 6 6 9 0 6 9 6 
0 6 6 9 21 6 8 6 0 9 6 6 
0 6 9 6 0 9 6 6 21 6 6 8 
sp5.  
0 1 0 0 
7 0 2 0 
0 6 0 3 
0 0 5 4 
0 0 
0 6 
1 0 0 0 
0 3 0 0 
10 6 0 15 
10 12 35 20 
SP&. 
0  1 0  0  
21 10 6 0 
0 10 12 15 
0 0 3 6 
0  0  1 0  
0 10 12 15 
35 20 18 20 
0 5 4 0 
SP7. 
0 10 0 0 0 10 0 0 
9 2 2 0 0 6 4 3 0 0 
0 6 4 3 27 12 10 12 0 9 
0 0 3 6 0 9 12 12 27 18 
1 27 18 18 
1 - 5 2 2  
1 3 - 6 2  
1 3  2 - 6  
1 21 21 21 
1  5 - 3 - 3  
1 - 3  5 - 3  









0 0 0 1 
0 0 3 6 
0 5 4 0 
7 2 0 0 
0 1 
3 6 
7 21 35 1 
3 1 -5 21 
-1 -3 3 35 
-5 9 -5 7 
21 35 7 1 
1 -5 3 21 
-3 3 -1 35 
9 -5 -5 7 
9 27 27 1 
5  3 - 9  9 
1 -5 3 27 
-3 3 -1 27 
Remark 4.1.1. All the above parameter sets are realized. The number of non-isomorphic 
schemes are the following: 
Schemes from SP1 SP2 SP3 SPA SP5^ SP6(2) SP7^ 
Number of isomorphism classes > 1 > 1 > 1 > 1 1 1 2 
W SP5 is realized as the f-polynomial scheme coming from folded 7-cube. This is uniquely 
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determined by their intersection array for by Brouwer [6] and Terwilliger [69]. 
(2) SP6 is realized as the P-polynomial scheme obtained from the halved 7-cubes and is char­
acterized by their intersection array by Neumaier [58] and Terwilliger [68]. 
(3) S P 7  is realized as the parameter sets for two DRGs, the Hamming graph H (  3,4) and the 
direct product of K4 and Shrikhande graph. These two DRGs are the only graphs with the 
given parameters. 
(1) The schemes realizing the parameter sets S P  1, S P 2 ,  S P 3 ,  and S P A  are all amorphic 
schemes. In particular, the schemes for S PI, SP2 and SPA are Latin square schemes 
and SPA is also realized as a cyclotomic scheme Cycl(6A). Their relation graphs are all 
strongly regular graphs that are obtained as 'decompositions' of strongly regular graphs 
with higher valencies; that is, the edge set of the original SRG splits into two disjoint 
subsets each of which defines an SRG with a smaller valency as follows. 
(SP1) 2,3,2(8): [ SRG(64,28,12,12) SRG(64,14,6,2) (+J SRG(64,14,6,2) ]; 
£2,5(8): [ SRG(64,49,36,42) SRG(64,35,18,20) l+J SRG(64,14,6,2) ]. 
( S P 2 )  £2,3(8): [ SRG(64,35,18,20) SRG(64,21,8,6) l+J SRG(64,14,6,2) ]; 
2,2,4(8): [ SRG(64,42,26,30) SRG(64,28,12,12) l+J SRG(64,14,6,2) ]; 
2,3,4(8): [ SRG(64,49,36,42) SRG(64,28,12,12) |+J SRG(64,21,8,6) ]. 
(SP3) SRG(64, 36, 20, 20) SRG(64, 18, 2, 6) l+J SRG(64, 18, 2, 6) ; 
SRG(64, 45, 32, 30) SRG(64, 18, 2, 6) l+J SRG(64, 27, 10, 12) 
( S P A )  2,3,3(8): [ SRG(64, 42, 26, 30) SRG(64, 21, 8, 6) l+J SRG(64, 21, 8, 6) ]. 
(2) Association schemes from S P 1 ,  S P 2 ,  S P 3 ,  S P A ,  S P 6 ,  and S P 7  are formally self-dual 
since P = Q. Thus the multiplicities are equal to the valencies and q^ — pfj. 
(3) Association schemes from S P5, S P6, and S P7 are 3-class fission schemes with four inte­
gral eigenvalues. 
(4) Association schemes from SP5, SP6, and S P 7  are P- and Q-polynomial association 
schemes. SP5 and 5*P6 have two Q-polynomial structures [8]. 
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Remark 4.1.2. We can also obtain SP5 and SP6 from halved-folded 8-cube T as follows: Let 
us represent the vertices (classes of antipodal pairs) of halved-folded 8-cube as opposite-pairs 
x = a V â = aia2 • • • as V âiÔ2 • • • as of even weight length 8 words a and a. Suppose we delete 
the first coordinate a\ and its opposite â\ from every vertex x of F and have remaining pair of 
words of length 7. Considering the resulting pairs of length 7 words as vertices, we denote the 
vertices as x — a V a = 0,20,3 •• • ag V âgâg - âg and y — b V b — 6263 - - 6g V 6263 • • • &8 and define 
new relations on them by using the distance d(x,y) = min{<9//(ti ,  ô),  d//(o, b)} where djj(a, b) 
indicates the usual Hamming distance between two words. 
(i) If we define relations between two vertices x, y by (x,y) E Ri iff the distance d(x,y) — 1, 
(x, y) E i?2 iff d(x,y) = 2, and (x, y) 6 R3 otherwise, then we obtain the f-polynomial 
association scheme SP5 which is isomorphic to the folded 7-cube. (See Appendix B.2.) 
(ii) If we define relations between two vertices x,y by (x,y) 6 r \  iff the distance d(x,y) ~ 2, 
(x,y) E R3 iff d(x,y) = 1, and (x, y) E R.2 otherwise, then we obtain the f-polynomial 
association scheme SP6 which is isomorphic to the halved 7-cube. (See Appendix B.2.) 
4.2 Symmetric imprimitive 3-class schemes of order 64 
Known feasible parameter sets in this category are as follows: 
5/1. 
0  1 0  0  
49 36 42 42 
0 6 0 7 
0 6 7 0 
0  0  1 0  
0 6 0 7 
7 0 6 0 
0  1 0  0  
0 0 0 1 
0 6 7 0 
0  1 0  0  
7 0 0 6 
1 49 7 7 1 
1 1 -1 -1 49 
1 -7 7 -1 7 
1 -7 -1 7 7 
SI2.  
0  1 0  0  
42 26 30 30 
0 10 6 12 
0 5 6 0 
0  0  1 0  
0 10 6 12 
14 2 6 2 
0  2  1 0  
0 0 0 1 
0 5 6 0 
0  2  1 0  
7 0 0 6 
1 42 14 
1 2 -2  
1  -6  6  










0 1 0 0 
35 18 20 20 
0 12 10 15 
0 4 5 0 
0 1 0 0 
28 12 12 12 
0 12 12 16 
0 0 
s i7 .  
SIS.  
0  1 0  0  
14 0 4 2 
0 12 8 12 
0 12 0 
0  1 0  0  
15 2 4 0 
0 12 10 15 
0  0  1 0  
0  1 0  0  
30 14 18 10 
0 9 0 10 
0 6 12 10 
0  1 0  0  
14 3 3 2 
0 9 9 12 
0  1 2  0  
0  0  1 0  
0 12 10 15 
21 6 8 6 
0 3 2 0 
0  0  1 0  
0 12 12 16 
28 12 12 12 
0 4 3 0 
0  0  1 0  
0 12 8 12 
42 24 28 30 
0 6 5 0 
0  0  1 0  
0 12 10 15 
45 30 32 30 
0 3 2 0 
0  0  1 0  
0 9 0 10 
15 0 14 0 
0 6 0 5 
0  0  1 0  
0 9 9 12 
42 27 27 30 
0 6 5 0 
0 0 0 1 
0 4 5 0 
0 3 2 0 
7 0 0 6 
0 0 0 1 
0 3 4 0 
0 4 3 0 
7 0 0 6 
0 0 0 1 
0  1 2  0  
0 6 5 0 
7 0 0 6 
0 0 0 1 
0  0  1 0  
0 3 2 0 
3 0 0 2 
0 0 0 1 
0 6 12 10 
0 6 0 5 
18 6 6 2 
0 0 0 1 1 
0 12 0 1 
0 6 5 0 1 
7 0 0 6 1 
35 21 
3 -3 -1 35 
-5 5 -1 21 
- 5 - 3  7  _  7 
28 28 7 1 
4 -4 -1 28 
-4 4 -1 28 
- 4 - 4  7  _  7 
14 42 7 1 
2 -2 -1 42 
-2 -6 7 7 
-6 6 -1 14 
15 45 3 1 
3 -3 -1 30 
-1 -3 3 15 
-5 5 -1 18 
30 15 18 
6  - 1  - 6  
- 2  - 1  2  
-10 15 -6 
14 





















0  1 0  0  
30 14 14 10 
0 14 14 20 
0  1 2  0  
0  0  1 0  
0 14 14 20 
30 14 14 10 
0  2  1 0  
0 0 0 1 
0  1 2  0  
0  2  1 0  
3 0 0 2 
1 30 30 3 
1 -2 -2 3 
1 2x/5 -2\/5 -1 





Remark 4.2.1. All the above feasible parameter sets are realized except for SI8 and SI9. 
The number of non-isomorphic association schemes with the given parameters are as follows. 
Schemes from 5/1 5/2 5/3 5/4 5/5 5/6 5/7 5/8 5/9 
Number of isomorphism classes 1 1676267* > 1 >3 > 1 94* 12 ? ? 
*,*  are  due to  [14]  and [55] ,  respect ively .  
(1) Association schemes from 5/1,5/2,5/3, and 5/4 are amorphic, especially they are Latin 
square schemes. 
(5/1) Li,i(8): [ SRG(64,14,6,2) SRG(64,7,6,0) l+J SRG(64,7,6,0) ]; 
£1,7(8): [ SRG(64,56,48,56) SRG(64,49,36,42) l+J SRG(64,7,6,0) ]. 
(Note: £1,1(8) = A(8,8)) 
(5/2) £1,2(8): [ SRG(64,21,8,6) SRG(64,14,6,2) l+J SRG(64,7,6,0) ]; 
£2,6(8): [ SRG(64,56,48,56) SRG(64,42,26,30) (+J SRG(64,14,6,2) ]; 
£1,6(8): [ SRG(64,49,36,42) SRG(64,42,26,30) l+J SRG(64,7,6,0) ]. 
(5/3) £1,3(8): [ SRG(64,28,12,12) SRG(64,21,8,6) l+J SRG(64,7,6,0) ]; 
£3,5(8): [ SRG(64,56,48,56) SRG(64,35,18,20) l+J SRG(64,21,8,6) ]; 
£1,5(8): [ SRG(64,42,26,30) SRG(64,35,18,20) l+J SRG(64,7,6,0) ]. 
(5/4) £1,4(8): [ SRG(64,35,18,20) SRG(64,28,12,12) l+J SRG(64,7,6,0) ]; 
£4,4(8): [ SRG(64,56,48,56) SRG(64,28,12,12) l+J SRG(64,28,12,12) ]. 
(2) Association schemes from 5/1,5/2,5/3, and 5/4 are formally self-dual since P = Q. 
Thus the multiplicities are equal to the valencies and q^- = . 
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(3) As we have obtained three non-isomorphic strongly regular graphs of the same parame­
ters, we can also obtain the association scheme 574 from halved-folded 8-cube and the 
one from the strongly regular graph obtained in Remark 3.2.4. These are not isomorphic 
to £1,4(8) or 1,4,4(8). (See Appendix B.4.) 
(4) Association schemes from 575,576, and 577 are 3-class fission schemes with four integral 
eigenvalues. 
(a) The fusion scheme of the scheme from 575 is a symmetric imprimitive 2-class scheme 
from SRG(64,56,48,56). 
(b) The fusion scheme of the scheme from 576 is a symmetric primitive 2-class scheme 
from SRG(64,18,2,6). (There are 167 non-isomorphic SRG(64,18,2,6) [36].) Associ­
ation scheme from 576 is a P-polynomial scheme obtained from DRG with valency 
15. The second relation graph is an SRG(64,45,32,30). 
There are 94 non-isomorphic cospectral three-class association schemes from SI6 
[18], where only 5 examples were known before. The authors of [18] applied gen­
eration algorithm techniques based on backtracking with forward checking and dy­
namic variable ordering. Among the association schemes found in [18], 5 associa­
tion schemes correspond to spreads in the unique generalized quadrangle GQ(3,5). 
(Brouwer and Koolen have shown that there are exactly 5 non-isomorphic spreads 
in GQ(3,5), with exactly one of them corresponding to a planar ovoid in GQ(3,5) 
and exactly one serendipitous spread [48, p.44].) The authors of [18] have verified 
by computer that at least 80 of the generated schemes can be constructed by means 
of the method described by D. G. Fon-Der-Flaass in [24, Construction 4], The first 
relation graph is a distance regular antipodal cover of K\q. 
(c) The fusion scheme of association scheme from SI7 is a symmetric primitive 2-
class scheme from SRG(64,45,32,30). Association scheme from 577 is Q-polynormal 
scheme, Q — 123. The third relation graph is an SRG(64,18,2,6). 
(5) The parameter sets 578 and 579 are feasible for 3-class association schemes with two 
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integral eigenvalues. It is not known whether they are realizable or not though. 
(a) If there is a scheme with 578, it must have a fusion scheme which is isomorphic to 
a symmetric imprimitive 2-class scheme from SRG(64,56,48,56). (i.e, SRG(64, 56, 
48, 56) = Lg(8) [ two regular graphs on 64 vertices with degree 14 and 42 ].) 
(b) If there is a scheme with 579, it must have a fusion scheme which is isomorphic to 
a symmetric imprimitive 2-class scheme from SRG(64,60,56,60). 
These schemes must have the following Krein parameters. 
578. B\ = 
0  1 0  0  
7 6 0 0 
0 0 3 4 
0 0 4 3 
0  0  1 0  
0 0 3 4 
28 12 a aT 
0 16 a~  a  
Bi 
0 0 0 1 
0 0 4 3 
0 16 a"  a  
28 12 a a 
where a = 12 + |V3 and a  = 12 — S\/3. 
579. B{ = 
0 10 0 0 0 10 0 0 0 1 
15 14 0 0 0 0 7 8 0 0 8 7 
, #; = , bl  = 
0 0 7 8 24 ^ 8 8 0 ^ 8 8  
0 0 8 7 0 ^ 8 8 24 4A 8 8 
4.3 Non-symmetric primitive 3-class schemes of order 64 
In this section, we check the feasibility and realizability of the non-symmetric primitive 3-
class fission schemes from the 2-class symmetric primitive association schemes from the existing 
5 pairs of strongly regular graphs on 64 vertices listed in [7]. 
(NP1)  Fission of T  =  SRG{U,  28, 12, 12); 
44 
0 1 0 0 0 1 1 28 35 
Bi = 28 12 12 , B2= 0 15 16 , P = 1 4-5 
0 15 16 35 20 18 1 -4 3 
These yield the following feasible parameter set for a non-symmetric 3-class fission 
scheme. 
NP1. 
0 10 0 0 0 10 0 0 0 1 1 14 14 35 
0 4 0 4 14 4 4 2 0 5 10 8 1 P P -5 
14 4 4 2 0 0 4 4 0 10 5 8 1 P P -5 





where p = 2 + 4i. 
(.NP2) Fission of T = SRG(64, 42, 26, 30); 
bi  = 
0 1 0 
42 26 30 
0 15 12 
#2 
() 0 1 
0 15 12 
21 6 8 
These yield the following feasible parameter set. 
P = 
1 42 21 
1 2 -3 
1 -6 5 
N P 2 .  
0  1 0  0  
0 7 5 9 
21 7 7 6 
0 6 9 6 
0  0  1 0  
21 7 7 6 
0 5 7 9 
0 9 6 6 
0 0 0 1 
0 6 9 6 
0 9 6 6 
21 6 6 8 
1 21 21 21 
1 P P -3 
1 p p —3 





where p = 1 + 4i. 
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(np3)  Fission of t  = srg(64,  36, 20, 20); 
b-i = 
0 1 0 
36 20 20 
0 15 16 
= 
0 0 1 
0 15 16 
27 12 10 
p = 
1 36 27 
1 -4 3 
1 4 -5 
These yield the following feasible set. 
np 3. 
0 10 0 0 0 10 0 0 0 1 1 18 18 27 1 
0 4 8 4 18 4 4 6 0 9 6 8 1 p p 3 18 
18 4 4 6 0 8 4 4 0 6 9 8 1 p p 3  18 
0 9 6 8 0 6 9 8 27 12 12 10 1 2  2 - 5  27 
where p = — 2 + 4i. 
(np4)  Fission of t  = srg(m,  14, 6, 2); 
Bi 
0 1 0 
14 6 2 
0 7 12 
S2 
0 0 1 
0 7 12 
49 42 36 
p = 
1 14 49 
1 6 -7 
1 -2  1 
These yield the following fission character table, but it is not feasible since some putative 
intersection numbers calculated from this character table are negative. (For example, 
Pii = ~3.) 
bp — 
1 7 7 49 
1 p p -7 
1 p p -7 
1 -1 -1 1 
where p = 3 + 4i 
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(NP5) Fission of T = SRG{Q4, 18, 2, 6); 
b\  = 
0 1 0 
18 2 6 
0 15 12 
b2 — 
0 0 1 
0 15 12 
45 30 32 
1 18 45 
1 -6 5 
1 2 -3 
These yield the following fission table, but it is not feasible since the intersection number 
P21 appears to be —1. 
pp — 
1 9 9 45 
1 p p 5 
1 p p 5 
1 1 1  — 3  
where p = — 3 + 4i 
Remark 4.3.1. (1) NP1,NP2, NP3 are all formally self-dual. (This can be checked by 
calculating Krein parameters using Theorem II.3.5 in [1].) 
(2) Enomoto and Mena in [21] constructed a scheme with this parameter set NP1. It is not 
known if there are others. 
(3) The parameter sets NP2 and NP3 are feasible, but it is not known whether they are 
realizable. 
4.4 Non-symmetric imprimitive 3-class schemes of order 64 
{Nil) Fission of T = SRG(64, 56, 48, 56); 
1 56 7 
1 0 -1 
1 -8 7 
These yield one feasible parameter set for a 3-class fission. This is realized and there are 




 0 0 1 
II c
q 
56 48 56 , B2 = 0 7 0 , P = 
0 7 0 7 0 6 
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Nil. 
0 1 0 0 0 0 1 0 
0 12 12 16 28 12 12 12 
28 12 12 12 0 12 12 16 
0 3 4 0 0 4 3 0 
0 0 0 1 
0 3 4 0 
0 4 3 0 
7 0 0 6 
28 28 7 1 
P P -1 28 
P P -1 28 
-4 -4 7 7 
where p = 4i. 
Remark 4.4.1. As we have seen earlier, there are three cospectral non-isomorphic strongly 
regular graphs with parameters (64, 28, 12, 12). They are halved-folded 8-cube, £4(8), and 
the strongly regular graph discussed in Remark 3.2.4. Thus the number of non-isomorphic 
symmetric imprimitive 3-class association schemes with the parameter set 574 in Section 4.2 
is greater than or equal to 3. We also note that these three cospectral non-isomorphic strongly 
regular graphs are corresponding to three symmetric Bush-type Hadamard matrices as we have 
discussed in Section 3.2. By Theorem 3.3.6, we can obtain three non-isomorphic non-symmetric 
imprimitive 3-class fission schemes from these three non-isomorphic strongly regular graphs as 
well; so, there are at least 3 schemes with the parameter set Nil. (See Appendix B.5 for the 
relation matrices of the three-class association schemes.) 
CHAPTER 5. Future research problems 
We provide a few remarks in this final chapter. This includes a few problems and related 
topics. 
Remark 5.1. We have constructed the third non-isomorphic cospectral strongly regular graph 
with parameters (64, 28,12,12) from the symmetric Bush-type Hadamard matrix H3 given in 
Example 3.2.3. We have seen that the matrix H3 has been obtained by permuting the positions 
of some blocks of other symmetric Bush-type Hadamard matrices which are associated with 
other cospectral strongly regular graphs. (While I am writing up this dissertation, we have 
discovered many more cospectral strongly regular graphs from distinct SBHMs. We have not 
yet completely examined how many other non-isomorphic cospectral strongly regular graphs 
coming from other symmetric Bush-type Hadamard matrices of order 64 would be. It will 
be discussed fully in [22].) We hope to find all symmetric Bush-type Hadamard matrices and 
their associated strongly regular graphs. Once we settle the case on the order 64, then the 
obvious next step would be to look for the construction of all symmetric Bush-type Hadamard 
matrices of different order and their associated graphs. 
Remark 5.2. With regard to the construction of symmetric Bush-type Hadamard matrices, 
we have discussed the following in Chapter 3: Kharaghani [50] conjectured that Bush-type 
Hadamard matrices of order An2 exist for every odd integer n. While the construction of Bush-
type Hadamard matrices of order 16n2 is provided for which a Hadamard matrix of order An 
exists, it is not much obvious about the existence or non-existence of such matrices of order An2 
for certain n, especially for odd n. Examples are known for n — 3, 5,9 by Janko, Kharaghani 
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and Tonchev. (See [43, 44, 45].) In [57], Muzychuk and Xiang constructed symmetric Bush-
type Hadamard matrices of order 4m4 for all odd integers m by using reversible Hadamard 
difference sets. Yet there are many cases that are open. Nevertheless, for any n being of power 
of 2, we know a fairly easy way to construct a symmetric Bush-type Hadamard matrix from 
the OA(t, 2t), for t = 2', I > 1 that is constructed in 2.3.3 from the desarguesian complete 
set of MOLS of order 21. We see a possibility of implementation of these constructions to find 
some non-symmetric imprimitive 3-class association schemes of type II due to [46]. 
In fact, in [46], J0rgensen obtained two non-symmetric imprimitive 3-class association 
schemes of order 36 of type II with m = r = 6 by using non-symmetric Bush-type Hadamard 
matrices satisfying conditions in Theorem 3.3.5. Non-symmetric imprimitive 3-class associa­
tion schemes of order 100 of type II with m = r = 10 have not been constructed yet although 
a non-symmetric Bush-type Hadamard matrix of order 100 was constructed in [44]. From the 
symmetric Bush-type Hadamard matrices of order 4m4 constructed by Muzychuk and Xiang, 
we can easily construct non-symmetric imprimitive 3-class association schemes of type II if the 
matrices satisfy conditions in Theorem 3.3.5. In order to construct non-symmetric imprimi­
tive 3-class association schemes of type II for other open cases it would be useful to find all 
Bush-type Hadamard matrices satisfying the conditions in Theorem 3.3.5. 
Remark 5.3. In Section 4.3, we have found two feasible parameter sets N P 2  and N P 3  for 
non-symmetric primitive 3-class association schemes, but we have not been able to determine 
whether they are realizable. It will be interesting to know whether there exist such association 
schemes as the non-symmetric case is linked to many combinatorial objects. It is not easy 
to find primitive association schemes in general. So, we need to look at more examples of 
primitive non-symmetric association schemes of small class. For class 3 case, the smallest 
example of such a scheme is of order 36 which comes from the action of PSU(3, 3) on 36 points 
and have valencies 7, 7, 21. It was first discovered by Ivanov, Faradzev and Klin in 1982 whose 
description appeared in [23, p.115]. This was rediscovered by Goldbach and Classen [31]. It is 
interesting to know whether there is a way to construct such schemes from certain digraphs. 
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APPENDIX A. Preliminaries 
In this appendix we recall some basic terminologies and facts about regular graphs, strongly 
regular graphs, distance-regular graphs, association schemes, and Latin squares, which are not 
our results and which are included for reference purposes. For more information we refer to, 
for example, [1, 4, 8]. 
A.l Graphs, digraphs and tournaments 
A graph F = (F, E) is a set V of vertices and a subset E of the unordered pairs of vertices, 
called edges. In this dissertation, a graph is finite, undirected, and simple, i.e., without loops 
and multiple edges, unless indicated otherwise. We say that two vertices x and y are adjacent 
if the pair {x, y} is an edge; i.e., {x, y} E E. Given a graph F, sometimes the vertex set and 
edge set of F are denoted by V(F) and E(T), respectively. 
The vertices adjacent to a given vertex x are called neighbors of x. Let k(x) := |F(x)| = 
\{y 6 V(r) : {x,y} 6 J5(F)}|; the number of neighbors of x, which is called the degree or 
valency of x. A graph is regular with degree k if k(x) = k for all x G V(r). This is the most 
obvious kind of combinatorial regularity, and it has interesting consequences for the eigenvalues 
of the graph as it will be seen shortly. 
A graph is complete if any two vertices are adjacent. So a complete graph on n vertices 
has n(n — l)/2 edges. In a complete graph on n vertices, every vertex has degree n — 1. The 
complement f of a graph F is the graph on the same vertices, but with complementary edge 
set; i.e., two vertices are adjacent in F if and only if they are not adjacent in F. 
Given a graph F = ( X ,  R ) ,  and a subset Y of X, the induced subgraph of F on Y is the 
graph with its vertex set Y and edge set S C R consisting of all edges between the vertices of 
51 
Y. A clique is an induced subgraph that is a complete graph. 
A walk of length I between two vertices x, y is a sequence of vertices x =  X Q ,  X \ ,  •  •  •  ,xi = y 
such that for any i the vertices X{ and X{+\ are adjacent. If all vertices in the sequence are 
distinct then the walk is called a path. The length of the path XQ,XI,. .. ,xi is I, the number 
of edges connecting the initial vertex xq and the terminal vertex xi. If there is a path between 
any two vertices of the graph, then the graph is called connected. Otherwise the graph is called 
disconnected. 
The adjacency matrix A = A(F) of a graph F = (X, E) is the |X| x |%| matrix with rows 
and columns are indexed by the vertices, with its ($, y)-entry Axy = 1 if {x,y} G E and = 0 
otherwise. It is a symmetric matrix with entries 0 or 1. The eigenvalues, eigenvectors and 
spectrum of this matrix are also called those of the graph F, respectively. 
Lemma A.1.1. Let F be a regular graph of degree k. Then: (a) k is an eigenvalue of F, (b) 
the multiplicity of & is 1 if F is connected, and (c) for any eigenvalue A of F, we have |A| < k. 
A directed graph or digraph D consists of a vertex set V(D) and an arc set E(D), where each 
a r c  i s  a n  o r d e r e d  p a i r  o f  v e r t i c e s .  W e  w r i t e  ( x ,  y )  f o r  t h e  a r c .  T h e  a d j a c e n c y  m a t r i x  A  =  A ( D )  
is defined as Axy = 1 if (x,y) G E(D) and = 0 otherwise. Let D+(x) := {y G V(D) : (x, y) G 
E(D)} denote the set of out-neighbors of x and D~(x) denote the set of in-neighbors of x. 
Let d+(x) denote the outdegree, the number of out-neighbors of x, and let d~(x) denote the 
indegree of x. 
A tournament is a directed graph T with the property that for any two vertices x and y, 
exactly one of the arcs (x,y) or (y,x) belongs to E(T). In terms of the adjacency matrix A, 
a tournament is a graph with the property that A + A1 + I = J, where I and J denote the 
identity and all-one matrices, respectively. If every vertex in a tournament T with n vertices 
has outdegree k then every vertex has indegree n — k — 1 and so k = n — k — 1, i.e., n = 2k + 1, 
and thus such a tournament is a regular directed graph of degree k. 
An orientation of a graph F is a (simple) digraph D obtained from F by choosing an 
arc either (x,y) or (y,x) (but not both) for each edge {x,y} G E(F). An oriented graph is 
an orientation of a simple graph and it is the same thing as a loopless simple digraph. A 
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tournament is an orientation of a complete graph. A tournament T is called doubly regular if 
it is regular and for every vertex x in T the out-neighbors of x span a regular tournament. 
Definition A.1.2. Let F and F' be (di)graphs. An isomorphism <^> : F —> F' is a bisection from 
y(F) to F(r') which induces a bijection from E(F) to E(F'); that is, (x,y) G E(F) if and only 
if (4>(x), <p(y)) G E(r'). An automorphism of a (di)graph F is an isomorphism <£ : F -> F. 
A.2 Strongly regular and distance-regular graphs 
A regular graph in which the number of vertices adjacent to two vertices x and y depends 
only on whether x and y are adjacent or not, is called a strongly regular graph. In terms of 
parameters we have the following definition. 
Definition A.2.1. A strongly regular graph with parameters is a graph, F, with v 
vertices, which is neither complete nor the complement of a complete graph, in which 
| r (%)nr(%) |  =  
k if x = y 
A if {%,;/}€ 2(F) 
p i f{%,%}fE(r )  
Such a graph will be denoted by SRG(u, k, A, fi). 
Lemma A.2.2. If F is an SRG(u, k ,  A, /i), then k ( k  — A — 1 )  =  ( v  —  k  —  1 ) f i .  
Lemma A.2.3. The complement F of an SRG F with parameters ( v ,  k ,  A,/i) is also an SRG 
with parameters 
(y, k .  A, f j , )  = ( v ,  v  —  1 —  k ,  v  — 2 — 2k  -I- /i, v  —  I k  -f- A). 
We call a strongly regular graph F primitive if both F and its complement F are connected, 
and if it is not primitive we say it is imprimitive. We will recall these concepts as a little bit 
general manner when we deal with distance-regular graph. It follows the next result that an 
imprimitive strongly regular graph is either a complete multipartite graph or the disjoint union 
of a number of copies of a complete graph. 
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Proposition A.2.4. A strongly regular graph F with parameters (v , k , \ , f j , ) is imprimitive if 
and only if [i = k or /j = 0. 
By Lemma A.1.1, the adjacency matrix of a regular graph with degree k has an eigenvalue k 
with eigenvector 1 (the all-one vector). For convenience we call an eigenvalue restricted if it 
has an eigenvector perpendicular to 1. 
Proposition A.2.5. For a graph F of order n, not complete or empty, with adjacency matrix 
A, the following are equivalent: 
(a) F is an SRG(u, k, A, /i) for certain non-negative integers k, A, and fi. 
(b) A2 = k l  + AA + n ( J  —  I  —  A) for certain reals k, A, and fi. 
(c) A has precisely two distinct restricted eigenvalues. 
Proof See [34, Theorem 1.1]. • D 
Next result is known as the integrality condition, and depends on an analysis of the eigenvalues 
of the graph. 
Proposition A.2.6. If there is an SRG(u, k, A, /i) with adjacency matrix A and let / and g 
be respective multiplicities of restricted eigenvalues of A, then the numbers 
Proof See [27]. • 
are non-negative integers. 
Proof See [12, Theorem 3.1] or [34, Theorem 1.2]. • 
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The distance d(x, y) between two vertices x  and y in a graph T is the length of the shortest 
path from x to y. The diameter of a graph F is the maximum distance between two distinct 
vertices. 
Definition A.2.7. Let F = (V, E) be a connected regular graph. F is called a distance-regular 
graph (DRG) with diameter d if it satisfies the following distance-regularity condition: 
For all h , i , j  6 {0,1, ...,d}, and x , y  with d ( x , y )  =  h ,  the number 
Pij = \iz E v : d(x,z) = i, d(z, y) = j}\ 
is constant in that it depends only on h , i , j  but does not depend on the choice of x  and y .  If 
F ; ( z )  =  { y  E  V  :  d ( x , y )  =  * } ,  t h e n  : =  | F i ( a : )  A  F j ( y ) |  f o r  a l l  x ,  y  6  V(r)  w i t h  d { x , y )  =  h .  
This number is called the intersection number. 
Let d ( x ,  y )  =  i  and define 
ai -=Pi i = |Fi(z) nFi(%/)| 
bi := Pi i+1 = |Ti(^) n Fj_|_i(y)| 
C i  :=p\ = |Fi(x) nr<_i(y)| 
Then bo — = |r(x)| = k; the degree of F, and we will define C Q  := 0, 6^ := 0, and ao := 0. 
The following matrix is called the intersection array (matrix) for the DRG of diameter d. 
B  ( =  B x )  
( 
a0 ci  
bo «1 C2 
X 
C d  
-1 ad 
The d + 1 intersection matrices Bq,  B\ ,  B2, . . . , B^ of F are defined as follows: 
Bi = [{Bi)jh] where (Bi)jh=Pij. 
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For a graph F of diameter d we define the z-th distance graph F, to be the graph with the same 
vertex set as F, and with two vertices adjacent if and only if they are at distance i in the graph 
T. We call F imprimitive if for some i, (1 < i < d), the graph F, is disconnected. A graph 
which is not imprimitive is called primitive. Denote by k{ (0 < i < d) the number of vertices 
in Fi(x) for any vertex x\ in particular ko = 1 and k\ — k. The following result gives us the 
basic properties of the parameters aj, c.,, and k{ of a distance-regular graph, see [8] for the 
details. 
Proposition A.2.8. Let F be a distance-regular graph with degree k and diameter d. Then 
the following hold: 
(a) = kiCi for i = 1,2, ...,d. 
(b) 1 = c\  < c2 < • • • < Cd.  
(c) k  =  b o  > h  > • • •  >  b d - 1 > 0. 
(d) Ci + ai + bi = k for 0 < i < d. 
All DRGs with diameter 2 are SRGs. Conversely, all connected SRGs are DRGs with 
diameter 2. The DRGs form a class of P-polynomial association schemes, and SRGs form a 
special class of symmetric association schemes of class two. 
Definition A.2.9. Let F be a set of ^-elements (q > 2), and let X = Fn\ the set of ordered 
n-tuples of elements of F. A Hamming graph, F = H(n, q), is a graph whose vertex set is given 
by F(r) = X = {a: = (x\,x2,..., xn) G Fn}, and whose edge set, 5(F), is defined by 
{ x , y }  G E ( T )  if and only if x %  =  y i  for all but one i  
where x  = (x \ , .. ., x n ) ,  y  = (y \ , . . . ,  y n )  € V(F). The Hamming graph is a DRG with diameter 
d = n. 
In F = H ( n ,  q ) ,  the degree of T is k  —  |F(z)| =  b o  =  n ( q  — 1), and the intersection numbers 
of H(n, q) are given by 
C i  = i, bi = (n - i)(q - 1), 
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^  ' h ^  '  
j + 2l \ ' 
n — h 
i - l  
When q = 2 and F = f 2  = {0,1}, the Hamming graphs are known as Hamming cubes. 
The direct product of two graphs = (F, E\) and F% = (F2, E%) is the graph defined on 
the vertex set V\ x V2 such that two vertices (21,2:2), (2/1,3/2) € V\ x F2 are adjacent if and only 
if either x\ = yi and {32,1/2} E E2, or {21,3/1} E E\ and x2 = 2/2- Hamming graphs H{d, q) is 
the direct power Kjf of (/-copies of Kq. 
Cospectral graphs are the graphs with the same spectrum. There are many non-isomorphic 
cospectral distance-regular graphs. Among the small distance-regular graphs, the Hamming 
#(2,4) graph, which is also known as the 'lattice graph, L2(4)', and the line graph L(K^) of 
the complete bipartite graph 4, has a cospectral graph known as the 'Shrikhande graph'.(cf. 
[8, p.105].) Doob graphs which are obtained by taking the direct product of copies of H(2,4) 
and the Shrikhande graph are all cospectral as long as the number of factors is the same. 
A.3 Halved and folded distance-regular graphs 
A graph T = (V, E) is called bipartite if the vertex set V is partitioned into two parts X and 
Y such that E Ç {{x,y} : x G X, y G Y}. In particular, if E = {{x,y} : x G X, y G Y"}, then 
r is called a complete bipartite graph. The adjacency matrix of a bipartite graph is congruent 
A B 
to a matrix of the form where A and D are |X| x |X| and |Y| x |Y| zero matrices, 
c d 
respectively. Similarly, we call a graph F — (F, E) a multipartite or m-partite graph if V is 
partitioned into m non-empty subsets, say, V = V\ U V2 U • • • U Vrn (with m > 2) and no two 
vertices in the same part is adjacent. 
Definition A.3.1. Let F be a bipartite distance-regular graph with bipartition F(F) =  X U Y .  
Let V(r') — X, and for x, y G X, let x and y be adjacent in F' if and only if d(x, y) — 2 in F. 
T' is distance-regular and is called the halved graph of F. 
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We note that F has another halved graph with vertex set Y which need not be isomorphic 
to T' unless F is a bipartite 'distance-transitive graph', however, this fact has no bearing on 
what follows. Let the parameters of a bipartite distance-regular graph F be designated as 
a,i,bi,Ci. Those of its halved graph F' will be designated a^,6-,c^. Since F is a bipartite graph, 
it has no odd cycles, which forces o, = 0, for all i. As a result, 6, + q = k, the degree of F. 
Due to Gardiner [26], we get: If eg = c2, then C3 = c2 = 1, and by Hemmeter [38], we have: 
Proof Let x and y be vertices of F' such that x 6 r2i ( y ) .  Count the number of pairs ( w ,  z )  with 
w 6 Fi(y) fl r2i+i(a:) and z G Fi(to) fl r%+2(z). There are b2i such w, each of which has b2i+1 
such z. Counting z's first gives 6-c2. This implies the former. The latter can be proved in the 
s a m e  m a n n e r ,  w i t h  x ,  y  b e i n g  a s  a b o v e ,  b y  c o u n t i n g  t h e  p a i r s  ( w ,  z )  w i t h  w  €  F i ( y ) n F 2 j _ i ( 3 : ) ,  
Lemma A.3.3. [39] Suppose F' is not a complete graph. Then for every y  £  Y ,  F ( y )  is a 
m a x i m a l  c l i q u e  i n  F ' .  F u r t h e r m o r e ,  i f  y \  ^  y 2 ,  t h e n  T ( y i )  /  F ( y 2 ) .  
We now introduce another class of distance-regular graphs that are obtained from antipodal 
distance-regular graphs. 
Definition A.3.4. Let F be a distance-regular graph with diameter d. For x and y in F(F), 
we say that x is opposite to y if d(x, y) — d, or x = y. The graph F is called antipodal if being 
opposite is an equivalence relation on F; i.e., x ~ y in T if and only if x and y are opposite. For 
an antipodal graph F, we can define a graph f whose vertices are the equivalence classes of F. 
I f  x  a n d  y  a r e  i n  V ( F ) ,  w e  s a y  t h a t  { x ,  y }  G S ( F )  i f  f o r  s o m e  x  G  x  a n d  y  G y ,  { x ,  y }  G  E ( T ) .  
Then F is distance-regular, and is called the folded graph, or antipodal quotient of F. In this 
case, F is called the antipodal cover of F. 
Let F be an antipodal distance-regular graph, and let F be its folded graph. Then we have 
the canonical surjective map cp defined by x X. With this, we have: 
Lemma A.3.2. b\ = b2ib^+1 and c'j = C2jC2j-l 
C2 
zeFi (w)n  r 2 j _ 2 (x ) .  • 
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Lemma A.3.5. [39] Let x E V(r) and T be the subgraph induced by (J Fj(:r). Then 0 
j=o 
restricted to T is an isomorphism onto 0(Y). If d  >  4, < f i ( T )  contains all of the neighbors of x .  
Corollary A.3.6. [39] If d > 4, then the structure of the cliques which contain a vertex 
x E V(f) is isomorphic to the structure of the cliques containing the vertex x E F(F). 
It is easy to see that bipartite and antipodal distance-regular graphs of diameter d > 2 
are imprimitive graphs. In fact, if T is a bipartite or an antipodal graph, then F2 or F^ are 
disconnected, respectively. It is clear that when V is connected bipartite graph of diameter 
d > 2, then T2 has two components, and the graphs induced on these components by F% are 
halved graphs of T. Also recall that if F is an antipodal DRG, then we define the folded graph 
of F by taking connected components of F^ as vertices where two components (equivalence 
classes) are adjacent whenever they contain adjacent vertices in F. The following theorem is 
due to Smith, Martinov, and Gardiner, (cf.[8, p.140]) 
Theorem A 3.7. An imprimitive distance-regular graph of valency k > 2 is bipartite or 
antipodal (or both). 
Proof Let F be a imprimitive distance-regular graph of valency k > 2 and diameter d. Since 
if d = 2 then it is clear, so we may assume that d > 3. Let i be the smallest positive 
integer such that T; is disconnected. If x,y,z 6 V(F) form a triple of type (j,i,i); i.e., 
d(x, y) = j, d(x, z) = d(y, z) — i, then > 0 whence any path in F, gives rise to a path in 
Tj. Hence the minimality of i implies that j > i; so T contains no triples of type (j,i,i) with 
j < i. 
Suppose i = 2 < d. Then pick zq and at distance 3 and consider the path zo,%i,Z2,Z3- If 
y E F(zo) A F(zi) then either the triple y, ZQ,  z2 or y, z\, 23 is a triple of forbidden type (1,2,2); 
so 01 = 0 and there are no triangles. If there is a closed cycle C of odd length greater than 3, 
then all vertices of C lie in the same connected component A of Fg; in particular, A contains 
edges of F. Now for any y,z E A which are adjacent in F, all points adjacent in F to y and z 
are in A. This implies A = F as F is connected. This is a contradiction. Therefore, F has no 
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closed odd cycles \ i i  — 2,  and thus F is bipartite. 
Suppose 2 < i < d. Then pick zq, Zd at distance d, and let Z Q ,  Z I ,  . . .  , Z J  be a path of length d. 
Since k > 3, there is y 6 F such that y G F(zj+i) — {zi,Z{+2}. But then d(y,zo) = i +1 with 
l G {0,1,2} and y,zi+i,zi is a triple of forbidden type (j,i,i), j < 2, which is a contradiction. 
Finally, if % = d, then all triples (j, d, d) with j < d are forbidden whence F^ is a disjoint union 
of cliques, hence F is antipodal. • 
Corollary A.3.8. Let F be an imprimitive distance-regular graph of valency k > 2 and 
diameter d. Let I be a subset of {0,1,..., d} such that having distance in I is an equivalence 
r e l a t i o n  o n  y ( F ) .  T h e n  I  i s  o n e  o f  t h e  s e t s  { 0 } ,  { 0 ,  d } ,  { 0 , 2 , 4 , . . . } ,  o r  { 0 , 1 , . . . ,  d } .  
Proof Straightforward from the proof of A.3.7. • 
The following easy observations are useful. 
Lemma A.3.9. [8, p.141] 
(1) Let F be an antipodal graph with folded graph F. Then F is not antipodal except when 
the diameter d(F) < 3, in which case F is complete, or when F is bipartite of d(F) = 4, 
in which case F is complete bipartite. 
(2) If F is a bipartite distance-regular graph with k > 2 and its halved graph F', then F' is 
not bipartite. 
A.4 Commutative association schemes 
In this section, we will recall the basic facts about association schemes, (cf. [1], [8], [19]) 
Definition A.4.1. Let X be a finite set of cardinality v and RQ ,  R I ,  . . . , Rd be a (non-empty) 
binary relation of X; i.e., Ri Ç X x X = {{x,y) : x, y G %}. The configuration (X, {i?i}o<i<d) 
is called a d-class (commutative) association scheme if it satisfies the following axioms: 
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(1) R o  — {(a;, x )  :  x  e X } ,  the diagonal relation 
(2) R qÛ R iÙ  . . .  Ù R d  =  X  x X 
(3) R f  =  { ( y ,  x )  :  ( x ,  y )  G i?j} must be a member of {.Ro, -Ri, • • •, R d } -  Denote Rf = Ri> for 
s o m e  i '  £  { 1 , 2 , ,  d }  
(4) For any h ,  i ,  j  6 {1,2,, d}, and for any ( x ,  y )  E Rh, the number 
P i j  =  \ { z  E  X  :  { x , z )  G R i ,  ( z ,  y )  G R j } \  
does not depend on the choice of x  and y ,  but depends only on i , j ,  h .  
(5) p£j = for all h,i,j = 0,1,...,d, 
Furthermore, an association scheme X  —  ( X ,  ( R i j o < i < d )  is called symmetric if Rf = Ri 
for all i. A symmetric association scheme is necessarily commutative but not vice versa. The 
numbers are called the intersection numbers or parameters of X. The number of elements 
that are in ith relation from a fixed element x is called the it,h valency and denoted by ki\ so 
k i  =  \ { z  G  X  :  ( x ,  z )  G  R i } \  f o r  a n y  i G l .  
Lemma A.4.2. In a d-class association scheme X  —  ( X ,  {i?i}o<i<d), 
d  
1. (a) ki = p%, 0 < i < d, (b) k0 = 1, ki > 0, (c) ki = kv, and (d) v = J2 ki. 
i=0 
2. The intersection numbers have the following identities: 
(a) Poj ~ hi PiO = $ih 
(b) Py = si j i  k i  
(c) 
(d) E Pij = h 
3=0 
(e) khPij = kjpj,h = kip\-, 
a=0 ,8=0 
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Given a d-class association scheme X = (X,  {Ri}o<i<d), let Aq,  A\ , . . . ,  Ad be adjacency 
matrices of X. Then by the definition, we have 
(1)  A 0  = I 
(2) Ao + A\ H + Ad = J 
(3) Af = A{' for some i '  €  {0,1,. . . ,  d }  
(4) AiAj = £ p^Ah 
h=0 
(5) A^Aj = AjAi 
(6) X is symmetric if and only if Af — Ai for all i. 
So AQ, Ai,. . .  , A d  generate a ( d  + l)-dimensional commutative C-algebra U  of v  x v  matrices 
called the Bose-Mesner algebra of X. Since Aq, Ai, ..., Ad are pairwise commutative normal 
matrices, they can be diagonalized simultaneously, and thus we have the decomposition C" = 
Vo © V\ ® • • • © Vd, where each Vj is a common eigenspace for the matrices A,. We may 
suppose that Vq is the 1-dimensional eigenspace corresponding to the eigenvalue v. Let be 
the orthogonal projection <7 -> V t  expressed in a matrix form with respect to the standard 
basis { e x  :  x  6 X}.  Then Eç,  + E\  + • •  •  +  Ed = I ,  EiEj  = SijEi ,  and Eq =  ^  J. By the 
theorem II.3.1 [1], Eq,Ei , - - -  ,Ed form a basis of the primitive idempotents of U. Let p l ( j )  
d d 
be the eigenvalue  o f A{  o n  Vj. Then A, = Let = j 4  ^  Q i { j ) A j  and set 
j=0 j=0 
P  =  ( P i { j )) and Q  =  (q i ( j )) where the ( j ,  i )  entry of P  is p t ( j )  and the ( j ,  i )  entry of Q  is 
Qi(j). The matrices P and Q of degree d + 1 are called the first and second eigenmatrices of 
X respectively. We also call P the character table of X. Note that PQ — QP = vl. Let 
mi = dimVi = rankEi. The positive integer m, are called the multiplicities of X. 
Theorem A.4.3. Let P  —  ( p i ( j ) )  and Q  =  ( q i ( j ) }  be the first and second eigenmatrices of a 
commutative association scheme X respectively. Then the following hold: 
(1) p 0 ( i )  =  1, Pi(0) = k i ,  
(2) go(i) = 1, %(0) = mi, 
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(3) p., ( j )  = Pi( j ) ,  where pt( j ) is the complex conjugate of pi( j ) ,  
(4) q j ( i ) / m j  = P i ( j ) / k i ,  
(5) (The First Orthogonality Relation) E ^; P r ( i ) P r ( j )  =  
r=0 r  1  
d  
(6) (The Second Orthogonality Relation) E r n r P i ( r ) P j ( r )  =  \ X \ k r f i j ,  
r=0 
(7) p i ( r ) p j ( r )  = E P i j P h i r )  { i , j , r  €  {0,1,. . .  ,d}), 
/i—0 
(8) E PiU) = 0 for all 1 < j < d. 
i = 0  
The multiplicities, the Krein parameters, and the intersection numbers are calculated from 
the character table as in the following theorem: 
Theorem A.4.4. The following hold: 
(1) m = m (é,1^ ) • 
(2) P i j  = pfk: E P i ( r ) P j { r ) p h ( r ) m r  =  Î& E Q r ( ^ ) q r ( j ) q r ( h ) / m 2 r ,  
r = 0  r = 0 
(3) 4 = iff E P r ( i ) P r { j ) P r ( h ) / k 2 .  
r=0 
For matrices A, B of the same size, A o B is, by definition, the matrix obtained by the 
entry-wise product of A and B ,  i.e., ( A o B ) i j  =  A i j B i j .  We call AoB the Hadamard product of 
A and B. Note that AQ + Ai -j 1- Ad = J, Aj o Aj — ôijAi. It followes that U is closed under 
the Hadamard product. This commutative algebra with respect to the Hadamard product 
is denoted by û and A Q,  A i ,  •  •  •  ,  A j  are the primitive idempotents. The numbers q^ which 
.  d 
satisfy Ei o Ej = r^r E Qij^h. are called the Krein parameters. U together with the basis 
1  h = 0  
Eo, Ei, • • • Ed is a dual of U together with the basis A Q,  A i ,  •  •  •  ,Ad in the sense that 
(1) |X|Eq — J, the identity of Û, 
(2) Eo + Ei -| h Ed = I, the identity of U, 
(3) Ej — Ei< for some i' 6 {0,1,..., d}, 
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(4) Ei o Ej - jy\ J2 QijEh, 
h—0 
(5) Ei  o  Ej  = Ej  o Ei ,  
(6) Ej  = Ei  for all i  if it is symmetric. 
Proposition A.4.5. The following hold: 
(1) Qoj = àjh, Qio = &ih, 
(2) Qij = àij'fnii 
(3) Qij = Qi'j' ) 
(4) Z 9^ = 
3=0 
(5) rnhq^ = mj^,h = 
(6) E i f jQha = E QkiQfi j i  
a=0 /3=0 
(7) qi{r)qj(r) = E (i , j , r  €  {0,1,. . .  ,d}). 
h=0 
Let % = (X, {i?i}o<i<d) be a commutative association scheme of class d .  Let F, = ( X ,  R i )  
be the graph whose vertex and edge sets are X and Ri respectively. These graphs are called the 
relation graphs of the association scheme. X is said to be primitive if all the are connected 
(i = 1, 2, • • • , d). X is said to be imprimitive if it is not primitive. Let X and y be two 
association schemes. Then they are isomorphic if there is a permutation matrix II such that 
the matrices nAiIIT are the adjacency matrices of y where Ai are adjacency matrices of X. 
Now we will review briefly about fusion and fission of a commutative association scheme. 
Let X = (X, {Ri}o<i<d) and X = (X, {iïQ}o<Q<e) be commutative association schemes defined 
on X. If for every i G {0,1,2, • • • ,d}, Ri Ç Ra for some a 6 {0,1,2, • • • , e}, then we say that 
X is a fusion scheme of X, and Af is a fission scheme of X. For several equivalent criteria for 
fusion refer [2], [3], and [64]. The character table of a commutative fission scheme of class 3 
can be calculated as follows: 
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Proposition A.4.6. [3, Theorem 2.3] Let X = ( X ,  {-Ri}o<i<2) be a symmetric association 
scheme of class 2 with character table 
1 k\ h 1 
P = 1 r t mi 
1 s u 7712 
Suppose X  =  ( X , { R j } 0 < j < 3 )  is a non-symmetric fission scheme of X with three classes such 
that R 2  =  R [ ,  R i  U R - 2  =  R i ,  R s  —  R % ,  Ê \  U Ê2 =  E i ,  Ê s  =  E 2 .  Then the character table P 
of X is given by 
1 \k\ \k\ k2 1 
1 P P t \m\ = rhi P = 
\mi = 7712 1 P P t 
s u 7712 = 7713 
where p  =  \ ( r  +  \ / - v k \ j  
Remark A.4.7. For a given symmetric association scheme X of class 2, we can calculate sev­
eral putative fission tables P using the above proposition A.4.6 without knowing the existence 
of such fission schemes of class 3 in advance. We shall call a character table P feasible if it 
satisfies the following necessary conditions: 
(1) All the multiplicities ihj are integers. 
(2) All the intersection numbers (including the ki = p^,) are non-negative integers. 
(3) All the Krein parameters are non-negative real numbers. 
The fission scheme X of X is realizable if X exists. 
A.5 Mutually orthogonal Latin squares 
Definition A.5.1. A Latin square of order n over an alphabet Q = {1,2,..., n} is an n x n 
array of elements from Q, that satisfies each element of the alphabet appears exactly once in 
any column and row. 
65 
It is easily seen that a Latin square of order n exists for every positive integer n. For 
example, one may label the rows and columns by 1,2,..., n, and take the entry in row i and 
column j to be i + j, where the addition is modulo n. 
Let A  =  [oij] and B  =  [ b { j ]  be two Latin squares of order n  over the alphabet Q .  We say 
that A and B are orthogonal if n2 ordered pairs (a^, fry), for i,j 6 {1,2, ...,n} are distinct 
in Q x Q; so, as a set, {(«y, bij) : i,j G {1,2,... ,n}} = Q x Q. A set £ of Latin squares is 
called mutually orthogonal if every pair of Latin squares in C is orthogonal. The maximum 
number N(n) of mutually orthogonal Latin squares (MOLS) of order n is not known in general. 
However, it is easy to see that N(n) < n — 1. 
A set of n — 1 MOLS of order n is called a complete set of MOLS. It is not known whether 
there exists a complete set of MOLS of order n for any n that is not a power of a prime number. 
For any prime power q, one can easily construct a complete set of q — 1 MOLS of order q. 
The following lemma gives a useful tool when we play with MOLS. 
Lemma A.5.2. Let A = [ai j \  and B = [6^] be two orthogonal Latin squares over the alphabet 
Q — {1,2,..., n}. For any permutation a, r on Q, Aa and BT are orthogonal where the action 
of the permutations is entry wise; i.e., Aa 
Proof Suppose we deny the conclusion. Then there exist two distinct pairs (i,j) and ( k , l )  such 
that (a^,bjj) = %,%). This implies that o?- = a°kl and = bTkl which in turn implies that 
CL{j = aki and = bm which contradicts to the orthogonality of A and B. • 
We now sketch the proof of the following. 
Theorem A.5.3. For every n > 1, 1 < N ( n )  < n — 1. 
Proof Let L\, L2, • • •, Lt be MOLS of order n. Choose a\, . . . ,  ot permutations on Q = 
{1, 2,... ,n} such that L?' has [1,2,..., n] in its first row for each i — 1,2,... Then by the 
above lemma L^1, L^2,..., L"1 are MOLS. Now consider the symbols that can be (2,1)-entries 
of these MOLS. The (2,1 gentries must be all distinct by the mutual orthogonality, and they 
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must come from the set {2, 3,... ,n} being Latin squares. Therefore, t cannot exceed n — 1. 
• 
Suppose we take the finite field Fg of order q as an alphabet Q. Construct q — 1 MOLS 
{ L a  :  a  G  I F * }  o f  o r d e r  q  a s  f o l l o w s .  C o n s i d e r  t h e  q  —  1  p o l y n o m i a l s  o f  t h e  f o r m  f a ( x , y )  =  a x  +  y  
for a G F*, and define (x, y)-entry of La by ax + y for x, y G Fg. Then it is straightforward to 
verify that each La is a Latin square and the set {La : a G F*} is a complete set of q — 1 MOLS. 
(cf. for example, [37, Theorem 8.3].) This set of MOLS is called the desarguesian complete set 
of MOLS of order q. So we have: 
Theorem A.5.4. If q  =  p e  is a prime power, then N ( q )  =  q  —  1. 
One might ask whether for a given prime power q there exist other complete sets of q — 1 
MOLS of order q that are different from the desarguesian complete set of MOLS constructed 
above. The previous lemma A.5.2 indicates that there are indeed other complete sets, if by 
different one only means that, as matrices, the squares are different. For example if we simply 
permute the symbols of any of the q — 1 squares, the resulting set of squares is still orthogonal. 
Such squares are of course very similar to the original ones, and so we ask is there a set which 
is "structurally different" in some fundamental sense? This requires precise meaning to the 
notion of different complete sets of MOLS, where we assume that all are based on the same 
set of symbols. Two complete sets of MOLS of the same order are said to be isomorphic if 
the squares of one set can be obtained from the squares of the other set by applying a fixed 
permutation to the rows of all of the squares of the first set, then by similarly applying a 
fixed permutation to the columns of the resulting squares, and finally by applying a third 
permutation to the symbols. The key point is that the three permutations must be applied to 
each square of the first set. It is known that for all prime powers q = pe > 8 with e > 1, there 
are at least two non-isomorphic sets of MOLS of order q. Thus for such q there is always at 
least one non-desarguesian complete set of MOLS of order q. However, for each of the prime 
powers q = 2,3,4,5,7,8, any complete set of MOLS of order q is isomorphic to those obtained 
from Theorem A.5.4; see [20]. Lam, Kolesova, and Thiel [51] have recently shown that there 
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are exactly 4 non-isomorphic complete sets of MOLS of order 9. (In this thesis, we have used 
only the desarguesian complete set when we need a complete set of MOLS.) 
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APPENDIX B. Adjacency and relation matrices of relevant graphs and 
association schemes 
B.l Adjacency matrices of halved-folded 8-cube, L4(8) and some induced 
subgraphs 
Vertex labeling and adjacency matrix of halved-folded 8-cube 
Vertices of halved-folded 8-cube 
1 00000000 11111111 2 00000011 11111100 
3 00000101 11111010 4 00000110 11111001 
5 00001001 11110110 6 00001010 11110101 
7 00001100 11110011 8 00010001 11101110 
9 00010010 11101101 10 00010100 11101011 
11 00011000 11100111 12 00100001 11011110 
13 00100010 11011101 14 00100100 11011011 
15 00101000 11010111 16 00110000 11001111 
17 01000001 10111110 18 01000010 10111101 
19 01000100 10111011 20 01001000 10110111 
21 01010000 10101111 22 01100000 10011111 
23 11000000 00111111 24 10100000 01011111 
25 10010000 01101111 26 10001000 01110111 
27 10000100 01111011 28 10000010 01111101 
29 10000001 01111110 30 00001111 11110000 
31 00010111 11101000 32 00011011 11100100 
33 00011101 11100010 34 00011110 11100001 
69 
35 00100111 11011000 36 00101011 11010100 
37 00101101 11010010 38 00101110 11010001 
39 00110011 11001100 40 00110101 11001010 
41 00110110 11001001 42 00111001 11000110 
43 00111010 11000101 44 00111100 11000011 
45 01000111 10111000 46 01001011 10110100 
47 01001101 10110010 48 01001110 10110001 
49 01010011 10101100 50 01010101 10101010 
51 01010110 10101001 52 01011001 10100110 
53 01011010 10100101 54 01011100 10100011 
55 01100011 10011100 56 01100101 10011010 
57 01100110 10011001 58 01101001 10010110 
59 01101010 10010101 60 01101100 10010011 
61 01110001 10001110 62 01110010 10001101 
63 01110100 10001011 64 01111000 10000111 
70 



































































10100101 OOTTOOTT lOOIIOOI IIOOOOIT OOOOTTTT 00000000 OTTOTOOT OTOTOTOT 
II0000II TOOTTOOT TTOOTTOO TOTOOTOT TOTOTOTO lOOIOIIO 00000000 TTTTOOOO 
II0000II OTIOOTTO TTOOTTOO OTOTTOTO OTOTOTOT OTTOTOOT 00000000 TTTTOOOO 
00IIII00 OTIOOTTO OOTTOOTT TOTOOTOT TOTOTOTO OTTOTOOT 00000000 TTTTOOOO 
OOIIIIOO TOOTTOOT OOTIOOII OTOTTOTO OTOTOTOT TOOTOTTO 00000000 TTTTOOOO 
OOTITIOO TOOTTOOT TTOOTTOO OTOTTOTO TOTOTOTO OTTOTOOT 00000000 OOOOTTTT 
OOIIIIOO OTIOOTTO TTOOTTOO TOTOOTOT OTOTOTOT TOOTOTTO 00000000 OOOOTTTT 
IIOOOOIT OTIOOTTO OOTIOOII OTOTTOTO TOTOTOTO TOOTOTTO 00000000 OOOOTTTT 
IIOOOOIT TOOTTOOT OOTIOOII TOTOOTOT OTOTOTOT OTTOTOOT 00000000 OOOOTTTT 
TOOTTOOT TTOOOOTT TOTOOTOT TTOOTTOO TOOTOTTO TOTOTOTO TTTTOOOO 00000000 
OTIOOTTO IIOOOOIT OTOTTOTO TTOOTTOO OTTOTOOT OTOTOTOT TTTTOOOO 00000000 
OTIOOTTO OOIIIIOO TOTOOTOT OOTTOOTT OTTOTOOT TOTOTOTO TTTTOOOO 00000000 
TOOTTOOT OOTTTTOO OTOTTOTO OOTIOOII TOOTOTTO OTOTOTOT TTTTOOOO 00000000 
lOOIIOOI OOTITIOO OTOTTOTO TTOOTTOO OTTOTOOT TOTOTOTO OOOOTTTT 00000000 
OTIOOTTO OOIIIIOO TOTOOTOT TTOOTTOO TOOTOTTO OTOTOTOT OOOOTTTT 00000000 
OTIOOTTO IIOOOOIT OTOTTOTO OOTIOOII TOOTOTTO TOTOTOTO OOOOTTTT 00000000 
TOOTTOOT TTOOOOTT TOTOOTOT OOTIOOII OTTOTOOT OTOTOTOT OOOOTTTT 00000000 
(s)^VO J° xn^ra jfoiraoufpy 
£ f O L  M 2519 89 1925 29 0l £ f  19 Z01?8 09 9152 65 5291 85 t'EZO Z5 
09IZ 95 IZ09 55 Z f £ 9  f 9  8S2T- ES fr258 25 SEt2 IS 90ZI 05 ZI90 6 f  
502Z 8fr M89 I f  Z20S 9 f  981^ 9 f  IME f f  0SZ2 £ f  S9M Z f  2ZS0 I f  
928Z O f  1 2 29 6E WIS 8E 510* ZE 29ZE 9E EZ92 SE OMI f £  ISM EE 
21fl 28 8059 18 0895 08 I2Zf 62 9508 82 ZH2 Z2 frZ2I 92 5980 52 
I8SZ f Z  02fr9 82 8IZS 22 Z 0 9 f  12 SZI8 02 fr902 61 Z58I 81 9t20 ZI 
^S9Z 91 SU9 SI 9ZÊS f \  Z9St 81 0128 21 1082 II 2801 01 8210 6 
ZZZZ 8 9999 Z 5555 9 ffff 5 8888 f 2222 8 II11 2 0000 I 
(8)*VO J° saoipaA 
(g)ï'VO J° xu^ui Xauootifp'B pure Suijaqi3j xapayy 
8Z 
OIOIOIOI lOOIOIIO 00000000 IIIIOOOO OOIIIIOO lOOIIOOI OOIIOOII OIOIIOIO 
lOIOIOIO OIIOIOOI 00000000 OOOOIIII OOIIIIOO lOOIIOOI IIOOIIOO OIOIIOIO 
OIOIOIOI lOOIOIIO 00000000 OOOOIIII OOIIIIOO OIIOOIIO IIOOIIOO lOIOOIOI 
lOIOIOIO lOOIOIIO 00000000 OOOOIIII IIOOOOII OIIOOIIO OOIIOOII OIOIIOIO 
OIOIOIOI OIIOIOOI 00000000 OOOOIIII IIOOOOII lOOIIOOI OOIIOOII lOIOOIOI 
lOOIOIIO lOIOIOIO III10000 00000000 lOOIIOOI IIOOOOII lOIOOIOI IIOOIIOO 
OIIOIOOI OIOIOIOI III10000 00000000 OIIOOIIO IIOOOOII OIOIIOIO IIOOIIOO 
OIIOIOOI lOIOIOIO IIIIOOOO 00000000 OIIOOIIO OOIIIIOO lOIOOIOI OOIIOOII 
lOOIOIIO OIOIOIOI IIIIOOOO 00000000 lOOIIOOI OOIIIIOO OIOIIOIO OOIIOOII 
OIIOIOOI lOIOIOIO OOOOIIII 00000000 lOOIIOOI OOIIIIOO OIOIIOIO IIOOIIOO 
lOOIOIIO OIOIOIOI OOOOIIII 00000000 OIIOOIIO OOIIIIOO lOIOOIOI IIOOIIOO 
lOOIOIIO lOIOIOIO OOOOIIII 00000000 OIIOOIIO IIOOOOII OIOIIOIO OOIIOOII 
OIIOIOOI OIOIOIOI OOOOIIII 00000000 lOOIIOOI IIOOOOII lOIOOIOI OOIIOOII 
IIOOIIOO lOIOOIOI IIOOOOII lOOIIOOI 00000000 IIIIOOOO lOIOIOIO lOOIOIIO 
IIOOIIOO OIOIIOIO IIOOOOII OIIOOIIO 00000000 IIIIOOOO OIOIOIOI OIIOIOOI 
OOIIOOII lOIOOIOI OOIIIIOO OIIOOIIO 00000000 IIIIOOOO lOIOIOIO OIIOIOOI 
OOIIOOII OIOIIOIO OOIIIIOO lOOIIOOI 00000000 IIIIOOOO OIOIOIOI lOOIOIIO 
IIOOIIOO OIOIIOIO OOIIIIOO lOOIIOOI 00000000 OOOOIIII lOIOIOIO OIIOIOOI 
IIOOIIOO lOIOOIOI OOIIIIOO OIIOOIIO 00000000 OOOOIIII OIOIOIOI lOOIOIIO 
OOIIOOII OIOIIOIO IIOOOOII OIIOOIIO 00000000 OOOOIIII lOIOIOIO lOOIOIIO 
OOIIOOII lOIOOIOI IIOOOOII lOOIIOOI 00000000 OOOOIIII OIOIOIOI OIIOIOOI 
lOIOOIOI IIOOIIOO lOOIIOOI IIOOOOII IIIIOOOO 00000000 lOOIOIIO lOIOIOIO 
OIOIIOIO IIOOIIOO OIIOOIIO IIOOOOII IIIIOOOO 00000000 OIIOIOOI OIOIOIOI 
lOIOOIOI OOIIOOII OIIOOIIO OOIIIIOO IIIIOOOO 00000000 OIIOIOOI lOIOIOIO 
OIOIIOIO OOIIOOII lOOIIOOI OOIIIIOO IIIIOOOO 00000000 lOOIOIIO OIOIOIOI 
OIOIIOIO IIOOIIOO lOOIIOOI OOIIIIOO OOOOIIII 00000000 OIIOIOOI lOIOIOIO 
lOIOOIOI IIOOIIOO OIIOOIIO OOIIIIOO OOOOIIII 00000000 lOOIOIIO OIOIOIOI 
OIOIIOIO OOIIOOII OIIOOIIO IIOOOOII OOOOIIII 00000000 lOOIOIIO lOIOIOIO 
ÏL 
00000000 IIIIOOOO lOIOIOIO lOOIOIIO IIOOIIOO lOIOOIOI IIOOOOII lOOIIOOI 
00000000 IIIIOOOO OIOIOIOI OIIOIOOI IIOOIIOO OIOIIOIO IIOOOOII OIIOOIIO 
00000000 IIIIOOOO lOIOIOIO OIIOIOOI OOIIOOII lOIOOIOI OOIIIIOO OIIOOIIO 
00000000 IIIIOOOO OIOIOIOI lOOIOIIO OOIIOOII OIOIIOIO OOIIIIOO lOOIIOOI 
00000000 OOOOIIII lOIOIOIO OIIOIOOI IIOOIIOO OIOIIOIO OOIIIIOO lOOIIOOI 
00000000 OOOOIIII OIOIOIOI lOOIOIIO IIOOIIOO lOIOOIOI OOIIIIOO OIIOOIIO 
00000000 OOOOIIII lOIOIOIO lOOIOIIO OOIIOOII OIOIIOIO IIOOOOII OIIOOIIO 
00000000 OOOOIIII OIOIOIOI OIIOIOOI OOIIOOII lOIOOIOI IIOOOOII lOOIIOOI 
IIIIOOOO 00000000 lOOIOIIO lOIOIOIO lOIOOIOI IIOOIIOO lOOIIOOI IIOOOOII 
IIIIOOOO 00000000 OIIOIOOI OIOIOIOI OIOIIOIO IIOOIIOO OIIOOIIO IIOOOOII 
IIIIOOOO 00000000 OIIOIOOI lOIOIOIO lOIOOIOI OOIIOOII OIIOOIIO OOIIIIOO 
IIIIOOOO 00000000 lOOIOIIO OIOIOIOI OIOIIOIO OOIIOOII lOOIIOOI OOIIIIOO 
OOOOIIII 00000000 OIIOIOOI lOIOIOIO OIOIIOIO IIOOIIOO lOOIIOOI OOIIIIOO 
OOOOIIII 00000000 lOOIOIIO OIOIOIOI lOIOOIOI IIOOIIOO OIIOOIIO OOIIIIOO 
OOOOIIII 00000000 lOOIOIIO lOIOIOIO OIOIIOIO OOIIOOII OIIOOIIO IIOOOOII 
OOOOIIII 00000000 OIIOIOOI OIOIOIOI lOIOOIOI OOIIOOII lOOIIOOI IIOOOOII 
lOIOIOIO lOOIOIIO 00000000 IIIIOOOO IIOOOOII lOOIIOOI IIOOIIOO lOIOOIOI 
OIOIOIOI OIIOIOOI 00000000 IIIIOOOO IIOOOOII OIIOOIIO IIOOIIOO OIOIIOIO 
lOIOIOIO OIIOIOOI 00000000 IIIIOOOO OOIIIIOO OIIOOIIO OOIIOOII lOIOOIOI 
sz 
76 
Adjacency matrix of induced subgraph on F(u) U {v} in halved-folded 8-cube 
0 1 1 1 1 0 1 1 0 0 0 1 0 0 1 1 1 0 0 0 0 0 1 0 0 0 1 1 0  
1 0 1 1 0 1 1 0 1 0 0 0 1 0 1 1 0 1 0 0 0 0 1 0 0 1 0 1 0  
1 1 0 0 1 1 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 0 1 0 0 1 1 0 0  
1 1 0 0 1 1 1 0 0 1 0 0 0 1 1 1 0 0 1 0 0 0 1 0 1 0 0 1 0  
1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 0 0 1 0 1 0 1 0 0  
0 1 1 1 1 0 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0 0 1 0 1 1 0 0 0  
1 1 0 1 0 0 0 1 1 1 1 0 0 0 1 1 0 0 0 1 0 0 1 1 0 0 0 1 0  
1 0 1 0 1 0 1 0 1 1 1 1 0 0 0 0 1 0 0 1 0 0 1 1 0 0 1 0 0  
0 1 1 0 0 1 1 1 0 1 1 0 1 0 0 0 0 1 0 1 0 0 1 1 0 1 0 0 0  
0 0 0 1 1 1 1 1 1 0 1 0 0 1 0 0 0 0 1 1 0 0 1 1 1 0 0 0 0  
0 0 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0 0 0 1  
1 0 1 0 1 0 0 1 0 0 1 0 1 1 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1  
0 1 1 0 0 1 0 0 1 0 1 1 0 1 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1  
0 0 0 1 1 1 0 0 0 1 1 1 1 0 1 0 0 0 1 0 1 0 1 0 1 0 0 0 1  
1 1 0 1 0 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 1 0 1 0 0 0 0 1 1  
1 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 1 1 1 1 1 1 1 0 0 0 0 1 0  
1 0 1 0 1 0 0 1 0 0 0 1 0 0 0 1 0 1 1 1 1 1 1 0 0 0 1 0 0  
0 1 1 0 0 1 0 0 1 0 0 0 1 0 0 1 1 0 1 1 1 1 1 0 0 1 0 0 0  
0 0 0 1 1 1 0 0 0 1 0 0 0 1 0 1 1 1 0 1 1 1 1 0 1 0 0 0 0  
0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1  
0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1 1  
0 0 0 1 1 1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 1 1 1 0 1 1 1 1  
0 1 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 1 1 1 1 0 1 1 1  
1 0 1 0 1 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 1 1 1 1 1 0 1 1  
77 
1 1 0 1 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1 1 0 1  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 1 1 1 1 1 1 0  
78 
Adjacency matrix of induced subgraph on F(u) U {u} in Kharaghani's one of 
twin SRGs with parameters (64, 28, 12, 12) 
0 1 1 0 1 1 0 0 1 1 1 0 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0  
1 0 1 1 0 1 0 1 1 0 0 0 1 1 0 0 1 0 0 0 1 0 1 0 0 0 1 1 0  
1 1 0 1 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 0 0 0 1 0 1 0 1 0 0  
0  1 1 0  1 1 1 1 0  0  0  1 1 0  0  0  1 0  1 0  0  0  1 0  0  1 1 0  0  
1 0 1 1 0 1 1 0 0 1 1 1 0 0 0 1 0 0 1 0 0 0 1 0 1 1 0 0 0  
1 1 0 1 1 0 1 0 1 0 0 1 0 1 0 0 0 0 1 0 1 0 1 0 0 1 0 1 0  
0 0 0 1 1 1 0 1 1 1 0 1 0 0 1 0 0 0 1 1 0 0 1 1 0 1 0 0 0  
0 1 1 1 0 0 1 0 1 1 0 0 1 0 1 0 1 0 0 1 0 0 1 1 0 0 1 0 0  
1 1 0 0 0 1 1 1 0 1 0 0 0 1 1 0 0 0 0 1 1 0 1 1 0 0 0 1 0  
1 0 1 0 1 0 1 1 1 0 1 0 0 0 1 1 0 0 0 1 0 0 1 1 1 0 0 0 0  
1 0 1 0 1 0 0 0 0 1 0 1 1 1 1 1 0 1 0 0 0 0 1 0 1 0 0 0 1  
0 0 0 1 1 1 1 0 0 0 1 0 1 1 1 0 0 1 1 0 0 0 1 0 0 1 0 0 1  
0 1 1 1 0 0 0 1 0 0 1 1 0 1 1 0 1 1 0 0 0 0 1 0 0 0 1 0 1  
1 1 0 0 0 1 0 0 1 0 1 1 1 0 1 0 0 1 0 0 1 0 1 0 0 0 0 1 1  
0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 1 0 1 0 0 1 1 0 0 0 0 1  
1 0 1 0 1 0 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1 1 1 0 1 0 0 0 0  
0 1 1 1 0 0 0 1 0 0 0 0 1 0 0 1 0 1 1 1 1 1 1 0 0 0 1 0 0  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0 1  
0 0 0 1 1 1 1 0 0 0 0 1 0 0 0 1 1 1 0 1 1 1 1 0 0 1 0 0 0  
0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 1 0 1 1 1 1 0 0 0 0 0  
1 1 0 0 0 1 0 0 1 0 0 0 0 1 0 1 1 1 1 1 0 1 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0  1 1 1 1  
0 0 0 0 0 0 1 1 1 1 0 0 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1  
1 0 1 0 1 0 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 1 1 1 0 1 1  
0 0 0 1 1 1 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 1 1 1 0 1  
0 
79 
0 1 1 1 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 1 1 1 1 1 0 1 1  
1 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1 1 1 1 1 1 0 1  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 1 0 0 0 1 1 1 1 1 1 1 0  
80 
Adjacency matrix of induced subgraph on F(u) U { v }  in Kharaghani's the other 
twin SRG(64, 28, 12, 12) 
0 1 1 1 1 0 1 1 0 0 0 0 0 1 1 0 1 1 0 0 0 0 1 0 1 1 0 0 0  
1 0 1 1 0 1 0 1 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 1 0 0 0 1  
1 1 0 0 1 1 0 1 0 1 1 0 0 0 1 1 0 1 0 0 0 0 1 0 1 0 1 0 0  
1 1 0 0 1 1 1 0 1 0 0 1 0 1 0 0 1 0 0 0 1 0 1 0 0 1 0 0 1  
1 0 1 1 0 1 1 0 0 1 1 0 0 1 0 1 1 0 0 0 0 0 1 0 0 1 1 0 0  
0 1 1 1 1 0 0 0 1 1 1 1 0 0 0 1 0 0 0 0 1 0 1 0 0 0 1 0 1  
1 0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0  
1 1 1 0 0 0 1 0 1 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0  
0 1 0 1 0 1 1 1 0 1 0 1 1 0 0 0 0 0 0 1 1 0 1 0 0 0 0 1 1  
0 0 1 0 1 1 1 1 1 0 1 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0 1 1 0  
0 0 1 0 1 1 0 0 0 1 0 1 1 1 1 1 0 0 1 0 0 0 1 1 0 0 1 0 0  
0  1 0  1 0  1 0  0  1 0  1 0  1 1 1 0  0  0  1 0  1 0  1 1 0  0  0  0  1  
0 0 0 0 0 0 1 1 1 1 1 1 0 1 1 0 0 0 1 1 0 0 1 1 0 0 0 1 0  
1 0 0 1 1 0 1 0 0 0 1 1 1 0 1 0 1 0 1 0 0 0 1 1 0 1 0 0 0  
1 1 1 0 0 0 0 1 0 0 1 1 1 1 0 0 0 1 1 0 0 0 1 1 1 0 0 0 0  
0 0 1 0 1 1 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 1 0 0  
1 0 0 1 1 0 1 0 0 0 0 0 0 1 0 1 0 1 1 1 1 1 1 0 0 1 0 0 0  
1 1 1 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 1 0 1 0 0 0 0  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0 0 0 0 0  
0 0 0 0 0 0 1 1 1 1 0 0 1 0 0 1 1 1 1 0 1 1 1 0 0 0 0 1 0  
0 1 0 1 0 1 0 0 1 0 0 1 0 0 0 1 1 1 1 1 0 1 1 0 0 0 0 0 1  
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0  1 1 1 1 1 1  
0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 0 1 0 0 1 1 0 1 1 1 1 1  
1 1 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 1 1 1 0 1 1 1 1  
1 0 0 1 1 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 1 1 1 0 1 1 1  
81 
0 0 1 0 1 1 0 0 0 1 1 0 0 0 0 1 0 0 0 0 0 1 1 1 1 1 0 1 1  
0 0 0 0 0 0 1 1 1 1 0 0 1 0 0 0 0 0 0 1 0 1 1 1 1 1 1 0 1  
0 1 0 1 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0  
82 
B.2 Relation matrices of 3-class fission schemes of halved-folded 8-cube 








































































































































B.3 Symmetric Bush-type Hadamard matrices (SBHMs) of order 64 
The symbol '5' in the table indicates the entry '—1' throughout this section. 
The SBHMs #2, #3 are the ones discussed in Section 3.2. 
SBHM -HI 
11111111 15151515 11551155 15511551 11115555 15155151 11555511 15515115 
11111111 51515151 11551155 51155115 11115555 51511515 11555511 51151551 
11111111 15151515 55115511 51155115 11115555 15155151 55111155 51151551 
11111111 51515151 55115511 15511551 11115555 51511515 55111155 15515115 
11111111 15151515 11551155 15511551 55551111 51511515 55111155 51151551 
11111111 51515151 11551155 51155115 55551111 15155151 55111155 15515115 
11111111 15151515 55115511 51155115 55551111 51511515 11555511 15515115 
11111111 51515151 55115511 15511551 55551111 15155151 11555511 51151551 
15151515 11111111 15511551 11551155 15155151 11115555 15515115 11555511 
51515151 11111111 51155115 11551155 51511515 11115555 51151551 11555511 
15151515 11111111 51155115 55115511 15155151 11115555 51151551 55111155 
51515151 11111111 15511551 55115511 51511515 11115555 15515115 55111155 
15151515 11111111 15511551 11551155 51511515 55551111 51151551 55111155 
51515151 11111111 51155115 11551155 15155151 55551111 15515115 55111155 
15151515 11111111 51155115 55115511 51511515 55551111 15515115 11555511 
51515151 11111111 15511551 55115511 15155151 55551111 51151551 11555511 
11551155 15511551 11111111 15151515 11555511 15515115 11115555 15155151 
11551155 51155115 11111111 51515151 11555511 51151551 11115555 51511515 
55115511 51155115 11111111 15151515 55111155 51151551 11115555 15155151 
55115511 15511551 11111111 51515151 55111155 15515115 11115555 51511515 
11551155 15511551 11111111 15151515 55111155 51151551 55551111 51511515 
11551155 51155115 11111111 51515151 55111155 15515115 55551111 15155151 
55115511 51155115 11111111 15151515 11555511 15515115 55551111 51511515 
89 
55115511 15511551 11111111 51515151 11555511 51151551 55551111 15155151 
15511551 11551155 15151515 11111111 15515115 11555511 15155151 11115555 
51155115 11551155 51515151 11111111 51151551 11555511 51511515 11115555 
51155115 55115511 15151515 11111111 51151551 55111155 15155151 11115555 
15511551 55115511 51515151 11111111 15515115 55111155 51511515 11115555 
15511551 11551155 15151515 11111111 51151551 55111155 51511515 55551111 
51155115 11551155 51515151 11111111 15515115 55111155 15155151 55551111 
51155115 55115511 15151515 11111111 15515115 11555511 51511515 55551111 
15511551 55115511 51515151 11111111 51151551 11555511 15155151 55551111 
11115555 15155151 11555511 15515115 11111111 15151515 11551155 15511551 
11115555 51511515 11555511 51151551 11111111 51515151 11551155 51155115 
11115555 15155151 55111155 51151551 11111111 15151515 55115511 51155115 
11115555 51511515 55111155 15515115 11111111 51515151 55115511 15511551 
55551111 51511515 55111155 51151551 11111111 15151515 11551155 15511551 
55551111 15155151 55111155 15515115 11111111 51515151 11551155 51155115 
55551111 51511515 11555511 15515115 11111111 15151515 55115511 51155115 
55551111 15155151 11555511 51151551 11111111 51515151 55115511 15511551 
15155151 11115555 15515115 11555511 15151515 11111111 15511551 11551155 
51511515 11115555 51151551 11555511 51515151 11111111 51155115 11551155 
15155151 11115555 51151551 55111155 15151515 11111111 51155115 55115511 
51511515 11115555 15515115 55111155 51515151 11111111 15511551 55115511 
51511515 55551111 51151551 55111155 15151515 11111111 15511551 11551155 
15155151 55551111 15515115 55111155 51515151 11111111 51155115 11551155 
51511515 55551111 15515115 11555511 15151515 11111111 51155115 55115511 
15155151 55551111 51151551 11555511 51515151 11111111 15511551 55115511 
11555511 15515115 11115555 15155151 11551155 15511551 11111111 15151515 
11555511 51151551 11115555 51511515 11551155 51155115 11111111 51515151 
55111155 51151551 11115555 15155151 55115511 51155115 11111111 15151515 
90 
55111155 15515115 11115555 51511515 55115511 15511551 11111111 51515151 
55111155 51151551 55551111 51511515 11551155 15511551 11111111 15151515 
55111155 15515115 55551111 15155151 11551155 51155115 11111111 51515151 
11555511 15515115 55551111 51511515 55115511 51155115 11111111 15151515 
11555511 51151551 55551111 15155151 55115511 15511551 11111111 51515151 
15515115 11555511 15155151 11115555 15511551 11551155 15151515 11111111 
51151551 11555511 51511515 11115555 51155115 11551155 51515151 11111111 
51151551 55111155 15155151 11115555 51155115 55115511 15151515 11111111 
15515115 55111155 51511515 11115555 15511551 55115511 51515151 11111111 
51151551 55111155 51511515 55551111 15511551 11551155 15151515 11111111 
15515115 55111155 15155151 55551111 51155115 11551155 51515151 11111111 
15515115 11555511 51511515 55551111 51155115 55115511 15151515 11111111 
51151551 11555511 15155151 55551111 15511551 55115511 51515151 11111111 
91 
SBHM H2  
11111111 11115555 15151515 15515115 11551155 15155151 11555511 15511551 
11111111 11115555 51515151 51151551 11551155 51511515 11555511 51155115 
11111111 11115555 15151515 51151551 55115511 15155151 55111155 51155115 
11111111 11115555 51515151 15515115 55115511 51511515 55111155 15511551 
11111111 55551111 15151515 51151551 11551155 51511515 55111155 15511551 
11111111 55551111 51515151 15515115 11551155 15155151 55111155 51155115 
11111111 55551111 15151515 15515115 55115511 51511515 11555511 51155115 
11111111 55551111 51515151 51151551 55115511 15155151 11555511 15511551 
11115555 11111111 15515115 15151515 15155151 11551155 15511551 11555511 
11115555 11111111 51151551 51515151 51511515 11551155 51155115 11555511 
11115555 11111111 51151551 15151515 15155151 55115511 51155115 55111155 
11115555 11111111 15515115 51515151 51511515 55115511 15511551 55111155 
55551111 11111111 51151551 15151515 51511515 11551155 15511551 55111155 
55551111 11111111 15515115 51515151 15155151 11551155 51155115 55111155 
55551111 11111111 15515115 15151515 51511515 55115511 51155115 11555511 
55551111 11111111 51151551 51515151 15155151 55115511 15511551 11555511 
15151515 15515115 11111111 11115555 11555511 15511551 11551155 15155151 
51515151 51151551 11111111 11115555 11555511 51155115 11551155 51511515 
15151515 51151551 11111111 11115555 55111155 51155115 55115511 15155151 
51515151 15515115 11111111 11115555 55111155 15511551 55115511 51511515 
15151515 51151551 11111111 55551111 55111155 15511551 11551155 51511515 
51515151 15515115 11111111 55551111 55111155 51155115 11551155 15155151 
15151515 15515115 11111111 55551111 11555511 51155115 55115511 51511515 
51515151 51151551 11111111 55551111 11555511 15511551 55115511 15155151 
15515115 15151515 11115555 11111111 15511551 11555511 15155151 11551155 
51151551 51515151 11115555 11111111 51155115 11555511 51511515 11551155 
51151551 15151515 11115555 11111111 51155115 55111155 15155151 55115511 
92 
15515115 51515151 11115555 11111111 15511551 55111155 51511515 55115511 
51151551 15151515 55551111 11111111 15511551 55111155 51511515 11551155 
15515115 51515151 55551111 11111111 51155115 55111155 15155151 11551155 
15515115 15151515 55551111 11111111 51155115 11555511 51511515 55115511 
51151551 51515151 55551111 11111111 15511551 11555511 15155151 55115511 
11551155 15155151 11555511 15511551 11111111 11115555 15151515 15515115 
11551155 51511515 11555511 51155115 11111111 11115555 51515151 51151551 
55115511 15155151 55111155 51155115 11111111 11115555 15151515 51151551 
55115511 51511515 55111155 15511551 11111111 11115555 51515151 15515115 
11551155 51511515 55111155 15511551 11111111 55551111 15151515 51151551 
11551155 15155151 55111155 51155115 11111111 55551111 51515151 15515115 
55115511 51511515 11555511 51155115 11111111 55551111 15151515 15515115 
55115511 15155151 11555511 15511551 11111111 55551111 51515151 51151551 
15155151 11551155 15511551 11555511 11115555 11111111 15515115 15151515 
51511515 11551155 51155115 11555511 11115555 11111111 51151551 51515151 
15155151 55115511 51155115 55111155 11115555 11111111 51151551 15151515 
51511515 55115511 15511551 55111155 11115555 11111111 15515115 51515151 
51511515 11551155 15511551 55111155 55551111 11111111 51151551 15151515 
15155151 11551155 51155115 55111155 55551111 11111111 15515115 51515151 
51511515 55115511 51155115 11555511 55551111 11111111 15515115 15151515 
15155151 55115511 15511551 11555511 55551111 11111111 51151551 51515151 
11555511 15511551 11551155 15155151 15151515 15515115 11111111 11115555 
11555511 51155115 11551155 51511515 51515151 51151551 11111111 11115555 
55111155 51155115 55115511 15155151 15151515 51151551 11111111 11115555 
55111155 15511551 55115511 51511515 51515151 15515115 11111111 11115555 
55111155 15511551 11551155 51511515 15151515 51151551 11111111 55551111 
55111155 51155115 11551155 15155151 51515151 15515115 11111111 55551111 
11555511 51155115 55115511 51511515 15151515 15515115 11111111 55551111 
93 
11555511 15511551 55115511 15155151 51515151 51151551 11111111 5555 
15511551 11555511 15155151 11551155 15515115 15151515 11115555 1111 
51155115 11555511 51511515 11551155 51151551 51515151 11115555 1111 
51155115 55111155 15155151 55115511 51151551 15151515 11115555 1111 
15511551 55111155 51511515 55115511 15515115 51515151 11115555 1111 
15511551 55111155 51511515 11551155 51151551 15151515 55551111 1111 
51155115 55111155 15155151 11551155 15515115 51515151 55551111 1111 
51155115 11555511 51511515 55115511 15515115 15151515 55551111 1111 
15511551 11555511 15155151 55115511 51151551 51515151 55551111 1111 
94 
SBHM H3  
11111111 11115555 15151515 15511551 11551155 15155151 11555511 15515115 
11111111 11115555 51515151 51155115 11551155 51511515 11555511 51151551 
11111111 11115555 15151515 51155115 55115511 15155151 55111155 51151551 
11111111 11115555 51515151 15511551 55115511 51511515 55111155 15515115 
11111111 55551111 15151515 15511551 11551155 51511515 55111155 51151551 
11111111 55551111 51515151 51155115 11551155 15155151 55111155 15515115 
11111111 55551111 15151515 51155115 55115511 51511515 11555511 15515115 
11111111 55551111 51515151 15511551 55115511 15155151 11555511 51151551 
11115555 11111111 15511551 15151515 15155151 11551155 15515115 11555511 
11115555 11111111 51155115 51515151 51511515 11551155 51151551 11555511 
11115555 11111111 51155115 15151515 15155151 55115511 51151551 55111155 
11115555 11111111 15511551 51515151 51511515 55115511 15515115 55111155 
55551111 11111111 15511551 15151515 51511515 11551155 51151551 55111155 
55551111 11111111 51155115 51515151 15155151 11551155 15515115 55111155 
55551111 11111111 51155115 15151515 51511515 55115511 15515115 11555511 
55551111 11111111 15511551 51515151 15155151 55115511 51151551 11555511 
15151515 15511551 11111111 11115555 11555511 15515115 11551155 15155151 
51515151 51155115 11111111 11115555 11555511 51151551 11551155 51511515 
15151515 51155115 11111111 11115555 55111155 51151551 55115511 15155151 
51515151 15511551 11111111 11115555 55111155 15515115 55115511 51511515 
15151515 15511551 11111111 55551111 55111155 51151551 11551155 51511515 
51515151 51155115 11111111 55551111 55111155 15515115 11551155 15155151 
15151515 51155115 11111111 55551111 11555511 15515115 55115511 51511515 
51515151 15511551 11111111 55551111 11555511 51151551 55115511 15155151 
15511551 15151515 11115555 11111111 15515115 11555511 15155151 11551155 
51155115 51515151 11115555 11111111 51151551 11555511 51511515 11551155 
51155115 15151515 11115555 11111111 51151551 55111155 15155151 55115511 
95 
15511551 51515151 11115555 11111111 15515115 55111155 51511515 55115511 
15511551 15151515 55551111 11111111 51151551 55111155 51511515 11551155 
51155115 51515151 55551111 11111111 15515115 55111155 15155151 11551155 
51155115 15151515 55551111 11111111 15515115 11555511 51511515 55115511 
15511551 51515151 55551111 11111111 51151551 11555511 15155151 55115511 
11551155 15155151 11555511 15515115 11111111 11115555 15151515 15511551 
11551155 51511515 11555511 51151551 11111111 11115555 51515151 51155115 
55115511 15155151 55111155 51151551 11111111 11115555 15151515 51155115 
55115511 51511515 55111155 15515115 11111111 11115555 51515151 15511551 
11551155 51511515 55111155 51151551 11111111 55551111 15151515 15511551 
11551155 15155151 55111155 15515115 11111111 55551111 51515151 51155115 
55115511 51511515 11555511 15515115 11111111 55551111 15151515 51155115 
55115511 15155151 11555511 51151551 11111111 55551111 51515151 15511551 
15155151 11551155 15515115 11555511 11115555 11111111 15511551 15151515 
51511515 11551155 51151551 11555511 11115555 11111111 51155115 51515151 
15155151 55115511 51151551 55111155 11115555 11111111 51155115 15151515 
51511515 55115511 15515115 55111155 11115555 11111111 15511551 51515151 
51511515 11551155 51151551 55111155 55551111 11111111 15511551 15151515 
15155151 11551155 15515115 55111155 55551111 11111111 51155115 51515151 
51511515 55115511 15515115 11555511 55551111 11111111 51155115 15151515 
15155151 55115511 51151551 11555511 55551111 11111111 15511551 51515151 
11555511 15515115 11551155 15155151 15151515 15511551 11111111 11115555 
11555511 51151551 11551155 51511515 51515151 51155115 11111111 11115555 
55111155 51151551 55115511 15155151 15151515 51155115 11111111 11115555 
55111155 15515115 55115511 51511515 51515151 15511551 11111111 11115555 
55111155 51151551 11551155 51511515 15151515 15511551 11111111 55551111 
55111155 15515115 11551155 15155151 51515151 51155115 11111111 55551111 
11555511 15515115 55115511 51511515 15151515 51155115 11111111 55551111 
96 
11555511 51151551 55115511 15155151 51515151 15511551 11111111 5555 
15515115 11555511 15155151 11551155 15511551 15151515 11115555 1111 
51151551 11555511 51511515 11551155 51155115 51515151 11115555 1111 
51151551 55111155 15155151 55115511 51155115 15151515 11115555 1111 
15515115 55111155 51511515 55115511 15511551 51515151 11115555 1111 
51151551 55111155 51511515 11551155 15511551 15151515 55551111 1111 
15515115 55111155 15155151 11551155 51155115 51515151 55551111 1111 
15515115 11555511 51511515 55115511 51155115 15151515 55551111 1111 
51151551 11555511 15155151 55115511 15511551 51515151 55551111 1111 
97 
B.4 Relation Matrices of 3-class imprimitive symmetric schemes obtained 
from SBHMs of order 64 
The SBHMs H I ,H 2 , H S  are the ones discussed in Section 3.2. 
Scheme from SBHM Hi 
03333333 12121212 11221122 12211221 11112222 12122121 11222211 12212112 
30333333 21212121 11221122 21122112 11112222 21211212 11222211 21121221 
33033333 12121212 22112211 21122112 11112222 12122121 22111122 21121221 
33303333 21212121 22112211 12211221 11112222 21211212 22111122 12212112 
33330333 12121212 11221122 12211221 22221111 21211212 22111122 21121221 
33333033 21212121 11221122 21122112 22221111 12122121 22111122 12212112 
33333303 12121212 22112211 21122112 22221111 21211212 11222211 12212112 
33333330 21212121 22112211 12211221 22221111 12122121 11222211 21121221 
12121212 03333333 12211221 11221122 12122121 11112222 12212112 11222211 
21212121 30333333 21122112 11221122 21211212 11112222 21121221 11222211 
12121212 33033333 21122112 22112211 12122121 11112222 21121221 22111122 
21212121 33303333 12211221 22112211 21211212 11112222 12212112 22111122 
12121212 33330333 12211221 11221122 21211212 22221111 21121221 22111122 
21212121 33333033 21122112 11221122 12122121 22221111 12212112 22111122 
12121212 33333303 21122112 22112211 21211212 22221111 12212112 11222211 
21212121 33333330 12211221 22112211 12122121 22221111 21121221 11222211 
11221122 12211221 03333333 12121212 11222211 12212112 11112222 12122121 
11221122 21122112 30333333 21212121 11222211 21121221 11112222 21211212 
22112211 21122112 33033333 12121212 22111122 21121221 11112222 12122121 
22112211 12211221 33303333 21212121 22111122 12212112 11112222 21211212 
11221122 12211221 33330333 12121212 22111122 21121221 22221111 21211212 
11221122 21122112 33333033 21212121 22111122 12212112 22221111 12122121 
98 
22112211 21122112 33333303 12121212 11222211 12212112 22221111 21211212 
22112211 12211221 33333330 21212121 11222211 21121221 22221111 12122121 
12211221 11221122 12121212 03333333 12212112 11222211 12122121 11112222 
21122112 11221122 21212121 30333333 21121221 11222211 21211212 11112222 
21122112 22112211 12121212 33033333 21121221 22111122 12122121 11112222 
12211221 22112211 21212121 33303333 12212112 22111122 21211212 11112222 
12211221 11221122 12121212 33330333 21121221 22111122 21211212 22221111 
21122112 11221122 21212121 33333033 12212112 22111122 12122121 22221111 
21122112 22112211 12121212 33333303 12212112 11222211 21211212 22221111 
12211221 22112211 21212121 33333330 21121221 11222211 12122121 22221111 
11112222 12122121 11222211 12212112 03333333 12121212 11221122 12211221 
11112222 21211212 11222211 21121221 30333333 21212121 11221122 21122112 
11112222 12122121 22111122 21121221 33033333 12121212 22112211 21122112 
11112222 21211212 22111122 12212112 33303333 21212121 22112211 12211221 
22221111 21211212 22111122 21121221 33330333 12121212 11221122 12211221 
22221111 12122121 22111122 12212112 33333033 21212121 11221122 21122112 
22221111 21211212 11222211 12212112 33333303 12121212 22112211 21122112 
22221111 12122121 11222211 21121221 33333330 21212121 22112211 12211221 
12122121 11112222 12212112 11222211 12121212 03333333 12211221 11221122 
21211212 11112222 21121221 11222211 21212121 30333333 21122112 11221122 
12122121 11112222 21121221 22111122 12121212 33033333 21122112 22112211 
21211212 11112222 12212112 22111122 21212121 33303333 12211221 22112211 
21211212 22221111 21121221 22111122 12121212 33330333 12211221 11221122 
12122121 22221111 12212112 22111122 21212121 33333033 21122112 11221122 
21211212 22221111 12212112 11222211 12121212 33333303 21122112 22112211 
12122121 22221111 21121221 11222211 21212121 33333330 12211221 22112211 
11222211 12212112 11112222 12122121 11221122 12211221 03333333 12121212 
11222211 21121221 11112222 21211212 11221122 21122112 30333333 21212121 
99 
22111122 21121221 11112222 12122121 22112211 21122112 33033333 12121212 
22111122 12212112 11112222 21211212 22112211 12211221 33303333 21212121 
22111122 21121221 22221111 21211212 11221122 12211221 33330333 12121212 
22111122 12212112 22221111 12122121 11221122 21122112 33333033 21212121 
11222211 12212112 22221111 21211212 22112211 21122112 33333303 12121212 
11222211 21121221 22221111 12122121 22112211 12211221 33333330 21212121 
12212112 11222211 12122121 11112222 12211221 11221122 12121212 03333333 
21121221 11222211 21211212 11112222 21122112 11221122 21212121 30333333 
21121221 22111122 12122121 11112222 21122112 22112211 12121212 33033333 
12212112 22111122 21211212 11112222 12211221 22112211 21212121 33303333 
21121221 22111122 21211212 22221111 12211221 11221122 12121212 33330333 
12212112 22111122 12122121 22221111 21122112 11221122 21212121 33333033 
12212112 11222211 21211212 22221111 21122112 22112211 12121212 33333303 
21121221 11222211 12122121 22221111 12211221 22112211 21212121 33333330 
100 
Scheme from SBHM H2 
03333333 11112222 12121212 12212112 11221122 12122121 11222211 12211221 
30333333 11112222 21212121 21121221 11221122 21211212 11222211 21122112 
33033333 11112222 12121212 21121221 22112211 12122121 22111122 21122112 
33303333 11112222 21212121 12212112 22112211 21211212 22111122 12211221 
33330333 22221111 12121212 21121221 11221122 21211212 22111122 12211221 
33333033 22221111 21212121 12212112 11221122 12122121 22111122 21122112 
33333303 22221111 12121212 12212112 22112211 21211212 11222211 21122112 
33333330 22221111 21212121 21121221 22112211 12122121 11222211 12211221 
11112222 03333333 12212112 12121212 12122121 11221122 12211221 11222211 
11112222 30333333 21121221 21212121 21211212 11221122 21122112 11222211 
11112222 33033333 21121221 12121212 12122121 22112211 21122112 22111122 
11112222 33303333 12212112 21212121 21211212 22112211 12211221 22111122 
22221111 33330333 21121221 12121212 21211212 11221122 12211221 22111122 
22221111 33333033 12212112 21212121 12122121 11221122 21122112 22111122 
22221111 33333303 12212112 12121212 21211212 22112211 21122112 11222211 
22221111 33333330 21121221 21212121 12122121 22112211 12211221 11222211 
12121212 12212112 03333333 11112222 11222211 12211221 11221122 12122121 
21212121 21121221 30333333 11112222 11222211 21122112 11221122 21211212 
12121212 21121221 33033333 11112222 22111122 21122112 22112211 12122121 
21212121 12212112 33303333 11112222 22111122 12211221 22112211 21211212 
12121212 21121221 33330333 22221111 22111122 12211221 11221122 21211212 
21212121 12212112 33333033 22221111 22111122 21122112 11221122 12122121 
12121212 12212112 33333303 22221111 11222211 21122112 22112211 21211212 
21212121 21121221 33333330 22221111 11222211 12211221 22112211 12122121 
12212112 12121212 11112222 03333333 12211221 11222211 12122121 11221122 
21121221 21212121 11112222 30333333 21122112 11222211 21211212 11221122 



















































































































11222211 12211221 22112211 12122121 21212121 21121221 33333330 22221111 
12211221 11222211 12122121 11221122 12212112 12121212 11112222 03333333 
21122112 11222211 21211212 11221122 21121221 21212121 11112222 30333333 
21122112 22111122 12122121 22112211 21121221 12121212 11112222 33033333 
12211221 22111122 21211212 22112211 12212112 21212121 11112222 33303333 
12211221 22111122 21211212 11221122 21121221 12121212 22221111 33330333 
21122112 22111122 12122121 11221122 12212112 21212121 22221111 33333033 
21122112 11222211 21211212 22112211 12212112 12121212 22221111 33333303 
12211221 11222211 12122121 22112211 21121221 21212121 22221111 33333330 
103 
Scheme from SBHM H3 
03333333 11112222 12121212 12211221 11221122 12122121 11222211 12212112 
30333333 11112222 21212121 21122112 11221122 21211212 11222211 21121221 
33033333 11112222 12121212 21122112 22112211 12122121 22111122 21121221 
33303333 11112222 21212121 12211221 22112211 21211212 22111122 12212112 
33330333 22221111 12121212 12211221 11221122 21211212 22111122 21121221 
33333033 22221111 21212121 21122112 11221122 12122121 22111122 12212112 
33333303 22221111 12121212 21122112 22112211 21211212 11222211 12212112 
33333330 22221111 21212121 12211221 22112211 12122121 11222211 21121221 
11112222 03333333 12211221 12121212 12122121 11221122 12212112 11222211 
11112222 30333333 21122112 21212121 21211212 11221122 21121221 11222211 
11112222 33033333 21122112 12121212 12122121 22112211 21121221 22111122 
11112222 33303333 12211221 21212121 21211212 22112211 12212112 22111122 
22221111 33330333 12211221 12121212 21211212 11221122 21121221 22111122 
22221111 33333033 21122112 21212121 12122121 11221122 12212112 22111122 
22221111 33333303 21122112 12121212 21211212 22112211 12212112 11222211 
22221111 33333330 12211221 21212121 12122121 22112211 21121221 11222211 
12121212 12211221 03333333 11112222 11222211 12212112 11221122 12122121 
21212121 21122112 30333333 11112222 11222211 21121221 11221122 21211212 
12121212 21122112 33033333 11112222 22111122 21121221 22112211 12122121 
21212121 12211221 33303333 11112222 22111122 12212112 22112211 21211212 
12121212 12211221 33330333 22221111 22111122 21121221 11221122 21211212 
21212121 21122112 33333033 22221111 22111122 12212112 11221122 12122121 
12121212 21122112 33333303 22221111 11222211 12212112 22112211 21211212 
21212121 12211221 33333330 22221111 11222211 21121221 22112211 12122121 
12211221 12121212 11112222 03333333 12212112 11222211 12122121 11221122 
21122112 21212121 11112222 30333333 21121221 11222211 21211212 11221122 
21122112 12121212 11112222 33033333 21121221 22111122 12122121 22112211 
104 
12211221 21212121 11112222 33303333 12212112 22111122 21211212 22112211 
12211221 12121212 22221111 33330333 21121221 22111122 21211212 11221122 
21122112 21212121 22221111 33333033 12212112 22111122 12122121 11221122 
21122112 12121212 22221111 33333303 12212112 11222211 21211212 22112211 
12211221 21212121 22221111 33333330 21121221 11222211 12122121 22112211 
11221122 12122121 11222211 12212112 03333333 11112222 12121212 12211221 
11221122 21211212 11222211 21121221 30333333 11112222 21212121 21122112 
22112211 12122121 22111122 21121221 33033333 11112222 12121212 21122112 
22112211 21211212 22111122 12212112 33303333 11112222 21212121 12211221 
11221122 21211212 22111122 21121221 33330333 22221111 12121212 12211221 
11221122 12122121 22111122 12212112 33333033 22221111 21212121 21122112 
22112211 21211212 11222211 12212112 33333303 22221111 12121212 21122112 
22112211 12122121 11222211 21121221 33333330 22221111 21212121 12211221 
12122121 11221122 12212112 11222211 11112222 03333333 12211221 12121212 
21211212 11221122 21121221 11222211 11112222 30333333 21122112 21212121 
12122121 22112211 21121221 22111122 11112222 33033333 21122112 12121212 
21211212 22112211 12212112 22111122 11112222 33303333 12211221 21212121 
21211212 11221122 21121221 22111122 22221111 33330333 12211221 12121212 
12122121 11221122 12212112 22111122 22221111 33333033 21122112 21212121 
21211212 22112211 12212112 11222211 22221111 33333303 21122112 12121212 
12122121 22112211 21121221 11222211 22221111 33333330 12211221 21212121 
11222211 12212112 11221122 12122121 12121212 12211221 03333333 11112222 
11222211 21121221 11221122 21211212 21212121 21122112 30333333 11112222 
22111122 21121221 22112211 12122121 12121212 21122112 33033333 11112222 
22111122 12212112 22112211 21211212 21212121 12211221 33303333 11112222 
22111122 21121221 11221122 21211212 12121212 12211221 33330333 22221111 
22111122 12212112 11221122 12122121 21212121 21122112 33333033 22221111 
11222211 12212112 22112211 21211212 12121212 21122112 33333303 22221111 
105 
11222211 21121221 22112211 12122121 21212121 12211221 33333330 22221111 
12212112 11222211 12122121 11221122 12211221 12121212 11112222 03333333 
21121221 11222211 21211212 11221122 21122112 21212121 11112222 30333333 
21121221 22111122 12122121 22112211 21122112 12121212 11112222 33033333 
12212112 22111122 21211212 22112211 12211221 21212121 11112222 33303333 
21121221 22111122 21211212 11221122 12211221 12121212 22221111 33330333 
12212112 22111122 12122121 11221122 21122112 21212121 22221111 33333033 
12212112 11222211 21211212 22112211 21122112 12121212 22221111 33333303 
21121221 11222211 12122121 22112211 12211221 21212121 22221111 33333330 
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B.5 Relation matrices of 3-class imprimitive non-symmetric schemes 
obtained from SBHMs of order 64 
The SBHMs H i ,H 2 , H 3 are the ones discussed in Section 3.2. 
Scheme from SBHM Hi 
03333333 12121212 11221122 12211221 11112222 12122121 11222211 12212112 
30333333 21212121 11221122 21122112 11112222 21211212 11222211 21121221 
33033333 12121212 22112211 21122112 11112222 12122121 22111122 21121221 
33303333 21212121 22112211 12211221 11112222 21211212 22111122 12212112 
33330333 12121212 11221122 12211221 22221111 21211212 22111122 21121221 
33333033 21212121 11221122 21122112 22221111 12122121 22111122 12212112 
33333303 12121212 22112211 21122112 22221111 21211212 11222211 12212112 
33333330 21212121 22112211 12211221 22221111 12122121 11222211 21121221 
21212121 03333333 12211221 11221122 12122121 11112222 12212112 11222211 
12121212 30333333 21122112 11221122 21211212 11112222 21121221 11222211 
21212121 33033333 21122112 22112211 12122121 11112222 21121221 22111122 
12121212 33303333 12211221 22112211 21211212 11112222 12212112 22111122 
21212121 33330333 12211221 11221122 21211212 22221111 21121221 22111122 
12121212 33333033 21122112 11221122 12122121 22221111 12212112 22111122 
21212121 33333303 21122112 22112211 21211212 22221111 12212112 11222211 
12121212 33333330 12211221 22112211 12122121 22221111 21121221 11222211 
22112211 21122112 03333333 12121212 11222211 12212112 11112222 12122121 
22112211 12211221 30333333 21212121 11222211 21121221 11112222 21211212 
11221122 12211221 33033333 12121212 22111122 21121221 11112222 12122121 
11221122 21122112 33303333 21212121 22111122 12212112 11112222 21211212 
22112211 21122112 33330333 12121212 22111122 21121221 22221111 21211212 
22112211 12211221 33333033 21212121 22111122 12212112 22221111 12122121 
107 
11221122 12211221 33333303 12121212 11222211 12212112 22221111 21211212 
11221122 21122112 33333330 21212121 11222211 21121221 22221111 12122121 
21122112 22112211 21212121 03333333 12212112 11222211 12122121 11112222 
12211221 22112211 12121212 30333333 21121221 11222211 21211212 11112222 
12211221 11221122 21212121 33033333 21121221 22111122 12122121 11112222 
21122112 11221122 12121212 33303333 12212112 22111122 21211212 11112222 
21122112 22112211 21212121 33330333 21121221 22111122 21211212 22221111 
12211221 22112211 12121212 33333033 12212112 22111122 12122121 22221111 
12211221 11221122 21212121 33333303 12212112 11222211 21211212 22221111 
21122112 11221122 12121212 33333330 21121221 11222211 12122121 22221111 
22221111 21211212 22111122 21121221 03333333 12121212 11221122 12211221 
22221111 12122121 22111122 12212112 30333333 21212121 11221122 21122112 
22221111 21211212 11222211 12212112 33033333 12121212 22112211 21122112 
22221111 12122121 11222211 21121221 33303333 21212121 22112211 12211221 
11112222 12122121 11222211 12212112 33330333 12121212 11221122 12211221 
11112222 21211212 11222211 21121221 33333033 21212121 11221122 21122112 
11112222 12122121 22111122 21121221 33333303 12121212 22112211 21122112 
11112222 21211212 22111122 12212112 33333330 21212121 22112211 12211221 
21211212 22221111 21121221 22111122 21212121 03333333 12211221 11221122 
12122121 22221111 12212112 22111122 12121212 30333333 21122112 11221122 
21211212 22221111 12212112 11222211 21212121 33033333 21122112 22112211 
12122121 22221111 21121221 11222211 12121212 33303333 12211221 22112211 
12122121 11112222 12212112 11222211 21212121 33330333 12211221 11221122 
21211212 11112222 21121221 11222211 12121212 33333033 21122112 11221122 
12122121 11112222 21121221 22111122 21212121 33333303 21122112 22112211 
21211212 11112222 12212112 22111122 12121212 33333330 12211221 22112211 
22111122 21121221 22221111 21211212 22112211 21122112 03333333 12121212 
22111122 12212112 22221111 12122121 22112211 12211221 30333333 21212121 
108 
11222211 12212112 22221111 21211212 11221122 12211221 33033333 12121212 
11222211 21121221 22221111 12122121 11221122 21122112 33303333 21212121 
11222211 12212112 11112222 12122121 22112211 21122112 33330333 12121212 
11222211 21121221 11112222 21211212 22112211 12211221 33333033 21212121 
22111122 21121221 11112222 12122121 11221122 12211221 33333303 12121212 
22111122 12212112 11112222 21211212 11221122 21122112 33333330 21212121 
21121221 22111122 21211212 22221111 21122112 22112211 21212121 03333333 
12212112 22111122 12122121 22221111 12211221 22112211 12121212 30333333 
12212112 11222211 21211212 22221111 12211221 11221122 21212121 33033333 
21121221 11222211 12122121 22221111 21122112 11221122 12121212 33303333 
12212112 11222211 12122121 11112222 21122112 22112211 21212121 33330333 
21121221 11222211 21211212 11112222 12211221 22112211 12121212 33333033 
21121221 22111122 12122121 11112222 12211221 11221122 21212121 33333303 
12212112 22111122 21211212 11112222 21122112 11221122 12121212 33333330 
109 
Scheme from SBHM H2 
03333333 11112222 12121212 12212112 11221122 12122121 11222211 12211221 
30333333 11112222 21212121 21121221 11221122 21211212 11222211 21122112 
33033333 11112222 12121212 21121221 22112211 12122121 22111122 21122112 
33303333 11112222 21212121 12212112 22112211 21211212 22111122 12211221 
33330333 22221111 12121212 21121221 11221122 21211212 22111122 12211221 
33333033 22221111 21212121 12212112 11221122 12122121 22111122 21122112 
33333303 22221111 12121212 12212112 22112211 21211212 11222211 21122112 
33333330 22221111 21212121 21121221 22112211 12122121 11222211 12211221 
22221111 03333333 12212112 12121212 12122121 11221122 12211221 11222211 
22221111 30333333 21121221 21212121 21211212 11221122 21122112 11222211 
22221111 33033333 21121221 12121212 12122121 22112211 21122112 22111122 
22221111 33303333 12212112 21212121 21211212 22112211 12211221 22111122 
11112222 33330333 21121221 12121212 21211212 11221122 12211221 22111122 
11112222 33333033 12212112 21212121 12122121 11221122 21122112 22111122 
11112222 33333303 12212112 12121212 21211212 22112211 21122112 11222211 
11112222 33333330 21121221 21212121 12122121 22112211 12211221 11222211 
21212121 21121221 03333333 11112222 11222211 12211221 11221122 12122121 
12121212 12212112 30333333 11112222 11222211 21122112 11221122 21211212 
21212121 12212112 33033333 11112222 22111122 21122112 22112211 12122121 
12121212 21121221 33303333 11112222 22111122 12211221 22112211 21211212 
21212121 12212112 33330333 22221111 22111122 12211221 11221122 21211212 
12121212 21121221 33333033 22221111 22111122 21122112 11221122 12122121 
21212121 21121221 33333303 22221111 11222211 21122112 22112211 21211212 
12121212 12212112 33333330 22221111 11222211 12211221 22112211 12122121 
21121221 21212121 22221111 03333333 12211221 11222211 12122121 11221122 
12212112 12121212 22221111 30333333 21122112 11222211 21211212 11221122 
12212112 21212121 22221111 33033333 21122112 22111122 12122121 22112211 
110 
21121221 12121212 22221111 33303333 12211221 22111122 21211212 22112211 
12212112 21212121 11112222 33330333 12211221 22111122 21211212 11221122 
21121221 12121212 11112222 33333033 21122112 22111122 12122121 11221122 
21121221 21212121 11112222 33333303 21122112 11222211 21211212 22112211 
12212112 12121212 11112222 33333330 12211221 11222211 12122121 22112211 
22112211 21211212 22111122 21122112 03333333 11112222 12121212 12212112 
22112211 12122121 22111122 12211221 30333333 11112222 21212121 21121221 
11221122 21211212 11222211 12211221 33033333 11112222 12121212 21121221 
11221122 12122121 11222211 21122112 33303333 11112222 21212121 12212112 
22112211 12122121 11222211 21122112 33330333 22221111 12121212 21121221 
22112211 21211212 11222211 12211221 33333033 22221111 21212121 12212112 
11221122 12122121 22111122 12211221 33333303 22221111 12121212 12212112 
11221122 21211212 22111122 21122112 33333330 22221111 21212121 21121221 
21211212 22112211 21122112 22111122 22221111 03333333 12212112 12121212 
12122121 22112211 12211221 22111122 22221111 30333333 21121221 21212121 
21211212 11221122 12211221 11222211 22221111 33033333 21121221 12121212 
12122121 11221122 21122112 11222211 22221111 33303333 12212112 21212121 
12122121 22112211 21122112 11222211 11112222 33330333 21121221 12121212 
21211212 22112211 12211221 11222211 11112222 33333033 12212112 21212121 
12122121 11221122 12211221 22111122 11112222 33333303 12212112 12121212 
21211212 11221122 21122112 22111122 11112222 33333330 21121221 21212121 
22111122 21122112 22112211 21211212 21212121 21121221 03333333 11112222 
22111122 12211221 22112211 12122121 12121212 12212112 30333333 11112222 
11222211 12211221 11221122 21211212 21212121 12212112 33033333 11112222 
11222211 21122112 11221122 12122121 12121212 21121221 33303333 11112222 
11222211 21122112 22112211 12122121 21212121 12212112 33330333 22221111 
11222211 12211221 22112211 21211212 12121212 21121221 33333033 22221111 
22111122 12211221 11221122 12122121 21212121 21121221 33333303 22221111 
I l l  
22111122 21122112 11221122 21211212 12121212 12212112 33333330 22221111 
21122112 22111122 21211212 22112211 21121221 21212121 22221111 03333333 
12211221 22111122 12122121 22112211 12212112 12121212 22221111 30333333 
12211221 11222211 21211212 11221122 12212112 21212121 22221111 33033333 
21122112 11222211 12122121 11221122 21121221 12121212 22221111 33303333 
21122112 11222211 12122121 22112211 12212112 21212121 11112222 33330333 
12211221 11222211 21211212 22112211 21121221 12121212 11112222 33333033 
12211221 22111122 12122121 11221122 21121221 21212121 11112222 33333303 
21122112 22111122 21211212 11221122 12212112 12121212 11112222 33333330 
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Scheme from SBHM H3 
03333333 11112222 12121212 12211221 11221122 12122121 11222211 12212112 
30333333 11112222 21212121 21122112 11221122 21211212 11222211 21121221 
33033333 11112222 12121212 21122112 22112211 12122121 22111122 21121221 
33303333 11112222 21212121 12211221 22112211 21211212 22111122 12212112 
33330333 22221111 12121212 12211221 11221122 21211212 22111122 21121221 
33333033 22221111 21212121 21122112 11221122 12122121 22111122 12212112 
33333303 22221111 12121212 21122112 22112211 21211212 11222211 12212112 
33333330 22221111 21212121 12211221 22112211 12122121 11222211 21121221 
22221111 03333333 12211221 12121212 12122121 11221122 12212112 11222211 
22221111 30333333 21122112 21212121 21211212 11221122 21121221 11222211 
22221111 33033333 21122112 12121212 12122121 22112211 21121221 22111122 
22221111 33303333 12211221 21212121 21211212 22112211 12212112 22111122 
11112222 33330333 12211221 12121212 21211212 11221122 21121221 22111122 
11112222 33333033 21122112 21212121 12122121 11221122 12212112 22111122 
11112222 33333303 21122112 12121212 21211212 22112211 12212112 11222211 
11112222 33333330 12211221 21212121 12122121 22112211 21121221 11222211 
21212121 21122112 03333333 11112222 11222211 12212112 11221122 12122121 
12121212 12211221 30333333 11112222 11222211 21121221 11221122 21211212 
21212121 12211221 33033333 11112222 22111122 21121221 22112211 12122121 
12121212 21122112 33303333 11112222 22111122 12212112 22112211 21211212 
21212121 21122112 33330333 22221111 22111122 21121221 11221122 21211212 
12121212 12211221 33333033 22221111 22111122 12212112 11221122 12122121 
21212121 12211221 33333303 22221111 11222211 12212112 22112211 21211212 
12121212 21122112 33333330 22221111 11222211 21121221 22112211 12122121 
21122112 21212121 22221111 03333333 12212112 11222211 12122121 11221122 
12211221 12121212 22221111 30333333 21121221 11222211 21211212 11221122 
12211221 21212121 22221111 33033333 21121221 22111122 12122121 22112211 
113 
21122112 12121212 22221111 33303333 12212112 22111122 21211212 22112211 
21122112 21212121 11112222 33330333 21121221 22111122 21211212 11221122 
12211221 12121212 11112222 33333033 12212112 22111122 12122121 11221122 
12211221 21212121 11112222 33333303 12212112 11222211 21211212 22112211 
21122112 12121212 11112222 33333330 21121221 11222211 12122121 22112211 
22112211 21211212 22111122 21121221 03333333 11112222 12121212 12211221 
22112211 12122121 22111122 12212112 30333333 11112222 21212121 21122112 
11221122 21211212 11222211 12212112 33033333 11112222 12121212 21122112 
11221122 12122121 11222211 21121221 33303333 11112222 21212121 12211221 
22112211 12122121 11222211 12212112 33330333 22221111 12121212 12211221 
22112211 21211212 11222211 21121221 33333033 22221111 21212121 21122112 
11221122 12122121 22111122 21121221 33333303 22221111 12121212 21122112 
11221122 21211212 22111122 12212112 33333330 22221111 21212121 12211221 
21211212 22112211 21121221 22111122 22221111 03333333 12211221 12121212 
12122121 22112211 12212112 22111122 22221111 30333333 21122112 21212121 
21211212 11221122 12212112 11222211 22221111 33033333 21122112 12121212 
12122121 11221122 21121221 11222211 22221111 33303333 12211221 21212121 
12122121 22112211 12212112 11222211 11112222 33330333 12211221 12121212 
21211212 22112211 21121221 11222211 11112222 33333033 21122112 21212121 
12122121 11221122 21121221 22111122 11112222 33333303 21122112 12121212 
21211212 11221122 12212112 22111122 11112222 33333330 12211221 21212121 
22111122 21121221 22112211 21211212 21212121 21122112 03333333 11112222 
22111122 12212112 22112211 12122121 12121212 12211221 30333333 11112222 
11222211 12212112 11221122 21211212 21212121 12211221 33033333 11112222 
11222211 21121221 11221122 12122121 12121212 21122112 33303333 11112222 
11222211 12212112 22112211 12122121 21212121 21122112 33330333 22221111 
11222211 21121221 22112211 21211212 12121212 12211221 33333033 22221111 
22111122 21121221 11221122 12122121 21212121 12211221 33333303 22221111 
114 
22111122 12212112 11221122 21211212 12121212 21122112 33333330 22221111 
21121221 22111122 21211212 22112211 21122112 21212121 22221111 03333333 
12212112 22111122 12122121 22112211 12211221 12121212 22221111 30333333 
12212112 11222211 21211212 11221122 12211221 21212121 22221111 33033333 
21121221 11222211 12122121 11221122 21122112 12121212 22221111 33303333 
12212112 11222211 12122121 22112211 21122112 21212121 11112222 33330333 
21121221 11222211 21211212 22112211 12211221 12121212 11112222 33333033 
21121221 22111122 12122121 11221122 12211221 21212121 11112222 33333303 
12212112 22111122 21211212 11221122 21122112 12121212 11112222 33333330 
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