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Représentations de réflexion de groupes de
Coxeter
Première partie: le cas irréductible
François ZARA
Résumé
Dans ce travail on étudie des représentations de certains groupes de Coxe-
ter pour en déduire des propriétés des groupes de réflexions correspondants.
Abstract
In this work we study representations of certain Coxeter groups to obtain
some properties of the corresponding reflection groups.
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1 Introduction
Dans ce travail on étudie certaines représentations de groupes de Coxeter de
rang fini, irréductibles et 2-sphériques : tous lesmst (ordre du produit des réflexions
s et t) sont finis (conditions H(Cox)). Dans cette généralité, le problème est hors de
portée, aussi nous nous restreignons à certaines classes de représentations. Soient
K un corps de caractéristique 0, (W,S) un système de Coxeter qui satisfait aux
conditions précédentes et M un K-espace vectoriel. Soit R : W → GL(M) une
représentation de W qui satisfait aux conditions H(R) suivantes :
1. ∀s ∈ S, R(s) est une réflexion de M ;
2. Si s ∈ S et si as est un vecteur directeur de R(s), alors A := {as|s ∈ S} est
une base de M ;
3. ∀(s, t) ∈ S × S, R(s)R(t) a le même ordre que st.
1. Mathematics Subject Classification.20F55,22E40,51F15.
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dans ces conditions, on dit que R est une représentation de réflexion de W .
On remarque que R(W ) est un sous-groupe de GL(M) engendré par des réflexions.
Le premier but de ce travail est de construire toutes (à équivalence près) les repré-
sentations de réflexion de W . Pour cela on utilise les outils et résultats suivants :
1) Soient r et s deux réflexions de M , de vecteurs directeurs a et b respective-
ment. Il existe λ et µ dans K tels que :
r(a) = −a, r(b) = b+ λa et s(a) = a+ µb, s(b) = −b.
Alors rs est d’ordre fini n > 3 si et seulement si il existe un entier k premier à n
tel que λµ = 4 cos2(kpi
n
) et rs est d’ordre 2 si et seulement si λ = µ = 0. L’élément
4 cos2(kpi
n
) est racine d’un polynôme unitaire à coefficients entiers un(X) et cette
famille de polynômes est une famille de polynômes orthogonaux. On a un facteur
irréductible de un(X) : vn(X) dont les racines sont celles pour lesquelles (k, n) = 1.
Ces polynômes ont été définis d’abord dans [9].
2) A chaque groupe de Coxeter W , on peut associer un graphe Γ(W ) dont les
sommets sont les éléments de S et (s, t) est une arête de Γ(W ) si l’ordre mst de st
est > 3. On décore chaque arête du symbole mst . Si W est irréductible, Γ(W ) est
connexe. On appelle aussi Γ(W ) un diagramme.
Pour construire la représentation R satisfaisant aux conditions H(R), on choisit un
arbre couvrant T et s0 un sommet (une racine) de Γ(W ) . On appelle E(Γ(W ))
ou E(Γ), l’ensemble des arêtes de Γ(W ) et E(T) l’ensemble des arêtes de T, enfin
on pose E ′(T) := E(Γ(W ))− E(T).
On définit sur l’ensemble des sommets de Γ(W ) une relation d’ordre, notée 4 (qui
dépend de T et de s0) de la manière suivante : s 4 t si s et t sont sur la même
branche de l’arbre T et si la distance de s à s0 (dans T) est 6 à la distance de t à
s0 (dans T).
On construit maintenant la représentation R. Pour cela on fait un certain nombre
de choix.
1. ∀e ∈ E(Γ(W )), αe une racine de vme(X) ;
2. soit e := (s, t) ∈ E ′(T). On pose e′ := (t, s) (notation seulement) et on
choisit le et le′ dans K de telle sorte que lele′ = αme .
On appelle K0 un corps de décomposition de l’ensemble des polynômes ume(X),
e parcourant l’ensemble des arêtes de E(Γ(W )). On peut choisir K0 comme sous-
corps de R, et alors K0 est un sous-corps réel d’un corps cyclotomique. On choisit
alors K comme engendré par K0 et tous les le, e ∈ E ′(T).
On définit des éléments ζs (s ∈ S) de GL(M) de la manière suivante :
— ∀s ∈ S, ζs(as) = −as ;
— soit (s, t) ∈ S
2
tel que st = ts 6= 1, on pose ζt(as) = as ;
— soit e := (s, t) ∈ E(T) avec s 4 t, on pose ζs(at) = αeas + at et ζt(as) =
as + at
— Soit e := (s, t) ∈ E ′(T), on pose ζs(at) = leas + at et ζt(as) = le′at + as
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Théorème 1. L’application R : s 7→ ζs : S → {ζs|s ∈ S} se prolonge en une
représentation (notée aussi R) R : W → GL(M) qui possède par construction les
propriétés H(R). On dit que R est obtenue par la construction fondamentale.
On pose G := Im(R).
Si l’on change d’arbre couvrant ou bien si l’on change de racines, on obtient une
représentation équivalente. Par contre si l’on change l’un des αe ou bien l’un des
le on obtient des représentations inéquivalentes. De plus on obtient ainsi toutes les
représentations de réflexion de W qui satisfont à H(R) à équivalence près.
Soient σ un automorphisme deK et Φ l’espace vectoriel des formes σ-sesquilinéaires
invariantes par G. Alors dimΦ 6 1. Dans la plupart des cas on a dimΦ = 0. C’est
l’une des raisons pour lesquelles on n’utilisera pas les éléments de Φ lorsque celui-ci
est 6= 0.
Avec les hypothèses du théorème, le changement de racine permet de distinguer
les systèmes de racines de type Bn et Cn.
2 Généralités sur les groupes de réflexion
2.1 Quelques propriétés du produit de deux réflexions
On rappelle ici qu’une réflexion d’un espace vectoriel M sur un corps K de
caractéristique 6= 2 est un élément r de GL(M), d’ordre 2, tel que H(r) := Ker(r−
IdM) est un hyperplan de M . Un générateur de Im(r− IdM) s’appelle un vecteur
directeur de r. On a M = H(r)⊕ Im(r− IdM). On pose : < v−r >= Im(r− idM).
Dans toute la suite on utilise les résultats et notations de [9].
On fait l’hypothèse H(1) suivante, valable dans toute la suite de ce travail :
Hypothèse 1. K est un corps de caractéristique 0 etM est un K-espace vectoriel
de dimension finie.
Soient r et s deux réflexions deM , de vecteurs directeurs a et b respectivement
et d’hyperplans de points fixes H(r) et H(s). Si (a, b) est un système libre, on peut
écrire :
r(a) = −a, r(b) = b+c(r, a; s, b)a et s(a) = a+c(s, b; r, a)b, s(b) = −b,
avec c(r, a; s, b) et c(s, b; r, a) deux éléments de K.
Définition 1. On pose C(r, s) := c(r, a; s, b)c(s, b; r, a) et on appelle C(r, s) le
coefficient de Cartan du couple (r, s).
Proposition 1. On garde les hypothèses et notations précédentes. On a :
1. C(r, s) ne dépend que de r et s et C(r, s) = C(s, r).
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2. (a) rs est d’ordre fini > 3 si et seulement si il existe un entier k premier
à n tel que C(r, s) = 4 cos
2 kpi
n
si et seulement si C(r, s) est racine du
polynôme vn(X).
(b) rs est d’ordre 2 si et seulement si c(r, a; s, b) = c(s, b; r, a) = 0.
Démonstration. Pour le 1), on peut remarquer que si l’on remplace a par λa et
b par µb avec λµ ∈ K∗(= K − {0}) alors on a c(r, λa; s, µb) = λ−1µc(r, a; s, b) et
c(s, µb; r, λa) = λµ−1c(s, b; r, a).
Il est clair que C(r, s) = C(s, r).
Le 2) est bien connu. On peut en trouver une démonstration dans [9].
Notation 1. Soient K un corps, M un K-espace vectoriel de dimension finie et
g un élément de GL(M). On appelle Pg(X) le polynôme caractéristique de g.
Proposition 2. On garde les hypothèses (H1) et on suppose que M est de dimen-
sion m. Soient r et s deux réflexions de M de vecteurs directeurs a et b respecti-
vement. On suppose que (a, b) est un système libre. Alors :
Prs(X) = (X − 1)
m−2(X2 − (−2 + C(r, s))X + 1)
En particulier la trace de rs est Tr(rs) = m− 4 + C(r, s).
Démonstration. Il existe des éléments ci de M (1 6 i 6 m− 2) tels que
(a, b, c1 · · · cm−2) soit une base de M et r(ci) = s(ci) = ci ∀i. Il suffit donc de se
placer dans le sous-espace de M engendré par a et b. On a alors :
r =
(
−1 c(r, a; b, s)
0 1
)
, s =
(
1 0
c(s, b; r, a) −1
)
d’où
rs =
(
−1 + C(r, s) −c(r, a; s, b)
c(s, b; r, a) −1
)
donc Prs(X) = (X − 1)m−2(X2 − (−2 + C(r, s))X + 1).
2.2 Caractérisation du produit de deux réflexions qui est
unipotent.
Proposition 3. On garde les hypothèses H(1) et les notations précédentes. Les
conditions suivantes sont équivalentes :
1. rs est une application unipotente ( 6= IdM) ;
2. C(r, s) = 4 ;
3. H(r) ∩H(s)∩ < a, b > 6= 0 ;
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4. H(r) = H(s).
Démonstration. D’après la proposition 2 il est clair que 1. et 2. sont équivalents.
Comme H(r) est un hyperplan, on a 4. ⇒ 3.. Le sous-espace propre de rs cor-
respondant à la valeur propre 1 est un hyperplan de M lorsque rs est unipotent
( 6= IdM), donc il est égal à H(r) et à H(s) d’où 1. ⇒ 4. Supposons la condition 3.
satisfaite et soit
x = αa+ βb ∈ H(r) ∩H(s)∩ < a, b > 6= 0
On a :
r(x) = x = −αa + β(b+ c(r, a; s, b)a) = αa+ βb
s(x) = x = α(a+ c(s, b; r, a)b)− βb = αa+ βb
On obtient le système suivant :
2α− βc(r, a; s, b) = 0
αc(s, b; r, a)− 2β = 0
et x 6= 0 si et seulement si le déterminant de ce système est nul, c’est à dire si
−4 + C(r, s) = 0, donc 3. ⇒ 2.
Nous étendons maintenant la définition de C(r, s) au cas où < a > = < b >
où a (resp. b) est un vecteur directeur de r (resp. s).
Définition 2. Généralisation du coefficient de Cartan.
On garde les hypothèses de la proposition 1. Soient r et s deux réflexions de M ,
de vecteurs directeurs a et b respectivement. On suppose que < a > = < b > : il
existe λ ∈ K∗ tel que b = λa. On a
r(b) = −b = b − 2b = b − 2λa et s(a) = −a = a − 2a = a − 2λ−1b. On pose
C(r, s) := (−2λ)(−2λ−1) = 4 :coefficient de Cartan du couple (r, s).
On a alors la caractérisation suivante :
Proposition 4. Avec les hypothèses de la proposition 1, soient r et s deux ré-
flexions distinctes de M . Alors rs est une application unipotente si et seulement
si C(r, s) = 4.
Démonstration. Soient a et b des vecteurs directeurs de r et s respectivement. On
a déjà vu (proposition 1) le résultat lorsque (a, b) est un système libre. On suppose
donc que < a > = < b >. H(r) et H(s) sont deux hyperplans distincts et H(r) ∩
H(s) est de codimension 2 dans M . On peut donc supposer que H(r)∩H(s) = 0,
c’est à dire que M est de dimension 2, H(r) et H(s) étant alors des droites. Si
H(r) =< x > et H(s) =< y >, on a M =< a, x >=< a, y > avec y = λx+ µa et
λµ 6= 0. On obtient s(y) = y = λs(x) − µa = λx + µa donc s(x) = x + 2µλ−1a.
Dans la base (x, a) de M rs(x) = x− 2µλ−1a et rs(a) = a, rs est donc unipotente
et d’après ce qui précède, C(r, s) = 4.
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2.3 Premières propriétés d’un groupe engendré par des ré-
flexions
Nous donnons d’abord quelques définitions dont nous aurons besoin dans toute
la suite.
Définition 3. 1. Soit G un groupe engendré par un ensemble S d’involutions.
on dit que G est 2-sphérique si ∀(s, t) ∈ S × S, l’ordre mst de st est fini.
2. soient G et G′ deux groupes 2-sphériques engendrés par S et S ′ respective-
ment. Soit R : G→ G′ un morphisme tel que R(S) ⊂ S ′. On dit que R est
un bon morphisme si ∀(s, t) ∈ S × S, R(s)R(t) a le même ordre que st.
Dans toute la suite de ce travail, K est un corps de caractéristique 0, M est
un K-espace vectoriel de dimension finie n et G est un sous-groupe de GL(M)
engendré par un ensemble S de réflexions (on parle dans ce cas de système de
réflexion (G, S)).
On définit le graphe de Coxeter de (G, S), Γ(G) de la manière suivante :
— Les sommets de Γ(G) sont les éléments de S ;
— (s, t) ∈ S × S est une arête de Γ(G) si mst > 3, où mst est l’ordre de st ;
— on décore chaque arête de Γ(G) par le symbole mst.
Hypothèse 2.
1. On a |S| = dimM (= n) ;
2. ∀(s, t) ∈ S × S, l’ordre mst de st est fini ;
3. le graphe Γ(G) est connexe ;
4. si s ∈ S on appelle as un vecteur directeur de s ; alors A := (as|s ∈ S) est
une base de M
Soit (G, S) un système de réflexion. On pose T := {gsg−1|g ∈ G, s ∈ S} ensemble
des réflexions du système (G, S).
On peut remarquer que toutes les réflexions de G sont de déterminant −1, donc
G contient un sous-groupe, noté G+, formé des éléments de G de déterminant +1,
ou encore qui sont produits d’un nombre pair d’éléments de S : G+ = G∩SL(M).
Il est clair que G+ est d’indice 2 dans G. On a toujours D(G)(= [G,G]) ⊂ G+.
Comme G/D(G) est engendré par les images des éléments de S, on voit que
c’est un 2-groupe commutatif élémentaire d’ordre 2ω, où ω est le nombre des classes
de conjugaison contenues dans T.
Proposition 5.
1. CGL(M)(G) est formé d’applications scalaires ;
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2. soit z ∈ Z(G). Si det z = 1, l’ordre de z est un diviseur de n ; si det z = −1,
l’ordre de z est un diviseur de 2n ;
3. si CM(G) 6= 0, on a Z(G) = 1.
Démonstration. 1) Soit z ∈ CGL(M)(G). Pour tout t ∈ T, si b est un vecteur
directeur de t, z(b) = λtb avec λt ∈ K∗. Soit e = (s, t) ∈ E(Γ(G)). On a s(at) =
at + µsas , t(as) = as + µtat et sts(as) = as − µt(at + µsas) avec µsµt 6= 0.
On obtient z(as) = λsas, z(at) = λtat et z(at + µsas) = λsts(at + µsas) ; mais
z(at+µsas) = λtat+µsλsas. Comme (as, at) est un système libre et comme µs 6= 0,
on obtient λsts = λs = λt. Comme Γ(G) est connexe, on a le résultat : ∃λ ∈ K∗
tel que ∀m ∈ M, z(m) = λm puisque l’ensemble (as|s ∈ S) est une base de M : z
est une application scalaire.
2) On a alors det z = λn. Si det z = 1, λn = 1 et l’ordre de z est un diviseur de n ;
si det z = −1, l’ordre de z est un diviseur de 2n.
3) Si m ∈ CM(G)− 0, on a z(m) = m = λm donc λ = 1 et z = 1 : Z(G) = 1.
On définit maintenant la matrice de Cartan. On garde les hypothèses et nota-
tions précédentes.
On suppose que S = {s1, s2, · · · , sn} et que pour tout i, ai est un vecteur direc-
teur de si. On a ∀(i, j)(1 6 i, j 6 n), si(aj) = aj − λijai où λij = −C(si, sj) et
λij = λji = 0 si sisj = sjsi 6= 1.
Définition 4. On appelle matrice de Cartan de G (par rapport à la base A de
M) la matrice
Car(G) = (λij)16i,j6n.
3 La construction fondamentale
Dans toute la suite de ce travail on fait les hypothèses suivantes H(Cox) sur le
système de Coxeter (W,S) : (W,S) est de rang fini, 2-sphérique et irréduc-
tible.
Soit (W,S) un système de Coxeter. Le but de cette section est de construire
des représentations R→ GL(M) avec M K-espace vectoriel de W , qui sont telles
que les éléments R(s) soient des réflexions de M et ∀(s, t) ∈ S × S,R(s)R(t) a le
même ordre que st.
Notation 2. On pose G := ImR.
On désignera par la même lettre g ∈ W et R(g) lorsqu’il n’y aura pas de
confusion.
On appelle K0 un corps de décomposition de l’ensemble des polynômes vme(X) (si
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e = (s, t), me = mst). On peut remarquer que l’on peut choisir K0 ⊂ R et alors K0
est un sous-corps réel d’un corps cyclotomique. Dans la suite, on fera toujours
ce choix pour K0.
3.1 Quelque résultats de la théorie des graphes
Proposition 6. Soit Γ un graphe fini simple (sans boucle ni arête multiple)
connexe et soient T un arbre couvrant de Γ et s0 un sommet de Γ (appelé racine
de T). On appelle E(Γ) l’ensemble des arêtes de Γ, E(T) l’ensemble des arêtes de
T et on pose E ′(T) := E(Γ)−E(T).
1) On définit sur l’ensemble des sommets de Γ une relation d’ordre, notée 4 (qui
dépend de T et de s0) de la manière suivante : s 4 t si s et t sont sur la même
branche de l’arbre T et si la distance de s à s0 (dans T) est 6 à la distance de t
à s0 (dans T).
2) Soit e := (s, t) ∈ E ′(T). Lorsque l’on adjoint cette arête à T, on obtient un
unique circuit
C (= C(e)) := {s1 = s, s2, · · · , sn−1, sn = t}
avec (si, si+1) ∈ E(T) (1 6 i 6 n− 1). Alors il existe un unique p (1 6 p 6 n) tel
que ∀i (1 6 p 6 n) on ait sp 4 si. On dit que sp est l’entrée dans le circuit C.
Démonstration.
Proposition 7 (Öre). Soient T et T’ deux arbres couvrants d’un graphe fini,
simple, connexe Γ. Alors on peut passer de T à T’ par une suite finie d’opérations
de la forme :
On ajoute une arête à T pour obtenir un cycle, puis on enlève un autre arête de
ce cycle pour obtenir un arbre couvrant. On obtient T’ après une suite finie de ces
opérations. (voir [8], théorème 6.4.4).
3.2 La construction fondamentale
On considère le graphe Γ(G).
Soient K ′ un sur-corps de K0 et M ′ un K ′-espace vectoriel. On va construire
des représentations R→ GL(M ′) qui satisfont aux conditions H(R) suivantes :
1. ∀s ∈ S, R(s) est une réflexion de M ;
2. Si s ∈ S et si as est un vecteur directeur de R(s), alors A := {as|s ∈ S} est
une base de M ;
3. ∀(s, t) ∈ S × S, R(s)R(t) a le même ordre que st.
Pour cela, nous allons faire une série de choix.
On choisit un arbre couvrant T et s0 un sommet (une racine) de Γ(G) . On appelle
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E(Γ(G)) l’ensemble des arêtes de Γ(G) et E(T) l’ensemble des arêtes de T, enfin
on pose E ′(T) := E(Γ(G))−E(T).
On définit sur l’ensemble des sommets de Γ(G) une relation d’ordre, notée 4
comme dans la proposition 6.
On définit des éléments ζs (s ∈ S) de GL(M) de la manière suivante :
— ∀s ∈ S, ζs(as) = −as ;
— soit (s, t) ∈ S
2
tel que st = ts 6= 1, on pose ζt(as) = as ;
— soit e := (s, t) ∈ E(T) avec s 4 t, on pose ζs(at) = αeas + at et ζt(as) =
as + at ;
— soit e := (s, t) ∈ E ′
T
, on pose ζs(at) = leas + at et ζt(as) = l′eat + as.
Notation 3. On appelle K := K0(le|e ∈ E
′(T)) le sous-corps de K ′ engendré par
K0 et tous les le (e ∈ E
′(T)) et on pose M := M ′ ⊗K0 K.
L’application R : s 7→ ζs : S → ζs|s ∈ S se prolonge en une représentation (notée
aussi R) R : W → GL(M) qui possède par construction les propriétés H(R). On
dit que R est obtenue par la construction fondamentale.
On dit que A := {as|s ∈ S} est une base adaptée à la construction fonda-
mentale, toute autre base s’obtient en multipliant chaque élément de A par un
scalaire non nul, toutes les autres bases adaptées s’obtiennent en multipliant tous
les éléments de A par un même scalaire.
Définition 5. On pose P(G) = P((αe|e ∈ E(T))∪ (le|e ∈ E ′T)) et on appelle P(G)
le système de paramètres de G.
On peut remarquer que si G et G′ ont le même système de paramètres alors
ils sont isomorphes ; de plus tous les éléments des matrices des éléments de ImR
s’écrivent dans l’anneau O(K) sous-anneau de K engendré par les éléments du
système de paramètres.
Théorème 2 (Théorème fondamental). Soit R une représentation de réflexion du
groupe de Coxeter W . Alors :
1. Si l’on change d’arbre couvrant ou bien si l’on change de racines, on obtient
une représentation équivalente.
2. Si l’on change de système de paramètres, on obtient une représentation
inéquivalente.
La démonstration va occuper le reste de cette section.
Proposition 8. Si dans la construction fondamentale, on change la racine de
l’arbre, on obtient une représentation équivalente.
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Démonstration. Comme le graphe Γ(G) est connexe, on peut choisir s1 ∈ S tel
que e := (s0, s1) ∈ E(T). On pose pour simplifier la notation α := αme . On pose
a′s := λsas avec λs ∈ K
∗(s ∈ S) et λ1 = 1. On a a′1 = a1. On appelle R
′ la
représentation de W ainsi obtenue.
On définit Γi (i = 1, 2) par :
— Γ1 := {s|s ∈ S}, la distance de s à s0 dans T est 6 à la distance de s à s1
dans T,
— Γ2 := S − Γ1.
D’après la construction fondamentale avec s1 comme racine on a :
s0(a1) = a1 + a
′
0
s1(a
′
0) = a
′
0 + αa1
mais a′0 = λ0a0 et s0(a1) = a1 + αa0, donc λ0 = α.
— Soit t ∈ Γ1 − {s1} tel que (t, s0) ∈ E(T), alors a′t = t(a
′
0)− a
′
0 = α(t(a0)−
a0) = αat = λtat, donc λt = α. En parcourant la partie de l’arbre qui est
dans Γ1, on voit que ∀s ∈ Γ1, λs = α.
— Soit t ∈ Γ2 tel que (t, s1) ∈ E(T). On a a′t = t(a1)− a1 = at, donc
λt = 1. En parcourant la partie de l’arbre qui est dans Γ2, on voit que
∀s ∈ Γ2, λs = 1.
Soit maintenant g ∈ GL(M) défini de la manière suivante : si s ∈ Γ1 on pose
g(as) := αas, si s ∈ Γ2 on pose g(as) = as. Alors g est un opérateur d’entrelacement
entre les représentations R et R′.
En répétant ce raisonnement avec tous les éléments de S, on obtient le résultat.
3.3 Changement d’arbres
Proposition 9. Si dans la construction fondamentale on change d’arbre couvrant,
on obtient une représentation équivalente.
Démonstration. D’après la proposition 8 on peut choisir la racine de l’arbre comme
l’on veut. On suppose que C := {s1, s2, · · · , sn} est un circuit de Γ(G) avec s1
racine de T , les arêtes (si, si+1) (1 6 i 6 n−1) sont dans E(T) et (s1, sn) ∈ E ′(T).
On enlève l’arête em := (sm, sm+1) pour obtenir un autre arbre couvrant T’, et on
obtient ainsi la représentation R′ de W .
Correspondant à T on a la base de M : A = (a1, a2, · · · , an)∪· · · et correspondant
à T’ on a la base de M : A’ = (a′1, a
′
2, · · · , a
′
n) ∪ · · · avec a
′
s = λsas (s ∈ S) et
λ1 = 1 : a′1 = a1. On a l1nln1 = α1n (= αn1) et l
′
m,m+1l
′
m+1,m = αm,m+1 (= αm+1,m).
Les branches T ′j de T’ qui passent par sj (1 6 j 6 m) sont les mêmes que les
branches Tj de T qui passent par sj.
Pour 1 6 j 6 m, on a λj = 1 et ∀s ∈ T
′
j, a
′
s = as.
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Démonstration. On procède par récurrence sur j. le résultat es vrai par hypothèse
pour j = 1. Soit j > 2 et le résultat supposé vrai pour j − 1. Alors
sj(a
′
j−1) = sj(aj−1) = a
′
j−1 + a
′
j = aj−1 + λaj = aj−1 + aj
donc λj = 1 et l’on a le résultat. Soit s ∈ T ′j (1 6 j 6 m), alors par le même
raisonnement, on voit que a′s = as.
Pour m + 1 6 j 6 n, on a λn = ln,1 et λj = αj,j+1αj+1,j+2 · · ·αn−1,nln,1 et
∀s ∈ T ′j (m+ 1 6 j 6 n), on a a
′
s = λjas.
Démonstration. On procède par récurrence descendante sur j. On a
sn(a
′
1) = sn(a1) = a1 + ln,1an = a
′
1 + a
′
n = a1 + λnan,
donc λn = ln,1.
Soit j < n. On suppose le résultat vrai pour j + 1 : λj+1 = αj+1,j+2 · · ·αn−1,nln,1,
alors
sj(a
′
j+1) = λj+1αj,j+1aj + λj+1aj+1 = λjaj + λj+1aj+1,
donc λj = αj,j+1λj+1, d’où le résultat. Si s ∈ T ′j , (m + 1 6 j 6 n), alors par le
même raisonnement, on voit que a′1 = λja1.
Fin de la démonstration.
On définit g ∈ GL(M) de la manière suivante :
— pour 1 6 j 6 m, g(aj) = aj et ∀s ∈ Tj, g(as) = as ;
— pour m+ 1 6 j 6 n, g(aj) = λjaj et ∀s ∈ Tj , g(as) = λjas.
Alors g est un opérateur d’entrelacement entre les représentations R(T ) et R(T ′)
de W .
Si T” est un arbre couvrant quelconque de Γ(G), on utilise la proposition 7.
Proposition 10. Soit (W,S) un système de Coxeter qui satisfait aux hypothèses
H(Cox) et soit R et R′ deux représentations de réflexion de W obtenues grâce à la
construction fondamentale. On pose G := ImR et G′ := ImR′. Si les systèmes de
paramètres sont distincts, alors R et R′ ne sont pas équivalentes.
Démonstration. On peut supposer que l’on a les mêmes arbres couvrants et racines
pour R et R′. Pour montrer que ces deux représentations ne sont pas équivalentes,
on montre que leurs caractères sont distincts.
Soit e := (s, t) une arête de T. D’après la proposition 2, on a tr(st) = |S|−4+
C(s, t) avec C(s, t) = αe. Si αe 6= αe′, les traces sont distinctes et on a le résultat
dans ce cas.
Soit maintenant e := (s1, sm) ∈ E ′(T). On a le = l1,m et le′ = lm,1. Si l’on ajoute
cette arête à T, on obtient un circuit C := {s1, s2, · · · , sm} avec pour 1 6 i 6 m−1,
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(si, si+1) ∈ E(T ).
On pose u := s1s2 · · · sm et on montre que tr(u) est un polynôme du premier degré
en le′ à coefficients dans K0 ou K, ce qui donne le résultat.
Comme on ne cherche que la trace de u, on n’écrira en général dans les calculs qui
suivent que le coefficient de as (s ∈ S) dans u(as). On distingue deux cas suivant
que dans C, sous-graphe de Γ(G), il y a des cordes ou pas.
Premier cas : Dans C il n’y a pas de cordes : les seules arêtes de C contenant
si sont (si−1, si) et (si, si+1) (2 6 i 6 m avec sm+1 = s1). On montre que dans ces
conditions, tr(u) est un polynôme du premier degré en le′ à coefficients dans K0.
Nous pouvons déjà remarquer (et cela sera aussi valable dans le deuxième cas) que
si s ∈ S−C, alors u(as) = as+ · · · , donc en faisant ceci pour tous les éléments de
S − C, on voit qu’ils contribuent |S| −m à la trace de u.
On a :
u(a1) = s1s2 · · · sm−1(a1 + le′am) = s1s2(a1) + le′s1s2 · · · sm−1(am)
On a :
s1s2 · · · sm−1(am) = s1s2 · · · sm−2(αm−1,mam−1 + am)
= αm−1,ms1s2 · · · sm−2(am−1) + s1(am)
mais s1(am) = lea1 + am, s1s2(a1) = (α1,2 − 1)a1 + · · · , puis par une récurrence
facile, on trouve :
u(a1) = ((α1,2 − 1) + α1,m + α1,2α2,3 · · ·αm−1,mlm−1,1)a1 + · · ·
pour 2 6 k 6 m− 1, on a : u(ak) = (αk,k−1 − 1)ak + · · · ; u(am) = −am + · · · .
Il en résulte que l’on a :
tr(u) = |S| −m+
m∑
k=1
(αk,k+1 − 1) + (
m−1∏
k=1
αk,k+1)le′
tr(u) = |S| − 2m+
m∑
k=1
αk,k+1 + (
m−1∏
k=1
αk,k+1)le′
(les indices ( mod m)) et le résultat dans ce cas.
Deuxième cas : Dans C il y a des cordes : il existe p et q tels que 1 6 p < q 6 m
et (sp, sq) ∈ E ′(T ). Nous choisissons p et q de telle sorte que le circuit
C ′ := {s1, · · · , sp−1, sp, sq, sq+1, · · · , sm}
n’ait pas de cordes avec des variantes si p = 1 ou si q = m. Cela est toujours
possible car le graphe Γ(W ) est fini.
Nous faisons le même calcul que dans le premier cas et nous voyons que si
v := s1 · · · sp−1spsqsq+1 · · · sm
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alors tr(v) est un polynôme du premier degré en le′ à coefficients dans K et le
résultat dans ce cas.
Démonstration. Ceci termine la démonstration du théorème fondamental.
3.4 La représentation géométrique
Nous calculons maintenant les paramètres de la représentation géométrique.
Soit (W,S) un système de Coxeter satisfaisant aux hypothèses H(Cox). Dans
la construction fondamentale, on a le corps K, pour chaque arête e de Γ(W ), αe
une racine de ve(X) et enfin pour chaque arête de E ′(T) un élément le de K et
K = K0(le | e ∈ E
′(T)).
La représentation géométrique est dans la base B := (bs = λsas | s ∈ S, λs ∈
K∗) où K = K0(cos pimst | (s, t) ∈ S
2) et l’on a, si (s, t) ∈ S2, t 6= s :
— t(bs) = bs si st = ts ;
— t(bt) = −bt ;
— si mst > 3 t(bs) = bs + 2 cos pimst bt et s(bt) = bt + 2 cos
pi
mst
bs.
Dans ce qui suit, nous allons déterminer les λs, (s ∈ S), αe, (e ∈ E(Γ(W ))) et
les le, (e ∈ E ′(T )).
Dans la construction fondamentale, nous avons un arbre couvrant T et une
racine s0 de cet arbre.
1) Soit (s, t) ∈ E(T ) avec s 4 t. Alors on a
t(bs) = λsas + λt2 cos
pi
mst
at = t(λsas) = λs(as + at)
donc λs = λt 2 cos pimst ;
s(bt) = λtat + λs 2 cos
pi
mst
= s(λtat) = λtat + λtαstas
donc αstλt = λs 2 cos pimst . Il en résulte que αst = 4 cos
2 pi
mst
.
2) Soit (s, t) ∈ E ′(T ). On a :
t(bs) = λsas + λt 2 cos
pi
mst
at = t(λsas) = λsas + λsltsat
donc λt 2 cos pimst = λtlts. Nous obtenons αst = lstlts = 4 cos
2 pi
mst
.
Les αst sont donc entièrement déterminés indépendamment de T et de s0.
Il nous reste à déterminer les λs, (s ∈ S) et les le, (e ∈ E ′(T )).
3) Si l’on ajoute l’arête e ∈ E ′(T ) à T on obtient un circuit
C := (s1(= s), s2, · · · , sn−1(= t)).
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On appelle p l’entrée dans C. On étudie d’abord le cas où 2 6 p 6 n − 1, puis
nous ferons les modifications nécessaires lorsque p = 1 ou p = n.
Pour simplifier les notations on pose
B′ :=
∏n−1
k=1 2 cos
pi
mk,k+1
et B := B′2 cos pi
mn,n+1
et aussi αk := αk,k+1, les indices
étant pris (mod n).
Soit q ∈ {1, 2, · · ·n}.
- Si q > p alors sq 4 sq+1 donc on a, d’après le 1), λq = 2 cos pimq,q+1λq+1 et on
obtient pour p 6 q 6 n− 1, λq = (
∏n−1
k=q 2 cos
pi
mq,q+1
)λn.
En particulier λp = (
∏n−1
k=p 2 cos
pi
mq,q+1
)λn.
-Si 2 6 q 6 p alors sq 4 sq−1 donc on a, d’après le 1), λq = (
∏q
k=2 2 cos
pi
mk,k+1
)λ1.
En particulier λp = (
∏p
k=2 2 cos
pi
mk,k−1
)λ1 = (
∏p−1
k=1 2 cos
pi
mk,k+1
)λ1. On obtient ainsi
(
n−1∏
k=p
2 cos
pi
mk,k+1
)λn = (
p−1∏
k=1
2 cos
pi
mk,k+1
)λ1.
Nous avons vu au 2) que λn2 cos pimn,n+1 = lm,1λ1 et λ12 cos
pi
mn,n+1
= l1,nλn. Nous
obtenons alors :
λnB
′2 cos
pi
mn,n+1
= λ1(
p−1∏
k=1
αk)2 cos
pi
mn,n+1
= λ1(
p−1∏
k=1
αk)l1,n
d’où (
∏p−1
k=1 αk)l1,n = B. De la même manière (
∏n−1
k=p αk)ln,1 = B.
Ceci nous donne les valeurs de l1,n, ln,1 et des λp pour tout p en fonction de λ1.
Si p = 1, alors
∏p−1
k=1 αk = 1 par convention et on obtient l1,n = B et αn = Bln,1.
Si p = n, alors
∏n−1
k=p αk = 1 par convention et on obtient ln,1 = B et αn = Bl1,n.
Nous procédons de la même manière pour toutes les arêtes e ∈ E ′(T ) et nous
obtenons les valeurs de tous les paramètres.
3.5 Formes sesquilinéaires invariantes
Nous nous intéressants maintenant aux formes sesquilinéaires G-invariantes.
Soit (W,S) un système de Coxeter satisfaisant aux hypothèses H(Cox) et soit R
une représentation de réflexion deW obtenue grâce à la construction fondamentale
(arbre couvrant T et racine s0). On a posé, comme d’habitude G = ImR. Soit
θ ∈ AutK. On cherche les formes θ-sesquilinéaires G-invariantes.
Soit Φ := {ϕ|ϕ : M × M → K}, ϕ forme θ-sesquilinéaire G-invariante (ϕ est
linéaire par rapport à la première variable). Il est clair que Φ est un K-espace
vectoriel.
Si s ∈ S, il existe un unique chemin dans T qui joint s à s0 (s0, s1, · · · , sp = s).
Pour 0 6 i 6 p−1, on a une racine αi de vmsi,si+1 (X). On pose
∏
T,s0
(s) :=
∏p−1
i=0 αi.
On a alors le théorème :
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Théorème 3.
1. On a dimΦ 6 1 ;
2. les deux assertions suivantes sont équivalentes :
(a) dimΦ = 1
(b) i. θ2 = idK ;
ii. K0 est contenu dans le sous-corps des points fixes de θ ;
iii. soit e := (s, t) ∈ E ′(T ) ; alors e est contenu dans un unique circuit
C(e) = {s1 = s, s2 · · · , sq−1, sq = t} avec (si, si+1) ∈ E(T ) (1 6 i 6
q − 1). On a
θ(lst)
∏
T,s0
(s) = lts
∏
T,s0
(t).
Si ces conditions sont satisfaites, ϕ est une forme θ-hermitienne.
Démonstration. On va supposer qu’il existe une forme θ-sesquilinéaire non nulle
et G-invariante ϕ : M ×M → K. Pour tout (s, t) ∈ S2, on pose βst := ϕ(as, at) et
βt := βtt.
On procède en quelques étapes.
Etape 1. Si s et t dans S commutent et sont distincts, on a βst = 0.
Démonstration. βst = ϕ(as, at) = ϕ(s(as), s(at)) = ϕ(−as, at) = −βst. Comme K
est de caractéristique 0, on obtient βst = 0.
Etape 2. Soit (s, t) ∈ E(T ) avec s 4 t. Alors si βst 6= 0 on a : βt = −2βst,
βts = βst, αstβs = −2βst et θ(αst) = αst.
Démonstration. On a :
βst = ϕ(as, at) = ϕ(s(as), s(at)) = ϕ(−as, αstas + at) = −βst − θ(αst)βs,
d’où θ(αst)βs = −2βst. On a aussi :
βst = ϕ(as, at) = ϕ(t(as), t(at)) = ϕ(as + at,−at) = −βst − βt
d’où βt = −2βst. On a par un calcul semblable : βts = −αstβs− βts, αstβs = −2βts
et aussi βts = −βts − βt, d’où βt = −2βts.
Nous voyons ainsi que βts = βst et si βst 6= 0, θ(αst) = αst. Il en résulte que αst est
dans le sous-corps des points fixes de θ.
Etape 3. Soit (s0, s1, · · · sp) une branche de T. Alors il existe µ ∈ K tel que :
βsi = 2µ
∏
T,s0
(si) (0 6 i 6 p) et θ(βsi) = βsi;
βsi−1,si = −µ
∏
T,s0
(si) (1 6 i 6 p) et θ(βsi−1,si) = βsi−1,si.
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Démonstration. Nous procédons par récurrence sur p. Si p = 1, nous appliquons
le résultat de l’étape 2 : αs0s1βs0 = −2βs0s1 et nous posons βs0s1 = −µαs0s1 avec
µ ∈ K et nous supposons dans la suite que µ 6= 0 (i. e. que la forme ϕ est non
nulle). On a alors βs0 = 2µ, βs1 = 2µαs0s1 . Ce sont les formules pour i = 0 et i = 1
pour βsi .
Supposons i > 2 et le résultat vrai pour i :
βsi−1si = −µ
∏
T,s0
(si), βsi = 2µ
∏
T,s0
(si)
D’après l’étape 2, on a :
αsisi+1βsi = −2βsisi+1 = 2µ(
∏
T,s0
(si))αsisi+1
donc βsisi+1 = −µ
∏
T,s0
(si+1) et βsi+1 = 2µ
∏
T,s0
(si+1). Le résultat est donc vrai
pour tout i.
Etape 4. La dimension de l’espace vectoriel Φ est 6 1.
Démonstration. Soit t ∈ S tel que (s0, t) ∈ E(T ) et s1 6= t. D’après l’étape 2,
αs0tβs0 = −2βs0t donc βs0t = −µαs0t.
Il en résulte d’abord que βs0t est non nul, puis que l’on peut appliquer l’étape 3
à toutes les branches de T qui contiennent t. En faisant de même pour toutes les
autres branches de T qui partent de s0, on a le résultat : Φ ne dépend que de µ,
donc dimΦ 6 1.
Etape 5. La condition (b) est satisfaite.
Démonstration. Soient e := (s, t) ∈ E ′(T ) et C(e) l’unique circuit de Γ(W ) obtenu
en ajoutant l’arête e à T. On a
βs = 2
∏
T,s0
(s), βt = 2
∏
T,s0
(t), s(at) = lstas + at, t(as) = as + ltsat.
On obtient :
βst = ϕ(as, at) = ϕ(s(as), s(at)) = ϕ(−as, lstas + at) = −θ(lst)βs − βst
βst = ϕ(t(as), t(at)) = ϕ(as + ltsat,−at) = −βst − ltsβt
d’où :
βst = −θ(lst)
∏
T,s0
(s) = −lts
∏
T,s0
(t) (1)
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Par un calcul semblable, on obtient :
βts = −lst
∏
T,s0
(s) = −θ(lts)
∏
T,s0
(t) (2)
On a θ(
∏
T,s0
(s)) =
∏
T,s0
(t) et θ(
∏
T,s0
(t)) =
∏
T,s0
(s) d’après l’étape 3.
Appliquons θ à l’équation (1) :
θ(βst) = −θ
2(lst)
∏
T,s0
(s) = −θ(lts)
∏
T,s0
(t) = βts = −lst
∏
T,s0
(s).
On en déduit que θ(βst) = βts et θ2(lst) = lst.
De même en appliquant θ à l’équation (2), on obtient : θ(βts) = βst
et θ2(lts) = lts.
On a, en multipliant l’équation (1) par lst :
lstθ(lst)
∏
T,s0
(s) = αst
∏
T,s0
(t)
mais θ(lstθ(lst)) = θ(lst)θ2(lst) = θ(lst)lst, donc θ(lst)lst est dans le sous-corps des
points fixes de θ. Il en est donc de même de αe. Si nous appliquons ceci à toutes
les arêtes de E ′(T ), nous voyons que K0 est contenu dans le sous-corps des points
fixes de θ et, comme K = K0(le|e ∈ E ′(T )), on a θ2 = idK .
Etape 6. Fin de la démonstration.
Si la condition (b) est satisfaite, alors les formules obtenues précédemment montrent
que dimΦ = 1 et que tous les éléments de Φ sont des formes θ-hermitiennes.
Remarque 1. Si sp est l’entrée dans le circuit C(e) de l’étape 5, on obtient après
simplifications, où C(e) = (s = s1, · · · , sp, · · · , sq = st) :
θ(lst)
p−1∏
k=1
αsk,sk+1 = lts
q−1∏
k=p
αsk,sk+1;
si p = 1, θ(lst) = lts
∏q−1
k=1 αsk,sk+1 ; si p = q, θ(lst)
∏q−1
k=1 αsk,sk+1 = lts.
Corollaire 1. Si Γ(W ) est un arbre, alors θ = idK (et K = K0), dimΦ = 1 et
tout ϕ ∈ Φ est une forme bilinéaire symétrique.
Démonstration. C’est une conséquence immédiate de la démonstration précédente.
Corollaire 2. Si l’on considère la représentation obtenue par la construction fon-
damentale, équivalente à la représentation géométrique, alors :
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1. dimΦ = 1 et θ = idk ;
2. ϕ ∈ Φ, ϕ est une forme bilinéaire symétrique.
Démonstration. Il suffit de comparer les formules.
Remarque 2. En général on a dimΦ = 0. On utilise la remarque 1 : si
∏p−1
k=1 αsk,sk+1
6=
∏q−1
k=p αsk,sk+1, on prend lst = 1 et si
∏p−1
k=1 αsk,sk+1 6=
∏q−1
k=p αsk,sk+1, on prend pour
lst un élément tel que θ(lst) = −lst. Dans les deux cas on a une impossibilité si
ϕ 6= 0.
Ceci explique pourquoi nous n’utiliseront pas en général les éléments
de Φ.
3.6 La matrice de Cartan
Soit (W,S) un système de Coxeter qui satisfait aux hypothèses H(Cox). On
choisit un arbre couvrant de Γ(W ) ainsi qu’un élément s1 de S. Pour tout e arête
de Γ(W ), on choisit αe une racine de vme(X) ; pour tout e arête de E
′(T ), on choisit
le et le′ dansK tels que lele′ = αe. Grace à la construction fondamentale, on obtient
une représentation de réflexion R : W → GL(M) et l’on pose G := ImR.
La matrice de Cartan Car(G) = (crs)(r,s)∈S×S où, si sj(ai) = ai − cjiaj :
1. ∀r ∈ S, crr = 2 ;
2. ∀(r, s) ∈ S × S, si rs = sr 6= 1, c(r, s) = 0 ;
3. ∀e = (r, s) ∈ E(T ), si r 4 s alors crs = −αe et csr = −1 ;
4. ∀e = (r, s) ∈ E ′(T ), crs = −le et csr = −le′ .
Par construction si x ∈ M et si on considère la matrice M(x) dont les lignes sont
les coefficients de si(x), on a :
M(x) = Inx− Car(G)x.
On pose : ∆(G) := detCar(G)(= ∆ s’ il ni y a pas de confusion) et on appelle
∆(G) le discriminant de la représentation R.
On a la propriété suivantes de Car(G)
Proposition 11. On garde les hypothèses et notations précédentes. Supposons
qu’il existe une forme bilinéaire non nulle G-invariante ϕ : M ×M → K. alors on
a la formule :
(ϕ(ai, aj))16i,j6n = diag(1, γ2, · · · , γn)Car(G)
où l’on a posé ϕ(ai, ai) = 2γi (1 6 i 6 n).
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Démonstration. Comme dans la partie 2 du théorème, on pose βij := ϕ(ai, aj)
(1 6 i, j 6 n) et βi := ϕ(ai, ai) = 2γi (1 6 i 6 n). On a d’après la démonstration
du théorème 3 :
— si sisj = sjsi 6= 1, βij = 0
— si e := (si, sj) ∈ E(T ) et si si 4 sj , on a βij = −αe et βi = 2γi
— si e := (si, sj) ∈ E ′(T ), on a βij = −leγi.
Donc la ligne correspondant à ai est la même que la i-ième ligne de Car(G) mul-
tipliée par γi, d’où le résultat.
3.7 La représentation duale ou contragrédiente
Nous étudions maintenant la représentation duale R∗ de la représentation R.
Soit A∗ = (a∗s|s ∈ S) la base duale de la base A de M .
On a a∗s(at) = δst (∀(s, t) ∈ S
2).
Pour 1 6 i, j 6 n si S = {s1, · · · sn}, on peut écrire si(aj) = aj−λijai avec λii = 2
et si si et sj commutent et sont distincts, λij = λji = 0. Dans la base A∗ on a
si(a
∗
j ) = a
∗
j si i 6= j et si(a
∗
i ) =
∑n
k=1 λika
∗
k (1 6 i 6 n). On obtient alors, en posant
A′i := 2a
∗
i −
∑n
k=1,k 6=i λika
∗
k (1 6 i 6 n), [M
∗, si] =< A′i >, ce qui montre que les
si opèrent comme des réflexions sur M∗. Le déterminant du système de vecteurs
(A′i) (1 6 i 6 n) de M
∗ est ∆(G). On voit donc que (A′1, · · · , A
′
n) est une base de
M∗ si et seulement si ∆(G) 6= 0, c’est à dire si et seulement si R est irréductible.
Nous montrons que dans ce cas la représentation R∗ est une représentation de
réflexion de W en trouvant une base adaptée.
Soient T un arbre couvrant de Γ(W ) et s1 la racine de cet arbre. On pose A1 := A′1.
On applique maintenant la construction fondamentale à la base A’ := (A′i | 1 6
i 6 n) de M∗.
Soient t ∈ S et C := (s1, s2, · · · , sm = t) l’unique chemin de T reliant s1 à t. On
pose Ai := si.Ai−1 −Ai−1 pour 2 6 i 6 m. Chaque Ai est un multiple de A′i et on
cherche le coefficient de proportionnalité.
Pour tout i, j (i 6= j), on a si(a∗j) = a
∗
j . On montre, par récurrence sur j, que
Aj = (
∏
T,s1
(sj))A
′
j. Pour j = 1, on a bien A1 = A
′
1 par définition. Supposons le
résultat vrai pour j. Alors Aj+1 = sj+1.Aj − Aj = (
∏
T,s1
(sj))(sj+1.A
′
j −A
′
j).
On a
sj+1.A
′
j −A
′
j = (−2a
∗
j +
n∑
k=1,k 6=j,j+1
λjka
∗
k + λj,j+1sj+1.a
∗
j+1)
+ (2a∗j −
n∑
k=1,k 6=j,j+1
λjka
∗
k − λj,j+1a
∗
j,j+1)
donc sj+1.A′j−A
′
j = λj,j+1(sj+1.a
∗
j+1−a
∗
j+1) = λj,j+1A
′
j+1 et nous avons le résultat :
Aj+1 = (
∏
T,s1
(sj+1))A
′
j+1 car λj,j+1 = αj .
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Soit maintenant (s, t) ∈ E ′(T ). On a :
A′s = −2a
∗
s +
∑
u∈S,u 6=s
λua
∗
u, A
′
t = −2a
∗
t +
∑
v∈S,v 6=t
µva
∗
v
et, d’après le résultat précédent
As = (
∏
T,s1
(s))A′s, At = (
∏
T,s1
(t))A′t.
De plus
t.A′s = −2a
∗
s +
∑
u∈S,u 6=s,t
λua
∗
u + λtst.a
∗
t = A
′
s + λt(st.a
∗
t − a
∗
t ) = A
′
s + ltsA
′
t
donc
t.As = As +
(
∏
T,s1
(s))lts
(
∏
T,s1
(t))
At, s.At = At +
(
∏
T,s1
(t))lst
(
∏
T,s1
(s))
As.
4 Effet du changement de racines pour les repré-
sentations de certains groupes de Coxeter finis.
4.0.1 Nous montrons comment changer la racine de l’arbre T permet
de distinguer les systèmes de racines de type Bl et Cl.
Nous supposons que l = 3 car la démonstration est la même si l > 4 (mais plus
longue à écrire !).
Nous avons le système de Coxeter (W,S) avec S = {s1, s2, s3} et le diagramme :
❣ ❣ ❣
s1 s2 s3
3 4
qui est un arbre.
Nous choisissons s2 comme racine. Nous obtenons alors la matrice de Cartan :
Car(W ) =

 2 −1 0−1 2 −2
0 −1 2


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et si ϕ ∈ Φ, ϕ normalisée de telle sorte que ϕ(a1, a2) = −1, on a
(ϕ(ai, aj))16i,j63 =

 2 −1 0−1 2 −2
0 −2 4


Donc le diagramme de Dynkin est :
❣ ✇ < ❣
s1 s2 s3
et nous obtenons un système de racines de type C3.
2) Nous choisissons s3 comme racine. Nous obtenons alors la matrice de Cartan :
Car(W ) =

 2 −1 0−1 2 −1
0 −2 2


et si ϕ′ ∈ Φ, ϕ′ normalisée de telle sorte que ϕ′(a1, a2) = −1, on a
(ϕ′(ai, aj))16i,j63 =

 2 −1 0−1 2 −1
0 −1 1


Donc le diagramme de Dynkin est :
❣ ❣ > ✇
s1 s2 s3
et nous obtenons un système de racines de type B3.
Soient R la représentation de W lorsque nous prenons s2 comme racine et R′ la
représentation de W lorsque nous prenons s3 comme racine. Avec les notations de
la proposition 8, nous avons : Γ1 = {s1, s2} et Γ2 = {s3}, α = αms2s3 = 2, donc
g ∈ GL(M) défini par g(a1) = 2a1, g(a2) = 2a2, g(a3) = a3 est un opérateur
d’entrelacement entre R et R′. Mais g est à coefficients entiers et g−1 ne l’est pas ;
les représentations R et R′ sont Q-équivalentes mais ne sont pas Z-équivalentes.
Les formes bilinéaires symétriques ϕ et ϕ′ ne sont pas Z-équivalentes.
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4.0.2 Le groupe de Coxeter BC3.
Nous faisons le même travail avec le groupe de Coxeter BC3. Son graphe est :
❣ ❣ ❣
s1 s2 s3
4 4
1) Si nous choisissons s1 comme racine, on obtient la représentation R1 et nous
avons
Car(G) =

 2 −2 0−1 2 −2
0 −1 2

 , ∆(G) = 0
et Φ est de dimension 1 engendré par ϕ dont la matrice dans la base A = (a1, a2, a3)
est :
(ϕ(ai, aj))16i,j63 =

 1 −1 0−1 2 −2
0 −2 4


on a donc le diagramme de Dynkin :
✇ ❣ > ❣
s1 s2 s3
>
2) Si nous choisissons s2 comme racine, on obtient la représentation R2 et nous
avons
Car(G) =

 2 −1 0−2 2 −2
0 −1 2

 , ∆(G) = 0
et Φ est de dimension 1 engendré par ϕ dont la matrice dans la base A = (a1, a2, a3)
est :
(ϕ(ai, aj))16i,j63 =

 2 −1 0−1 1 −1
0 −1 2


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on a donc le diagramme de Dynkin :
❣ ✇ < ❣
s1 s2 s3
>
L’opérateur d’entrelacement g entre ces deux représentations est donné par :
g(a1) = 2a1, g(a2) = 2a2, g(a3) = a3. On a K = K0 = Q, R1 et R2 sont Q-
équivalentes mais ne sont pas Z-équivalentes.
3) On ne peut pas obtenir par ce procédé la représentation R3 qui donne le dia-
gramme de Dynkin suivant :
❣ ❣ > ❣
s1 s2 s3
<
4.0.3 Le groupe de Coxeter W (H3).
Nous faisons le même travail avec le groupe de Coxeter W (H3). Son graphe
est :
❣ ❣ ❣
s1 s2 s3
3 5
Le polynôme u5(X) = v5(X) = X2 − 3X + 1 a comme racines : 3+
√
5
2
, 3−
√
5
2
.
1) Nous choisissons s2 comme racine et α une racine de u5(X). Nous obtenons la
matrice de Cartan :
Car(G) =

 2 −1 0−1 2 −α
0 −1 2

 , ∆(G) = 6− 2α
et Φ est de dimension 1 engendré par ϕ dont la matrice dans la base A = (a1, a2, a3)
est :
(ϕ(ai, aj))16i,j63 =

 2 −1 0−1 2 −α
0 −α 2α


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Si on choisit α = 3+
√
5
2
, alors on obtient le diagramme de Dynkin :
❣ ✇ > ❣
s1 s2 s33 5
Si on choisit α = 3−
√
5
2
, alors on obtient le diagramme de Dynkin :
❣ ✇ < ❣
s1 s2 s33 5
2) Nous choisissons s3 comme racine et α une racine de u5(X). Nous obtenons la
matrice de Cartan :
Car(G) =

 2 −1 0−1 2 −1
0 −α 2

 , ∆(G) = 6− 2α
et Φ est de dimension 1 engendré par ϕ dont la matrice dans la base A = (a1, a2, a3)
est :
(ϕ(ai, aj))16i,j63 =

 2 −1 0−1 2 −1
0 −1 α+ 1


Si on choisit α = 3+
√
5
2
, alors on obtient le diagramme de Dynkin :
❣ ❣ > ✇
s1 s2 s33 5
Si on choisit α = 3−
√
5
2
, alors on obtient le diagramme de Dynkin :
❣ ❣ < ✇
s1 s2 s33 5
Nous voyons ainsi que changer de racine revient à changer α en 3− α, c’est à dire
que l’on obtient la représentation conjuguée de la représentation R.
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