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Finding location plays a significant role in many applications such as car navi-
gation systems, product tracking in the warehouse, and failure detections of the build-
ings. However, developing accurate positioning system for indoor areas is challenging
due to multipath. Ultra-wideband (UWB) radars and super-resolution techniques are
known to be robust to multipath, but they are computationally expensive. On the
other hands, localization using received signal strength (RSS) and channel state in-
formation (CSI) are cost-effective but can only provide a coarse location information.
Hence, it is important to consider computational complexity, implementation cost,
and localization performance.
The objective of this dissertation is to develop low-complexity accurate indoor
localization systems that is robust to multipath. To obtain highly accurate loca-
tion information, we utilize millimeter waves (MMWs) for ranging. The MMW band
around 60 GHz is recently proposed as an alternative spectrum for short-range com-
munication systems. Existing MMW-based indoor localization systems have shown
robustness to multipath and high accuracy by exploiting the characteristics of the
MMWs. Yet, high computational complexity still remains as an issue. Hence, we
introduce radio interferometric positioning system (RIPS) to the MMW band for in-
door localization. The basic idea behind the RIPS is to calculate a range from the
phase of an interference signal created by two sinusoidal signals at slightly different
frequencies. The extracted interference signal is at low frequency, and thus, required
receiver bandwidth is low, making the RIPS suitable for resource-limited wireless
sensor networks (WSNs). In the first part of this dissertation, we design a receiver
using undersampling techniques to circumvent the noise augmentation problem in
xvi
the original RIPS. We perform theoretical analysis of both the original and proposed
RIPS by deriving the Cramér-Rao Lower Bounds (CRLBs) of the range and location
estimates. We consider white and colored noise and corroborate the derived bounds
with numerical examples. The systems are also implemented on National Instru-
ments’ Universal Software Radio Peripherals (NI USRPs) for experimental analysis.
To reduce the localization complexity of the RIPS, we develop a ranging model using
two transmitters and a receiver. Asynchronous RIPS (ARIPS) uses a dual-tone sig-
nal to cope with carrier frequency offsets (CFOs) and integer ambiguity issues. The
second part of this dissertation focuses on designing indoor localization systems using
MMWs. The RIPS cannot be directly applied for indoor localization as it is highly
sensitive to multipath, and the MMW signaling causes unavoidable integer ambigui-
ties. Hence, we employ space-time coding (STC) in the ranging signal of the proposed





Localization has wide range of applications including monitoring, navigation, and
tracking [38, 67, 47], and consequently, a localization system has to be designed to
fulfill the requirements specifically for a particular application. For example, few me-
ters of accuracy is sufficient for localization in outdoor [46, 58] whereas much higher
accuracy in the order of centimeters is required in indoor environments [27]. Com-
putational complexity becomes especially important when localizing wireless sensor
networks (WSNs) [34, 43] as sensor nodes are typically resource-limited [2]. Amount
of time required for localization also has to be considered as it directly leads to latency,
which becomes critical in real-time tracking systems [48, 17].
For indoor applications, finding accurate location is especially challenging as en-
vironments are typically rich in multipath [67, 31]. Well-known Global Positioning
System (GPS) fails to work in indoor environments because of a lack of line-of-sight
(LOS) between the user and the satellites [49]. Even if the GPS signal reaches in-
door and the environment is free of multipath, few meters of positioning accuracy
provided by the GPS is not enough for some indoor geolocation applications such as
location-based authentications [36, 47]. Moreover, when the localization is performed
at mobile units, computational complexity of the localization system has to be kept
low [27].
Deployment and implementation costs are also important to consider. One ap-
proach to reduce the cost is to use measurements that are already available for other
purposes. Example of such measurements is received signal strength (RSS), which is
readily available in many commercial devices [33]. In the RSS-based techniques, the
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RSS measurements are used to calculate a range based on a power attenuation or by
comparing measured RSS with fingerprints obtained prior to localization [71, 4, 5].
Similarly, WiFi signals and channel state information (CSI) are proposed for ranging
in [71, 72]. Unfortunately, requirement for offline survey leads to additional deploy-
ment cost, and signal instability limits the system accuracy.
Another approach is to employ time-based localization techniques. For instance,
a time-of-arrival (TOA) is measured by detecting the time instance of when the sig-
nal arrives at the receiver [32, 10]. With impulse signals, the receiver can resolve
the first from multiple arriving signals, making these techniques robust to multipath.
Wideband signals are required to obtain precise time measurements, but typical com-
mercial devices are band-limited. Hence, realizing impulse signals with high resolution
in time may be challenging. In [26], the first arriving path is detected in the frequency
domain by sounding the channel at multiple frequencies. Super-resolution techniques
used to differentiate multiple paths require high computational complexity, and the
complexity increases as a number of paths increases [33].
Recently, positioning systems using millimeter waves (MMWs) are developed to
accurately find the location in indoor environments under multipath [68, 30, 6, 13].
The MMW is a signal around 3-300 GHz band, and this unlicensed band is con-
sidered as an alternative spectrum to alleviate the heavy traffic in a conventional
radio-frequency (RF) spectrum [37, 55]. Experiments have shown promising perfor-
mance of existing MMW-based indoor localization systems [68, 30, 6, 13], but they
require high computational complexity. In this disseration, we employ radio interfer-
ometric positioning system (RIPS) [29] to develop indoor positioning systems with
high accuracy but at low complexity.
The RIPS is a range-based system, where a location is calculated based on a set of
range measurements. Two transmitters transmit sinusoidal signals at slightly different
frequencies to cause interference. The phase is measured from a low-frequency signal
2
obtained with a square-law device that is available at low cost. Then, a range is calcu-
lated by taking the phase difference at two receivers. Low-computational complexity
of the RIPS makes it suitable for resource-limited sensor nodes [2], and its potential to
yield high accuracy has attracted interest to adopt the RIPS in various applications
including indoor localizations [22, 7, 73]. However, one of the main drawbacks of the
RIPS is its sensitivity to multipath [70, 22]. When the channel is faded due to mul-
tipath, the received signal contains an unknown phase shift that the receivers cannot
resolve. Existing RIPS-based indoor localization systems aim to gain the robustness
to multipath by compromising computational and implementation complexities. For
instance, computationally-expensive super-resolution technique is used in [73], and
specialized hardware is required in [7], where spinning beacons are employed to mea-
sure the Doppler shifts. In this dissertation, we combine space-time code (STC) and
MMW signaling to solve the fading sensitivity of the RIPS. By exploiting the avail-
ability of large contiguous bandwidth in the MMW spectrum [37] and its channel
characteristics, our proposed systems can yield highly accurate location information
without compromising complexities.
1.1 Thesis Contributions
As we are concerned with both the performance and complexities, in this disserta-
tion, we perform development, analysis, and implementation of localization systems.
Important contributions of this dissertation are as follows:
• The undersampling receiver for the RIPS [52] is developed to circumvent the
noise augmentation problem in the original RIPS. The performance gain of the
undersampling RIPS over the original RIPS is confirmed through simulations
and hardware implementations.
• Theoretical analysis on the ranging performance of the RIPS is performed by
deriving Cramér-Rao Lower Bounds (CRLBs) under white and colored noise.
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To facilitate the analysis, a common framework for both the undersampling
RIPS and the original RIPS are developed.
• The RIPS with dual-tone signaling is developed to reduce the localization com-
plexities, accommodate the carrier frequency offsets (CFOs), and expand the
resolvable range. The robustness of the proposed asynchronous RIPS (ARIPS)
[66] against the CFOs is presented through simulations.
• Space-time RIPS (STRIPS) [53] and accurate indoor positioning system (AIPS)
[50] are developed from the RIPS by combining STC and MMW signaling.
Robustness to the fading is corroborated by simulations, and both the systems
are implemented on hardware to evaluate their feasibility and performance.
1.2 Thesis Organization
The rest of this dissertation is organized as follows. In Chapter 2, we discuss the
MMW signaling for indoor localizations. Then, we provide the background of the
RIPS by reviewing its system model, followed by the literature survey on existing
RIPS-related work. Chapters 3 and 4 focus on the RIPS at the conventional RF
spectrum. Chapter 3 presents the RIPS employing undersampling techniques [52],
where we design the receiver to avoid the increase in the noise power in the original
RIPS [29]. Theoretical analysis is performed on the RIPS with proposed and original
receiver designs, and we derive the CRLBs of range and location estimates under white
and colored noise. Numerical and experimental results are presented to confirm the
efficiency of the proposed receiver. In Chapter 4, the RIPS using dual-tone signaling
is developed to avoid integer ambiguity and accommodate the CFOs. We introduce a
ranging model with three nodes to avoid computationally-heavy localizations in the
original RIPS.
Chapters 5 and 6 focus on MMW-based indoor localization systems using STC.
The system model and ranging scheme of the STRIPS [53] is presented in Chapter 5.
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We compare its performance with the original RIPS and confirm its robustness against
fading through simulations. Hardware implementation and experimental results are
also provided. Chapter 6 presents the AIPS and consider two ranging signal models
with three types of detectors. Simulation and experimental results corroborate the ef-
fectiveness of the AIPS. Conclusions of this dissertation and potential future research
topics are discussed in Chapter 7.
Notations: Bold upper case letters denote matrices. Bold lower case letters denote
vectors. N (µ, σ2) refers to a Gaussian distribution with mean µ and variance σ2, and
U(a, b) signifies a uniform distribution over the range [a, b]. Superscripts (·)T , (·)H ,
(·)∗, and (·)† denote transpose, Hermitian transpose, complex conjugate, and pseudo-
inverse, respectively. [·]i denotes the ith element of the vector, and [·]i,j denotes the
element in the matrix at the ith row and jth column. The Euclidean norm is denoted
as ‖·‖. We represent the modulo operation asmod(a, b), wheremod(a, b) = a−b⌊a/b⌋
with ⌊·⌋ denoting rounding down towards zero. We use arg {·} to denote the argu-
ment of a complex number, and diag {·} represents the diagonal matrix of a vector.
Expected value of a random parameter is denoted as E [·]. The element-wise mul-
tiplication of vectors is denoted with ⊙. Throughout this dissertation, we represent




N([f ]1), ...,hN ([f ]K), h
∗
N([f ]K)], where
hN(f) = [1, e





The objective of this dissertation is to develop indoor positioning systems based on
the RIPS. In this chapter, we introduce the MMW for indoor localization and present
examples of existing MMW-based indoor localization systems. We review the system
model of the original RIPS from [29] and discuss its strengths and weaknesses. We also
provide a literature survey on existing RIPS-related work and conclude the chapter
with the important contributions of this dissertation.
2.1 MMWs For Indoor Localization
There is a growing interest in utilizing the MMW band for next generation com-
munication systems [41, 55, 37], but the MMWs was in the past considered to be
inadequate for wireless communications due to its high signal attenuation [14]. As-






where PT is the transmitted power, PR(d) is the received power, GT is the transmitter
antenna gain, GR is the receiver antenna gain, d is the distance between a transmitter
and a receiver, and f is the transmission frequency. According to (1), the signal
experiences more power attenuation as transmission frequency gets larger. Hence, the
MMWs attenuates more than typical RF signals. Another concern using the MMWs
for wireless communications is the high energy absorption level of the spectrum. The
oxygen molecules absorbed as much as 98% of energy of the signals at the 60 GHz
MMW region [1]. This high energy absorption level further reduce the range that the
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MMW signals can cover.
However, the high power attenuation of the MMWs is recently reconsidered as an
advantage for short-range communication systems. It allows high frequency reuse in
the limited area and is less likely to cause interference [1]. In addition, there is a large
contiguous band available in the spectrum [37] that allows transmissions of wideband
signals. Furthermore, a coherence bandwidth of the channel is relatively large (in
the order of MHz) as the multipath components in the band are limited [37]. In
addition, with short signal wavelength, it becomes possible to develop small, low-cost
antennas [1] suitable for mobile devices. These characteristics not only benefits the
communication systems but also indoor localizations.
MMW-based indoor localization systems are already proposed in [37, 68, 30, 13].
Availability of a large bandwidth in the MMW spectrum allows time-based local-
ization systems to attain extremely high time resolution with orthogonal-frequency
division multiplexing (OFDM) [68, 30] and ultra-wideband (UWB) signals [6]. High
time resolution in the order of nanoseconds can resolve the first arriving path from
reflected signals. Also, ranging with the RSS of MMWs are proven to be effective be-
cause high path loss of MMWs leads to a strong correlation between RSS and distance
[13]. However, the time-based systems [68, 30, 6] are computationally expensive, and
the RSS-based approach [13] needs an offline survey to characterize the environment
prior to localization. To develop low-complexity indoor localization systems with
MMWs, we use the RIPS [29], the system model of which is reviewed in the following
section.
2.2 Radio Interferometric Positioning System
2.2.1 System Model and Range Estimation
A ranging model of the RIPS is illustrated in Figure 1. As shown in the figure, each
ranging session involves two transmitters and two receivers. When multiple receivers
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are involved, we denote the distance between the kth transmitter and themth receiver
as dk,m. The goal here is to estimate the Q-range, which is a linear combination of
four distances defined as
q = d1,1 − d2,1 − d1,2 + d2,2. (2)
In each ranging session, we assume that the receivers are synchronized in time, and
all the participating nodes are synchronized in frequency. Time synchronization of
the transmitters is not required.











Figure 1: Ranging model of the RIPS with two transmitters and two receivers.
The transmitting signal at the kth transmitter is modeled as
sk(t) = ak cos(2πfkt+ θk), (3)
where ak, fk and θk denote the amplitude, frequency and initial phase of the kth
transmitting signal, respectively. Without loss of generality, assume f1 > f2 and
further define fd = f1 − f2 and g = (f1 + f2)/2. At receivers, the received signal is
downconverted to an intermediate frequency (IF) by a local oscillator (LO) at the
8


















ak cos (2π(fk − f0)t− ϕk,m) + vm(t)
(4)






− θk with tk denotes the unknown time instant when
the kth transmitter started its transmission, c is a speed of light, and vm(t) is an
additive noise.
In the RIPS, a square-law device is used at the receiver. The signal is first filtered
with a band-pass filter (BPF) to remove any noise in the band outside of interest.





2 (2π(fk − f0)t− ϕk,m)











a2k cos (4π(fk − f0)t− 2ϕk,m)
+ a1a2 cos (4π(g − f0)t− ϕ1,m − ϕ2,m)
+ a1a2 cos (2πfdt− φm) + ṽm(t),
(5)
where ṽm(t) is an aggregated noise and φm = ϕ1,m − ϕ2,m. Hence, the output of the
square-law device contains the frequency components at ±2(fk − f0), ±2(g− f0) and
±fd as well as DC components. By designing the parameters as fd ≪ fk − f0, we
remove the frequency components beyond fd with a low-pass filter (LPF). Further
removing the DC component, we obtain a low-frequency differential signal expressed
as
ym(t) = a1a2 cos (2πfdt− φm) + ṽm(t). (6)
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Notice that the phase difference at the two receivers can be rewritten as




g(d1,1 − d2,1 − d1,2 + d2,2) +
fd
2






g · q + fd
2




where q = d1,1 − d2,1 − d1,2 + d2,2 is the Q-range as defined in (2). From fd ≪ g, the
second term is considered negligibly smaller than the first term. As a result, φm and
the Q-range are approximately related as
q ≈ c
2πg
(φ1 − φ2) . (8)
2.2.2 Location Estimation
Although the ranging scheme of the RIPS is fairly simple, localization using the
Q-range measurements is a complicated task. The Q-range is a linear combination
of four distances as shown in (2), and its relationship with the location of any of the
participating node is nonlinear. The genetic algorithm (GA) is used [29] to localize
the network as a whole, and [35] proposes to use the RSS measurements as the initial
conditions for the GA. In [28], a probabilistic model of the noise is employed to
perform the distributed localization and to support sparse network topologies. The
complexity of the Q-range-based localization algorithms is analyzed in [15], and the
authors proposed the distributive algorithm suitable for large WSNs.
To simplify the localization with the Q-range measurements, the collaborative
localization method is discussed in [21]. The method estimates the location of an
unknown node based on two independent Q-range measurements, where locations of
the rest of the nodes are known. Similar to [21] is the hyperbolic positioning [19, 62],
where a position of an unknown node is determined by finding the intersection of
two hyperbolas. In this dissertation, we localize a node one at a time and reduce
the localization complexity by converting the Q-range into the range-difference (RD)
measurements. Details are found in Section 3.1.2. Furthermore, in Chapter 4, we
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introduce a ranging model with three nodes to measure the RD directly, and thus
complex Q-range-based localizations are avoided.
2.3 Literature Survey on RIPS-Related Work
Because of its flexibility and low complexity, the RIPS has been adopted for various
scenarios. One of which is tracking of mobile nodes [18, 17, 3]. In [18], a mobile node
tracking system based on the RIPS called inTrack is proposed to analyze the effects
of velocity and moderate outdoor multipath on the system performance. The system
is further improved in [17] by incorporating a Doppler shift into location estimation.
Their experimental results show a mean absolute error (MAE) of 37 cm. Also taking
a Doppler shift into account and using an extended Kalman filter, a tracking system
based on the RIPS yields the MAE of 1.68 m in a field test [3]. Another extension
of the RIPS is its implementation at a different frequency band. Formerly, the RIPS
is implemented on CC1000 RF transceiver at the frequency band below 1 GHz [29].
However, in [11, 12], the RIPS is implemented on CC2430 transceivers, which operate
at 2.4 GHz. Due to lack of fine-frequency tuning capability of the CC2430 platform,
an inherent offset of LOs is used for the frequency difference, resulting in the MAE
of 1.5 − 2 meters [11]. Using the same platform, a stochastic RIPS (SRIPS) [12] is
proposed to improve the accuracy at 2.4 GHz by taking into account some stochastic
properties of Q-range measurements.
One of the major issue to consider in the RIPS is the integer ambiguity. Since the
range is estimated by unwrapping the phase, a resolvable range without ambiguities
in the RIPS is determined by the wavelength of a carrier wave. In other words, when
the RIPS operates at the high frequency band, the Q-range is likely to be larger than
the carrier wavelength, which results in unknown integer in the phase measurements.
There are mainly two existing approaches to perform localizations with ambiguous
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measurements. First approach resolves the ambiguities in the Q-range prior to local-
ization by using methods such as the maximum likelihood estimator (MLE) [23], the
Chinese remainder theorem (CRT) [61, 60], or lattice reduction method [25]. Second
approach directly uses ambiguous measurements to perform the localization [24, 9].
In both approaches, multiple transmissions at different frequencies are required. To
avoid excess power consumptions in resource-limited devices, a number of transmis-
sions should be kept minimal. Consequently, the transmitting signal model can be
modified to avoid the ambiguous measurements. In [73, 74], linear frequency modula-
tion (LFM) waves are employed to expand the resolvable range so that ambiguities are
unlikely to occur. However, the LFM-based RIPS requires perfect frequency synchro-
nization among the nodes, and this requirement may be demanding for cost-limited
sensors. Frequency synchronization is required in the original RIPS as well [70], and
frequencies among all the nodes are synchronized by exchanging messages prior to
ranging [29].
Sensitivity to multipath is another concern in the original RIPS [29]. Authors in
[70, 22] shows that the localization accuracy of the RIPS degrades by few meters under
multipath. In [65], dual-tone RIPS (DRIPS) using dual-tone signaling is proposed
to combat the fading. With undersampling techniques, the uDRIPS [64] further
enhances the system performance and improves the flexibility in parameter design.
Moreover, by simultaneously transmitting the ranging signals from anchor nodes, the
DRIPS and the uDRIPS directly localize the target node, thereby complex node-
scheduling is avoided and latency is reduced. To obtain the robustness to fading,
the frequency difference less than few kHz is required, and high signal-to-noise ratio
(SNR) is required for the systems to reach submeter accuracy. The similar approach
is adopted to the RIPS in [73] by transmitting at multiple frequencies. The basic
idea comes from [26], where super-resolution techniques are used to identify the first
arriving path from a set of phase measurements. The proposed scheme requires
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a number of frequencies transmitted to be greater than a number of paths in the
environment. Naturally, required bandwidth increases with a number of paths, and
similarly to [26], the system complexity remains as an issue.
In this dissertation, we first perform theoretical and experimental analysis on
the RIPS. Then, we investigate different receiver design, and ranging model to cope
with some drawbacks in the RIPS already described. Using the results from these
investigations, we develop indoor localization systems that is robust to the multipath.
By employing the STC, the proposed systems can avoid integer ambiguities despite
of transmissions at the millimeter carrier wavelength. Furthermore, with the STC,
an unknown phase offset due to fading is canceled, and accurate range information is
achieved under multipath. Using the ranging model with three nodes, the localization
complexity is reduced from that of the original RIPS. The details of the proposed
systems and performance evaluations are found in Chapters 5 and 6.
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CHAPTER III
RADIO INTERFEROMETRIC POSITIONING SYSTEM
USING UNDERSAMPLING TECHNIQUES
In this section, we present the undersampling receiver for the RIPS. The original RIPS
uses a square-law detector to extract a low-frequency differential signal, but a squaring
operation increases the noise power [52]. Also, the estimated Q-range in the original
RIPS contains an approximation error as shown in (7). For this approximation to
be valid, two transmitting frequencies have to be close, which limits the choice of
parameters in the RIPS. For the rest of this disseration, we follow the notations in
[52, 54] and denote the original RIPS that employs a square-law detector as the RIPS-
sq and the RIPS with undersampling receivers as the RIPS-u. The RIPS-u and the
RIPS-sq share a common ranging model illustrated in Figure 1, and the transmitter
model is as described in (3). We present the receiver model of the RIPS-u in Section
3.1. To facilitate the analysis of the RIPS-sq, a mathematical framework similar to
that of the RIPS-u is developed for the RIPS-sq. Theoretical analysis is presented in
Section 3.2, where we derive the CRLBs of Q-range location estimates for both the
RIPS-u and the RIPS-sq. We consider the cases where the additive noise is white
and colored, and we propose methods to enhance the ranging performance when the
noise correlation information is available. Numerical results are presented in Section
3.2.3 to corroborate the derived bounds and to confirm the efficiency of the proposed
RIPS-u. Furthermore, we implement both system on hardware, and experimental
setup and results are presented in Section 3.3.
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3.1 System Model
The RIPS-u share a same transmitter model with the RIPS-sq described in Sec-
tion 2.2. Hence, two receiver nodes in Figure 1 are assumed to be synchronized in
time, and frequency synchronization is assumed at all the participating nodes. The
receiver design of the RIPS-u is illustrated as a block diagram in Figure 2. In the
RIPS-u, the received signal rm(t) in (4) is directly sampled. Sampling rm(t) at the
rate fs, we obtain








+vm[n], n = 0, 1, ..., N−1, (9)
where f̄k = (fk− f0)/fs. Vertically stacking N samples collected at the mth receiver,
we can express the sampled received signal rm[n] in a matrix-vector form as
rm = H(f)zm + vm, (10)
where
rm =[rm[0], rm[1], ..., rm[N − 1]]T ,






























Figure 2: Block diagram of the receivers in the RIPS-u.
Since we assume that the frequencies are synchronized among all the participating
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nodes, the matrix H(f) is accurately constructed at the receivers. Employing least-
squares estimator (LSE), we estimate the phase vector zm as
ẑm = H
†(f)rm. (12)
Recall that ϕk,m = 2πfk(dk,m/c + tk) − θk. The difference between the aggregated
phase corresponding to the kth transmitter at two receivers is


















Notice that nuisance terms such as tk and θk are successfully canceled out, and we
are left with range information. From (13), the relationship between the aggregated
























3.1.1 Ranging in the RIPS-sq
In [29], the phase difference is estimated analogously with peak detection. To compare
the RIPS-u and the RIPS-sq theoretically, we develop the mathematical framework
for the RIPS-sq analogous to that of the RIPS-u and present the LSE-based Q-range
estimator.
The block diagram of the receivers in the RIPS-sq is shown in Figure 3. Sampling
the low-frequency differential signal ym(t) in (6) at the rate fs > 2fd, we obtain




+ ṽm[n], n = 0, 1, ..., N − 1, (16)
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where f̄d = fd/fs, and ṽm[n] is the sampled aggregated noise. Stacking N samples
collected at the mth receiver vertically, we arrive at
ym = H(f̄d)z̃m + ṽm, (17)
where
ym =[ym[0], ym[1], ..., ym[N − 1]]T ,
ṽm =[ṽm[0], ṽm[1], ..., ṽm[N − 1]]T ,
z̃m =a1a2[e
jφm , e−jφm ]T .
(18)
Similarly to (12), we estimate the phase vector z̃m with LSE as
̂̃zm = H†(f̄d)ym. (19)







































Figure 3: Block diagram of the receivers in the RIPS-sq.
3.1.2 Localization with Q-range measurements
As described in Section 2.2.2, the Q-range-based localization tends to be complicated
due to nonlinearity of the Q-range w.r.t. node locations. It should be noted, however,
that when locations of three out of four nodes are known, the Q-range can be converted
to the RD [20]. Because the RD only involves two distances, RD measurements is
easier to handle than the Q-range. The RD-based localization techniques are already
available in [56, 63].
17
Let us describe how we employ the RD-based algorithms with Q-range measure-
ments. In Figure 1, assume that TX2, RX1, and RX2 are at known positions, and
TX1 is the target node to be localized. We choose TX1 as the target node because
of the time synchronization requirement at the receivers. In such a case, the last
two terms in the Q-range q = d1,1 − d1,2 − d2,1 + d2,2 can be pre-calculated. Moving
the unknown terms to the left-hand side (LHS), we arrive at the RD measurement
between TX1 and two receivers as
d1,1 − d1,2 = q + d2,1 − d2,2. (21)
Let us denote the coordinates of the target node and the mth receiver as x and xm,
respectively. Choosing the first receiver node as the origin of the coordinate system
(x1 = 0), (21) can be rewritten as
‖x‖ − ‖x− x2‖ = R, (22)
where R = q+d2,1−d2,2 is the right-hand side (RHS) of (21). Rearranging the terms
and squaring both sides as
‖x− x2‖2 = (‖x‖ −R)2 , (23)
we arrive at
2R‖x‖ − 2xT2 x = R2 − ‖x2‖2, (24)
where the unknown terms are collected on the LHS, and the known terms are on
the RHS. When we consider a 2D scenario, the dimension of x is 2. Keeping x1
fixed as the reference node over multiple RD measurements, we have x and ‖x‖ as
unknowns. Hence, with at least three independent RD measurements, we have a set
of linear equations to solve the location vector x. In this dissertation, we employ the
constrained-LSE, and details are found in [56].
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3.1.3 Parameter Design
Integer Ambiguity According to (20), the Q-range estimates in the RIPS-sq is free
of integer ambiguity when |q| < c/2g. Throughout this dissertation, we refer to this
upper-bound as resolvable range. Since the resolvable range of the RIPS-sq depends
on g, when the signal is transmitted at high frequency, it becomes more likely for
integer ambiguity to occur. In the RIPS-u, from (15) we require |dk,1 − dk,2| < c/2fk
for k = 1, 2. When fd ≪ g such that g ≈ f1 ≈ f2, then the resolvable range of the
RIPS-u and the RIPS-u becomes approximately the same.
Sampling Rate Although the maximum frequency of the received signal rm(t) is
f̄1, which is larger than fd, the received signal can be sampled below 2f̄1. When
fs < 2(fk − f0), frequencies of the sampled signal are aliased. For accurate phase
estimation, we need independent columns inH(f). Hence, we need hN(f̄1) and hN(f̄2)





















The last condition is satisfied whenmod(fd, fs) 6= 0, 12 . When the condition is violated,
aliased frequencies in the sampled signal are too close that individual phase estimates
cannot be obtained. In [52], it is shown that as long as two aliased frequencies are well
separated, we can estimate the phase accurately at two tones even when fs < fk−f0.
Frequency Difference One of the advantages of the RIPS-u over the RIPS-sq is
that it has more flexibility in choosing parameters. In (20), the Q-range estimator
in the RIPS-u does not have an approximation error. Moreover, the received signal
is directly sampled without extracting a low-frequency differential signal. Hence,
we no longer have a constraint fd ≪ fs. This is meritorious when devices lacks fine
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frequency-tuning capability, such as in CC2430 [11], and small fd cannot be realized.
3.2 Theoretical Analysis
As a range-based system, the positioning accuracy of the RIPS is highly dependent on
the accuracy of estimated Q-ranges. Yet, existing theoretical analysis related to the
RIPS concerns with the performance of the Q-range based localization schemes [15,
75]. In [15], authors analyze how errors in range estimates propagate to node location
estimates by modeling a range estimation error as Gaussian. Authors in [75] derive
the performance bound of localization estimates in the RIPS by deriving the method
of interval error (MIE). Here, they also assume that the error in range estimates
follows a Gaussian distribution. However, in the RIPS, the range is calculated from
the phase, and the noise of the phase estimates can be approximated as Gaussian only
when the noise is additive white Gaussian noise (AWGN) and the SNR is relatively
high [59]. Hence, the results from [15, 75] are not applicable when the SNR is low.
Moreover, the signal noise may not be white due to filtering at receivers, which makes
the Gaussian approximation invalid even when the SNR is high. Consequently, it is
important to evaluate the localization performance of the RIPS through its ranging
performance.
3.2.1 Cramér-Rao Lower Bounds of Q-range Estimates
We derive the CRLBs for the Q-range estimates in the RIPS-u and the RIPS-sq and
consider the case when the additive noise vm(t) is white and colored as the correlation
of the noise is inevitable due to filtering in practical scenarios. In the following
analysis, we assume that the noise is circularly symmetric Gaussian. When the noise
is colored, we use the first-order autoregressive (AR1) model, which is expressed as
vm[n] = ρvm[n− 1] + um[n], (26)
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where um[n] ∼ N (0, κ2m) and ρ is a parameter such that |ρ| < 1 since we assume that
vm[n] is wide-sense stationary (WSS).
Ranging performance of the RIPS-u Since we assume that vm[n] is circularly
symmetric Gaussian, the Fischer information matrix (FIM) of the phaseϕm = [ϕ1,m, ϕ2,m]
T











pN(f) =[0, sin(2πf), ..., sin(2πf(N − 1))]T .
(28)
When vm[n] is the AWGN with zero mean and variance σ
2
m, the covariance matrix




When vm[n] is colored that follows the AR1 model, we employ the autocorrelation









1− ρ2 . (30)








From the relationship between the Q-range and ϕk,m given in (13), the CRLB for the








{CRLB(ϕk,1) + CRLB(ϕk,2)} . (32)
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Ranging performance of the RIPS-sq Deriving the CRLB for the Q-range
estimates in the RIPS-sq is not as straightforward as in the RIPS-u since we first need
to model the aggregated noise. To ease the derivation, let us assume the aggregated
noise ṽm as circularly symmetric Gaussian. Then, the CRLB of the aggregated phase


















− E [ṽm]E [ṽm]T (34)
is the covariance matrix of the aggregated noise ṽm. From (33) and the relationship
between φm and the Q-range given in (7), the CRLB of the Q-range estimates in the






(CRLB(φ1) + CRLB(φ2)) . (35)
Now, let us investigate the covariance matrix K̃m of the aggregated noise ṽm[n].
The vector ṽm can be expressed as
ṽm = 2Dmvm +wm, (36)
where









wm =vm ⊙ vm.
(37)
Substituting (36) into (34), we arrive at
K̃m ,E
[



















− E [ṽm]E [ṽm]T .
(38)
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In the following, we find the expressions for K̃m term-by-term under white and colored
noise.
1) Covariance matrix of the aggregated white noise
Let us skip the first term for now and start with the second term in (38). Since
the odd moments of a zero-mean Gaussian random variable are zero, it is straight




























= 0, ∀n, l. (40)













From (36), we observe that the expectation of the aggregated white noise is
E [ṽm] = 2DmE [vm] + E [vm ⊙ vm] = σ2m1N , (42)





Let us now come back to the first term in (38). Due to Dm, the term varies w.r.t.
time. In other words, ṽm is not WSS. From the assumptions made in the CRLB
given in (35), we approximate ṽm as circularly symmetric Gaussian by taking the
expectation of K̃m over a random parameter. We begin by rewriting the first term in
(38) as
4DmKmDm = 4Γ⊙Km, (44)
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Recall that the aggregated phase ϕk,m = 2πfk(dk,m/c + tk) − θk contains the un-
known initial phase offset θk. We treat this unknown θk as random that makes
ϕk,m uniformly distributed over (−π/2, π/2). Taking the expectation of Γm over

























































which only depends on the lag |n− l|. Thus, by expressing the first term in (38) as
4DmKmDm = 4Γ⊙Km, (47)
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we can approximate ṽm as a circularly symmetric Gaussian random process. From
(29), Kwhitem = σ
2
mIN , so (47) simplifies to
4Γ⊙Kwhitem = 2σ2m(a21 + a22)IN , (48)
when the noise is white. Substituting (39)-(41), (43) and (48) into (38), we obtain












In other words, when vm is white and ṽm is approximated as circularly symmetric











2) Covariance matrix of the aggregated colored noise Similarly to the derivation
we performed with the white noise, we use the expression (47) to approximate the
aggregated colored noise. Hence, the first term in (38) with the colored noise modeled
as an AR1 process is expressed as Γ⊙KAR1m , where KAR1m is given in (30). The second


































n−iui from (136). When we expand this product of summations,
we obtain a sum of products of ui1 , ui2 , and ui3 . Since ui1 , ui2 , and ui3 are independent
zero-mean Gaussian random variables, all the three possible cases become zero:
• Case 1: i1 = i2 = i3 → E [ui1ui2ui3 ] = 0,
• Case 2: i1 = i2 6= i3 → E [ui1ui2 ]E [ui3 ] = 0,
• Case 3: i1 6= i2 = i3 → E [ui1 ]E [ui2ui3 ] = 0.
25
As a result, (50) is zero. Likewise, it can be shown that the third term in (38) is
also a zero matrix. The fourth term is an autocorrelation matrix of the squared AR1
process vm ⊙ vm. Using the ACF of the squared AR1 process derived in Appendix















Finally, from E [ṽm] = κ
2
m/(1−ρ2), the last term in (38) becomes κ4m/(1−ρ2)21N1TN .













(1− ρ2)2 . (52)
Closed-form expressions for the CRLBs When the noise is white, the CRLBs
of the Q-range estimates for the RIPS-u in (32) and for the RIPS-sq in (35) can be

































sin(2πf̄1n) sin(2πf̄2n) ≈ 0. (54)
































In the RIPS-sq, the covariance matrix of the aggregated noise can be expressed












m). Then, with the approximation in







Hence, the closed-form CRLB of the Q-range estimates in the RIPS-sq under white
















3.2.2 Cramér-Rao Lower Bounds of Location Estimates
Using the CRLBs for the Q-ranges derived thus far, the CRLB of the location esti-
mates in the RIPS-u and the RIPS-sq are derived. Following the localization pro-
cedure described in Section 3.1.2, the first transmitter is fixed as the target node.
Considering a 2D scenario, we denote the coordinates of the target node and the mth
receiver node as x = [x, y]T and xm = [xm, ym]
T , respectively. Although we only
consider a 2D scenario here, the same derivation is applied for a 3D scenario. The
Q-range q = d1,1 − d2,1 − d1,2 + d2,2 can be represented as a function of x and y as
q =
√
(x− x1)2 + (y − y1)2 −
√
(x− x2)2 + (y − y2)2 − d2,1 + d2,2. (59)


















Suppose there are M anchor nodes, and the first receiver is fixed for all ranging
sessions. Then, M − 1 independent measurements can be achieved, and assume that
these estimates are obtained independently using an efficient estimator. In such a case,
denoting the Q-range measurement at the lth ranging session as ql for l = 1, ...,M−1,
27





















































































In this section, we evaluate the CRLBs and compare the performance of the RIPS-u
and the RIPS-sq through numerical examples. We choose g = 8MHz and fd = 1.2 kHz,
and thus f1 = g + fd/2 and f2 = g − fd/2. In both systems, the received signal is
sampled at the rate fs = 4.8 kHz. The LO frequency is f0 = 6 MHz, and the signal
length is Ts = 0.025 sec, which allows us to collect N = 121 samples per Q-range
estimate. For simplicity, we let a1 = a2 = 1, σ
2
m = σ
2 and κ2m = κ
2 for m = 1, 2.
When we consider the colored noise, we let ρ = 0.99. Throughout this dissertation,






where PT and PN are the total transmission and noise power at transmitted tones.


















where Pv(f) is the power-spectral density (PSD) of the additive noise vm[n]. When
the noise is white, the PSD of vm[n] is given as
Pv(f) = σ
2, (68)
and the PSD of the AR1 process is
Pv(f) =
κ2
1− 2ρ cos(2πf) + ρ2 . (69)
CRLB of the Q-range estimates Figures 4 and 5 show a square-root of the CRLB
of the Q-range estimates vs. SNR under white and colored noise, respectively. For
the white noise case, we also plotted the closed-form CRLBs. The closed-form CRLBs
match well with the exact CRLBs, and we confirm that the closed-form CRLBs in
(56) and (58) provide good approximations for those in (32) and (35) for the RIPS-u
and the RIPS-sq, respectively. In both figures, the RIPS-u outperforms the RIPS-sq
regardless of the noise statistics as expected from [54]. Furthermore, a gap between
the curves widens as the SNR decreases. This is due to σ4m term in (49) and (52)
dominating when the SNR is low (i.e. the noise variance is high). Moreover, the
performance gap between two systems is wider when the noise is colored. Notice
that the performance of the RIPS-u is unchanged under both the white and colored
noise case, while the RIPS-sq experiences the performance degradation when the noise
becomes colored. Therefore, the RIPS-u is more robust to the noise correlation than
the RIPS-sq.
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Figure 4: CRLB of the Q-range estimates under white noise vs. SNR.






































Figure 5: CRLB of the Q-range estimates under colored noise vs. SNR.
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In Figures 6 and 7, we plot the CRLB vs. the carrier frequency g under white
and colored noise, respectively. The SNR is fixed at 10 dB. The general trend here is
the performance improves as g increases. However, this is at the cost of diminishing
resolvable range as described in Section 3.1.3, and when g increases, it is likely that
the Q-range estimates to have a unknown integer. Moreover, notice that Figure 7(d),
the CRLB for the RIPS-sq is not smooth. This is because K̃AR1m in (52) depends on
g. As ρ increases, the noise correlation becomes stronger, making the irregularities in
the curve corresponding to the CRLB of the RIPS-sq severe. Nevertheless, the CRLB







































Figure 6: CRLB of the Q-range estimates under white noise vs. the carrier frequency
g.
In Figures 8 and 9, we varied the frequency difference fd and plotted the CRLBs
under white and colored noise, respectively. In Figure 8, CRLB curves are flat and
show that fd does not affect the CRLB as much as g since fd ≪ g. Yet, a small


























































































































































































Figure 7: CRLB of the Q-range estimates under colored noise vs. the carrier fre-
quency g with (a) ρ = 0.1, (b) ρ = 0.3, (c) ρ = 0.6, and (d) ρ = 0.99.
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(7). When fd is large with respect to g, the approximated term becomes a dominant
source of error in the RIPS-sq. Similarly to Figure 7(d), the CRLB corresponding
to the RIPS-sq shows irregularities, and the irregularities increase with ρ. Yet, the












































Figure 8: CRLB of the Q-range estimates under white noise vs. the frequency
difference fd.
CRLB of the location estimates To analyze the localization performance of the
RIPS, we set the anchor nodes at the corners and the center of 10 × 10 square. We
use the same frequencies from previous simulations. The localization is performed as
described in Section 3.1.2, where the Q-range is converted to the RD measurements.
The target node and the anchor node at the center are fixed as the first and second
transmitters, respectively. The rest of the four anchor nodes take turns to obtain four
independent Q-range measurements.
A square-root of the trace of F−1(x),
√
CRLB(x) + CRLB(y), for the RIPS-u
and the RIPS-sq at various target node locations are shown as a color map in Figures
10(a) and 10(b), respectively. The SNR is fixed at 10 dB. White circles denote the
33












































































































































































Figure 9: CRLB of the Q-range estimates under colored noise vs. the frequency
difference fd with (a) ρ = 0.1, (b) ρ = 0.3, (c) ρ = 0.6, and (d) ρ = 0.99.
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locations of the anchor nodes. In both figures, the CRLB increases as the target node
moves away from the origin. For brevity, figures for colored noise are not plotted here,
but similar trend is observed. Figure 11 plots the CRLB of the location estimates vs.
SNR at six different target node locations specified with △ marks in Figure 10. Solid
lines represent the CRLBs corresponding to the RIPS-u and dashed lines correspond
to that of the RIPS-sq. At any given location, the RIPS-u has the CRLB 3 dB lower
than that of the RIPS-sq. Comparing the curves corresponding to positions inside
(L1 ∼ L3) and outside (L4 ∼ L6) the square, we observe that the latter has higher





































































Figure 10: CRLB of the location estimates of (a) the RIPS-u and (b) the RIPS-sq
under the white noise with symmetric anchor arrangements.
Color maps in Figure 10 are symmetric since the anchor node are placed symmet-
rically. In Figures 12(a) and 12(b), we moved one of the anchor nodes closer to the
center. As a result, the CRLB color map becomes asymmetric in both the figures.
Hence, anchor node locations have impact on the localization performance. Impact
of anchor node arrangements is not investigated deeply in this dissertation. We leave
this topic for future research.
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Figure 11: CRLB of the location estimates under white noise vs. SNR. Solid lines
represent the CRLBs corresponding to the RIPS-u and dashed lines correspond to



































































Figure 12: CRLB of the location estimates of (a) the RIPS-u and (b) the RIPS-sq
under the white noise with asymmetric anchor arrangements.
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Monte-Carlo Simulations Using the same parameters, we performed the Monte-
Carlo simulations to corroborate the derived CRLBs and confirm the efficiency of the
proposed RIPS-u. We randomly deploy four nodes in 10× 10 meters square, and the
Q-range is estimated with the RIPS-u and the RIPS-sq. The root-mean-square error
(RMSE) of the Q-range estimates vs. SNR under white and colored noise are plotted
in Figures 13 and 14, respectively. The resolvable range for the RIPS-sq (c/2g = 18.75
m) is plotted here. For comparison, we simulated the cases where fd = 120, 1.2 kHz,
and 120 kHz. The CRLB plotted in the figures is when fd = 1.2 kHz. The CRLBs
of the Q-range estimates with the RIPS-u match closely with corresponding RMSE
curves when the SNR > −10 dB when the noise is white and SNR > 0 dB when
the noise is colored. With the RIPS-sq, we observe the error floor at the high-SNR
region in the corresponding RMSE curves. This is due to the approximation in the Q-
range estimation with the RIPS-sq and non-ideal LPF used to extract a low-frequency
differential signal. Although the error from LPF is more prominent here, the error
due to approximation error is well-presented in [54], where the RIPS is presented with
a complex-passband signal model. In the low-SNR region, the RMSE curves of both
systems reach an upper bound. Since the Q-range is estimated by unwrapping the
phase, the magnitude of the Q-range estimates is always less than c/fk in the RIPS-u
and c/g in the RIPS-sq. In this simulation setup, the true Q-range is also bounded,
which makes the RMSEs to have upper-bounds. As we have seen in Figure 8, fd does
not impact the performance when the noise is white. When the noise is colored, the
performance of the RIPS-sq changes with different values of fd, which agrees with the
results shown in Figure 9.
To analyze the localization performance, we used the same parameters and anchor
setup as Figure 10. As the CRLBs of location estimates depend on the target node
location, we take an average of the CRLBs over the area. The frequency difference
is set to fd = 1.2 kHz. Figures 15 and 16 show the RMSE of the location estimates
37













































Figure 13: RMSE of the Q-range estimates under white noise.













































Figure 14: RMSE of the Q-range estimates under colored noise.
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under white and colored noise, respectively. In the RIPS-u, a submeter accuracy
(RMSE < 1 m) is achieved when SNR > 0 dB regardless of the noise color. With the
RIPS-sq, SNR > 3 dB under white noise and SNR > 12 dB under colored noise are
required to yield the RMSE less than one meter.












































Figure 15: RMSE of location estimates with the RIPS under white noise.
3.2.4 Exploiting the Noise Correlation Information
When the noise correlation is known, we can exploit the information and improve the
ranging performance in the RIPS-u and the RIPS - sq. Here, we consider the cases
when the noise correlation information is available at the transmitter and the receiver
separately.
Noise correlation information available at the transmitters Let us first ob-
serve how transmission power affect the ranging performance of the systems. For
analysis, we constrain a21 + a
2
2 = 1. Keeping the rest of the parameters as the same
as the preceding simulations, we plot the CRLBs vs. a21 under white Gaussian noise
in Figure 17. In both the RIPS-u and the RIPS-sq, the CRLB is at minimum when
39












































Figure 16: RMSE of location estimates with the RIPS under colored noise.
a21 = a
2
2. Hence, it is optimal to distribute the power equally at two transmitter
when the noise is white. Refer to Appendix B for mathematical proof. In the rest
this chapter, we define the optimal power distribution as that attains the minimum
CRLB.
In Figure 18, the CRLBs vs. a21 under colored noise is plotted. Unlike the case
when the noise is white, the equal transmission power does not yield the minimum
CRLBs when the noise is colored. This can be explained by looking at the PSD of
the noise. In the RIPS-u, the noise of the sampled signal rm[n] in (9) is the colored
noise modeled as AR1, and the PSD given in (69) is plotted against the normalized
frequency in Figure 19. The dashed and dotted vertical lines are where the tones
corresponding to f̄1 and f̄2 are located, respectively. According to the PSD, the
noise has more energy toward lower frequencies. As a result, more power should be
allocated in the RIPS-u to the first transmitter to improve the accuracy of the phase
ϕ1,m estimated from the corresponding tone at f̄1.
In the RIPS-sq, the noise of the sampled signal ym[n] in (16) is the aggregated
40

















































































Figure 19: PSD of the colored noise in the RIPS-u.












1− ρ2 . (70)
Notice that (70) is the product of the ACF of the AR1 noise and the sum of cosines
and DC term. The Fourier transform of (70) is then a sum of the copies of the PSD
given in (69) shifted to f = 0, ±f̄1, and ±f̄2 with gains 2κ2m/(1 − ρ2), a21, and a22,
respectively. An example of the PSD of the aggregated noise is plotted in Figure 20.
The solid vertical line in the figure is where the tone f̄d is located, and the phase
of this tone is what we estimate in the RIPS-sq. Notice that the tone is closer to
the peak at ±f̄1. To improve the accuracy of the estimated phase of the tone at f̄d,
therefore, we want to reduce the energy around the peak at f̄1 by allocating a less
power toward the first transmitter. As a result, the minimum CRLB in Figure 18 for
the RIPS-sq is at a21 < 0.5.
For the RIPS-u, the optimal power distribution under the colored noise is derived
in Appendix B. For the RIPS-sq, however, finding the minimum CRLB w.r.t. a21 is a
42





























Figure 20: PSD of the aggregated colored noise in the RIPS-sq.
difficult task as the covariance matrix of the aggregated colored noise K̃AR1m in (52)
depends on a21. From Figure 20, it is intuitive that we want to have a signal energy
at f̄d high while keeping the energy from the noise at f̄d as low as possible. In other







where the numerator is the energy of the tone at f̄d and Pṽ(f) is the PSD of the
aggregated noise ṽ. For simplicity, we assume that the noise statistics stay the same
over two time slots, and hence we dropped the subscript m in (71). From (70), the


















where Pv(f) is the PSD of the colored noise given in (69). Substituting (72) and the
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a21ñ1 + (1− a21)ñ2 + ñ0
. (73)
Taking a derivative of (73) w.r.t. a21 and equating to zero, we obtain
a21 =
ñ2 + ñ0 ±
√
(ñ2 + ñ0)(ñ1 + ñ0)
ñ2 − ñ1
. (74)
The solutions are narrowed down by using the condition 0 < a21 < 1. Figure 21
compares (74) and the solution found by searching over a21 = [0.1, 0.99] with a step-size
of 0.0001. From the figure, we conclude that (74) provides a reasonable approximation
for the optimal power loading.



















Figure 21: Optimal power allocated to the first transmitter vs. SNR.
Noise correlation information available at the receivers When the noise
correlation information is available at the receiver, we can replace the LSE with the
weighted-LSE (WLSE) in (12) and (19) for the RIPS-u and the RIPS-sq, respectively.





























Then, the Q-range is calculated from the estimated phase vectors by using the esti-
mators in (15) and (20) for the RIPS-u and the RIPS-sq, respectively.
We illustrate how the power loading and the WLSE affect the ranging performance
of the RIPS-u and the RIPS-sq through simulations. In Figures 22 and 23, we plot the
RMSE of the Q-range estimates vs. SNR for the RIPS-u and the RIPS-sq under the
colored noise, employing either the power loading, the WLSE, or both. The optimal
power distribution in the RIPS-u is found using (145) in Appendix B, and we employ
the solution in (74) for the RIPS-sq. In both figures, when neither the transmitter nor
the receiver has the knowledge of the noise covariance information, the corresponding
curves are furthest from the CRLBs. This is equivalent to the case when the system
assumes the noise is white. The ranging performance improves when either the power
loading or the WLSE is employed. When both the transmitters and the receivers
know the noise correlation information, the performance is the best. Moreover, the
WLSE with power loading attains the CRLB in the RIPS-u.




































Figure 22: RMSE of the Q-range estimates using the RIPS-u vs. SNR with and
without knowledge of noise correlations.
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Figure 23: RMSE of the Q-range estimates using the RIPS-sq vs. SNR with and
without knowledge of noise correlations.
3.3 Hardware Implementation
To further compare the performance of two systems, the RIPS-u and the RIPS-sq are
implemented on the NI USRP 1 transceivers.
3.3.1 System Model
Figure 24 shows the hardware setup in the experiments. Four NI USRP 2920 are
employed to estimate the Q-range using the RIPS-u and the RIPS-sq. Two USRPs
are used as the transmitters, and two others are used as the receivers. Although one
USRP transceiver is capable of both transmitting and receiving, separate devices are
used to allow different spatial arrangements. The internal clock of the first receiver
USRP is used as the reference clock, and a MIMO cable connects two receivers for
synchronization. All the USRPs are connected to the host PC through Ethernet
cables. The labVIEW is running in the host PC to control the USRPs and to perform
Q-range estimations. Unfortunately, a squared-law device is not equipped in the
1NI stands for National Instruments, and USRP stands for universal software radio peripheral.
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Figure 24: Experimental setup of the RIPS.
Let nodes A and B be denoted as transmitters and nodes C and D be receivers.
Two USRPs transmit a pure sinusoid. At the receivers, the signal is downconverted
by f0, it is sampled at the rate fs1 = 4 MHz. Collected N = 100, 000 samples are
returned to the host PC. With the RIPS-sq, the signal is squared and decimated to fs
whereas for the RIPS-u, the signal is directly decimated to obtain the final sampled
received signal.
3.3.2 Receiver Synchronization
Recall that the RIPS requires a perfect synchronization in time at two receivers, but
the internal clock of the USRP used as the reference to synchronize two receivers can
only provides a coarse synchronization. As a result, the phase difference between two
receivers contains two unknowns: a distance metric and a time offset between the
receivers. To compensate for the time offset, true distances are physically measured,
and this true distances are used to calculate the time offset at the beginning of the
ranging session. Assuming the offset between receivers is constant over a period of




In the RIPS, the perfect synchronization of frequencies among all the nodes is as-
sumed. However, as mentioned, only a coarse synchronization between receivers is
achieved with a current setup, and local oscillators at two transmitters can further
produce frequency offsets. The frequencies are estimated from the sampled received
signal at the host PC using the frequency detector function in the labVIEW to mea-
sure the offset, and frequency offsets up to 20 Hz are observed. Since how CFOs
affect the Q-range estimation performance is different between the RIPS-sq and the
RIPS-u, the relative performance of the two systems varies with the CFOs.
3.3.4 Experimental Results
Frequencies used in the experiment are f2 = 80 MHz, fd = 14 kHz, f1 = f2 + fd
and f0 = 79 MHz. The received signal is first sampled at fs1 = 4 MHz and then
downsampled to fs = 400 kHz for both the RIPS-u and the RIPS-sq. The resolvable




≈ 1.875 m. Since the length of
the MIMO cable is less than one meter, the experimental setup cannot have the
Q-range exceeding the bound. With chosen parameters, the approximation error in
the RIPS-sq is less than 0.001 meters.
The USRPs are placed in three different arrangements, and these setups are listed
in Table 1. A number below each setup is the true Q-range. In each setup, the USRP
labeled “node D (RX2)” is connected to the one labeled “node C (RX1)” through
the MIMO cable for a coarse synchronization. The receiver and frequency offsets
are assumed to be constant over a period of time required to obtain 100 Q-range
estimates, and the offsets are recalculated every 100 Q-range estimates. Repeating
this process for 10 times, 1000 Q-range estimates are achieved.
The cumulative distribution function (CDF) of the Q-range estimation errors for
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three setups is presented in Figure 25. As mentioned earlier, the RIPS is sensitive
to the CFOs, and the CFOs randomly fluctuate over time. This instability caused
the difference in the relative performance of the two systems among three cases, but
the performance gain of the RIPS-u over the RIPS-sq is noticeable, especially in
Case 2. Furthermore, the RIPS-u achieves smaller standard deviation compared to
the RIPS-sq as shown in Table 2. Hence, the experimental results confirm that the
RIPS-u has better performance than the RIPS-sq.
























Figure 25: CDF of the Q-range estimates of the RIPS from the experiments.
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Table 1: Three experimental setups of NI USRPs for the RIPS.
Case 1: q = 4 cm
Case 2: q = 20 cm
Case 3: q = −15 cm
50
Table 2: Medians and standard deviations of the estimated Q-ranges in the RIPS
from the experiments.
RIPS-u RIPS-sq
median (cm) st. dev. (cm) median (cm) st. dev. (cm)
case 1 (4cm) 4.0046 0.2272 3.9948 0.3181
case 2 (20cm) 19.8753 0.7349 19.9539 1.4232





In this chapter, we present the ARIPS [66] employing dual-tone signaling. The dual-
tone signals are designed to accommodate the CFOs and to expand the resolvable
range. The range estimates of the RIPS experiences integer ambiguity when the
Q-range is larger than the carrier wavelength. For instance, when the carrier fre-
quency of the ranging signal is 2.4 GHz, the resolvable range is 6 cm. Hence, it is
necessary for the RIPS to transmit at multiple frequencies to resolve the unknown
integer. This increases computational time, which is prohibitive in resource-limited
WSNs. With dual-tone signaling, the ARIPS is able to expand the resolvable range
and thereby avoids heavy computations required with typical integer ambiguity reso-
lution techniques such as CRT [61, 60] and lattice reduction [25]. In Section 4.1, the
signal model and the ranging algorithm of the ARIPS are presented. We develop the
frequency estimation technique based on the ESPRIT 1 algorithm [42] to calculate the
CFO. Simulation results are presented in Section 4.2 to corroborate the performance
of the ARIPS with and without CFOs.
In the ARIPS, each ranging session involves two anchor nodes at known locations
as transmitters and the target node as the receiver. Figure 26 shows the ranging
model with two transmitters and one receiver. Notice that a number of participating
node in a ranging session is reduced from that of the RIPS. When we employ the
ranging model with three nodes, we denote the distance between the kth transmitter
and the receiver as dk. We assume that transmitters are perfectly synchronized in
1ESPRIT stands for estimation of signal parameters via rotation invariance techniques.
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time, but the oscillators may have frequency offsets. No synchronization requirement
is imposed on the receiver. At each ranging session, the RD defined as RD = d1 − d2
is obtained.




Figure 26: Ranging model with two transmitters and one receiver.
4.1 System Model
Figure 27 shows the block diagram of the ARIPS. Dual-tone signals transmitted at
two transmitter nodes are modeled as
s1(t) =a1 {cos (2πfct+ θ1) + cos (2π(fc + fd)t+ θ1)} ,
s2(t) =a2 {cos (2π(fc + ǫ)t+ θ2) + cos (2π(fc + fd + 2ǫ)t+ θ2)} ,
(77)
where ǫ is the differential frequency, which can be viewed as the intentional CFO.
Frequencies are designed so that fc ≫ fd > 3ǫ. At a given transmitter, two tones
are generated by one oscillator, and thus we assume that two tones from the same
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channel
Figure 27: Block diagram of the ARIPS.
The received signal is the composite of two transmitted signals with phase shifts
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modeled as




+ t0 with t0 representing the unknown transmitted time, and v(t) is the
additive noise. Since the transmitters are synchronous in time, t0 is the same at two
transmitters. Following the same procedure as the RIPS, the signal is passed through
a square-law device as
r2(t) = s21(t− τ1) + s22(t− τ2) + 2s1(t− τ1)s2(t− τ2) + ṽ(t), (79)
where ṽ(t) is an aggregated noise. The signal in (79) consists of muliple frequency
components along with the DC component. From the first term, s21(t − τ1) yields
frequency components at ±2fc, ±2(fc+ fd), ±(2fc+ fd), and ±fd; s22(t− τ2) contains
the frequency components at±2(fc+ǫ), ±2(fc+fd+2ǫ), ±(2fc+fd+3ǫ), and±(fd+ǫ);
and s1(t − τ1)s2(t − τ2) consists of tones at ±ǫ, ±2ǫ, ±(2fc + ǫ), ±(2fc + fd + ǫ),
±(2fc + fd + 2ǫ), ±2(fc + fd + ǫ), ±(fd − ǫ), and ±(fd + 2ǫ). Since we design
fc ≫ fd > 3ǫ, we remove any frequency components beyond 2ǫ by passing the signal
through an LPF. Further removing the DC components, a low-frequency differential
signal of the ARIPS is achieved as
y(t) =a1a2 cos(2πǫt+ 2π (fc(τ1 − τ2)− ǫτ2) + θ12)
+ a1a2 cos(4πǫt+ 2π ((fc + fd)(τ1 − τ2)− 2ǫτ2) + θ12) + ṽ(t)
=a1a2 cos(2πǫt− ζ1) + a1a2 cos(4πǫt− ζ2) + ṽ(t),
(80)
where ζ1 = −2π (fc(τ1 − τ2)− ǫτ2), ζ2 = −2π ((fc + fd)(τ1 − τ2)− 2ǫτ2), and θ12 = θ1 − θ2.
Sampling y(t) at the rate fs > 4ǫ and collecting N samples, the sampled signal in
the vector format is represented as
y = H(ǫ)u+ ṽ, (81)
where y and ṽ are the column vectors consisting of samples from y(t) and ṽ(t),
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respectively,
ǫ = [ǫ/fs, 2ǫ/fs] ,
u =a1a2[e
−jζ1 , ejζ1 , e−jζ2 , ejζ2 ]T .
(82)
4.1.1 With Accurate Knowledge of ǫ
When the value of ǫ is known at the receiver, H(ǫ) in (81) is accurately constructed,
and an LSE is employed to estimate the phase vector u as
û = H†(ǫ)y. (83)
Notice that the phase difference at two tones in y(t) is
ζ1 − ζ2 =2πfc(τ1 − τ2) + 2πǫτ2 − θ12 + 2π(fc + fd)(τ1 − τ2)− 2π2ǫτ2 + θ12
=2πfd(τ1 − τ − 2)− 2πǫτ2
=2π(fd + ǫ/2)(τ12)− 2π(ǫ/2)(τ1 + τ2).
(84)




ζ1 − ζ2 = −2πǫτ2 ≈ 0, τ1 = τ2
ζ1 − ζ2 ≈ 2π(fd + ǫ/2)τ12 = 2π(fd + ǫ/2)d1−d2c , τ1 6= τ2.
(85)











arg {([û]∗1 + [û]2) ([û]3 + [û]
∗
4)} . (87)
According to (87), the resolvable range of the ARIPS is c/2(fd+ ǫ/2). Notice that
this is independent of the carrier frequency fc unlike that in the RIPS. Therefore,
with the ARIPS, the carrier frequency can be chosen freely without affecting the
resolvable range. The frequencies fd and ǫ are chosen so that we cover the area of
interest. In other words, given dmax that is the maximum range that we are interested
in estimating, we choose the parameters such that c/2(fd + ǫ/2) < dmax.
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4.1.2 Without Accurate Knowledge of ǫ
When ǫ is unknown at the receiver, the value of ǫ has to be estimated prior to the
phase estimation. To estimate ǫ, the ESPRIT-based technique is presented here as





[y]1 [y]2 . . . [y]N−L+1








A parameter L is generally chosen as N/3 < L < N/2 [44]. Let Y1 and Y2 be
defined as Y with the last and the first row removed, respectively. Then, it is shown
that the eigenvalues of Y†1Y2 are given as λ1 = e
j2πǫ/fs , λ2 = e
j2π2ǫ/fs , λ3 = e
−j2πǫ/fs ,
and λ4 = e









Using the estimated CFO ǫ̂, H(ǫ̂) where ǫ̂ = [ǫ̂/fs, 2ǫ̂/fs]
T is constructed to estimate
the phase vector u, and the RD is calculated by replacing ǫ with ǫ̂ in (87).
To calculate the location of the receiver, multiple RD measurements are obtained
by using different pairs of anchor nodes as transmitters. The RD-based localization
algorithm is summarized in Section 3.1.2.
4.2 Simulation Results
The performance of the ARIPS is evaluated through the Monte Carlo simulations.
Parameters are chosen as fc = 10 MHz, fd = 320 kHz, and ǫ = 120 Hz. Therefore,
the RD can be estimated without ambiguity up to |c/(2fd + ǫ)| = 469 meters. Fur-
thermore, an approximation error is below 0.053 meters, which is negligibly small
compared to the estimating range. The signal length is 100 ms, and for simplicity,
we let a1 = a2 = 1. According to (77), the total transmission power of the ARIPS
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2. In the simulation, we assume the noise is AWGN modeled as
v[n] ∼ N (0, σ2), and the total noise power is PN = 8σ2. We use the SNR definition
in (65). The simulation setup consists of five anchor nodes that are placed at four
corners and the center of 100 × 100 meters square, and the target node is randomly
placed inside the square. The RMSE of the RD estimates vs. SNR shown in Figure
28. At each SNR, 2000 iterations are performed. The curve with △ marks corre-
sponds to the case where exact ǫ is known, and the line with ◦ marks corresponds to
the case where estimated ǫ is used for the phase estimation. The performance of the
RD estimates with accurate knowledge of ǫ is better than that with estimated ǫ, but
both of them achieve a submeter accuracy at high SNR.
The RMSE of the location estimates vs. the SNR is shown in Figure 29. For
localization, the constrained-LSE presented in [56] is employed here. The first trans-
mitter node is fixed as the one at the center (the origin) of the square, and the rest of
the anchor nodes take turns until the receiver achieves four RD estimates. The result
is consistent with Figure 28, and the simulation results confirm that the ARIPS is
robust to the CFOs.
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Figure 28: RMSE of RD estimates vs. SNR with the ARIPS.







































In Chapter 4, the ARIPS that uses dual-tone signaling is developed. The estimated
RD measurements from two transmitters and a receiver is free of integer ambiguities,
and the dual-tone signal is effectively designed to cope with the CFOs. Using the
ideas from the ARIPS, we develop the STRIPS [53] in this chapter. The STRIPS
employs STC and MMW signaling to accurately estimate the range under fading.
In Section 5.1, we describe the system model, the ranging algorithm and parameter
design requirements of the STRIPS. Simulation results are presented in Section 5.2,
where we compare the STRIPS and the RIPS and confirm the robustness of the
STRIPS against fading. Moreover, the STRIPS is implemented on hardware, and
experiments performed in [51] are summarized in Section 5.3.
5.1 System Model
In the STRIPS, we employ the ranging model with two transmitters and a receiver
in Figure 26. The transmitters are anchor nodes at known locations, and the receiver
is the target node. Anchor nodes are assumed to be perfectly synchronized in time,
and they transmit sinusoidal signals at two time slots with different frequencies. At
the first time slot, TX 1 and TX 2 transmit at frequencies fc and fc + fd, respec-
tively, where fc is the carrier frequency, fd is the frequency difference between signals
transmitted by two nodes. At the second time slot, TX 1 transmits at fc − fd, and
TX 2 transmits at fc. For brevity, let us denote designed transmitting frequencies
at the kth anchor node at the ith time slot as fk,i. Hence, at the first time slot,
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f1,1 = fc + fd and f2,1 = fc. The sequence of transmitted frequencies is summarized
in Table 3. Here, the carrier frequency is fc ∼ 60 GHz and we design frequencies as
fc ≫ fd. Details of the parameter design in the STRIPS is discussed later.
Table 3: Transmitting frequencies in the STRIPS.
TX 1 TX 2
time slot 1 fc + fd fc
time slot 2 fc fc − fd
The transmitting signals at the ith time slot from the kth anchor node is modeled
as
sk,i(t) = ak cos (2π(fk,i + ǫk)t+ θk) , (90)
where ak and θk are the amplitude and initial phase offset of the signal transmitted
by the kth node, and ǫk is the unknown frequency offset at the kth node due to the
unreliability of the oscillator.
Block diagram of the STRIPS is illustrated in Figure 30. Transmitted signals go
through the channel and are delayed by a respective propagation delay. The received




















Figure 30: Block diagram of the STRIPS.
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5.1.1 Range Estimation










+ t0 + (i− 1)T0
)






akhk cos (2π(fk,i + ǫk)t− ηk,i) + vi(t),
(91)




+ t0 + (i− 1)T0
)
− βk − θk with hk and βk represent
the gain and the phase of the channel between the kth transmitter and the receiver,
respectively, T0 is the known time interval between two time slots, and vi(t) is the
additive noise at the ith time slot. As the transmitters are assumed to be synchronous
in time, the transmitting instance t0 is the same at two transmitted signals. According







2 (2π(fk,i + ǫk)t− ηi)








{1 + cos (4π(fk,i + ǫk)t− ηk,i)}
+ a1a2h1h2 cos (2π(f1,i + f2,i + ǫ1 + ǫ2)t− η1,i − η2,i)
+ a1a2h1h2 cos (2π(fd + ǫ0)t− ψi) + ṽi(t)
(92)
where ṽi(t) is the aggregated noise at the ith time slot, ψi = η1,i−η2,i and ǫ0 = ǫ1 − ǫ2.
The squared signal in (92) contains the frequency components at ±2(fk,i+ǫk), ±(f1,i+
f2,i + ǫ1 + ǫ2), and ±(fd + ǫ0). The CFO is typically much smaller than the carrier
frequency s.t. fc ≫ ǫ0. Since fc ≫ fd, the LPF following the square-law device
removes the frequency components beyond ±(fd + ǫ0). Also removing the DC terms
from (92), we obtain a low-frequency differential signal of the STRIPS as
yi(t) = a1a2h1h2 cos (2π(fd + ǫ0)t− ψi) + ṽi(t). (93)
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The signal yi(t) in (93) is sampled at the rate fs > 2fd. Collected N samples at each
time slot is expressed in a matrix-vector form as
yi = H(fd + ǫ0)wi + ṽi, (94)
where ǫ0 = ǫ0/fs and
wi = a1a2h1h2[e
−jψi , ejψi ]T . (95)
5.1.2 Synchronous Transmitters
When the transmitters are synchronized, ǫ0 = ǫ1− ǫ2 = 0, and H(fd+ ǫ0) = H(fd) in
(94) is accurately constructed at the receiver. Thus, we employ an LSE to estimate
the phase vector wi as
ŵi = H
†(fd)ỹi. (96)




+ t0 + (i− 1)T0
)
− βk − θk, notice that
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− 2π(fd + ǫ)T0,
(97)





arg{ej2π(fd+ǫ0)T0([ŵ1]∗1 + [ŵ1]2)([ŵ2]1 + [ŵ2]∗2)}. (98)
When the transmitters are synchronized, ǫ0 = 0 in (98).
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5.1.3 Asynchronous Transmitters
When transmitters are asynchronous, ǫ0 6= 0. In such a case, we first estimate ǫ0
from the received signal to accurately construct H(fd + ǫ0). Since the size of ǫ0
is small, we employ the ESPRIT-based algorithm to estimate ǫ0, similarly to the
frequency estimation in the ARIPS presented in Section 4.1.2. We first construct a
shift-invariant matrix Y(i) from yi as in (88) and remove the first and last rows to
















































. Using this estimated CFO ǫ̂0, we estimate the phase vector ŵi as
ŵi = H
†(fd + ǫ̂0)ỹi, (100)
where ǫ̂ = ǫ̂/fs. Then, we estimate the RD with the estimator in (98) by replacing ǫ0
with ǫ̂0.
5.1.4 Parameter Design
To achieve the robustness to fading, we need to design parameters in the STRIPS
carefully. In the following, we discuss the parameter design requirements based on
the resolvable range and channel conditions.
Integer ambiguity From (98), the estimated RD is free of the integer ambiguity
when |RD| < c/2fd. Notice that the resolvable range c/2fd is independent of the
carrier wavelength. Hence, despite of the transmission with a carrier wavelength in
the order of millimeters, we are able to avoid the integer ambiguity with the STC. Let
us denote the maximum range to estimate as dmax, which can either be determined
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by the maximum distance that the signal can reach or physical constraints such as





we can avoid the integer ambiguity in the RD estimates of the STRIPS.
Channel coherence bandwidth Another constraint we need to consider in the
system parameter design is based on channel conditions. Frequencies of the signals
transmitted at two time slots from a given node are apart by fd. Hence, to assume
that signals transmitted by a given transmitter are experiencing the same fading
channel, fd should be smaller than Bl, where Bl is the coherence bandwidth of the
channel between the lth anchor node and the target node. Thus, we impose a following
condition:
fd < min{B1, ...,BM}, (102)
where l = 1, ...,M with M being the total number of anchor nodes. A typical value








Channel coherence time While (103) defines the upper bound on the choice of fd,
the lower bound is given in terms of the channel coherence time Tl. To assume that
signals at two time slots are experiencing the same fading channel, we have to keep
the total time required to complete two transmissions Ts + T0 smaller than Tl. The
channel coherence time of MMW bands is few milliseconds in the indoor environment
[37]. Since the low-frequency differential signal ym(t) in (93) is sampled at the rate
fs > 2fd, it is intuitive that Ts > 1/fd. In other words, smaller fd requires a longer
signal length. Assuming that time slots are contiguous (i.e. T0 = Ts) and N samples
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are collected at each time slot, the lower bound on the choice of fd is expressed in





In this section, the performance of the STRIPS is evaluated and compared with the
RIPS [29] through Monte-Carlo simulations. Five anchor nodes placed at corners and
the center of the 10× 10 meters square and the target node randomly placed within
the square at each Monte-Carlo run. At each SNR, 2000 iterations are performed.
For the STRIPS, we choose fc = 60 GHz, fd = 5 MHz, the signal length of Ts = 1 µs,
fs = 100 MHz, and T0 = Ts. With fd = 5 MHz, we are able to estimate the RD up
to ±30 meters without the integer ambiguity. Each ranging session takes 2 µs, which
is less than the typical coherence time in MMW bands. We assume that the CFO up
to 1ppm of the carrier, and hence the maximum CFO is 60 kHz.
To compare the STRIPS with the RIPS, we kept the resolvable range in two
systems the same. Therefore, we let the carrier frequency of the RIPS to be 5 MHz.
The frequency difference at two transmitters is 1.3 kHz, and the same number of
samples as the STRIPS is obtained at the rate 26 kHz. We employed the RD-based
localization in [56] for both the RIPS and the STRIPS to estimate the position of the
target node. The localization technique using the RD-based algorithm for the Q-range
is described in Section 3.1.2. We let the transmitting power at two transmitters to
be equal and hence, a1 = a2 = 1. In both the STRIPS and the RIPS, the total




2/2. With the noise vi[n] ∼ N (0, σ2),
the total noise power is PN = 4σ
2, and we use the SNR defined in (65).
Performance of the STRIPS and the RIPS without fading We first consider
the case where there is only the AWGN and no fading. The RMSE of the location
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estimates vs. SNR for the STRIPS and the RIPS is shown in Figure 31. When there
is no CFO, the STRIPS and the RIPS achieve similar performance. The STRIPS
effectively accommodates CFOs, and both systems achieve a submeter accuracy when
SNR > −5 dB.






































Figure 31: RMSE of location estimate with the STRIPS vs. SNR under the AWGN
channel.
Performance of the STRIPS and the RIPS with fading To consider the
fading channel, we assume the LOS between the anchors and the target node as the
MMWs have strong power attenuation. Thus, we use the Rician channel model. The
measurements in a home and an office environments in the 60 GHz band are shown
to have high Rician factor in the range of 8 ∼ 11 dB [45]. In the simulation, we
set the factor to be 10 dB, and the channel coefficients are randomly generated at
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each iteration. The RMSE of the location estimates under fading for the RIPS and
the STRIPS is shown in Figure 32. While the RIPS fails to work under the fading
scenario, the STRIPS effectively cancels the fading effects and obtains the accurate
location information.






































Figure 32: RMSE of location estimates with the STRIPS vs. SNR under the flat-
fading channel.
5.3 Hardware Implementation
In this section, we present the hardware implementation of the STRIPS and experi-
mental results.
5.3.1 Hardware Tools and Setup
The overall experimental setup is shown in Figure 33. Transmitters are placed on a
desk at fixed locations, and the receiver is placed on a cart for mobility. The close-up
picture of the transmitters is shown in Figure 34. A signal generator generates a
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sinusoidal signal at designed frequencies. It is connected to the transmitter, where
the signal is transmitted with a horn antenna. At each time slot, the frequency at
each signal generator is manually adjusted to change from one frequency to the other.
Since the signal is highly directional, antenna angles are carefully adjusted to point
directly to the receiver horn antenna. Moreover, the initial phase at each transmitter
is calibrated to prevent two signals to interfere destructively.
At the receiver, an envelope detector is used to obtain a low-frequency differential
signal. The output of the envelope detector is connected to an oscilloscope, which
samples the signal at fs = 20 GHz. The sampled signal is saved as data, and the post





Figure 33: Experimental setup of the STRIPS.
Relative locations of transmitters and the receiver are illustrated in Figure 35.
The distance between two transmitters is fixed at 78 cm, and the receiver is always



















Ranging performance vs. distance In the first experiment, we change the
distance between TX 2 and the receiver (d2). The parameters used in the experiment
are summarized in Table 4. The frequency difference is fixed at fd = 40 MHz.
When the environment is rich in multipath, fd should be kept under a few MHz.
However, in this experimental setup, the equipments are placed at the center of the
office away from the walls and obstacles, and antennas are raised well above the
ground. Therefore, we assume that the effect of multipath is negligibly small in this
experiments. Moreover, when the resolvable range is considered, fd = 40 MHz allows
the receiver to uniquely estimate the RD up to 7.5 m, which is sufficiently large in
this setup.




Since the frequencies are manually adjusted, precise T0 is not known. Hence,
we used first N samples to calibrate the offset from unknown T0 at each given d2.
Furthermore, changing the location of the receiver requires antenna angles and initial
phase at transmitters to be changed accordingly. At given d2, 60 RD estimates are
achieved, and the RMSE of the RD estimates vs. d2 is plotted in Figure 36. Because
the angles of antennas are adjusted at each d2, the curve is not smooth. However, the
general trend can still be observed. Recall that the signals are highly directional in this
experiments. Therefore, when the receiver is close to the transmitters, transmitters
are spread apart from the receiver’s perspective. In other words, the transmitter and
receiver horn antennas are not facing to each other, resulting in a low received power
at the receiver. As the receiver moves further away from the transmitters, the effect
of the path loss becomes more significant than the effect from the antenna angles,
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causing the performance to degrade. Since this implementation is merely a prototype,
we employ horn antennas to ensure so that the signals reach the receiver. In practical
scenarios, approaches such as beamforming [69] can be employed to overcome the
strong path loss of the MMWs.































Figure 36: RMSE of the RD estimates vs. d2 from the experiments of the STRIPS.
Ranging performance vs. fd In the second experiment, we fixed the receiver
location and varied fd. The distance d2 is fixed at 4 m, and other parameters are the
same as listed in Table 4. Again, 60 RD estimates are obtained at each fd, and the
RMSE of the RD estimates vs. fd is shown in Figure 37. The performance improves as
the value of fd increases. However, recall that larger fd results in a smaller resolvable
range, and the integer ambiguity is likely to occur. Furthermore, small fd is desirable
when the environment is rich in multipath. Nevertheless, Figure 37 shows that the
STRIPS can achieve a submeter accuracy when fd > 1 MHz, and we have successfully




































Figure 37: RMSE of the RD estimates vs. fd from the experiments of the STRIPS.
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CHAPTER VI
ACCURATE INDOOR POSITIONING SYSTEM
In Chapter 5, we developed the STRIPS that effectively cancels the fading effect by
using STC and MMWs. Recall that for accurate ranging under fading, the STRIPS
requires a ranging session to complete within a channel coherence time. To realize
this with its system design, LOs at two transmitters have to switch the frequency
every milliseconds or less in synchronized manner. This is a difficult task and often
prohibitive in conventional communication systems.
In this chapter, we present AIPS to solve the feasibility issue of the STRIPS.
Instead of directly generating the MMWs, the signal with a STC is first produced at
the IF band, and it is upconverted to the MMW band. We employ the same ranging
model as the STRIPS in Figure 26 with three nodes. The ranging procedure of the
AIPS is illustrated as a block diagram in Figure 38. Notice that the AIPS follows a
generic communication model and thus can be integrated to existing communication
devices. A modulating signal is a sinusoidal signal at different frequencies that are
designed to cancel the phase shifts due to fading, similarly to the STRIPS. Since the
STC is applied in the modulating signal, the LO frequency is fixed. We consider
two modulation schemes that can be chosen depending on hardware availability. A
ranging signal with a carrier allows the receiver to use a low-complexity envelope
detector at the receiver. When a square-law device or a mixer is available at the
receiver, a ranging signal with a suppressed carrier can be employed to improve the
power efficiency. The first scheme is analogous to amplitude modulation (AM), and
the latter produces a double-sideband suppressed carrier (DSB-SC) signal. Details of
the ranging signal model is explained in Section 6.1. In Section 6.2, the performance
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of the AIPS is confirmed via simulations. We implement the AIPS with an envelope






















Figure 38: Block diagram of the AIPS.
6.1 System Model in the AIPS
The modulating signal generated at the kth transmitter in the ith time slot s̃k,i(t) is
given as
s̃k,i(t; θk) = cos(2πfk,it+ θk), (105)
where θk denotes the initial phase offset, and fk,i is the frequency at the kth trans-
mitter at the ith time slot. The frequency fk,i at each transmitter and time slot for
the AIPS is summarized in Table 5, where f0 denotes the center frequency of the IF
band, and fd represents the frequency difference at two transmitters.
Table 5: Frequencies of the modulating signal in the AIPS.
node 1 node 2
time slot 1 f0 + fd f0
time slot 2 f0 f0 − fd
Similarly to the STRIPS, we assume that two transmitters are synchronized in
time. The parameter design in the AIPS follows that of the STRIPS described in
Section 5.1.4. Hence, the frequency difference fd is chosen to be less than the coher-
ence bandwidth of the channel, and the ranging session completes within a channel
coherence time. Since the STC is used in the modulating signal, the frequency can
be changed digitally without changing the LO frequency. Hence, it is easier to fulfill
the requirements with the AIPS than with the STRIPS. In addition to the parameter
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design requirements in Section 5.1.4, we impose fd ≪ f0 ≪ fc for accurate detection
of signals at the receiver.
6.1.1 Ranging Signal with the Carrier
Let us first consider the ranging signal for envelope detection. A signal transmitted
by the kth transmitter at the ith time slot is represented as
sk,i(t) = ak cos(2πfct+ φk) (bks̃k,i(t; θk) + 1) , (106)
where bk is a modulation index such that 0 < bk ≤ 1, and θk is the initial phase offset
of the LO of the kth transmitter. Notice that this is the same as conventional AM.








(bk cos (2πfk,it+ γk,i) + 1) + vi(t), (107)




+ t0 + (i− 1)T0
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To avoid two signals from adding destructively, we need to adjust the initial phase
φk of the LO at the kth transmitters so that γ1,i = γ2,i. For simplicity, let us assume
that γk,i = 0. Then, the received signal ri(t) in (107) is simplified as
ri(t) = cos (2πfct)
2∑
k=1












k=1 akhkbks̃k,i(t; γk,i). For simplicity, the noise term is ignored in
(108). Notice that the envelope of ri(t) in (108) is si(t) plus the DC component
∑2
k=1 akhk. Thus, removing the DC component from the envelope extracted with the
envelope detector yields si(t).
When si(t) is sampled at the rate fs and N samples are collected at each time
slot, we obtain
si = H(fi)wi, (109)
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where si is a column vector containing N samples from si(t),












Assuming that H(fi) can be accurately constructed at the receiver, we estimate the
phase vector zi with an LSE as
ŵi = H
†(fi)si. (111)




+ t0 + (i− 1)T0
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+ θk. From the following relationship,
























































Let us also consider two other detectors, namely, a square-law and product detec-
tors, to obtain si(t). With the square-law detector, the received signal ri(t) is squared
as















































Again, the noise term is ignored for simplicity. Filtering out the frequency components





















k=1 akhk) ≪ 1, (115) can






si(t). To analyze this condition, consider
the case when ak = a, bk = b and hk = h. Then, the condition simplifies to
b
4
(s̃1,i(t; γ1,i) + s̃2,i(t; γ2,i)) ≪ 1. (116)
When this condition is not satisfied, the distortion in the demodulated signal becomes
large, leading to a large error in the range estimation.
When the product detector is employed at the receiver, the received signal ri(t)
in (108) is passed through a mixer at the frequency fc. The output of the mixer is
given as

















The LPF following the mixer removes the frequency components around 2fc, and
further removing the DC components, we achieve y(mx) = si(t).
Let us analyze the transmitting power required at each time slot by considering





(b21 + 2) +
a22
4
(b22 + 2) =
a2
2
(b2 + 2), (118)

























Since b ≤ 1, the maximum efficiency we can achieve is 1/3. Nevertheless, this signal
model is advantageous since we can employ simple and low-cost envelope detector at
the receiver.
6.1.2 Ranging Signal with the Suppressed Carrier
When a square-law device or a mixer is available at the receiver, we can improve the
power efficiency by modifying the transmitting signal model as
sk,i(t) = ak cos(2πfct+ θk)s̃k,i(t). (121)
The signal no longer has a carrier and has a similar structure as the DSB-SC signal.
To differentiate between two ranging signal models, we will call the ranging signal
with the carrier as the AM signal and that with the suppressed carrier (SC) as the

















cos (2πfk,it+ γk,i) + vi(t), (123)
and adjusting θk to achieve γk,i = 0, the received signal becomes
ri(t) = cos (2πfct) (a1h1s̃1,i(t; γ1,i) + a2h2s̃2,i(t; γ2,i)) + vi(t)
= cos (2πfct) s̆i(t) + vi(t),
(124)
where
s̆i(t) = a1h1s̃1,i(t; γ1,i) + a2h2s̃2,i(t; γ2,i). (125)
Previously with the AM signal, a square-law device is used to extract the modu-
lating signal with the phase shift. With the SC signal, we use a square-law device to
obtain a low-frequency differential signal of s̆i(t), similar to the original RIPS [29].
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The squared received signal ri(t) in (124) is given as















Again, the noise term in (126) is ignored for brevity. Recall that s̆i(t) consists of
two tones at f1,i and f2,i. Thus, s̆
2
i (t) contains the frequency components at ±2f0,
±f0, ±2(f0+ fd), ±2(f0−fd), and ±fd along with a DC component. Since we design
frequencies such that fd ≪ f0 ≪ fc, we can remove the frequency components beyond






a1a2h1h2 cos(2πfdt+ γ1,i − γ2,i). (127)
Sampling this low-frequency differential signal at the rate fs and stacking collected
N samples vertically, we arrive at






j(γ1,i−γ2,1), e−j(γ1,i−γ2,1)]T . (129)
Recall that f̄d = fd/fs. We estimate the phase vector w̃i with an LSE as
̂̃wi = H†(f̄d)yi, (130)
and from the relationship between the phase γk,i and the RD given in (112), we have



























The demodulation of the SC signal with a product detector is similar to that
of the AM signal. Passing the signal through a mixer and removing the frequency
components around 2fc with the LPF, we obtain s̆i(t). The demodulated signal is
sampled at the rate fs, which can be expressed as







−jγ2,i ]T . (133)
Notice that the elements of z̆i only differ from those of wi in (110) by real constants,
and the phase is the same. Hence, we can employ the RD estimator in (113) by
replacing ŵi with ̂̆zi, where ̂̆zi = H†(fi)s̆i.
6.2 Simulation Results
In this section, we evaluate the performance of the AIPS through Monte-Carlo simu-
lations. Frequencies are fc = 60 GHz, f0 = 500 MHz, fd = 5 MHz, and fs = 4(f0 +
fd) = 2.02 GHz. With fd = 5 MHz, one can uniquely estimate the RD up to 30
m, which is enough to cover the communication range of typical MMWs. The signal
length is Ts = 1µs. We designed the time slots to be contiguous, and thus T0 = Ts.
For comparison, we also simulated the STRIPS with the same parameters. The re-
ceived signal in (108) and (124) contains the AWGN with zero mean and variance σ2.
We let ak = a and bk = b, and the SNR is defined as (65). The total transmission
power PT is given in (118) and (122) for the AM and SC signals, respectively. We
assume the noise as the AWGN with variance σ2i = σ
2 for i = 1, 2, and the total
noise power is PN = 10σ
2 for the AM signal and PN = 8σ
2, for the SC signal. Again,
the LOS is assumed, and we used the Rician channel model to simulate the fading
channel.
6.2.1 Performance of Range Estimation
Let us first observe the ranging performance of the AIPS. The RMSE of RD estimates
vs. SNR as defined in (65) is shown Figure 39. Distances d1 and d2 are generated
randomly from a uniform distribution over [0, 10] m, and 200 iterations are performed
at each SNR. With the AM signal, we tested b = 0.5 and b = 1, and three detectors:
the envelope detector (“AM-en”), the square-law detector (“AM-sq”), and the prod-
uct detector (“AM-mx”). When the envelope detector is considered, the envelope of
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the signal ri(t) is calculated as [39, p. 21]
Env {ri(t)} =
√
(H (ri(t)))2 + ri(t), (134)
where H (·) is the Hilbert transform. Since we cannot use the envelope detector with
the SC signal, only the square-law (“SC-sq”) and the product (“SC-mx”) detectors
are simulated. In Figure 39, the ranging performance with the AM signal is worse
than that with the SC signal in general. This is because the SC signal has better
power efficiency over the AM signal. Likewise, the AM signal with b = 1 outperforms
that with b = 0.5. Notice that the curve of the STRIPS lies in between that of “AM-
mx” with b = 1 and those corresponding to SC signals. Overall, the AIPS with SC
signals has better performance than the AIPS with AM signals or the STRIPS.






























AM−en: b = 0.5
AM−sq: b = 0.5
AM−mx: b = 0.5
AM−en: b = 1
AM−sq: b = 1




Figure 39: RMSE of the RD estimates with the AIPS vs. SNR.
Comparing different detectors with the AM signal, the envelope and square-law
detectors have similar performance and the product detector has a performance gain
over the other two. This is because both envelope and square-law detectors suffer
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from noise amplification. The effect of the noise amplification can be observed in the
low SNR region, where the performance gap between the envelope and square-law
detectors and the product detector is wider than at the higher SNR. For the same
reason, the product detector performs better than the square-law detector with the
SC signal.
Figures 40 and 41 illustrate how parameters affect the ranging performance of the
AIPS. In both figures, the SNR is fixed at 10 dB. In Figure 40, the RMSE of the RD
estimates vs. SNR is plotted, and the curves are mostly flat. In other words, the
performance is not affected by the choice of f0. This is favorable since it allows us
to freely choose the IF band based on the hardware limitations. On the other hand,
Figure 41 shows that the performance improves as fd increases. Hence, fd should be
chosen as close to the upper-bound in (103) as possible.






























AM−en: b = 0.5
AM−sq: b = 0.5
AM−mix: b = 0.5
AM−en: b = 1
AM−sq: b = 1
AM−mix: b = 1
SC−sq
SC−mix
Figure 40: RMSE of the RD estimates with the AIPS vs. f0.
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AM−en: b = 0.5
AM−sq: b = 0.5
AM−mx: b = 0.5
AM−en: b = 1
AM−sq: b = 1
AM−mx: b = 1
SC−sq
SC−mx
Figure 41: RMSE of the RD estimates with the AIPS vs. fd.
6.2.2 Performance of Location Estimation
To estimate the location of the target node, we placed five anchor nodes at the center
and four corners of 10 × 10 meters square and deployed the target node randomly
inside the square. The anchor node at the center is fixed as the first transmitter,
and other four nodes take turns to perform the ranging. Once we obtained four RD
measurements, we used a constrained-LS estimator described in [56]. The RMSE of
the location estimates vs. SNR is plotted in Figure 42. At each SNR, 200 iterations
are performed. The relative performance agrees with the ranging performance shown
previously in Figure 39. Figure 43 illustrates an example of the estimated locations.
Squares represent the anchors nodes, and circles are target node locations. With
the AM signal, we only plotted the case when b = 1. Although at some locations,
“AM-en” (denoted with △ marks) exhibits larger error than other schemes at some
locations, all the modulation and detection combinations perform well in general.
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AM−en: b = 0.5
AM−sq: b = 0.5
AM−mx: b = 0.5
AM−en: b = 1
AM−sq: b = 1






























Figure 44: Block diagram of the experimental setup. (CW: continuous-wave laser,
MZM: Mach-Zehnder modulator, IL: interleaver, EDFA: Erbium-doped fiber ampli-
fier, PC: polarization controller, SSMF: standard single mode fiber, PD: photodiode,
EA: electrical amplifier, HA: horn antenna)
6.3 Hardware Implementation
To further evaluate our proposing system, we implemented the AIPS on hardware.
Since we only have an envelope detector in hardware, we employed the AM signal for
ranging. We demonstrate the prototype and evaluate the RD estimation performance
under various scenarios.
6.3.1 Hardware Setup and System Model
In the experiment, we use the National Instruments PCI eXtensions for Instrumen-
tation (NI PXI) to generate the modulating signal in the IF band. With PXI, we
can smoothly transfer between time slots by digitally switching the frequency of the
modulating signals. To generate 60 GHz carrier frequency, we use optical compo-
nents and techniques as shown in Figure 44 similarly to the experimental testbeds
demonstrated in [8]. A carrier signal is generated by first applying a Mach-Zehnder
modulator (MZM) to a continuous wave (CW) for intensity modulation. The output
is then applied to an optical interleaver (IL) and amplified with Erbium-doped fiber
amplifier (EDFA). The generated MMW signal is split into two links to be mod-
ulated with signals generated by PXI, and radio-over-fiber (RoF) links carry these
modulated signals to the transmitters.
Generation modules are placed in the central office away from the lab, where we
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have performed the experiments. In the lab, the transmitters and receiver are placed
as illustrated in Figure 45. The transmitters are placed on the table, and the receiver
horn antenna is directly facing TX 1. An output of the receiver is connected to
an oscilloscope as in Figure 46, where the signal samples are collected. The range
estimation is performed offline. The initial phase at the transmitters is adjusted to
avoid severe destructive interference of the signals at the receiver. The adjustment











Figure 45: Relative locations of the nodes of the experiments of the AIPS.
6.3.2 Experimental Results
Using this testbed, we conduct three experiments to analyze how fd, f0, and optical
received power (ORP) impact the ranging performance in the proposed system. We
first varied fd and set fc = 60 GHz, f0 = 500 MHz, fs = 10 GHz, N = 20000,
and T0 = 10µs. Thus, time slots are contiguous. The ORP of TX 1 and TX 2





Figure 46: Experimental setup in the lab for the AIPS.
estimates vs. fd. The ranging performance improves as fd increases, which agrees
with the simulation results in Figure 47. A submeter accuracy is achieved when
fd > 3 MHz, which is well below a channel coherent bandwidth of typical offices.
Secondly, we varied f0 and fixed fd = 5 MHz, the RMSE of the RD estimates vs.
f0 is shown in Figure 48. As we have shown with the simulations, f0 does not have
a large impact on the ranging performance. Thirdly, we conducted the experiments
varying the ORP, which is shown in Figure 49. The x-axis is the ORP of TX 1, and
the ORP of TX 2 is 0.36 dBm less than the corresponding ORP. Frequencies f0 and
fd are fixed at 500 MHz and 5 MHz, respectively. As expected, higher received power
































Figure 47: RMSE of the RD estimates vs. fd from the experiments of the AIPS.





























Figure 48: RMSE of the RD estimates vs. f0 from the experiments of the AIPS.
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In this dissertation, we developed indoor localization systems based on the RIPS using
STC and MMW signaling. Primary contributions of this dissertation are as follows:
• An undersampling receiver for the RIPS was proposed to enhance the perfor-
mance of the original RIPS by avoiding noise power augmentation. We devel-
oped the mathematical framework for the original RIPS (RIPS-sq) to facilitate
the comparison with the proposed RIPS (RIPS-u). Numerical examples were
presented to show the performance gain of the RIPS-u over the RIPS-sq. To
further confirm the efficiency of our proposed receiver, both the RIPS-u and the
RIPS-sq were implemented on USRPs.
• We performed theoretical analysis on the RIPS-u and the RIPS-sq to clarify the
relationship between the localization accuracy and parameters. We considered
the case the noise is white and colored. We focused on the analysis of the ranging
performance of the RIPS, where we derived the CRLBs of the Q-range estimates.
The second-order statistics of the aggregated noise in the RIPS-sq were derived
for the white and colored noise. Also, closed-form expressions for the CRLBs
were derived when the noise is white. Power loading and WLSEs were proposed
to enhance the ranging performance by exploiting noise correlations.
• We developed asynchronous RIPS (ARIPS), where dual-tone signaling is uti-
lized to expand the resolvable range beyond the carrier wavelength and to ac-
commodate the CFOs. A number of participating nodes at each ranging session
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was reduced to ease the localization. Simulation results were presented to cor-
roborate the proposed system.
• A combination of the STC, MMW signaling, and the RIPS was investigated for
indoor positioning system. Proposed space-time RIPS (STRIPS) resolved the
unknown phase shifts due to fading by exploiting the channel characteristics of
the MMW spectrum and employing the STC. The performance of the STRIPS
was analyzed through simulations and experiments.
• We design a practical indoor positioning system that can be implemented on
available communication devices. In accurate indoor positioning system (AIPS),
we developed two ranging signal models. To allow the receiver to use a low-cost
envelope detector, the ranging signal with a carrier was generated with a AM
scheme. The power efficiency of the system was improved when a square-law
device or a mixer is available at the receiver by using the ranging signal similar
to DSB-SC signals. Ranging signals and a type of receiver were to be chosen
depending on the hardware availability, and the performance was compared
through simulations. The AIPS with an envelope detector was implemented on
the hardware to confirm the efficiency of the proposed AIPS.
7.2 Future Research Topics
The following is a list of possible research topics to extend the research conducted in
this dissertation:
• Extend the theoretical analysis of the RIPS by considering different noise colors.
When the ACF of the colored noise is available, the analysis of the RIPS-u is
fairly straight-forward. In the RIPS-sq, it is necessary to model the aggregated
colored noise. Analyze optimal anchor node deployment patterns in the RIPS
using the CRLBs of location estimates derived in this dissertation.
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• Conduct performance analysis of the AIPS to numerically prove the efficiency of
the system and show the relationship between the performance and the choice
of parameters.
• Implement the AIPS with square-law device and mixer to compare the perfor-
mance of two ranging signals experimentally.
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APPENDIX A
ACF OF AR1 AND SQUARED AR1 PROCESSES
ACF of AR1 process Given a general AR1 process vt = ρvt−1 + ut with ut ∼
N (0, κ2), we can rewrite the AR1 samples as
v1 =ρv0 + u1,
v2 =ρ(ρv0 + u1) + u2,
...
vt =ρ
tv0 + (ut + ρut−1 + . . .+ ρ
t−1u1).
(135)
Since |ρ| < 1, when t is large, vt in (135) can be approximated as




Using this approximation, the ACF of vt with a lag τ becomes



















And thus, as t→ ∞, the ACF only depends on a lag τ as
lim
t→∞
E [vtvt−τ ] =
κ2ρ|τ |
1− ρ2 . (138)
ACF of squared AR1 process The ACF for a squared AR1 process can be derived
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κ4(1 + 2ρ|τ |)
(1− ρ2)2 . (140)
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APPENDIX B
OPTIMAL POWER LOADING UNDER THE WHITE
NOISE
We prove that the equal power allocation at two transmitters yields the minimum
CRLB when the noise is white. Let us constrain the power as a21 + a
2
2 = 1.
Optimal power distribution in the RIPS-u The CRLB of the Q-range estimate



















































m pN(f2))− (pTN(f1)K−1m pN(f2))
2 .
(143)










Equating (144) to zero and using the quadratic formula, the extrema of (141) are

























Plugging (146) into (145), we obtain
a21 =1
(
1/f 21 ± 1/f1f2




f 22 ± f1f2













Therefore, the equal transmission power results in the minimum CRLB of the Q-range
estimates in the RIPS-u. Notice that this is true even when σ21 6= σ22.
Optimal power distribution in the RIPS-sq In the RIPS-sq, the CRLB of the


















. Taking the derivative of (149) w.r.t












Hence, the equal-power distribution is optimal in the RIPS-sq as well.
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