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ABSTRACT 
Various arrangements of pile groups are widely being used as supports of marine 
structures. As piles are located on erodible beds of the sea, scouring is a threat to the 
stability of such structures and the determination of scour hole properties is one of the 
most important factors that should be considered well in their designs. 
 The scour properties around a single pile are affected by properties of sediment, wave, 
and pile geometry. In case of pile groups, the characteristics of the pile group as well as 
piles interactions between the piles in marine environment should be added to the 
controlling parameters and the complexity of study of wave-induced scour around pile 
groups is doubled consequently. 
Though most of these supports are constructed in form of groups of piles, majority of 
studies has accumulated about scour around single piles and little has been gained 
regarding the scour at pile groups. Less findings and empirical formulas are also 
available for prediction of pile group scour. However, comparisons of the results 
provided by available empirical approaches show that they are not accurate enough to 
satisfy safe deigns. Thus following the lack of enough precisions and the complexity of 
the modelling of scouring phenomena, significant trials have been done to improve and 
modify available approaches or to find reliable alternatives for them. 
On the other hand, soft computing models have been introduced as a robust method to 
model complex problems. Artificial neural networks (ANN) as a famous data-mining 
approach have been widely applied in current-induced predictions in addition to wave-
induced scour estimations around single piles. Most of the results showed that ANN 
provides a better alternative to the statistical curve fitting. However, literature shows 
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that, in recent applications of ANN in predictions of scour around the piles, only a 
specific arrangement of pile groups was tested and the effects of geometrical 
parameters such as the distance between the piles and their numbers were not 
investigated yet.  
Recently, a new soft computing approach named Support Vector Machines (SVM) also 
has been successfully applied in hydraulic and marine problems such as the prediction 
of wind speed, run-off modelling, prediction of storm surge, hourly reservoir inflow 
forecasting, effective forecasting of hourly typhoon rainfall and prediction of significant 
wave height. Nevertheless, applications of this model in pile groups scour due to waves 
has not been confirmed yet. 
In this research, an in-depth experimental study of the effects of configuration on the 
scouring of a group of wave-induced piles is addressed. In addition, the applicability of 
data mining approaches of Support Vector Machines and Artificial Neural Networks for 
predictions of scour depth around pile groups is assessed using the large-scale 
experimental data.  
In the laboratory experiments, series of large scale scouring tests were done for 3×3, 
2×3, 2×2 and 1×2 arrangements of pile groups exposed to waves and equilibrium scour 
depth around them were surveyed in the wave basin of Ujigawa Open Laboratory of 
Kyoto University. In the large-scale laboratory tests, for the single-pile cases, it was 
mainly observed that by the increase of ܭܥ = 3.9 to ܭܥ = 5.9, the symmetrical bed 
profile along X-section was changed to an asymmetrical one showing the asymmetrical 
formation of vortices. In the two piles tests, it was noticed that for both ܭܥ numbers, 
the trends of scoured bed profile for front and back rows of piles were almost same 
along X section; however, the trends are reverse for smaller ܭܥ ݊ݑܾ݉݁ݎ , ܭܥ = 3.9. In 
both ܭܥ numbers, along X section the scoured bed profile of the pile that is located in 
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the backside was above the front-pile at all recorded points. Four-piles tests, showed 
that for both ܭܥ numbers, the scour depth remained constant in the gaps along the X-
sections. In case of six piles, it was observed that along X-sections, the bed profiles have 
the same trends in all three rows of piles. In nine-piles experiments, same as the six-
piles arrangement, in case of both ܭܥ numbers the first row of piles scoured more and 
the related graphs are located below other back-side rows consequently. Overall 
results of the bed survey indicate that in most of the experimental cases, bed profiles 
along the first row of the piles, facing to the wave directions have higher scour values. It 
was also observed that amounts of recorded scour holes are dependent on the 
configuration factors of pile groups, i.e, whereas the number of piles increases, 
considering the arrangement and the amount of ܭܥ number, the scour depth may 
increase . Moreover, maximum scour holes occurs around rows of piles front to the 
wave direction.  
In the modelling part, two soft computing models of SVM and ANN were developed and 
the applicability of these models were assessed for scour predictions using the large-
scale experimental results. To develop the ANN model, various topologies of neural 
networks were built and the optimum structure was determined. To develop the SVM 
model, optimum user-defined parameters were selected based on error-minimising 
process. The predicted amounts of scour depth by data mining models of SVM and ANN 
confirmed the applicability of data mining approaches as an alternative approach that 
provides better predictions of scour depths due to waves compared to current available 
empirical formulae. Results also indicated that SVM predicts scour depths with better 
statistical measures compared to ANN. Comparison of the required computation times 
of both models also showed that SVM is a more time-efficient model because of less 
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1 INTRODUCTION TO WAVE-
INDUCED SCOURING 
PHENOMENA AROUND PILE 
GROUPS 
When a pile is exposed to the flow, flow pattern around the pile will be changed 
significantly. The first substantial change is the formation of a three dimensional 
separation caused by the obstacle itself. In addition, the rotation of the incoming flow 
will form the horseshoe vortex that makes the gradient of shear stress distribution at 
the front and back of the pile. 
Overall, the scouring phenomenon is based on two different flow regimes and two 
scour patterns should be studied consequently. When the pile size is small enough that 
the flow can be separated, the vortices will be formed and leads to the slender-pile 
regime. In the second type, the pile size is so large that the flow regime cannot be 




presence of scouring in the large-pile regime as well but the mechanism of scouring 
phenomena is completely different in such regimes. 
When the ratio of pile diameter (ܦ) to wavelength (ܮ), (ܦ ܮൗ ) is small, the body of the 
pile can affect the flow regime, otherwise the large-scale regime with quite different 
scouring mechanism will be present. It is generally accepted that the slender-pile 
regime will be formed when the ratio ܦ ܮൗ  is less than 0.1 (ܦ ܮൗ < 0.1) and Keulegan-
Carpenter numbers (ܭܥ) become more than one (ܭܥ > 1 ) (Isaacson 1979, Sumer and 
Fredsøe 1997).   
On the other hand, piles are mostly constructed on forms of groups as supports of 
marine structures, whereas interactions between piles will cause different mechanism 
of scouring around piles compared to single pile cases. Hence, the single pile regime 
will be discussed in the next sessions and it will be proceeded by the effect of the 
interactions of piles in case of pile group arrangement. 
1.1 Horseshoe vortices in current 
The flow pattern and scouring phenomena around a cylindrical pile has been studied 
by many researchers so far (e.g. Breusers and Raudkivi (1991) and Melville and Chiew 
(1999)). 
Figure 1-1 shows the pattern of flow and induced scouring around a cylindrical pile. As 
it can be seen in the figure, when a pile exposed to flow, the horseshoe vortices will be 
formed in front of the pile primarily and their formation will be proceeded by the 
vortex flow pattern at the lee-side. Finally, streamlines will contract at the side edges of 
the pile and the front and back of the structure will face the pressure gradient. On the 
water surface, the velocity head ((ߩܷଶ 2⁄ ), where ߩ is the fluid density and ܷ is the flow 
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Figure 1-1. The change in the flow pattern and the boundary layer after being 
exposed to current (Sumer and Fredsøe 2002) 
As the streamlines encounter the pile, the rotation of the incoming flow lines result in 
the formation of horseshoe vortex (Sumer, Fredsøe et al. 1992); moreover, because of 
the adverse pressure gradient in the pier, the boundary layer will make the three 
dimensional separation in the boundary layer along the S line of the Figure 1-1. The 
three dimensional separation is the reason of the formation of the spiral vortex around 
the pile as well. Overall, it can be concluded that parameters such as boundary layer 
thickness and diverse pressure gradient in front of the structure cause the separation 
of the flow. Studies of researchers such as Sumer and Fredsøe (2002) also showed that 
parameters such as Reynolds number (ܴ݁ = ܷ݀ ߥൗ  ), boundary layer thickness (ߜ ܦൗ ) 





All the processes mentioned will make the local scour around the piles and the 
sediments will be deposited and accumulated on the downstream where the powers of 
the vortices are decreased. In this case, the underflow condition acts as a jetty that hits 
the bed under the pile. When the related components of bed shear stress, particles 
weight and present turbulences reaches the equilibrium condition, the clear water 
scouring condition will start. Under clear water condition, sediment transport may not 
occur and just a slight motion of the bed particles might happen. In a live-bed, an excess 
shear stress should exist for the sediment transport due to scouring so that the bed 
particles can be moved from their place. The variations of bed shear stress in an 
erodible bed will create the mechanisms of sediment transport, bed scour and local 
scour of the pile. 
1.2 Horseshoe vortices characteristics in waves 
When a pile is affected by wave as well as current, in addition to parameters such 
as ܴ௘஽   , ߜ ܦൗ  and pile geometry that were mentioned previously, the Keulegan-
Carpenter (ܭܥ) will be added to the controlling parameters of scouring. In this case, ܭܥ 
can be calculated as follows: 
ܭܥ = ܷ௠ܶܦ  (1-1) 
Where ܷ௠is the maximum undisturbed orbital velocity at the sea bottom just above the 
wave boundary, ܦ is the pile diameter and ܶ is the wave period. The ܷ௠can be 
calculated as follows: 
ܷ = ܷ௠  ݏ݅݊ (߱ ௪ܶ ) (1-2) 
Where U is the orbital velocity of water particles on the bed, ߱ is the angular frequency 
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߱ = 2ߨܶ  (1-3) 
The constant called the amplitude of the orbital motions of the water particles 
calculated as bellows: 
ܽ = ܷ௠ ௠ܶ2ߨ  (1-4) 
Substituting Eq. (1-2) to Eq. (1-4) in Eq. (1-1), ܭܥ number is expressed as bellows: 
ܭܥ = 2ߨܽܦ  (1-5) 
As it can be seen in Eq. (1-1) to Eq.(1-4), the ܭܥ formulae in general is proportional to 
 2ܽ ܦൗ  amount. In other words, in small ܭܥ numbers, the amplitude of the orbital 
motion of water particles (ܽ) is smaller than pile diameters (ܦ). Due to such conditions, 
as the boundary layer cannot be separated from the bed, the horseshoe vortices may 
not be formed as well. 
In contrary, for large ܭܥ numbers, the amplitude of the water particles orbital motions 
may be larger than the pile diameter and each half period resembles a steady current 
condition and the horseshoe vortices will have the same role as of a steady current. 
Figure 1-2 shows the study results of Sumer, Christiansen et al. (1997)about the time 
variations around the vortices formation spots in waves. 
As it can be clearly seen in the wave sinus function, when the wave is uprising the 
amount of ߱ݐ is 0 < ߱ݐ < 180 and while the wave drops, this amount is 180 < ߱ݐ <
360  . Figure 1-2 also displays that in ܭܥ < 6; the horseshoe vortices were not formed. 
Study results of other researchers indicate that in ܭܥ=1 the flow over the pile surface 
separates (Sumer and Fredsøe 2002), while considering Figure 1-2, ܭܥ = 6  is 
necessary for separation in front of the pile. This amount is much higher than the one 





Figure 1-2. Presence of horseshoe vortices by ܭܥ and ߱ݐ variations (Sumer, 
Christiansen et al. 1997) 
According to Sumer and Fredsøe (2002), the value of adverse pressure gradient is also 
important to investigate the separation around the pile. As the amount of adverse 
pressure gradient at the front of the pile is 5 times less than the one of the surface, the 
separations occur at large ܭܥ numbers on those points while the required ܭܥ for 
separation at the pile surface is ܭܥ=1. 
1.3 Life spans of the horse-shoe vortices 
Figure 1-3 displays the development and disappearance of the horseshoe vortices for 
different phases of ߱ݐ =0, 50, 90,123, 172 in ܭܥ =10.3. As it can be clearly seen in 
Figure 1-3 (1) to Figure 1-3 (5) the first appearance of the horseshoe vortices are in the 
flow reversal and their disappearances occur when the flow reverses again. The new 
horseshoe vortices will appear to emerge in the next half cycle of the motion at the 
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Figure 1-3. The development of horseshoe vortices in ܭܥ =10.3 (Sumer, 
Christiansen et al. 1997) 
that the persistence of horseshoe vortices is longer in larger ܭܥ numbers. For instance, 
in ܭܥ = 10, the horseshoe vortices occur at ߱ݐ = 50° and disappears at ߱ݐ = 160° so 




disappearance of horseshoe vortices occur at ߱ݐ = 23° and ߱ݐ = 160° consequently. In 
other words, the life span of horseshoe vortices at ܭܥ = 25 is 137° which is larger than 
those of ܭܥ =10. A longer persistence and life span as the ܭܥ increases is because of 
the formation of adverse pressure gradient, which is necessary for the formation of 
horseshoe vortices in addition toܭܥ number. 
1.4 The lee-wake vortices 
The lee-wake vortices are mainly caused by the rotation in the boundary layer over the 
surface of the pile. In fact the boundary layer occurred around the pile rotates to form 
the lee-wake vortices. In case of steady current, the lee-wake flow mainly controlled by 
ܴ௘஽ and the pile geometry and in presence of waves in addition to steady currents, the 
ܭܥ number should be considered as well as two other parameters (ܴ௘஽ , Pile 
geometry). In case of a rough pile, the relative roughness  ܭ௦ ܦ⁄  also emerges as an 
additional controlling parameter. 
Over the past decades, an extensive knowledge has been gathered about the formation 
of vortex flow behind the pile (Sumer and Fredsøe 2002). Study results of Sumer, 
Christiansen et al. (1997), about the lee-wake vortex formation at different ܭܥ and ߱ݐ 
in case of a vertical cylinder is shown in Figure 1-4. 
Results of their studies indicated that as long as 2.8 ≤ ܭܥ ≤ 4, the symmetric 
separation occurs and the pair symmetric vortices are washed around the pile as the 
flow reverses (Figure 1-4 a). As the range of ܭܥ increases to17 ≤ ܭܥ ≤ 23, the vortices 
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Figure 1-4. The formation of lee-wake vortex at various ܭܥ and ߱ݐ (Sumer, 




1.5 The contraction of streamlines 
The effect of streamline contraction was shown in the counters of bed shear stress in 
Figure 1-5.  
 
Figure 1-5. Display of bed shear stress counters (Sumer, Christiansen et al. 1997, 
Sumer and Fredsøe 2002) 
As it can be clearly seen, the concentration of bed shear stress occurs at or near the side 
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stress is 4.5 times the upstream bed shear stress that finally results in the increase in 
the sediment transport around the pile. 
1.6 Calculation of scour around a slender pile in waves 
As the  ܭܥ increases, the length of lee-wake vortices will become larger and affects the 
wider area of the bed respectively. Moreover; as it was seen in Figure 1-3 and 
Figure 1-4, the increase in ܭܥ number result in the increase of life spans as well as the 
size of the horseshoe vortices so it will be expected that the influence of the horse-shoe 
vortices and lee-wake vortices on the scour to be increased. Study results of Sumer, 
Fredsøe et al. (1992) and Sumer, Christiansen et al. (1993) also confirm that by the rise 
in ܭܥ number amounts, the scour depth will increase. 
Figure 1-6 displays the study results of Sumer, Fredsøe et al. (1992) done about the 
equilibrium scour depth around a circular pile.  
 
Figure 1-6. Variations of  ܵ ܦ⁄  against ܭܥ for a circular pile ߠ < ߠ௖௥   




Figure 1-6 indicates that as the ܭܥ → ∞, the scour depth approaches a constant value. 
First reason is that considering the finite lifetime of the horseshoe vortices, the 
influence of lee-wake vortices approaches a constant value. Second, as the ܭܥ 
dependency of the horseshoe vortices in large ܭܥ numbers disappears the influence of 
the horseshoe vortices on the equilibrium scour depth should also approach a constant 
value. In addition, as it can be seen in Figure 1-6, the recorded scour amounts of large 
ܭܥ s are the same as those of steady currents. It can be concluded that as in the steady 
current condition the main controlling parameters of scouring is ܭܥ number, in wave-
induced scour around a single pile in large ܭܥ numbers (ܭܥ >100), the scour depth is 
dependent to ܭܥ number.  
In small ܭܥ numbers (ܭܥ <10), the scouring is directly related to lee-wake vortices 
which have shorter life spans than horseshoe vortices.  
Sumer, Fredsøe et al. (1992) presented the empirical formulae for the experimental 
data of Figure 1-6 under live-bed condition. 
ܵ
ܦ = 1.3ሼ1 − ݁ݔ݌[−0.03(ܭܥ − 6)]ሽ ݂݋ݎ ܭܥ ≥ 6 (1-6) 
It should be noted that in Eq. (1-6) only the influence of ܭܥ number is seen and effects 
of other important parameters such as ோܰா (Reynolds number) and ௦ܰ (sediment 
number) remain unconsidered. Nevertheless, the influence of cross-sectional shape on 
scour depth for square and diamond shapes has been investigated and presented in 
(Sumer, Christiansen et al. 1993). 
1.7 Wave-induced scour around a group of slender piles 
Unlike the scour around the single piles, few amount of knowledge has been 
accumulated about scour around a group of slender piles (Wang and Herbich 1983, 
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Kobayashi and Oda 1994, Sumer and Fredsøe 1998). The scour at pile groups may 
occur as local and global scour (Sumer, Fredsøe et al. 2005). In the followings, the local 
and global scour around a group of vertical piles due to waves are discussed. 
1.8 Local and global scour around pile groups 
Figure 1-7 and Figure 1-8 indicate the differences between local and global scours 
around pile groups.  
Figure 1-7, clearly shows the global and local scour around a piles steeled platform in 
the field and Figure 1-8 shows the observed global and local scour phenomena in the 
experimental studies. In the related figures, two different types of scour: the local and a 
saucer shaped global scour can be clearly identified. As it was mentioned in the 
preceded sections, the formation of horseshoe vortices and the contraction of 
streamlines are the main controlling factor of local scour around the piles. 
 
 
Figure 1-7. A conceptual display of local and global scour around a piled steel 






Figure 1-8 Global and local scour around a 9 piles-arrangement at the experiment 
(Sumer, Fredsøe et al. 2005) 
Based on experimental studies of Sumer and Fredsøe (2002), the local scour is mainly 
influenced by two parameters of gap between the piles and the turbulence induced by 
each pile. The followings summarize their achievements as bellows. 
As mentioned in previous chapters scouring phenomena is strongly influenced by ܭܥ 
number. 
ܵ
ܦ =   ݂(ܭܥ) (1-7) 
As the number of piles increases and a single pile converts to the group piles, the gaps 
between the piles become important and it can be expressed as below: 
ܵ
ܦ =   ݂ ൬ܭܥ,
ܩ
ܦ൰ (1-8) 
Figure 1-9 displays the equilibrium scour depth against the ܩ ܦ⁄  ratio for different 2-




     15 
 
Figure 1-9. ܵ ܦ⁄  against ܩ ܦ⁄   for 2-pile arrangements (Sumer and Fredsøe 1998) 
1.9 Side by side two pile arrangements 
Experimental studies of Sumer & Fredsoe (1998) indicated that, except the small 
amounts of  ܩ ܦ⁄   (ܩ ܦ⁄ < 0.1) and large amounts of  ܩ ܦ⁄   (ܩ ܦ⁄ > 2) the maximum 
scour depth, occurs at the middle point of the gap between the piles. On the other hand 
for ܩ ܦ⁄ < 0.1 and ܩ ܦ⁄ > 2 the maximum scour occurs at the outside edges of the 
piles. 
1.10 Literature review 
The previously mentioned experimental studies of Sumer and Fredsøe (1998) have 
shown that the wave-induced scour depths of piles are influenced by properties of 
piles, bed and waves or currents. In addition, to study the scour depth around pile 
groups, the interactions between the piles make the mechanism of scouring different 
from those of single piles. 
Scour around a single pile has been investigated quite extensively (for example, Eadie 




(1969);Sumer, Fredsøe et al. (1992); Sumer, Christiansen et al. (1993); Wang and 
Herbich (1983)). On the contrary, limited amount of studies have been done about the 
wave-induced scour around pile groups.  
Chow and Herbich (1978)  studied pile groups made of three, four and six piles. They 
investigated the influence of gap to diameter ratio (ܩ ܦ⁄  ) where ܩ is the space between 
piles and ܦ is the pile diameter; however at the time of their studies the key role of ܭܥ 
number in scouring phenomena due to waves was unknown. The parameter that was 
shown by Sumer, Fredsøe et al. (1992) and Kobayashi and Oda (1994) to be the main 
controlling parameter to study pile scours some years after. 
Bayram and Larson (2000) studied the scour depth around a 2×2 pile groups in the 
field. Their study also showed that the equilibrium scour depth is governed by ܭܥ 
number. They presented an empirical relationship for estimating the equilibrium scour 
depth using the ܭܥ number in the 2×2 pile arrangement. However, their formulae was 
given for a unique (2×2) arrangement of piles mainly based on ܭܥ number. 
Results of their investigations indicated the effect of ܭܥ number in scour depths 
amounts around the pile groups. Their studies also showed the importance of other 
effective parameters of Reynolds number ( ோܰா) and sediment number ( ௦ܰ).  
Considering the complexity of modelling the scour process and scour hole properties 
around pile groups due to waves, the existing approaches are not capable of accurate 
estimation of the scour depth around pile groups with different arrangements. Hence, a 
robust model is very useful for the estimation of scour depth. One of the most common 
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1.11 Objectives of this research 
The literature shows that despite of the importance of the investigation of scouring 
phenomena around pile groups as supports of marine structures, studies around this 
topic is very scarce and most of the researches concentrated on single pile scour 
conditions. This study aims to extend the knowledge about pile group scour under 
waves by focusing on the effect of configuration parameters. To achieve these goals 
different arrangements of single, two, four, six and nine piles are exposed to waves and 
sets of large-scale scour experiments are done about them. Then the characteristics of 
scoured bed around them are surveyed and discussed focusing on the arrangement 
parameter. 
On the other hand, regarding the complexity of the prediction of pile group scour due to 
waves and the lack of formulae with acceptable precision, this research also aims to 
assess the applicability of soft computing models of ANN and SVM and introduce them 
as a reliable alternative for semi-empirical formulae for estimating scour depth around 
pile groups. To achieve this goal, the ANN and SVM models are developed and their 
predictions of scour depths are compared with measurements. The better model has 
closer predictions to observed amounts of scour. Finally, it is concluded that SVM and 
ANN can provide better predictions of wave-induced scour compared to semi-empirical 
formulae in terms of accuracy.  
1.12 Outlines of the dissertation 
This research concerns the experimental investigation of scouring phenomena around 
various arrangements of pile groups as well as the assessment of the applicability of 




This dissertation contains 5 chapters, from introduction in chapter 1 through 
conclusion in chapter 5 as described below: 
Chapter 1 briefly presents the background of the study, an introduction about the 
scouring phenomena, objectives of the research and a brief review of previous 
literatures. 
Chapter 2 presents the results of the large-scale experimental studies about different 
configurations of piles due to waves carried out in the laboratory and describes the 
results of the experiments. Results of the bed surveys are given in this chapter. 
Chapter 3 presents an introduction about two data mining models (SVM and ANN) that 
are applied in this study. The controlling parameters as well as the mathematical 
descriptions of the models are discussed in this chapter. The introduction of SVM and 
ANN are also supported by estimation of wave-induced scour around single piles cases 
using them. 
Chapter 4 presents the developments and the results of modelling by two data mining 
models of SVM and ANN. The proposed models are verified with the experimental 
results. The outputs of both models are compared with those of semi-empirical 
formulae in this chapter. 
Chapter 5 summarises the conclusions based on the present study and gives some 
recommendations for future works. 
	 
2 EXPERIMENTAL STUDIES ON 
WAVE-INDUCED SCOUR 
AROUND A GROUP OF 
SLENDER PILES 
As mentioned in Chapter 1, in addition to the evaluation of the applicability of soft 
computing models of SVM and ANN in scour predictions due to waves, this study also 
aims to present an in-depth experimental study about the effects of configuration in the 
scouring of pile groups. To achieve this goal, several sets of large-scale scour 
experiments were carried out in the wave basin of Ujigawa Open Laboratory for 
different arrangements of pile groups. Sumer and Fredsøe (1998) were of those few 
researchers who did some studies about scour around pile groups due to waves. In the 
studies of Sumer and Fredsøe (1998), the gap over diameter ratio (ܩ ܦ⁄ ), was among 
interpretative points of the experiment. In this research, the ܩ ܦ⁄ = 1 was selected for 
all sets of experiments. It should be noted that, since the main goal is to compare the 
results of various arrangements of piles, a constant ratio of gap between the piles over 
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diameter (ܩ ܦ⁄ ), was kept as 1 for all cases. In all experimental cases both gap between 
the piles (ܩ) and the diameter (ܦ) of each piles were 10 cm. 
Determination of the number of piles was also done by referring to the studies of 
Sumer and Fredsøe (1998). Since in the experimental study of Sumer and Fredsøe 
(1998), for ܩ ܦ⁄ = 1 the tandem arrangement of 2 piles was not included, this 
arrangement was included in this research consequently. Furthermore, the 2×2 (4 
piles), 2×3 (6 piles) and 3×3 (9 piles) arrangements also were not included in Sumer 
and Fredsøe (1998) and they have been considered in current experimental study. 
On the other hand, since only KC numbers of 13, 37 for 91 percent of the experimental 
cases and ܭܥ numbers of 3 and 6.3 were considered for two experimental cases,  ܭܥ 
numbers of 3. 9  for ܶ = 1.2 ݏ and 5.9  for ܶ = 1.5 ݏ were selected for this research. 
Both ܭܥ numbers and pile configurations of this study were selected according to what 
mentioned above so that the whole experimental data (Sumer and Fredsøe (1998) and 
current study) that are used in soft computing models (in Chapter 4) cover a wider 
range of wave and configuration characteristics. In other words, considering the nature 
of soft computing models (refer to Chapter 3), SVM and ANN models are developed 
based on a wide range of data of scouring of pile groups and provide more accurate 
predictions of scour. 
To summarize, series of large-scale scouring experiments were carried out for various 
arrangements of 1, 2, 4, 6 and 9 piles exposed to waves with ܭܥ numbers of ܭܥ =3.9 
and ܭܥ =5.9 and equilibrium scour depth around them were measured. 
2.1 Experimental setup 
The 45 m long, 30 m wide and 1m deep wave basin of Ujigawa Open Laboratory, 
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The basin is equipped with a piston wave generator with 20 paddles to produce regular 
waves. Figure 2-1 shows the wave basin and its dimensions. 
Maximum wave height of 25 cm can be generated in water depth (݀) of ݀ = 70 ܿ݉  and 
wave period (ܶ) of ܶ = 1.5 ݏ. The range of the wave periods that can be generated by 
the wave maker is between 0.4 ݏ and 5 seconds.  
 
Figure 2-1. Wave Basin of Coastal sedimentary Laboratory 
The large-scale experimental model containing 9 piles the diameters and gaps of which 
were both 10 ܿ݉ was designed according to Figure 2-2. All piles are made of Acrylic. All 
piles were removable and screwed on the base by bolts. The base was filled up to level 
of 15 ܿ݉ by silica sand with the average diameter of 0.25 ݉݉ (sold in Japan as No.6	
Keisa). At the beginning of each run of the experiment, the greatest possible effort was 
done to make the bed level as flat as possible.   
Figure 2-3, Figure 2-5 and Figure 2-7 show the as-built photo of the pile group 
experimental model. As it can be seen in all figures, 16 small gauges (ܦ = 1 ܿ݉, total 
Height = 23.3 ܿ݉, height from the erodible bed=9 ܿ݉) were installed at the perimeter 
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of each pile so that the scoured bed can be surveyed at 16 points around each pile. The 
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It should be noted that small measuring bars might have some effects on the tests but 
because of two main points the interference of the gauges in scouring phenomena are 
negligible. First, since the diameter of the piles are among controlling parameters and 
the diameter of each gauge is 1 ܿ݉, the ratio of the diameter of the gauges to those of 
main piles are about 10 percent which results in the small interference of the gauges as  
pile element in the scouring process.  
 
 
Figure 2-3. The as-built photo of the experimental model 
On the other hand, the area of the conceptual donut shape effective scouring zone 
around each pile (shown in Figure 2-4) is calculated by deduction of the area of each 
main pile with the diameter of ܦ = 10 ܿ݉  (ܣ = ߨ5ଶ = 78.5 ܿ݉ଶ ) from the area of the 
conceptual circle with the diameter of ܦ = 15 ܿ݉ (ܣ = ߨ7.5ଶ = 176.625 ܿ݉ଶ) which is 
equal to  176.625 ܿ݉ଶ − 78.5 ܿ݉ଶ = 98.15 ܿ݉ଶ . Moreover; the total area that is 
occupied by 16 piles around each mono-pile is  16 × ߨ0.5ଶ ܿ݉ଶ = 12.56 ܿ݉ଶ which is 




Figure 2-4. The illustration of the conceptual scouring zone around each pile 
 significant affect in the formation of the vortices and the scouring phenomena 
consequently. 
The model was installed on the surface of the experimental base at the centre of the 
joining line of the first and last point of the wave generator and the boundary of the 
base was fixed and stabilized by rubble mound (݀ହ଴ = 30 − 35 ݉݉) so that the model 
can resist against wave motions and cannot move during the experiments. 
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Figure 2-6. The installation of the experimental model in the wave basin 
The length of the wave generator where paddles are installed, was divided into two 
spaces by two steel partitions according to Figure 2-6 to make two separate spaces, one 
for the scouring experiment and the other for undisturbed condition measurements 
consequently.  
Six wave gauges were installed around the model (shown in Figure 2-7) and two 
gauges were installed at the separated space with undisturbed condition for velocity 
measurements. 
In all experimental cases, water depth (݀) was kept as 35 ܿ݉. To carry out each step it 
took about 35 ℎ݋ݑݎݏ to fill in the basin up to required water depth of 35 ܿ݉  
Sumer and Fredsøe (1998) carried out sets of two piles experiments in ܭܥ = 13. 
Figure 2-8 illustrates the result of their studies. In this figure, the amounts of ܵ ܦ⁄  
against ܩ ܦ⁄  ; (where ܵ is the scour depth, ܩ is the gap between the piles and ܦ is the 
diameter of the pile), were plotted for three types of 2-pile arrangements. As It can be 
clearly seen in Figure 2-8, by increasing the gap between the piles to large amounts 
(ܩ ܦ⁄ → ∞ ), scour depths around the piles reach the amounts of scour around a single  
Partitions




Figure 2-7 . The instalment of the experimental model in the wave basin 
piles. This diagram denotes that if the ratio of the gap between the piles (ܩ) to their 
diameters (ܦ) , ܩ ܦ⁄  is big enough, piles will not interact each other and will act as a 
single pile. Based on the findings of Sumer and Fredsøe (1998), to avoid individual 
behaviour of the piles, the gap over diameter ratio of  ܩ ܦ⁄ = 1 was selected to design 
the experimental model of this study. 
 
Figure 2-8.The amounts of ܵ ܦ⁄  against ܩ ܦ⁄  for 2-pile arrangements (Sumer and 
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Figure 2-9 shows the configurations studied by Sumer and Fredsøe (1998). In the 
experimental study of Sumer and Fredsøe (1998), for ܩ ܦ⁄ = 1  the tandem 
arrangement (2 × 1  (Figure 2-9 (a)) were not included for ܭܥ numbers of ܭܥ = 3.9 
and ܭܥ = 5.9 and the experimental cases for 2 × 1 arrangement were included in this 
research consequently. 
 
Figure 2-9. Pile group configurations studied by Sumer and Fredsøe (1998) 
The two by two pile (2 × 2 = 4 piles), two by three (2 × 3 = 6  piles) and three by three 
3 × 3 = 9 piles) arrangements also were not included in (Sumer and Fredsøe 1998) so 
they have been considered in current experimental study. 
On the other hand, since in the experimental study of Sumer and Fredsøe (1998) , only 
ܭܥ numbers of ܭܥ = 13 and ܭܥ = 37 were used for 91 percent of the experimental 
cases and ܭܥ  numbers of ܭܥ = 3  and ܭܥ = 6.3  were considered only for two 
experimental cases, for this study ܭܥ numbers of ܭܥ = 3.9 and ܭܥ=5.9 for ܶ = 1.2 ݏ 
and ܶ = 1.5 ݏ were selected respectively.  
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It should be highlighted that, for each experimental case, wave periods of ܶ = 1.2 ݏ and 
ܶ = 1.5 ݏ and wave height of ܪ௪ = 12 ܿ݉  were adjusted as inputs of the wave maker 
to generate regular waves in water depth of ݀ = 35 ܿ݉.  
In brief, both main experimental parameters: ܭܥ numbers (ܭܥ = 3.9and ܭܥ = 5.9 ) 
and pile arrangements (1×2, 2×3, 2×2, 3×3) that were considered in this study 
complete the previous studies of Sumer and Fredsøe (1998) and provide a wider entire 
arrange of pile group experimental data based on ܭܥ  number and pile group 
configurations. Specifically , from the view of number of piles in the pile arrangements 
which is considered as one of the configuration parameters that affects scouring, the 
data provided by Sumer and Fredsøe (1998) includes 2,3,4 and16 piles in the 
arrangement and the data set that is addressed in this study includes 2,4,6 and9 piles in 
the arrangement. Figure 2-10 shows the scheme of the pile group arrangements, used 
in this study. In Chapter 4, the number of piles in the arrangement in addition to other   
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controlling parameters of scouring is used to estimate the wave-induced scour around 
pile groups. 
Regarding the large scale of the experiment, a bed survey was done manually by 
recording the scoured bed at 16 points around each pile. Based on Figure 2-2, X-Y 
coordinates and sections were used to display amounts of scour depth at designated 
points. Figure 2-11 shows the coordinates as well as the horizontal and vertical 
sections along which the results of the bed survey were reported in this research. 
 
 
Figure 2-11. X-Y coordinates  and sections used for bed survey 
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2.2 Time determination for the experiment 
To determine the required time for occurrence of equilibrium scour depth, single pile 
experiment was done for time-determination and reference purposes. Figure 2-12 
shows the experimental model related to single pile experiment. 
 
Figure 2-12. Photo of the single pile experimental model 
The surveyed scour in case of single pile in 20 minutes intervals were shown in 
Figure 2-13. As it can be seen in Figure 2-13, having passed an hour, the depth of scour 
hole was not changed and the one-hour was determined as the experimental time for 
all sets of experiments consequently. 
2.3 Single pile experiment 
Having flatted the bed, adjusting the water level to ݀ = 35 ܿ݉, single pile was exposed 
to waves with periods of ܶ = 1.2 ݏ and ܶ = 1.5 ݏ and Height of ܪ = 12ܿ݉. Table 2-1 
illustrates the wave properties recorded by each sensor for wave periods of ܶ = 1.5 ݏ. 
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Figure 2-13. Scour development over time for single pile 
heights (ܪ௕௔௥), it can be confirmed that generated waves by the generator are all 
regular waves and regular wave theories are applicable for this research and required 
wave properties to study scouring are calculated by using regular wave formulas in the 
proceeded sections. 




ࡴ࢓ࢇ࢞ ࡴ૚/૚૙ ࡴ૚/૜ ࡴ࢈ࢇ࢘ ࡴ࢘࢓࢙ ࢀ࢓ࢇ࢞ ࢀ૚/૚૙ ࢀ૚/૜ ࢀ࢈ࢇ࢘ 
1 9.725 9.552 9.38 9.094 9.098 1.195 1.2 1.2 1.2 
2 10.476 10.331 10.163 9.878 9.882 1.199 1.2 1.199 1.2 
3 11.946 11.726 11.58 11.275 11.278 1.197 1.199 1.199 1.2 
4 9.173 9.031 8.554 8 8.015 1.229 1.201 1.201 1.2 
5 12.426 12.213 12.04 11.784 11.787 1.195 1.197 1.2 1.2 
6 12.776 12.345 11.925 11.179 11.315 1.2 1.194 1.194 1.173 




Results of the bed survey in case of single pile were plotted in Figure 2-14 to 
Figure 2-17. Scour depths were plotted along X-sections and Y-sections for both ܭܥ 
numbers (ܭܥ = 3.9 for ܶ = 1.2 and ܭܥ = 5.9 for = 1.5) respectively. 
In a single-pile experiment, the difference between maximum scour depths for both ܭܥ 
numbers is not so significant. As the ܭܥ number increases to ܭܥ = 5.9, the symmetrical 
bed profile along X section was changed to an asymmetrical one for ܭܥ = 5.9. 
 The symmetrical bed profile which is noticed for ܭܥ = 3.9, is in line with the 
observations of Sumer, Christiansen et al. (1997). As discussed in Chapter 1, according 
to their studies, as long as 2.8 ≤ ܭܥ ≤ 4, the symmetric separation occurs and the pair 
symmetric vortices are washed around the pile as the flow reverses (Figure 1-4 a). It is 
concluded that, by increase in ܭܥ number to 5.9, the amount of ܭܥ is no longer 2.8 ≤
ܭܥ ≤ 4 and the asymmetric formation of vortices results in the asymmetric scour 
around the pile.  
Moreover, by the increase in ܭܥ number to ܭܥ = 5.9, the amounts of scour depth in 
front of the pile will be equal to the deposition amount, in front and back of the pile 
along Y-section. While in smaller ܭܥ number ܭܥ = 3.9, only scouring in front and back 
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Figure 2-15. Bed profile of single pile along Y section for ܭܥ = 3.9 
 
 
Figure 2-14. Bed profile of single pile along X section for ܭܥ = 3.9 
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Figure 2-16. Bed profile of single pile along X section for ܭܥ = 5.9 
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2.4 Two piles experiment 
Figure 2-18 shows the experimental model related to 2-piles experiment. Two piles 
arrangement forms the 1 × 2 configuration or tandem arrangement named by Sumer 
and Fredsøe (1998) (also refer to Figure 2-9 (a)) wherein one row of piles is parallel to 
the wave direction and two rows are vertical to the wave directions consequently.  
 
 
Figure 2-18. Photo of the two piles experimental model 
Having exposed the piles to the waves with ܶ = 1.2 ݏ and ܶ = 1.5 ݏ, the scour depths 
were plotted along the X and Y sections respectively. Results of the bed survey were 
displayed in Figure 2-19 to Figure 2-22. As it can be seen in Figure 2-21, in case of 
larger ܭܥ number, the scoured bed profile of the backside-pile, along X section is above 
the front-pile at all recorded points, which shows the higher scour depths at the front 
pile along X-2 sections. In addition, the trends of the scoured bed are almost same but 
reverse along X sections for ܭܥ = 3.9 representing the formation of reverse vortices 
along each X section. 
	Experimental	Studies	on	Wave-induced	Scour	around	a	Group	of	Slender	Piles	
36 
Figure 2-19. Bed profile of two piles along X section for ܭܥ = 3.9 
Figure 2-20. Bed profile of two piles along Y section for ܭܥ = 3.9 
In smaller ܭܥ number ܥ = 3.9 , the scoured depth along Y section between the piles is a 
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with larger ܭܥ of ܭܥ = 5.9 that relies on more turbulent vortices between the piles in 
larger ܭܥ number. 
According to Sumer and Fredsøe (1998), for side-by-side arrangements, as the ܭܥ 
number increases, for same ratios of  ܩ ܦ⁄ , the increase in scour depth is expected. In 
the present experimental case, which has the tandem arrangement according to the 
configuration definition of Sumer and Fredsøe (1998), by increasing the ܭܥ number, 
the scour depth decreases about 0.5 ܿ݉ which is the  16.67% of the 3 ܿ݉ scour 
recorded for larger ܭܥ number. It should be noted that Sumer and Fredsøe (1998) 
studied the tandem arrangements at constant ܭܥ numbers of ܭܥ = 13 for different 
spacing between the piles. 
Though the difference between the recorded scour depths is not so large, the formerly 
reported difference in variation of ܵ ܦ⁄  by ܭܥ was mainly caused because of the 
difference in the arrangement parameter. As in case of side- by-side arrangements the 
wave firstly faces two obstacles and the space between them and in case of tandem 
arrangement, the wave attacks one obstacle, which results in quite difference in 
formation of vortices and change of sediment transport consequently. It can be 
concluded that regardless of the number of piles in modelling, application of an 
appropriate arrangement parameter is necessary as well. 
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Figure 2-21. Bed profile of two piles along X section for ܭܥ = 5.9 
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2.5 Four piles experiment 
Figure 2-23 illustrates the experimental model used in 4 piles experiment. The 
numbers of piles, which are parallel to the wave direction as well as those vertical to it, 
are both two. These numbers are similar to the field survey conveyed by Bayram and 
Larson (2000) from the point of arrangements.  
Piles were exposed to ܭܥ numbers of 3.9 and 5.9 in wave periods of ܶ = 1.2 ݏ and ܶ =
1.5 ݏ. Having passed a one hour, scoured depths were surveyed at 24 point around each 
pile. Results of the bed survey were plotted for X and Y sections according to 
Figure 2-24 and Figure 2-27. 
According to Figure 2-24, it can be seen that maximum recorded scour for both rows 
along X section is 4 cm at the piles front to the wave direction. 
 
 




Figure 2-24. Bed profile of 4 piles along X section for ܭܥ = 3.9 
Figure 2-25. Bed profile of 4 piles along Y section for ܭܥ = 3.9 
According to Figure 2-25 maximum scour depth for ܭܥ = 3.9, at the Y sections are 3 ܿ݉ 





     41 
 
Figure 2-26. Bed profile of 4 piles along X section for ܭܥ = 5.9 
 
Figure 2-27. Bed profile of 4 piles along Y section for ܭܥ = 5.9 
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Figure 2-26 illustrates the scour depth of ܶ = 1.5 ݏ which is equivalent to ܭܥ numbers 
of ܭܥ = 5.9 in this study. It can be seen that the maximum of recorded scour depth is 
3.5 ܿ݉ at the front piles. 
It can be also noticed that unlike the tandem arrangement of 2 piles, the scoured bed 
profiles are not above or below the other one for all points. For both ܭܥ numbers, the 
scour depth remained constant in the gap along the X section. 
In addition, the trend of the scoured bed of both rows along Y sections for both ܭܥ 
numbers according to Figure 2-25 and Figure 2-27 are almost same. According to 
Figure 2-25, in smaller ܭܥ at some points the profiles are overlapped showing same 
scoured bed. The trends also indicate more scouring along the left row of piles. 
In case of larger ܭܥ number, ܭܥ = 5.9 the trends of the graphs along Y sections in 
Figure 2-27 are almost same. Overall, the scoured bed of the left row is located above 
the right one, which means that in the vicinity of the right side row the bed was scoured 
more significantly. 
2.6 Six piles experiment 
Figure 2-28 illustrates the experimental model used in 6 piles experiment. The number 
of piles facing to the wave is 2 and three rows of piles are vertical to the wave direction. 
The configuration used in this set of experiment, represents the 2 by 3 (2 × 3) 
arrangement of pile group.  
Six piles experimental model was exposed to ܭܥ numbers of 3.9 and 5.9 in wave 
periods of ܶ = 1.2 ݏ andܶ = 1.5 ݏ. Having passed a one hour, scoured depths were 
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Figure 2-28. Photo of the six piles experimental model 
of the bed survey for this set of experiment. It can be noticed that along X-sections, the 
scoured bed profiles have the same trends in all three rows of piles. On the other hand, 
the scoured profile of the first row is located below the other two profiles, which shows 
the deeper equilibrium scour depth along the first row facing the wave. Moreover, the 
bed profile along the gap between all three rows is a straight line demonstrating the 
constant scoured bed in the space between the piles. 
The trends of the bed profile for both ܭܥ numbers along the Y-sections are almost 
same excluding few points and overlap to some extent, which represent the 
approximate symmetrical eroded profile along that section.  
	Experimental	Studies	on	Wave-induced	Scour	around	a	Group	of	Slender	Piles	
44 
Figure 2-29. Bed profile of 6 piles along X section for ܭܥ = 3.9 
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Figure 2-31. Bed profile of 6 piles along X section for KC = 5.9 
Figure 2-32. Bed profile of 6 piles along Y section for KC = 5.9 
Overall, the amounts of observed scours are 75% larger compared to those of 4 piles 
with less number of mono-piles in the arrangement. Considering same gap over 
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diameter ratios (ܩ/ܦ = 1) and same ܭܥ numbers for both 4 and 6 piles configurations, 
the effect of arrangement of piles in the scouring problem is strongly highlighted 
consequently. 
2.7 Nine piles experiment 
Figure 2-33 illustrates the experimental model used in 9 piles experiment. The number 
of piles facing to the wave is 3 and 3 rows of piles are vertical to the direction of the 
wave. The arrangement of piles of the experimental model represents the 3 by 3 (3 × 3) 
configuration of pile groups. Nine piles experimental model was exposed to ܭܥ 
numbers of 3.9 and 5.9 in wave periods of ܶ = 1.2 ݏ and ܶ = 1.5 ݏ. 
Having passed a one hour, scoured depths were surveyed at 24 points around each pile. 
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Figure 2-34. Bed profile of 9 piles along X section for ܭܥ = 3.9 





Figure 2-36. Bed profile of 9 piles along X section for ܭܥ = 5.9 
Figure 2-37. Bed profile of 9 piles along Y section for ܭܥ = 5.9 
 
Similar to the 6 piles arrangement, in case of both ܭܥ numbers along the X sections, the 
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below other back-side rows consequently. Comparison of Figure 2-34 and Figure 2-36 
shows that the 1st and 3rd row of piles along X-1 and X-3 sections, have the most and 
least amount of scour respectively and the scoured bed profile of the 2nd row is located 
between them. However, by increase in ܭܥ number, the scour amounts of the 2nd and 
3rd rows of piles along X-2 and X-3 sections get closer. 
In addition, the rises and drops of all graphs follow same trends except in the vicinity of 
the middle row of piles along the wave direction. The amounts of scour along the gaps 
remain constant along most of the sections either parallel or vertical to the wave 
direction. 
 The maximum equilibrium scour depth in case of smaller ܭܥ of ܭܥ=3.9 is larger than 
its maximum amount for larger ܭܥ  number, denoting the importance of the 
configuration factor in addition to ܭܥ number in scouring of pile groups. 
2.8 Summary 
Series of large-scale scouring experiments were done for various arrangements of 3×3, 
2×3, 2×2, 1×2 and single pile arrangements of piles representing 9, 6, 4, 2 and 1 piles 
cases respectively. The time-determination experiments were carried out and one hour 
was selected to reach the equilibrium scour depth. 
Piles were exposed to waves with ܭܥ numbers of ܭܥ = 3.9  and ܭܥ = 5.9 for one hour 
and equilibrium scour depth around them were measured. Regarding the large scale of 
the experiment, survey of the scoured bed was carried out at 24 points around each 
pile for all cases. Results of the measurement at designated points around each pile 
were plotted on profiles of scoured bed along sections parallel and vertical to the wave 
direction for each experimental case. 
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In the single-pile experiment, as the ܭܥ number increased to ܭܥ = 5.9, the symmetrical 
bed profile along X section was changed to an asymmetrical one. Results of the single 
pile cases were in line with the findings of other researchers Sumer, Christiansen et al. 
(1997) about wave-induced scour around single piles based on the characteristics of 
the vortices at different  ܭܥ numbers. 
In the two piles tests with the 1 × 2  arrangement, it was observed that in larger ܭܥ 
number along X section, the scoured bed profile of the back pile was above the front 
pile at all recorded points. The scour trends were almost same along X section for ܭܥ =
3.9. For smaller ܭܥ number, ܭܥ = 3.9, the trends of the scoured bed were almost same 
but reverse along X section, showing the formation of reverse vortices along that 
section. On the other hand, comparison of the results of this set of experiment with the 
findings of Sumer and Fredsøe (1998) about the tandem arrangement of pile groups, 
confirmed the importance of considering the configuration parameter in addition to ܭܥ 
number in the study of scouring around pile groups. 
In case of four-piles with 2 × 2  configuration, it was seen that for smaller ܭܥ number, 
the maximum scour depth recorded for both rows along X section was 4 cm and 
occurred at the piles front to the wave direction. In case of larger ܭܥnumber, the 
maximum sour depth was 3.5 cm and similar to the case with smaller ܭܥ  number was 
observed at the front piles. The trends of the scoured bed profiles for both ܭܥ numbers 
were almost same in this arrangement. 
For six piles experiment representing 2 × 3 arrangements of piles, it was mainly 
noticed that for both ܭܥ numbers along X sections, the scoured bed profiles have the 
same trends in all three rows of piles. The bed profiles of the third row was located  
above two others demonstrating the least scour along that row of piles and the first 
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front piles. It was also noticed that profiles follow the approximately symmetrical slope 
along the Y sections. Furthermore, the maximum recorded scour was 75% larger than 
the maximum recorded scour for 2 × 2 arrangements with less number of piles in the 
pile group which considering same gap over diameter ratios (ܩ/ܦ) as well as same ܭܥ 
numbers for the experimental cases, highlights the effect of arrangement of the piles in 
the researches about the wave-induced scour of pile groups. 
In nine piles tests, same as the 6 piles cases, for both ܭܥ numbers along X sections the 
first row of piles front to the wave direction had larger scour and related graphs were 
located below two other back rows. First and third row of piles had the most and least 
amounts of scour along X sections in this set of experiment. Moreover, the amounts of 
scour along the gaps remained constant for most of the sections either vertical or 
parallel to the wave direction. The maximum scour depth that was recorded for smaller 
ܭܥ number was less than this amount for larger one, denoting the effect of both ܭܥ 
number and configuration parameter factor for experimental studies and modelling of 
scouring phenomena around groups of piles.  
Overall, the comparison of the bed profiles along each section for each arrangement 
indicates that in most of the cases sections along the first row of piles, facing to the 
wave directions have higher scour values compared to other sections and directions. It 
is concluded that using an arrangement parameter, which is defined based on the wave 
direction to consider the configuration of the pile group, is an important controlling 
factor.  On the other hand, variations of observed scour values by the number of piles as 
well as the type of their arrangements in a pile group also highlights the importance of 
considering the configuration parameter in addition to the fundamentally considered 
parameter of  ܭܥ number.  
 
	 
3 DATA MINING APPROACHES 
IN PREDICTION OF SCOURING 
As mentioned earlier, the scour properties around a pile group is influenced by several 
parameters including sediment characteristics, properties of wave, pile geometry and 
piles interactions in marine environment which leads to making a complicated problem 
to be solved.  
Regarding the complexity of scouring phenomena and the lack of reliable approaches, 
significant trails have been done to improve the current approaches or introduce 
satisfying alternatives for available methods.  
Data mining approaches is one alternative to conventional empirical equations to 
estimate scour depth. Two robust data mining approaches named Artificial Neural 
Networks (ANN) and Support Vector Machines are introduce in this chapter to be used 
for scour predictions around pile groups. 
Artificial Neural Networks (ANN) as a famous data-mining method have been widely 
applied in scour estimations (e.g. Liriano and Day (2001), Kambekar and Deo (2003), 
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Etemad-Shahidi (2010)). Kambekar and Deo (2003) developed various artificial neural 
networks with different input variables to predict scour hole properties around a 
specific arrangement of pile group (2×2) due to waves. Most of the results of their study 
showed that ANN provides a better alternative to the statistical curve fitting. 
 Another soft computing approach, named Support Vector Machines (SVM), has been 
successfully applied in problems such as the prediction of wind speed (Mohandes, 
Halawani et al. 2004), runoff modelling (Bray and Han 2004), prediction of storm surge 
(Rajasekaran, Gayathri et al. 2008), hourly reservoir inflow forecasting (Lin, Chen et al. 
2009), effective forecasting of hourly typhoon rainfall (Lin, Chen et al. 2009) and 
prediction of significant wave height (Mahjoobi and Adeli Mosabbeb 2009).  
In current study, in addition to study of scouring phenomena by laboratory 
experiments, in order to reach a better alternative of conventional empirical equations, 
assessing the performance of ANN and SVM in pile group scour predictions due to 
waves for the large- scale experimental data is addressed.  
In this chapter, the development criteria of the alternative models of ANN and SVM, the 
required parameters to define the SVM and ANN model and the mathematical 
definitions of them are discussed. The introductions are supported by application of 
ANN and SVM regression to predict scour depth around single piles with different 
diameters due to various waves and bed characteristics. 
 
3.1 Artificial neural networks (ANN) 
An artificial neural network (ANN) simply means an interconnected network of 
computational elements or neurons that resemble biological neurons of human brain. 
Human brain has the ability to learn from examples, recognize the various pattern of 
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input data and to process information promptly. Natural neurons receive signals 
through synapses located on the dendrites or membrane of the neuron. When the 
signals received are strong enough, the neuron is activated and emits a signal though 
the axon; this signal might be sent to another synapse and might activate other 
neurons. Figure 3-1 illustrates the scheme of a conceptual biological neuron. 
A mathematical neural network tries to imitate the human brain in data processing. 
This imitation involves combining the weighted input data, adding bias term to it and 
passing the sum as transfer function that determines the strength of such transformed 
input before sending it to the next neurons. 
The complexity of real neurons is highly abstracted when modelling artificial neurons. 
These neurons consist of inputs (like synapses), which are multiplied by weights 
(strength of the respective signals), and then computed by a mathematical function 
which determines the activation of the neuron. Another function (which may be the 
identity) computes the output of the artificial neuron (sometimes in dependence of a 
certain threshold). ANNs combine artificial neurons in order to process information. 
A typical Artificial Neural Network (ANN) consists of nodes that are organized 
according to particular arrangement. These nodes are generally arranged in layers, 
starting from the first input layer and ending at the final output layer. There can be 
several hidden layers, each having one or more nodes (Khosronejad, Montazer et al. 
2003, Jain and Deo 2006). 
Three types of the most commonly used ANNs are normal feed-forward neural 
network, recurrent neural network, and competitive neural network (Islam and 
Kothari 2000, Khosronejad, Montazer et al. 2003). In this study, a feed-forward neural 
network with a back propagation training algorithm is used. The basic element of a 
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Figure 3-1. Conceptual biological neuron (Gershenson 2003) 
biological neuron. The neurons are arranged in layered structure. Information passes 
from the input to the output layer. The neurons of each layer are connected to each 
other. Thus, the output of each neuron is only dependent to the data it receives from 
the previous layer and the connection weights. Figure 3-2 illustrates a back 
propagation neural network, with the interconnecting weighted links. Considering 
Figure 3-2, each node sums the value of its input data multiplied by the weight  
 
Figure 3-2. A back propagation neural network (Singh, Pal et al. 2008) 
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associated with each link. The sum then activated when it passes through an activation 
function ݂ to generate the output. There is no interconnection between the nodes of the 
same layer.  
In a back propagation neural network, generally an input layer acts as a distribution 
structure for the data presented to the network. After this layer, there are one or more 
processing layers, called hidden layers. The final processing layer is called the output 
layer. All the links between each node have an interconnecting weight. When a value is 
passed from the input layer, the values are multiplied by the interconnecting weight 
and summed up to derive the net output (ݕ௜) to the unit.  




where W௜௝ is the interconnecting weight from unit ݅ to unit ݆ and ݔ௜ is the input at the 
input layer. The net output is derived net output ݕ௜ is then transformed by the 
activation function ݂(ݕ௜) 	to	produce an output for unit ݆. 




The inputs are computed by a mathematical function, which determines the activation 
of the neuron. Another function (which may be the identity) computes the output of the 
artificial neuron. ANNs combine artificial neurons in order to process information. 
Figure 3-3 describes the role of Activation function in a back-propagation network. 
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An activation function commonly used in back propagation algorithm is the sigmoid 
(Sigma ௜ܵ௝ ) function. 
  ௜ܵ௝ = ෍ ݓ௜௝ ܽ௜௝
௡
௝ୀଵ
  ݓℎ݁ݎ݁  ܽ௜௝ =
1





ቀ1 + ݁ି ∑ ௫೔௪೔ೕ ೙ೕసభ ቁ௡
 (3-4) 
Some of other most commonly used activation functions are presented in Table 3-1. 
The values of the interconnecting weights are adjusted by the network during the 
training process to achieve the desired input/output relation of the network with the 
minimal overall training error in multi-layer networks. The back propagation method is 
one of algorithm is one of the most commonly used methods. This method uses a 
supervised iterative process to minimize an error function for the network output and 
a set of target outputs.   
The difference between the actual output of the network and the desired output is used 
to adjust the weights so that in the next stage that the same data is given to the network 
Table 3-1. Some commonly used activation functions 
Function Formula 
Identity function ݃(ݔ) = x 
Binary step function ݃(ݔ) = ൞
1 ݂݅ (ܺ ≥ ߠ)
0 ݂݅ (ܺ ≥ ߠ)  





 the actual output will get closer to the desired one. The goal of training stage is to 
minimize the global difference called error of the network, between the desired output 
and the actual output of the network:  















In Eq. (3-6) N is the total number of output neurons; ݕ௞ is network output at the 
݇thoutput neuron and ݐ௞ is target output at the ݇th output neuron. 
As this error is computed in each stage, it is then fed backward through the network 
towards the input layer with the weights connecting the units being changed in relation 
to the magnitude of the error. This process is repeated until the error rate is minimised 
or reaches an acceptable level, or until a specified number of iterations has been 
accomplished.   
A geometric interpretation (adopted and modified from Lippmann (1987)) which is 
shown in Figure 3-4 can help explicate the role of hidden units (with the threshold 
activation function)(Jain, Mao et al. 1996). 
Each unit in the first hidden layer forms a hyper-plane in the pattern space; boundaries 
between pattern classes can be approximated by hyper-planes. A unit in the second 
hidden layer forms a hyper-region from the outputs of the first-layer units; a decision 
region is obtained by performing an AND operation on the hyper-planes. The output-
layer units combine the decision regions made by the units in the second hidden layer 
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Remember that this scenario is depicted only to explain the role of hidden units. Their 
actual behaviour, after the network is trained, could differ. A two-layer network can 
form more complex decision boundaries than those shown in Figure 3-2. 
Although multilayer feed-forward networks using back-propagation have been widely 
employed for classification and function approximation, many design parameters still 
must be determined by trial and error. 
If more layers are added, same error calculations should be done, however, calculating 
the error depends on the inputs and weights of the first layer. For practical reasons, 
ANNs implementing the back propagation algorithm do not have too many layers, since 
the time for training the networks grows exponentially. In addition, there are 
refinements to the back-propagation algorithm that allow a faster learning. 
 
 
Figure 3-4. A geometric interpretation of the role of the hidden unit in a two-
dimensional input space (Jain, Mao et al. 1996) 
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3.2 Support Vector Machines (SVM) 
Support vector machines, like artificial neural networks, are a kind of data-mining 
approach. SVM has been successfully applied to a number of applications ranging from 
particle identification, facial identification and text categorization to engine knock 
detection, bioinformatics and database marketing. The classification problem is used to 
investigate the basic concepts behind SVM and to examine their strengths and 
weaknesses from a data-mining perspective (Campbell 2000). Regression algorithms of 
support vector machines are achieved by some modification to the classification 
algorithms of SVM. 
3.2.1 Classification problems 
In a classification problem, it is aimed to carry out the optimum classification of the 
mixed data. To simplify the explanation, let us consider a binary classification problem 
and assume that the two sets of data are linearly separable, where a plane exists to 
classify the data into two sets consequently. Figure 3-5 shows two planes of many 
infinite separating planes. Intuitively  one  prefers  the  solid  plane  since  small  
perturbations  of  any  point  would  not  introduce  misclassification  errors. Without 
any additional information, the solid plane is more likely to generalize better on future 
data. Geometrically we can characterize the solid plane as being “furthest” from both 
classes.   
The main point in classification problem, is to identify the optimum discriminant plane  
and one class will be allocated to one group the value of which is +1 and the other  
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Assignments of the value to each class are done by the classification function. In the 
example of binary classification, the range of the function is limited to binary values of 
+1 and -1. Under this condition, the classification function can be considered as: 
݂(ݔ௜) = ݕ௜ = േ1 (3-7) 
where ݔ௜ are input data points and ݕ௜ are output data. Considering ݔ௜  as input data, if 
the ݂(ݔ௜ )value is -1 it belongs to one class and if its value is +1 it belongs to another 
class and the classification task will be done respectively. 
 
Figure 3-5. Two possible linear discriminant planes (Bennett and Campbell 2000) 
The mathematical definition of the above-mentioned function is the Sign function. So 
the Eq. (3-7) is modified as below: 
݂(ݔ௜) = ܵ݅݃݊(ݓݔԦ − ܾ) (3-8) 
where ݓ, is the weight vector and, ݔ௜, ܾ denotes the distance of each data point from the 
discriminant plane. To  find  the  plane  furthest  from  both  sets,  we  can  simply 
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maximize  the  distance or margin between  the  support planes  for each class. The 
distance or margin between these supporting planes can be illustrated as: 
ߛ = |−1 − 1||ݓ|ଶ  (3-9) 
Thus maximizing the margin is equivalent to minimizing |௪|మଶ  in the following quadratic 
optimization program:  
ቐ ݉݅݊݅݉݅ݖ݁ ݃(ݓ) =
|ݓ|ଶ
2
  ݏݑܾ݆݁ܿݐ ݐ݋ ݕ௜ (ݓ௜ݔ௜ + ܾ) ≥ 1
 (3-10) 
Now, the classification problem can be written as a Lagrange function as below: 
ܮ = 12 (ݓ.ሬሬሬሬԦ ݓሬሬԦ) − ෍ ߙ௜
௠
௜ୀଵ
(ݕ௜(ݓ.ሬሬሬሬԦ ݔԦ + ܾ) − 1) ; ߙ௜ ≥ 0 	 (3-11) 
where ܮ,  is the Lagrangian function and ߙ௜ is the Lagrangian multiplier. By taking the 
derivatives with respect to b and w and resubstituing in the primal function, the Wolfe 
dual lagrangian will be acquired as below (Campbell 2000): 
ݓ(ߙ) = ෍ ߙ௜
௠
௜ୀଵ
− 12 ෍ ߙ௜ߙ௝ݕ௜ݕ௜(ݔԦ௜. ݔԦ௝)
௠
௜,௝ୀଵ




ݓ is calculated by Eq. (3-13) and b is calculated by the support vectors for which the 
ߙ௜ > 0. 




Ideally, we would like no points to be misclassified and no points to fall in the margin. 
However, we must relax the constraints that insure that each point is on the 
appropriate side of its supporting plane. Any point falling on the wrong side of its 
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margin and minimize the error. This can also be considering a nonnegative slack or 
error variable is added to each constraint and then added as a weighted penalty term in 
the objective as follows: 
൝
ܯ݅݊݅݉݅ݖ݁ w(ߙ)
subject to: ෍ ߙ௜ݕ௜ = 0,   0 ≤ ߙ௜ < ܥ (3-14) 
In many cases the linear discriminants are not appropriate for the data set, resulting in 
high training set errors, SVM methods will not perform well. In those cases, one has to 
examine the SVM approaches that have been generalized to construct highly nonlinear 
classification functions. 
Considering the classification problems as Figure 3-6, simple linear discriminant 
functions will not work well and result in high training set errors. In such cases 
quadratic functions like the circle pictured is needed. A classic method for solving such 
problems is simply add additional attributes to the data that are nonlinear functions of 
the original data. Existing linear classification algorithms can be  then  applied  to  the  
expanded  dataset  in  feature  space  producing  nonlinear  functions  in  the  original  
input  space. 
 
 




To get a better representation of the data, we can map the data points into an 
alternative higher dimensional space, called feature space by using a kernel function as 
below. 
ܭ: ݔԦ௜௝: ݔԦ௝ → ߶(ݔ௜). ߶(ݔ௝) (3-15) 
In Eq. (3-15), ܭ is the Kernel function and ߶(ݔ௜)and ߶(ݔ௝)are functions of ݔ௜ and ݔ௝ 
variables. With a suitable choice of kernel according to Eq. (3-16) the non-separable 
data in the original input space can become separable in the feature space and the 
examples like Figure 3-6 will be solvable.  
݇(ݔ௜, ݔ௝) = ߶(ݔ௜). ߶(ݔ௝) (3-16) 
In Table 3-2 some of the more popular kernels are given. 
Table 3-2. Examples of some kernel functions 
ࣂ(࢛) ࢑(࢛, ࢜) 
ܴܤܨ ݇(ݔ௜, ݔ௝) = ݁ି(௫೔ି௫ೕ)మ/ଶ஢మ 
ܲ݋݈ݕ݊݋݈݉݅݊ܽ ݇(ݔ௜, ݔ௝) = (ݔ௜. ݔ௝ + 1)ௗ 
ܨܨܰܰܥ ݇(ݔ௜, ݔ௝) = tanh(ߚݔ௜. ݔ௝ + ܾ) 
 
Finally, the binary classification function in the featured space can be written as below: 
ܯܽݔ: ݓ(ߙ) = ෍ ߙ௜
௠
௜ୀଵ









where the objective function for variable ݖ is:  
݂(ݖԦ) = ෍ ݕ௜ߙ௜݇(ݖԦ, ݔ௜)
௠
௜ୀଵ
+ ܾ (3-18) 
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ܾ = − 12 ቎ ݉ܽݔሼ௜|௬೔ୀିଵሽ ቌ ෍ ݕ௜ߙ௝ܭ( ௜ܺ, ௝ܺ)
௠
௝∈ሼௌ௏ሽ




As the maximal margin hyper plane is being sought in the feature space, only the data 
points which lie closest to the hyperplane have α > 0 and those points are support 
vectors. In that case other points will definitely have ߙ = 0 which means that the 
representation of the hypothesis is mainly given by those α > 0 points which are not 
only “closest” to the hyper plane but the most “informative” parameters among the 
whole data points which are called “Support vectors”. 
Most datasets contain noise and the SVM may fit this noise leading to poor 
generalization. The effect of the noise can be reduced by applying a “soft margin and 
allowing for training errors” concepts in classification. Two main schemes are currently 
used to apply soft margins. In the first, for the learning task, the box constraint (ܥ) is 
also considered: 
0 < ߙ௜ < ܥ (3-20) 
and in the second, small positive constant is added to the leading diagonal of the kernel 
matrix: 
݇(ݔ௜, ݔ௝) → ݇(ݔ௜, ݔ௝) + ߣ (3-21) 
ܥ and ߣ control the trade-off between the training errors and the generalization ability 
and re chosen by means of validation test. 
3.2.2 Support vector regression 
The classification problem is used to investigate the basic concepts behind SVM and to 
examine their strengths and weaknesses from a data-mining perspective (Campbell 
2000). Regression algorithms of support vector machines are achieved by some 




Figure 3-7. Scheme of the Support Vector Regression by standard deviation of ߝ 
 The idea of Support vector regression e-SVR and e-sensitive function was first 
introduced by Vapnik (1995). In support vector regression the objective is to find a 
function ݂(ݔ) which has at most e- deviation from the actually obtained targets ݕ௜for all 
the training data ሼ(ݔଵ, ݕଵ), . . , (ݔ௜, ݕ௜)ሽ and at the same time is as flat as possible. In other 
words, errors are negligible as long as they are less than ε and any deviation larger than 
this is not accepted. Figure 3-7 depicts the idea of SVR graphically. 
The regression function of ݂(ݔ) can be expressed as: 
݂(ݔ) = (ݓ, ݔ) + ܾ, ݓ ∈ ܺ, ܾ ∈ Թ (3-22) 
where w is a weight vector (ݓ ∈ R௡), b is additive noise (b ∈ ܴ ) and (ݓ, ݔ) denote dot 
points in ܺ. Flatness of the regression function ݂(ݔ) can be achieved by smaller values 
of ݓ. The minimization problem can be written as a convex optimization problem 




ݏݑܾ݆݁ܿݐ ݐ݋ ൜ݕ௜ − (ݓ, ݔ௜) − ܾ ≤ ߝ(ݓ, ݔ௜) + ܾ − ݕ௜ ≤ ߝ
 (3-23) 
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݂(ݔ) = ݏ݅݃݊(ݓሬሬԦݔ + ܾ) = ݕ௜ 
݉݅݊݅݉݅ݖ݁  ݃(ݓሬሬԦ) = 12 ‖ݓ‖
ଶ
ݏݑܾ݆݁ܿݐ ݐ݋ ݕ௜(ݓሬሬԦ. ݔ௜ + ܾ) ≥ 1; ∀௜
 
(3-24) 
and the ݂(ݔ௜) can be modelled as below: 
݂(ݔ௜) = ݓ. ݔ௜ + ܾ (3-25) 
Finally, the optimization problem can be feasible if the error on any training data is less 
than ߝ. Sometimes, it is allowed to have some more induced errors. Hence slack 
variables ߦ௜ and ߦ ೔∗ are introduced and the minimization formula Eq. (3-24) is written as 
follows (Vapnik 1995): 
݉݅݊݅݉݅ݖ݁ 12 ‖ݓ‖




ݕ௜ − (ݓ௜, ݔ௜) − ܾ ≤ ߝ + ߦ௜
(ݓ௜, ݔ௜) + ܾ − ݕ௜ ≤ ߝ + ߦ ೔∗
ߦ௜, ߦ ೔∗ ≥ 0
 (3-26) 
where the constant C > 0 determines the trade-off between the flatness of ݂(ݔ) and the 
tolerable amount larger than ߝ which is defined by the user. Under such condition, the 
sensitivity function is introduced as: 
|ߦ|ఌ = ൜0݂݅|ߦ| ≤ ߝ|ߦ| − ߝ     ݋ݐℎ݁ݎݓ݅ݏ݁ (3-27) 
Figure 3-8 illustrates the performance of slack variables. As clearly seen in Figure 3-8, 
only the points outside the shaded region contribute to the problem solving, as the 
deviations are penalized in a linear trend.  
The standard dualization method utilizing Lagrange multipliers is used for regression 
problems. A Lagrange function from the objective and the corresponding constraints, 





Figure 3-8. The soft margin loss setting for a linear SVM (Smola and Schölkopf 2004) 
ܮ = 12 ‖ݓ‖
ଶ + ܥ ෍(ߦ௜ +
௠
௜ୀଵ




− ෍ ߙ௜(ߝ௜ +
௠
௜ୀଵ
ߦ௜ − ݕ௜ + (ݓ, ݔ௜) + ܾ)
− ෍ ߙ௜∗(ߝ௜ +
௠
௜ୀଵ
ߦ௜∗ − ݕ௜ + (ݓ, ݔ௜) + ܾ)
ݏݑܾ݆݁ܿݐ  ݐ݋ ∶ ൜ߙ௜, ߟ௜ ≥ 0ߙ௜∗, ߟ௜∗ ≥ 0
 (3-28) 
where ܮ is the Lagrange function and ߙ௜  , ߙ௜∗, ߟ௜and ߟ௜∗ are Lagrange multipliers. To 
find the optimum amounts of ܾ , ݓ and ߦ௜∗ by taking the derivatives of ܮ with respect 
to these parameters and resubstituing in the primal function, the optimization 
function will be written as below: 
߲ܮ




− ߙ௜ ) = 0 (3-29) 
߲ܮ




− ߙ௜ )ݔ௜ = 0 (3-30) 
߲ܮ
߲ߦ௜∗
= 0 ⇒ ܥ − ߙ௜∗ − ߟ௜∗ = 0 (3-31) 






















ݏݑܾ݆݁ܿݐ  ݐ݋ ෍(ߙ௜
௠
௜ୀଵ
− ߙ௜∗) = 0  ܽ݊݀  ߙ௜ , ߙ௜∗ ∈ [0, ܥ]
 (3-32) 
and the prediction function can be derived as below: 








− ߙ௜∗)(ݔ௜, ݔ) + ܾ (3-35) 
As seen in Eq. (3-35), ݓ is not present in the formulae. In other words, it is quite 
independent of parameter w and in final ݂(ݔ), calculation of ݓ is not necessary 
consequently. 
As mentioned earlier, nonlinear Support Vector Regressions can be used in complex 
and nonlinear problems by introducing kernel functions. Solving nonlinear problems 
can be achieved by mapping the data into a higher-dimensional feature space with the 
help of kernel functions as below: 
ܭ(ݔ, ݔ′) = (ߔ(ݔ), ߔ(ݔ′)) (3-36) 
The problem of support vector regression in the feature space can be written by 












(ߙ௝ − ߙ௝∗)ܭ(ݔ௜, ݔ௝)
−ߝ ෍(ߙ௜ + ߙ௜∗) +
௠
௜ୀଵ
෍ ݕ௜(ߙ௜ − ߙ௜∗)
௠
௝ୀଵ
ݏݑܾ݆݁ܿݐݐ݋ ෍(ߙ௜ − ߙ௜∗)
௠
௜ୀଵ
= 0ܽ݊݀ߙ௜ , ߙ௜∗ ∈ [0, ܥ]
 (3-37) 
and the final Kernel included ݂(ݔ) is written according Eq. (3-38). 
 
3.3 Application of SVM and ANN in prediction of scour 
problem around single pile 
To have a practical introduction about ANN and SVM in scouring problems, ANN and 
SVM models are developed to solve a regression-type problem about calculation of 
wave-induced scour depth around single piles cases. 
As noted in Chapter 1, Sumer and Fredsøe (2002) gave an empirical formulae (see Eq. 
(1-6)) to estimate scour depth around a single pile due to waves based on the 
laboratory data of Figure 1-6.  
Regarding the introduction about scouring phenomena given in Chapter 1, to solve the 
scouring problem around single pile, ோܰா, ௦ܰ, ߠ, ܭܥ  are the controlling parameters of 
scouring around single piles and they are selected as the inputs of ANN and SVM (For 
more details about the parameters, refer to Sections 1.6 and 4.1) and the non-
dimensional amounts of scour, ܵ/ܦ parameter is calculated as the outputs of the 
models. 
݂(ݔ) = ෍(ߙ௜ −
௠
௜ୀଵ




     71 
For training and testing phase of both models, laboratory data of Dey, Sumer et al. (2006) 
and Sumer, Fredsøe et al. (1992) are used. The whole data is divided into two subsets for 
training and testing phases. The total number of single pile data is 88 cases. 80% of the data 
(71 data points) is used for training phase and 20% (17 data points) is used in validation. 
A Multi-Layer Perceptron (MLP) with Back Propagation (BP) learning algorithm is used 
to train the network structure of the single pile scouring prediction. The number of 
neurons for input, hidden and output layers is determined as 4, 5 and 1 based on error 
minimizing process.  
The performances of models are assessed quantitatively using the following statistical 
parameters: coefficient of correlation (ܥܥ), root mean square error (ܴܯܵܧ) and mean 
absolute error (ܯܣܧ) which are defined as the following relationships: 
ܥܥ = ∑( ௜ܶ − ௜ܶ)( ௜ܱ − ௜ܱ)
ට∑( ௜ܶ − ௜ܶ)
ଶ ∑( ௜ܱ − ௜ܱ)
ଶ
 (3-39) 








In the above formulae, ௜ܶ  and ௜ܱ represent target and network outputs for the ݅ th 
output, respectively; ௜ܶ  and ௜ܱ  are the average of target and network outputs and ܰ  is 
the total number of data points. A higher value of ܥܥ and smaller values of ܴܯܵܧ and 
ܯܣܧ	mean a better model performance. 
For development of the SVM model, as previously mentioned in the introduction of 




Figure 3-9. Comparison between  the observed and predicted ܵ ܦ⁄  by ANN for the 
training phase 
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complexity of prediction. A value of ܥ = 12 and  ߝ = 0.0010 were selected based on the 
process of error minimizing. 
 In Figure 3-9, Figure 3-10, Figure 3-11and Figure 3-12 the predicted amounts of ܵ/ܦ 
by ANN and SVM are plotted against its observed amounts for the training and testing 
phases respectively. Error measures were also shown on the figures. 
 ANN model was trained by the ܥܥ = 0.8915 and ܴܯܵܧ = 0.1435. The Correlation 
Coefficient (ܥܥ) of the results predicted by SVM is ܥܥ = 0.8795  which is about 1% less 
than the correlation coefficient of the results of ANN, however the other error measure 
ܴܯܵܧ of the predictions by SVM model is also about 1% less than the ܴܯܵܧ of ANN 
model. Comparison of both error measures of  ܥܥ and ܴܯܵܧ indicate same predictions 
in terms of accuracy in the training phase for ANN and SVM models. 
The correlation coefficient of the estimated amounts for ܵ ܦ⁄  of the testing phase of 
both models are almost equal which are about 0.86 and for the assessment of the 
performance of the models, amounts of  ܴܯܵܧ are compared consequently. The  ܴܯܵܧ 
of the calculated amounts of wave-induced scour over diameter ratio  ܵ ܦ⁄   around 
single piles by SVM is 2% less than those of ANN and it can be concluded that SVM 
calculated amount of scour with better precision. 
Same research criteria is followed in Chapter 4 to assess the applicability of SVM and 
ANN approaches in predictions of scour around pile groups due to wave. 
3.4 Summary 
The introduction about two data miming models of Artificial Neural Networks (ANN) 
and Support Vector Machines (SVM) were given in this chapter. Fundamentals, the 
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 In case of the application of a typical back propagation training algorithm which is also 
used in this research, number of hidden neurons, number of iterations, acceptable error 
and the activation functions were expressed as factors to be determined for 
development of ANN. In case of modelling by Support Vector Machines (SVM), the 
amount of the trade-off of the plane, the tolerable error and the kernel functions are 
governing factors that should be considered for modelling by SVM. 
The application of the introduced data mining models of ANN and SVM in scouring 
problems were also discussed in this section. ANN and SVM models were developed to 
solve a regression-type problem about calculation of wave-induced scour depth around 
single piles. The accuracy of the predicted amounts of scour by both models for training 
and testing phases were compared by statistical measures. Comparison of the results 
indicated that both models were trained with similar statistical error measures. 
However, the outputs of SVM in the testing phase can provide better results in terms of 
accuracy. Hence, it is concluded that SVM is a more reliable data-mining model than 
ANN. 
	 
4 PREDICTION OF SCOUR USING 
ANN AND SVM 
As previously noted in Chapter 1 of this dissertation, regarding the complexity of the 
modelling of wave-induced scouring phenomena around pile groups as well as the lack 
of reliable alternatives for conventional models and empirical formulas of scouring 
with dissatisfying results, finding reliable alternatives for currently available methods 
seems necessary. On the other hand, following the reliable results of soft computing 
models in hydraulic and marine problems (refer to Chapter 3), applicability of Support 
Vector Machines and Artificial Neural Networks for wave-induced scour predictions 
around pile groups are studied in this chapter. 
In this section, two soft computing models of SVM and ANN are developed and 
according to what is typically done for such methods, the majority of the data is used 
for training of the networks and then the results are validated through testing phase. In 
addition, experimental data including wave, bed and pile conditions presented in 
chapter 2, are used as inputs of SVM and ANN and the results of the models for scour 
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models are assessed using error measures and will be discussed in the discussion 
section. 
4.1 Dimensional and no dimensional parameters controlling 
scour depth 
As discussed in Chapter 1 and Chapter 3, wave-induced scour around a single pile 
depends on several groups of variables such as the characteristics of the wave and the 
sediment properties and geometry of the pile. Thus, the following functional 
relationship can be used to describe the equilibrium scour depth for a single pile 
(Sumer et al. 1992b): 
ܵ = ݂(ܶ, ݀ହ଴, ܷ௠, ௙ܷ௠, ܦ, ݏ, ߭) (4-1) 
Where ܵ is the equilibrium scour depth, ܶ is the wave period,	݀ହ଴ is the medium 
sediment diameter, ܷ௠ is the maximum undisturbed orbital velocity at the sea bottom 
just above the wave boundary, ௙ܷ௠ is the shear velocity at the undisturbed bed given 
by ௙ܷ௠ = (0.5݂)଴.ହܷ௠ in which ݂	is the wave friction factor, ܦ is the pile diameter, ݏ is 
the specific gravity of sediments and ߭ is the kinematics viscosity. Parameter ݂ can be 
calculated by Eq. (4-2) (Dey, Sumer et al. 2006). 
݂ = 0.04 ቀܽߝቁ
ି଴.ଶହ
   ݂݋ݎ   ܽ/ߝ > 50 
݂ = 0.4 ቀܽߝቁ
ି଴.଻ହ
 ݂݋ݎ   ܽ/ߝ ≤ 50 
(4-2) 
where ܽ is the amplitude of wave, ߝ is the equivalent roughness height of Nikuradse, 
assumed as 2݀ହ଴ . 
 Using the dimensional analysis, the above relationship can be presented in non-
dimensional form as follows (Sumer, Fredsøe et al. 1992): 
ܵ




where ோܰா is the pile Reynolds number, ௦ܰ is the sediment number, ߠ is the Shield’s 
parameter and ܭܥ is the Keulegan– Carpenter number defined as follows: 
ோܰா =
ܷ௠ܦ








(ݏ − 1)݃݀ହ଴ 
(4-6) 
 
ܭܥ = ܷ௠ܶܦ  (4-7) 
The non-dimensional parameters should include the effect of various physical 
processes occurring during the scour, i.e. flow–seabed interaction, flow–structure 
interaction and sediment transport. In Eq. (4-3), the Reynolds number and Keulegan–
Carpenter number describe the flow pattern around piles, whereas the Shield’s 
parameter and sediment number represent the mutual effects of flow on the seabed.  
Note that regarding the results and findings of the large-scale experimental studies 
addressed in Chapter 2 of this dissertation, in addition to the typically considered 
parameter of ܭܥ number defining a configuration parameter based on the position of 
the piles relative to the wave direction is also necessary. Hence, for a group of vertical 
piles, in addition to the above parameters, spacing between the piles (ܩ), number of 
piles normal to the flow (݊) and number of piles parallel to the flow (݉) are defined to 
be used in the estimation of scour depth around pile groups. Considering these new 
parameters, the maximum scour depth ܵ normalized by pile diameter ܦ can be best 
expressed as follows (see also Ghazanfari-Hashemi, Etemad-Shahidi et al. (2011)) : 
ܵ
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Furthermore, in the large-scale experimental studies of this dissertation, the number of 
piles in the arrangement was also notified as an important parameter in modelling of 
scouring of pile groups. In this study, in addition to ݉ ݊⁄ , the ݉ × ݊ parameter is also 
used to model the number of piles as an additional arrangement parameter of the pile 
groups and the fundamental formulae of modelling can be written as below: 
ܵ




݊ , ݉ × ݊) (4-9) 
By using the ݉ × ݊ parameter in addition to ݉ ݊⁄ , different arrangements with similar 
amounts of ݉ ݊⁄  ratios can be distinguished. 
4.2 Data set used 
To develop the fundamental model, three groups of data sets including prototype, 
small-scale and large scale data, i.e. datasets collected by Bayram and Larson (2000) in 
the field and by Sumer and Fredsøe (1998) in the laboratory in addition to  the large-
scale experimental data presented in this study, were used for modelling. 
4.2.1 Small-scale experiments of Sumer and Fredsoe  
Small-scale experiments of Sumer and Fredsøe (1998) were conducted in a wave flume 
of 4 ݉ in width, 1 ݉ in depth and 28 ݉ in length. The medium sediment diameter ݀ହ଴ 
was 0.2 ݉݉ and the water depth was maintained at  40 ܿ݉. The development of scour 
was monitored using an underwater mini-video camera and undisturbed-flow velocity 




Figure 4-1. Configurations of the used pile groups in the laboratory (Sumer and Fredsøe 
1998) 
 datasets of side-by-side, tandem and 4 × 4  arrangements were selected. These 
arrangements of pile groups are shown in Figure 4-1.  
Table 4-1 shows the selected data of Sumer and Fredsøe (1998) applied in this study. 
The ranges of different parameters also are given in Table 4-2. As shown in Table 4-2, 
the configurations selected from this study covers a wide range of  ܩ ܦ⁄  from 0 to 2, ܭܥ 
numbers ranging from 3 to 37, and arrangement parameters ݉ ݊⁄   and ݉ × ݊ which 
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Table 4-1. Selected data of Sumer and Fredsøe (1998) applied in this study 
Arrangement ࢀ(࢙) ࢊ૞૙(࢓) ࢁ࢓(݉ ݏ⁄ ) ࢁࢌ࢓(݉ ݏ⁄ ) ࢓ ࢔ ࡳ(࢓) ࡰ(࢓) ࡿ(࢓)
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0009 0.09 0.0252
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0009 0.09 0.0252
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0234 0.09 0.0252
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.036 0.09 0.0153
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0468 0.09 0.0153
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0675 0.09 0.0198
tandem2pile 4.5 0.0002 0.26 0.018 1 2 0.0882 0.09 0.0252
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0 0.09 0.0297
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.0009 0.09 0.0396
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.0126 0.09 0.0648
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.0252 0.09 0.0702
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.0351 0.09 0.0747
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.0504 0.09 0.0702
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.09 0.09 0.0396
sidebyside2pile 4.5 0.0002 0.26 0.018 2 1 0.18 0.09 0.0252
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.0009 0.09 0.0198
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.018 0.09 0.0153
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.0225 0.09 0.0153
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.027 0.09 0.0153
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.045 0.09 0.0252
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.09 0.09 0.0252
tandem3pile 4.5 0.0002 0.26 0.018 1 3 0.18 0.09 0.0252
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0 0.09 0.0549
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.0018 0.09 0.0747
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.009 0.09 0.0801
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.018 0.09 0.0954
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.0225 0.09 0.09
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.045 0.09 0.0747
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.09 0.09 0.045
sidebyside3pile 4.5 0.0002 0.26 0.018 3 1 0.18 0.09 0.0252
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Table 4-1. Selected data of Sumer and Fredsøe (1998) applied in this study 
Arrangement ࢀ(࢙) ࢊ૞૙(࢓) ࢁ࢓(݉ ݏ⁄ ) ࢁࢌ࢓(݉ ݏ⁄ ) ࢓ ࢔ ࡳ(࢓) ࡰ(࢓) ࡿ(࢓)
4pile 4.5 0.0002 0.26 0.018 4 4 0 0.032 0.02496
4pile 4.5 0.0002 0.26 0.018 4 4 0.0013 0.032 0.01856
4pile 4.5 0.0002 0.26 0.018 4 4 0.0048 0.032 0.02496
4pile 4.5 0.0002 0.26 0.018 4 4 0.0048 0.032 0.03008
4pile 4.5 0.0002 0.26 0.018 4 4 0.0128 0.032 0.0624
4pile 4.5 0.0002 0.26 0.018 4 4 0.016 0.032 0.056 
4pile 4.5 0.0002 0.26 0.018 4 4 0.032 0.032 0.01856
4pile 4.5 0.0002 0.26 0.018 4 4 0.064 0.032 0.02144
4pile 4 0.0002 0.11 0.008 4 4 0 0.032 0.02496
4pile 4 0.0002 0.11 0.008 4 4 0.0048 0.032 0.00352
4pile 4 0.0002 0.11 0.008 4 4 0.0128 0.032 0.0032
sidebyside2pile 1.8 0.0002 0.15 0.012 2 1 0.036 0.09 0.0099
sidebyside2pile 3 0.0002 0.19 0.014 2 1 0.036 0.09 0.0603
sidebyside2pile 4.5 0.0002 0.37 0.024 2 1 0.036 0.09 0.0846
 
Table 4-2. Ranges of the experimental data presented by Sumer and Fredsøe (1998) 
Std. Dev. Mean RangeParameters 
0.024 0.086 0.02-0.18 ߠ 
0.749 4.16 1.94-6.54 ௦ܰ 
9.695 17.12 3-37 ܭܥ 
6339 16659 3000-30000 ோܰா 
0.568 0.492 0-2 ܩ ܦ⁄  
0.963 1.428 0.33-3 ݉ ݊⁄  
5.99 5.93 2-16 ݉ × ݊ 
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4.2.2 Field data of Bayram and Larson 
Bayram and Larson (2000) investigated the scour around a group of vertical piles with 
arrangement of 2 × 2  (Figure 4-2). They collected the field data of a pile group located 
in Ajigaura Beach in Japan. The measurements of that survey started from 1975 and 
ended in 1996. Each single pile had 0.6 m diameter and was installed 2.67 ݉ apart from 
the other ones in a 2 × 2 arrangement. Weekly surveys were made of 9 groups of 
vertical pile which were located 30 ݉ apart from each other from 80 stations with 
spacing of 3.0 ݉.  
Table 4-3 shows the data of the field survey published by Bayram and Larson (2000). 
The ranges of governing parameters are also given in Table 4-4. It should be noted that 












Table 4-3. Data of the filed survey published by (Bayram and Larson) 
ࢀ(࢙) ࢊ૞૙(࢓) ࢁ࢓(݉ ݏ⁄ ) ࢁࢌ࢓(݉ ݏ⁄ ) ࢓ ࢔ ࡳ(࢓) ࡰ(࢓) ࡿ(࢓) 
6.77 0.0002 0.76 0.07 2 2 2.67 0.6 1.18E+00 
6.77 0.0002 0.86 0.08 2 2 2.67 0.6 1.00E+00 
8.75 0.0002 1.54 0.12 2 2 2.67 0.6 1.90E+00 
8.75 0.0002 0.91 0.08 2 2 2.67 0.6 2.10E+00 
7.01 0.0002 0.91 0.08 2 2 2.67 0.6 1.11E+00 
7.01 0.0002 0.93 0.08 2 2 2.67 0.6 9.60E-01 
7.27 0.0002 0.78 0.07 2 2 2.67 0.6 6.48E-01 
7.27 0.0002 0.85 0.07 2 2 2.67 0.6 7.08E-01 
7.71 0.0002 0.75 0.07 2 2 2.67 0.6 9.60E-01 
7.71 0.0002 0.76 0.07 2 2 2.67 0.6 8.82E-01 
7.86 0.0002 1.09 0.09 2 2 2.67 0.6 6.72E-01 
7.86 0.0002 1.24 0.1 2 2 2.67 0.6 7.32E-01 
7.29 0.0002 1.18 0.1 2 2 2.67 0.6 1.15E+00 
7.29 0.0002 1.22 0.1 2 2 2.67 0.6 1.10E+00 
7.9 0.0002 1.23 0.1 2 2 2.67 0.6 7.68E-01 
7.9 0.0002 1.48 0.12 2 2 2.67 0.6 1.00E+00 
6.2 0.0002 0.97 0.08 2 2 2.67 0.6 4.20E-01 
6.2 0.0002 1.14 0.1 2 2 2.67 0.6 6.72E-01 
6 0.0002 1.13 0.1 2 2 2.67 0.6 1.25E+00 
6 0.0002 1.17 0.1 2 2 2.67 0.6 1.19E+00 
7.74 0.0002 0.92 0.08 2 2 2.67 0.6 9.00E-01 
7.74 0.0002 0.98 0.08 2 2 2.67 0.6 7.50E-01 
7.23 0.0002 0.69 0.06 2 2 2.67 0.6 1.23E+00 
7.23 0.0002 0.74 0.07 2 2 2.67 0.6 1.15E+00 
7.84 0.0002 1.1 0.09 2 2 2.67 0.6 1.22E+00 
7.84 0.0002 1.18 0.1 2 2 2.67 0.6 1.16E+00 
7.1 0.0002 1.28 0.11 2 2 2.67 0.6 9.00E-01 
7.1 0.0002 1.36 0.11 2 2 2.67 0.6 1.40E+00 
7.25 0.0002 1.25 0.1 2 2 2.67 0.6 1.35E+00 
7.25 0.0002 1.27 0.1 2 2 2.67 0.6 1.00E+00 
7.37 0.0002 1.06 0.09 2 2 2.67 0.6 1.26E+00 
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Table 4-3. Data of the filed survey published by (Bayram and Larson) 
ࢀ(࢙) ࢊ૞૙(࢓) ࢁ࢓(݉ ݏ⁄ ) ࢁࢌ࢓(݉ ݏ⁄ ) ࢓ ࢔ ࡳ(࢓) ࡰ(࢓) ࡿ(࢓) 
7 0.0002 0.91 0.08 2 2 2.67 0.6 1.26E+00
7 0.0002 1.01 0.09 2 2 2.67 0.6 1.42E+00
7.27 0.0002 0.68 0.06 2 2 2.67 0.6 8.58E-01
7.27 0.0002 0.83 0.07 2 2 2.67 0.6 9.00E-01
9.8 0.0002 0.57 0.05 2 2 2.67 0.6 9.00E-01
9.8 0.0002 0.62 0.05 2 2 2.67 0.6 7.98E-01
7.42 0.0002 0.76 0.07 2 2 2.67 0.6 1.10E+00
7.42 0.0002 0.85 0.07 2 2 2.67 0.6 1.05E+00
7 0.0002 1.17 0.1 2 2 2.67 0.6 1.30E+00
7 0.0002 1.27 0.1 2 2 2.67 0.6 1.23E+00
6.46 0.0002 0.71 0.06 2 2 2.67 0.6 1.00E+00
6.46 0.0002 0.79 0.07 2 2 2.67 0.6 7.32E-01
6.49 0.0002 1.23 0.1 2 2 2.67 0.6 1.27E+00
6.49 0.0002 1.47 0.12 2 2 2.67 0.6 1.13E+00
8.14 0.0002 1.06 0.09 2 2 2.67 0.6 1.00E+00
8.14 0.0002 1.22 0.1 2 2 2.67 0.6 1.14E+00
7.15 0.0002 0.95 0.08 2 2 2.67 0.6 6.48E-01
7.15 0.0002 1.06 0.09 2 2 2.67 0.6 6.48E-01
7.69 0.0002 1.29 0.1 2 2 2.67 0.6 1.46E+00
7.69 0.0002 1.34 0.11 2 2 2.67 0.6 1.45E+00
7.16 0.0002 1.73 0.13 2 2 2.67 0.6 1.25E+00
7.16 0.0002 1.87 0.14 2 2 2.67 0.6 1.51E+00
7.98 0.0002 1.23 0.1 2 2 2.67 0.6 1.48E+00
7.98 0.0002 1.37 0.11 2 2 2.67 0.6 1.05E+00
7.88 0.0002 0.65 0.06 2 2 2.67 0.6 1.00E+00






Table 4-4. Ranges of the field data presented by (Bayram and Larson) 
Std. Dev. Mean RangeParameters 
0.113 0.259 0.08–0.64 ߠ 
1.562 5.949 3.22–10.69 ௦ܰ 
3.754 13.136 7.6–22.5 ܭܥ 
162 116 64 9137 340 000–1100 000 ோܰா 
0 3.45 3.45 ܩ ܦ⁄  
0 1 1 ݉ ݊⁄  
0 4 4 ݉ × ݊ 
0.511 1.801 0.7–3.5 ܵ ܦ⁄  
 
4.2.3 Large-scale experimental data of this study 
Experimental setup and results of the bed survey of this study were all expressed in 
detail in Chapter 2 of this dissertation and here just the summary of the data based on 
the required parameters for modelling are summarized in Table 4-5. The ranges of this 
group of data are also given in Table 4-6. As noted in the experimental setup, the ranges 
of ܩ ܦ⁄  are the constant amount of 1 and ܭܥ  numbers used in the large-scle 
experimental studies were ܭܥ = 3.9 and ܭܥ = 5.9. As it can be seen in Table 4-6, the 
amounts of ܵ ܦ⁄  varies from 0.22 to 0.75 for wide range of arrangement parameters 
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Table 4-5. Data of the bed survey presented in this study 




࢙ ) ࢓ ࢔ ࡳ(࢓) ࡰ(࢓) ࡿ(࢓)
single pile 1.2 0.00025 0.32 0.025 1 1 0 0.1 0.025
single pile 1.5 0.00025 0.39 0.03 1 1 0 0.1 0.022
tandem2pile 1.2 0.00025 0.31 0.024 1 2 0.1 0.1 0.03
tandem2pile 1.5 0.00025 0.38 0.029 1 2 0.1 0.1 0.025
4pile 1.2 0.00025 0.31 0.024 2 2 0.1 0.1 0.04
4pile 1.5 0.00025 0.39 0.03 2 2 0.1 0.1 0.035
6pile 1.2 0.00025 0.32 0.025 2 3 0.1 0.1 0.055
6pile 1.5 0.00025 0.39 0.03 2 3 0.1 0.1 0.075
9pile 1.2 0.00025 0.32 0.025 3 3 0.1 0.1 0.07
9pile 1.5 0.00025 0.36 0.028 3 3 0.1 0.1 0.06
9pile 1.2 0.00025 0.33 0.025 3 3 0.1 0.1 0.05
 
Table 4-6.  Ranges of the experimental data presented in this study 
Std. Dev. Mean RangeParameters 
0.004 0.017 0.014-0.022 ߠ 
0.592 6.105 5.43-6.9 ௦ܰ 
0.994 4.686 3.709-5.892 ܭܥ 
3368 34725 30911-39282 ோܰா 
0 1 1 ܩ ܦ⁄  
0.216 0.849 0.5-1 ݉ ݊⁄  
3.188 4.818 1-9 ݉ × ݊ 




4.3 Development of SVM and ANN 
The ANN and SVM models were developed using the previously discussed (in section 
4.1) seven non- dimensional numbers as input parameters and the measured non-
dimensional scour depths were used as outputs. The whole dataset (data of Sumer and 
Fredsøe (1998), Bayram and Larson (2000), and current study) consisting of 113 data 
points was divided into two parts randomly for training and testing purposes. About 
40% of the test data were collected in the laboratory and the remaining were collected 
in the field. ܭܥ numbers varied from 3 to 37 and 8.3 to 37 in training and testing 
datasets ܩ ܦ⁄  ranges were from 0 to 3.45 and 0.01 to 3.45 in training and testing sets, 
respectively. The arrangement parameter ݉/݊ varied from 0.33 to 3.0 in both training 
and testing sets. The number of 4 × 4 arrangements in training and testing were 90 and 
2, 2 × 2  were 45 and 13, 2 × 1  were 10 and 1, 1 × 2  were 6 and 4, 3 × 1 were 7 and 1 , 
the number of 1 × 3  were 4 and 3, 2 × 3 were 1 and 1, 3 × 3  arrangements in training 
and testing were 2 and 1, respectively. 
Same as what mentioned in Chapter 3, the performances of models are assessed 
quantitatively using the three statistical parameters: coefficient of correlation (ܥܥ), 
root mean square error (ܴܯܵܧ) and mean absolute error (ܯܣܧ). A higher value of ܥܥ 
and smaller values of ܴܯܵܧ and ܯܣܧ	mean a better model performance. 
4.3.1 ANN model 
In this study, a multi-layer perceptron neural network (MLP with a 7-1-1 architecture) 
with one hidden layer and back-propagation training algorithm was used. 7, is equal to 
the number of controlling parameters of scouring ( ோܰா, ௦ܰ, ߠ, ܭܥ, ܩ/ܦ, ݉/݊, ݉ × ݊ in 
Eq. (4-6) that are given to the network as inputs and 1, represents the number of 
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scour depth (ܵ/ܦ)in the constructed artificial neural network of the present study. 
Referred to Figure 3-2, the scheme of the multi-layer perceptron of the maximum 
wave-induced scour estimation around pile groups is illustrated as Figure 4-3. 
As also noted in Chapter 3, the optimized number of hidden neuron in a multi-layer 
perceptron neural network is determined by the process of error minimizing. For 
choosing the optimal number of hidden neurons, different numbers of hidden neurons 
in addition to the number of iterations, are tested and results are compared 
consequently. The optimum number of hidden neurons has the least errors.  
To determine the best topology of the network for wave-induced scour estimation 
around pile groups, multi-layer perceptrons with various numbers of hidden neurons 
were constructed. Results of the networks with 1, 2, 3, 4, 5, 6, 7 and 8 hidden neurons 
representing 7-1-1, 7-2-1, 7-3-1, 7-4-1, 7-5-1, 7-6-1, 7-7-1, 7-8-1 topologies for varied 
numbers of iterations were reported in Table 4-7, 
 
Figure 4-3. Scheme of the MLP network used in current study 
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Note that the “over fitting problem” might occur during neural network training. When 
this problem occurs the error on the training set is driven to a very small value, but 
when new data is presented to the network the error is large. The network has 
memorized the training examples, but it has not learned to generalize to new 
situations. One suggested way to avoid this condition, especially when the data set is 
small is to train multiple neural networks and average their outputs (Mathworks). This 
technique called n-fold cross validation. 10-fold-cross validation was used for this work 
and the results of the tables below are based on 10-fold cross validation testing. 
Comparison of the results of Table 4-8 to Table 4-14 show that multi-layer perceptrons 
with 5, 6, 7 and 8 hidden layers are quite poor in terms of accuracy compared to those 
of 1, 2, 3 and 4. More reliable results based on both error measures (ܥܥ and ܴܯܵܧ) 
were highlighted for multi-layer perceptrons with 1, 2, 3 and 4 hidden layers. 
Table 4-7. Results of the network with one hidden layer for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
10000 0.7791 0.4916 
5000 0.7792 0.4914 
3000 0.7798 0.4911 
2000 0.7798 0.4907 
1500 0.7802 0.4901 
1000 0.7811 0.4891 
500 0.7836 0.4864 
400 0.7845 0.7854 
300 0.7857 0.4839 
200 0.7884 0.4807 
100 0.4956 0.4718 
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For final selection of the neural network structure, results of the training and testing 
phase of the networks in addition to those of 10-fold cross validation testing displayed 
in table is considered. Table 4-15 summarizes the results of the networks with 7-1-1, 7-
2-1, 7-3-1 and 7-4-1 topologies. 
Table 4-8. Results of the network with 2 hidden layers for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
20000 0.7811 0.4963 
10000 0.7898 0.4813 
8000 0.7875 0.4836 
5000 0.7816 0.4897 
2000 0.7892 0.4739 
1000 0.7797 0.4902 
500 0.7799 0.4909 
100 0.7997 0.4674 
 
Table 4-9. Results of the network with 3 hidden layers for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
10000 0.6794 0.6421 
8000 0.69 0.6187 
5000 0.7138 0.5764 
3000 0.7263 0.5575 
1500 0.6742 0.6168 
1000 0.7155 0.3928 
800 0.7855 0.4813 





Table 4-10. Results of the network with 4 hidden layers for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
10000 0.3857 1.32 
5000 0.3845 1.3075 
2000 0.6734 0.6513 
1500 0.7709 0.5033 
1000 0.7453 0.5439 
800 0.7779 0.4927 
700 0.7791 0.4908 
650 0.7779 0.4923 
600 0.7754 0.4954 
500 0.7662 0.5059 
400 0.7564 0.517 
 
Table 4-11. Results of the network with 5 hidden layers for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
20000 0.4688 1.234 
10000 0.4274 1.305 
8000 0.4568 1.1877 
5000 0.4533 1.1697 
4000 0.4487 1.16 
3000 0.4614 1.113 
1000 0.5218 0.8893 
500 0.5213 0.8865 
100 0.7932 0.4777 
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Table 4-12. Results of the network with 6 hidden layers for different numbers of 
iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
50000 0.4009 1.79 
11000 0.5783 0.9012 
10000 0.5915 0.8526 
9000 0.5796 0.8671 
8000 0.5913 0.8286 
7000 0.5983 0.8053 
6500 0.5852 0.8172 
6000 0.593 0.831 
5000 0.564 0.8595 
1000 0.455 1.0329 
500 0.5702 0.7912 
100 0.793 0.4917 
50 0.7972 0.4734 
 
Table 4-13. Results of the network with 7 hidden for different numbers of iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
20000 0.5029 1.149 
10000 0.4176 1.2054 
5000 0.3588 1.4679 
1000 0.5276 0.8753 
500 0.5471 0.8683 
200 0.763 0.5188 
100 0.7891 0.4842 





Table 4-14. Results of the network with 8 hidden for different numbers of iteration 
Number of iterations ࡯࡯ ࡾࡹࡿࡱ 
10000 0.3628 1.55 
8000 0.3195 1.7412 
5000 0.3648 1.2912 
1000 0.5264 0.8954 
500 0.5145 0.8874 
100 0.7807 0.4947 
50 0.7902 0.4813 









Results of training 
Results of  
testing 
࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ 
1 1500 0.7802 0.4901 0.8513 0.4494 0.9452 0.284 
2 10000 0.7898 0.4813 0.8861 0.4162 0.7545 0.4009 
3 800 0.7855 0.4813 0.8944 0.4554 0.8211 0.351 
4 800 0.7779 0.4927 0.8722 0.5036 0.8924 0.3838 
 
 As Table 4-15 illustrates, the multi-layer perceptron with one hidden neuron has 
better results in the testing phase and the 7-1-1 structure with 1500 iterations is 
selected for the further assessments of the artificial neural network of scour-prediction 
in current work. Results of ܥܥ and ܴܯܵܧ of 10-fold cross validation for all structures 
are almost same.  
The learning rate of the 7-1-1 perceptron was assumed 0.3 and the training of the ANN 
models was stopped either when the acceptable level of error of about 0.08 per epoch 
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Increasing the number of hidden neurons above 20 is suggested by Mathworks ( as one 
of the probable way of improving the result of the ANN. Larger numbers of neurons in 
the hidden layer give the network more flexibility because the network has more 
parameters it can optimize. For confirmation of the selected number of hidden layers 
and checking this probable scenario as well, large numbers of hidden layers were 
assessed and related error measures were calculated. Results are shown in Table 4-16. 
Table 4-16 indicate that though the larger number of hidden neurons may provide 
better results, the results of the 10-fold cross validations of large number of hidden 
neurons are not satisfying because of the possibility of over fitting problem in final  
Table 4-16. Results of the networks with large numbers of hidden layers 
Number of hidden layers ࡯࡯ ࡾࡹࡿࡱ 
10 0.5333 0.8859 
15 0.4722 1.000 
20 0.5233 0.8556 
25 0.5338 0.8967 
30 0.5218 0.4722 
 
results. It can be concluded that the selected 7-1-1 structure is the optimum topology 
for the network of this study. 
4.3.2 SVM model 
The use of SVM requires setting of a few user-defined parameters. As discussed in 
Chapter 3, parameters such as the regularization parameter (ܥ) and the type of kernel 
(polynominal or RBF) are described by the user. Previous investigators such as Singh, 
Pal et al. (2008) have shown that the polynominal kernel can be used successfully and 
we used the same type. The regularization parameter ܥ  and the size of error in 
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sensitive zone parameters ߝ  control the complexity of prediction. A value of ܥ = 1 and 
ߝ = 0.0001 were selected based on the process of error minimizing. For choosing the 
optimal ܥ and ߝ, first ߝ was kept constant and ܥ was varied according to Table 4-17. 
This was also tested vice versa and the results did not change significantly. The error 
minimizing of this process was shown in Table 4-18. 
Table 4-17. Error variation as a function of ܥ  
࡯ 
Error statistics of 
training phase 
Error statistics of  
testing phase 
࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ 
1 0.893 0.3526 0.9513 0.2576 
2 0.8975 0.3499 0.9415 0.2667 
3 0.9 0.3471 0.9322 0.277 
4 0.9004 0.3485 0.9283 0.2809 
5 0.9007 0.3478 0.9284 0.2808 
10 0.9083 0.3305 0.8999 0.3274 
20 0.9153 0.3157 0.8252 0.4277 
50 0.9181 0.3096 0.819 0.4316 
100 0.9207 0.3038 0.8225 0.4276 




Error statistics of 
testing phase 
࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ 
0.1 0.8886 0.3565 0.9297 0.3059 
0.01 0.8936 0.3549 0.9492 0.2536 
0.001 0.8929 0.3532 0.951 0.2582 
0.0001 0.893 0.3526 0.9513 0.2567 
0.00001 0.893 0.3525 0.9512 0.2577 
0.000001 0.893 0.3525 0.9512 0.2579 
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Comparison of the results of the error statistics of the testing phase represent that the 
SVM model which is trained and tested based on regularization parameter (ܥ = 1) 
provides better predictions. 
Results of Table 4-18 indicate that, by selecting the size of error (ߝ=0.0001) on the 
training data and adjusting the trade-off of the plane to (ܥ = 1) more accurate 
predictions for testing data is gained from the SVM. 
4.4 Results of SVM and ANN 
As described in previous section (4.3), a multilayer perceptron (MLP) neural network 
with and a polynominal SVM model were developed to predict the equilibrium scour 
depth around pile groups due t waves. In the following sections, the results of the 
developed models are discussed. Results of both data-mining approaches are also 
compared with those of empirical formulae. 
4.4.1 Comparison of the results of data mining approaches  
To assess the performance of the models, observed normalized equilibrium scour 
depth values (ܵ/ܦ) were plotted against the predicted ones for the training and testing 
data sets. Figure 4-4 and Figure 4-5 display the observed and predicted values for the 
training data using the developed ANN and SVM models.  
These figures illustrate that the SVM model provides better results compared to the 
ANN model at the training phase. 
The statistical measures of predictions were also shown on the plotted area. It can be 
seen that Correlation Coefficient of the trend line of SVM model is 4.5 percent higher 







Figure 4-4. Comparison between the observed and predicted normalized scour depths 
by SVM for the training phase 
 
Figure 4-5. Comparison between the observed and predicted normalized scour depths 
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Figure 4-6. Comparison between the observed and predicted normalized scour depths 
by SVM for the testing phase 
 
Figure 4-7. Comparison between the observed and predicted normalized scour depths 
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In Figure 4-6 and Figure 4-7 the results of the trained SVM and ANN models for other 
sets of testing data were shown to compare and assess the validation of these models. 
Displayed error measures on the figures show that SVM can provide more reliable 
error statistics compared to ANN; However, the differences between Correlation 
Coefficients of both models as well as those of ܯܣܧ and ܴܯܵܧ are not significant. For 
instance, the difference between the correlation coefficient of the models is about 0.97 
percent. 
4.4.2 Verification by the experimental data presented in this study 
Figure 4-8 displays the prediction amounts of SVM models for the large-scale 
experimental data introduced in this dissertation. In this figure, measured normalized 
scour depth values of the experiment plotted against the predicted normalized scour 
depth by the SVM model. The statistical measures of the SVM predictions were shown 
at the bottom right corner of the figure. It can be seen that predictions have acceptable 
correlation coefficient measure of ܥܥ = 0.9673 with reliable error measures of ܴܯܵܧ 
and ܯܣܧ. Figure 4-9 also illustrates the result of ANN for the large-scale experimental 
data addressed in this study. Error measures of ANN were also shown on Figure 4-9. 
Compared to SVM, Correlation Coefficient of ANN is about 16.67% less than the ܥܥ of 
SVM.  
The comparison of both figures related to SVM and ANN , clearly shows that non-
dimensional ratios of scour which is about 0.75 in case of 9 piles was not predicted 
satisfyingly compared to those of other arrangements. The number of data for 9 piles 
arrangements as the most complicated configuration, were only two points (9 piles 
experiment addressed in Chapter 2) and was not enough to train both for this pile 
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Figure 4-8. Comparison between the observed and predicted normalized scour depths 
by SVM for the experimental data of this study 
 
Figure 4-9. Comparison between the observed and predicted normalized scour depths 
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importance of enough number of data to train the data mining to receive satisfying 
results in the testing phase. 
4.4.3 Summary of the results 
Table 4-19 shows the summary of the results of all stages of modelling by soft 
computing approaches. In this table error statistics of training phase, validation of the 
models and verification by the experimental data addressed in Chapter 2 were given. 
The comparison of the results of SVM and ANN models, displayed in Table 4-19 denotes 
that in all steps of modelling error parameters of SVM are more satisfying compared to 
ANN. Specifically in case of validation by the large-scale experimental data, SVM is 
about 13% more reliable in terms of accuracy compared to ANN. 
4.5 Comparisons of the computation times  
To have better understanding about the time taken to apply soft computing models, 
times taken to build a model as well as the time taken to run the model and receiving 
the result form the model are displayed for both soft computing models of ANN and 
SCM that were applied in this study were reported in Table 4-20. 
Note that the computation times are based on using a PC with an intel i5-2410M 
processor of 2.4 GHz and 4.0 GB RAM for both SVM and ANN models.  
Table 4-19. Summary of the results of all steps for both SVM and ANN 
 
Approach 
Training phase Validation phase 
Verification by the 
experimental data 
࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ ࡯࡯ ࡾࡹࡿࡱ 
SVM 0.893 0.3526 0.9513 0.2576 0.9673 0.1425 
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SVM 0.04 0.05 0.06 0.02 0.03 0.01
ANN 0.27 0.06 0.07 0.02 0.06 0.01
 
As shown, SVM is a less time-consuming model in comparison with ANN. Specifically, 
time taken to build a model at the training phase for ANN is 4 times the SVM model. In 
addition, less required setting parameters is another advantage of SVM in comparison 
with ANN (see also Lin, Chen et al. (2009) Lin, Chen et al. (2009)) and it can be 
concluded that SVM is more time-efficient model in compared to ANN. 
4.6 Sensitivity analysis 
To extend the outcomes of the study, sensitivity tests were also conducted to determine 
the relative significance of each input variable on the normalized scour depth (ܵ/ܦ) 
which is the output for the SVM model. Table 4-21 demonstrates each model 
performance in the absence of each input parameter . 
The results in Table 4-21 show that ܩ/ܦ, ܭܥ and ݉/݊  have the most significant effect 
on equilibrium scour depth since, by ignoring each of them, the ܥܥ and ܴܯܵܧ values 
increase significantly. The results about the importance of  ܩ/ܦ and ܭܥ are also in line 
with those of Sumer and Fredsøe (1998), Bayram and Larson (2000) about the relative 
importance of the input parameters on equilibrium scour depth around pile groups due 




Table 4-21. Sensitivity analysis of the governing parameters for the SVM model 
Error statistics of the SVM 
model in the absence of 
࡯࡯ ࡾࡹࡿࡱ 
ܭܥ 0.8745 0.3827 
ܩ/ܦ 0.8444 0.4291 
݉/݊ 0.8928 0.3592 
݉ × ݊ 0.904 0.3333 
௦ܰ 0.9041 0.3394 
ோܰா 0.901 0.3373 
ߠ 0.904 0.3311 
 
In their work, only a 2×2 pile arrangement was studied; hence, geometric parameters 
were not considered in their investigations.  
The error measures in Table 4-21 also show that the arrangement parameters, i.e. ܩ/ܦ 
and ݉/݊ are more important than other parameters (except ܭܥ). In fact, as seen by 
excluding ௦ܰ, ோܰா and, they do not change the accuracy of the model significantly. 
Table 4-21 shows that sensitivity analysis of the SVM model is in line with previous 
studies and the nature of scouring. 
4.7 Comparison of all approaches 
To evaluate the accuracy and capability of the developed models in predicting the scour 
depth around pile groups due to wave, a set of data of the three groups applied in this 
study were selected randomly and their results were compared with those of three 
existing semi empirical methods. 
Figure 4-10 shows scour depth values using two data mining models and the existing 
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Figure 4-10. Comparison with empirical models 
Rue (2005), Bayram and Larson (2000) and ANN model overestimate the scour depth, 
while other approaches underestimate it.  
Table 4-22 illustrates the error statistics of all models. Note that the same data set was 
used for all of them. As seen, both data mining models provide better results compared 
to the empirical methods. In addition, for the best existing method (Bayram and Larson 
2000), ܴܯܵܧ is 1.2526 and ܥܥ is 0.1176 compared to respectively 0.2582 and 0.951 
for the SVM model. This shows a 3 fold decrease in error measures when using the 
developed SVM model. To sum up, comparison between the results of SVM and ANN 
models with those of empirical methods, which are based on simple regressions, shows 
that complex problems like scouring around pile groups can be modelled more 








Myrhaug and Rue (2005) 0.2333 1.6776 
Bayram and Larson (2000) 0.1176 1.2526 
Sumer, Fredsøe et al. (1992)} 0.04516 1.2914 
SVM (current study) 0.9513 0.2576 
ANN (current study) 0.9452 0.284 
 
4.8 Summary 
The development and application of a multi-layer perceptron neural network with a 7-
1-1 architecture, learning rate=0.3, error per epoch=0.08 and number of 
iterations=1500 and support vector machine with a polynominal kernel, value of ܥ = 1 
and ߝ = 10ିସ were outlined for estimation of the wave-induced scour depth around 
pile groups.  
Two sets of laboratory and field data, including various arrangements of piles in a 
group, were used to train and test both data-driven models. Then, using statistical error 
parameters, the results were compared with those of previous empirical approaches. It 
was shown that ANN and support vector machines can predict scour depth more 
accurately than the existing empirical methods. The data-mining results were generally 
more satisfactory than those of empirical methods because of low errors and higher 
correlation coefficients and it is concluded that SVM outperforms ANN. 
The developed SVM and ANN models also were used to estimate the amounts of scour 
depths for the large-scale experimental cases addressed in Chapter 2 of this 
dissertation. To evaluate the capability of the soft computing models, experimental 
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showed that SVM can provide better estimations of the scour depth with about 13% in 
terms of accuracy. Moreover; the comparison of the times required for computation 
indicated that SVM is a less-time consuming model compared to ANN.  
A sensitivity analysis was also conducted to investigate the effect of different input 
parameters on the equilibrium scour depth. The sensitivity analysis showed that the 
scour depth was mainly governed by the Keulegan– Carpenter (ܭܥ) number and the 





5 CONCLUSIONS AND 
RECOMMENDATIONS 
5.1 Conclusions 
In this study, several sets of large-scale experiments were carried out for 3 × 3 , 2 × 3 , 
2 × 2 and 1 × 2 arrangements of piles and scoured bed was surveyed to record the 
wave-induced scour depths.  
Two soft computing models of Support Vector Machines (SVM) and Artificial Neural 
Networks (ANN) were also developed and applied to investigate the applicability of soft 
computing approaches to predict wave-induced scour depths. 
For the laboratory experiments, time determination tests were done and results 
confirmed that one hour is enough to reach the equilibrium scour depths. Piles were 
exposed to waves with KC numbers of ܭܥ = 3.9 and ܭܥ = 5.9 for one hour and 
equilibrium scour depth around them were measured.  
In a single-pile experiment, it was mainly observed that by the increase of ܭܥ = 3.9 to 
ܭܥ = 5.9, the symmetrical bed profile along X section was changed to an asymmetrical 
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In the two piles tests it was noticed that in larger ܭܥ number along X section, the 
scoured bed profile of the back pile was above the front pile at all recorded points. The 
scour trends were almost same along X section for smaller ܭܥ. Comparison of the 
results of this set of experiment with the findings of Sumer and Fredsøe (1998) about 
the tandem arrangement of pile groups, confirmed the importance of considering the 
configuration parameter in addition to ܭܥ number in the study of scouring around pile 
groups. 
In case of 2 × 2  configuration, it was seen that for smaller ܭܥ number, the maximum 
scour depth recorded for both rows along X section was 4 cm and occurred at the piles 
front to the wave direction. In case of larger ܭܥnumber, the maximum sour depth was 
3.5 cm and similar to the case with smaller ܭܥ  number was observed at the front piles. 
The trends of the scoured bed profiles for both ܭܥ numbers were almost same in this 
arrangement. 
For 2 × 3 arrangements of piles, it was mainly observed that for both ܭܥ numbers 
along X sections, the scoured bed profiles have the same trends in all three rows of 
piles. The third row of piles had the least scour along that row of piles and the first row 
facing to the wave had the lowest bed profile showing the most scour along front piles. 
Furthermore, the 75% larger maximum scour than the maximum recorded scour for 
2 × 2 arrangements with less number of piles, highlighted the effect of arrangement of 
the piles in the researches about the wave-induced scour of pile groups. 
In nine piles tests, same as the 6 piles cases, for both ܭܥ numbers along X sections the 
first and third row of piles had the most and least amounts of scour along X sections in 
this set of experiment. Moreover, the amounts of scour along the gaps remained 
constant for most of the sections either vertical or parallel to the wave direction. The 
maximum scour depth that was recorded for smaller ܭܥ number was less than this 
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amount for larger one, denoting the effect of both ܭܥ number and configuration 
parameter factor for experimental studies and modelling of scouring phenomena 
around groups of piles.  
Overall, the comparison of the bed profiles along each section for each arrangement 
indicates that in most of the cases sections along the first row of piles, facing to the 
wave directions have higher scour values compared to other sections and directions. It 
is concluded that using an arrangement parameter, which is defined based on the wave 
direction to consider the configuration of the pile group, is an important controlling 
factor.  On the other hand, variations of observed scour values by the number of piles as 
well as the type of their arrangements in a pile group also highlights the importance of 
considering the configuration parameter in addition to the fundamentally considered 
parameter of  ܭܥ number.  
To assess the applicability of data mining approaches in prediction of pile group 
scouring due to waves, first, the development of a multi-layer perceptron neural 
network with a 7-1-1 architecture, learning rate=0.3, error per epoch=0.08 and number 
of iterations=1500 and support vector machine with a polynominal kernel, value of ܥ =
1 and ߝ = 10ିସ were described. Then, the applicability of the developed models was 
studied by comparison of the results of the experiment and the amounts predicted by 
the data mining models. The outputs of the soft computing models were plotted against 
observed amounts in case of each experimental case and statistical parameters and 
error measures were used for assessment and comparison. Comparison between the 
outputs of data mining models and the surveyed amounts confirmed the reliable 
applicability of data mining approaches as an alternative approach that provides better 
predictions of scouring properties due to waves compared to current available 
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A sensitivity analysis was also conducted to investigate the effect of different input 
parameters on the equilibrium scour depth. The sensitivity analysis showed that the 
scour depth was mainly governed by the Keulegan– Carpenter (ܭܥ) number and the 
gap to diameter ratio. Results of the application of data mining models mainly indicated 
that SVM is a more reliable model with better generalization error, independent from 
the variations of the training data in addition to its robustness and less-required time 
to be trained which are the main advantages of SVM over ANN (MLP/BP). 
5.2 Recommendations for future researchers 
Future studies are necessary to improve the laboratory findings about the process of 
pile group scour due to waves. The below are a few suggestion in order to extend the 
future work on this topic: 
a) This study focused on specified number of configurations. The study of other 
arrangements of piles and other numbers of piles in the arrangements also seems 
necessary. 
b) Regarding the large scale of the experiments of this study, only gap over diameter 
ratio of 1 was considered. Considering the importance of this parameter, study of other 
ratios is of significance as well.  
c) In current study, waves with two ܭܥ numbers of 3.9 and 5.9 were generated. 
Assessment of other ܭܥ  numbers, as the most important characteristic of wave, is also 
recommended.  
d) In this study the applicability of SVM and ANN were assessed. The study of other 
data mining models such as Adaptive Neuro-fuzzy Inference System (ANFIS) is also 
recommended for future works. 
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e) This study attempted to develop a multi-layer preceptor with BP training algorithm 
and the SVM with a polynomial kernel. The Assessment of other algorithms of ANN and 
comparing their results with those of SVM with various kernels and training algorithms 
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