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a b s t r a c t
A single-type Bienaymé–Galton–Watson branching process (BGWBP) with a generalized
power series offspring distribution is considered as a model of the spread of an infectious
disease in a population. Our main goal is to estimate the basic reproduction number R0,
which is represented by the offspring mean of the BGWBP, applying a Bayesian approach.
The only data assumed to be available are the initial number of infected individuals
and the total number of infected individuals. We are using the Metropolis–Hastings
algorithm to simulate the posterior distribution. The usefulness of the described method
is demonstrated on some real data on the number of reported cases of mumps in Bulgaria
during the period 2005–2008.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The fundamental epidemiological quantity determining whether an infectious disease will persist in a host population is
the basic reproduction number, R0 [1,2]. This is defined as the average number of secondary infections caused in a susceptible
population by a typical infected individual. R0 is a key factor in determining how fast an infectionwill spread in a population.
If R0 > 1, the infectious agent has the potential to persist indefinitely, whilst if R0 < 1, the incidence of infection will decay
to zero. The reason is clear: if a primary infection is unable to generate at least one replacement secondary infection, the
numbers of infected individuals in the population will inevitably decline with time.
This paper presents a Bayesian approach of estimating R0 for infectious diseases likemumps,measles and possibly others,
that follows the so-called SIR (susceptible → infective → removed) and SEIR (susceptible → exposed → infective →
removed) scheme in epidemiological context, from the case data comprising of the number of infected individuals on a
weekly base. Our methods are stochastic and rely on the theory of branching processes. The last have been proven to suit
well for the purpose of infectious disease surveillance, since they require data only on outbreak sizes. However, we are well
aware of the fact that the methods rely on an approximation to the epidemic process. We show that branching process
models, applied to surveillance of mass vaccination programmes in conditions of elimination, might be of practical use for
public health authorities.
Under the assumption that each infective infects a random number of individuals in accordance with some probability
distribution and that this distribution does not change over time and is the same for all individuals, it is reasonable to
model the number of infected individuals by a branching process. We will use the simplest class of branching processes
— Bienaymé–Galton–Watson processes. In fact, the assumption that the distribution of the number of infected individuals
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by one infectious individual does not change over time, is not always realistic, because increasing the number of infectious
individuals reduces the number of individuals susceptible to the disease. However, in populations with large number of
susceptible individuals— over 100, this assumption is not away from reality (see [3]). Since these are discrete time processes,
we count the number of infected individuals by each infectious individual not in real time, but at the end of its infectious
period (the period during which one infective could transmit the disease to other susceptibles). Despite its idealization,
such models are widely used in epidemiology; for example, see [4–7,3]. More complex branching processes also have been
developed for the modeling of infectious diseases; see [8–13].
Usually we do not have complete information about the spread of the disease — do not know the number of infected
individuals by each infectious individual. Models of branching processes and application of Bayesian methods allows us
to estimate the basic reproduction number R0 using data on reported cases, collected by institutions for control of public
health. A similar approach was proposed by Farrington, et al. [3].
We will apply the inference to real data on the number of reported cases of mumps in Bulgaria during the period
2005–2008 provided by the National Center of Infectious and Parasitic Diseases. It will be assumed that the offspring
distribution of the branching process belongs to the family of generalized power series distributions, which is quite a broad
class of discrete distributions, including binomial, Poisson and geometric ones. It turned out that for this wide class of
distributions, we are able to obtain exactly the distribution of the total progeny of the BGWBP, whichwe need for estimation
of offspringmeanλ.We find both point and interval estimates ofλ, applying a Bayesian approach by simulating the posterior
distribution using Metropolis–Hastings algorithm. The algorithm is implemented in the language and environment for
statistical computing R, version 2.11.1 (see [14]).
Section 2 introduces the models of BGWBP and the total progeny, as well, in the context of the spread of infectious
diseases. In Section 3 the Bayesian estimation approach is considered. Section 4 shows how these models are applied to the
data on reported cases of mumps in Bulgaria.
2. Branching processes
Branching processesmodel the dynamics of populations of individuals, generating a randomnumber of individuals of the
same or different type. In general, the individuals might be of different nature — elementary particles, cells, plants, animals,
people and many others. A more detailed exposition of the theory of branching processes can be found, for example in [15]
or [16]. In this section we will consider branching processes as a model of the spread of an infectious disease in a human
population.
2.1. Bienaymé–Galton–Watson process
We assume that each infectious individual infects a random number of susceptible individuals distributed as a random
variable X . Let us start with s infected individuals. All infected individuals due to a contact with them are called first
generation, and let us denote their number by Z1. Infected individuals in contact with the first generation form the second
generation, with Z2 individuals, etc. This process can be depicted as a tree (a set of trees).
Let Xi(n) are independent and identically distributed random variables (i.i.d. r.v.) with the same distribution as X . The
distribution of X is called offspring distribution, the mean of X is denoted by λ = EX . Formally, we define {Zn, n =
0, 1, 2, . . .} as follows:
Z0 = s
Z1 = X1(0)+ · · · + Xs(0)
Z2 = X1(1)+ · · · + XZ1(1)
...
Zn = X1(n− 1)+ · · · + XZn−1(n− 1) =
Zn−1
i=1
Xi(n− 1),
where Xi(n − 1) is the number of infected individuals by i-th individual of (n − 1)-th generation. The sequence of r.v.
{Zn, n = 0, 1, 2, . . .} is called Bienaymé–Galton–Watson process.
The event {Zn = 0, for some n ≥ 1 | Z0 = 1} is called extinction. Denote the probability of extinction q = P{Zn =
0, for some n ≥ 1 | Z0 = 1}. From the theory of branching processes it is known that for λ ≤ 1, q = 1, and for λ > 1, q < 1.
If the process starts with s individuals, the probability of extinction is P{Zn = 0, for some n ≥ 1 | Z0 = s} = q s.
Depending on whether the offspring mean λ is less than, equal to or greater than 1, process is called subcritical, critical
and supercritical, respectively.
We will assume that X has a generalized power series distribution, i.e.
P(X = k) = akθ
k
A(θ)
, k ∈ K
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where ak ≥ 0, A(θ) = k akθ k, θ > 0,K ⊆ {0, 1, 2, . . .}. The parameter θ is called canonical parameter. Distributions of
this type are the binomial, Poisson, negative binomial (in particular — the geometric). The mean of X is
λ = EX = θA
′(θ)
A(θ)
.
In the case of Poisson distribution we have:
P(X = k) = e
−θθ k
k! , k = 0, 1, 2, . . .
ak = 1k! , A(θ) = e
θ , λ = EX = θ.
And for the Geometric case:
P(X = k) = θ k(1− θ), k = 0, 1, 2, . . .
ak = 1, A(θ) = 11− θ , λ = EX =
θ
1− θ .
2.2. Total progeny in a BGWBP
As we noticed, one of the reasons to use branching processes as models of infectious disease spread is the obvious fact,
that the offspring mean λ is identified as a basic reproduction number R0 in epidemiology. Our task is to estimate λ on the
basis of data on the number of infected individuals. Most often we do not have data on the number of infected ones by
each infectious one, but of the total number of infected individuals for a given period of time. Therefore, our estimation of
λwill be based on the total number of infected individuals by the end of the outbreak, called a total progeny in a branching
processes’ context.
Let us denote by Y the total progeny of BGWBP or the total number of infected individuals by the end of the outbreak. It
is defined as follows
Y =
∞
n=0
Zn.
Then as a consequence, the distribution of Y has the form
P(Y = r) = s
r
P(X1 + X2 + · · · + Xr = r − s), r = s, s+ 1, s+ 2, . . .
where X1, X2, . . . , Xr are i.i.d.r.v. with the same distribution as X (see [15]). It is obvious that the distribution of Y is given
by r-th convolution of X .
In what follows we will show the method of obtaining total progeny distribution given the offspring one in
particular cases of Poisson and geometric offspring distributions. Geometric and Poisson offspring distributions correspond
respectively to the limiting branching process for a general stochastic epidemic and a Reed–Frost epidemicmodel (see [17]).
2.2.1. Poisson offspring
Let the offspring distribution be Poisson:
P(X = k) = e
−λλk
k! , k = 0, 1, 2, . . . .
Using that the sum of r i.i.d. Poisson r.v. has Poisson distribution with parameter λr we directly express:
P(X1 + X2 + · · · + Xr = k) = e
−λr(λr)k
k! .
Thus the distribution of the total progeny is:
P(Y = r) = s
r
P(X1 + X2 + · · · + Xr = r − s)
= s
r
e−λr(λr)r−s
(r − s)! , r = s, s+ 1, s+ 2, . . . ,
i.e. Y has a Borel–Tanner distribution (see [18]).
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2.2.2. Geometric offspring
Let the offspring distribution be geometric:
P(X = k) = θ k(1− θ), k = 0, 1, 2, . . . .
Using the relation between λ and the canonical parameter θ in terms of generalized power series distributions, it is easy
to see, that we have the following presentation:
P(X = k) = λ
k
(1+ λ)k+1 , k = 0, 1, 2, . . . .
Now, having in mind that the sum of i.i.d. geometric random variables has a negative binomial distribution, it follows:
P(X1 + · · · + Xr = k) =

r + k− 1
k

λk
(1+ λ)k
1
(1+ λ)r .
In this case, the distribution of the total progeny will be as follows:
P(Y = r) = s
r
P(X1 + X2 + · · · + Xr = r − s) = sr

r + r − s− 1
r − s

λr−s
(1+ λ)r−s
1
(1+ λ)r
= s
r

2r − s− 1
r − s

λr−s
(1+ λ)2r−s , r = s, s+ 1, s+ 2, . . . ,
i.e. Y has a distribution of Haight (see [19]).
3. Bayesian estimation of λ
In this section we will consider the basic ideas of Bayesian approach for parameter estimation, in particular, applied to
the offspring mean of BGWBP. We will use the Metropolis–Hastings algorithm, with which some computational difficulties
in Bayesian estimation could be avoided. More details on this topic can be found in [20–23].
Actually, wewill estimate λ having data from a single outbreak, i.e. knowing that the total number of infected individuals
is y, and the initial number of infected individuals is s. In this case the likelihood function for λ has the form:
L(y | λ) = P(Y = y; s, λ).
Following a Bayesian approach, we assume that the parameter λ is a random variable with prior distribution π(λ). Then
the posterior density is given by the Bayes’ formula:
f (λ | y) = L(y | λ)π(λ)∞
0 L(y | λ)π(λ)dλ
.
If we use squared error loss function, the Bayesian estimate of λ, will be the mean of the posterior distribution:λ = E(λ | y).
Concerning the interval estimation of λ, let us recall that the interval [a, b] is called 100(1−α)% highest posterior density
interval (HPDI) for parameter λ, if the following conditions are satisfied:
(a1) P(λ ∈ [a, b] | y) = 1− α, for a fixed α ∈ (0, 1);
(a2) If λ1 ∈ [a, b] and λ2 ∉ [a, b], then f (λ1 | y) > f (λ2 | y).
In general, the explicit calculation of the posterior density f (λ | y) is difficult. To avoid such difficulties, we use
Metropolis–Hastings sampling based on random walk to evaluate the posterior distribution. This algorithm allows us to
simulate any random variable, if we know its density up to a normalizing constant, in our case: f (λ | y) = c L(y | λ)π(λ)
and is not necessary to calculate c = 1/ ∞0 L(y | λ)π(λ)dλ.
After generating λ1, λ2, . . . , λN ∼ f (λ | y) we will use their empirical distribution as an approximation of f (λ | y). So
the Bayesian estimate of λwill be:
λ = λ1 + λ2 + · · · + λN
N
.
As prior distributions for λ will be considered uniform U[0, 2] and log-normal LN(µ = 0, σ = 1). Both have median 1,
i.e., are neutral with respect to whether λ < 1 or λ > 1.
Considering two cases for offspring distribution — Poisson and geometric, the likelihood function L(y | λ) will be the
Borel–Tanner probability mass function and the Haight probability mass function, respectively.
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4. Mumps in Bulgaria — estimation of reproduction number
In this section we will illustrate the described methods for estimation of offspring mean of BGWBP, using data on the
number of reported cases of mumps in Bulgaria during the period 2005–2008.
4.1. Mumps
Mumps is a viral infectious disease of humans and spreads from person to person through the air. The period between
mumps transmission and the beginning of mumps symptoms is called the incubation period for mumps. This period is
between 14 and 24 days (median 18 days). The infectious period starts about 2 days before the onset of symptoms and
usually, an individual with mumps symptoms is immediately isolated from the population. In view of the length of the
incubation period, we consider that an outbreak in a region is a sequence of weeks with no more than three consecutive
weeks without cases. That is, when we observe more than three weeks without cases we consider that the outbreak has
become extinct, with the next outbreak starting in the first subsequent week in which there is at least one new case.
In 2007 in Bulgaria there was an outbreak of mumps. Over 60% of those infected individuals at the beginning of the year
are aged between 15 and 19 years, about 20% between 20 and 24 years. It is assumed that the outbreak was the result of
poor immunization policy in the 80s. One third of patients aged between 15 and 19 years have never been vaccinated, about
half was given only one dose of vaccine, which is found not effective. Over 90% of 20–24-years-old have not been vaccinated
against mumps (see [24]).
4.2. Data
The data, provided by the National Center of Infectious and Parasitic Diseases, consists of the number of reported cases
of mumps in Bulgaria during the period 2005–2008, on weekly base for each of 28 regions of the country. We will treat 28
regions separately.
4.3. Estimates of the reproduction number
We consider each outbreak as a realization of a branching process. The data that is observed about the process are the
total number y of infected individuals and the initial number s of infectious individuals. We will estimate the reproduction
number for the outbreaks in Sofia-city and in the regions of Kyustendil and Lovech. For the offspring distributionwe consider
2 distributions – Poisson and geometric and for each of them we use 2 prior distributions – uniform and log-normal, so we
get a total of 4 estimates for λ. For each of the options we generate 5000 random numbers with the corresponding posterior
distribution and ignore the first 500. For calculating highest posterior density interval we use the function HPDinterval
from coda package (see [25]).
4.3.1. Sofia-city
In Sofia-city during the period from the 40th week of 2006 to the 52nd week of 2008 a total number of 2124 cases of
mumps was reported and the initial number of infectious individuals was 2, i.e. y = 2124; s = 2. Point estimates for λ and
HPD intervals (95% HPDI = 95% highest posterior density interval) are given in Table 1.
One can see that the estimatesλ and HPD intervals are quite close for different assumptions about offspring and prior
distributions.
4.3.2. The region of Kyustendil
In the region of Kyustendil during the period from the 4th week of 2007 to the 33rd week of 2008, there were a total
number of 405 cases of mumps. The initial number of infectives was 2 (y = 405; s = 2). Estimates for λ and HPD intervals
are given in Table 2.
Again we note that estimatesλ are quite close for different assumptions about offspring and prior distributions. HPD
intervals for the geometric offspring distribution are wider than in the case of Poisson offspring distribution, i.e. posterior
distribution of λ is more dispersed in the case of geometric offspring distribution.
4.3.3. The region of Lovech
In the region of Lovech during the period from 24th to 34th week of 2008 there was an outbreak with 29 infected
individuals, and 5 initial cases (y = 29; s = 5). Estimates for λ and HPD intervals are given in Table 3.
Herewe noticed that in the case of geometric offspring distribution and uniformprior distribution (option 3) the estimateλ is greater than the others. Again, HPD intervals for the geometric offspring distribution are wider than for the Poisson
distribution.
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Table 1
Point and interval estimates of λ for Sofia-city.
Offspring distribution Prior distribution λ 95% HPDI
1 Poisson Uniform 1.0011 [0.9577, 1.0436]
2 Poisson Log-normal 0.9981 [0.9540, 1.0412]
3 Geometric Uniform 1.0002 [0.9459, 1.0646]
4 Geometric Log-normal 0.9996 [0.9383, 1.0598]
Table 2
Point and interval estimates of λ for the region of Kyustendil.
Offspring distribution Prior distribution λ 95% HPDI
1 Poisson Uniform 0.9990 [0.9055, 1.1019]
2 Poisson Log-normal 0.9942 [0.9030, 1.1047]
3 Geometric Uniform 0.9972 [0.8558, 1.1257]
4 Geometric Log-normal 0.9997 [0.8659, 1.1330]
Table 3
Point and interval estimates of λ for the region of Lovech.
Offspring distribution Prior distribution λ 95% HPDI
1 Poisson Uniform 0.8606 [0.5338, 1.2171]
2 Poisson Log-normal 0.8349 [0.5224, 1.1422]
3 Geometric Uniform 0.9127 [0.5018, 1.4115]
4 Geometric Log-normal 0.8735 [0.4752, 1.3838]
5. Discussion
With different assumptions about the offspring distribution and prior distribution we get similar estimates of the
reproduction number for Sofia-city and the region of Kyustendil — approximately 1. For the region of Lovech estimates
slightly vary from distributions — between 0.83 and 0.91.
Estimates of R0 in Sofia-city and the region of Kyustendil show that mumps is not eliminated in these areas, which can be
attributed to poor vaccination for certain age groups in these regions. Estimates of R0 in the region of Lovech are consistent
with the small number of cases in the region. We are in debt to some accuracy aspects of the modeling approach and their
comment is left depending on the case study.
In conclusion, we could summarize that Bayesian estimation using Metropolis–Hastings sampling works very efficiently
in combination with BGWBP and might be of direct use to decision makers in public health sector.
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