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Abstract. Default rules, i.e. statements of the form normally a’s are b’s,
are usually handled in Answer Set Programming by means of negation as
failure which provides a way to capture exceptions to normal situations.
In this paper we propose another approach which oﬀers an operational
counterpart to negation as failure, and which may be thought as a corre-
sponding dual attitude. The approach amounts to an explicit rewriting
of exceptions in default rules, together with the addition of completion
rules that are consistent with current knowledge. It is shown that the
approach can be applied to restore the consistency of inconsistent pro-
grams that implicitly involve speciﬁcity ordering between the rules. The
approach is compared to previous works aiming at providing support to
the rewriting of default rules. It is also shown how the proposed approach
agrees with the results obtained in the classical way.
1 Introduction
Nonmonotonic reasoning is one of the distinctive features of Answer Set Pro-
gramming (ASP) when addressing knowledge representation problems with in-
heritance hierarchies [1]. Default rules, i.e. normative statements of the form
normally p’s are q’s, are usually modeled by normal rules q ← p, not ab, or
by extended normal rules q ← p, not ab, not¬q (when factual knowledge with
strong negation is allowed) which contain abnormality atoms (ab) preceded by
negation as failure (not). Modeling exceptions by means of negated-as-failure
atoms amounts, from a semantics point of view, to check whether a strong ex-
ception, i.e. ab, or a weak exception, i.e. ¬q can be proved. In such case, more
speciﬁc information is preferred to that which is more general, in accordance to
the inheritance reasoning principle [16].
According to this classical ASP approach, exceptions have to be made explicit
for capturing abnormal situations and blocking the applicability of conﬂicting
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default rules in the reasoning process [1]. Writing exceptions explicitly is not
always the easiest way to go. For instance, when diﬀerent nodes of knowledge
encoded by default rules are integrated, the knowledge produced can be incon-
sistent and can contain diﬀerent levels of speciﬁcity. In such a case, an automatic
handling of rules exceptions based on speciﬁcity can prevent the knowledge en-
gineer from a manual and time-consuming exceptions speciﬁcation.
Speciﬁcity is a well-known notion in nonmonotonic reasoning [14,11]. For in-
stance, System Z [14] provides a good example of a system that implicitly prefers
more speciﬁc information. But what about if we want to rewrite exceptions to
default rules in an automatic way? Approaches such as [3,6] have shown that
generating exceptions based on the notion of speciﬁcity is appealing in nonmono-
tonic logics such as default logic.
More recently, some approaches to exception rewriting based on speciﬁcity
have been proposed in the context of ASP [8,9]. Garcia et al. in [9] have recently
adapted the work in [6] to propose a methodology for representing default rules
with exceptions by automatically generating negated-by-failure exceptions from
a compact representation of the information. However, sometimes it can be in-
teresting to model exceptions in a way closer to classical logic. For instance, in a
recently proposed methodology for modeling qualitative decision making in ASP
[4], knowledge about the world is encoded by means of extended deﬁnite logic
programs, i.e. negation-as-failure free. When such knowledge contains default
rules, exceptions must be properly handled.
In this paper we propose a novel approach which oﬀers an operational coun-
terpart to negation as failure. Our approach amounts to an explicit rewriting of
exceptions in terms of strong negated atoms in extended deﬁnite rules, together
with the addition of completion rules that are consistent with current knowl-
edge. Thus, it may be viewed as a dual attitude w.r.t. classical methods that
rely on negation as failure. In fact, in ASP, rules with negation as failure remain
intrinsically default rules, while in our approach the default rules become strict
rules after a proper rewriting, as suggested in the following example.
Example 1. Let us consider a set of default rules Δ representing the typical
birds and penguins knowledge representation problem: birds normally ﬂy, birds
normally have legs, penguins normally are birds, and penguins normally do not
ﬂy. From Δ = {r1 = f ← b, r2 = l ← b, r3 = b ← p, r4 = f ′ ← p} we want
to obtain a set of strict rules S = {r1 = f ← b ∧ p′, r2 = l ← b, r3 = b ← p,
r4 = f ′ ← p} and the set of completion rules CR = {cr1 = p′ ← b}.1
The proposed method, described in this paper, turns to be simple to process
and to have several noticeable features: it deﬁnes a rewriting of default rules
into strict ones and it is able to restore the consistency of inconsistent programs
that implicitly involve speciﬁcity ordering between the rules. It allows to face
the blocking inheritance problem (a weakness of the Z-ordering) and to infer
ﬂoating information (as in the Nixon diamond example). It takes its inspiration
from a proposal made in the setting of possibilistic logic [15].
1 Atoms with the prime denote strong negated atoms as we will discuss in Section 2.
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The article is organized as follows. After introducing some background and
the notation we use throughout the paper (Section 2), in Section 3 we describe
the algorithm which allows to handle default knowledge without negation as
failure. Section 4 relates our approach to the classical handling of exceptions in
ASP. Finally, Section 5 points out some future work and concludes the paper.
2 Background and Notation
In this paper we will consider logic programs which contain only one type of
negation, in particular the so called strong negation in ASP community denoted
by ¬. Following Gelfond and Lifschitz’ notation [10], a literal is a formula of the
form a or ¬a, where a is an atom. Hence, an extended deﬁnite rule r is of the
form r = l0 ← l1 ∧ . . . ∧ lm, where li’s (0 ≤ i ≤ m) are literals. In a slight abuse
of notation we sometimes write a rule r as l ← B where head(r) = l is a literal
called the head and B = {l1, . . . , lm} is a literal set called the body (also denoted
by body(r)). If body(r) = ∅ then r = l ←  is known as a fact and we write it as
l. Then, an extended deﬁnite logic program P is a ﬁnite set of extended deﬁnite
rules. By LP , we denote the set of atoms in the language of P .
In our logic programs we will manage strong negation (¬) as it is done in ASP
[1]. Basically, each extended atom ¬a is replaced by a new atom symbol a′ which
does not appear in the language of the program LP . Then the new language of
the program is L′P . More precisely we deﬁne:
Definition 1. Let ϕ be a mapping function s.t. ϕ(x) =
{
x′ : if x ∈ LP
x : if x ∈ L′P \ LP
Please notice that an extended deﬁnite rule r with the ¬ replacement above is
a deﬁnite rule. As a consequence, we are basically dealing with deﬁnite logic
programs in this paper. Given a rule r and an atom set A, we say that r is
applicable in A if body(r) ⊆ A. An atom set A is closed under a program P if and
only if for each rule r in P , if body(r) ⊆ A then head(r) ∈ A. Given a set of rules
R, we deﬁne a consequence operator TR which maps a set of atoms to another one
as TR(A) = Head(App(R,A)), where App(R,A) is a set R′ ⊆ R such that R′ is
applicable w.r.t. A and Head(R′) = {head(r) | r ∈ R′}. TR(A) computes the set
of atoms deducible from A by means of R. TR(A) allows to deﬁne the sequence
T 0R = TR(∅), T k+1R = TR(T kR), ∀k ≥ 0. The operator is monotonic and it always
reaches a ﬁx-point which contains all the atoms which can be produced by a set
of rules. The consequence operator provides an operational way to characterize





contains all the consequences of P and denotes its unique minimal model (that
always exists, see [13]).
We say that a set of atoms A is inconsistent if there exists a such that
{a, a′} ⊂ A, otherwise it is consistent. By cons(A) (resp., incons(A)), we de-
note two Boolean functions which return true (resp., false) if the set of atoms
A is consistent (resp., inconsistent). A deﬁnite logic program P is inconsistent
when its minimal model is inconsistent, and consistent otherwise.
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In this paper we will assume that a program P consists with diﬀerent sets of
deﬁnite rules. In particular, we deﬁne:
Definition 2. A deﬁnite logic program P〈Δ,S,FC,CR〉 is a tuple 〈Δ,S, FC,CR〉,
such that Δ is a ﬁnite set of deﬁnite rules we call default rules, S is a ﬁnite set
of deﬁnite rules we call strict rules, FC is a ﬁnite set of facts we call factual
context, and CR is a ﬁnite set of deﬁnite rules we call completion rules.
Intuitively, Δ is the set of rules which can admit exceptions, S is the set of
rewritten rules from Δ where exceptions have been made explicit, FC is the
set of contextual knowledge, and CR is the set of additional rules needed to
cope with incomplete information. By convention we omit the subindex in the
writing of P〈Δ,S,FC,CR〉 whenever the corresponding set of rules is empty, e.g.
P〈S,FC,CR〉 when Δ = ∅, P〈S,FC〉 when Δ = ∅ and CR = ∅. For representation
issues throughout the paper we denote rules belonging to Δ by rΔ = lΔ ← BΔ
and rules belonging to S by rs = ls ← Bs.
Example 2. Let us consider the set of default rules Δ in Example 1. It can be
checked that the program P〈Δ,FC〉 where FC = {p} is the factual context about
a penguin p, is inconsistent since Cn(P ) = {p, b, l, f, f ′} is inconsistent.
3 Handling Default Reasoning
In [15] Dupin de Saint-Cyr and Prade have made a proposal for handling un-
certain default rules in the possibilistic logic setting. Indeed possibility theory
provides a framework both for modeling qualitative uncertainty and for model-
ing default rules of the form if p then generally q by means of constraints stating
that having p ∧ q true is strictly more possible than having p ∧ ¬q true. The
exploitation of such constraints induces a priority ordering between defaults ac-
cording to their speciﬁcity [2]. This ordering has been proved to be the same as
the one given by System Z [14]. Since uncertain default rules are associated with
both an uncertainty level and a priority level, there was a need for rewriting de-
faults as ordinary possibilistic logic formulas associated only with an uncertainty
level. It is this kind of rewriting idea that we introduce in the ASP setting.
The algorithm we are proposing allows to mirror nonmonotonic reasoning in
logic programming without negation as failure by making exceptions explicit in
rules while adding completion rules for coping with incomplete information. The
method consists in four general steps (Algorithm 1) we brieﬂy summarize before
discussing them in details in the next subsections.
First, program rules which have not the same speciﬁcity have to be localized;
this is done by using the notion of tolerance of a rule of system Z [14] adapted to
ASP programs (line 3). Secondly, default rules which are exceptional w.r.t. other
more speciﬁc rules are rewritten in order to make the condition part more ex-
plicit. At the same time, completion rules aiming at completing the encountered
exceptional situations are added; this is done by the rewriting algorithm (line
4). When factual context is added to the rewritten program, a consistency check
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Algorithm 1. General Algorithm
Input:
{
Δ : a set of default rules
FC : factual context
Output:
{
M : the minimal model of P〈S,FC,CR〉
1: S = ∅; // the set of strict rules
2: CR = ∅; // the set of completion rules
3: 〈Δ0, . . . , Δn〉 ← Z − ordering(Δ)
4: 〈S,CR〉 ← writeExceptions(〈Δ0, . . . ,Δn)
5: P〈S,FC,CR〉 ← testConsistency(S,FC,CR)
6: M ← Cn(P〈S,FC,CR〉)
7: return 〈M〉
is made between the context, the completion rules, and the relevant rewritten
rules (line 5). Finally, factual context and consistent completion rules are added
to the rewritten program, and the minimal model is computed (line 6).
3.1 Ordering Rules by Specificity
Pearl [14] provides an algorithm which gives a stratiﬁcation of a set of default
rules in a way that reﬂects the speciﬁcity of the rules. Roughly speaking, the
ﬁrst stratum contains the most speciﬁc rules, i.e. which do not admit exceptions
(at least, expressed in the considered default base), the second stratum has
exceptions only in the ﬁrst stratum and so on. Thus, in System Z, a set of rules
R is stratiﬁed into subsets R0, . . . , Rn where the resulting partitioning is called
a Z-ordering. Although there can be several orderings compatible with a set
of default rules, the minimal speciﬁcity ordering is unique [14]. We assume this
unique ordering for the sake of this paper.
As we are dealing with set of atoms rather than interpretations, we have to
adapt the notion of tolerance of a rule to ASP. For this reason we have reused
the deﬁnition of rule tolerance introduced in [9].
Definition 3. A rule rΔ is said to be tolerated by a set of default rules Δ iﬀ
there is an atom set A, closed under Δ and consistent, which veriﬁes rΔ. A
veriﬁes rΔ if BΔ ⊆ A ∧ lΔ ∈ A.
The tolerance of the rule characterizes the fact that its application does not
generate any contradiction. From this notion of tolerance, it is possible to obtain
a stratiﬁcation of the programwhich allows us to stratify Δ into (Δ0, Δ1, . . . , Δn)
such that: Δ0 contains the set of rules of Δ tolerated by Δ; Δ1 contains the set
of rules of Δ\Δ0 tolerated by Δ\Δ0; Δ2 contains the set of rules of Δ\(Δ0∪Δ1)
tolerated by Δ\(Δ0 ∪Δ1) etc.
Example 3. Let us consider the set of rules in Example 1 Δ = {r1 = f ← b,
r2 = l ← b, r3 = b ← p, r4 = f ′ ← p}. A = {b, f, l} veriﬁes r1, is closed
under Δ and it is consistent. So r1 is tolerated in Δ, and r1 ∈ Δ0. Similarly r2
belongs to Δ0. The only set which veriﬁes r3 and is closed w.r.t. r1, r2, and r4
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is A′ = {b, p, l, f, f ′}, but it is inconsistent. So r3 ∈ Δ1. In the same way, we
obtain r4 ∈ Δ1. Thus, the Z-ordering associated to Δ is Δ0 = {r1 = f ← b,
r2 = l ← b}, Δ1 = {r3 = b ← p, r4 = f ′ ← p}.
3.2 Rules Rewriting
The general idea of the rewriting is to generate automatically from Δ a set of
rules in which the condition parts explicitly state that we are not in an excep-
tional context to which other default rules refer. In practice, this amounts to
transform the set of default rules Δ into a set of strict rules S with explicit
exceptions and a set of completion rules CR.
In order to make exceptions explicit, the proposed rewriting considers rules
speciﬁcity. At the beginning rules in the last stratum of the Z-ordering are
accepted as strict rules (since they are the most speciﬁc ones). Then, lower
strata are processed in order to identify the set of exceptions of less speciﬁc
default rules (if any) w.r.t. the strict rules. Default rules are rewritten into strict
ones where exceptions are made explicit. In case of exceptions, completion rules
aiming at completing contextual knowledge are added. The procedure keeps on
ﬁxing lower strata based on the computed strict rules until all strata have been
considered. In order to deﬁne the algorithm in a more precise way we need several
deﬁnitions.
Definition 4 (Exceptional Set). Let S = {rsi = lsi ← Bsi | 1 ≤ i ≤ n}
be a set of strict rules. For any given default rule rΔ = lΔ ← BΔ we deﬁne
the exceptional set in rsi to the rule rΔ as Ei(rΔ, rsi) = Bsi s.t. lsi ← Bsi ∈
S ∧ cons(BΔ ∪Bsi) ∧ incons({lΔ}∪ {lsi}). Then, the set of exceptional sets in
S to a rule rΔ is deﬁned as E(rΔ, S) = {Ei(rΔ, rsi) | rsi ∈ S}.
The above deﬁnition collects all the exceptional sets in all strict rules to a given
default rule rΔ. For instance for a default rule r′Δ = f ← b and strict rules
S = {rs1 = f ′ ← a ∧ c, rs2 = f ′ ← p}, then E(rΔ, S) = {{a, c}, {p}}. This
distinction is crucial for handling the case where the body of a strict rule is not
a singleton. Once all the exception of a default rule w.r.t. a set of strict rules
have been identiﬁed, the default rule can be rewritten in the following way.
Definition 5 (Default Rule Rewriting). Let rΔ = lΔ ← BΔ be a default
rule, S = {rsi = lsi ← Bsi | 1 ≤ i ≤ n} be a set of strict rules, and E(rΔ, S)
be the set of exceptional sets in S to the rule rΔ. Then, for each Ei(rΔ, rsi),
rΔ is rewritten into a new strict rule rs by setting: rs = lΔ ← BΔ ∪ {ϕ(x)|x ∈
Ei(rΔ, rsi)}.
The rewritten rule is added to the set S. Please notice that when the exceptional
set is not a singleton, then a default rule is rewritten into more than one strict
rule. For instance, following with the above remark, r′Δ is rewritten into f ←
b ∧ a′, f ← b ∧ c′, f ← b ∧ p′ and counterintuitive rewritings are avoided.
Special (strict) rules called completion rules stating that we are not in an
exceptional situation are added to a new set denoted by CR. The use of these
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Algorithm 2. writeExceptions(〈Δ0, . . . , Δn〉): 〈S,CR〉
Input:
{
〈Δ0, . . . ,Δn〉 : the stratiﬁcation given by the Z-ordering
Output:
{
S : the set of strict rules obtained by rewriting default rules
CR : the set of completion rules
k ← n− 1;CR ← ∅;S = {rsi = lsi ← Bsi | rΔni ∈ Δn} //initialization
while k  0 do
Sk ← ∅
for all rΔk = lΔk ← BΔk s.t. rΔk ∈ Δk do
E(rΔ, S) ← ∅ //Set of exceptional sets of a default rule rΔ w.r.t. S
for all rsi ∈ S s.t. cons(BΔk ∪ Bs) ∧ incons({lΔk} ∪ {ls}) do
CR ← CR ∪ {ϕ(x) ← BΔk |x ∈ Bsi}
Ei(rΔk , rsi) ← Bsi //Exceptional set of a default rule rΔk w.r.t. rsi
E(rΔ, S) ← E(rΔ, S) ∪Ei(rΔk , rsi)
end for
if E(rΔ, S) 	= ∅ then
for all Ei(rΔk , rsi) ∈ E(rΔ, S) do
Sk ← Sk ∪ {lΔk ← BΔk ∪ {ϕ(x) | x ∈ Ei(rΔ, rsi)}}
end for
else
Sk ← Sk ∪ {lΔk ← BΔk}
end if
end for
S ← S ∪ Sk
k ← k − 1
end while
return 〈S,CR〉
completion rules is motivated by the need of reasoning in presence of incomplete
information. In fact completion rules allow to apply strict rules which now have
a more precise condition part.
Definition 6 (Completion Rule). Let rΔ = lΔ ← BΔ be a default rule, and
rs = ls ← Bs be a strict rule such that E(rΔ, rs) = Bs. Then, a completion rule
related with rΔ is deﬁned as ϕ(x) ← BΔ where x ∈ E(rΔ, rs).
Based on the above deﬁnitions we can proceed with the description of
Algorithm 2. Note that the rules of the last stratum Δn do not admit exceptions
w.r.t. Δ since they are the most speciﬁc ones and they are directly copied into S.
Thus, the algorithm begins with the rules of the stratum n−1. The stratum n−1
contains rules that admit exceptions only because of rules in the last stratum.
More generally, a stratum k contains rules that admit exceptions only because
of rules in strata with rank greater or equal to k + 1. More precisely for each
rule in a given stratum, all its exceptions (coming from strata with a greater
rank) are computed in order to rewrite this rule by explicitly stating that the
exceptional situations are excluded in its condition part. Moreover, completion
rules are added for each exceptional case found. A completion rule is used only
if it is consistent with the current context and the relevant rewritten rules.
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S : the set of strict rules
FC : factual context
CR : the set of completion rules
Output:
{
P〈S,FC,CR〉 : the deﬁnite program
AppCR = Apl(CR,FC,S)
RelCR = Rel(AppCR, S)
if incons(Cn(FC ∪AppCR ∪ RelCR)) then
AppCR ← ∅
end if
P〈S,FC,CR〉 ← S ∪ FC ∪AppCR
return P〈S,FC,CR〉
Example 4. Let us apply the algorithm to rewrite the rules in Example 3 by
describing explicitly their exceptions starting from the last stratum of the Z-
ordering. It can be checked that the algorithm gives the following set of strict
rules S = {r1 = f ← b ∧ p′, r2 = l ← b, r3 = b ← p, r4 = f ′ ← p} and one
completion rule CR = {cr1 = p′ ← b}.
3.3 Consistency Test
As said before, completion rules in CR are useful to state in what respect the
current context is not exceptional and they are used to apply the rewritten rules
which now have a more precise condition part. However, completion rules can
only be used if they are consistent with the context described by FC and the
set of rewritten rules S. Hence, a consistency test is required (Algorithm 3). To
retrieve all the applicable completion rules w.r.t. the factual context and the set
of strict rules we provide the following deﬁnitions.
Definition 7. Let S be a set of strict rules obtained by Δ. Let CR be the set of
completion rules and FC the factual context to be added to S. Then we deﬁne:
– Apl(CR,FC, S) = {cr ∈ CR | body(cr) ⊆ Cn(S ∪ FC)}
– Rel(Apl(CR,FC, S), S) = {rs ∈ S | rs is associated with Apl(CR,FC, S)}2
The consistency test amounts to check whether the set of atoms produced by
the operator T kR applied to the set of rules obtained by merging the factual con-
text FC, the set of the completion rules which are applicable w.r.t. the current
context (AppCR), and the set of strict rules associated to the completion rules
(RelCR), is consistent. Depending on this consistency check, a new program
P〈S,FC,CR〉 is returned which contains the applicable completion rules (if any).
It is worthy to point out that, once the default rules have been rewritten, this
consistency test is performed only when the context FC is changed.
2 Informally, associated is a mapping between a rewritten rule rs and its completion
rules produced in the rewriting.
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Example 5. Let us consider the set of strict rules S, the set of completion rules
CR in Example 4 and the following contexts: FC1 = {b}, FC2 = {p}, and
FC3 = {b, f ′}. The completion rule {cr1 = p′ ← b} is consistent w.r.t. the
context FC1 = {b} and the strict rule r1. Thus the program P〈S,FC1,CR〉 is
built. In FC2 = {p}, CR is not consistent w.r.t. the factual knowledge and
hence it cannot be taken into account. Finally, FC3 = {b, f ′} illustrates the case
in which CR is consistent w.r.t. the context, but it is not consistent with the
rewritten rule r1. Also in this case, the completion rule cannot be considered.
3.4 Minimal Model Computation
Since the program obtained by the consistency test is a deﬁnite logic program,
we can apply directly the minimal model computation (Cn(P )).
Example 6. Let us continue with Example 5. Diﬀerent minimal models are re-
trieved for each of the programs obtained after the consistency test. Hence,
Cn(P〈S,FC1,CR〉) = {b, l, f, p′}, Cn(P〈S,FC2〉) = {b, p, l, f ′}, and Cn(P〈S,FC3〉) =
{b, f ′, l}.
All these results agree with the intuition behind the birds and penguins knowl-
edge representation problem. In particular the proposed method reﬁnes the Z-
ordering since it can deal with the blocking inheritance problem. Our method
also handles ﬂoating information as shown in the next example.
Example 7. Let Δ be a set of default rules representing the Nixon Diamond ex-
ample: Quakers normally are paciﬁsts, Quakers normally are Americans, Ameri-
cans normally like base-ball, Quakers generally do not like base-ball and Republi-
cans are generally not paciﬁsts. Thus Δ = {r1 = p ← q, r2 = a ← q, r3 = b ← a,
r4 = b′ ← q, r5 = p′ ← r}. The rewriting produces S = {r1 = p ← q, r2 = a ← q,
r3 = b ← a ∧ q′, r4 = b′ ← q, r5 = p′ ← r ∧ q′} and CR = {cr1 = q′ ← a,
cr2 = q′ ← r}. In context FC = {q, r}, CR is inconsistent w.r.t. FC and
Cn(P〈S,FC〉) = {p, a, b′}. An intuitive interpretation of the fact that paciﬁst is
obtained is that the context Quaker is more speciﬁc than Republican in Δ, since
Republican is compatible with all the rules which is not the case for Quaker.
We can observe that there are some interesting properties of our algorithm.
Proposition 1. Algorithm 1 terminates.
Moreover, our approach oﬀers a straightforward methodology to restore the con-
sistency of inconsistent deﬁnite programs which implicitly involve some speci-
ﬁcity order between the rules.
Proposition 2. The program P〈S,FC,CR〉 returned by Algorithm 1 is consistent.
It is natural now to wonder how our method behaves w.r.t. the classical handling
of nonmonotonic reasoning in ASP.
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4 Related Work
Although several proposals have been made for handling exceptions and speci-
ﬁcity in logic programming [12,5,8,7], the closest work to ours is the recent work
of Garcia et al. in [9] where a rewriting procedure for exceptions is proposed.
Although the automatic generation of exceptions in [9] may look similar to
ours at ﬁrst glance, it is intrinsically diﬀerent in spirit since exceptions are cap-
tured by means of negation as failure. Thus, it is interesting to compare our
approach to nonmonotonicity, based on rules rewriting and completion rules, to
the standard nonmonotonic reasoning characterized in terms of not. For doing
this, let us consider the following example taken from [9].
Example 8. From the set of default rules Δ in Example 1 using the algorithm
in [9] the following extended normal logic program is obtained P ′s = {r1 = f ←
b∧ not f ′ ∧ not p, r2 = l ← b, r3 = b ← p, r4 = f ′ ← p ∧ not f}. Let us consider
the contexts FC1 = {b}, FC2 = {p}, and FC3 = {p, f}. The answer sets of P ′s
are M ′1 = {l, b, f}, M ′2 = {l, p, b, f ′}, and M ′3 = {p, f, b, l} respectively.
Comparing our generated program (Example 4) with P ′s above, it can be no-
ticed that a model in our approach generally contains more knowledge than the
corresponding model of P ′s (e.g. Cn(P〈S,FC1,CR〉) = {l, b, f, p′} is also telling
that a bird that ﬂies is not a penguin). This extra knowledge can be justiﬁed
by the corresponding dual attitude w.r.t. negation as failure played by the com-
pletion rules. In fact, the intuitive meaning of a rule with default negation like
f ← b ∧ not p is that if it can be proved that we are in the bird context b and
nothing proves that we are in a penguin context p, then we can conclude f . In
order to use the default rule about birds, we should not derive p. Alternatively, in
our approach, the role of the completion rule (p′ ← b) is to complete the factual
knowledge triggering the applicability of the rule f ← b ∧ p′ whose condition
part now is more speciﬁc. In a way the completion rule is playing the dual part
of strong exception rules used in the classical handling of exceptional situations
in ASP. On a closer inspection, when the completion rule is inconsistent w.r.t.
the rewritten rule and it is not added to the program (see Example 5), it also
serves as weak exception rule, preventing the rewritten rule to be used.
Since our approach only rewrites exceptions which are implicit inherited by
the speciﬁcity order among the set of default rules, any (weak) exception related
to the rules in the last stratum of the Z-ordering is ignored (e.g. the exception
captured in f ′ ← p, not f in P ′s). In this case the two approaches can lead to
diﬀerent solutions (e.g. in context {p, f}). To recover the same results we add a
pair of additional rules to deﬁne an abstract speciﬁcity level in order to introduce
an exceptional situation w.r.t. the class of the last stratum.
Definition 8 (Abstract Specificity Level). Let {c1, . . . , ck} be a set of atoms
representing classes with a hierarchy relation (c1 ⊃ c2 ⊃ . . . ⊃ ck), encoded
by rules ci ← ci+1 (with 1 ≤ i ≤ k − 1). Let {p1, . . . , pk′} be a set of atoms
representing class properties, encoded by rules pj ← ci (with 1 ≤ j ≤ k′ and
1 ≤ i ≤ k). Then, an abstract speciﬁcity level ck+1 with property pk′+1 is
captured by two additional rules ck ← ck+1 and pk′+1 ← ck+1 s.t. pk′+1 = ϕ(pk′ ).
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Thanks to the additional rules our approach can agree with the results obtained
in [9]. Moreover, in some cases it leads to larger models due to eﬀect of completion
rules which can contribute to add more factual knowledge. We illustrate this idea
by means of the following example.
Example 9. Let us consider Δ in Example 1 with an abstract speciﬁcity level
introduced by adding the rules super-penguins are penguins (r5) and super-
penguins normally ﬂy (r6). Then Δ = {r1 = f ← b, r2 = l ← b, r3 = b ← p,
r4 = f ′ ← p, r5 = p ← sp, r6 = f ← sp}. The Z-ordering induced by
rules speciﬁcity is Δ0 = {r1 = f ← b, r2 = l ← b}, Δ1 = {r3 = b ← p,
r4 = f ′ ← p}, Δ2 = {r5 = p ← sp, r6 = f ← sp}. Intuitively, r6 belongs to a
higher stratum w.r.t. r4 as it encodes more speciﬁc information. Applying Al-
gorithm 1 (in context FC = {p, f}), Δ is rewritten into S = {r1 = f ← b ∧ p′,
r2 = f ← b ∧ sp, r3 = l ← b, r4 = b ← p, r5 = f ′ ← p ∧ sp′, r6 = p ← sp,
r7 = f ← sp} and CR = {cr1 = p′ ← b, cr2 = sp ← b, cr3 = sp′ ← p}. Then,
Cn(P〈S,FC,CR2〉) = {p, f, b, sp, l}.
Since the initial set of default rules contains an implicit inheritance relation, the
generated normal program in [9] is a stratiﬁed logic program. Stratiﬁed logic
programs have an important property: they have a unique answer set [1]. Based
on this observation, we can establish the following relation.
Proposition 3. Let Δ be a set of default rules with an implicit inheritance rela-
tion, FC be a factual context, and AR be a pair of rules according to Deﬁnition
8. Let P ′ be the extended normal logic program obtained by the algorithm in [9].
Let Δ′ = Δ ∪ AR, and P〈S,FC,CR〉 be the program obtained by Algorithm 1. If
M is answer set of P ′ ∪ FC and M ′ = Cn(P〈S,FC,CR〉) then M ⊆ M ′.
Therefore, our approach can oﬀer an operational counterpart to negation-as-
failure in knowledge representation problems which consist of default rules with
an implicit speciﬁcity order between them.
5 Concluding Remarks
In this paper we have proposed a new algorithm that rewrites default rules into
strict rules where exceptions are made explicit and completion rules are added
for coping with incomplete information. We have shown how the method can be
used to restore the consistency of logic programs encoding knowledge representa-
tion problems with inheritance hierarchies. The methods reﬁnes the Z-ordering
and it faces the blocking inheritance problem. We have also discussed the non-
monotonicity in our approach w.r.t. the classical ASP nonmonotonicity. We have
established that, under certain conditions, we can recover the results obtained
by the method proposed in [9]. This result is signiﬁcative since it suggests how
negation as failure can be captured by an operational approach which provides
a dual view to nonmonotonic reasoning in logic programs.
The described method can be applied in a recent proposed methodology for
qualitative decision making in ASP [4] in which the knowledge base can consist
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of a set of default rules. In such a case, the rewriting algorithm presented in this
paper can be used to rewrite default rules into strict ones, before proceeding to
the computation of an optimal decision.
As future work we aim to identify the main features characterizing the logic
programs obtained by the rewriting algorithm and to discuss its complexity
which can intuitively be bound to the complexity of the Z-ordering computation.
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