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Abstract
The problem of software language extension and composition drives much of the research in Software Language Engineering
(SLE). Although various solutions have already been proposed, there is still little understanding of the specific ins and outs
of this problem, which hinders the comparison and evaluation of existing solutionsIn this SoSyM Expert Voice, we introduce
the Language Extension Problem as a way to better qualify the scope of the challenges related to language extension and
compositionThe formulation of the problem is similar to the seminal Expression Problem introduced by Wadler in the
late 1990s and lifts it from the extensibility of single constructs to the extensibility of groups of constructs, i.e., software
languages. We provide a comprehensive definition of the actual constraints when considering language extension and believe
the Language Extension Problem will drive future research in SLE, the same way the original Expression Problem helped to
understand the strengths and weaknesses of programming languages and drove much research in programming languages.
Keywords Domain-specific language · Extension · Composition · Expression problem
1 Introduction
With the advent of language workbenches, the problem of
modular language extension has garnered considerable inter-
est from the research community in the past decade. This
problem informally. refers to the capability of extending
the syntax and semantics of an existing language while
reusing its specification (e.g., grammars, semantic infer-
ence rules) and implementation (e.g., parsers, interpreters).
Various authors have attempted to formalize this problem
(e.g., [5]), but the lack of a. clear definition makes it hard to
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evaluate and compare the strengths and weaknesses of exist-
ing solutions w.r.t. a common, well-defined framework. This
paper is an attempt to define language extensibility in the
form of a well-defined problem.
2 From the Expression Problem to the
Language Extension Problem
Philip Wadler coined the term “Expression Problem” to name
a well-known problem in the programming languages com-
munity, and this name has been in common use for more than
two decades [21]. As Oliveira and Cook put it [15]:
The “expression problem” (EP) is now a classical prob-
lem in programming languages. It refers to the difficulty
of writing data abstractions that can be easily extended
with both new operations and new data variants.
Over time, the EP has made it possible to structure the dis-
cussions around the capabilities of different programming
paradigms and languages regarding datatypes extensibility
using a common set of constraints that candidate solutions
should address. There are different variations in the EP, but its
canonical definition includes the following constraints [22]:
Extensibility in both dimensions It should be possible
to add new data variants and adapt existing operations
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accordingly. Furthermore, it should be possible to intro-
duce new operations.
Strong static-type safety It should be impossible to apply
an operation to a data variant that the operation cannot
handle.
No modification or duplication Existing code should nei-
ther be modified nor duplicated.
Separate compilation Compiling datatype extensions or
adding new operations should not encompass re-type-
checking the original datatype or existing operations.
Independent extensibility It should be possible to com-
bine independently developed extensions so that they can
be used jointly.
There is a striking parallel between the problem of mod-
ular language extension and the Expression Problem. As a
matter of fact, most approaches to modular language exten-
sion end up discussing and addressing the EP in some
way [8,12]. However, in the context of Software Language
Engineering (SLE), “data variants” are groups of syntactic
categories and their constructors and “operations” over these
data variants define their semantics. Due to the ambiguity in
the name Expression Problem, in which “expression” may
refer to a language of expressions, one might naively think
that the EP and the problem of modular language extension
are equivalent.
In this paper, we demonstrate that instantiating the EP in
the context of SLE requires to reformulate and refine the
existing constraints of the EP and to introduce new ones,
leading to a new problem: the Language Extension Problem
(LEP). While the EP is merely a programming problem con-
cerning programmers and focusing on the extensibility of a
single datatype, the LEP is a Software Language Engineering
(SLE) problem concerning language engineers and focusing
on the extensibility of languages (i.e., group of datatypes
representing the language constructs). The LEP must also
account for engineering practices that are specific to soft-
ware languages such as the use of language workbenches, the
duality of language specifications and implementations, and
the specificities of syntax definition. As extending a group of
datatypes entails extending the datatypes it is composed of, in
many cases solving the LEP (in the large) entails solving the
EP (in the small). We identify what is the meaning of the two
extension axes in this context and what is the set of constraints
that must be used to assess the success of a given solution.
Naturally, many partial solutions to the LEP already exist
in the literature, scattered from programming language the-
ory (e.g., modular visitor components [14], Revisitors [12],
Recaf [1]), to language workbenches (e.g., Rascal [10],
Melange [3], Silver [9,18]). We purposely limit ourselves
to the definition of the LEP and leave to future work the
positioning of existing solutions w.r.t. the constraints we list.
3 The language expression problem
The Expression Problem has been initially introduced in the
context of datatype extension and composition and hence pre-
sented in terms of datatypes and functions over the datatypes.
Conversely, the Language Extension Problem focuses on
language extension and composition, presented in terms of,
respectively, syntax in the form of multiple syntactic cat-
egories and constructors for each category, and semantics
over that syntax. In the following, we introduce the Language
Extension Problem by paraphrasing the original definition of
the Expression Problem by Wadler [21], but lifting the vocab-
ulary from datatypes to languages.
The Language Extension Problem (LEP) is a new name
for an old problem. The goal is to define a family of
languages, where one can add a new language to the
family by adding new syntax (i.e., new constructors for
existing syntactic categories as well as new categories)
and also new semantics over existing and new syntax,
while conforming to constraints similar to those in the
Expression Problem but specialized to language exten-
sion.
As an example, consider a language family regarding state
machines which starts from a core language over simple finite
state machines with a simple pretty-printing semantics and
constructs a new language by adding syntax to specify hier-
archical state machines and a new semantics to evaluate state
machines given an input sequence.
According to this characterization of the LEP, we now
review the constraints initially identified in the EP and
express them in the context of SLE for the LEP:
Extensibility in both dimensions It should be possible to
extend the syntax and adapt existing semantics accord-
ingly. Furthermore, it should be possible to introduce new
semantics on top of the existing syntax.
Strong static-type safety All semantics should be defined
for all syntax.
No modification or duplication Existing language speci-
fications and implementations should neither be modified
nor duplicated.
Separate compilation Compiling a new language (e.g.,
syntactic extension or new semantics) should not encom-
pass re-compiling the original syntax or semantics.
Independent extensibility It should be possible to com-
bine and used jointly language extensions (syntax or
semantics) independently developed.
Moreover, the distinction between the specification and
the implementation of new engineered languages raises a new
concern regarding automatic composition [8]. Indeed, “glue
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Fig. 1 Approaches for language extension, applicable at the specification and implementation levels. a mixes up the extension into the base
language, while b–e keep them separated and use explicit operators (e.g., references, static/dynamic introduction) or glue code
code,” i.e., code dedicated solely to the interconnection of
extensions, must be limited or avoided from the user’s point
of view to compose a collection of language extensions.
4 The LEP in practice
Numerous approaches have been explored in the past decade
to address specific scenarios of languages extension, either
at the specification level (e.g., [2,4,6,9,11,13,17,19,20,22])
or at the implementation level (e.g., [7,16,22,23]). The spec-
ification level is based on metalanguages that provide the
relevant abstractions, often with limited and domain-specific
expressiveness. The specification level is then turned into
an implementation, thanks to compilation or interpretation,
often by targeting general-purpose programming languages
and following language implementation patterns specific to
each approach.
While all those approaches are heterogeneous and con-
ceptually operate at different levels, they share common
extension mechanisms which are summarized in the five
approaches depicted in 1 [5].
Complying exhaustively to the identified constraints is
extremely challenging, and trade-offs must be considered
for a given context. We present a selection of scenarios
illustrating such trade-offs. First, the constraint of separate
compilation usually impacts other non-functional properties
such as performance, readability, and accidental complex-
ity (e.g., large and complex glue code, unclear modules
dependencies). Consequently, it can be worthwhile to relax
the separate compilation constraint in order to comply with
other non-functional properties. Second, various actors can
be responsible for language extension. They each come with
very different skills, ranging from SLE experts with a deep
understanding of languages and language workbenches inter-
nals, to end users with minimal knowledge of software
development. While the former is capable of performing
composition using complex handwritten glue specifications,
the latter will typically require fully automatic composition
approaches. Finally, the boundaries of a language family are
important to consider. Two statuses can be considered, closed
(i.e., all its languages are known) and open (i.e., new lan-
guages can be added organically). Indeed, in the context of
closed families, the compatibility of the extensions can be
checked in advance and conforming to the type-safe con-
straints is not an issue. On the contrary, in the context of
open language families, restrictive-type systems can lead to
difficulty or impossibility to extend languages in unantici-
pated contexts.
The constraints of the Language Extension Problem define
a framework for comparing language extension approaches.
It is worth noting that conforming or not to some of the
constraints is often the consequence of interesting language
design choices, relative to some specific scenarios.
5 Conclusion
In this column, we describe the Language Extension Prob-
lem, a lift of the Expression Problem at the language level.
We lift the constraints drawn from the Expression Problem to
the context of software language engineering, and introduced
an additional constraint specific to this context. Through the
Language Extension Problem, we hope to provide a frame-
work to reason on language extension and its challenges and
help the comparison of existing and future SLE contributions.
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