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There has been a growing interest in developing new methods that are more efficient in achieving simple structure such as regularization in principal component analysis (PCA; Zou, Hastie, & Tibshirani, 2006) , alternative methods of rotation (Trendafilov & Adachi, 2014) , and penalized exploratory factor analysis (Hirose & Yamamoto, 2014) . The main drawback of most methods for sparse estimation is that they cannot be applied in latent variable models that allow researchers to constrain some parameters in the model. In an attempt to extend the use of regularization to latent variable models that can be used in a confirmatory setting, a new method is proposed, called regularized SEM (RegSEM). RegSEM adds penalties to specific structural equation modeling (SEM) parameters set by the researcher, allowing for flexibility in model selection. By tradition, model selection is a categorical choice; selection is between a small number of models that were either hypothesized or created as a result of poor fit. Adding a sequence of small penalties to specific parameters turns model selection into a continuous choice in which the resulting models can be seen as hybrids between multiple traditional models. For example, a practitioner could start with a completely unconstrained factor model, selecting three latent factors and allowing every item to load on every factor. Gradually increasing (decreasing) penalties could be added to each factor-loading parameter until every loading Correspondence concerning this article should be addressed to Ross Jacobucci, SGM 501, 3620 South McClintock Ave., Los Angeles, CA 90089. E-mail: jacobucc@usc.edu equals zero. Building penalties directly into the estimation allows the researcher greater flexibility in testing various models while building in safeguards to prevent overfitting. Model selection of this nature is very common in the data-mining literature; however, in psychometrics, it is rarely if ever used.
This study represents an important initial step in evaluating the utility and accuracy of RegSEM while identifying areas for future study. The proposed method was tested as a tool for subset selection with a confirmatory factor analysis model and two illustrative examples, demonstrating RegSEM's utility above and beyond contemporary methods in SEM.
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