Abstract For a random sample of size n obtained from a p-variate normal population, the likelihood ratio test (LRT) for the covariance matrix equal to a given matrix is considered. By using the Selberg integral, we prove that the LRT statistic converges to a normal distribution under the assumption p/n → y ∈ (0, 1]. The result for y = 1 is much different from the case for y ∈ (0, 1). Another test is studied: given two sets of random observations of sample size n 1 and n 2 from two p-variate normal distributions, we study the LRT for testing the two normal distributions having equal covariance matrices. It is shown through a corollary of the Selberg integral that the LRT statistic has an aymptotic normal distribution under the assumption p/n 1 → y 1 ∈ (0, 1] and p/n 2 → y 2 ∈ (0, 1]. The case for max{y 1 , y 2 } = 1 is much different from the case max{y 1 , y 2 } < 1.
Introduction
In their pioneer work, Bai, Jiang, Yao and Zheng [2] studied two Likelihood Ratio Tests (LRT) by using Random Matrix Theory. The limiting distributions of the LRT test statistics are derived.
There are two purposes in this paper. We first use the Selberg integral, a different method, to revisit the two problems. We then prove two theorems which cover the critical cases that are not studied in [2] . Now we review the two tests and present our results. Of course S is a p × p matrix. After scaling and taking logarithm, a LRT statistic for (1.1) is chosen to be in the following form:
(λ i − n log λ i ) + p log n − p, (1.3) where λ 1 , · · · , λ p are the eigenvalues of nS. See, for example, p. 355 from [14] for this. The notation log above stands for the natural logarithm log e throughout the paper.
For fixed p, it is known from the classical multivariate analysis theory that a (constant) linear transform of nL * n converges to χ 2 p(p+1)/2 as n → ∞. See, e.g., p. 359 from [14] . When p is large, particularly as n → ∞ and p/n → y ∈ (0, 1), there are some results on the improvement of the convergence, see, e.g., [3] . The fact that dimension p is large and is proportional to the sample size n is a common practice in modern data. A failure for a similar LRT test in the high dimensional case (p is large) is observed by Dempster [8] in as early as 1958. It is due to this reason that Bai, Jiang, Yao and Zheng [2] study the statistic L * n in (1.3) when both n and p are large and are proportional to each other. Now, we state our results in this paper next. 
A simulation study was made for the quantity (L * n − µ n )/σ n as in Theorem 1. We chose p/n = 0.9 in Figure 1 with different values of n. The figure shows that the convergence becomes more accurate as n increases. To see the convergence rate for the case y = 1, we chose an extreme scenario with p = n − 4 in Figure 2 . As n increases, the convergence rate seems quite decent too. Now, note that σ 2 n → −2y − 2 log(1 − y) if p/n → y ∈ (0, 1). We obviously have the following corollary.
COROLLARY 1.1 Let x 1 , · · · , x n be i.i.d. random vectors with normal distribution
Looking at Theorem 1, it is obvious that σ
We then get the following. The above result studies the critical case for y = 1, which is not covered in [2] . In fact, the random matrix tool by Bai and Silverstein [4] is used to derive the results in [2] . Their tool fails when y = 1.
COROLLARY 1.2 Assume all the conditions in Theorem 1 hold with
For a practical testing procedure, we would use Theorem 1 directly instead of using Corollaries 1.1 and 1.2, which deal with the cases y ∈ (0, 1) and y = 1 separately. This is because, for a real set of data, sometimes it is hard to judge when p/n goes to 1 or when it goes to a number less than 1. Now we study another likelihood test. For two p-dimensional normal distributions N (µ k , Σ k ), k = 1, 2, where Σ 1 and Σ 2 are non-singular and unknown, we wish to test
with unspecified µ 1 and µ 2 . The data are given as follows:
, and two sets of random vectors are independent. The two relevant covariance matrices are
The likelihood ratio test statistic is
See, e.g., section 8.2 from [14] for this. The second main result in this paper is as follows.
THEOREM 2
Let n i > p for i = 1, 2 and T N be as in (1.7) . Assume H 0 in (1.4) holds. If
where
We did some simulations for the statistic (T N /N − µ n )/σ n as in Theorem 2. In Figure 3 , we chose p/n 1 = p/n 2 = 0.9, the picture shows that the convergence rate is quite robust with the value of n 1 , n 2 and p increase even though the ratio 0.9 is close to 1. To see the convergence rate for the case that max{y 1 , y 2 } = 1, we chose an extreme situation with p = n 1 − 4 = n 2 − 4 in Figure 4 . The convergence rate looks well too although it is not as fast as the case p/n 1 = p/n 2 = 0.9 presents.
According to the notation in Theorem 2, we know that
for i = 1, 2. We easily get the following corollary. 
Our method of proving the above results is much different from [2] . The random matrix theories, developed by Bai and Silverstein [4] for the Wishart matrices and Zheng [15] for the F -matrices, are used in [2] . The tools are universal in the sense that no normality assumption is needed. However, the requirements that y < 1 as in Corollary 1.1 and max{y 1 , y 2 } < 1 as in Corollary 1.3 are crucial.
Technically, the study for critical cases that y = 1 and that max{y 1 , y 2 } = 1 are more challenging.
Under the normality assumption, without relying on the random matrix theories similar to Bai and Silverstein [4] and Zheng [15] , we are able to use analysis tools. In fact, the Selberg integral is used in the proof of both theorems. Through the Selberg integral, some close forms of the moment generating functions of the two likelihood ratio test statistics are obtained. We then study the moment generating functions to derive the central limit theorems for the two likelihood ratio test statistics. In particular, our results study the cases that y ≤ 1 and that max{y 1 , y 2 } ≤ 1. As shown in Corollary 1.2, the result for y = 1 and the result for y ∈ (0, 1) are much different. The same applies for the second test.
We develop a tool on the product of a series of Gamma functions (Proposition 2.1). It is powerful in analyzing the moment generating functions of the two log-likelihood ratio statistics studied in this paper.
The organization of the rest of the paper is as follows. In Section 2, we derive a tool to study the product of a series the Gamma functions. The proofs of the main theorems stated above are given in Section 3.
Auxiliary Results

PROPOSITION 2.1 Let
The proposition is proved through the following three lemmas.
LEMMA 2.1 Let b := b(x) be a real-valued and bounded function defined on (0, ∞). Then
as x → +∞, where Γ(x) is the gamma function.
Proof. Recall the Stirling formula (see, e.g., p.368 from [6] or (37) on p.204 from [1] ):
(
) and 1
as x → +∞. Plugging these two assertions into (2.1), we have
Assume that lim n→∞ p/n = y ∈ (0, 1) and {t n ; n ≥ 1} is bounded.
Then, as n → ∞,
Proof. Since p/n → y ∈ (0, 1), then n − p → +∞ as n → ∞. By Lemma 2.1, there exists integer
for all i ≥ n − p as n is sufficiently large, where here and later in this proof we write t for t n for short notation. Notice −t log i 2 = t log 2 − t log i. Then,
By working on the lower bound similarly, we have
This implies, by assumption p/n → y, that
as n → ∞. Second, by the Stirling formula (see, e.g., p.210 from [11] ), there are some θ n , θ
as n → ∞. Join this with (2.3) and (2.4), we arrive at
as n → ∞. The proof is then complete.
Assume that lim n→∞ p/n = 1 and
Proof. Obviously, lim n→∞ r n = +∞. Hence, {t n ; n ≥ 2} is bounded. By Lemma 2.1, there exist
We will use (2.5) to estimate
. However, when n − p is small, say, 2 or 3 (which is possible since p/n → 1), the identity (2.5) can not be directly applied to estimate each term in the product of
. We next use a truncation to solve the problem thanks to the fact that
fixed, the two bounds above go to 1 as n → ∞. Consequently, lim n→∞ γ n = 1. This and (2.6) say
as n → ∞. By (2.5), as n is sufficiently large, we know
as n is sufficiently large. Now we analyze the four terms above.
By distinguishing the cases n − p > M and n − p ≤ M, we get
Now we estimate B n . By the same argument as in (2.9), we get
By the Stirling formula (see, e.g., p.210 from [11] ),
12n with θ n ∈ (0, 1) for all n ≥ 1. It follows that for some θ n , θ ′ n ∈ (0, 1),
with |R n | ≤ 1 as n is sufficiently large. Recall B n = t ∑ n−1 i=(n−p)∨M log i. We know from (2.10) that
where C here and later stands for a constant and can be different from line to line. 
Therefore,
Consequently, since C n = (t 2 + t)
Finally, it is easy to see from the second fact in (2.5) that
for all n ≥ 2. Now, reviewing that t = t n → 0 as n → ∞, we have from (2.7), (2.8), (2.9), (2.11) and (2.12) that, for fixed integer M > 0,
From (2.13) we have that
Recalling (2.7) and (2.8), letting M → ∞, we eventually obtain the desired conclusion.
Proof of Proposition 2.1. The conclusion corresponding to the case y = 1 follows from Lemma 2.3. If y ∈ (0, 1), then lim n→∞ r n = (− log(1 − y)) 1/2 , and hence {t n : n ≥ 1} is bounded. It follows that pt(1 + log 2) − pt log n + r
The last term above is identical to
The above three assertions conclude
as n → ∞. This is exactly the right hand side of (2.2).
Proof of Main Results
We first prove Theorem 1. To do that, we need to make a preparation. Assume that
The following is from Theorem 3. 
Recall the β-Laguerre ensemble as follows:
3)
. See, e.g., [9, 12] for further details. It is known that f β,a (λ 1 , · · · , λ p ) is a probability density function, i.e.,
See (17.6.5) from [13] (which is essentially a corollary of the Selberg integral in (3.23) below). 
) .
Proof.
Recall
We then have
. It follows that the above is identical to
. Therefore the integral in (3.6) is equal to 1/c β,a−t L by (3.2) and (3.3). It then from (3.5) and (3.6) that
The proof is complete.
Let {Z, Z n ; n ≥ 1} be a sequence of random variables. It is known that
for all t ∈ (−t 0 , t 0 ), where t 0 > 0 is a constant. See, e.g., page 408 from [5] .
Proof of Theorem 1. First, since log(1 − x) < −x for all x < 1, we know σ 2 n > 0 for all n > p ≥ 1. Now, by assumption, it is easy to see
+∞, if y = 1.
(3.8)
Trivially, the limit is always positive. Consequently,
To finish the proof, by (3.7) it is enough to show that
as n → ∞ for all s such that |s| < δ 0 /2.
Fix s such that |s| < δ 0 /2. Set t = t n = s/σ n . Then |t n | < 1/2 for all n > p ≥ 1. In Lemma 3.2, take β = 1 and a = (n − 1)/2, by (3.4),
for n > p. Then log Ee
. Now, use identity log(
as n → ∞. Join all the assertions from (3.10) to the above to obtain that log Ee
as n → ∞. Noticing
and from the definition of σ n and notation t = s σn , we know .7) with n 1 > p and n 2 > p.
have the same distribution, where 
Proof.
Recall that x 1 , · · · , x n1 is a random sample from population N p (µ 1 , Σ 1 ), and y 1 , · · · , y n2 is a random sample from population N p (µ 2 , Σ 2 ), and the two sets of random variables are independent.
Under H 0 in (1.4), Σ 1 = Σ 2 = Σ and Σ is non-singular. Set
Further, {x i ; 1 ≤ i ≤ n 1 } and {ỹ j ; 1 ≤ j ≤ n 2 } are obviously independent. Similar to (1.5) and (1.6), defineÃ
It is easy to check that
By Lemma 3.1,
where U = (u ij ) (n1−1)×p and V = (v ij ) (n2−1)×p , and
variables with distribution N (0, 1). Review (1.7),
since |n 1 A| = |n 1Ã | · |Σ|, and |n 2 B| = |n 2B | · |Σ| and
by (3.16), and hence the term |Σ| (n1+n2)/2 in the numerator canceled |Σ| N/2 in the denominator.
We see from the independence between n 1Ã
and n 2B and the independence between U * U and V * V that
where C is as in (3.13) . It is obvious that
Hence we have from (3.18) that
Finally, we get the desired conclusion from (3.19) and (3.20).
Let λ 1 , · · · , λ p be the eigenvalues of the β-Jacobi ensemble or the β-MANOVA matrix, that is, they have the joint probability density function:
is a probability density function follows from the Selberg integral (see, e.g., [10, 13] ):
It is known that the eigenvalues of C defined in (3.13) has density function f (
See, for example, [7, 14] for this fact.
LEMMA 3.4
Let T N be as in (1.7) . Assume n 1 > p and n 2 > p. Then
), where
(3.25)
Proof. From (1.7), e tTN = (L 1 ) −2t for any t ∈ R. Therefore, by Lemma 3.3,
where λ 1 , · · · , λ p are the eigenvalues of C in (3.13). Write c
. By (3.22) and (3.24), 
Now, use a i = 1 2 (n i − 1) for i = 1, 2 again to have
Thus, by setting
Similarly,Ṽ i,n (t) = V i,n (t) for i = 1, 2. These combining with (3.27) yield the desired result. Proof. First, we claim that
for all y 1 , y 2 ∈ (0, 1), where
Hence, by the convexity,
where the strict inequality comes since y 1 ̸ = 0 and y 2 ̸ = 0. Now, taking y i = p/n i ∈ (0, 1) for i = 1, 2 in (3.28), we get
Evidently, n 1 /N, n 2 /N, p/N ∈ (0, 1). Then, by (3.28), we know 0 < σ n < ∞ for all n 1 ≥ 2, n 2 ≥ 2.
Second, noting that
to prove the second part, it suffices to show from Lemma 3.4 that lim n1,n2→∞
Case 1:
(−∞, 0) and the sum of the last two term on the right hand side of (1.8) goes to +∞. Further, the given conditions say that n i − 1 ≥ p, and hence, 1 −
as n 1 , n 2 → ∞. We get (3.29). The proof is complete.
Proof of Theorem 2. From Lemma 3.5, we assume, without loss of generality, that E exp
From the condition p/n i → y i for i = 1, 2 as p ∧ n 1 ∧ n 2 = p → ∞ by the assumption n 1 > p and n 2 > p (we will simply say "p → ∞" in similar situations later), we know σ 2 n has a positive limit (possibly +∞) as p → ∞. It follows that {t n ; n 1 , n 2 ≥ 2} is bounded. By Lemma 3.4,
as p → ∞. Then, from (1.8) we know that
for i = 1, 2 as p → ∞. Replacing "t" in Proposition 2.1 with "n 1 t n /N ", we have
as p → ∞, where
as p → ∞. By the same argument, by using (3.31) we see By using the fact log(1 + x) = x + o(x 2 ) again, we have that
as p → ∞. Reviewing (3.36), we have
In particular, since {t n } is bounded, Using t n = t/σ n and the definition of σ n , we get as p → ∞ for any t ∈ R. The proof is completed by using (3.7).
