Structure determination of macromolecules often depends on phase improvement and phase extension by use of real-space averaging of electron density related by noncrystallographic symmetry.
Introduction
lterative phase improvement by means of electron density averaging of molecules related by noncrystallographic symmetry [for definition of this term see Rossmann (1972) or Rossmann (1990) ] is now a frequent tool for phase improvement and phase extension to higher resolution. Whenever a molecule exists more than once either in the same unit cell or in different unit cells, then error in the molecular electron density distribution due to error in phasing can be reduced by averaging of the various molecular copies. The number of such copies, N, is referred to as the noncrystallographic redundancy. As the noncrystallographic symmetry is, by definition, only local (often pertaining to a particular molecular center), there are holes and gaps between the averaged density which presumably are solvent space between molecules. Thus, the electron density can be improved both by averaging electron density and by flattening the density between molecules. Phases calculated by Fourier back-transforming the improved density should be more accurate than the original phases. Hence, the observed structure amplitudes (suitably weighted) can be associated with the improved phases and a new and improved map can be calculated. This, in turn, can again be averaged until convergence has been reached and the phases no longer change. In addition, the back-transformed map can be used to compute phases just beyond the extremity of the resolution of the terms used in the original map. The resultant amplitudes will not be zero because the map had been modified by averaging and solvent flattening. Thus, phases can be gradually extended and improved starting from a very low resolution approximation to the molecular structure. This procedure, sometimes referred to as molecular replacement averaging, was first implemented in reciprocal space (Rossmann & Blow, 1963; Main, 1967; Crowther, 1969) and more recently in real space (Bricogne, 1974 (Bricogne, , 1976 Johnson, 1978) .
Early examples of such a procedure for phase improvement are the structure determinations of ~-chymotrypsin (Matthews, Sigler, Henderson & Blow, 1967) , lobster glyceraldehyde-3-phosphate dehydrogenase (Buehner, Ford, Moras, Olsen & Rossmann, 1974) , hexokinase (Fletterick & Steitz, 1976) , tobacco mosaic virus disc protein (Champness, Bloomer, Bricogne, Butler & Klug, 1976; Bloomer, Champness, Bricogne, Staden & Klug, 1978) , the influenza virus hemagglutinin spike (Wilson, Skehel & Wiley, 1981) , tomato bushy stunt virus (Harrison, Olson, Schutt, Winkler & Bricogne, 1978) and southern bean mosaic virus (Abad-Zapatero, AbdelMeguid, Johnson, Leslie, Rayment, Rossmann, Suck & Tsukihara, 1980) . Early examples of phase extension, using real-space electron density averaging, were the study of glyceraldehyde-3-phosphate dehydrogenase (Argos, Ford & Rossmann, 1975) , hemocyanin (Gaykema, Hol, Vereijken, Soeter, Bak & Beintema, 1984) and human rhinovirus 14 (Rossmann, Arnold, Erickson, Frankenberger, Griffith, Hecht, Johnson, Kamer, Luo, Mosser, Rueckert, Sherry & Vriend, 1985) . Since then, this method has been used in numerous virus structure determinations (e.q. Hogle, Chow & Filman, 1985; Hosur, Schmidt, Tucker, Johnson, Gallagher, Selling & Rueckert, 1987; Tsao, Chapman, Agbandje, Keller, Smith, Wu, Luo, Smith, Rossmann, Compans & Parrish, 1991) with the phase extension being initiated from ever-lower resolution.
A popular computer program for real-space averaging was written by Gerard Bricogne (1976) . Another program has been described by Johnson (1978) . Both programs were based on a double-sorting procedure. Bricogne (1976) had suggested that, with interpolation between grid points using linear polynomials, it was necessary to sample electron density at grid intervals finer than 1/6 of the resolution limit of the Fourier terms that were used a a (a) (b) Fig. 1 . Stereographic projections showing alternative definitions of the 'standard orientation" of an icosahedron in the h-cell. lcosahedral axes are placed parallel to the cell axes. Limits of a nonerystallographic asymmetric unit are shaded, representing 1/60th of the volume of an object with icosahedral symmetry.
in calculating the map. With the availability of more computer memory, it was possible to store much of the electron density, thus avoiding the timeconsuming sorting operations (Hogle et al., 1985; Luo, Vriend, Kamer & Rossmann, 1989) . Simultaneously, the storage requirements could be drastically reduced by using interpolation with quadratic polynomials. While the latter required a little extra time, this was far less than would have been needed for sorting. Furthermore, it was found that Bricogne's estimate for the fineness of the map storage grid was too pessimistic, even for linear interpolation, which works well to about 1/2.5 of the resolution limit of the map. In addition to changes in strategy brought about by computers with larger memories, experience has been gained in program requirements of real-space averaging for phase determination. These have been combined in a new program used recently in the structure determinations of qgX174 (McKenna, Xia, Willingmann, Ilag, Krishnaswamy, Rossmann, Olson, Baker & Incardona, 1991) and Sindbis core protein (Choi, Tong, Minor, Dumas, Boege, Rossmann & Wengler, 1991) . Here we give a simple description of the program.
The p-and h-cells
It is useful to define two types of unit cells.
1. The 'p-cell' is the unit cell of the unknown crystal structure and is associated with fractional coordinates y and lattice translations a~,, bp, %.
2. The 'h-cell' is the unit cell with respect to which the noncrystallographic axes of the molecule (or particle) are to be defined in a standard orientation and is associated with fractional coordinates x and lattice translations ah, bh, Ch.
Since the averaged molecule is to be placed into all crystallographically related positions in the p-ceil, it is essential to know the envelope which encloses a single molecule. Care must be taken that the envelopes* from neighboring molecules in the p-cell do not overlap. The remaining space between the limits of the envelopes of the variously placed molecules in the p-cell can be taken to be solvent and hence flattened, a useful physical assumption to help phase determination.
The h-cell must be chosen at least as large as the largest dimension of the molecule. In general, it is convenient to define the h-cell with a h = b h = Ch and = fl = 7 = 9ff~, while placing the molecular center at (~-, ½, ~). For example, if the molecule is a viral particle with icosahedral symmetry, the standard orientation * In this paper, 'envelope' will be used to describe the external surface or boundary of a molecule, while 'mask' will be used to denote the three-dimensional distribution of grid points that have been assigned to be within the molecular surface.
can be defined by placing the twofold axes to correspond to the h-cell unit-cell axes, a procedure which can be done in one of two ways (Fig. 1 ). It will be necessary to know how the molecule (or particle) in the h-cell is related to the 'reference' molecule in the p-cell. The known p-cell crystallographic symmetry then permits the complete construction of the p-cell structure from whatever is the current h-cell electron density representation of the molecule.
The h-cell is used to determine a molecule in the standard orientation by averaging all the noncrystallographic units in the p-cell. Noncrystallographic symmetry is true in general only locally, within the confines of a molecular envelope. Hence, while density within a specific molecule will tend to be reinforced by the averaging procedure, the density outside the molecular boundaries will tend to be diminished. Thus, by averaging into the h-cell, the molecular envelope is revealed automatically. Indeed, the greater the noncrystallographic symmetry, the greater will be the clarity of the molecular boundary. Hence, the averaged molecule in the h-cell can be used to define automatically a molecular mask in the p-cell.
Averaging into the h-cell is also useful to display the molecule in a standard orientation (i.e. obtaining the electron density distribution on skew planes). Thus, it is possible to display the molecule, for instance, with sections perpendicular to a molecular twofold axis, and to position accurately the molecular symmetry axes. From this it is then easy to define the limits of the molecular asymmetric unit (Fig. 1 ). Hence, it is possible to save a great deal of computing time by evaluating the electron density in the h-cell only at those grid points within and immediately surrounding the noncrystallographic asymmetric unit.
Combining crystallographic and noncrystallographic symmetry
Transformations will now be described which relate noncrystallographically related positions distributed among several fragmented copies of the molecule in the asymmetric unit of the p-cell and bet,een the p-cell and the h-cell. 
Therefore, from (1) and (2)
Now if [to] represents the rotational relationship between the 'reference' molecule, m = 1, in the p-cell with respect to the h-cell, then from (3)
where y,. refers to fractional coordinates of the mth molecule in the p-cell.
With the assumption that there is only one molecule per asymmetric unit in the p-cell, let the ruth molecule in the p-cell be related to the reference molecule by the crystallographic rotation, IT,.], and translational, tin, operators such that
For convenience all translational components will initially be neglected in the further derivations below, but they will be reintroduced in the final stages. Hence, from (3) and (4) 
Finally, the rotation matrix, [R.1, is used to define the relationship among the N (N = 2 for a dimer, 4 for a 222 tetramer, 60 for an icosahedral virus etc.) noncrystallographic asymmetric units of the molecule within the h-cell. Then
a. General considerations Let Y and X be Cartesian coordinates, with dimensions of length, in the p-and h-cells which utilize the same origin as the fractional coordinates y and x, respectively. Let [tip] and [~h] be 'orthogonalization' and 'de-orthogonalization' matrices in the p-and hcells, respectively (Rossmann & Blow, 1962 
b. A veragin9 within the p-cell
Consider averaging the density at N noncrystallographically related points in the p-cell and replacing that density into the p-cell. By substituting for X. and X. = ~ in (7) using (6), Equation (llb) can be used to find all the N noncrystallographic asymmetric units within the crystallographic asymmetric unit of the p-cell. Thus, this equation is the essential equation for averaging the density in the p-cell and replacing it into the p-cell. A generalization of equations (8) through (1 lb) is given in the section on improper symmetry (see below).
c. Averagin9 the p-cell and placin9 the results into the h-cell
Consider averaging the density at N noncrystallographically related points in the p-cell and placing that result into the h-cell. From 
Since it is only necessary to place the reference molecule of the p-cell into the h-cell, it is sufficient to consider the case when m = 1, in which case IT m 1] Equation (13) determines the position of the N noncrystallographically related points Ym=l,. in the p-cell, whose average value is to be placed at x in the h-cell.
Defining the molecular mask in the p-cell
The crystallographic asymmetric unit is likely to contain bits and pieces of molecules centered at various positions in the unit cell and neighboring unit cells. The number, M, of such molecules can be estimated by generating all centers, derived from the given position of the center for the reference molecule, sp,.=l, and then determining whether a molecule of radius Ro. t would impinge on the crystallographic asymmetric unit within the defined boundaries. Here, Rout is a liberal estimate of the molecular radius. The corresponding rotation matrices [E,...] and translation vectors era.. can then be computed from (9) and (1 la). It is then necessary to associate each grid point within the p-cell crystallographic asymmetric unit to a specific molecular center, or to solvent. Any grid point whose distance from all M centers is greater than Rou, can immediately be designated as being in the solvent region. For other grid points, it is necessary to examine the corresponding h-cell density. From (12) it follows that (setting n =-1) x = EEl,,.= ,]y., + (Sh -EEl,,.= ,]sp.,.)
where (14) EEl,..
: ,] = E~]Er; '][~o][/~p][TZ ']
(n can be set to 1 as the h-cell presumably contains an averaged molecular electron density, in which case it does not matter which molecular asymmetric unit is referenced). Thus, (14) can be used to determine the electron density at Ym by inspecting the corresponding h-cell stored 0<a< 1 0<b< 1 0<c<l Maximum and minimum h-cell density was 330 and 229 arbitrary units, respectively CRIT, minimum density accepted as protein was 175 arbitrary units Electron density modifying radius: 14.3 A Map resolution: 22 A (from electron microscope reconstruction) Particle center was at 0.5000 0.5000 0.5000 Particle orientation: twofold axes were parallel to h-cell axial directions ( Fig. la) and icosahedral symmetry generated by the following sequential operations [see Rossmann & Blow (1962) Number of grid points where there was conflict between molecules at different centers'was 2779, corresponding to 2% of the cell volume.
interpolated density p(x) at x in the h-cell. Transfer of the electron density p(x) from the h-cell to the p-cell using (14) is often useful to obtain an initial structure. However, to determine a suitable mask it is useful to evaluate a modified electron density (p(x)) (see below) for the grid points immediately around x in the h-cell.
A parameter 'CRIT' can be defined to establish the distribution of grid points that are within the molecular envelope. When the modified electron density (p(x)) is less than CRIT, the corresponding grid point at y is taken to be in solvent. Otherwise, when (p(x)) exceeds CRIT, the grid point at y is assigned to that molecule which has the largest <p(x)>. If the percentage of grid points which might be assigned to more than one molecule is large (say greater than 1% of the total number of grid points), it probably means that the value of CRIT has been chosen too low, that the molecular boundary is still far from clear, or that the function used to define <p(x)> was badly chosen. In the case of a virus, it can be useful to define an inner radius, Rint, inside which the density is assumed to belong to the nucleic acid core (rather than external solvent) if <p(x)> is less than CRIT. Another even smaller radius, Rcore, can be defined inside which grid points will be assumed to correspond to nucleic acid irrespective of the value of <p(x)> (Table 1 ; Fig. 2 ). Grid points outside the molecular envelope can be set to the average solvent or nucleic acid density, set to zero or left unchanged.
In most circumstances, Fourier summations to calculate electron density do not include the F(000) Table 1A ).
term. Hence, the sum of the positive density and negative density within the unit cell must be exactly opposite so that the total density is zero. Within the molecule the density will, therefore, tend to vary from near maximum positive (where there are atoms) to near minimum negative (between atoms separated by van der Waals distances). Thus, the sum of the density within a molecule is also likely to be close to zero. It follows that, in general, the solvent density between molecules will be close to zero. What, therefore, identifies grid points within the molecule is that their surrounding density is changing far more rapidly and to a far greater extent than those without. Thus, the modified electron density <p(x)>, used to determine the molecular envelope, can be defined as either the mean absolute density or the maximum absolute density of grid points within roughly a small radius around x ('the modifying radius'). Such a procedure has long been used by Wang (1985) who uses the average of the positive density rather than considering absolute density. An equivalent procedure in reciprocal space has been described by Leslie (1987) . In defining a molecular envelope for the purpose of molecular averaging, it is important to maintain the resolution of the current density in assigning the mask boundaries. Otherwise, some grid points that should be inside the mask might be attributed to solvent or, on the other hand, the full complement of solventdensity grid points may not be attained.
When averaging the p-cell into the h-cell, the molecules surrounding the reference molecule will be diminished in electron density height as they do not obey the local noncrystallographic symmetry. They will not be entirely deleted, but their root-meansquare (r.m.s.) density is likely to be N-~/2 of the r.m.s. density within the reference molecule. It might, therefore, be advantageous to use a product, rather than a sum (average), of the electron density to create the h-cell distribution for the purpose of redefining an improved p-cell molecular mask. When a noncrystallographic symmetry axis is perpendicular to a crystallographic unit-cell translation direction, then the local symmetry is infinite in the direction of this translation (Fig. 3) . In this case, the molecular boundary cannot be defined on the basis of electron density height or variation in the h-cell, but would have to be defined by analyzing the molecular structure to determine which part of the density is connected to which molecule. Fortunately, in this case, it is sufficient to define the molecular boundary on purely geometric grounds, the most convenient definition being the tangent plane halfway between the molecular centers of the overlapping molecules (Fig. 3) .
Another criterion for the molecular envelope is that it obeys the noncrystallographic point-group symmetry. If the original h-cell electron density already possesses the molecular symmetry (e.g. icosahedral 532, 222 etc.), then the p-cell mask should also have that symmetry. However, where masks from different molecular centers conflict, the criterion based on the h-cell density (p(x)), described above, may cause local errors in the correct molecular symmetry. Such errors can be corrected by reimposing the noncrystallographic point-group symmetry on the p-cell mask. This can be conveniently achieved by setting the density at each grid point that was considered to be within the molecular envelope to a value of 100 and all other grid points to a density of zero. If the resultant density is averaged using the same routine as is used for averaging the actual electron density of the molecule (see below), then the Fig. 3 . Definition of the molecular boundary when a noncrystallographic axis (AB) is perpendicular to a crystallographic unit-cell translation direction (the z axis). The reference molecule has a center at s(x, y, z) and a dimer axis along AB, resulting in the parallel intermolecular diads A'B' and A"B". This molecule is in contact with the molecule centered at s(x, y, 1 + z). The actual molecular boundary suggests that the point at Pt (above the plane of the paper) should be averaged with the point P2 (below the plane of the paper) within the molecule centered at s(x, y, z). However, both P~ and P2 are outside the boundary defined by the tangent planes containing A'B' and A"B". The density at P't and P~ are twofold-related to the density at PI and P2 and belong to the neighboring molecules at s(x,y, 1+ z) and s(x, y, -1 + z). Hence, the result is the same whether the density is averaged between points PI and P2 (which would be the case if the chemical boundary of the molecule were used) or whether the density between points P'I and P2 is averaged (both of which are within the geometric definition of the molecular envelope determined by the tangent planes at A'B' and A"B"). Note that the local noncrystallographic symmetry terminates at the boundary between the molecules centered at s(x,y, z) and at s(l + x, y, z), making it possible to define the molecular boundary from the height of the averaged molecule in the h-cell.
average density will remain 100 if the interpolated density is 100 at all noncrystallographically related points. But, if the original grid point is near the edge of the mask, finding the density at symmetry-related points may involve interpolation between density at level 100 and at level 0, giving an averaged density of less than 100. Hence, any grid point whose averaged density is below some criterion (e.g. LXTND) should be attributed to solvent. A value of LXTND = 50 would be neutral, having the effect of giving the mask the correct symmetry but leaving it with the same volume; a value of LXTND < 50 implies that relatively few grid points will be forced to be solvent and the volume of the mask increases above its previous value to an extent depending on the choice of LXTND (Table 2 ). Grid points in solvent are similarly considered with respect to all particle centers closer than Rou t . The mask may be found to have single or adjacent grid points that have been assigned as solvent but yet are completely buried within the mask for a given molecule. This may be the result of a slightly poor value for CRIT, error in the h-cell density or it might be a real pocket within the molecule. Whichever is the case, it is probably best to assign such grid points to the molecular mask which surrounds these points. In practice, it is possible to examine each solvent (or nucleic-acid-associated) grid point and determine the nature of the six nearest-neighboring grid points. If all six are solvent, then clearly the grid point under consideration is solvent. If all six belong to the mask of a molecule with the same center, then almost certainly this grid point should be assigned to the mask of the corresponding molecule. If three of the surrounding grid points belong to a mask of one molecule and three to another, then this grid point probably is between two molecules and should remain solvent. A criterion IFILL can be set such that if IFILL of the six grid points surrounding a grid point previously assigned to be solvent belong to one particular molecule, then the solvent grid point should be reassigned (IFILL = 6 or 5 are useful values) ( Table  3 ). This procedure might be expanded to other situations, such as protein grid points surrounded by solvent or from a neighboring molecule.
Computation of a reasonable p-cell mask takes about the same time as one cycle of averaging. However, once calculated, a mask can be retained for many cycles of averaging and for many extension steps. It will need recomputing only when the grid step interval becomes larger than about 2.5 of the map resolution (an empirical result) or when there is evidence that the mask could be substantially improved by using a better h-cell representation of the molecule.
Finding the averaged density in the p-cell
Before averaging commences, the M x N matrices [E,,,.,] and translation vectors e,,,., must be evaluated [see (9) and (11 a)]. Here, N is the noncrystallographic redundancy and M is the number of molecules that impinge on the crystallographic asymmetric unit of the p-cell. The noncrystallographic symmetry can be represented in terms of the fewest point-groupsymmetry operators that can represent the noncrystallographic symmetry. It is usually most convenient to give these in terms of rotations with respect to the polar coordinates x, ~k, ~o [see Rossmann & Blow (1962) for a definition] in the h-cell (an example for icosahedral symmetry is given in Table 1 ). From these (two operators for 222 symmetry, four operators for 532 symmetry etc.), all N rotation matrices [R,,] can be developed. The M molecules which might impinge on the crystallographic asymmetric unit are computed from the specified outer radius, Rout, of the molecule, the given boundaries of the crystallographic asymmetric unit and the crystallographic symmetry operations [T,,,] and t,,,. Associated with each grid point in the p-cell asymmetric unit will be (i) the value of m (1 < m < 26) designating which molecular center is to be associated with that grid point [special values of m are 27 (solvent) or 28 (nucleic acid)] and (ii) the p-cell electron density at that point. A maximum value for m of 26 was chosen to permit easy representation of the mask in terms of the alphabet (Fig. 2) .
The grid points within the asymmetric unit are then examined one at a time. If the grid point is solvent or nucleic acid, it can be (by specifying an input parameter) set to zero, to the mean solvent or nucleic acid density, or left unchanged. If the grid point is within the mask, it can be (by specifying another input parameter) set to zero, left unchanged, or averaged among the N noncrystaliographically related equivalent positions belonging to molecule m. Leaving the density unchanged permits phase improvement due to solvent flattening alone.
Time in averaging is consumed in calculating the N equivalent positions, in computing the interpolated density among all 8 or 11 points surrounding the desired density position and in retrieving the 8N or l lN (depending on the quality of interpolation required -see below) electron densities necessary for the averaging. Considerable time could be conserved by storing the nonintegral positions of grid points required for averaging -or better still storing the 8 or 11 grid points surrounding each nonintegral grid position. However, storage requirements soon become overwhelming. Consider, for instance, a unit cell with dimensions 300 x 300 x 300A. Assume that the density in the unit cell is to be sampled at 1 A intervals and that half the grid points are in the asymmetric unit and that half of these are within the mask. Assume also that interpolation is to use eight surrounding points and that the noncrystallographic redundancy is 60-fold. That means storage would be required for 8 x 60x 300 x 300x 300 x¼ or 3.24 x 109 sets of grid coordinates. As the grid points to be averaged will be considered sequentially, this list would have the same sequence and can, therefore, be written in suitable-length blocks onto disk. However, this much memory (together with the memory required for map storage) is not available on Purdue University's Cyber 205. Hence, a strategy had to be adopted for rapidly recalculating these grid points, a process which is very suitable for vectorization if the noncrystallographic redundancy is high. If the latter is low, it is probably better to retain the 'grid list' on disk for reuse on every cycle with a given mask.
Random access to map storage is a problem which can be solved by a double-sorting procedure (Bricogne, 1974 (Bricogne, , 1976 Johnson, 1978) . With a virtual memory system, a different algorithm can be applied. Consider the map to be divided into bricks where one or two bricks occupy one page of disk memory. For the Cyber 205 computer that means each brick contained 16 x 16 x 64 densities and one page contained two bricks. The N crystallographically equivalent points corresponding to the reference grid point will, in general, fall on N pages (or at worst some will be on page boundaries). All these N pages can be resident in memory at the same time. As the reference grid position moves systematically towards the edge of its brick, so the other equivalent grid points on the other pages also move towards the edge of their bricks. Only when the original grid point moves from one brick to another are the N equivalent grid points likely to move from one brick to another. Using sequentially the reference grid points within a brick reduces the number of times the other N equivalent positions fall outside the N bricks currently in memory. Very roughly, therefore, with the assumption that the memory can retain only N pages, the number of page faults should then be (V/v)N, where V is the volume of the asymmetric unit and v the volume of a brick. For the example given above for calculating the 'grid list' storage, the number of page faults would be about 25 000. Usually, however, there are far fewer page faults than this estimate suggests, both because the memory can hold many more than N bricks at a time, and because there will be coincidence of pages for different noncrystallographic asymmetric units when the grid point is nearer the center of the molecular point symmetry.
The N noncrystaUographically equivalent nonintegral grid points can be computed from (11). Some of these will lie outside the crystallographic asymmetric unit. These will, therefore, have to be operated on by unit-cell translations and crystallographic symmetry operations to bring them back into the asymmetric unit before the corresponding interpolated density can be calculated. This also can be a time-consuming calculation, but by a suitable combination of operations those points that need this kind of manipulation can be gathered into a single vector for rapid vector, rather than scalar, calculations.
The averaged density, when determined at each grid point, must be stored. If the grid points are sampled in strict order, it will be possible to generate a section of the modified map or (say) 16 sections (if each brick is 16 sections thick) at a time. As soon as this section (or sections) of averaged electron density has been calculated, it (they) can be written to disk as no further use of these new density values are required until the whole map has been completely modified. It is possible that prior to the subsequent Fourier back-transformation of this map (cf. Rossmann, 1990) it may be necessary to construct the whole unit cell if the available Fourier program only works for triclinic cells. The brick concept also serves well to generate the electron density distribution of the complete cell using the known crystallographic symmetry.
It is useful to keep a record of the scatter among the electron densities that were averaged. Let x i (i = 1, 2,..., N) be a set of positions at which the electron densities are averaged. Then the mean density to be stored is and the r.m.s, deviation from the mean is
The mean value of a(p), denoted by <a(p)>, is a useful criterion for refining the particle position and orientation (Table 4) . Each rotational and translational parameter is varied one at a time and a search can be conducted for the values of the parameters which give the smallest (a(p) ). This process can be speeded up considerably by averaging into the h-cell and considering only a limited volume of the molecule, as all parts of the molecule should give the same results for the best position and orientation.
Averaging into the h-cell
The procedure is very similar to p-cell averaging, except that the rotation and translation matrices are given by (13). Furthermore, no mask is required as all the averaging into the h-cell (from p-cell electron density) can be done with respect to the reference molecule centered at sv.,,,= 1 in the p-cell. Each grid point is taken in turn in the h-cell. The electron density at any grid point that is further away from sh than Rou t is set to zero. Other grid-point positions are expanded into the N equivalent positions in the p-cell surrounding sp.,,,_-~. The interpolated density is then found, averaged over the N equivalent positions and stored at the original h-cell grid point in successive sections, in the same way as in the p-cell averaging. As in averaging within the p-cell, a record is kept of (a(p)) as a function of (p(x)) ( Table 4 ). In general, the local noncrystallographic symmetry is valid only within the molecule. Hence, the h-cell density will show the molecular envelope and can be used to recompute an improved p-cell density mask (Fig. 4) .. The rate of build up of signal within the molecule should be roughly proportional to N, while the rate outside the molecule should be proportional to about NI/2.
Interpolation
The most straightforward 'linear' interpolation can be discussed with reference to Fig. 5 (in mathematical ~" n is number of grid points with (Pa) in given range. :~ (a(pa)) is root-mean-square deviation from Pa among noncrystallographic asymmetric points averaged over all points in the mask.
literature this is called a trilinear approximation or a tensor product of three one-dimensional linear interpolants). Let G be the position at which the density is to be interpolated and let this point have There is no evidence of the neighboring molecules; thus, the molecular envelope is clearly defined. Tick marks are at 2/~, intervals. The orientation is as in Fig. l(a) .
at Ax = 0, Ay = 0, Az = 0. Other grid points will then be at 100, 010, 001 etc., with the point diagonally opposite the origin being at 111. The density at A (between 000 and 100) can then be approximated as the value of the linear interpolant of Pooo and Ploo: (dx, dy, Az) given the eight densities at the corners of the box. The interpolated value can be built up by first using interpolations to determine the densities at A, B, C and D. A second linear interpolation then determines the density at E (from densities at A and B) and at F (from densities at C and D). The third linear interpolation determines the density at G from the densities at E and F.
with a similar expression for p (F) . Finally, the interpolated density at G between E and F is given by
Putting all these together, it is easy to show that 
where the coefficients Aok are evaluated with as few additions as possible. In the structure determination of ~0X174 (McKenna et al., 1991) , convergence in just three or four cycles was achieved with this eight-point interpolant even when the grid spacing was as large as resolution/2.5, although fewer cycles are required with smaller grid-point intervals. Thus, contrary to the suggestion of Bricogne (1976) , there is little advantage in using grid steps that have a size of only about 1/6 of the resolution. In light of earlier fears, it was useful to explore 'non-linear' interpolation (Nordman, 1980) to minimize the number of stored electron density points. Nordman used values of the electron density at three additional grid points close to (Ax, Ay, Az) to evaluate an 11-point approximant, rather than an interpolant. No improvement in accuracy or rate of convergence was found in using this l 1-point approximation procedure over an 8-point interpolation.
Improper symmetry
Usually molecules have closed point-group symmetry ('proper symmetry'). In this case, it is sufficient to define a single molecular envelope as the chemical differentiation of one subunit from another is irrelevant for the purpose of averaging. However, if two or more molecules crystallize within the same crystallographic asymmetric unit, they may have a rotational and translational interrelation such that repeated applications of the rotations [R,,] do not return to the original molecule ('improper symmetry'). In this case, it is necessary to define the envelope of each separate reference molecule in the p-cell with respect to the standard molecule in the h-cell. Hence, (2) 
where Yi.m.. is the nth molecular asymmetric unit of the ith reference molecule in the mth crystallographically related position. Then, from (7) and (16) 
which is a generalized form of (9) and (10). The translation element of (17) can be determined, as before, by knowing the positions of the origins of the reference molecules sp, i,m.
The fast double-interpolation procedure
The single-interpolation procedure described above requires the determination of the averaged electron density at each grid point within the crystallographic asymmetric unit that is within the mask. For each grid point, one interpolation is required at each of the N nonintegral grid points whose densities are to be averaged. In this procedure, there is some wastage, because the new averaged density needs to be determined only within the noncrystallographic asymmetric unit, or (1/N)th of the crystallographic asymmetric unit. Once this has been accomplished, all other grid-point densities can be determined by folding them back into the noncrystallographic asymmetric unit. Thus, one interpolation takes the place of N interpolations for [1/(N -1)]th of all the grid points within the mask. The disadvantage is that it will be necessary to interpolate a second time between the grid points within the designated noncrystallographic asymmetric unit to find the density corresponding to a grid point outside the noncrystallographic asymmetric unit. As every interpolation tends to degrade the density values to some extent, it will be necessary to use a somewhat finer grid for this, otherwise faster, procedure.
The first step in the fast double-interpolation procedure is to tag those grid points within the noncrystallographic asymmetric unit. This can be achieved by generating all N noncrystallographically related positions for a given grid point and folding these back into the defined crystallographic asymmetric unit. The three components of the coordinates Ym,n are then packed into a single word. The coordinates which give (say) the smallest number can be arbitrarily assigned as the noncrystallographic asymmetric unit. No matter where the initial position is, the N points that are generated will always bear the same relation. Thus, this provides a unique procedure for selecting the noncrystallographic asymmetric unit. All points that are outside this unit are tagged by turning on a specific bit associated with each grid point in the mask. In addition, the identity of the symmetry operator (one of NM) which relates a given grid point to a site within the noncrystallographic asymmetric unit is retained.
If the mask has not been tagged, then averaging proceeds for all grid points within the mask. If the mask has been tagged, averaging will be performed only at the untagged points (namely those within the noncrystallographic asymmetric unit). In a second pass over the mask, all the tagged grid points (those outside the noncrystallographic asymmetric unit) are folded back into the noncrystallographic asymmetric unit by using the previously identified appropriate symmetry operation. The averaged density can now be found by interpolation. Some unfavorable interpolation may occur at points that border the edges of the noncrystallographic asymmetric unit as the interpolation may involve densities that lie outside the noncrystallographic asymmetric unit where the average density has not yet been determined. In practice, a factor of six was achieved in computing speed but at a considerable loss of precision.
Combining different crystal forms
It frequently occurs that a molecule crystallizes in a variety of different crystal forms [e.g. hexokinase (Fletterick & Steitz, 1976) , the influenza virus neuraminidase spike (Varghese, Laver & Colman, 1983) , the histocompatibility antigen HLA (Bjorkman, Saper, Samraoui, Bennett, Strominger & Wiley, 1987) and the CD4 receptor (Wang, Yah, Garrett, Liu, Rodgers, Garlick, Tarr, Husain, Reinherz & Harrison, 1990) ]. It is then advantageous to average between the different crystal forms. This is best achieved by averaging each crystal form independently into a standard orientation in the h-cell (if the redundancy is N = 1 for a given crystal form, then this amounts to simply producing a skewed presentation of the pcell in the h-cell environment). The different results, now all in the same h-cell orientation, can be averaged.
However, care must be taken to put equal weight on each molecular copy. If the ith cell contains N i noncrystallographic copies, then the average of the densities pi(x) (i = 1, 2 ..... I) is ~i [Nip~(x) ]/(~i Ni) at each grid point x in the h-cell. Additional weights can be added to account for the subjective assessment of the quality of the electron densities in the different crystal cells.
An example of this application occurred in the structure determination of Sindbis core protein (Boege, Cygler, Wengler, Dumas, Tsao, Luo, Smith & Rossmann, 1989; Tong, Choi, Minor & Rossmann, 1992) . Here, crystal form 2 (space group P43212 ) contained a molecular dimer sitting on a crystallographic twofold axis (N = 1) and crystal form 3 (space group P21) contained one molecular dimer per crystallographic asymmetric unit (N = 2) (Fig. 6) .
With the h-cell density improved by averaging among different crystal forms, it can now be replaced into the different p-cells. These p-cells can then be back-transformed in the usual manner to obtain a better set of phases. These, in turn, can be associated with the observed structure amplitudes for each p-cell structure and the cycle can be repeated.
Test examples
The present program has been used in the structure determination of q~X174 (McKenna et al., 1991) and Sindbis virus core protein (Tong et al., 1992) . It is being used to improve phases for monoclinic canine parvovirus as well as tetragonal canine parvovirus in order to define a better envelope. The program has also been used in tests for assessing convergence rates in the presence of different grid-step sizes with phosphoglucomutase diffraction data. These crystals belong to space group P4~212 and contain one dimer in the asymmetric unit. The mask was determined from the known molecular structure (Lin, Konno, Abad-Zapatero, Wierenga, Murthy, Ray & Rossmann, 1986) . 11 cycles were performed on a 5 A resolution map using grid spacing of (a) Aa=Ab= 1.7 and Ac= 1.6A, and (b) Aa=Ab= 2.4, Ac= 2.4 A,, corresponding to about (1/3.0) and (1/2.1) of the resolution, respectively. The results, using eight-point interpolation, are given in Table 5 . While there was excellent convergence with the finer grid-step size, the coarser grid size initially converged more slowly and eventually even slightly diverged. As the theoretical limit for interpolation in reciprocal space is half a reciprocal-lattice point, it is indeed surprising that convergence was as good as it was for the very coarse grid size. Presumably, in the initial stages of refinement, phases for the lower-resolution reflections converged, but later the phases of the higher-resolution reflections, near the edge of resolution, diverged. density within a few bricks only. These require only a limited number of other bricks for density averaging. Typical CPU times on the Cyber 205 computer for phase improvement for the q~X174 structure determination at 3.3 A resolution are summarized in Table  6 . The IBM 6000 workstation execution times are about 2.5 times slower and preliminary results indicate that the times would be about four times faster on the Intel Hypercube.
