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k-DOUBLE SCHUR FUNCTIONS AND EQUIVARIANT (CO)HOMOLOGY
OF THE AFFINE GRASSMANNIAN
THOMAS LAM AND MARK SHIMOZONO
Abstract. The Schubert bases of the torus-equivariant homology and cohomology rings of
the affine Grassmannian of SLk+1 are realized by new families of symmetric functions called
k-double Schur functions and affine double Schur functions.
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2 THOMAS LAM AND MARK SHIMOZONO
1. Introduction
Let Gr = GrSLn denote the affine Grassmannian of SLn. The space Gr is an ind-scheme with
a distinguished stratification Gr =
⊔
Xw by Schubert varieties. The torus-equivariant Schu-
bert classes of Xw form dual bases of the torus-equivariant homology HT (Gr) and cohomology
HT (Gr). The weak homotopy equivalence between Gr and the based loop group ΩSU(n) endows
HT (Gr) and H
T (Gr) with the structure of dual Hopf algebras. The main aim of this article is to
produce explicit polynomial representatives for the equivariant Schubert classes [Xw]T ∈ HT (Gr)
and [Xw]
T ∈ HT (Gr).
We first construct two dual Hopf algebras of symmetric functions Λ(n)(x‖a) and Λˆ(n)(y‖a).
The former is a quotient of the ring Λ(x‖a) of double symmetric functions, and the latter is a
subalgebra of the ring Λˆ(y‖a) of dual double symmetric functions. The ring Λ(x‖a) is connected
to the torus-equivariant cohomology of the finite Grassmannian [KT]. The ring Λˆ(y‖a) was
defined by Molev [Mol].
We introduce new symmetric functions F˜λ(x‖a) ∈ Λ
(n)(x‖a), called affine double Schur
functions, and s
(k)
λ (y‖a) ∈ Λˆ(n)(y‖a), called k-double Schur functions. When the “equi-
variant parameters” ai are specialized to 0, these symmetric functions reduce to the usual affine
Schur functions [Lam06], and the k-Schur functions of Lapointe, Lascoux, and Morse [LLM, LM].
Affine Schur functions are a special case of affine Stanley symmetric functions, and we also give
a definition of affine double Stanley symmetric functions F˜w(x‖a). Stanley symmetric
functions were first introduced in the study of reduced factorizations in the symmetric group.
On the other hand, k-Schur functions were introduced in the apparently unrelated subject of
Macdonald polynomial positivity.
These families F˜λ(x‖a) and s
(k)
λ (y‖a) of symmetric functions form bases of the respective
rings and are labeled by partitions whose first part is less than n. There is a bijection λ↔ wafλ
between such partitions and the affine Grassmannian permutations {w ∈ S˜0n}, which label the
Schubert varieties of Gr. Our main theorem is:
Theorem.
(1) There are dual Hopf-isomorphisms
κ :Λˆ(n)(y‖a)→ HT (Gr)
κ∗ :HT (Gr)→ Λ(n)(x‖a)
such that
s
(k)
λ (y‖a) 7−→ [Xwafλ
]T
[Xwaf
λ
]T 7−→ F˜λ(x‖a).
(2) For each T -fixed point v ∈ Gr, there is a map ǫv : Λ(n)(x‖a) → HT (pt), defined by
specializing the x’s to a’s in a prescribed manner, such that
ǫv(F˜λ(x‖a)) = ι
∗
v([Xwaf
λ
]T )
where ιv : pt→ Gr is the inclusion of the T -fixed point.
The analogue of (1) for the non-equivariant (co)homologies H∗(Gr) andH
∗(Gr) was previously
established by the first author [Lam08], confirming a conjecture of the second author. Part
(2) of the theorem is an analogue of a well-known property of double Schur functions [KT]
and the double Schubert polynomials of Lascoux and Schu¨tzenberger [Bil] [LSch]. Thus our
polynomial representatives combine the best of two worlds: (a) they are compatible with the
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Hopf structure, that is, they correctly calculate product and coproduct structure constants;
and (b) they compute equivariant localizations by specializing one set of variables in terms of
the other. Indeed, that a family of symmetric functions with both these properties could be
constructed was somewhat of a surprise.
In the n → ∞ limit, one has the infinite Grassmannian Gr∞ instead of the affine Grass-
mannian. As a preliminary step in our calculations, we also connect the ring Λ(x‖a) to the
torus-equivariant cohomology HTZ(Gr∞) of the infinite Grassmannian. In this limit, the affine
double Schur functions F˜λ(x‖a) reduce to the double Schur functions sλ(x‖a), and we show that
the latter can be identified with the Schubert bases of Gr∞.
Our general strategy to establish part (1) of the Theorem mostly follows [Lam08]. Peterson
showed [Pet] that the Hopf algebra HT (Gr) can be identified with a centralizer subalgebra P
of a small torus variant A of Kostant and Kumar’s nilHecke algebra for SˆLn, and furthermore
characterized the image of the Schubert basis in P [Pet]. The affine double Schur functions (and
more generally the affine double Stanley functions) are defined by declaring their expansion co-
efficients in Molev’s double monomial symmetric function basis to be given by coefficients of the
“standard” divided difference basis of A in products of Peterson’s Schubert basis {jw} ∈ P. An
explicit (positive, combinatorial) formula for these coefficients is discussed in a separate article
on the equivariant homology affine Pieri rule for HT (Gr) [LS+].
1 We compute the coproduct
structure constants for certain special classes of P and observe that they agree with those for
Molev’s dual homogeneous symmetric functions. This allows us to obtain a Hopf morphism from
Λˆ(n)(y‖a) to P.
To obtain part (2) of our theorem, we study the GKM ring Φ forHTZ(Gr∞) and the small torus
GKM ring ΦGr , which is a model forH
T (Gr). The ring Φ is a ring of functions f : SZ → H
TZ(pt)
on the infinite symmetric group, satisfying certain divisibility conditions described by Goresky,
Kottwitz, and Macpherson [GKM]. General GKM theory, or alternatively the work of Kostant
and Kumar [KK], shows that Φ can be identified with the image of HTZ(Gr∞) in
∏
w∈SZ
HTZ(pt)
and that one has Φ ≃ HTZ(Gr∞). The ring Λ(x‖a) of double symmetric functions can be
identified with Φ via a sequence of specialization homomorphisms, where the a-variables are
substituted for the x-variables in prescribed ways. While HT (Gr) does not satisfy the original
conditions required for the GKM construction [GKM], nevertheless Goresky, Kottwitz, and
Macpherson still give an analogous isomorphism HT (Gr) ≃ ΦGr in [GKM2].
The affine Grassmannian Gr can be embedded in the infinite Grassmannian Gr∞, and this
induces a maps HTZ(Gr∞) → H
T (Gr∞) → H
T (Gr). We explicitly calculate the kernel In of
the induced (surjective) map Λ(x‖a) ≃ HTZ(Gr∞) → H
T (Gr), obtaining a description of the
quotient Λ(n)(x‖a) ≃ HT (pt)⊗HTZ (pt)Λ(x‖a)/In. This description is then compared to the Hopf
algebras obtained via the definition of affine double Schur functions, and shown to agree.
2. Affine and infinite Grassmannians
We refer the reader to Kumar [Kum] for more details concerning the geometry discussed in
this section.
2.1. Infinite Grassmannian. We recall the ind-variety structure on the infinite Grassmannian
(see, for example, [KLMW]. Let C(−∞,∞] be the vector space containing independent elements
ei for i ∈ Z and consisting of infinite C-linear combinations
∑
i∈Z ciei where ci = 0 for i ≪ 0.
For i ∈ Z let Ei =
∏
j≥iCej . Let Gr
′
∞ be the set of subspaces V ⊂ C
(−∞,∞] such that
1However, this does not lead to a completely combinatorial formula for F˜λ(x‖a). Molev’s double monomial
symmetric functions are defined via duality, and as far as we are aware, do not yet have an explicit combinatorial
description.
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Ea ⊃ V ⊃ Eb for some a ≤ 0 < b. Then the infinite Grassmannian Gr∞ is the set of V ∈ Gr
′
∞
such that dim((V + E1)/E1) = dim((V + E1)/V ). Note that {V ∈ Gr∞ | Ea ⊃ V ⊃ Eb} ∼=
Gr(b− 1, b− a) via V 7→ V/Eb. This gives Gr∞ the structure of an ind-variety, being the union
of Grassmannians.
The infinite Grassmannian Gr∞ may also be thought of as a partial flag ind-variety for a Kac-
Moody group. Consider the bi-infinite type A root datum with Dynkin node set IZ = Z, simple
bonds joining i and i+1 for i ∈ IZ, and a weight lattice
⊕
i∈Z Zai. The Weyl group for the Kac-
Moody flag ind-variety of this root datum is SZ, the subgroup of the group SˆZ of all permutations
of Z consisting of the permutations that move only finitely many elements. Consider the maximal
parabolic subgroup S 6=0 ⊂ SZ generated by the reflections si for i ∈ IZ \ {0}; it is the subgroup
that stabilizes the subset Z>0 of Z (and hence also Z≤0). Let S
0
Z denote the poset of minimum
length coset representatives of SZ/S 6=0 under Bruhat order. The infinite Grassmannian is the
Kac-Moody partial flag ind-variety corresponding to this parabolic subgroup. As such, the
infinite Grassmannian has a stratification by Schubert varieties Xw, labeled by w ∈ S
0
Z.
We describe the Schubert varieties explicitly. There is a poset isomorphism from S0Z to Young’s
lattice Y of partitions, denoted w 7→ λ = λw, defined by
λi = w(1− i) + i− 1 for i ∈ Z>0.(1)
The inverse map λ 7→ wλ is defined by
wλ = · · · ρ
−2+λ3
−2 ρ
−1+λ2
−1 ρ
λ1
0 where(2)
ρji = sj−1sj−2 · · · si+1si for j ≥ i in IZ.(3)
There is a bijection between Y and the set of almost natural subsets of Z, those subsets
I ⊂ Z such that the sets Z>0 \ I and I ∩Z≤0 are both finite and have the same cardinality. The
bijection is given by λ 7→ Iλ := {1 − λ
′
1, 2− λ
′
2, . . . } where λ
′ is the conjugate partition to λ.
For w ∈ S0Z the Schubert cell X
◦
w consists of the V ∈ Gr∞ whose pivot set is w · Z>0, where
the pivot set of V is defined by
{i ∈ Z | dim((V + Ei+1)/Ei+1) > dim((V + Ei)/Ei)}.
The Schubert variety Xw is the Zariski closure of X
◦
w.
Let TZ ≃ (C
∗)Z be the torus with a coordinate weight for each ei. Then TZ acts on C
(−∞,∞]
and therefore on Gr∞. The equivariant cohomology H
TZ(Gr∞) is a free H
TZ(pt)-module with
basis given by the equivariant Schubert classes {[Xw]
T | w ∈ S0Z} (see [Kum]). Each Schubert
cell X◦w contains a unique T -fixed point ew·Z>0 where eI :=
∏
i∈I Cei for the almost natural
subset I ⊂ Z.
We have HTZ(pt) ∼= Q[a] = Q[. . . , a−1, a0, a1, . . .].
2 We shall make the nonstandard choice
that the weight of ei is −a1−i. The reflections in SZ are the transpositions sij for integers i < j;
we have si = si,i+1. The associated root of sij is denoted αij . Because of our unconventional
indexing of the ai, the root αij is identified with the element a1−j − a1−i of the weight
lattice.
2.2. Affine Grassmannian. Let Gr = GrSLn denote the affine Grassmannian of SLn. This is
the ind-scheme SLn(K)/SLn(O) where O = C[[t]] and K = C[[t]][t
−1]. One may obtain Gr as a
partial Kac-Moody flag ind-variety for the affine type A
(1)
n−1 root datum with Dynkin node set
Iaf = Z/nZ and parabolic Dynkin subset Z/nZ \ {0 + nZ}.
Let S˜n be the affine symmetric group. It has generators si for i ∈ Z/nZ. There is an
embedding S˜n → SˆZ given by sj+nZ 7→ · · · sj−nsjsj+nsj+2n · · · for j ∈ Z. The maximal parabolic
2Cohomology is taken with coefficients in Q unless explicitly stated otherwise.
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subgroup of S˜n generated by si for i ∈ Z/nZ\{0} is isomorphic to Sn. The set S˜
0
n ⊂ S˜n of affine
Grassmannian permutations are the minimum length coset representatives in S˜n/Sn.
The affine Grassmannian has a stratification by Schubert varieties Xw labeled by w ∈ S˜
0
n.
Let T ⊂ GLn be the maximal torus of GLn, which acts on Gr. The equivariant homology
HT (Gr) and equivariant cohomology H
T (Gr) have equivariant Schubert bases {[Xw]T } and
{[Xw]
T }. Furthermore, the inclusion of the based polynomial loops ΩpolSU(n) →֒ SLn(K)
induces a homeomorphism between ΩpolSU(n) and Gr. This endows HT (Gr) and H
T (Gr)
with the structure of dual Hopf algebras over S = HT (pt), and the corresponding equivariant
Schubert bases are dual bases. In the following we shall identify S with Q[ai | i ∈ Z/nZ], and
furthermore identify the simple root αi with a−i − a1−i.
There is a bijection λ 7→ wafλ from the set of (n − 1)-bounded partitions, that is, those
λ ∈ Y with λ1 < n, to S˜
0
n, where w
af
λ is given by the same formula as (2) except that the
reflection sj ∈ SZ for j ∈ Z is replaced by sj+nZ ∈ S˜n. There is a bijection from S˜
0
n to the set
Coren of n-cores, denoted w 7→ core(w) = λ ∈ Y where wλ ∈ S
0
Z is the unique element such that
w · Z>0 = wλ · Z>0, viewing w as a permutation of Z via S˜n → SˆZ.
The affine symmetric group S˜n is the semidirect product Sn ⋉ Q
∨ where Q∨ ≃ Zn−1 ≃
{(ν1, . . . , νn) | ν1+ν2+ · · ·+νn = 0} is the coroot lattice of Sn. The coroots α
∨
ij for 1 ≤ i 6= j ≤ n
are identified with the vector ν = ei−ej where ek denotes the usual basis vector. For ν ∈ Q
∨, we
let tν ∈ S˜n denote the corresponding translation element, which is given by setting tν(i) = i+νi n
for 1 ≤ i ≤ n. For u ∈ Sn and ν ∈ Q
∨, we have the relation utνu
−1 = tu·ν .
The real roots of S˜n are of the form α˜ = mδ + α, where α is a root of Sn and m ∈ Z. The
corresponding reflection is given by sα˜ = sαtmα∨ .
We shall let S˜n act on S by the level 0-action, under which translation elements act trivially,
and Sn acts in the usual manner (apart from our identification αi = a−i − a1−i).
The affine Grassmannian Gr is naturally a sub-ind-variety of the infinite Grassmannian Gr∞.
Let e1, . . . , en be the standard K-basis of the vector space K
n, and define ei+kn := t
kei for
1 ≤ i ≤ n and k ∈ Z. This identifies Kn with C(−∞,∞]. Then Gr consists of those V ∈ Gr∞
that define an O-submodule of Kn of rank n [Lu]. The T -fixed points in Gr ⊂ Gr∞ are the
points eI ∈ Gr∞ indexed by almost natural subsets I ⊂ Z with the additional condition (coming
from the O-module condition) that if i ∈ I then i + kn ∈ I for all k ≥ 0. For w ∈ S˜n the set
Iw := w · Z>0 is again almost natural and Iwu = Iw for u ∈ Sn ⊂ S˜n.
Forgetting from the TZ action on C
(−∞,∞] to that of T , we obtain the forgetful Q-algebra
homomorphism For : HTZ(pt)→ HT (pt), given by
For(ai+kn) = ai for 1 ≤ i ≤ n and k ∈ Z.(4)
We shall often view S as the above quotient of Q[a] without mention.
3. GKM rings
In this section we introduce the GKM (Goresky-Kottwitz-Macpherson) rings for the equivari-
ant cohomology rings HTZ(Gr∞) and H
T (Gr).
3.1. Infinite Grassmannian and the GKM ring Φ. Let Fun(SZ,Q[a]) be the Q[a]-algebra of
functions SZ → Q[a] under pointwise product (fg)(w) = f(w)g(w) and scalar action (qf)(w) =
q f(w) for q ∈ Q[a], f, g ∈ Fun(SZ,Q[a]), and w ∈ SZ. Let Φˆ be the set of g ∈ Fun(SZ,Q[a])
such that
g(sijw)− g(w) ∈ αijQ[a] for all integers i < j and w ∈ SZ(5)
g(wu) = g(w) for all w ∈ SZ and u ∈ S 6=0.(6)
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It can be shown that Φˆ is a Q[a]-subalgebra of Fun(SZ,Q[a]). The following results follow from
the work of Kostant and Kumar [KK].
Proposition 1. There are (Schubert basis) elements ξv ∈ Φˆ for v ∈ S0Z, uniquely defined by the
properties
ξv(w) = 0 unless v ≤ w(7)
ξv(w) ∈ Q[a] is homogeneous of degree ℓ(v)(8)
ξv(v) =
∏
i<j
sijv<v
αij .(9)
One has Φˆ =
∏
v∈S0
Z
Q[a]ξv, and one defines
Φ =
⊕
v∈S0
Z
Q[a]ξv.
For µ ∈ Y let iµ : {pt} → Gr∞ be the inclusion of the TZ-fixed point eIµ . If c ∈ H
TZ(Gr∞) is
any equivariant cohomology class, then i∗µ(c) ∈ Q[a].
Theorem 2. There is an isomorphism of Q[a]-algebras
HTZ(Gr∞) ∼= Φ
c 7→ (wµu 7→ i
∗
µ(c) | µ ∈ Y, u ∈ S 6=0)
[Xwλ ]
T 7→ ξwλ for λ ∈ Y
3.2. The affine Grassmannian and GKM ring ΦGr. Recall that we identify αij with a1−j−
a1−i ∈ S. Let Fun(S˜n, S) be the S-algebra of functions S˜n → S under pointwise product. Let
ΦˆFl be the subset of f ∈ Fun(S˜n, S) such that for all w ∈ S˜n we have
f((1− tα∨ij )
dw) ∈ αdij S and(10)
f((1− tα∨ij )
d−1(1− sij)w) ∈ α
d
ij S for 1 ≤ i 6= j ≤ n and d > 0.(11)
where f is formally left S-linear: f(
∑
w∈S˜n
cww) :=
∑
w∈S˜n
cwf(w) for finite sums with cw ∈ S.
These conditions were introduced in [GKM2]. Let ΦˆGr be the subset of f ∈ ΦˆFl such that
f(wu) = f(w) for u ∈ Sn.(12)
Remark 3. Functions f ∈ Fun(S˜n, S) that satisfy (10) and (12) automatically satisfy (11).
Proposition 4. There are elements ξv ∈ ΦˆGr (resp. ΦˆFl) for v ∈ S˜
0
n (resp. v ∈ S˜n), uniquely
defined by the properties
ξv(w) = 0 unless v ≤ w(13)
ξv(w) ∈ S is homogeneous of degree ℓ(v) for all w ∈ S˜0n (resp. w ∈ S˜n(14)
ξv(v) =
∏
α˜
sα˜v<v
α(15)
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where the product runs over the positive real affine roots α˜ = ±αij + kδ with the given descent
property and α = ±αij is the associated finite root. Moreover
ΦˆGr =
∏
v∈S˜0n
Sξv(16)
ΦˆFl =
∏
v∈S˜n
Sξv.(17)
Proof. Existence follows by taking the basis constructed by Kostant and Kumar [KK], which
consists of functions taking values inHTaf (pt), where Taf denotes the affine torus, and specializing
the functions to the finite (small) torus.
We now prove uniqueness for the affine Grassmannian case. Suppose ξ, ξ′ ∈ ΦˆGr both satisfy
the stated properties for some v ∈ S˜0n. Then ψ = ξ−ξ
′ is supported strictly above v and satisfies
(14). Suppose ψ(w) 6= 0 for some w ∈ S˜0n satisfying w > v, and such that w is minimal within
the support of ψ. Write w = utλ for u ∈ Sn and λ ∈ Q
∨. For each positive root α of Sn, we shall
show that (uα)mα divides ψ(w), where for α˜ ∈ {δ − α, 2δ − α, . . . ,mαδ − α} one has wsα˜ < w.
Note that since w ∈ S˜0n, all of the right inversions of w are of this form. Since the (uα) are all
relatively prime, this shows that ψ(w) has degree at least
∑
αmα = ℓ(w) > ℓ(v), contradicting
the assumption. Apply (10) with αij = uα and note that by assumption
ψ(tk(uα∨)w) = ψ(wtkα∨) = ψ(wtkα∨sα) = ψ(wskδ−α∨) = 0
for k = 1, 2, . . . ,mα. Thus ψ((1 − tuα∨)
mαw) = ψ(w) is divisible by (uα)mα , as claimed.
For the case of ΦˆFl, the strategy is the same but the computation is significantly more involved.
We shall not include the complete proof here but refer the reader to the proof of [LSS, Theorem
4.3] for an analogous calculation in the K-theoretic setting.
Equations (17) and (16) are proved using a similar technique; see again [LSS, Theorem 4.3].

Define
ΦFl =
⊕
v∈S˜n
Sξv(18)
ΦGr =
⊕
v∈S˜0n
Sξv.(19)
As before, for w ∈ S˜0n we write icore(w) : {pt} → Gr for the map with image ecore(w) ∈ Gr.
The isomorphism in the following result is due to Goresky-Kottwitz-Macpherson [GKM2]; the
identification of the Schubert basis follows from Kostant-Kumar [KK].
Theorem 5. There is an S-algebra isomorphism
HT (Gr) ∼= ΦGr
c 7→ (wu 7→ i∗core(w)(c)) for w ∈ S˜
0
n and u ∈ Sn
[Xv ]
T 7→ ξv for v ∈ S˜0n.
Remark 6. There is an S-algebra isomorphism HT (Fl) ∼= ΦFl where Fl is the affine flag ind-
variety of SLn.
For 1 ≤ r ≤ n− 1, we define ρr = ρr0 = w
af
(r) = sr−1 · · · s1s0 ∈ S˜
0
n.
Proposition 7. The S-algebra ΦGr is generated over S by ξ
ρr for 1 ≤ r ≤ n− 1.
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Proof. We first claim that the non-equivariant cohomology ring H∗(Gr) is generated over Q by
the non-equivariant special classes ξρ
r
0 . To see this, recall (for example [Lam08]) that H
∗(Gr) ≃
Λ(n) := Λ/〈mλ | λ1 ≥ n〉, where Λ denotes the usual ring of symmetric functions and mλ denotes
the usual monomial symmetric functions. It is clear that the power sums p1, p2, . . . , pn−1 generate
Λ(n) over Q, so it follows that the homogeneous symmetric functions h1, h2, . . . , hn−1 do as well.
It is shown in [Lam08] that hi is identified with ξ
ρr
0 under the isomorphism H
∗(Gr) ≃ Λ(n),
giving the claim.
Suppose ξw0 = p(ξ
ρ1
0 , ξ
ρ2
0 , . . . , ξ
ρn−1
0 ) for some polynomial p with Q-coefficients. It is known
that the structure constants in the equivariant Schubert basis {ξw | w ∈ S˜0n} of ΦGr ≃ H
T (Gr)
specialize via ai 7→ 0 to the structure constants in the non-equivariant Schubert basis {ξ
w
0 | w ∈
S˜0n}. It follows from this and the obvious grading of ΦGr that
p(ξρ
1
, ξρ
2
, . . . , ξρ
n−1
) = ξw +
∑
v : ℓ(v)<ℓ(w)
av ξ
v
for some coefficients av ∈ S. By induction, one obtains that each ξ
w can be written as a
polynomial in the ξρi with S-coefficients, proving the claim. 
4. The Hopf algebra of double symmetric functions
Let Λ(x‖a) be the Hopf algebra of double symmetric functions over Q[a] [Mol]. By
definition it is the polynomial algebra over Q[a] generated by the algebraically independent
primitive elements
pr[x− a>0] =
∑
i≥1
(xri − a
r
i ) for r ≥ 1(20)
where a>0 = (a1, a2, . . . ).
4.1. Limit construction. Let Pn = Q[a][x1, . . . , xn]
Sn be the Q[a]-Hopf algebra of symmetric
polynomials in x1, . . . , xn. The coproduct is defined by declaring that the elements
pr[(x1 + x2 + · · ·+ xn)− (a1 + a2 + · · ·+ an)] =
n∑
i=1
(xri − a
r
i )(21)
are primitive.
For m < n let pnm : Pn → Pm be the Q[a]-Hopf homomorphism defined by setting xk = ak
for m < k ≤ n. Then Λ(x‖a) is the projective limit of the Pn with p
∞
n : Λ(x‖a) → Pn given by
setting xk = ak for k > n.
4.2. Automorphisms. Let τ be the Q-algebra automorphisms of Q[a] and of Λ(x‖a) given by
τ(ai) = ai+1 for i ∈ Z(22)
τ(pr[x− a>0]) = pr[x− a>0] + a
r
1 for r ≥ 1.(23)
4.3. Double Schur functions. Let A and B be countable sets of variables. Define the homo-
geneous symmetric functions hr[A−B] by
∑
r≥0
trhr[A−B] =
∏
b∈B 1− bt∏
a∈A 1− at
.(24)
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Let Y be Young’s lattice of partitions. The double complete symmetric functions {hλ(x‖a) |
λ ∈ Y} are the Q[a]-basis of Λ(x‖a) defined by
hr(x‖a) = τ
1−rhr[x− a>0](25)
= hr[x− a>0 − a0 − a1 − · · · − a2−r]
hλ(x‖a) = hλ1(x‖a)hλ2(x‖a) · · · .(26)
Λ(x‖a) has Q[a]-bases given by the double Schur functions {sλ(x‖a) | λ ∈ Y} and Schur
functions {sλ[x− a>0] | λ ∈ Y}:
sλ(x‖a) = det(τ
j−1hλi−i+j(x‖a))1≤i,j≤ℓ(λ)(27)
sλ[x− a>0] = det(hλi−i+j[x− a>0])1≤i,j≤ℓ(λ).(28)
It can be shown [Mol, Thm 3.20] that
sλ(x‖a) ∈ sλ[x− a>0] +
∑
µ(λ
Z[a2−λ1 , . . . , aℓ(λ)−1]sµ[x− a>0].(29)
4.4. Symmetric function ring for Φ. Let w ∈ SZ. There is a Q[a]-algebra homomorphism
ǫw : Λ(x‖a)→ Q[a] defined by the substitution xi 7→ a1−w(1−i) for all i > 0, or more formally,
ǫw(pr[x− a>0]) =
∑
i∈Z≤0∩(1−w·Z≤0)
ari −
∑
i∈Z>0\(1−w·Z≤0)
ari .(30)
Define the map ǫ : Λ(x‖a)→ Fun(SZ,Q[a]) defined by
ǫ(f)(w) = ǫw(f).(31)
Theorem 8. ǫ is a Q[a]-algebra isomorphism Λ(x‖a) ∼= Φ sending sλ(x‖a) to ξ
wλ.
Proof. ǫ defines a Q[a]-algebra homomorphism Λ(x‖a) → Fun(SZ,Q[a]). Since Φ is a Q[a]-
subalgebra of Fun(SZ,Q[a]), to show that ǫ has image in Φ it suffices to check it on Q[a]-algebra
generators: for r ≥ 1 we must show that ǫ(pr[x − a>0]) ∈ Φ. By degree considerations it
is enough to show that ǫ(pr[x − a>0]) ∈ Φˆ. To show this it suffices to show g ∈ Φˆ where
g(w) = ǫw(pr[x− a>0]). It is clear that g satisfies (6). Condition (5) is straightforward to verify
using (30).
We deduce that the image of ǫ is in Φ. By the interpolation characterization of the double
Schur functions [Oko] (see also [Mol, (2.21)]) one has
ǫ(sλ(x‖a))(wλ) =
∏
(i,j)∈λ
(ai−λi − aλ′j−j+1) =
∏
(i,j)∈λ
αw(j),w(1−i) =
∏
k<ℓ
skℓw<w
αk,ℓ
and in addition ǫ(sλ(x‖a))(wµ) = 0 unless λ ⊆ µ. It follows that ǫ(sλ(x‖a)) satisfies the defining
property of the basis element ξwλ. In particular ǫ is onto. Graded dimension counting shows
that ǫ is an isomorphism. 
4.5. Symmetric function ring for ΦGr. Define the map ǫGr : Λ(x‖a)→ Fun(S˜n, S) by
ǫGr(f)(w) = ǫw(f) for w ∈ S˜n(32)
where the definition for ǫw in (30) also makes sense for w ∈ S˜n, and ǫw(f) is considered an
element of S via the forgetful map (4). From now on without additional mention, we shall view
an S-algebra as a Q[a]-algebra via the ring homomorphism For.
Lemma 9. The image of ǫGr is contained in ΦGr.
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Proof. ǫGr is a well-defined Q[a]-algebra homomorphism. Since ΦGr is a Q[a]-subalgebra of
Fun(S˜n, S), it suffices to consider the images of the algebra generators: for r ≥ 1 we must show
that ǫGr(pr[x− a>0]) ∈ ΦGr. Let w ∈ S˜n.
The condition (12) is immediate. It follows that we may instead evaluate at tν such that
ν = (ν1, . . . , νn) ∈ Q
∨ satisfies wSn = tνSn. Since
|Z≤0 ∩ tν · Z>0 ∩ (i+ nZ)| = min(0,−νi)
|(Z>0 \ tν · Z>0) ∩ (i+ nZ)| = max(0, νi) for 1 ≤ i ≤ n
we have
ǫGr(pr[x− a>0])(tν) =

 ∑
i∈Z≤0∩tν ·Z>0
ar1−i −
∑
i∈Z>0\tν ·Z>0
ar1−i


=
n∑
i=1
νi a
r
1−i.
Denote g(tνu) := ǫGr(pr[x − a>0])(tνu) =
∑n
i=1 νia
r
1−i, where u ∈ Sn. Note that the function
ν 7→ g(tν) is linear in ν.
To establish (10) let d > 0, αij a finite root and ν ∈ Q
∨. We have
g((1 − tα∨ij )
dtν) =
∑
p+q=d
(−1)q
(
d
q
)
g(tqα∨ij tν)
= g(tα∨ij )
∑
p+q=d
(−1)q
(
d
q
)
q + g(tν)
∑
p+q=d
(−1)q
(
d
q
)
= (ar1−i − a
r
1−j)
d∑
q=0
(−1)q
(
d
q
)
q.
If d = 1 then
∑d
q=0(−1)
q
(
d
q
)
q = −1 and ar1−i−a
r
1−j is divisible by a1−j −a1−i. Otherwise d ≥ 2,
in which case
∑d
q=0(−1)
q
(
d
q
)
q = 0 and again we are done.
Therefore ǫGr well-defines a Q[a]-algebra homorphism into ΦGr. 
To describe the kernel of ǫGr we introduce another basis of Λ(x‖a). It is a kind of power sum
basis. For r ≥ 1 define m˜r(x‖a) ∈ Λ(x‖a) by
m˜r(x‖a) =
r∑
j=1
(−1)r−jer−j(a1, a0, a−1, . . . , a2−r)pj [x− a>0](33)
and define m˜λ(x‖a) = m˜λ1(x‖a)m˜λ2(x‖a) · · · . Let m˜0(x‖a) = 1. The m˜λ(x‖a) form a basis of
Λ(x‖a), as they are unitriangular with the pλ[x− a>0] basis.
Lemma 10. The kernel of ǫGr contains m˜r(x‖a) for r ≥ n.
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Proof. Let r ≥ n. Let ν = (ν1, . . . , νn) ∈ Q
∨ be arbitrary. It suffices to show that ǫGr(m˜r(x‖a))(tν) =
0 for all ν ∈ Q∨. We have
ǫGr(m˜r(x‖a))(tν)
=
r∑
k=1
(−1)r−ker−k(a1, a0, a−1, . . . , a2−r)ǫGr(pk[x− a>0])(tν))
=
r∑
k=1
(−1)r−ker−k(a1, a0, a−1, . . . , a2−r)
n∑
i=1
νia
k
1−i
=
n∑
i=1
νi(Er(a1−i)− a1a0 · · · a2−r)) where
Er(t) = (t− a1)(t− a0) · · · (t− a2−r).
But r ≥ n so Er(a1−i) = 0 in S for all 1 ≤ i ≤ n and
∑n
i=1 νi = 0. We conclude that
m˜r(x‖a) ∈ ker(ǫGr). 
Lemma 11. For λ ∈ Y such that λ1 + ℓ(λ) ≤ n,
ǫGr(sλ(x‖a)) = ξ
waf
λ .(34)
In particular for 1 ≤ r ≤ n− 1
ǫGr(hr(x‖a)) = ξ
ρr .(35)
Proof. We have ǫ(sλ(x‖a)) = ξ
wλ . For such partitions λ, wafλ and wλ have the same reduced
words, and for wafλ one of the simple generators is not used. The Bruhat order ideals {v ∈
S0Z | v < wλ} and {u ∈ S˜
0
n | u < w
af
λ } are naturally isomorphic via a bijection u = γ(v).
Furthermore, we have λv = core(γ(v)), so that ǫv(sλ(x‖a)) = ǫγ(v)(sλ(x‖a)). Since ǫ(sλ(x‖a))
satisfies Proposition 1, we also have that ǫGr(sλ(x‖a)) satisfies Proposition 4. 
Define
In =
∑
r≥n
Λ(x‖a)m˜r(x‖a)(36)
Λ(n)(x‖a) = S ⊗Q[a] Λ(x‖a)/In.(37)
Since the m˜λ(x‖a) are unitriangular with the pλ[x− a>0] it follows that
In =
⊕
λ1≥n
Q[a]m˜λ(x‖a).(38)
Theorem 12. The map ǫGr induces an S-algebra isomorphism
Λ(n)(x‖a) ∼= ΦGr.
Proof. There is a well-defined S-algebra homomorphism Λ(n)(x‖a) → ΦGr by Lemmata 9 and
10. It is surjective by Lemma 11 and Proposition 7. Graded dimension counting completes the
proof. 
5. The ring dual to the double symmetric functions
Let Λˆ(y‖a) be the Hopf algebra over Q[a] given by the symmetric series in the variables
y = (y1, y2, . . . ) with coefficients in Q[a]. More precisely, Λˆ(y‖a) is the formal power series ring
over Q[a] in algebraically independent primitive elements pr[y] =
∑
i≥1 y
r
i for r > 0. We refer
the reader to [Mol] for more details concerning Λˆ(y‖a).
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5.1. Pairing with double symmetric functions. There is a Q[a]-bilinear perfect pairing
〈 , 〉 : Λ(x‖a) × Λˆ(y‖a)→ Q[a] defined by either of the following, for λ, µ ∈ Y:
〈sλ[x− a>0] , sµ[y]〉 = δλµ(39)
〈pλ[x− a>0] , pµ[y]〉 = zλδλµ(40)
where zλ =
∏
i≥1 i
mi(λ)mi(λ)! and mi(λ) is the number of times the part i occurs in λ.
Lemma 13. Under this pairing, the coalgebras Λ(x‖a) and Λˆ(y‖a) are Hopf-dual; namely,
〈∆f , g ⊗ h〉 = 〈f , gh〉 〈g ⊗ h , ∆f〉 = 〈gh , f〉.
5.2. Dual Schur functions. The dual Schur functions are the “basis” sˆλ(y‖a) of Λˆ(y‖a)
dual to the double Schur basis of Λ(x‖a):
〈sλ(x‖a) , sˆλ(y‖a)〉 = δλµ.(41)
Remark 14. The dual Schur functions generally have an infinite expansion in terms of Schur
functions, with sλ(y‖a) = sλ(y) + higher degree terms [Mol]; see (48) for the case when λ is a
single row.
The dual homogeneous symmetric functions are given by hˆk(y‖a) = sˆk(y‖a) for k ∈ Z≥0
and hˆλ(y‖a) = hˆλ1(y‖a)hˆλ2(y‖a) · · · for λ ∈ Y. More explicitly, we have∑
k≥0
hˆk(y‖a)(t− a1)(t− a0)(t− a−1) · · · (t− a2−k) =
∏
i≥1
1− a1yi
1− tyi
(42)
Remark 15. For k > 0, hˆk(y‖a) only depends on the k + 1 parameters a1, a0, a−1, . . . , a1−k.
This follows by induction upon the substitution of t = a1−k into (42):
k∑
j=0
hˆj(y‖a)(a1−k − a1)(a1−k − a0) . . . (a1−k − a2−j) =
∏
i≥1
1− a1yi
1− a1−kyi
.(43)
The dual Schur functions satisfy the Jacobi-Trudi formula
sˆλ(y‖a) = det(τ
j−1hˆλi−i+j(y‖a))1≤i,j≤ℓ(λ)
5.3. Orthogonality. The double monomial symmetric functions mλ(x‖a) are by defini-
tion the basis of Λ(x‖a) dual to the dual h-“basis” of Λˆ(y‖a):
〈mλ(x‖a) , hˆµ(y‖a)〉 = δλ,µ for λ, µ ∈ Y.(44)
Remark 16. It will be shown in Proposition 18 that m˜r(x‖a) = mr(x‖a) for r ≥ 1. However
m˜λ(x‖a) and mλ(x‖a) disagree in general.
Lemma 17. For all r, k ≥ 0 we have
〈m˜r(x‖a) , hˆk(y‖a)〉 = δr,k.(45)
In particular, for all r > 0 and µ ∈ Y with µ1 < r we have
〈m˜r(x‖a) , hˆµ(y‖a)〉 = 0.(46)
Proof. Since m˜r(x‖a) is primitive, by Lemma 13 the proof of (46) reduces to that of (45). For
k = 0, hˆ0(y‖a) = 1 and the result holds by (40). Suppose k > 0. For all j > 0 we have
pj [x− a>0] =
j−1∑
i=0
(−1)is(j−i,1i)[x− a>0].(47)
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By [Mol, Cor. 3.13] we have
hˆk(y‖a) =
∑
p,q≥0
(−a1)
qhp(a0, a−1, . . . , a1−k)s(k+p,1q)[y].(48)
By (39) we have
〈m˜r(x‖a) , hˆk(y‖a)〉
=
r∑
j=1
(−1)r−jer−j(a1, a0, a−1, . . . , a2−r)
j−1∑
i=0
ai1hj−i−k(a0, a−1, . . . , a1−k)
=
r∑
j=k
(−1)r−jer−j(a1, a0, a−1, . . . , a2−r)hj−k(a1, a0, a−1, . . . , a1−k).
If k ≥ r then the sum is δkr as required. If k < r the sum is 0, since it is the coefficient of t
r−k
in the following polynomial of degree r − k − 1:
(1− a1t)(1− a0t)(1 − a−1t) · · · (1− a2−rt)
(1− a1t)(1 − a0t)(1− a−1t) · · · (1− a1−kt)
= (1− a−kt) · · · (1− a2−rt).

Let Lλµ ∈ Q[a] be defined by
m˜λ(x‖a) =
∑
µ
Lλµmµ(x‖a).(49)
Proposition 18. Lλµ = 0 unless µ is a refinement of λ (that is, λ is obtained from µ by replacing
each part µi of µ by a collection of positive integers that sums to µi). Moreover Lλλ =
∏
imi(λ)!
and m˜r(x‖a) = mr(x‖a).
Proof. This follows using Lemmata 13 and 17 and the fact that the m˜r(x‖a) are primitive. 
Define Mλµ ∈ Q[a] by
mλ(x‖a) =
∑
µ∈Y
Mλµmµ[x− a>0](50)
where mµ[x− a>0] is the basis of Λ(x‖a) dual to the homogeneous symmetric functions hµ[y] ∈
Λˆ(y‖a).
Proposition 19. Mλµ ∈ Z[a], Mλλ = 1, and for µ 6= λ, we have Mλµ = 0 unless |µ| < |λ|.
Proof. By duality, the coefficient of mµ[x−a>0] in mλ(x‖a) is equal to the coefficient of hˆλ(y‖a)
in hµ[y]. By (48) we have hˆr(y‖a) ∈ hr[y]+
∏
|ν|>r Z[a]sν [y] = hr[y]+
∏
|ν|>r Z[a]hν [y]. It follows
that hˆλ(y‖a) ∈ hλ[y] +
∏
|ν|>|λ| Z[a]hν [y]. In particular hˆλ(y‖a) appears in hλ[y] with coefficient
1 and does not appear in hµ[y] unless |µ| < |λ|. 
Conjecture 20. Mλµ = 0 unless µ ⊂ λ. Moreover, in this case Mλµ 6= 0 unless µ = ∅.
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6. Equivariant Homology of Gr via symmetric functions
6.1. The affine nilHecke algebra and the Peterson subalgebra. Let Q = Frac(S) be
the fraction field of S. Let AQ be the twisted group algebra given by the formal Q-linear
combinations of elements of S˜n subject to the relations wq = (w · q)w for q ∈ Q and w ∈ S˜n. AQ
acts on Q where S˜n acts on Q by the level zero action and Q acts on itself by left multiplication.
Define the elements Ai = α
−1
i (si − 1) ∈ AQ for i ∈ Z/nZ. They satisfy only the relations
A2i = 0 and the same braid relations as simple reflections si in S˜n. The affine nilCoxeter
ring A0 is the Q-subalgebra of AQ generated by the Ai. For w ∈ S˜n let Aw = Ai1 · · ·AiN where
w = si1 · · · siN is a reduced decomposition. Then A0 =
⊕
w∈S˜n
QAw.
The algebra A0 acts on S and S acts on itself by left multiplication. The (small torus)
affine nilHecke ring A is the Q-subalgebra of AQ generated by A0 and S. It has relations
Aif = Ai · f + (si · f)Ai for i ∈ I and f ∈ S. One may show that A =
⊕
w∈S˜n
SAw.
The functions ξv ∈ ΦFl of Proposition 4 may be expressed by the following system of equations
in A [KK]:
w =
∑
v∈S˜n
ξv(w)Av for w ∈ S˜n.(51)
Example 21. si = 1 + αiAi = Aid + αiAsi . Thus ξ
id(si) = 1, ξ
si(si) = αi, and ξ
v(si) = 0 for
v 6∈ {id, si}.
In other words, there is an S-bilinear perfect pairing ΦFl × A → S given by 〈f , a〉 = f(a),
with respect to which the bases {ξv | v ∈ S˜n} and {Av | v ∈ S˜n} are dual. f is understood to
be a left Q-linear map f : AQ → Q in the sense that if a =
∑
w qww for qw ∈ Q = Frac(S) then
f(a) =
∑
w qwf(w).
Let A⊗S A be the S-module given by the quotient of A⊗QA by the elements sa⊗a
′−a⊗ sa′
for s ∈ S and a, a′ ∈ A. Define the function ∆ : A→ A⊗S A by
∆(Ai) = Ai ⊗ 1 + 1⊗Ai + αiAi ⊗Ai(52)
∆(Aw) = ∆(Ai1) · · ·∆(AiN ) where(53)
w = si1 · · · siN is a reduced decomposition
∆(
∑
w
cwAw) =
∑
w
cw∆(Aw) for cw ∈ S
′.(54)
Here the product in Im(∆) is defined by
(
∑
i
ai ⊗ bi)(
∑
j
cj ⊗ dj) =
∑
i,j
aicj ⊗ bidj .
This product is ill-defined on all of A⊗S A.
∆ is left S-linear and a ring homomorphism A→ Im(∆).
Let P = ZA(S), the centralizer subalgebra, called the Peterson subalgebra.
Theorem 22 ([Pet], see also [Lam08]).
(1) There is a unique left S-basis {jw | w ∈ S˜
0
n} of P with the property that for every w ∈ S˜
0
n,
jw = Aw +
∑
x∈S˜n\S˜0n
jxwAx for some j
x
w ∈ S.
(2) There is an isomorphism of S-Hopf algebras HT (Gr) ∼= P such that jw is the image of
the Schubert basis element [Xw]T for w ∈ S˜
0
n.
The Hopf-duality between HT (Gr) and HT (Gr) induces a Hopf-duality between ΦGr and P,
with respect to which {ξv | v ∈ S˜0n} and {jv | v ∈ S˜
0
n} are dual bases. The pairing ΦFl × A→ S
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restricts to a perfect pairing ΦGr × P→ S. For v,w ∈ S˜
0
n we have
〈ξv , jw〉 = δvw(55)
by (51) and the characterization of the jw basis in Theorem 22.
By special classes for P we mean the elements ji = jρi ∈ P. Define the elements c˜
rℓ
i (a) ∈ S
and crℓi (a) ∈ Q[a] by
∆(ji) =
∑
r,ℓ≥0
c˜rℓi (a) jr ⊗ jℓ(56)
∆hˆi(x‖a) =
∑
r,ℓ≥0
crℓi (a) hˆr(x‖a)⊗ hˆℓ(x‖a).(57)
By Remark 15, we have crℓi (a) ∈ Q[a1, a0, a−1, . . . , a2−n].
Proposition 23. The elements {hˆ1(y‖a), hˆ2(y‖a), . . . , hˆn−1(y‖a)} are algebraically independent
over Q[a1, a0, a−1, . . . , a2−n]. Moreover
crℓi (a) = c˜
rℓ
i (a).(58)
where crℓi (a) is considered as an element of S.
Proof. The “algebraic independence” statement follows from Molev [Mol]. We have the following
coefficients:
(1) crℓi (a).
(2) The coefficient of hi(x‖a) in hr(x‖a)hℓ(x‖a).
(3) The coefficient of ξρ
i
in ξρ
r
ξρ
ℓ
in ΦGr.
(4) c˜rℓi (a).
(1) and (2) are equal by Lemma 13. By Theorem 12 and (35) (2) and (3) agree. The Hopf
duality of P and ΦGr and (55) imply that (3) and (4) agree. 
6.2. Homology symmetric function ring. Define the following subrings of Λˆ(y‖a):
Λ(n)(y‖a) = Q[a1, a0, a−1, . . . , a2−n][hˆ1(y‖a), hˆ2(y‖a), . . . , hˆn−1(y‖a)]
Λˆ′(n)(y‖a) = Q[a1, a0, a−1, . . . , a2−n][[hˆ1(y‖a), hˆ2(y‖a), . . . , hˆn−1(y‖a)]].
Λ(n)(y‖a) is a Q[a1, a0, a−1, . . . , a2−n]-Hopf subalgebra of Λˆ(y‖a), as it is clear from the earlier
discussion that Λ(n)(y‖a) is indeed closed under the coproduct. We shall consider Λ(n)(y‖a) as
a Hopf algebra over S in the obvious manner. Λˆ′(n)(y‖a) is a completion of Λ(n)(y‖a).
Proposition 24. Λ(n)(x‖a) and Λ(n)(y‖a) are dual Hopf algebras over S with dual S-bases given
by {mλ(x‖a) | λ1 < n} and {hˆλ(y‖a) | λ1 < n}.
Proof. The duality is clear from the definition of mλ(x‖a).
Since In is generated by primitive elements it follows that Λ
(n)(x‖a) has an induced S-Hopf
algebra structure. It remains to show that {mλ(x‖a) | λ1 < n} is indeed a S-basis for Λ
(n)(x‖a).
The following hold.
(1) {m˜λ(x‖a) | λ ∈ Y} is a Q[a]-basis of Λ(x‖a) and {1⊗ m˜λ(x‖a) | λ ∈ Y} is an S-basis of
S ⊗Q[a] Λ(x‖a)
(2) {m˜λ(x‖a) | λ1 ≥ n} is a Q[a]-basis of In and {1 ⊗ m˜λ(x‖a) | λ1 ≥ n} is an S-basis of
S ⊗Q[a] In.
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(1) holds since the m˜λ(x‖a) are unitriangular over Q[a] with the Q[a]-basis {pλ[x−a>0] | λ ∈ Y}
of Λ(x‖a). (2) can be deduced from the definition of In and (1).
By Proposition 18 the m˜λ(x‖a) are triangular with the mλ(x‖a) with diagonal coefficients
in Q×. It follows that all of the above basis statements remain true with mλ(x‖a) replacing
m˜λ(x‖a). It follows that {1⊗ (m˜λ(x‖a) + In) | λ1 < n} is an S-basis of Λ
(n)(x‖a). 
7. Affine double Stanley, affine double Schur and k-double Schur functions
Throughout this section let k = n− 1.
7.1. Definitions. We define the affine double Stanley symmetric functions F˜w(x‖a) ∈
Λ(n)(x‖a) by the following equation in Λ(n)(x‖a) ⊗S A:
(59)
∑
w∈S˜n
F˜w(x‖a)Aw =
∑
µ1<n
mλ(x‖a)jµ1jµ2 · · · .
Restricting to Grassmannian permutations w ∈ S˜0n we obtain the sub-family of affine double
Schur functions
F˜λ(x‖a) := F˜waf
λ
(x‖a) for λ1 < n.(60)
Remark 25. The F˜w(x‖a) defined in (59) lie in the quotient Λ
(n)(x‖a). In fact, one obtains a
distinguished polynomial representative, since {mλ(x‖a) | λ1 < n} form a basis.
Taking the coefficient of F˜λ(x‖a) in (59) we obtain two equivalent definitions of the equi-
variant k-Kostka matrix (Kˆ
(k)
λµ (a) | λ1, µ1 < n).
jµ1jµ2 · · · =
∑
λ1<n
Kˆ
(k)
λµ (a)jλ(61)
F˜λ(x‖a) =
∑
µ1<n
Kˆ
(k)
λµ (a)mµ(x‖a).(62)
Remark 26. An explicit positive expression for the Pieri coefficients giving the Schubert expan-
sion of jrjν has been obtained in [LS+]. Iterating the equivariant Pieri rule gives an interpreta-
tion for the equivariant k-Kostka matrix. However to make the definition of F˜w(x‖a) completely
explicit combinatorially, one also requires an explicit formula for the double monomial basis
mλ(x‖a), which we do not have.
Proposition 27. The set {F˜λ(x‖a) | λ1 < n} forms a basis of Λ
(n)(x‖a) over S.
Proof. By Proposition 24 it suffices to show that the equivariant k-Kostka matrix is unitriangular
for a suitable order on partitions. The affine nilHecke ring is graded with deg(Ai) = 1 and
deg(ai) = −1. It follows that the coefficient of Aw in jν = jν1jν2 · · · is a polynomial of degree
ℓ(w) − |ν| in S. If |ν| = ℓ(w), then this coefficient is simply the coefficient of mν in the affine
Stanley symmetric function defined in [Lam06]. Thus it follows from the triangularity results
for affine Schur functions that
F˜λ(x‖a) = mλ(x‖a) +
∑
µ≺λ
Kˆ
(k)
λµ (a)mµ(x‖a) +
∑
|ν|<|λ|
Kˆ
(k)
λν (a)mν(x‖a).
Here ≺ denotes dominance order on partitions of the same size, and one has Kˆ
(k)
λµ (a) ∈ Z and
Kˆ
(k)
λν (a) ∈ S with degree |λ| − |ν|. 
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Define the k-double Schur functions {s
(k)
λ (y‖a) | λ1 < n} ⊂ Λˆ
′
(n)(y‖a) to be dual to the
basis {F˜λ(x‖a) | λ1 < n} ⊂ Λ
(n)(x‖a):
〈F˜λ(x‖a) , s
(k)
µ (y‖a)〉 = δλµ.
Such elements s
(k)
µ (y‖a) exist and are unique because of the triangularity of F˜λ(x‖a) with respect
to the mλ(x‖a) basis. The k-double Schur functions s
(k)
µ (y‖a) are infinite linear combinations
of the hˆν(y‖a), the lowest degree term of which is the image of the usual ungraded k-Schur
function under the substitution hi 7→ hˆi(y‖a).
Proposition 28. Setting ai = 0 in F˜w(x‖a) and s
(k)
λ (y‖a) recovers the usual affine Stanley
symmetric function F˜w(x) and (ungraded) k-Schur function s
(k)
λ (y) respectively.
Proof. Since mλ(x‖a)|ai=0 is the usual monomial symmetric function mλ(x), and hˆi(y‖a)|ai=0
is the usual homogeneous symmetric function hi(y), this follows immediate by comparing with
the definitions [Lam06]. 
By Proposition 23 there is a well-defined S-Hopf morphism
Λ(n)(y‖a)
κ′
→ P(63)
hˆi(y‖a) 7→ ji for 1 ≤ i ≤ n− 1.(64)
The image κ′(Λ(n)(y‖a)) is not the whole of P, as the following example shows.
Example 29. Let n = 2 and α = α1. We have jid = 1 and for k ≥ 1,
js0(s1s0)k−1 = As0(s1s0)k−1 +As1(s0s1)k−1 − αA(s0s1)k(65)
j(s1s0)k = A(s1s0)k +A(s0s1)k .(66)
We deduce that js0js1s0 = js0s1s0 , j
2
s0
= js1s0 − αjs0s1s0 = js1s0(1 − αjs0). Therefore js1s0 =
j2s0(1− αjs0)
−1 = j2s0 + αj
3
s0
+ α2j4s0 + · · · .
Let Pˆ =
∏
w∈S˜0n
Sjw. One checks in a straightfoward manner that Pˆ is a ring. The map
κ′ extends to a ring homomorphism Λˆ′(n)(y‖a) → Pˆ, which we still denote by κ
′. We define
Λˆ(n)(y‖a) ⊂ Λˆ
′
(n)(y‖a) to be the S-span of the elements s
(k)
λ (y‖a). We shall presently show that
Λˆ(n)(y‖a) is a ring, and that κ
′ gives an isomorphism Λˆ(n)(y‖a) ≃ P.
7.2. Main theorem. Denote by κ the composition of κ′ with the isomorphism P ≃ HT (Gr).
Thus κ : Λˆ′(n)(y‖a)→ HˆT (Gr), where HˆT (Gr) =
∏
w∈S˜0n
S[Xw]T .
Theorem 30.
(1) There are dual Hopf-isomorphisms
κ :Λˆ(n)(y‖a)→ HT (Gr)
κ∗ :HT (Gr)→ Λ(n)(x‖a)
such that
s
(k)
λ (y‖a) 7−→ [Xwafλ
]T
[Xwaf
λ
]T 7−→ F˜λ(x‖a).
(2) We have κ′(s
(k)
λ (y‖a)) = jwafλ
.
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(3) We have ǫGr(F˜λ(x‖a)) = ξ
waf
λ .
Proof. We first establish (2). By general properties of dual “bases”, see for example [Mol,
Proposition 5.2], one has the identity
(67)
∑
λ1<n
mλ(x‖a)hˆλ(y‖a) =
∑
λ1<n
F˜λ(x‖a)s
(k)
λ (y‖a)
in a suitable completion of Λ(n)(x‖a)⊗ Λ(n)(y‖a). Applying κ
′ to both sides, one obtains
(68)
∑
λ|λ1<n
mλ(x‖a)jλ1(y‖a)jλ2(y‖a) · · · jλℓ(y‖a) =
∑
λ1<n
F˜λ(x‖a)κ
′(s
(k)
λ (y‖a)).
Comparing this with the definition of F˜λ(x‖a), and using the fact that {F˜λ(x‖a)} is linearly
independent, we see that the coefficient of Awaf
λ
in κ′(s
(k)
λ (y‖a)) is equal to 1, and that no other
Awafµ occurs. By Theorem 22(1), we obtain (2). By Theorem 22(2), and Hopf duality, we obtain
(1).
Finally, to check (3), we have to check that the isomorphism ǫGr is indeed (κ
∗)−1 composed
with the isomorphism of Theorem 5. But this follows from (1), Lemma 11, and Proposition
7. 
Corollary 31. Suppose λ1 + ℓ(λ) ≤ n. Then F˜λ(x‖a) = sλ(x‖a). In particular, we have
F˜i(x‖a) = hi(x‖a) for 1 ≤ i ≤ n− 1.
Proof. Follows immediately from Theorem 30 and Lemma 11. 
Remark 32. Let dνλµ ∈ S be defined by
s
(k)
λ (y‖a)s
(k)
µ (y‖a) =
∑
ν
dνλµs
(k)
ν (y‖a).
These structure constants satisfy Graham positivity: (−1)|ν|−|λ|−|µ|dνλµ ∈ Z≥0[α1, α2, . . . , αn−1].
This follows from Theorem 30, the connection between HT (Gr) and the equivariant quantum
cohomology ring QHT (G/B) of the flag manifold [Pet, LS10], and Mihalcea’s proof [Mih] of
positivity for the structure constants of QHT (G/B).
This is equivalent to the Graham positivity (−1)ℓ(x)−ℓ(w)jxw ∈ Z≥0[α1, . . . , αn−1] where w ∈ S˜
0
n
and x ∈ S˜n with j
x
w as in Theorem 22.
7.3. Affine double Stanleys and the affine flag variety. The affine flag variety Fl of SLn
is weak homotopy-equivalent to the quotient LSU(n)/TR, where LSU(n) is the (non-based)
loop space, and TR is the (compact) torus of SU(n). The inclusion ΩSU(n)→ LSU(n) and the
quotient map LSU(n)→ LSU(n)/TR induce a pullback-map
p∗ : HT (Fl)→ HT (Gr).
For w ∈ S˜n, let [X
Fl
x ]
T denote the equivariant cohomology Schubert classes of HT (Fl). It is
known that the coefficient (−1)ℓ(x)−ℓ(w)jxw of Theorem 22 is equal to the coefficient of [Xw]
T
in p∗([XFlx ]
T );see [LSS, Section 5.1] where the completely analogous situation for equivariant
K-theory is discussed.
Theorem 33. Affine double Stanley symmetric functions are pullbacks of equivariant Schu-
bert classes of the affine flag variety. More precisely, under the isomorphism, κ∗ : HT (Gr) ≃
Λ(n)(x‖a), we have κ∗(p∗([XFlx ]
T )) = F˜x(x‖a).
Proof. It follows from the proof of Theorem 30 that the coefficient of F˜λ(x‖a) in F˜x(x‖a) is
(−1)ℓ(x)−ℓ(w)jxw. 
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7.4. Embeddings of affine Grassmannians. For a discussion of non-equivariant branching
coefficients we refer the reader to [LLMS] for a combinatorial treatment, and [Lam11] for a
geometric explanation.
Recall from §2.2 that there is a T -equivariant embedding ι∞ : Gr→ Gr∞. There is therefore
a Q[a]-algebra homomorphism HTZ(Gr∞) → H
T (Gr∞) → H
T (Gr), where Q[a] acts via the
forgetful map For : Q[a] → S on the latter two S-algebras. On the level of T -fixed points the
embedding ι∞ sends an n-core to itself, treated as a partition. By Theorems 2 and 5 the induced
homomorphism corresponds to the projection map π∞ : Λ(x‖a)→ Λ
(n)(x‖a) which one observes
is a Hopf map.
Let λ, ν ∈ Y with λ1 < n. Define the equivariant branching coefficients b
(k,∞)
λ,ν ∈ S by
π∞(sν(x‖a)) =
∑
λ1<n
b
(k,∞)
λν F˜λ(x‖a).
By Hopf duality, one also has
s
(k)
λ (y‖a) =
∑∑
ν
b
(k,∞)
λν sˆλ(y‖a).
These coefficients may be related to the equivariant k-Kostka coefficients. Define the equi-
variant Kostka coefficients Kˆλµ(a) ∈ Q[a] by either of the following:
hˆµ(y‖a) =
∑
λ
Kˆλµ(a)sˆλ(y‖a)(69)
sλ(x‖a) =
∑
µ
Kˆλµ(a)mµ(x‖a).(70)
By the various definitions we obtain, for µ, ν ∈ Y with µ1 < n,
For(Kˆνµ(a)) =
∑
λ1<n
b
(k,∞)
λν Kˆ
(k)
λµ (a).(71)
The equivariant k-Kostka matrix can be inverted over S to yield an expression for the branching
coefficients.
More generally, let m = rn for r > 1. Comparing the embeddings GrSLn →֒ Gr∞ and
GrSLm →֒ Gr∞ we see that one has a Tn-equivariant embedding GrSLn → GrSLm, where Tn is the
maximal torus in SLn. On the level of Tn-fixed points, we are treating n-cores as m = rn-cores.
On the level of symmetric functions we are considering the projection map π : Λ(m)(x‖a) →
Λ(n)(x‖a). We define the equivariant branching coefficients b
(n−1,m−1)
λ,ν ∈ S by
π(F˜ (m)ν (x‖a)) =
∑
λ1<n
b
(n−1,m−1)
λν F˜
(n)
λ (x‖a)
where we have used the superscripts to distinguish the affine double Schur functions for different
affine symmetric groups.
Recall that an element a ∈ S is called Graham-positive if it is a polynomial in the simple
roots with nonnegative integer coefficients.
Conjecture 34. The equivariant branching coefficients b
(n−1,m−1)
λν (including m = ∞) are
Graham-positive up to a predictable sign. Equivalently, the image of Schubert classes under
the map HTn(GrSLrn)→ H
Tn(GrSLn) are effective classes.
For the graded non-equivariant k-Schur functions the branching positivity conjecture was
made in [LLM]. For proofs in the case of ungraded k-Schur functions see [LLMS, Lam11].
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8. Tables and examples
8.1. Double monomial functions. Since pr[x−a>0] = mr[x−a>0] the expansion of mλ(x‖a)
for λ = (r) is given by Proposition 18. We write mλ for mλ[x−a>0], which is the basis of Λ(x‖a)
dual to the usual homogeneous basis {hλ(y)} ⊂ Λˆ(y‖a).
m11(x‖a) = m11 + a1m1
m21(x‖a) = m21 + a1m2 − 2(a0 + a1)m11 − a1(2a0 + a1)m1
m111(x‖a) = m111 + 2a1m11 + a
2
1m1
m31(x‖a) = m31 + a1m3 − (a−1 + a0 + a1)m21 − a1(a−1 + a0 + a1)m2
+ 2(a−1a0 + a−1a1 + a0a1)m11 + a1(2a−1a0 + a−1a1 + a0a1)m1
m22(x‖a) = m22 − (a0 + a1)m21 − a0a1m2 + (a0 + a1)
2m11 + a0a1(a0 + a1)m1
m211(x‖a) = m211 + 2a1m21 + a
2
1m2 − 3(a0 + a1)m111 − 2a1(3a0 + 2a1)m11 − a
2
1(3a0 + a1)m1
m1111(x‖a) = m1111 + 3a1m111 + 3a
2
1m11 + a
3
1m1.
Observe that
m1r(x‖a) =
r∑
j=1
(
r − 1
j − 1
)
ar−j1 m1j for r ≥ 1.
8.2. Equivariant k-Kostka matrix. In all cases Kˆ
(k)
∅,µ(a) = δ∅,µ, and Kˆ
(k)
(1),µ(a) = δ(1),µ,
Kˆ
(k)
λ,∅(a) = δλ,∅ and Kˆ
(k)
λ,(1)
(a) = δλ,(1).
8.2.1. n = 2 (k = 1).
Kˆ
(1)
(1p),(1p−j )
(a) =
(
⌊(p − 1)/2⌋
j
)
(−α1)
j.
8.2.2. n = 3 (k = 2).
11 2 111 21 14 211 22 15 213 221
11 1
2 1 1
111 −α2 1
21 −α1 1 1
14 α2(α1 + α2) −α1 − 2α2 1
211 α1α2 −2(α1 + α2) −α2 2 1
22 α1(α1 + α2) −2α1 − α2 −α1 − α2 1 1 1
15 α2(α1 + α2) −α1 − 2α2 1
213 −α1α2(α1 + α2) 2α
2
1 + 5α1α2 + 2α
2
2 α2(α1 + α2) −4(α1 + α2) −α1 − 2α2 2 1
221 α1(α1 + α2) −2α1 − α2 −α1 − α2 −α2 1 1 1
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8.2.3. n = 4 (k = 3).
11 2 111 21 3 14 211 22 31
11 1
2 1 1
111 −α1 1
21 −α1 − α2 − α3 2 1
3 −α3 1 1 1
14 α1(α1 + α2) −2α1 − α2 1
211 α1α3 −2α1 − α2 − 2α3 −α1 2 1
22 (α1 + α2 + α3)
2 −3(α1 + α2 + α3) −α1 − α2 − α3 2 1 1
31 α3(α2 + α3) −α2 − 2α3 −α2 − α3 1 1 1 1
8.2.4. n =∞ (k =∞).
11 2 13 21 3 14 211 22 31 4
11 1
2 1 1
13 −a1 + a2 1
21 a0 − a1 2 1
3 −a−1 + a0 1 1 1
14 (a1 − a2)(a1 − a3) −2a1 + a2 + a3 1
211 −(a0 − a1)(a1 − a2) 2a0 − 4a1 + 2a2 −a1 + a2 3 1
22 (a0 − a1)
2 3a0 − 3a1 a0 − a1 2 1 1
31 −(a−1 − a0)(a0 − a1) −2a−1 + 4a0 − 2a1 a0 − a1 3 2 1 1
4 (a−2 − a0)(a−1 − a0) −a−2 − a−1 + 2a0 −a−2 + a0 1 1 1 1 1
8.3. Branching coefficients. For m = rn a positive integer multiple of n (or m = ∞) there
is a canonical projection Λ(m)(x‖a) → Λ(n)(x‖a). It may be computed by taking the double
monomial expansion, removing all terms except those of mµ(x‖a) for µ1 < n, and then applying
to the coefficients, the forgetful map Q[a1, . . . , am]→ Q[a1, . . . , an] with ai+kn 7→ ai for 1 ≤ i ≤
n.
For λ with λ1 < m let F
(m)
wλ denote the affine double Schur function in Λ
(m)(x‖a); for m =∞
this is a double Schur function. We compute the affine double Schur expansion of its image
in Λ(n)(x‖a) as follows. The double monomial expansion of F
(m)
wλ in Λ
(m)(x‖a) is given by the
equivariant (m − 1)-Kostka matrix. Examples were computed previously. We then reduce the
coefficients of the matrix by the forgetful map and keep columns corresponding to the coefficients
of mµ(x‖a) for µ1 < n. Call the result the reduced Kostka matrix. It is the first of two matrices
given in the data below.
Consider the reduced Kostka matrix. Its rows indexed by λ with λ1 < n, are the monomial
expansion of the Schubert basis of the target space Λ(n)(x‖a) (affine double Schurs for GrSLn).
The second matrix in the following data, expresses the rows indexed by λ for λ1 ≥ n, in terms
of the aforementioned basis rows, yielding the required expansion.
We use m =∞ unless stated otherwise.
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8.3.1. n = 2 (k = 1).
∅ 1 11 13 14
∅ 1
1 1
11 1
2 1
13 −α1 1
21 −α1 2
3 −α1 1
14 −α1 1
211 α21 −4α1 3
22 α21 −3α1 2
31 α21 −4α1 3
4 −α1 1
11 13 14
2 1
21 α1 2
3 1
211 −α1 3
22 −α1 2
31 −α1 3
4 1
8.3.2. n = 3 (k = 2).
∅ 1 11 2 13 21 14 211 22
∅ 1
1 1
11 1
2 1 1
13 −α2 1
21 −α1 − α2 2 1
3 −α1 1 1
14 α2(α1 + α2) −α1 − 2α2 1
211 α2(α1 + α2) −2α1 − 4α2 −α2 3 1
22 (α1 + α2)
2 −3α1 − 3α2 −α1 − α2 2 1 1
31 α1(α1 + α2) −4α1 − 2α2 −α1 − α2 3 2 1
4 α1(α1 + α2) −2α1 − α2 −α1 − α2 1 1 1
13 21 14 211 22
3 −1 1
31 −α1 − α2 α2 −2 1 1
4 −1 1
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8.3.3. m = 4 and n = 2.
11 111 14
11 1
2 1
111 −α1 1
21 −α1 2
3 −α1 1
14 −α1 1
211 α21 −3α1 2
22 α21 −3α1 2
31 −α1 1
11 111 14
2 1
21 α1 2
3 1
211 −α1 2
22 −α1 2
31 1
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