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Abstract
The present paper proposes a computational framework for continuous time opinion dynamics
with additive noise. We derive a non-local partial differential equation for the distribution of
opinions differences. We use Mellin transforms to solve the stationary solution of this equation
in closed form. This approach can be applied both to linear dynamics on an interaction graph and
to bounded confidence dynamics in the Euclidean space. It leads to several new qualitative and
quantitative results proper to continuous time bounded confidence dynamics. In particular, to the
best of our knowledge, the closed form expression on the stationary distribution of the two agent
bounded confidence model is the first quantitative result on the equilibria of this class of models.
1 Introduction
The analytical line of thought on opinion dynamics pursued in the present paper concerns both the
setting where interactions between agents take place on a pre-defined graph and the setting of bounded
confidence dynamics where no such graph is given and where the rates of interactions depend on the
distances between opinions. In both settings, opinions are represented by points of the Euclidean
space. In the first setting, interactions take place independently of opinion values, whereas in the
second, they are determined by the current geometry of opinions as in e.g. the Hegselmann-Krause
model [19]. Most papers on the matter bear on the deterministic and discrete time case. Models in the
first class are in fact linear and have a rich computational content - see e.g. [29, 17, 27, 3, 1, 18, 32].
The most noticeable results on the second class of models concern the convergence of the dynamics to
fixed points and there is hardly any analytical result on this second type of models beyond estimates
on this speed of convergence [11, 23, 14, 26, 2, 13, 5].
In contrast, the present paper is focused on the stochastic continuous time case. The stochas-
ticity comes from the fact that there is an additive noise representing self-beliefs as in [5]. Time is
continuous in order to leverage the computational framework offered by diffusion processes. Within
this setting, one gets a representation of the dynamics of opinion differences in terms of a stochastic
differential equation, and a partial differential equation for the distribution of this stochastic process.
The main analytical novelty lies in the identification of a calculus based on Mellin transforms which
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allows one to solve this type of equations in closed form. In addition, in the opinion dependent inter-
action case, the continous time dynamics leads to interesting new phenomena such as the possibility
of fusion of opinion in spite of the presence of diffusive forces.
The Mellin transform methodology used here was employed in the context of transport equa-
tions describing the TCP/IP protocol [20, 16, 8, 6, 7]. When seeing instantaneous throughput as the
analogue of opinion difference, and packet losses as the analogue of interactions, we get a natural
connection between the halving of instantaneous throughput in case of packet loss, and the halving
of opinion difference in case of agent interactions. The main novelty w.r.t. this literature is twofold:
first, the transport operator (describing the linear increase of TCP) is replaced by a diffusion operator
(representing the additive noise); second, whereas TCP features loss rates that increase with the value
of instantaneous throughput, opinion dynamics features interactions with a rate that decreases with
opinion difference. Some of the mathematical machinery can nevertheless be adapted from one case
to the other.
Section 2 introduces the generic continuous time model, which is defined in terms of diffusion
with jumps. It covers both the case where the rate of interactions and jumps is fixed, and the case
where it is opinion dependent. This section also contains a summary of the main results and their
interpretation within the setting of opinion dynamics. The notions of weak consensus and and opinion
fusion are in particular introduced. The connections between opinion dependent interactions and
the bounded confidence model are explained in Subsection 3.1. The pathwise construction of these
diffusion processes with jumps is discussed in Subsection 3.2. The Mellin transform framework
is briefly introduced in Subsection 3.4 and the analytical solutions alluded to above are gathered
in Subsections 3.5 and 3.6. Section 3 is focused on the simplest possible case, namely that with
two agents with real-valued opinions. Some extensions to multi agent and vector-valued models are
discussed in Section 4.
2 The Continuous Time Stochastic Interaction Model
We quantify the opinion of an agent at time t as a real value inR. Specifically, we denote byX(t) ∈ R
the opinion of agent X at time t. In the absence of interaction, the opinion X(t) of a non-stubborn
agent satisfies the following stochastic differential equation (SDE):
dX(t) = µdt+ σdW (t), (2.1)
where W (t) is a standard Brownian motion. We assume that the parameters µ and σ of this diffusion
are constant. The drift parameter µ is referred to as the bias of the agent. The diffusion parameter σ
is referred to as self-belief coefficient.
For the interaction between a small number of agents, we will specifically focus on pairwise
interactions i.e., interactions following the gossip model [1, 2, 5]. The simplest possible problem in
this class is the following two agent problem consisting of one non-stubborn agent and one stubborn
agent:
• The opinion of the non-stubborn agent X evolves according to the above diffusion, together
with updates of its opinion at each of the interaction epochs with the other agent.
• The stubborn agent S has a fixed opinion (say 0) at all times regardless of interactions.
• The interaction clocks are determined by a point process N(t) with the stochastic intensity
λ(X(t)); here the stochastic intensity is defined w.r.t. the natural filtration of {X(s)} (see [4])
and assumed to be bounded.
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• At an interaction event taking place at time t, the non-stubborn agent X incorporates the opin-
ion of the stubborn agent S by updating its current opinion from X(t) to X(t)/θ, which is the
weighted average of its opinion X(t) and that of S where θ > 1.
Then we consider two types of interaction rate functions λ(X(t)):
• Opinion independent interaction : the interaction rate is constant, with λ(X(t)) = λ > 0.
• Opinion dependent interaction: the interaction rate depends on the current geometry of opinion.
For example, λ(X(t)) = min
{
λ
|X(t)|α ,K
}
for some α > 0,K > 0.
One can understand independent interactions as a domination type interaction in that the non-
stubborn agent has to incorporate the opinion of the stubborn agent regardless of the discrepancies
between their opinions (e.g. a dictator promulgating some decisions that the non-stubborn agent has to
incorporate). On the other hand, the dependent interaction can be related to free will. In other words,
the free will of the non-stubborn agent is modeled by the stochastic intensity λ(X(t)). Assume for
instance that λ(X(t)) ≤ λ. Then one can still interpret λ as the rate of interaction offers and λ(X(t))
as the rate of accepted interactions. In the free will example, the non-stubborn agent incorporates the
opinion of the stubborn agent more likely if this opinion has some proximity with its own, and may
choose to ignore it.
The opinion independent interaction without diffusive self-beliefs can be analyzed using a Markov
process in discrete time. This special case and its stationary solutions are very well studied [17]. In
the opinion dependent interaction, such as the bounded-confidence model [19, 14, 2, 5], there are no
known explicit solutions to the best of our knowledge. The focus of the present paper is hence on
the the analytical characterization of the stationary distribution of this type of dynamics. In view of
this, we narrow down the stochastic interaction function λ(x) to tractable power law interactions, i.e.,
to the case where the rate of interaction between two agents is of the form |x|−α when their opinion
difference is x ∈ R.
In the discrete time case, it was shown in [5] that, for α > 2, the dynamics is unstable in that
the distribution of opinion differences is not tight, a phenomenon that can be interpreted as opinion
polarization. Still in discrete time, if 0 ≤ α < 2, then there is a stationary regime for opinion
differences, a phenomenon which can be seen as a weak form of consensus.
In the continuous time case considered here, several interesting new phenomena appear depending
on the value of α ≥ 0. For α > 2, one can have an accumulation point of interactions leading to a
strong consensus by fusion of opinions in finite time due to this accumulation of interactions. After
this fusion time, the solution of the stochastic differential equation is ill defined. For 1 ≤ α < 2, the
opinion difference reaches consensus without accumulation of interactions, and hence does so due
to diffusion. After this diffusive-hitting time of consensus, the solution of the stochastic differential
equation is again ill defined. For 0 ≤ α < 1, the solution of the stochastic differential equation is well
defined for all times. This is the only case where we could establish the partial differential equation
(3.2) given in Section 3.3 satisfied by the distribution of the density of the solution of the stochastic
differential equation (3.1), using using martingale techniques. These different behaviors depending
on α are stated in Theorem 3.4 below.
The main analytical result of the paper is hence the characterization of the stationary distribution
of the weak consensus (Theorem 3.12) that arises in the general power-law interaction case. Interest-
ingly, the partial differential equation established in the case 0 ≤ α < 1 can formally be extended to
the whole range 0 ≤ α < 2 and a probabilistic solution can be proposed to it using Mellin transforms
in this range. When 1 ≤ α < 2, the physical meaning of this solution in the context of the stochastic
differential equation (3.1) is unclear to the authors at this stage. Nevertheless, we are still able to
describe the analytical solution of the equation.
3
3 The Two-agent Stochastic Interaction Model
We consider the two agent model with one non-stubborn agent X and one stubborn agent S. At each
interaction, the non-stubborn agent updates its opinion to the average of its opinion and that of the
stubborn agent. Without loss of generality, we assume that S(t) = s = 0 for all t ≥ 0. Fix θ > 1 and
θ′ > 1 such that 1θ +
1
θ′ = 1. Then X(t) follows the SDE:
dX(t) = µdt+ σdW (t)− X(t−)
θ′
N(dt), (3.1)
where X(t−) is the left limit of {X(s)} at t, and N is a point process on the real line with stochastic
intensity λ(X(t−)) (w.r.t. the natural filtration of {X(s)} [4]). The parameter θ or θ′ reflects the
weighted average when the interaction occurs. For example, if θ′ = 3, X(t) updates its opinion by
weighing 1θ = 1 − 1θ′ = 23 on its own opinion and 1θ′ on the other (stubborn) opinion, so X(t) =
2
3X(t−) + 13S(t) = 23X(t−) at the moment of an interaction. The path of X(t) is almost surely
continuous except at interaction times, i.e, at epochs of N . Figure 1 depicts the generic interaction
model:
Stubborn Agent
S(t) = 0
Non-stubborn
Agent X(t)
Figure 1: Two agent interaction model
The interaction rate function λ(x) can be general. Three specific forms of interaction rates λ(x)
will be considered:
• (C1) λ(x) = λ (opinion independent case);
• (C2) λ(x) = λ|x|α for α > 0 (power law interactions, unbounded case);
• (C3) λ(x) = min
{
λ
|x|α ,K
}
for some constantK > 0 (power law interactions, bounded case);
We remark that (C1) is quantitatively a special type of (C2) when α = 0, but (C1) possesses qualita-
tively different nature independent of other opinions in terms of interaction clocks. For the dependent
models (C2) and (C3), X(t) is the opinion difference between the two agents. Model (C2) is the
only one where the stochastic intensity definition cannot be used. In some discussions, we will take
K → ∞, which relates (C3) to (C2). For models (C1) and (C3), the intensity function λ(x) is
bounded. So the dynamics is well-defined. For the (C2) model, the intensity function is unbounded
(since λ(0) = +∞). As a result, it is not clear whether the dynamics is well-defined. For example,
assume that X(t) hits 0 at T . Then the interaction rate increases as X(t) → 0 when t → T . As
λ(X(t))→ +∞, there could for instance be accumulations of interaction points.
3.1 Relationship with Bounded Confidence Model
In (C2) and (C3), when the distance between the two opinions is smaller, the interaction rate increases.
This choice is well-aligned with the bounded confidence model [19, 15].
To be precise, let us fix some time interval [t, t+ ∆t], with ∆t > 0 and small. We consider the
interaction probability within the time interval [t, t+∆t]. The bounded confidence model assumes that
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the interaction only occurs when the opinion difference between two agents is within a pre-defined
range. In contrast, (C2) and (C3) assume the interaction probability to be roughly 1 − e−λ(x)∆t ≈
λ(x)∆t as depicted below:
Bounded confidence model Opinion difference
Interaction probability
Our proposed model Opinion difference
Interaction probability
Figure 2: Bounded confidence model vs Our model
Therefore, (C2) and (C3) can be seen as smoother and longer range versions of the bounded con-
fidence model. Since we are considering a continuous time model with an unbounded interaction
rate, the number of interactions can be arbitrarily large and there could even be an accumulation
point of interactions. Indeed, right after interaction, the interaction rate is instantaneously changed
to λ
(
X(t−)
θ
)
. This instantaneously re-evaluates the chance of interaction, which could trigger yet
another interaction and yet a re-evaluation, etc. When interactions have an accumulation point, as in
Zeno’s paradox, the opinion evolution can only be built over a finite time horizon. In such a case, our
construction is in a sense not well-defined after the accumulation point.
3.2 Construction of the Opinion Dependent Power Law Interaction Dynamics
In this section, we prove that, in model (C2), X(t) is well-defined when 0 < α < 1. We first observe
that the stochastic intensity λ(x) = λ|x|α is almost surely integrable. Based on this, we show that no
accumulations of interactions can appear a.s. We then explain how to use this to construct the process
X(t) path-wise for all t ≥ 0. Finally, we discuss the quite different behavior of the dynamics when
1 ≤ α < 2 and α ≥ 2.
Lemma 3.1 (Engelbert-Schmidt 0-1’s Law, [22],[31]). Let {W (t)} be a standard Brownian motion.
Assume that W (0) = 0. For any T > 0,
P
[∫ T
0
1
|W (t)|αdt < +∞ ∀0 ≤ T <∞
]
=
{
1 if 0 ≤ α < 1,
0 if α ≥ 1.
Let W (0) = 0 and X(0) = z0. Let γ1 be the first interaction time of X(t). If γ1 > 0, we have
X(t) := W (t) + z0 for 0 ≤ t < γ1.
Theorem 3.2. Assume 0 ≤ α < 1 in (C2). Let X(0) = z0. For any T > 0, there exists a function
(T ) > 0 which does not depend on z0 such that (i) P [γ1 ≥ T ] ≥ (T ), (ii) the map T → (T ) is
non-increasing, and (iii) (T )→ 1 as T → 0.
We remark that the condition (i) ensures no accumulation points within a finite interval, and (ii)
and (iii) ensure no-infinite interaction cycle as discussed in Section 3.1.
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Proof. Proof of Theorem 3.2. Without loss of generality, we may assume that z0 ≥ 0. When z0 ≤ 0,
we can apply the symmetry of the Brownian motion. From the definition of the interaction point
process,
P [γ1 ≥ T ] = E
[
exp
{
−
∫ T
0
λ
|W (t) + z0|αdt
}]
.
Below, we fix T > 0 and δ > 0, and consider three cases:
Case I. [X(0) = z0 = 0]. By Lemma 3.1,
∫ T
0
1
|W (t)|αdt < +∞ a.s.. Hence
lim
T→0
∫ T
0
1
|W (t)|αdt = 0 a.s.
Let 1(T ) := E
[
exp
{
− ∫ T0 λ|W (t)|αdt}] ≤ 1. Since P [∫ T0 1|W (t)|αdt < +∞] = 1, we have
1(T ) > 0. Note that, by Dominated Convergence,
lim
T→0
1(T ) = E
[
exp
{
− lim
T→0
∫ T
0
λ
|W (t)|αdt
}]
= 1.
Case II. [X(0) = z0 ≥ δ]. It is well known that for δ > 0, we can find 2(T, δ) > 0 such that
2(T, δ) := P
[
inf
0≤t≤T
W (t) ≥ −δ
2
]
= Φ
(
δ
2
√
T
)
− Φ
(
− δ
2
√
T
)
> 0,
where Φ(·) is the cumulative Normal distribution function [12]. So 2(T, δ) > 0 and 2(T, δ)→ 1 as
T → 0. Since |x+ z0| ≥ z02 ≥ δ2 for x ≥ − z02 , conditioned on
{
inf0≤t≤T W (t) ≥ − δ2
}
∫ T
0
1
|W (t) + z0|αdt ≤
(
2
δ
)α
T.
Hence, if z0 ≥ δ,
P [γ1 ≥ T ] = E
[
exp
{
−
∫ T
0
λ
|W (t) + z0|αdt
}]
≥ E
[
exp
{
−
∫ T
0
λ
|W (t) + z0|αdt
} ∣∣∣∣ inf0≤t≤TW (t) ≥ −δ2
]
P
[
inf
0≤t≤T
W (t) ≥ −δ
2
]
≥ exp
{
−
(
2
δ
)α
λT
}
2(T, δ) := 3(T, δ).
So 3(T, δ) > 0.
Case III. [0 < X(0) = z0 < δ]. Let τ0,δ be the first hitting time of {0, δ} by W (t). Then by using
the Green function formula [21, Lemma 20.10], [28, Lemma 5.4],
E
[∫ τ0,δ
0
λ
|W (t) + z0|αdt
]
=
∫ δ
0
λ
yα
g(y)dy,
where
g(y) =
2(z0 ∧ y)(δ − z0 ∨ y)
δ
.
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By an elementary calculation,
E
[∫ τ0,δ
0
λ
|W (t) + z0|αdt
]
= 2λ
(
1
1− α −
1
2− α
)(
z0δ
1−α − z2−α0
)
.
This function is maximized at z0 = (2− α)
1
1−α δ. Hence
E
[∫ τ0,δ
0
λ
|W (t) + z0|αdt
]
≤ 2λ
(
1
1− α −
1
2− α
)(
(2− α)− 11−α − (2− α)− 2−α1−α
)
δ2−α =: 4(δ).
Notice that for δ small enough, 4(δ) < 1. Then we consider two sub-cases, depending on the order
of T and τ0,δ.
When τ0,δ ≤ T ,∫ T
0
1
|W (t) + z0|αdt =
∫ τ0,δ
0
1
|W (t) + z0|αdt+
∫ T
τ0,δ
1
|W (t) + z0|αdt =: ξ.
By the Strong Markov property of Brownian motion, we can rewrite
ξ =
∫ τ0,δ
0
1
|W (t) + z0|αdt+
∫ T−τ0,δ
0
1
|W ′(t) + z′|αdt ≤
∫ τ0,δ
0
1
|W (t) + z0|αdt+
∫ T
0
1
|W ′(t) + z′|αdt,
where z′ = 0 if Wτ0,δ is 0 and z
′ = δ otherwise. Here, W (t)′ is an independent Brownian motion
with W ′0 = 0.
When T < τ0,δ, ∫ T
0
1
|W (t) + z0|αdt ≤
∫ τ0,δ
0
1
|W (t) + z0|αdt.
Therefore in both sub-cases,∫ T
0
1
|W (t) + z0|αdt ≤
∫ τ0,δ
0
1
|W (t) + z0|αdt+
∫ T
0
1
|W ′(t) + z′|αdt.
Hence, in Case III,
P [γ1 ≥ T ] = E
[
exp
{
−
∫ T
0
λ
|W (t) + z0|αdt
}]
≥ E
[
exp
{
−
∫ τ0,δ
0
λ
|W (t) + z0|αdt
}]
E
[
exp
{
−
∫ T
0
λ
|W ′(t) + z′|αdt
}]
≥ (1− 4(δ)) min {1(T ), 3(T, δ)} =: 5(T, δ),
where we used E
[
e−Y
] ≥ 1 − E [Y ] for the last inequality. Combining all cases together, we have
that
P [γ1 ≥ T ] ≥ min{1(T ), 3(T, δ), 5(T, δ)} =: ˜(T, δ) > 0,
where ˜(T, δ) does not depend on z0 and is strictly positive if δ is small enough.
Let
(T ) =
{
˜ (T, T 1/3) if 4(T 1/3) < 1
1 otherwise.
By checking all terms in the definition of ˜, it is easy to see that (T ) is positive, non-increasing, and
that in addition (T )→ 1 as T → 0.
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Corollary 3.3. Under the assumptions of Theorem 3.2, the random variable γ1 is stochastically larger
than a random variable η with a distribution H(T ) := 1− (T ) on R+0 which does not depend on z0.
Proof. Proof of Corollary 3.3. The function 1− (T ) constructed in the theorem can be taken as the
cumulative distribution function of a random variable η on R+ ∪ {∞}. The properties established in
the theorem show that (1) γ1 is stochastically larger than η, (2) the distribution of η does not depend
on z0, (3) η is strictly positive a.s.
Let us explain how we build the process path-wise by induction on the stopping times γn of
interaction. The general idea is that wherever X(t) starts at, say, γn, the next interaction time is
separated from γn by more than a random variable with distribution H . That is there always exists an
infinite sequence of stopping times such that
0 < γ1 < γ2 < · · · < γn < γn+1 < · · ·
with the possibility that γn = ∞ for some finite N and then for all N ≥ n. If there is such an N ,
then the process is well defined for all times. The key observation is that if there is no such N , then
γn+1 − γn ≥ ηn, with ηn with distribution H for all n, which implies that γn tends to infinity a.s.
We now describe this construction more precisely. Assume that γ0 = 0 and let γ1 be the first
interaction time. Let Ft be the filtration of W (t), N(t), with N(t) the interaction point process.
Conditioning on X0 = z0, X(t) = W (t) + z0 for all 0 ≤ t < γ1, and γ1 is an F(t)-stopping time.
Theorem 3.2 implies that γ1 is a positive random variable almost surely. On the event γ1 < +∞,
we define X(γ1) =
W (γ1)+z0
θ . Again conditioning on W (γ1) = z1, by the strong Markov property,
W (γ1 + t)
d
=W (t). Then there exists γ2 > γ1 and we can define
X(t) := X(γ1) +W (γ1 + t)−W (γ1) = z0
θ
− 1
θ′
W (γ1) +W (t+ γ1),
for all γ1 ≤ t < γ2, and so on. This proves the existence of the stopping times γ1 < γ2 < · · · and
gives the way to construct X(t) by the formula
Xt := X(γn) +W (t+ γn)−W (γn),
for γn ≤ t < γn+1 and
X(γn+1) :=
1
θ
X(γ−n+1).
There remains to prove that if there is no finite N such that γN = ∞, then γn tends to infinity with
n → ∞. In fact, the sequence {ηn} is i.i.d. as a corollary of the strong Markov property. Hence, by
the strong law of large numbers
γn ≥
n−1∑
i=0
ηi →n→∞ ∞.
Namely, there cannot be accumulations of interactions and the process is well defined for all times in
this case too.
When 1 ≤ α < 2, the behavior is quite different. As we revisit the proof of Theorem 3.2,
everything is similar except when X(t) = 0. In particular, 3(T, δ)→ 1 and 4(T, δ)→ 0 as T → 1
by choosing δ = T 1/3. This implies that, when starting from z0 6= 0, there are no accumulations of
interactions until X(t) hits 0. In contrast, if zo = 0 (and at the first hitting time of 0 if it is finite), the
dynamics is ill defined as the interaction rate∫ T
0
λ
|W (t)|αdt
8
is a.s. infinite for all T > 0.
When α ≥ 2, accumulation points of interactions are possible even when starting from z0 6= 0 as
P
[∫ τ0,δ
0
1
|W (t)|αdt = +∞
]
= 1 (by 12 -Ho¨lder continuity of Brownian motion).
We summarize our findings in the following theorem:
Theorem 3.4. Assume that λ(X(t)) = λ|X(t)|α .
• For 0 ≤ α < 1, there is no finite accumulation point of interactions a.s. and the stochastic
process {X(t)} is well-defined over the whole time horizon.
• For 1 ≤ α < 2, the process has no finite accumulation point of interactions a.s. until the first
hitting time of 0 and is path-wise ill defined after this.
• For α ≥ 2, finite accumulations of interactions occur with a positive probability and the process
is path-wise ill defined after the accumulation point.
3.3 Fokker-Planck Evolution Equation
We now derive the Kolmogorov forward evolution equation (also referred to as the Fokker-Planck
evolution equation) of the probability density of X(t) as time evolves. The assumptions in this
section are (H):
(i) the function x→ λ(x) is continuous and
(ii) for all 0 ≤ a < b < +∞, ∫ ba λ(X(t))dt < +∞ a.s.
Note that these conditions are satisfied in the C1 and C3 cases. In the C2 case, they are satisfied for
0 ≤ α < 1 as a corollary of the construction of the last section.
Theorem 3.5. Fix θ > 1. Under Assumption H, the density pt(x) of X(t) follows the non-local
partial differential equation (PDE):
∂pt(x)
∂t
=
σ2
2
∂2pt(x)
∂x2
− µ∂pt(x)
∂x
− λ(x)pt(x) + θλ(θx)pt(θx). (3.2)
Proof. Proof of Theorem 3.5. We follow the approach described by Bjo¨rk [10, Proposition 6.2.1,
Proposition 6.2.2]. Under Assumption H, the stochastic intensity λ(X(t−)) is locally integrable and
predictable in the sense of [10]. For any function g : R × R → R which is in C1,2, we have, from
Ito’s formula:
dg(t,X(t)) =
{
∂g
∂t
(t,X(t)) + µ
∂g
∂x
(t,X(t)) +
σ2
2
∂2gt
∂x2
(t,X(t))
}
dt+ σ
∂g
∂x
(t,X(t))dW (t)
+
(
g
(
t,
X(t)
θ
)
− g(t,X(t))
)
dN(t).
The infinitesimal generator can be easily derived. For any function f : R → R which is in C2, we
have
Af = µdf
dx
(x) +
σ2
2
d2f
dx2
(x) +
(
f
(
1
θ
x
)
− f(x)
)
λ(x).
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Then the adjoint operator A∗ is given by
A∗f = −µdf
dx
(x) +
σ2
2
d2f
dx2
(x) + θf (θx)λ (θx)− f(x)λ(x),
since
∫
f
(
1
θx
)
h(x)dx =
∫
θf(x)h(θx)dx for all h. By following the classical approach, the prob-
ability density function pt(x) satisfies A∗pt = ∂pt(x)∂t . Therefore we have the forward evolution
equation:
∂pt(x)
∂t
=
σ2
2
∂2pt(x)
∂x2
− µ∂pt(x)
∂x
− λ(x)pt(x) + θλ(θx)pt(θx).
Corollary 3.6. The stationary distributions, when they exist, satisfy the non-local ordinary differential
equation (ODE):
σ2
d2p(x)
dx2
− 2µdp(x)
dx
= 2λ(x)p(x)− 2θλ(θx)p(θx). (3.3)
The rest of this section is focused on the explicit solutions to (3.3). The main difficulty in finding
explicit solutions comes from the non-local term p(θx).
3.4 Some Preliminary Tools
We briefly describe two preliminary tools we use in our approach.
3.4.1 PASTA Property
Some of our approaches in this paper rely on the well-known PASTA (Poisson Arrivals Sees Time
Averages) property of the stochastic processes [30, 24, 25, 4]. We briefly summarize a key property
we shall use as follows.
We consider N(t) to be a homogeneous Poisson Point Process with intensity rate λ. Let Ft be a
filtration ofN(t). We assume thatX(t) is a Ft-predictable, stationary, and ergodic stochastic process
where Ft-measurability means thatX(t, ω) is measurable under the σ-field generated by {(a, b]×A}
such that a ≤ b ∈ R and A ∈ Ft. Let Y (n) be a sampled embedded chain of X(t) such that
Y (n) := X(T−n ),
where Tn is an ordered sample point of N(t) for t ≥ 0.
Lemma 3.7. The stationary distribution of Y (n) coincides with the stationary distribution of X(t)
under the weak topology as n→∞.
3.4.2 Mellin Transform
The Mellin transform can be understood as a moment transform, where moments are extended to real
values. We briefly summarize the definition and some useful results here. The Mellin transform of a
nonnegative function f(x) on R+ = (0,∞) is defined by
M(f ; s) =
∫ ∞
0
xs−1f(x)dx, (3.4)
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when the integral exists.
The integral (3.4) defines the transform in a vertical strip of the complex s plane. Assuming that
M(f ; s) is finite for a < Re(s) < b, the inversion of the Mellin transform is given by
f(x) =
1
2pii
∫ c+∞i
c−∞i
x−sM(f ; s)ds for a < c < b.
The following Euler’s type identity lemma [7] will be used to find closed form solutions when
applying the inverse Mellin transform.
Lemma 3.8. For any θ > 1,
∞∏
k=0
(
1− 1
θs+k
)
=
∞∑
n=0
1
θsn
n∏
k=1
(
θ
1− θk
)
,
where by convention that
∏0
k=1
(
θ
1−θk
)
= 1.
3.5 Solution for Independent Interaction
For the independent interaction case, two approaches are discussed. The first method consists in
finding a stochastic solution based on the embedded chain method. The second consists in finding an
explicit solution by solving the non-local ODE (3.3). One such sample path is represented in Figure
3.
Figure 3: Evolution of the opinion value when λ = 2.0, σ = 3.0, α = 0, and θ = θ′ = 2.0
3.5.1 Approach I - Solution by the embedded chain
Let
T = {T1, T2, · · · },
where T1 ≤ T2 ≤ · · · denotes the set of epochs of the Poisson point process of intensity λ. At
time Tn, the non-stubborn agent X interacts with the stubborn agent S. For each n, let Y (n) :=
limt↑Tn X(t) = X(T−n ), denote the state just prior to the interaction time Tn. Let ∆Tn = Tn+1−Tn.
The sequence {∆Tn} is an i.i.d. sequence of Exponential(λ) random variables. According to the
diffusion and (3.1), the following stochastic recurrence equation holds:
Y (n+ 1) =
1
θ
Y (n) +W ′(n), (3.5)
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where the sequence {W ′(n)} is again an i.i.d. sequence of random variables with density
h(x) =
∫ ∞
0
1√
2piσ2t
e−
(x−µt)2
2σ2t λe−λtdt.
The sequence {Y (n)} is called the embedded chain of X(t). From (3.5), the stationary solution is
Y (∞) =
∞∑
n=0
W ′(n)
θn
. (3.6)
From the PASTA property described in Lemma 3.7, the stationary distribution of X(t) is the distri-
bution of Y (∞). Hence, the stationary distribution X(∞) is a geometric sum of i.i.d. mixtures of
Gaussian random variables.
Proposition 3.9. Assume that the interaction rate is constant λ. Then the stochastic solution of the
stationary distribution is given by
X(∞) =
∞∑
j=0
V (j)
θj
, (3.7)
where the V (j)’s are i.i.d. mixtures of Gaussians with density h.
As a corollary, we can easily find the characteristic function of the stationary distribution.
Corollary 3.10. The characteristic function of the stationary distribution is
E
[
eiξX∞
]
=
∞∏
j=0
[
λ
λ− iµξ
θj
+ σ
2ξ2
2θ2j
]
.
From the characteristic function, we identify that each of the summands in (3.7) (without scaling)
follows an i.i.d. geometric stable distribution (Linnik distribution), and that the stationary distribution
is a geometric sum of i.i.d. geometric stable random variables. Figure 4 shows the simulation result.
We are not aware of the closed form density function of (3.7) in general.
Figure 4: Simulated histogram when λ = 3.0, σ = 0.02, µ = 0.1, α = 0, and θ = θ′ = 2.0
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3.5.2 Approach II - Solution by Mellin transform
Now we discuss how to get the solution by directly solving the ordinary differential equation (3.3).
We first assume that µ = 0.
Theorem 3.11. The solution of the ODE (3.3) when λ(x) = λ and µ = 0 is
p (x) = φ
∞∑
n=0
an
θn
e
−
(√
2λ2θn
σ
)
|x|
,
where an =
∏n
k=1
(
θ2
1−θ2k
)
with a0 = 1 and φ =
√
2λ
2σ
(∏∞
k=0
(
1− 1
θ2(1+k)
))−1
.
Proof. Proof of Theorem 3.11. First we divide p(x) into two parts. p(x) = p+(x) + p−(x) where
p+(x) = p(x)1{x≥0} and p−(x) = p(x)1{x<0}. It is easy to see that each part satisfies the same
ODE and p+(x) = p−(−x) for x > 0. So by symmetry, it suffices to solve the ODE for p+(x). We
have for p+(x) ≥ 0,
σ2
d2p+(x)
dx2
= 2λp+(x)− 2θλp+(θx).
Now we apply the Mellin transform. Let M(s) := M (p+(x); s) whereM (p+(x); s) is the Mellin
transform of p+(x) with respect to s. Then
σ2s(s+ 1)M(s) = 2λ
(
1− 1
θs+1
)
M(s+ 2).
By letting M(s) = f(s)Γ(s)
(
σ2
2λ
)s/2
, we get
f(s) =
(
1− 1
θs+1
)
f(s+ 2).
We introduce another analytic function φ(s) without any poles such that φ(s) = φ(s+ 2),
f(s) = φ(s)
∏
k≥0
(
1− 1
θs+1+2k
)
.
But it is enough to consider φ(s) = φ as a constant function since φ(s) is an entire and bounded
function. So we have
M(s) = φΓ(s)
(
σ2
2λ
)s/2 ∏
k≥0
(
1− 1
θs+1+2k
)
. (3.8)
Since p(x) is a probability density and p+(x) = p−(−x) for x > 0, M(1) = 12 . This implies
φ =
√
2λ
2σ
( ∞∏
k=0
(
1− 1
θ2(1+k)
))−1
.
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Applying Lemma 3.8 to (3.8), and the residue theorem for a complex integration,
p+(x) =
1
2pii
∫ c+i∞
c−i∞
x−sφΓ(s)
(
σ2
2λ
)s/2 ∞∏
k=0
(
1− 1
θs+1+2k
)
ds
=
1
2pii
∫ c+i∞
c−i∞
x−sφΓ(s)
(
σ2
2λ
)s/2 ∞∑
n=0
1
θn(s+1)
n∏
k=1
(
θ2
1− θ2k
)
ds
= φ
∞∑
n=0
∞∑
m=0
(√
2λx
σ
)m
(−1)m
m!
1
θ−mn+n
n∏
k=1
(
θ2
1− θ2k
)
= φ
∞∑
n=0
an
θn
e
−
(√
2λθn
σ
)
x
where an =
∏n
k=1
(
θ2
1−θ2k
)
.
Figure 5 shows an example of the simulated histogram and the solution derived from the ODE
(3.3).
Figure 5: Simulation vs explicit solution when λ = 2.0, σ = 3.0, α = 0, and θ = θ′ = 2.0
Next we briefly discuss the non-zero drift case. When following the same steps as in Theorem 3.11,
we obtain the following ODE for p+(x):
σ2
d2p+(x)
dx2
− 2µdp+(x)
dx
= 2λp+(x)− 2θλp+(θx).
Then the Mellin transform yields the following recurrence equation:
σ2s(s+ 1)M(s) + 2µ(s+ 1)M(s+ 1) = 2λ
(
1− 1
θs+1
)
M(s+ 2).
By letting M(s) = f(s)Γ(s)
(
σ2
2λ
)s/2
, the equation reduces to the following equation for f(s):
f(s) +
√
2µ
σ
√
λ
f(s+ 1) =
(
1− 1
θs+1
)
f(s+ 2).
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Let β :=
√
2µ
σ
√
λ
. Then the equation has the form:
f(s) + βf(s+ 1) =
(
1− 1
θs+1
)
f(s+ 2).
By posing Ψ(s) = f(s+1)f(s) , we get
1
Ψ(s)
+ β = a(s+ 1)Ψ(s+ 1), (3.9)
with a(s) = 1− θ−s. Since there exists a unique positive solution of the equation
1
γ(s)
+ β = a(s)γ(s),
it is easy to see that this function is non decreasing. Let
Ξ(s) =
Ψ(s)
γ(s)
− 1.
From (3.9), one gets
Ξ(s) =
α(s)
β(s) + Ξ(s+ 1)
, (3.10)
with
α(s) =
1
a(s)γ(s)γ(s+ 1)
, β(s) = 1− γ(s)
γ(s+ 1)
≥ 0.
Hence Ξ admits the continued fraction expansion
Ξ(s) =
α(s)
β(s) + α(s+1)
β(s+1)+
α(s+2)
β(s+2)+
α(s+3)
β(s+3)+···
.
It follows that
f(s+ 1) = f(s)γ(s)(1 + Ξ(s)),
so that
f(s) = φ(s)
∞∏
k=0
1
γ(s+ k)(1 + Ξ(s+ k))
.
3.6 Solution for Opinion Dependent Interactions
When the interaction is state dependent and of type (C2), the Mellin transform approach can be
applied again to solve the ODE (3.3) when µ = 0 and 0 ≤ α < 2. As discussed in Section 3.2, under
(C2), for 0 ≤ α < 1, the solution of the SDE can be constructed pathwise, and any stationary density
for the dynamics satisfies the ODE (3.3) provided it is C2. In contrast, under (C2), for α ≥ 1, we
have no certitude that the solution of the SDE is well defined pathwise. In addition we have no direct
connections between the SDE and the ODE (3.3) as the stochastic intensity is not integrable when
starting from 0.
Nevertheless, the following general result holds on the solutions of the ODE (3.3):
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Figure 6: Evolution of the opinion when λ = 2.0, σ = 3.0, α = 0.5, and θ = θ′ = 2.0
Theorem 3.12. Fix θ > 1. Let p(x) be a density which is C2 and solution of the ODE (3.3), with
λ(x) = λ|x|α , 0 ≤ α < 2, and µ = 0. Then
p(x) = 2φ(2− α)
∞∑
n=0
an
θn
√(
2λ
σ2(2− α)2
) 1
2−α
θn|x|BesselK
 1
2− α, 2
√
2λθn(2−α)|x|2−α
σ2(2− α)2
 ,
where
a0 = 1, an =
n∏
k=1
(
θ2−α
1− θk(2−α)
)
, φ =
(
2λ
σ2(2−α)2
) 1
2−α
2Γ
(
1
2−α
)
Γ
(
2
2−α
) ( ∞∏
k=0
(
1− 1
θ2+k(2−α)
))−1
,
and
BesselK(ν, z) =
Γ
(
ν + 12
)
(2z)ν√
pi
∫ ∞
0
cos t
(t2 + z2)ν+
1
2
dt.
Proof. Proof of Theorem 3.12. As we did in the proof of Theorem 3.11, we divide p(x) into two
parts. p(x) = p+(x) + p−(x) where p+(x) = p(x)1{x≥0} and p−(x) = p(x)1{x<0}. It is easy to see
that each part satisfies the same ODE and p+(x) = p−(−x) for x > 0. So by symmetry, it suffices to
solve the ODE for p+(x).
σ2xα
d2p+(x)
dx2
= 2λp+(x)− 2θ1−αλp+(θx).
Now we use the Mellin transform to solve the ODE above. Let M (p+(x); s) = M(s), where
M (p+(x); s) is Mellin transform with respect to s. Then
σ2(s+ α)(s+ 1 + α)M(s+ α) = 2λ
(
1− 1
θs+1+α
)
M(s+ 2).
By letting M(s) = f(s)Γ
(
s
2−α
)
Γ
(
s+1
2−α
)(
σ2(2−α)2
2λ
) s
2−α with f(s) an analytic function, we have
f(s) =
(
1− 1
θs+1
)
f(s+ 2− α).
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Since 2 − α > 0, we can expand this infinitely many times, and by introducing a constant φ > 0 as
in the proof of Theorem 3.11,
f(s) = φ
∞∏
k=0
(
1− 1
θs+1+k(2−α)
)
.
By plugging f(s) into M(s) above, we have
M(s) = φΓ
(
s
2− α
)
Γ
(
s+ 1
2− α
)(
σ2(2− α)2
2λ
) s
2−α ∞∏
k=0
(
1− 1
θs+1+k(2−α)
)
. (3.11)
Since p(x) is a probability density and p+(x) = p−(−x) for x > 0, M(1) = 12 . This implies
φ =
(
2λ
σ2(2−α)2
) 1
2−α
2Γ
(
1
2−α
)
Γ
(
2
2−α
) ( ∞∏
k=0
(
1− 1
θ2+k(2−α)
))−1
.
Applying Lemma 3.8, the inverse Mellin transform, to (3.11), and using the residue theorem,
p+(x)
=
1
2pii
∫ c+i∞
c−i∞
x−sφΓ
(
s
2− α
)
Γ
(
s+ 1
2− α
)(
σ2(2− α)2
2λ
) s
2−α ∞∏
k=0
(
1− 1
θs+1+k(2−α)
)
ds
=
1
2pii
∫ c+i∞
c−i∞
x−sφΓ
(
s
2− α
)
Γ
(
s+ 1
2− α
)(
σ2(2− α)2
2λ
) s
2−α ∞∑
n=0
1
θn(s+1)
n∏
k=1
(
θ2−α
1− θk(2−α)
)
ds
=
∞∑
n=0
2φ(2− α)an
θn
√(
2λ
σ2(2− α)2
) 1
2−α
θn|x|BesselK
 1
2− α, 2
√
2λθn(2−α)|x|2−α
σ2(2− α)2
 ,
where an =
∏n
k=1
(
θ2−α
1−θk(2−α)
)
. We note that when we apply the inverse Mellin transform, we use
the change of variable by s′ = s2−α , and the following simple observation for a > 0:
1
2pii
∫ c+i∞
c−i∞
x−sΓ(s)Γ(s+ a)ds = 2x
1
2
aBesselK
(
a, 2
√
x
)
.
We conclude with a few observations on the cases considered here and the cases we could not
solve.
• When α = 0, Theorem 3.12 implies Theorem 3.11 by using the identity Γ(z)Γ (z + 12) =
21−2z
√
piΓ(2z).
• For case (C2) with 0 ≤ α < 1, the sample path of the opinion of the non-stubborn agent is well
defined and crosses infinitely often the opinion value 0 of the stubborn agent.
• For case (C2) with 1 ≤ α < 2, we cannot construct the path from 0. However, surprisingly, for
α in this range, we still find a smooth probabilistic solution to the ODE
σ2
d2p(x)
dx2
− 2µdp(x)
dx
= 2|x|−αp(x)− 2θλ|θx|−αp(θx), (3.12)
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Figure 7: Evolution of the opinion when λ = 2.0, σ = 3.0, α = 1.5, K = 10100, and θ = θ′ = 2.0
as given in Theorem 3.12. Let us stress once more that there is no direct connection between
the SDE and (3.3) anymore. The only connection is through (C3), namely through the system
with interaction function λ(x) = λK(x) = λ|x|α , with 1 ≤ α < 2. We can construct the
dynamicsXλK(x)(t) of this system pathwise since the stochastic intensity is bounded, and then
establish its ODE. We get (3.3) When letting K tend to infinity in this ODE. This connection
is of course only heuristic and we leave the interpretation of this solution as an open problem
when 1 ≤ α < 2.
• For case (C2) with α ≥ 2, it is possible to have an accumulation point of interactions, with a
fusion of opinions. Again, we do not know how to construct the solution of the SDE after this
fusion time.
4 Multi-agent and Multi-dimensional Models
This section contains a discussion on models with more agents or with vector-valued optinions. If the
pathwise construction can easily be extended, the analytical framework can only be extended to the
state independent models at this stage.
4.1 A Three-agent Interaction Model
In this section, we illustrate the extension of the approach described above to multi-agent networks
through a scenario with three agents under pairwise interactions. We assume that two agents are
stubborn with opinion valueX1 = s1 ∈ R andX3 = s3 ∈ R, respectively. Without loss of generality,
we assume that s1 < s3. We also assume that weight factors θ = θ′ = 2.0 for simplicity. Random
interactions occur independently, either with the stubborn agent S1 with interaction rate λ1(x), or
with S3 with interaction rate λ3(x). For example, λ1(x) = λ1|x−s1|α and λ3(x) =
λ3
|x−s3|α . So we
can think of two superposed point processes N1(t) and N3(t) with stochastic intensities λ1(X2(t−))
and λ3(X2(t−)) for interactions with stubborn agent 1 and 3 respectively, when denoting by X2 the
opinion of the non-stubborn agent at time t. Figure 8 shows the interaction model: If both λ1(X2(t−))
and λ3(X2(t−)) are almost surely integrable, we can derive the evolution of the density function as
we derived Theorem 3.5 in the previous section.
Proposition 4.1. Assume that
∫ b
a λ1 (X2(t−)) dt < +∞ and
∫ b
a λ3 (X2(t−)) dt < +∞, for any
0 ≤ a < b < +∞ almost surely. Then the density pt(x) of X2(t) follows the partial differential
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Stubborn Agent
X1 = s1
Non-stubborn
Agent X2
Stubborn Agent
X3 = s3
Figure 8: Three agent interaction model
equation (PDE):
∂pt(x)
∂t
=
σ2
2
∂2pt(x)
∂x2
− µ∂pt(x)
∂x
− [λ1(x) + λ3(x)] pt(x) (4.1)
+ 2λ1(2x)pt(2x− s1) + 2λ3(2x)pt(2x− s3), (4.2)
provided it is C2.
Proof. Proof Sketch of Proposition 4.1. The proof follows exactly the same lines as that of Theorem
3.5 with s1 = 0. The additional term pt (2x− s3) comes from the interaction with the stubborn agent
with the opinion s3.
Concerning the stationary distribution, we have
Corollary 4.2. The stationary density p(x) of the agentX2 follows the non-local ordinary differential
equation (ODE):
σ2
d2p(x)
dx2
+ 2µ
dp(x)
dx
= 2 [λ1(x) + λ3(x)] pt(x)− 4λ1(2x)pt(2x− s1)− 4λ3(2x)pt(2x− s3).
(4.3)
When µ = 0, λ1(x) = qλ and λ3(x) = (1 − q)λ with q ∈ [0, 1], we can find the stochastic
solution by applying the embedded chain method again:
X2(∞) =
 ∞∑
j=0
V (j)
2j
+ (s3 − s1)
∞∑
j=0
ξ(j)
2j
+ s1, (4.4)
where V (j) follows an independent Gaussian distribution withN(µ∆Tj , σ2∆Tj), and ∆Tj ∼ Exponential(λ)
and ξ(n) ∼ Bernoulli(1 − q). Let A = ∑∞j=0 V (j)2j and B = (s3 − s1)∑∞j=0 ξ(n)2j . Then we just
decompose X∞ into two independent parts:
X2(∞) = A+B + s1.
So the stationary distribution of X(t) can be identified as the distribution of independent sums of A
and B. We already know the distribution of A from Theorem 3.11. When q = 0.5, we can easily
see that B ∼ U [0, s3 − s1] by matching each realization of B with the binary representation of real
values in [0, 1] and multiplying it by s3− s1, where U [0, s3− s1] denotes the uniform distribution on
[0, s3 − s1]. So B + s1 ∼ U [s1, s3]. Figure 9 illustrates the derived solution.
Proposition 4.3. Let g(x) = 1s3−s1 on [s1, s3]. When λ1(x) = qλ, λ3(x) = (1 − q)λ, µ = 0 and
q = 0.5, the solution of (4.3) can be given by
p(x) = p∗(x) ? g(x)
where ? denotes convolution and p∗(x) is the solution in Theorem 3.11.
The distribution of B for a general q ∈ [0, 1] has been studied by Bhati et. al. [9] and the general
form of B is highly non-trivial.
19
Figure 9: Three-body simulation vs closed form solution when λ = 3.0, σ = 2.0, q = 0.5, α = 0.
4.2 A Four-agent Interaction Model
Consider a four-agent model with two non-stubborn agents X2 with µ2, σ2 and X3 with µ3, σ3, and
two stubborn agents with the opinion X1 = s1 and X4 = s4. As described in Figure 10, the model
Stubborn Agent
X1 = s1
Non-stubborn
Agent X2
Non-stubborn
Agent X3
Stubborn Agent
X4 = s2
Figure 10: Four agent interaction model
features two conditionally independent interaction point processes, N2(t) with stochastic intensity
λ2 (X2(t−)) for the interactions of X2 with both X1 and X3, and N3(t) with stochastic intensity
λ3(y) for the interactions of X3 with both X2 and X4. At each epoch of N2 (resp. N3), X2(t) (resp.
X3(t)) updates its opinion adopting the average of the opinions of its neighbors with equal weights.
In the state independent case, λ2(x) = qλ and λ3(y) = (1 − q)λ, the embedded chain method can
be applied again. Let ξ(n) be an independent Bernoulli random variable with probability q. Let
{Tn} be the increasingly ordered interaction epochs for either X2 or X3. Let X2(n) =: X2(Tn)
and a similar definition for X3(n)). It is easy to see that these state variables satisfy the following
stochastic recurrence equations:
X2(n+ 1) =
1
3
ξ(n) [s1 +X2(n) +X3(n)] + (1− ξ(n))X2(n) +W2(n),
X3(n+ 1) =
1
3
(1− ξ(n)) [X2(n) +X3(n) + s4] + ξ(n)X3(n) +W3(n),
whereW2(n) is an i.i.d. sequence with a distribution equal to the mixture of GaussiansN(µ1∆Tn, σ1∆Tn),
W3(n) is also i.i.d. but with law the mixture of GaussiansN(µ2∆Tn, σ2∆Tn), and ∆Tn ∼ Exponential(λ).
We note that W2(n) and W3(n) are dependent since they share the same ∆Tn ξ(n) equivalently en-
codes which agent is interacting when the interaction occurs. The above system of equations can be
reformulated to a random matrix form. Let
Z(n) =
[
X2(n)
X3(n)
]
, P(n) =
[
1− 23ξ(n) 13ξ(n)
1
3 − 13ξ(n) 13 + 23ξ(n)
]
, b(n) =
[
1
3s1ξ(n) +W2(n)
s4
3 (1− ξ(n)) +W3(n)
]
,
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where W2(0) = W3(0) = 0. So we have
Z(n+ 1) = P(n)Z(n) + b(n).
By solving the equation, we get
Z(m) =
(
m∏
n=0
P(n)
)
Z(0) +
m∑
l=0
(
l∏
n=0
P(n)
)
b(l),
so that the stationary distribution is that of the random variable
Z =
( ∞∏
n=0
P(n)
)
Z(0) +
m∑
l=0
(
l∏
n=0
P(n)
)
b(l).
4.3 Vector-valued Opinions
One might be interested in the case when the opinion of an agent is a vector in Rd instead of a real
number. For this, we come back to the two agent model. The non-stubborn agent X has for opinion
vector Xt = (X1,t, X2,t, · · · , Xd,t). Assume that each component Xi,t follows an independent diffu-
sion with µi and σi. The stubborn agent Z has the opinion vector Zt = (0, 0, · · · , 0). As in Section
3, the interaction epochs are modeled by a point process with stochastic intensity λ(Xt). Then we
can formulate the vector-valued SDE:
dXt = µdt+ σdWt − Xt−
θ′
Nt, (4.5)
where µ = (µ1, · · · , µd), σ = (σ1, · · · , σd), Xt− is the value approaching from the left of Xt, and
Nt is a point process with stochastic intensity λ(Xt). When λ(Xt) = λ, we can easily see that the
marginal distribution of the i-th component follows the same PDE as in Theorem 3.5, with µi, σi, and
λ(x) = λ. So we know the marginal of stationary distributions ofXt. However, since the coordinates
in Xt share the same interaction clock, their are dependent. Because of this dependency, the full
description of the stationary distribution of Xt cannot be obtained by this approach.
5 Conclusion and Future Research
In this paper, we provided a definition and a first analytic understanding of continuous time stochastic
opinion dynamics. This was made possible by connecting this framework to that of non local partial
differential equations. We obtained a characterization of the stationary regime of stochastic opinion
dynamics using Mellin Transforms. The approach is currently limited to the two-body case in the
state dependent interaction case, but extends to the multi-agent case for state independent interactions.
Among the open problems for future research, we would quote first the clarification of the status of
the solution found in the situation where no pathwise solution of the SDE exists, and second the
extension of the analytical framework to the multi-agent case.
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