I. Introduction
OR estimation applications where the state vector evolves according to a dynamic model, measurements are typically processed (or filtered) over time. The Kalman filter is the most widely used algorithm for recursive state vector estimation. One of the fundamental assumptions used in the derivation of the Kalman filter is that the measurement and disturbance inputs are white noise sequences. In general, these random processes will be time correlated, which must be properly accounted for in the estimation algorithm. State augmentation is one well-known approach that can be used to account for time correlation by using additional filter states [1] . The resulting increase 1 PhD Candidate, Department of Mechanical, Materials and Aerospace Engineering, E-mail: langste@hawk.iit.edu. 2 Research Assistant Professor, Department of Mechanical, Materials and Aerospace Engineering, E-mail: khansam1@iit.edu, AIAA Member. 3 Professor, Department of Mechanical, Materials and Aerospace Engineering, E-mail: pervan@iit.edu, Associate Fellow AIAA. F in state vector dimension can sometimes have adverse practical ramifications, and this has resulted in alternative solutions that do not require additional states. Two examples of such alternatives are the measurement differencing filter [2] and the Schmidt-Kalman filter [3] . Because the choice of which method to use is mainly a practical consideration, this work will use the standard state augmentation paradigm to account for time correlation.
Irrespective of which method is used, perfect knowledge of the measurement noise and disturbance input autocorrelation functions must be available. Since the true mathematical nature of these functions is rarely known, approximate, reduced order models are often employed. For safety-critical estimation applications, such as aircraft navigation, it is essential to understand how the use of approximate models affects integrity risk.
In the aircraft navigation community, an abundance of research has addressed the issue of uncertainty in characterizing measurement noise. For example, in [4] and [5] , it is shown how to compute an upper bound on integrity risk using the concept of cumulative distribution function (CDF) overbounding. These results apply for the special case where measurement errors are mutually independent. However, when state estimation is accomplished through measurement filtering, the presence of any time correlation in the measurement noise violates the independence assumption. In response, in [6] and [7] the symmetric overbounding theorem was developed to generalize CDF overbounding techniques to the case where measurement errors are correlated. The theorem provides a solid theoretical foundation for integrity risk bounding with correlated errors but does not provide a readily implementable solution. This paper uses key ideas from [6] and [7] to derive an efficient integrity risk bounding algorithm for the Kalman filter.
In parallel, numerous publications in the robust estimation literature can be found that address the integrity risk bounding problem for specialized cases of modeling uncertainty. For example, in [8] and [9] , it is shown how to upper bound integrity risk when the measurement noise is governed by a first order Gauss-Markov model with an unknown time constant. More general uncertainty structures can be handled using guaranteed cost filtering [10] , where a linear estimator is sought such that the estimate error variance is guaranteed to be smaller than a certain bound. The design matrices are chosen to minimize the upper bound subject to a specified uncertainty structure on the state transition matrix and observation matrix.
Norm-bounded uncertainty is one type of uncertainty structure that has been studied extensively using guaranteed cost filtering [11] [12] [13] [14] . Under this structural model, the minimum upper bound on the estimate error variance is obtained by solving algebraic Riccati equations (AREs). The polytopic uncertainty structure is another example, where the state transition matrix and observation matrix are expressed as unknown linear combinations of a set of matrices [15] [16] [17] [18] [19] [20] . The advantage of this formulation is that the robust filtering problem can be written in terms of Linear Matrix Inequalities (LMIs), which can be solved efficiently using existing algorithms [21] . For a thorough overview of norm bounded and polytopic uncertainty, the reader is referred to [10] and [22] .
Guaranteed cost filtering is an effective solution to the integrity risk bounding problem provided that the size of the state transition matrix is known a priori. However, when the statistical models of the measurement noise and disturbance inputs are not precisely known, the number of states necessary to accurately model these processes is also unknown. Futhermore, certain noise processes like flicker noise in quartz oscillators cannot even be modeled with a finite number of states [23] . These problems cannot be addressed using guaranteed cost filtering. In response, this paper introduces a new approach to upper bound integrity risk that only requires each measurement noise and disturbance input autocorrelation function to be contained between an upper and lower bounding function.
In section II, the basics of Kalman filtering are reviewed with emphasis on the method of state augmentation for time correlated noise processes. The concept of estimation integrity risk is then formally introduced and the role of the estimate error variance in its computation is discussed. In section III, a set of difference equations is derived that explicitly shows how the time correlated measurement noise and disturbance inputs impact the state estimate error vector. Section IV derives an efficient algorithm to upper bound the integrity risk subject to the bounded autocorrelation uncertainty structure. In section V the algorithms and methods developed in the paper are applied to a one-dimensional position and velocity estimation application.
II. Time Correlated Noise in Kalman Filters

A. Measurement and State Dynamic Models
This work is concerned with linear measurement models of the form
The state vector  evolves in time according to the linear dynamic model
is the n   n w disturbance input mapping matrix and k w is an n w  1 zero-mean Gaussian random noise vector.
In this work,
are assumed to be precisely known matrices and the noise vectors  and w are statistically modeled as
where E is the expectation operator, k and l are time indices, i and j are matrix row and column indices, respectively, However, the use of the Kronecker deltas in Eqs. (3) and (4) along with Eq. (5) stipulates that there is no cross correlation among the components of  and w .
B. Method of State Augmentation
If  and w can be dynamically modeled as the output of a linear system driven by white Gaussian noise, then the well known method of state augmentation can be utilized to recast Eqs. (1) through (5) in the form of an estimation problem amenable to a Kalman filtering solution.
Suppose that k  and k w can be linearly decomposed as
where k C is an n   n  matrix,  is an n   1 zero-mean Gaussian random vector, k D is an n   n r matrix and r is an n r  1 zero-mean white Gaussian random vector with n r  n r covariance matrix
B is an n w  n q matrix and  q is an n q  1 zero-mean white Gaussian random vector with n q  n q covariance matrix
It is assumed that  is uncorrelated with r and that  is uncorrelated with  q , i.e.,
for all k and l. The vectors  and  capture the time correlated nature of  and w , respectively, and evolve in time according to the linear dynamic models
is an n   n q matrix,  q is an n q  1 zero-mean white Gaussian random vector with n q  n q covariance matrix
is an n   n q matrix and  q is an n q  1 zero-mean white Gaussian random vector with n q  n q covariance matrix
Substituting Eq. (7) into Eq. (2) and appending Eqs. (8) and (9) to Eq. (2) results in the new linear dynamic
which can be written more succinctly as
matrix and q is an n q  1 zero-mean white Gaussian random vector with n q  n q covariance matrix
Inserting Eq. (6) into Eq. (1) and defining the n
. An optimal estimate of the state vector x can now be obtained using the Kalman filter.
C. State Estimation Via Kalman Filtering
The Kalman filter is composed of a measurement update, producing the estimate vector ) (
, and a time update, which yields the estimate vector 
, respectively, whose covariance matrices are determined from the expressions [24] 
where It is clear that the evaluation of y I is straightforward once P has been specified. However, it was shown in section B that when the components of  and w are time correlated, dynamic models for  and w needed to be specified in order to propagate P and  P . In practice, these dynamic models will never be known precisely because of the uncertainty in the true nature of the time correlation. As a result, the computed P , even using the best dynamic models available, will not accurately describe the probability distribution of the a posteriori estimate error vector. In response, we seek to define a new estimate error covariance matrix P , (n x  n x ), from which the true estimate error variance 2 y  can be upper bounded.
III. Kalman Filtering With Stochastic Modeling Uncertainty
A. A Posteriori Estimate Error Vector
A new derivation of the a posteriori estimate error vector is necessary to observe how  is impacted by statistical modeling uncertainty. The derivation begins by revisting the measurement update equation, ) (
. Replacing k z with the expression on the right hand side of Eq. (1) yields
provided after Eq. (11) and writing
which can be simplified into the form
Subtracting the n x  1 vector
Defining the n   1 vectors
allows Eq. (19) to be written as
Now define the n x  1 vectors
. Then Eq. (20) can be expressed more succinctly as
B. A Priori Estimate Error Vector
A similar procedure can be followed to derive a new expression for the a priori estimate error vector. The derivation begins by writing the time update equation,
, which can also be written as
The 3  3 block matrix on the right hand side of Eq. (24) is identical to k F defined immediately after Eq. (10).
Therefore, Eq. (24) can be simplified to
Replacing the vector (23) with the right hand side of Eq. (25) and simplifying yields
Recalling the definitions of k e and  k e given after Eq. (20), Eq. (26) can also be written as (27) where the definition of the n x  n w matrix k N is obvious by comparing Eq. (27) to Eq. (26).
Together, Eqs. (21) and (27) 
will be discussed in the next section.
IV. Upper Bounding the Estimate Error Variance
A. A Posteriori Estimate Error Covariance Matrix
In what follows, only k P will be considered to illustrate the important aspects of the covariance computation.
The same analysis can be carried out for
, which expands into the equation
The expected values on the right hand side of Eq. (28) are non-zero. To see this, first note that from Eq. (27),
. Replacing 
Substituting the expression for
from Eq. (29) into the right hand side of Eq. (30) and using the fact that
by virtue of Eq. (5), it can be shown that Eq. (30) becomes
Equation (31) can be written in the more compact form
where the definitions of 1  (n x  n  ) and 2  (n x  n  ) are obvious by comparing Eq. (32) to Eq. (31).
The process above can be continued, at each step enforcing the fact that
, until reaching the
Note that because  0 e is uncorrelated with  at any time,
makes it difficult to extract an efficient algorithm for the computation of k P and  1 k P . This issue is addressed in the next section.
B. General Solution to Linear System of Difference Equations
Equations (21) and (27) constitute a set of linear, time-varying difference equations. The solution to any linear system of difference equations can be written in terms of an initial condition response and an impulse response [25] .
where An algorithm for the computation of
results in the following expressions for
where
In this work, the components of 
The covariance matrix
except that the first row and column terminate at
. A useful feature of the symmetric Toeplitz matrix is that the value along any given diagonal is constant. As a result, it is only necessary to specify the first column of the matrix.
The true estimate error variance of 
A similar expression for the true a priori variance 
The n   n  matrix 

. Furthermore, the initial state estimate is a deterministic vector, which leads to the conclusion that
. Taking all of these observations into consideration results in an initial estimate error covariance matrix of the form
Equation ( 
D. Autocorrelation Uncertainty Structure and Associated Variance Bound
In this work, we introduce the bounded uncertainty model 
V. One-Dimensional Position and Velocity Estimation
The algorithms developed above will now be applied to the estimation problem shown in Fig. 1 . 
Making the definitions
allows Eq. (50) to be written in the form
, where 
In order to perform the integration, a functional expression for ) ( 
When taken together, the position and velocity dynamic models can be written in the state space form Well known methods exist to convert Eq. (57) to the discrete-time form 
G
can be found in [26] . The covariance matrix of k q is determined using the Van Loan algorithm [27] .
It is important to reiterate that in a real estimation application, the mathematical models used in the stateaugmentation process are not the true mathematical models of the measurement and process noise. In this example, however, it is assumed that the beacon measurement noise and accelerometer measurement noise really are the sum of a white Gaussian noise process and a first order Gauss-Markov process. The parameters defining these models are only known to lie between the intervals specified in Table 1 .
Table 1 Specified ranges on sensor noise characteristics
In order to use the bounding algorithm specified in Eqs. (45) 
where s can only take on integer values.
The autocorrelation function of  is more straightforward. For the Gauss-Markov component of the beacon measurement noise, the autocorrelation function is given by [28]  must be specified in order to define the Kalman filter. Designers typically choose the maximum variance (or power spectral density) and time constant to define the filter. In this work, the same approach is adopted and the filter is defined using the upper bound values in Table 1 . The rationale behind this choice is that measurements with highly correlated errors do not provide as much new information as measurements whose errors are less correlated. This in turn should produce a larger estimate error variance. However, it will be shown shortly that these qualitative arguments do not always work.
The last step to complete before conducting the simulation is to specify the Kalman filter initial covariance matrix, 
A truth model for the ranging beacon and accelerometer error autocorrelation functions is required to ascertain the tightness of the variance bound. The parameters defining this model are summarized in Table 2 .  , respectively, and are obtained from P and P accordingly using the coefficient vector A similar analysis can be conducted for the velocity state by using the coefficient vector
An important aspect of the bounding method proposed in this work is that the variance upper bound must be computed separately for each element of the state vector that requires a bound. 
VI. Conclusion
In this paper, a new method was developed to upper bound integrity risk for sequential state estimators subject to stochastic modeling uncertainty. Using a new derivation of the Kalman state estimate error vector, it was shown how this upper bound can be computed subject to a bounded autocorrelation uncertainty structure. The method was demonstrated for a one dimensional position and velocity estimation problem, and it was shown that often-used heuristic arguments do not provide an upper bound on integrity risk. Therefore, the method developed in this paper provides a direct means to ensure integrity in safety critical estimation applications in the presence of disturbance and sensor noise stochastic modeling uncertainty.
Appendix A
This appendix derives the general solution to the following system of linear difference equations
where 
Defining the n x  n x matrix 
