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Abstract
Motivated by the pressing need for suicide prevention through improving behavioral
healthcare, we use medical claims data to study the risk of subsequent suicide attempts
for patients who were hospitalized due to suicide attempts and later discharged. Un-
derstanding the risk behaviors of such patients at elevated suicide risk is an important
step towards the goal of “Zero Suicide”. An immediate and unconventional challenge
is that the identification of suicide attempts from medical claims contains substantial
uncertainty: almost 20% of “suspected” suicide attempts are identified from diagnostic
codes indicating external causes of injury and poisoning with undermined intent. It is
thus of great interest to learn which of these undetermined events are more likely ac-
tual suicide attempts and how to properly utilize them in survival analysis with severe
censoring. To tackle these interrelated problems, we develop an integrative Cox cure
model with regularization to perform survival regression with uncertain events and a
latent cure fraction. We apply the proposed approach to study the risk of subsequent
suicide attempt after suicide-related hospitalization for adolescent and young adult
population, using medical claims data from Connecticut. The identified risk factors
are highly interpretable; more intriguingly, our method distinguishes the risk factors
that are most helpful in assessing either susceptibility or timing of subsequent attempt.
The predicted statuses of the uncertain attempts are further investigated, leading to
several new insights on suicide event identification.
Keywords: Integrative learning, Medical claims data, Mental health, Rare event, Uncertainty
quantification
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1 Introduction
Suicide is a serious public health problem in the US. According to the National Institute of
Mental Health (Hedegaard et al., 2018), the annual suicide rate for the US population, as
measured by the number of deaths by suicide per every 100,000 population, increased 33%
(from 10.5 to 14.0 per 100,000) from 1999 through 2017. Losing a loved one to suicide is
devastating. The effects of suicide or suicide attempt on the survivors can be long-lasting and
far-reaching. Further, suicide is associated with high economic costs for individuals, families,
communities, and the society as a whole (Shepard et al., 2016). Various studies show that
a prior suicide attempt is a strong risk factor for suicidal death (Bostwick et al., 2015), and
there is a strong likelihood of a subsequent suicide attempt after the initial one (Suominen
et al., 2004; Parra-Uribe et al., 2017). Unfortunately, suicidal behavior is not always preceded
by clear warnings. On the other hand, opportunities for prevention do exist. In particular,
a suicide attempter may have been in contact with the healthcare system prior to his/her
attempt, which creates a window of opportunity for professional intervention.
Motivated by the pressing need for suicide prevention through improving behavioral
healthcare and inspired by the “Zero Suicide” initiative (Brodsky et al., 2018) for trans-
forming healthcare systems, we aim to build a data-driven approach with large-scale medical
claims data to understand and identify risk factors associated with a subsequent suicide
attempt among patients who were previously hospitalized for suicide attempt. Being able
to identify the patients at elevated risk for subsequent attempts is an important first step
towards a better allocation of prevention efforts with limited resources. More specifically,
we examine the suicide attempt risk of youth and young adult patients in the State of Con-
necticut who had been hospitalized due to probable or suspected suicide attempts, using the
2012–2017 medical claims from the state’s All Payers Claims Database.
Statistically, it appears straightforward to formulate the problem as a survival analysis,
to model the time to the subsequent suicide attempt from the initial suicide-related hospi-
talization. That is, for each patient, the event time is observed if there was a record of a
subsequent suicide attempt, and otherwise it is considered as right censored and the censor-
ing time is determined by the end of the follow-up, e.g., the end of the last encounter with the
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healthcare system or the end of the study period. However, the problem is not that straight-
forward, and our attempt at adopting a conventional model such as Cox’s regression (Cox,
1972) becomes problematic.
The most immediate and unconventional challenge is that the identification of suicide
attempts from medical claims data carries substantial uncertainty. The prevailing rules for
identifying suicide attempts are based on ICD-9/ICD-10 (International Classification of Dis-
eases, 9th/10th Revision) diagnostic codes. These include codes that directly record suicidal
attempt (e.g., ICD-9 E950–E958/ICD-10 X71–X83: suicide and self-inflicted injury) and
some combinations of codes that are indicative of suicidal behaviors (Patrick et al., 2010;
Chen and Aseltine, 2017). While a majority of the attempts identified by these rules can be
safely considered as factual, there are also “suspected” attempts that hold some unignorable
uncertainty. In particular, about 19% of the attempts in the data we examined were identi-
fied through the ICD-9 E980–E988 codes (or their ICD-10 equivalences), meaning external
causes of injury and poisoning with undermined intent, be it accidentally or purposely in-
flicted. Most existing research either included these events without taking account of their
uncertainty or simply removed them altogether (Barak-Corren et al., 2017; Walsh et al.,
2018). Both approaches may lead to substantial bias and/or information loss, especially
when modeling a rare event like suicide attempts. In fact, the uncertainty in the identifi-
cation of medical conditions from diagnostic codes in claims data is quite common (Strom,
2001), and it can be caused by various reasons including intrinsic diagnostic uncertainty,
coding errors, difference in physician practice, inaccuracy in patient reporting, among others
(Bhise et al., 2018; Bell et al., 2020).
Besides the uncertainty in event identification, there are several other challenges in suicide
risk modeling, including the rarity of attempts and the large-dimensionality of candidate pre-
dictors. The rarity of suicide attempts, even among patients with previous attempts, directly
translates to a very high censoring rate in the observed data, for which conventional survival
regression methods may lack power in making inference on the effects of risk factors and may
predict poorly. This difficulty may partly explain why most existing research on suicide risk
modeling has moved away from survival analysis, opting instead for a less ambiguous goal of
modeling the occurrence of attempt or death with classification methods (Belsher et al., 2019;
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Kessler et al., 2020).We argue, however, that it could be beneficial to combine classification
and survival analysis. In particular, the so-called cure model (Berkson and Gage, 1952; Peng
and Dear, 2000; Amico and Keilegom, 2018) can be attractive. The approach incorporates a
“cured” sub-population, which is not subject to or has negligible risk of the outcome event
of interest. In our study, it is indeed plausible that some patients are not exposed to the
risk of a subsequent suicide attempt or can be considered “long-term survivors” of suicidal
behavior. Since our study cohort consists of patients who were hospitalized due to either a
probable or suspected suicide attempt or self-injury of undetermined intent, it is possible that
some of these patients never actually attempted suicide. Another rationale for considering
the cure fraction is that it can help to evaluate whether hospitalization and/or intervention
following the initial attempt are effective in promoting long-term survival. Therefore, it is of
great interest to be able to differentiate and understand the cured sub-population, under this
unique setting of uncertain suicide attempts. Furthermore, there are many candidate risk
factors extracted from medical claims data such as the ICD-9/10 diagnostic codes, making
variable selection a necessity.
Figure 1 summarizes the survival analysis setup where uncertainty, censoring, and a
latent cure fraction are simultaneously present. A decomposition of the subjects to different
categories helps to disentangle the puzzle. In the suicide risk study, Case 1 consists of patients
for whom the events of suicide attempt are observed with certainty, e.g., determined by the
presence of E95 codes in ICD-9. As such, there is no uncertainty or cure fraction in Case 1.
Case 2 consists of patients whose event times are censored. Among those patients, some
are censored under risk (Case 2a), while some are considered cured without exposure to
the risk (Case 2b). Lastly, Case 3 consists of patients having uncertainty or events with
undetermined cause. In our study, Case 3 refers to patients who were diagnosed with the
E98x codes. Such events can truly be suicide attempts (Case 3a), a misdiagnosis with risk
of subsequent attempt (Case 3b), or a misdiagnosis without subsequent risk (Case 3c). It
should be clear that the decompositions of Case 2 and of Case 3 are not observed and have
to be inferred from proper modeling of the observed data.
We propose an integrative Cox cure model with regularization to perform survival regres-
sion with uncertain events and a latent cure fraction. The model setup thus extends both the
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Data
Underlying Decomposition
Underlying Truth
Case 1 (Observed): ❌
Case 1: ❌
Case 2 (Censored): ○ + △
Case 2a: ○
Case 2b: △
Case 3 (Uncertain): ❌ + ○ + △ Case 3a: ❌
Case 3b: ○
Case 3c: △
❌
○
△
❌: Event
○: Censored under risk
△: Cured
Figure 1: Decomposition of subjects in three different cases.
Cox model and the cure model. More specifically, our approach can be regarded as a latent
mixture model with the regular Cox model as its skeleton, in which the event uncertainty and
the cure status are modeled as latent variables with missing values. Regularized estimation
techniques are utilized to enable shrinkage estimation and variable selection. We devel-
oped a computational algorithm based on an integration of the Majorization-Minimization
algorithm, the profile likelihood, and the coordinate descent method. The algorithm was
shown to be stable, efficient, and have monotonic descending property. Our new method
outperformed competing methods in simulation studies under realistic settings similar to
the motivating application of the suicide risk study.
The proposed approach was applied to study the risk of subsequent suicide attempt af-
ter suicide-related hospitalization for adolescent and young adult population, using medical
claims data of year 2012 to 2017 from Connecticut All-Payer Claims Database (APCD).
The identified risk factors are highly interpretable and consistent with current understand-
ing; intriguingly, our method is able to distinguish the risk factors that are mostly helpful
in assessing whether the patients are under risk of subsequent attempt and the ones that
can actually predict the time of subsequent attempt. The predicted cure and event status
among those uncertain suicide attempts identified by the E98x codes are further investigated,
providing several new insights on suicide risk identification and prevention.
The rest of the paper is organized as follows. In Section 2, we describe the claims data
and the problem setup for studying subsequent suicide attempt. In Section 3, based on a
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methodological review, we propose the integrative Cox cure model with uncertain events
and derive its likelihood. The estimation procedure is developed in Section 4. Simulation
studies are presented in Section 5. The suicide risk study is reported in Section 6. Section 7
concludes with a discussion.
2 Data and Exploratory Analysis
We focused on young patients of age 10–24 who were admitted to hospitals in Connecticut
from 2012–2017 due to suicide attempts, whether determined or suspected. Data on primary
and secondary diagnoses were available from the Connecticut APCD. We excluded a small
proportion of patients with expired/dead status at discharge of their first recorded suicide-
related hospitalization, and focused on those patients who survived and were discharged.
The event of interest was a subsequent suicide attempt after the first hospitalization due
to possible suicidal behaviors. The available APCD data was from October 1, 2012 to
September 30, 2017. As such, we considered a retrospective follow-up study setup, in which
the patients were followed up until a determined or suspected suicide attempt occurred or
until September 20, 2017 if no suicide attempt was observed.
A total of 7,552 patients with prior hospitalizations for suicide attempts were included
in this analysis. Among them, 3,831 patients were female and 3,721 patients were male. A
total of 736 patients were coded as having subsequently attempted suicide using the E95x
codes, while 173 patients experienced injuries whose cause was undetermined as to whether
a suicide attempt or accident as indicated by the E98x diagnostic codes, and the remaining
6,643 subjects did not have a recorded suicide attempt during the follow-up. In other words,
the size of Case 1–3 is, respectively, 736, 6,643, and 173. The censoring rate among subjects
in Case 1–2 is 90.0%, and almost 20% of suicide attempts were identified with uncertainty.
The APCD data contained a large amount of information on the characteristics of pa-
tients and their previous hospital admissions. The diagnostics were mainly recorded as ICD-9
diagnosis codes prior to fiscal year 2015, and ICD-10 codes (the 10th Revision) were used af-
terwards. As the existing rules (Patrick et al., 2010; Chen and Aseltine, 2017) for identifying
determined/suspected suicide attempts were mainly based on ICD-9 codes, we translated all
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the ICD-10 diagnosis codes to their ICD-9 equivalence by the General Equivalence Mappings
developed from Centers by the Medicare and Medicaid Services. Both forward and backward
mapping were used in the crosswalk as suggested by the Agency for Healthcare Research and
Quality. The translation was efficiently done by R package touch (Wang et al., 2018).
After harmonizing to ICD-9 codes, we grouped the codes in the data by their three leading
characters, which resulted in 911 major diagnosis categories. For each patient, we counted
the number of appearances of the diagnosis codes belonging to each category in his/her
historical records up to the initial admission. We further filtered out ICD-9 indicators by
restricting minimum cell counts of the 2 by 2 contingency table of the diagnosis indicator
and the event indicator of subjects in Case 1–2 to be at least 10. The remaining 246 ICD-
9 categories, in addition to demographic covariate gender and age, were considered in the
survival analysis predicting a subsequent attempt.
For subjects in Cases 1–2, the overall survival probability estimated by the Kaplan–Meier
estimator (Kaplan and Meier, 1958) with point-wise confidence intervals (based on normality
of the logarithm of survival rate estimates) is plotted in Figure 2. A flat tail was observed at
the end of the survival curve, which suggested a long enough follow-up time and a possible
presence of a cure fraction. We applied the method proposed by Maller and Zhou (1994) to
formally test whether the follow-up is sufficient. The test statistic an was proposed to be
(1−Nn/n)n, where n is the sample size, Nn is the number of uncensored observations in time
period (2T ∗n − Tn, T ∗n ], T ∗n is the largest uncensored event time, and Tn is the largest survival
observed time. In our case, the test statistics an computed based on the data excluding
Case 3 is 0.25%, which suggested a strong evidence of a sufficient follow-up and motivated
us to consider a potential cure fraction in the modeling. We further performed the likelihood
ratio test proposed by Maller and Zhou (1995) for testing the presence of a cure fraction
among patients in Case 1–2. More specifically, we fitted a regular Cox model and Cox cure
model with age and gender as control variables to patients in Case 1–2, where the logistic
part of the Cox cure model only included an intercept term. The test statistic was 3678.0,
much larger than the critical value 2.71, which provided a strong evidence of the presence of
a cure fraction among patients in Cases 1–2.
Therefore, to better understand suicide risk and improve its predictive modeling, there
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Figure 2: The overall survival curve by the Kaplan-Meier estimator for subjects in Cases 1–2.
is a strong rationale for determining which events identified by the E98 codes are actual
suicide attempts. The unique features of the problem demonstrated in our exploratory
analysis motivate us to develop a general statistical approach on handling uncertain and
rare medical diagnostics in time-to-event modeling.
3 Integrative Cox Cure Model with Uncertain Events
3.1 Overview of Existing Methods
In the literature, a few methods have been proposed to similar problems of mis-measured
survival outcomes or uncertain events. When a binary diagnosis outcome was measured with
uncertainty, Richardson and Hughes (2000) proposed an estimation procedure for the product
limit estimate of survival function with no covariate based on the expectation maximization
(EM) algorithm (Dempster et al., 1977). The method is only applicable for discrete-time
contexts where the time points of outcome testing are predetermined. Meier et al. (2003)
extended the discrete proportional hazards model (Kalbfleisch and Prentice, 2002) to mis-
measured outcomes under a setting similar to Richardson and Hughes (2000) but allowed
covariate effects. Wang et al. (2020) proposed a model for survival data with uncertain
event times arising from partial linkage of different datasets, i.e., for a subject there could be
multiple conflicting potential event times and censoring time, arising from linking different
datasets without unique identifiers and among which only one of them is the truth. None of
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the above methods is appropriate for the uncertainty scenario in our problem, and none of
them considered cure fraction and feature selection.
On the other hand, the cure rate model was first proposed by Berkson and Gage (1952).
The logit link has been widely used in modeling the susceptible probability as proposed by
Farewell (1982). Kuk and Chen (1992) proposed modeling the conditional survival times
through a Cox proportional hazards model (Cox, 1972). Its model estimation based on the
EM algorithm was later proposed by Sy and Taylor (2000). So far limited efforts have been
made for survival data with masked events and the presence of a cure fraction. Dahlberg and
Wang (2007) and Zhang and Wang (2009) proposed cure models with masked events based
on the Cox model and the accelerated failure time (AFT) model (Wei, 1992), respectively, in
the framework of competing risks. Unfortunately, neither of the above methods considered
uncertain events, where no unmasking event is observed.
Regularization techniques are often adopted in practice to conduct feature selection with
large data. Here our review shall mainly focus on the computational and methodological
aspects of regularization that are related to survival analysis. Coordinate descent (CD)
methods for solving the lasso problem (Tibshirani, 1996) was proposed by Fu (1998) and
known as the “shooting” procedure. The CD algorithms for generalized linear models and
Cox models were developed by Friedman et al. (2010) and Simon et al. (2011), respectively,
and implemented in the R package glmnet. However, as mentioned in Friedman et al.
(2010), the convergence of Newton’s method used for handling non-quadratic loss is generally
expected but not guaranteed. For regularized Cox model, Simon et al. (2011) used an
approximated Hessian matrix of the (partial) log-likelihood, which also lacks convergence
guarantee. To resolve these convergence issues, Yang and Zou (2013) derived the coordinate-
majorization-descent (CMD) algorithm for the regularized Cox’s model, which combines the
CD method with the principle of majorization-minimization (MM) algorithm (Lange et al.,
2000) and always converges. Recently, a few works have been proposed to perform variable
selection for cure models. Scolas et al. (2016) proposed variable selection with adaptive lasso
for interval-censored data in a parametric cure model. Masud et al. (2018) proposed variable
selection methods for mixture cure model and promotion cure model. Some recent works on
cure models have promoted structural similarity (Fan et al., 2017) and sign consistency (Shi
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et al., 2019) of covariate coefficient estimates on both model components of the cure model.
3.2 Proposed Method
Consider a random sample of n subjects who fall into the three cases as illustrated in Figure 1.
Let I1, I2, and I3 be the indices of the subjects in Case 1, 2, and 3, respectively. Let
Tj = min(Vj, Cj), ∆j = 1(Vj > Cj) with realizations tj and δj, where Vj and Cj is random
variable of the event time and the censoring time of subject j, j ∈ {1, . . . , n}, respectively.
The Tj is observed for all cases. However, ∆j is observed only for j ∈ I1 ∪ I2 but missing for
j ∈ I3. Define Zj = 1 if subject j is susceptible (not cured), and Zj = 0 otherwise (cured),
with probability pj = Pr(Zj = 1). Let zj denote the realization of Zj. Note that Zj = 1 is
observed for j ∈ I1 but missing for j ∈ I2 ∪ I3. Given that Zj = 0, that ∆j = 0 holds with
probability one.
We regard the problem as a label-missing problem and derive the observed data likelihood
and complete data likelihood for different cases; the latter is useful in deriving an EM
algorithm for computation. Firstly, for subject j ∈ I1, we observe that Tj = Vj, ∆j = 1,
and Zj = 1. No label is missing in this case. Let Y1 = {(x>j , tj, δj, zj) | j ∈ I1} denote the
observed data of subjects in Case 1, where xj is a p-dimensional covariate vector of subject
j. The likelihood contribution is then
Pr(Tj = tj,∆j = 1, Zj = 1) = Pr(Tj = tj,∆j = 1 | Zj = 1) Pr(Zj = 1)
= Pr(Vj = tj, Cj > Vj | Zj = 1) Pr(Zj = 1) = pjfj(tj)G(tj),
where fj(t) is the density function of Vj given that the subject j is susceptible, and G(t) is
the survival function of Cj.
Secondly, for subject j ∈ I2, we observe Tj = Cj and ∆j = 0, but Zj is missing. Then,
Pr(Tj = tj,∆j = 0 | Zj = 1) = Pr(Cj = tj, Vj > Cj | Zj = 1) = g(tj)Sj(tj),
Pr(Tj = tj,∆j = 0 | Zj = 0) = Pr(Cj = tj, Vj > Cj | Zj = 0) = g(tj),
where g(t) is the density function of Cj, Sj(t) is the survival function of Vj given that the
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subject j is susceptible. Let Y2 = {Y O2 ,Y M2 } denote the complete data of subjects in Case 2,
where Y O2 = {(x>j , tj, δj) | j ∈ I2} represents the observed data and Y M2 = {zj | j ∈ I2}
represents the missing indicators. The observed-data likelihood contribution of subject j is
Pr(Tj = tj,∆j = 0) =
∑
zj∈{0,1}
Pr(Tj = tj,∆j = 0 | Zj = zj) Pr(Zj = zj)
= pjg(tj)Sj(tj) + (1− pj)g(tj),
and the likelihood contribution under the complete data is
Pr(Tj = tj,∆j = 0, Zj = zj) = [pjg(tj)Sj(tj)]
zj [(1− pj)g(tj)]1−zj .
Lastly, for subject j ∈ I3, we only observe uncertain event time Tj = min(Vj, Cj). Neither
∆j nor Zj is observable. Let Y3 = {Y O3 ,Y M3 } denote the complete data of subjects in Case 3,
where Y O3 = {(x>j , tj) | j ∈ I3} represents the observed data and Y M3 = {(δj, zj) | j ∈ I3}
represents the missing data. From the results we have obtained for the first two cases, we
similarly obtain the likelihood contribution of subject j under the observed data as follows:
Pr(Tj = tj) =
∑
zj∈{0,1}
∑
δj∈{0,1}
Pr(Tj = tj,∆j = δj | Zj = zj) Pr(Zj = zj)
= pjfj(tj)G(tj) + pjg(tj)Sj(tj) + (1− pj)g(tj).
Note that Pr(∆j = 1 | Zj = 0) = 0. Thus, that (1−δj)(1−zj) = 1−zj holds with probability
one. The likelihood contribution under the complete data is
Pr(Tj = tj,∆j = δj, Zj = zj) =
[
pjfj(tj)G(tj)
]δjzj
[pjg(tj)Sj(tj)]
(1−δj)zj [(1− pj)g(tj)]1−zj .
Given that Zj = 1, we assume the event time Vj of subject j follows a Cox proportional
hazards model (Cox, 1972) with hazard function
hj(t | Zj = 1) = h0(t | Zj = 1) exp
(
x>j β
)
, (1)
11
where h0(· | Zj = 1) is an unspecified baseline function for events, and β is a vector of
unknown coefficient of the covariate vector xj. Then the conditional survival function of
the event time of subject j is Sj(t | Zj = 1) = exp{−H0(t | Zj = 1) exp
(
x>j β
)}, where
H0(t | Zj = 1) =
∫ t
0
h0(s | Zj = 1)ds and the conditional density function is fj(t | Zj = 1) =
hj(t | Zj = 1)Sj(t | Zj = 1). Given that subject j is cured (Zj = 0), the conditional survival
function satisfies Sj(t | Zj = 0) = 1, for t < +∞.
Similarly, let hc(·) denote the hazard function of censoring times and Hc(t) =
∫ t
0
hc(s)ds.
Then g(t) = hc(t)G(t) and G(t) = exp{−Hc(t)}. Here we assume the censoring time is
independent of the event times and susceptible indicators conditional on the covariates xj.
This conditional independence assumption of the censoring time is justified for our study
because the censoring was administrative.
We utilize a logistic regression setup (Farewell, 1982) to model pj with an intercept and
covariates xj’s. Here by allowing zero covariate coefficients, the same set of covariates is
considered for modeling both the Cox regression part (1) and the cure probability part. The
logistic model can be expressed as
Pr(Zj = 1) = pj =
exp
(
x>j γ + γ0
)
1 + exp
(
x>j γ + γ0
) , (2)
where γ0 is the coefficient of the intercept term.
Let θ = {γ,β, γ0, h0(· | Zj = 1), hc(·)} be the set of unknown parameters. Then the
likelihood function under the observed data Y O =
{
Y1,Y
O
2 ,Y
O
3
}
is
L(θ | Y O) =
∏
j∈I1
[
pjfj(tj | Zj = 1)G(tj)
]∏
j∈I2
[pjg(tj)Sj(tj | Zj = 1) + (1− pj)g(tj)]
∏
j∈I3
[
pjfj(tj | Zj = 1)G(tj) + pjg(tj)Sj(tj | Zj = 1) + (1− pj)g(tj)
]
. (3)
Furthermore, the likelihood function under the complete data Y = {Y1,Y2,Y3} is
L(θ | Y ) =
∏
j∈I1
[
pjfj(tj | Zj = 1)G(tj)
]∏
j∈I2
[pjg(tj)Sj(tj | Zj = 1)]zj [(1− pj)g(tj)]1−zj
∏
j∈I3
[
pjfj(tj | Zj = 1)G(tj)
]δjzj
[pjg(tj)Sj(tj | Zj = 1)](1−δj)zj [(1− pj)g(tj)]1−zj .
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With the above likelihood derivations, we propose the following regularized likelihood
estimator
θˆ = arg min
θ
− 1
n
`(θ | Y O) + P1(β;α1, λ1) + P2(γ;α2, λ2), (4)
where `(θ | Y O) is the log-likelihood function under the observed data from (3), P1(β;α1, λ1)
and P2(γ;α2, λ2) are two penalty terms with tuning parameters (α1, λ1) and (α2, λ2) for β
and γ, respectively. More specifically, we consider the elastic net penalty (Zou and Hastie,
2005) for both terms,
P1(β;α1, λ1) = λ1
(
α1
p∑
k=1
ωk|βk|+ (1− α1)
p∑
k=1
β2k
)
,
P2(γ;α2, λ2) = λ2
(
α2
p∑
k=1
νk|γk|+ (1− α2)
p∑
k=1
γ2k
)
,
where ωk and νk, k = 1, . . . , p, represent optional non-negative weights (Zou and Zhang,
2009). For example, in the low-dimensional case where the non-regularized estimators
(β0,γ0) are reliable, one could set ωk = |β0k|−1 and νk = |γ0k|−1.
4 Model Estimation
4.1 Computational Algorithm
We propose an estimation procedure to solve (4) by utilizing the architecture of the EM algo-
rithm, in which the M-step adopts a profile likelihood similar to the partial likelihood (Cox,
1975) and the CMD algorithm (Yang and Zou, 2013).
We briefly describe the structure of the proposed algorithm. In the E-step, we compute
the conditional expectation of the complete-data log-likelihood given the observed data and
estimates from the last step. In the M-step, the conditional expectation of the complete-data
log-likelihood are decomposed into several parts that involve exclusive sets of parameters.
Specifically, after the hazard functions are profiled out using “Breslow estimator” (Bres-
low, 1974) and the idea of partial likelihood of Cox (1975), the problem boils down to two
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parts involving β and (γ,γ0), respectively. We adopt the monotonic quadratic approxima-
tion (Bo¨hning and Lindsay, 1988) and derive CMD algorithms (Yang and Zou, 2013) for
optimizing these two sub-problems. We show the descending properties of the proposed up-
dating steps and consequently conclude that our proposed algorithm enjoys the monotonic
descending property in principle of an MM algorithm.
We summarize the resulting EM algorithm in Algorithm 1, with the sub-routine algo-
rithms of β, and (γ,γ0) in Algorithms 2 and 3, respectively. Some necessary quantities are
defined as follows. For simplicity, the dependency on the last step estimates is omitted. The
M-step objective functions for β and (γ,γ0) are respectively
J(β) = − 1
n
`(β) + P1(β;α1, λ1), (5)
J(γ, γ0) = − 1
n
`(γ, γ0) + P2(γ;α2, λ2), (6)
where
`(β) =
n∑
j=1
∫ ∞
0
Ij(β, t)dNj(t),
Ij(β, t) = x
>
j β − log
[
n∑
j=1
1(t ≤ tj)Mj exp
(
x>j β
)]
,
Nj(t) = 1(tj ≤ t) [1(j ∈ I1) + wj,11(j ∈ I3)] ,
`(γ, γ0) =
n∑
j=1
(x>j γ + γ0)Mj − log
[
1 + exp
(
x>j γ + γ0
)]
.
Let ˙`k(β) and ˙`l(γ, γ0) denote the first partial derivative of `(β) and `(γ, γ0) with respect
to βk and γl, respectively, where k ∈ {1, . . . , p} and l ∈ {0, . . . , p}. Define
Dk =
1
4n
n∑
j=1
∫ ∞
0
(
max
j∈R(t)
xj,k − min
j∈R(t)
xj,k
)2
dNj(t), Bk =
1
4n
n∑
j=1
x2j,k,
where R(t) = {j | Yj(t) = 1} represents the index set of subjects in the risk-set at time t.
All the details are provided in Section A of the Supplementary Materials.
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Algorithm 1 Estimation procedure for the proposed model.
initialize β, γ, γ0, h0(· | Zj = 1), and hc(·);
repeat
for j = 1, 2, . . . , n do . The E-step
pj ← 1
1 + exp
(−x>j γ + γ0) ;
Sj ← exp
−∑
s≤tj
h0(s | Zj = 1) exp
(
x>j β
) ; Gj ← exp
−∑
s≤tj
hc(s)
 ;
mj,1 ← pjhjSjGj; mj,2 ← pjhcSjGj; mj,3 ← (1− pj)hcGj; vj ← mj,2
mj,2 +mj,3
;
for k = 1, 2, 3 do
wj,k ← mj,k∑3
k=1mj,k
;
end for
Mj ← 1(j ∈ I1) + vj1(j ∈ I2) + (wj,1 + wj,2)1(j ∈ I3);
end for
for each t ∈ T2 ∪ T3 do . The M-step of hc(·)
C(t)←
n∑
j=1
1(tj ≤ t)1(j ∈ I2) + (wj,2 + wj,3)1(tj ≤ t)1(j ∈ I3);
hc(t)← dC(t)∑n
j=1 Yj(t)
;
end for
for each t ∈ T1 ∪ T3 do . The M-step of h0(· | Zj = 1)
N(t)←
n∑
j=1
1(tj ≤ t)1(j ∈ I1) + wj,11(tj ≤ t)1(j ∈ I3);
h0(t | Zj = 1)← dN(t)∑n
j=1 1(t ≤ tj)Mj exp
(
x>j β
) ;
end for
go to Algorithm 2 . The M-step of β
go to Algorithm 3 . The M-step of γ and γ0
until Convergence of β, γ, and γ0
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Algorithm 2 The M-step of β.
input: β from last EM iteration
repeat
for k = 1, . . . , p do . update βk
βk ←
s(Dkβk +
1
n
˙`
k(β), λ1α1ωk)
Dk + λ1(1− α1) ,
where s(a, b) = (|a| − b)+sign(a) is the soft-thresholding operator.
end for
until Convergence of β
Algorithm 3 The M-step of γ and γ0.
input: γ and γ0 from last EM iteration;
repeat
do . update γ0
γ0 ← γ0 + 4
n
˙`
0(γ, γ0);
for k = 1, . . . , p do . update γk
γk ←
s(Bkγk +
1
n
˙`
k(γ, γ0), λ2α2νk)
Bk + λ2(1− α2) ,
where s(a, b) = (|a| − b)+sign(a) is the soft-thresholding operator.
end for
until Convergence of γ and γ0
4.2 Initialization, Tail Completion, and Tuning
We propose a simple yet pragmatic initialization procedure for the proposed EM algorithm:
(i) Setting the event indicators of subjects in Case 3 to be 0.5, fit a regular logistic model
on event indicators and use the estimated coefficients to initialize γˆ and γˆ0;
(ii) Fit a regular Cox model on all the certain events (Case 1) and use the estimated
coefficients to initialize βˆ; For subject j, j ∈ {1, . . . , n}, initialize Sˆj with the fitted
survival function evaluated at tj; initialize hˆj with a nearest left neighbor interpolation
of the fitted hazard function (if no left neighbor, use nearest right neighbor).
(iii) Switching event and censoring for all the certain records (Case 1–2), estimate the
hazard function for censoring by the Nelson-Aalen estimator (without covariates) and
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obtain the corresponding survival function estimate; initialize Gˆj with the fitted sur-
vival function evaluated at tj; initialize hˆc(tj) with a nearest left neighbor interpolation
of the fitted hazard function (if no left neighbor, use nearest right neighbor).
The initialization procedure was applied in the simulation studies presented in Section 5
and the results were satisfactory in all scenarios. In addition, we applied the zero tail
completion (Sy and Taylor, 2000) in the E-steps when updating the conditional survival
function of event times to avoid identifiability issue of cure models (Li et al., 2001; Hanin
and Huang, 2014).
We select the tuning parameters, (λ1, α1, λ2, α2), through grid search using cross val-
idation. To be more specific, we may generate an equally-spaced decreasing sequence in
logarithm scale of the tuning parameters, λ1 and λ2, respectively, from the smallest values
that produce all zero coefficients for the corresponding model component. Similarly, we may
select α1 and α2, respectively, from an equally-spaced sequence between 0 and 1; in practice
it is also common to simply set them as some constant close to 1. Then we may select the
final model by K-fold cross-validation, where the observation with the largest event time
must always stay in the training set to avoid numerical issue due to zero-tail completion. Al-
ternatively, we propose to use the Bayesian information criteria (BIC) for censored survival
models (Volinsky and Raftery, 2000), where the penalty term is proportional to the effective
sample size, i.e., number of uncensored observations, instead of number of observations.
We have made our implementation of the proposed methods available in a user-friendly
R package intsurv, which can be accessed at https://cran.r-project.org/package=intsurv.
5 Simulation Study
5.1 Setup and Data Generation
We designed simulation settings to mimic our suicide risk application. The main concern was
the estimation/prediction performance of the proposed model and its ability to distinguish
the true events among the uncertain events.
The simulated dataset consisted of subjects in three different cases as illustrated in Fig-
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ure 1. Accordingly, we first generated the survival data with a cure fraction, which served
as the ground truth. Then we randomly assigned each subject to different cases from its
ground truth. To be more specific, for each subject who actually has observed event, we
assigned it randomly to Case 1 with probability p1, or Case 3a with probability 1− p1. For
each susceptible subject whose event time was censored, we randomly assign it to Case 2a
with probability p2, or Case 3b with probability 1−p2. For each cured subject, we randomly
assign it to Case 2b with probability p3, or Case 3c with probability 1 − p3. A diagram of
the data generation is provided in the Supplementary Materials.
In the following simulation settings, we fixed the size of Case 1 and Case 2 to be ap-
proximately 100 and 1,900, respectively. The censoring rate among these certain records
(Case 1–2) was thus about 95%, which simulated the severe censoring in the real suicide
risk data. The size of Case 3 was set to be 100 or 200, i.e., the same or twice of the size of
Case 1. Within Case 3, we set the proportion of Case 3a to be 30% or 70%, respectively.
The value of p1 could then be computed as the size ratio of Case 3a to Case 1. For simplicity,
we let p2 = p3. Thus, the size ratio of Case 2 to Case 3b & Case 3c could be computed as
p2/(1− p2), which determined the value of p2 (and p3).
We generated susceptible indicators from logistic model with an intercept term. We
set the coefficient of the intercept term to −0.847 or 0.847 so that the baseline cure rate
(when all covariates are zeros) was 70% or 30%, respectively. For susceptible subjects,
the event times were generated from Weibull-Cox model with baseline hazard function
h0(t;x) = 0.2t exp
(
x>β
)
; For cured subjects, the event times were set to be infinity. The
censoring times were generated independently with the event times from exponential dis-
tribution truncated at 10. The rate parameter of the truncated exponential distribution is
tuned so that the desired case’s decomposition was attained.
The different specification on the baseline cure rate, the size of Case 3, and the proportion
of Case 3a resulted in totally eight different simulation scenarios. More specifically, the size
of Case 3 was set to be the same with the size of Case 1 in the scenario (1) to (4) and twice
in the scenario (5) to (8); The proportion of Case 3a was set to be 30% in the scenario (1),
(2), (5), and (6), and 70% in the remaining scenarios; The baseline cure rate was set to
be 30% in scenarios (1), (3), (5), and (7), and 70% in the remaining scenarios. We applied
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these eight scenarios to a low-dimensional setting (p = 8) without regularization and a large-
dimensional setting (p = 100) with regularization in Section 5.4 and Section 5.5, respectively.
The number of replicates for each scenario was 1,000.
5.2 Competing Methods
The proposed method is denoted by I.Cure. We considered three competing approaches based
on the Cox cure model. The first approach (denoted by Cure1) fits the Cox cure model to
those certain records (Case 1–2) only, which simply excludes subjects with uncertain events.
The second approach (denoted by Cure2) fits the Cox cure model for all subjects, where
subjects having uncertain events in Case 3 are all treated as censored. In contrast, the third
method (denoted by Cure3) fits the Cox cure model by taking the uncertain events all as
actual events ignoring their uncertainty. We also tried the Cox models, but they performed
worse than their corresponding cure model counterparts in the presence of a cure fraction;
we hence omitted their results.
We included an oracle procedure (denoted by O.Cure) based on Cox cure model where
the true event indicators in Case 3 were all given. Such an oracle procedure is infeasible in
practice, but it provides a reference on the best achievable performances in the comparison.
5.3 Evaluation Metrics
For both model components, we measured the estimation performance by the `2-norm of
(βˆ − β0), i.e., ‖βˆ − β0‖ = [(βˆ − β0)>(βˆ − β0)]
1/2
, where βˆ and β0 represent the estimated
covariate coefficients and the underlying true covariate coefficients, respectively.
For subject j in Case 3, we took estimated posterior probability wj,1 from Algorithm 1,
i.e., the estimated probability of subject j having actual event at time tj, for the identification
of uncertain events. We also computed the oracle posterior probability based on Bayes rule
for such identification using the underlying true models and simulated datasets, providing
references of the best achievable performances. Given the simulated true event indicators
in Case 3, we were able to evaluate the identification correctness by the area under curve
(AUC) of the receiver operating characteristic curve (ROC).
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For large-dimensional models, we were interested in the variable selection performance
of regularized estimation. The performance was measured by the true positive rate (TPR)
among those non-zero coefficients and the false positive rate (FPR) among those zero coef-
ficients, which were defined as follows:
TPR =
∑p
k=1 1(βˆk 6= 0)1(β0k 6= 0)∑p
k=1 1(β
0
k 6= 0)
, FPR =
∑p
k=1 1(βˆk 6= 0)1(β0k = 0)∑p
k=1 1(β
0
k = 0)
,
where β0k is the k-th underlying truth covariate coefficient, and βˆk is the k-th estimated
covariate coefficient from the regularized estimation procedure. the covariates.
5.4 Setting 1
In Setting 1, we considered p = 8 covariates, xk, k ∈ {1, . . . , 8}, that were randomly generated
from multivariate normal distribution with marginal means zero and variances one. The
correlation between xk and xl, k 6= l, was set to be ρ|k−l|, where ρ = 0.2. We considered two
overlapped but different sets of covariates in the logistic model and the Weibull-Cox model.
The covariates x4–x8 were used in the logistic model for generating the susceptible indicators
for each subject. For susceptible subjects, the covariates x1–x5 were used in the Weibull Cox
model for generating event times. The underlying true non-zero covariate coefficients were
fixed to be β0 = γ0 = (0.8, 0.5, 1, 0.3, 0.6)> in both parts. We assumed that the underlying
true sets of covariates were both known in the low-dimensional settings. In other words,
among eight covariates, only x1–x5 were considered in the Cox model (1) and only x4–x8
were considered in the logistical model (2), and no regularization was applied in all methods.
The estimation results are presented in Table 1, which show that I.Cure gave better
estimation performance in both model parts than those competing methods and close per-
formance compared with the oracle method in all 8 scenarios. In addition, the AUC’s on
identifying the true events from uncertain records were about 80% using I.Cure, only at
most 8% lower than those from the oracle method across all scenarios; the detailed results
are presented in Table 4 of the Supplementary Materials.
We estimated the standard error estimates based on inter-quartile range and normal
approximation. To check the performance of the proposed method in making inferences
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Table 1: Simulation results of Setting 1: comparison on parameter estimation performance
for the incidence part and the latency part, respectively, through mean of ‖γˆ − γ0‖ and
‖βˆ − β0‖ (with the standard deviation given in parenthesis).
‖γˆ − γ0‖ ‖βˆ − β0‖
Scenario O.Cure I.Cure Cure1 Cure2 Cure3 O.Cure I.Cure Cure1 Cure2 Cure3
1 1.22 1.12 1.47 1.57 1.44 0.27 0.29 0.32 0.34 0.69
(1.95) (0.72) (2.40) (3.15) (0.05) (0.10) (0.10) (0.12) (0.12) (0.09)
2 0.57 0.63 0.73 0.77 1.54 0.27 0.30 0.32 0.33 0.68
(0.21) (0.23) (0.26) (0.26) (0.06) (0.10) (0.11) (0.12) (0.12) (0.10)
3 0.87 0.97 1.43 1.66 1.36 0.23 0.30 0.33 0.35 0.37
(0.48) (0.33) (0.70) (2.61) (0.05) (0.08) (0.11) (0.12) (0.12) (0.09)
4 0.47 0.58 0.87 0.94 1.43 0.23 0.30 0.34 0.35 0.41
(0.17) (0.22) (0.26) (0.25) (0.07) (0.08) (0.11) (0.12) (0.12) (0.10)
5 0.91 0.96 1.35 1.68 1.38 0.23 0.29 0.33 0.35 0.89
(0.52) (0.37) (0.51) (3.12) (0.05) (0.08) (0.10) (0.12) (0.12) (0.07)
6 0.48 0.58 0.80 0.90 1.59 0.24 0.29 0.33 0.34 0.86
(0.18) (0.22) (0.26) (0.26) (0.05) (0.08) (0.11) (0.12) (0.12) (0.08)
7 0.65 0.84 1.63 1.82 1.22 0.18 0.34 0.36 0.39 0.45
(0.42) (0.29) (2.96) (0.42) (0.05) (0.06) (0.11) (0.13) (0.14) (0.08)
8 0.35 0.53 1.10 1.23 1.40 0.19 0.32 0.34 0.36 0.48
(0.12) (0.20) (0.22) (0.21) (0.07) (0.07) (0.12) (0.12) (0.12) (0.10)
about the unknown covariate coefficients, we used bootstrap with 200 bootstrap samples.
The mean of standard error (SE) estimates and the empirical SEs for the coefficient of all
covariates are presented in Table 5 of the Supplementary Materials. The bootstrap SE
estimates appear to be close to the empirical SEs of the coefficient estimates in most of the
settings.
5.5 Setting 2
In Setting 2, we increased the number of covariates to 100. The covariates were randomly
generated from multivariate normal distribution with marginal means zero and variances
one. The correlation between xk and xl, k 6= l, k, l ∈ {1, . . . , 100}, was set to be ρ|k−l|, where
ρ = 0.2. For x1–x8, we considered a same set of covariate coefficients in the low-dimensional
settings. We set the coefficients of the remaining covariates to be all zero. We conducted
the proposed regularized estimation approach with the estimation criteria given in (4). The
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Table 2: Simulation results of Setting 2: comparison on variable selection performance for
the logistic model part and Cox model part through mean of true positive rate (TPR) and
false positive rate (FPR) in percentage (with the standard deviation given in parenthesis).
Logistic Cox
Scenario Measure O.Cure I.Cure Cure1 Cure2 Cure3 O.Cure I.Cure Cure1 Cure2 Cure3
1 TPR 27.1 34.2 26.9 25.4 14.2 95.6 92.8 91.1 88.9 91.6
(25.2) (30.6) (19.7) (14.4) (30.0) (12.6) (21.4) (9.6) (12.6) (19.3)
FPR 1.23 2.11 1.50 1.55 0.64 3.25 4.09 3.24 3.08 2.37
(1.69) (2.54) (2.79) (0.70) (2.28) (2.66) (2.97) (3.55) (1.91) (2.89)
2 TPR 71.7 68.9 65.3 64.1 31.4 93.9 92.3 90.2 87.6 90.2
(26.5) (29.9) (25.8) (23.7) (29.0) (18.6) (19.4) (18.0) (7.7) (26.1)
FPR 2.33 3.09 2.32 2.33 0.67 3.15 4.07 3.21 3.27 3.23
(2.38) (1.38) (2.67) (2.32) (2.26) (3.44) (2.65) (2.97) (2.69) (2.73)
3 TPR 35.2 44.1 29.5 25.5 23.4 97.5 96.7 90.9 88.1 97.6
(26.5) (27.9) (27.0) (24.6) (27.2) (20.5) (8.3) (21.9) (20.8) (4.8)
FPR 1.13 2.31 1.51 1.42 0.71 3.24 4.31 3.22 3.02 2.97
(2.01) (1.64) (2.73) (3.44) (1.10) (2.71) (2.59) (2.84) (4.40) (2.18)
4 TPR 83.4 84.2 73.6 70.0 67.1 97.2 96.8 89.6 86.0 95.7
(26.5) (27.8) (31.6) (28.2) (12.5) (23.4) (10.6) (10.2) (18.5) (4.1)
FPR 2.19 3.42 2.55 2.59 1.47 3.06 4.25 3.17 3.03 2.92
(2.13) (2.45) (1.94) (2.58) (2.08) (2.72) (3.45) (2.50) (3.01) (2.30)
5 TPR 32.4 41.7 30.2 27.5 13.7 97.0 92.8 89.9 87.0 93.6
(17.8) (28.4) (27.9) (29.6) (11.7) (20.2) (19.4) (8.5) (21.0) (5.1)
FPR 1.11 2.54 1.47 1.48 0.41 3.30 4.83 3.05 2.88 2.11
(1.11) (2.13) (1.61) (2.53) (3.16) (2.20) (2.84) (2.57) (2.76) (4.36)
6 TPR 81.8 75.2 71.6 68.0 25.0 97.0 92.8 89.9 87.0 93.6
(29.1) (27.7) (25.7) (25.9) (19.7) (13.8) (23.6) (17.2) (13.7) (14.5)
FPR 2.22 3.58 2.44 2.39 0.34 2.91 5.23 3.16 2.87 3.26
(2.47) (2.24) (2.67) (0.96) (2.62) (2.77) (2.80) (4.06) (2.31) (2.82)
7 TPR 54.0 65.3 40.6 32.2 35.2 99.1 99.1 90.1 85.1 98.8
(28.0) (22.8) (28.0) (29.8) (21.6) (18.9) (8.7) (21.8) (4.2) (17.9)
FPR 1.22 3.31 1.78 1.69 0.58 3.09 5.04 3.25 2.92 2.93
(2.98) (1.24) (2.00) (1.60) (2.66) (3.43) (2.32) (2.77) (2.37) (2.50)
8 TPR 93.9 92.5 82.0 77.9 73.0 99.1 99.0 91.6 86.9 98.6
(31.1) (22.9) (27.2) (24.3) (31.9) (18.1) (7.2) (24.1) (4.3) (5.2)
FPR 2.11 4.18 2.67 2.73 1.45 2.57 5.40 2.93 2.63 3.04
(2.45) (2.24) (1.99) (2.79) (2.02) (2.88) (2.77) (2.62) (4.00) (2.59)
number of the grid points was set to be 10 for both λ1 and λ2, which resulted in a 10 by 10
two-dimensional grid. The minimum tuning parameter was set to be 10−2 of the smallest
value that produces all zero coefficients. For simplicity, we set α1 = α2 = 1.
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The variable selection results are summarized in Table 2. The TPR’s from I.Cure were
evidently greater than those from the competing methods under almost all settings for both
model components. On the other hand, the FPR’s from I.Cure were only slightly larger than
those from the competing methods. Overall, I.Cure gave considerably high TPR’s compared
with the oracle method at a cost of slightly high FPR’s.
In addition, we investigated the prediction performance of different methods using an out-
of-sample procedure. The results show that I.Cure led to consistently better out-of-sample
AUC for the prediction of susceptibility and better out-of-sample C-index for the prediction
of survival time than the competing methods in all the scenarios. We also considered using
adaptive weights and obtained similar results compared to using unit weights. The detailed
results are provided in Section B of the Supplementary Materials.
6 Understanding Subsequent Suicide Attempts with
Uncertain Diagnostic Records
We applied the proposed method and three competing methods to the Connecticut suicide
attempt data. The elastic-net penalization was used because some predictors could be highly
correlated. Our main interests were to (1) identify relevant diagnostic categories that were
predictive of subsequent suicide attempts after the initial hospitalization due to suicidal be-
haviors, (2) verify that the proposed integrative approach has the potential of improving
predictive power over methods that do not address uncertainty, and (3) investigate the sus-
pected attempts among subjects in Case 3, to understand which injuries of undetermined
intent were more likely self-inflicted.
Risk factor selection
The odds ratio and hazard ratio estimates from the proposed method and those competing
ones are summarized in Table 3, in which we also report the prevalence of each selected
ICD-9 category in each of the three cases of patients. Several ICD-9 categories related to
mental health and drug abuse were selected by the different approaches. As expected, the
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Table 3: Suicide risk study: prevalence of selected ICD-9 categories in three cases of patients
and the exponentiated coefficient estimates (hazard or odd ratios) from different approaches.
Prevalence % I.Cure Cure1 Cure2 Cure3
ICD-9 I1 I2 I3 e
γˆ eβˆ eγˆ eβˆ eγˆ eβˆ eγˆ eβˆ Description
296 55.3 26.0 29.4 1.78 1.80 1.77 1.77 Episodic mood disorders
298 19.2 7.6 8.9 1.08 1.06 1.01 Other Nonorganic Psychoses
300 47.6 25.8 28.3 1.10 1.04 1.10 1.02 Anxiety, Dissociative and Somatoform
Disorders
301 13.9 4.6 5.6 1.32 1.22 1.32 1.21 Personality disorders
304 12.4 4.0 5.3 1.31 1.01 1.11 1.17 1.60 Drug Dependence
312 8.7 3.0 3.7 1.10 1.10 1.06 Disturbance of Conduct, Not
Elsewhere Classified
313 6.8 2.2 2.7 1.23 1.01 1.19 1.15 Disturbance of Emotions Specific to
Childhood and Adolescence
319 1.6 0.3 0.4 1.02 1.21 Unspecified intellectual disabilities
507 6.2 2.6 3.0 1.05 Pneumonitis Due to Solids and Liquids
564 31.8 12.6 14.8 1.02 1.04 1.02 Functional Digestive Disorders, Not
Elsewhere Classified
977 1.8 0.4 0.6 1.05 Poisoning by Other and Unspecified
Drugs and Medicinal Substances
V62 24.7 14.5 16.2 1.31 1.01 1.32 1.00 1.33 1.02 1.25 1.00 Other Psychosocial Circumstances
prevalence of each selected ICD-9 category is the highest among Case 1 patients and the
lowest among Case 2 patients. The number of variables selected in the incidence part for
modeling susceptible status ranged from 6 to 11, while only 1 to 2 variables were selected
for modeling the conditional time-to-event distribution. This suggests that understanding
the timing of suicide is generally a much harder problem than understanding its occurrence.
There were 6 ICD-9 predictors selected by all methods in the incidence part. We found
that these results were well supported by existing literature. In particular, all models sug-
gested that patients with personality disorders (ICD-9 301) had a higher risk of being sus-
ceptible and making further suicide attempts. Among these patients, about 35.2% had
borderline personality disorder (ICD-9 301.83) and 15.9% had chronic depressive personality
disorder (ICD-9 301.12) in our data. Similar finding had been reported by e.g., Harris and
Barraclough (1997), Lieb et al. (2004) and McGirr et al. (2007), among others. Another
interesting selected ICD-9 category was V62 indicating psychosocial circumstances. The
majority (66.3%) of the patients with V62 had suicide ideations (ICD-9 V62.84), which was
one of the conditions for identifying determined suicide attempts in addition to the E95
codes. Among patients with suicide ideation diagnosis, about 88.2% were diagnosed at the
24
initial hospitalization, which strongly suggested that initial hospitalization could provide im-
portant information relevant to the prevention of further suicide attempts. Other commonly
selected ICD-9 categories were related to mood disorders (ICD-9 296), anxiety (ICD-9 300),
drug dependence (ICD-9 304), and disturbance of emotions (313), which are well known to
be important suicide risk factors. Besides the aforementioned 6 categories, our proposed
method selected 4 more, including nonorganic psychoses (ICD-9 298), disturbance of con-
duct (ICD-9 312), unspecified intellectual disabilities (ICD-9 319), and functional digestive
disorders (ICD-9 564). The associations between these conditions and suicide risk are well
supported by existing studies (Falcone et al., 2010; Linker et al., 2012; Ludi et al., 2012;
Spiegel et al., 2007). In our data, we found that among patients whose event times were
censored, 59.8% of them were without any of these 10 conditions identified by the incidence
part of our model. As such, these patients could be regarded as with the least risk of having
subsequent suicide attempt. Our findings could help clinical practice for a better allocation
of the limited resource for suicide prevention.
Our proposed method selected drug dependence (ICD-9 304) and psychosocial diagnostics
(ICD-9 V62) in both the incidence part and the latency part, which suggested that these
two conditions not only increased the probability of being susceptible to subsequent suicide
attempt after the initial hospitalization but also associated with a reduced time to subsequent
attempt. On the other hand, the other three naive methods all missed the selection of
drug dependence. The link between drug dependence and suicide attempt is well known
in children and adolescents (Berman and Schwartz, 1990; Doshi et al., 2020), and suicide
death is recognized as a major component of the ongoing opioid crisis by the U.S. National
Institute on Drug Abuse.
We also attempted to conduct post-selection inference on the I.Cure model. To this end,
we simply refitted the selected model without regularization and performed bootstrap to
obtain 95% confidence intervals of the coefficient estimates. According to Zhao et al. (2020),
such a naive two-step procedure could still yield asymptotically valid inference under certain
conditions. The results are shown in Table 9 of Supplementary Materials. Indeed, most of
the predictors were significant except ICD-9 298, 300, and V62 in the incidence part.
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Figure 3: Suicide risk study: boxplot matrix of true positive rate of predicting 1–4 months
survival with the proportion of high-risk group controlled at 5%.
Prediction performance
We evaluated the model prediction performance based on the selected variables from those
different approaches by a random splitting procedure. To be more specific, we randomly split
subjects in Case 1–2, respectively, into a training set with probability 0.6 and a test set with
probability 0.4. The number of subjects in Case 1 and Case 2 in the testing set is thus
294 and 2,657, respectively. The proposed method was fitted to the split training set and
Case 3, while for the Cure1 method, only the split training set was utilized. By definition,
the Cure2 method and the Cure3 method took uncertain events in Case 3 as censoring and
actual events, respectively. The procedure was repeated 1,000 times.
We applied the time-varying sensitivity and specificity estimator proposed by Uno et al.
(2007) to evaluate the prediction performance based on the estimated survival probabilities
over the test set that consists of Case 1–2 only. We focused on short-term survival in the
first 4 months when about 40% of subjects in Case 3 had observed time. Motivated by the
clinical setting, in which suicide related interventions would not be universally implemented
but be targeted on those at highest risk, we evaluated the predictive performance within an
estimated high-risk group of small size. Figure 3 provides a visual comparison of the pre-
diction performance for 1–4 month’s survival when the proportion of the high risk group is
controlled at 5% of the population. The TPR from the I.Cure method was the largest in the
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Figure 4: Suicide risk study: classification tree models of classifying the predicted actual
suicide attempts (Case 3a) among subjects having undetermined suicide attempts (Case 3).
first four months compared with those competing methods. The Cure1 and Cure3 method
provided the second largest TPR in the first two month and last two months, respectively,
while the Cure2 method always gave the worst performance in the first four months.
Understanding suspected attempts
We then investigated the suspected attempts in Case 3, to understand which injuries of
undetermined intent were more likely to be self-inflicted. The estimated status probabilities
were used to classify whether these patients had actual attempts, censored events, or cured
using the Bayes’ rule. Among those 173 patients in Case 3 with injury of undetermined
origin, 36 (20.8%) patients were classified as having an actual events (determined suicide
attempts), 137 (79.1%) patients were classified as being cured, and none of the patients were
classified as being censored under risk. The result was consistent with our early conclusion
on the sufficient follow-up period.
Given the identified subjects in Case 3a from I.Cure, we fitted two classification tree
models with a regular complexity pruning procedure among subjects in Case 3 to further
explore ICD-9 categories that predict Case 3a. Figure 4 provides their visualization.
In tree model (a), we included the survival times of the suspected suicide attempt as one
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of the predictors. The results show that the patients who have had undetermined suicide
attempts within 2 months (accounting for 16.2% of patients) after the initial hospitalization
were very likely to have made actual suicide attempts. On the other hand, those patients
who have not made a suspected attempt within 3 months (accounting for 75.7% of patients)
were unlikely to have made actual suicide attempts. Among the remaining (8.1%) patients,
those having anxiety, dissociative, and somatoform disorders (ICD-9 300) were predicted
to have had an actual suicide attempt. Then, in tree model (b), we excluded the survival
times to see how well we could use historical information to predict Case 3a. In the root
node, patients having mental and behavioral problems (ICD-9 V40) were predicted to have
had actual suicide attempts. In the second node, the remaining (94.8%) patients without
disorders of soft tissues (ICD-9 729) were predicted to not have had actual suicide attempts.
About 85% of patients were classified to the corresponding terminal nodes by the first two
nodes. For the remaining (15.0%) patients, those who required continued care after initial
treatment (ICD-9 V58) and had anxiety, dissociative, and somatoform disorders (ICD-9 300)
were predicted to have had actual attempts.
Out of 36 identified cases, model (a) was able to capture 34 of them, while model (b)
only captured 15, which suggested that the estimated baseline hazard functions from I.Cure
based on observations in Case 1 and Case 2 played an important role in identifying Case 3a.
Our analysis provided the compositions of these suspected suicide events, which could be
insightful and further examined by domain experts for a more effective suicide prevention
strategy among youth and young adults.
Another interesting question is that, among all the actual attempts, why some were coded
as determined while some were coded as suspected? That is, how to distinguish the subjects
in Case 1 and the identified subjects in Case 3a? We fitted a classification tree model for
these two sets of subjects. The fitted model suggested that subjects having prior poisoning
by unspecified biological substances (ICD-9 979), or general symptoms (ICD-9 780), such as
physiological exhaustion (ICD-9 780.79), unspecified altered mental status (ICD-9 780.97)
were more likely to be recorded as having suspected suicide attempts with E98 codes.
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7 Discussion
We have examined a general modeling setup for survival data with the presence of a cure
fraction and uncertain events indicators. In our application, we obtained insightful results on
potential risk factors associated with both the occurrence and timing of subsequent suicide
attempt following initial suicide-related hospitalization among adolescents. Several impor-
tant risk factors might have been missed by the other naive approaches that improperly
treat uncertain event records. We thoroughly examined the estimated cure and event status
among those subjects with suspected suicide attempt diagnosis, which provided important
insights on how to identify the true suicidal events among them and how to utilize such
uncertain records in predictive modeling of suicide.
Several directions are worth pursuing for future research. For the proposed method, the
relative risk on the conditional latency is specified by a Cox proportional hazards model,
which may be restrictive. We will consider other more flexible models to relax the propor-
tional hazards assumption. In the estimation procedure, we applied in the E-steps the zero
tail completion, which essentially treats the subjects who have survived after the largest
uncensored event time as not susceptible. This may be too restricted in some applications.
It is worth exploring other methods such as exponential and Weibull tail completion (Peng,
2003) to model the tail of the conditional survival curve. Indeed, we tried exponential tail
completion in our simulation studies in Section 5 and obtained very similar results from
using zero tail completion.
Given the prevalence of uncertainty in the identification of medical conditions from di-
agnostic codes, we believe our approach can be broadly applied to improve many studies on
health conditions with real-world claims data.
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Supplementary Materials
A Derivation of Model Estimation Procedure
A.1 Derivation of the E-step
There is no missing indicators for subjects in Case 1. So we only need to derive the E-step
for subjects in Case 2 and Case 3, respectively. For subjects in Case 2, the log-likelihood
function under the complete data Y2 is
`(θ | Y2) =
∑
j∈I2
zj (log pj + log g(tj) + logSj(tj | Zj = 1)) + (1− zj) (log (1− pj) + log g(tj))
=
∑
j∈I2
zj log pj + (1− zj) log (1− pj) + log g(tj) + zj logSj(tj | Zj = 1)
=
∑
j∈I2
zj
[
(x>j γ + γ0)−H0(tj | Zj = 1) exp
(
x>j β
)]
− log [1 + exp(x>j γ + γ0)]+ log hc(tj)−Hc(tj).
Let θ(i) denote the set of parameter estimates at the i-th iteration. Given the observed data
of subject j in Case 2 and θ(i), by Bayes rule we have
E (Zj | Tj = tj,∆j = 0,θ(i)) = Pr
(
Zj = 1 | Tj = tj,∆j = 0,θ(i)
)
=
Pr
(
Zj = 1, Tj = tj,∆j = 0 | θ(i)
)∑
zj∈{0,1} Pr(Zj = zj, Tj = tj,∆j = 0 | θ(i))
=
p
(i)
j S
(i)
j
p
(i)
j S
(i)
j + (1− p(i)j )
.
where p
(i)
j and S
(i)
j are the estimate of pj and Sj(tj | Zj = 1) at the i-th iteration, respectively.
Therefore, the E-step for subjects in Case 2 is given below.
E `(θ | Y O2 ,θ(i)) =
∑
j∈I2
v
(i)
j
[
(x>j γ + γ0)−H0(tj | Zj = 1) exp
(
x>j β
)]
− log [1 + exp(x>j γ + γ0)]+ log hc(tj)−Hc(tj),
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where v
(i)
j = p
(i)
j S
(i)
j /[p
(i)
j S
(i)
j + (1− p(i)j )]. Similarly, for subjects in Case 3, the log-likelihood
function under the complete data is
`(θ | Y3) =
∑
j∈I3
δjzj
[
log pj + log fj(tj | Zj = 1) + logG(tj)
]
+ (1− δj)zj [log pj + log g(tj) + logSj(tj | Zj = 1)]
+ (1− zj) [log(1− pj) + log g(tj)] .
Define m
(i)
j,k, k ∈ {1, 2, 3}, as follows:
m
(i)
j,1 := Pr
(
∆j = 1, Zj = 1, Tj = tj | θ(i)
)
= p
(i)
j h
(i)
j S
(i)
j G
(i)
j ,
m
(i)
j,2 := Pr
(
∆j = 0, Zj = 1, Tj = tj | θ(i)
)
= p
(i)
j S
(i)
j g
(i)
j ,
m
(i)
j,3 := Pr
(
∆j = 0, Zj = 0, Tj = tj | θ(i)
)
= (1− p(i)j )g(i)j ,
where h
(i)
j , g
(i)
j , and G
(i)
j are the estimate of hj(tj | Zj = 1), g(tj), and Gj(tj) at the i-th
iteration, respectively. Let m
(i)
j =
∑3
k=1m
(i)
j,k and define w
(i)
j,k, k ∈ {1, 2, 3}, as follows:
w
(i)
j,1 := E (∆jZj | Tj = tj,θ(i)) = Pr
(
∆j = 1, Zj = 1 | Tj = tj,θ(i)
)
= m
(i)
j,1/m
(i)
j ,
w
(i)
j,2 := E
[
(1−∆j)Zj | Tj = tj,θ(i)
]
= Pr
(
∆j = 0, Zj = 1 | Tj = tj,θ(i)
)
= m
(i)
j,2/m
(i)
j ,
w
(i)
j,3 := E (1− Zj | Tj = tj,θ(i)) = Pr
(
∆j = 0, Zj = 0 | Tj = tj,θ(i)
)
= m
(i)
j,3/m
(i)
j .
The E-step for subjects in Case 3 is then given below.
E `(θ | Y O3 ,θ(i))
=
∑
j∈I3
w
(i)
j,1
[
log h0(tj | Zj = 1) + x>j β
]
+
(
w
(i)
j,1 + w
(i)
j,2
) [
x>j γ + γ0 −H0(t | Zj = 1) exp
(
x>j β
)]
− log [1 + exp(x>j γ + γ0)]+ (w(i)j,2 + w(i)j,3) log hc(tj)−Hc(tj).
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A.2 Derivation of the M-step
The conditional expectation of the complete-data log-likelihood given the observed data and
estimates from last step can be decomposed into several parts that involve exclusive sets of
parameters.
First of all, the part involving hc(·) is
E `(hc(·) | Y O,θ(i)) =
n∑
j=1
−Hc(tj) +
∑
j∈I2
log hc(tj) +
∑
j∈I3
(w
(i)
j,2 + w
(i)
j,3) log hc(tj). (7)
Because Hc(t) is a non-decreasing function, hc(t) maximizing (7) is a discrete function that
takes non-zero values at tj, j ∈ I2 ∪ I3. Let Yj(t) = 1(t ≤ tj) denote the at-risk indicator.
Define that Cj,2(t) = 1(tj ≤ t)1(j ∈ I2), Cj,3(t;θ(i)) = (w(i)j,2 + w(i)j,3)1(tj ≤ t)1(j ∈ I3),
and C(t;θ(i)) =
∑n
j=1Cj,2(t) + Cj,3(t;θ
(i)) =
∑
j∈I2 Cj,2(t) +
∑
j∈I3 Cj,3(t;θ
(i)), and let
dC(t;θ(i)) = C(t;θ(i)) − C(t − 0;θ(i)) denote the jump size of C(t;θ(i)). Then we may
rewrite (7) to allow ties in tj, j ∈ I2 ∪ I3 as
E `(hc(·) | Y O,θ(i)) =
∑
t∈T2∪T3
[
dC(t;θ(i)) log hc(t)− hc(t)
n∑
j=1
Yj(t)
]
, (8)
where Tk = {tj | j ∈ Ik}. Maximizing (8) gives that
h(i+1)c (t) =
dC(t;θ(i))∑n
j=1 Yj(t)
.
Secondly, the part involving both h0(· | Zj = 1) and β is
E `(β, h0(· | Zj = 1) | Y O,θ(i))
=
∑
j∈I1
x>j β + log h0(tj | Zj = 1)−H0(tj | Zj = 1) exp
(
x>j β
)
+
∑
j∈I2
v
(i)
j
[−H0(tj | Zj = 1) exp(x>j β)]
+
∑
j∈I3
w
(i)
j,1
[
x>j β + log h0(tj | Zj = 1)
]
+
(
w
(i)
j,1 + w
(i)
j,2
) [−H0(tj | Zj = 1) exp(x>j β)] . (9)
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Similarly, h0(t | Zj = 1) maximizing (9) is a discrete function that takes non-zero values
at tj, j ∈ I1 ∪ I3. Define that M (i)j = 1(j ∈ I1) + v(i)j 1(j ∈ I2) + (w(i)j,1 + w(i)j,2)1(j ∈ I3),
N
(i)
j = 1(j ∈ I1)+w(i)j,11(j ∈ I3), Nj(t;θ(i)) = 1(tj ≤ t)N (i)j , and N(t;θ(i)) =
∑n
j=1Nj(t;θ
(i)).
Let dN(t;θ(i)) = N(t;θ(i))−N(t− 0;θ(i)) denote the jump size of N(t;θ(i)). Then we may
rewrite (9) to allow ties in tj, j ∈ I1 ∪ I3 as
E `(β, h0(· | Zj = 1) | Y O,θ(i))
=
∑
t∈T1∪T3
dN(t;θ(i)) log h0(t | Zj = 1)− h0(t | Zj = 1)
[
n∑
j=1
Yj(t)M
(i)
j exp
(
x>j β
)]
+
n∑
j=1
N
(i)
j x
>
j β. (10)
Maximizing (10) with regards to h0(t | Zj = 1) gives
h
(i+1)
0 (t | Zj = 1) =
dN(t;θ(i))∑n
j=1 Yj(t)M
(i)
j exp
(
x>j β
) , . (11)
which is similar to the “Breslow estimator” (Breslow, 1974) for the regular Cox model.
Plugging (11) into (10) gives the profiled expectation,
E `(β, h(i+1)0 (· | Zj = 1) | Y O,θ(i)) =
∑
t∈T1∪T3
dN(t;θ(i))
[
log dN(t;θ(i))− 1]+ `(β | θ(i)),
where
`(β | θ(i)) =
n∑
j=1
∫ ∞
0
Ij(β, t | θ(i))dNj(t;θ(i)), (12)
Ij(β, t | θ(i)) = x>j β − log
[
n∑
j=1
Yj(t)M
(i)
j exp
(
x>j β
)]
.
This profiling approach is similar to the partial likelihood of Cox (1975) except that the
susceptible indicators and the distribution of the censoring time come into play through
M
(i)
j and dNj(t;θ
(i)).
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At last, the part involving γ and γ0 is
E `(γ, γ0 | Y O,θ(i)) =
n∑
j=1
(x>j γ + γ0)M
(i)
j − log
[
1 + exp
(
x>j γ + γ0
)]
, (13)
which is similar to the log-likelihood function of regular logistic regression model. For ease
of notation, we henceforth denote (13) by `(γ, γ0 | θ(i)).
In low dimensional cases, maximizing (12) with respect to β and maximizing (13) with
respect to γ and γ0 can be done by the Newton-Raphson algorithm or its variants, in a
similar fashion to the Cox model and the logistic regression model, respectively. In our
implementation, we adopted the monotonic quadratic approximation algorithm proposed by
Bo¨hning and Lindsay (1988) due to its monotonic convergence property.
With regularization, the loss function involving β, γ, and γ0 that we aim to minimize
are, respectively,
J(β | θ(i)) = − 1
n
`(β | θ(i)) + P1(β;α1, λ1), (14)
J(γ, γ0 | θ(i)) = − 1
n
`(γ, γ0 | θ(i)) + P2(γ;α2, λ2). (15)
The M-steps for hc(·) and h0(· | Zj = 1) remains the same. We derived the CMD algorithms
for (14) and (15), respectively, in the following paragraphs.
The loss function of βk, k ∈ {1, . . . , p} for fixed tuning parameter α1, λ1, and fixed
βl = β˜l, l 6= k, is
Jk(βk | θ(i)) = − 1
n
`(βk | βl = β˜l, l 6= k, θ(i)) + λ1
(
α1ωk|βk|+ 1− α1
2
β2k
)
, (16)
which is an univariate function. However, there is no a closed-form solution to minimize (16)
efficiently. Thus, we derived an update step of βk to decrease (16) by following the CMD
algorithm. Let ˙`k(β | θ(i)) and ¨`k(β | θ(i)) denote the first and second partial derivative of
`(β | θ(i)) with respect to βk, respectively. We have
˙`
k(β | θ(i)) =
n∑
j=1
∫ ∞
0
∂Ij(β, t | θ(i))
∂βk
dNj(t;θ
(i)),
40
∂Ij(β, t | θ(i))
∂βk
= xj,k −
∑n
j=1 xj,kYj(t)M
(i)
j exp
(
x>j β
)∑n
j=1 Yj(t)M
(i)
j exp
(
x>j β
) ,
and
¨`
k(β | θ(i)) =
n∑
j=1
∫ ∞
0
∂2Ij(β, t | θ(i))
∂β2k
dNj(t;θ
(i)),
∂2Ij(β, t | θ(i))
∂β2k
= −
∑
j∈R(t) x
2
j,kM
(i)
j exp
(
x>j β
)∑
j∈R(t)M
(i)
j exp
(
x>j β
) + [∑j∈R(t) xj,kM (i)j exp(x>j β)∑
j∈R(t)M
(i)
j exp
(
x>j β
) ]2,
where R(t) = {j | Yj(t) = 1} is the index set of subjects in the risk-set at time t. Define
Dk(θ
(i)) =
1
4n
n∑
j=1
∫ ∞
0
(
max
j∈R(t)
xj,k − min
j∈R(t)
xj,k
)2
dNj(t;θ
(i)).
One may verify that the variance of a discrete random variable X with Pr(X = xj,k) =
M
(i)
j exp
(
x>j β
)
/
∑n
j=1M
(i)
j exp
(
x>j β
)
is −∂2I(β, t | θ(i))/∂β2k . The variance will be max-
imized to (maxj∈R(t) xj,k −minj∈R(t) xj,k)2/4, if the probability mass of X is equally dis-
tributed on maxj∈R(t) xj,k and minj∈R(t) xj,k, which suggests that
− 1
n
¨`(β | θ(i)) ≤ Dk(θ(i)), ∀β ∈ Rp. (17)
Then we approximated (16) with
q(βk | β˜(i)k ,θ(i)) =−
1
n
[
`(β˜
(i)
k | θ(i)) + ˙`k(β˜(i)k | θ(i))(βk − β(i)k )
]
+
Dk
2
(βk − β(i)k )
2
+ λ1
(
α1ωk|βk|+ 1− α1
2
β2k
)
, (18)
where β˜
(i)
k = (β˜1, . . . , β
(i)
k , . . . , β˜p)
>
. The minimizer of (18) can be easily found by the soft-
thresholding rule. The update of β˜k is thus
β
(i+1)
k =
s(Dk(θ
(i))β
(i)
k +
1
n
˙`
k(β˜
(i)
k | θ(i)), λ1α1ωk)
Dk(θ(i)) + λ1(1− α1) , (19)
where s(a, b) = (|a| − b)+sign(a) is the soft-thresholding operator (Donoho and Johnstone,
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1994).
Lemma 1. Define the objective function J(β) for fixed λ1, α1, and βl = β˜l, l 6= k, to
be Jk(βk). Let β
(i)
k and β
(i+1)
k denote βk before and after the update step in Algorithm 2,
respectively, k ∈ {1, . . . , p}. Then Jk(β(i+1)k ) ≤ Jk(β(i)k ).
Proof. ∀k ∈ {1, . . . , p}, by the Taylor theorem, we have
`(βk | βl = β˜l, l 6= k,θ(i))
= `(β˜
(i)
k | θ(i)) + ˙`k(β˜(i)k | θ(i))(βk − β(i)k ) +
1
2
¨`
k(ξ˜k | θ(i))(βk − β(i)k )
2
,
where ξ˜k = (β˜1, . . . , ξk, . . . , β˜p)
>
, ξk is some real number between βk and β
(i)
k . From (17), we
further have that
− 1
n
`(βk | βl = β˜l, l 6= k,θ(i))
=− 1
n
[
`(β˜
(i)
k | θ(i)) + ˙`k(β˜(i)k | θ(i))(βk − β(i)k )
]
− 1
2n
¨`
k(ξ˜k | θ(i))(βk − β(i)k )
2
≤− 1
n
[
`(β˜
(i)
k | θ(i)) + ˙`k(β˜(i)k | θ(i))(βk − β(i)k )
]
+
Dk(θ
(i))
2
(βk − β(i)k )
2
,
which suggests that Jk(βk | θ(i)) ≤ q(βk | β˜(i)k ,θ(i)), ∀βk ∈ R. Notice that Jk(β(i)k | θ(i)) =
q(β
(i)
k | β˜(i)k ,θ(i)). So q(βk | β˜(i)k ,θ(i)) majorizes Jk(βk | θ(i)) at the point β(i)k . For β(i+1)k given
in (19), we have q(β
(i+1)
k | β˜(i)k ,θ(i)) ≤ q(β(i)k | β˜(i)k ,θ(i)). Therefore, we can conclude that
Jk(β
(i+1)
k | θ(i)) ≤ q(β(i+1)k | β˜(i)k ,θ(i)) ≤ q(β(i)k | β˜(i)k ,θ(i)) = Jk(β(i)k | θ(i)),
which ensures the monotonic descending of (16).
We similarly derived the procedure minimizing (15) based on the CMD algorithm. For
fixed tuning parameters α2, λ2, and γl = γ˜l, l 6= k, the loss function of γk, k ∈ {0, . . . , p} is
Jk(γk | θ(i)) = − 1
n
`(γk | γl = γ˜l, l 6= k, θ(i)) + λ21(k 6= 0)
(
α2νk|γk|+ 1− α2
2
γ2k
)
. (20)
Let ˙`k(γ, γ0 | θ(i)) and ¨`k(γ, γ0 | θ(i)) denote the first and second partial derivative of
42
`(γ | θ(i)) with respect to γk, respectively. We have
˙`
0(γ, γ0 | θ(i)) =
n∑
j=1
M
(i)
j − pj, ¨`0(γ, γ0 | θ(i)) = −
n∑
j=1
pj(1− pj),
˙`
k(γ, γ0 | θ(i)) =
n∑
j=1
(M
(i)
j − pj)xj,k, ¨`k(γ, γ0 | θ(i)) = −
n∑
j=1
pj(1− pj)x2j,k, k 6= 0.
Notice that pj(1− pj) ≤ 1/4, ∀0 ≤ pj ≤ 1. Thus, we have
− 1
n
¨`
k(γ, γ0 | θ(i)) ≤ Bk =
1/4 k = 0∑n
j=1 x
2
j,k/(4n) k 6= 0
, (21)
where Bk does not depend on θ
(i) and thus needs computing only once. We similarly con-
sidered a quadratic approximation of (20) as follows:
q(γk | γ˜k,θ(i)) =− 1
n
[
`(γ˜k | θ(i)) + ˙`k(γ, γ0 | θ(i))(γk − γ(i)k )
]
+Bk(γk − γ(i)k )
2
+ 1(k 6= 0)λ2
(
α2νk|γk|+ 1− α2
2
γ2k
)
, (22)
where γ˜
(i)
k = (γ˜0, . . . , γ
(i)
k , . . . , γ˜p)
>
. By soft-thresholding rule, the update step that mini-
mizes (22) is
γ
(i+1)
k =
s(Bkγ
(i)
k +
1
n
˙`
k(γ˜
(i)
k | θ(i)), λ2α2νk1(k 6= 0))
Bk + λ2(1− α2)1(k 6= 0) , (23)
where s(a, b) = (|a| − b)+sign(a) is again the soft-thresholding operator.
Lemma 2. Define the objective function J(γ, γ0) for fixed λ2, α2, and γl = γ˜l, l 6= k, to
be Jk(γk). Let γ
(i)
k and γ
(i+1)
k denote γk before and after the update step in Algorithm 3,
respectively, k ∈ {0, . . . , p}. Then Jk(γ(i+1)k ) ≤ Jk(γ(i)k ).
Proof. ∀k ∈ {0, . . . , p}, by the Taylor theorem, we have
`(γk | γl = γ˜l, l 6= k,θ(i))
= `(γ˜
(i)
k | θ(i)) + ˙`k(γ˜(i)k | θ(i))(γk − γ(i)k ) +
1
2
¨`
k(ξ˜k | θ(i))(γk − γ(i)k )
2
,
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where ξ˜k = (γ˜0, . . . , ξk, . . . , γ˜p)
>, ξk is some real number between γk and γ
(i)
k . From (21), we
further have that
− 1
n
`(γk | γl = γ˜l, l 6= k,θ(i))
=− 1
n
[
`(γ˜
(i)
k | θ(i)) + ˙`k(γ˜(i)k | θ(i))(γk − γ(i)k )
]
− 1
2n
¨`
k(ξ˜k | θ(i))(γk − γ(i)k )
2
≤− 1
n
[
`(γ˜
(i)
k | θ(i)) + ˙`k(γ˜(i)k | θ(i))(γk − γ(i)k )
]
+
Bk
2
(γk − γ(i)k )
2
,
which suggests that Jk(γk | θ(i)) ≤ q(γk | γ˜(i)k ,θ(i)), ∀γk ∈ R. Notice that Jk(γ(i)k | θ(i)) =
q(γ
(i)
k | γ˜(i)k ,θ(i)). So q(γk | γ˜(i)k ,θ(i)) majorizes Jk(γk | θ(i)) at the point γ(i)k . For γ(i+1)k given
in (23), we have q(γ
(i+1)
k | γ˜(i)k ,θ(i)) ≤ q(γ(i)k | γ˜(i)k ,θ(i)). Therefore, we can conclude that
J(γ
(i+1)
k | θ(i)) ≤ q(γ(i+1)k | γ˜(i)k ,θ(i)) ≤ q(γ(i)k | γ˜(i)k ,θ(i)) = J(γ(i)k | θ(i)),
which ensures the monotonic descending of (20).
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B Additional Simulation Results
B.1 Diagram of Data Generation
generate susceptible indicator 𝘳
generate event time 𝘷
and censoring time 𝘤
 𝘳 = 1
generate censoring time 𝘤
 𝘳 = 0
event at time 𝘷
 𝘷 ≤ 𝘤
censored at time 𝘤
 𝘷 > 𝘤
Case 2b
 𝘱₃
Case 3c
 1 - 𝘱₃
Case 1
 𝘱₁
Case 3a
 1 - 𝘱₁
Case 2a
 𝘱₂
Case 3b
 1 - 𝘱₂
Figure 5: Generation of survival data with a cured fraction and uncertain events.
B.2 Setting 1
Table 4: Simulation results of Setting 1: mean area under curve (AUC) in percentage (with
standard deviation given in parenthesis) of identification of actual events for subjects with
uncertain events (in Case 3).
Scenario
1 2 3 4 5 6 7 8
I.Cure 79.8 81.1 79.7 81.0 79.8 81.4 79.8 81.3
(5.8) (4.1) (10.6) (4.1) (4.7) (4.0) (4.4) (3.5)
Oracle 88.6 89.3 88.1 88.8 88.2 89.0 87.3 88.4
(3.8) (2.3) (6.1) (3.9) (4.4) (4.3) (3.1) (3.3)
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Table 5: Simulation results of Setting 1: mean of standard error (SE) estimates measured
in scale of 10−2 for the proposed method with the empirical SE given in the parenthesis.
Logistic Cox
Scenario sˆe(γˆ1) sˆe(γˆ2) sˆe(γˆ3) sˆe(γˆ4) sˆe(γˆ5) sˆe(βˆ1) sˆe(βˆ2) sˆe(βˆ3) sˆe(βˆ4) sˆe(βˆ5)
1 40.2 37.0 41.2 29.8. 33.5 12.9 12.6 13.5 14.7 15.0
(45.7) (39.9) (51.9) (29.5) (37.3) (12.3) (12.7) (13.0) (14.9) (14.6)
2 27.3 26.4 27.0 20.8 22.6 13.6 13.0 14.3 15.6 15.7
(27.5) (26.0) (26.8) (20.4) (21.5) (13.3) (13.0) (13.7) (15.6) (15.7)
3 32.5 30.5 33.2 24.8 27.1 12.1 11.9 12.9 13.7 13.9
(31.6) (29.6) (33.5) (23.9) (26.5) (11.4) (12.1) (12.6) (13.1) (13.6)
4 23.0 22.1 23.2 18.2 19.4 12.6 12.1 13.5 13.8 14.2
(23.2) (21.2) (22.0) (18.1) (18.6) (12.5) (12.0) (12.6) (13.8) (13.8)
5 34.0 31.5 33.6 25.6 28.3 12.7 12.6 13.2 13.9 14.1
(35.3) (29.5) (35.9) (25.7) (29.8) (12.5) (12.5) (13.3) (13.5) (12.9)
6 25.1 23.7 25.0 19.6 20.9 13.1 12.7 13.8 14.2 14.4
(24.0) (23.1) (25.7) (19.1) (20.5) (12.9) (11.9) (13.0) (14.2) (14.2)
7 26.4 24.4 26.9 20.2 22.5 11.5 11.1 12.1 12.1 12.3
(25.5) (23.5) (26.0) (20.2) (22.9) (11.3) (10.8) (11.6) (11.6) (11.7)
8 19.5 18.6 20.0 15.6 16.8 11.5 10.9 12.3 11.8 12.3
(18.9) (19.0) (20.4) (15.9) (16.6) (11.4) (10.6) (11.7) (12.2) (12.4)
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B.3 Setting 2
For each simulated dataset (the training set) that used for variable selection, we randomly
generated an additional testing set independently from the training set for evaluating of the
prediction performance. The size of the testing set was set to be equal with the training
set. We used the susceptible probability pj defined in (2) of the main paper to predict
the cure status and evaluated the prediction on the cure status by the regular AUC for
binary outcomes. For survival outcomes, we computed Harrell’s Concordance index among
susceptible subjects in the testing set based on the estimated risk scores x>βˆ from the fitted
model. The mean and standard deviation of the out-of-sample AUC for the prediction on
cure status and out-of-sample C-index are summarized in Table 6.
Table 6: Simulation results of Setting 2: comparison on prediction performance on cure
status and survival outcomes, respectively, through mean of the area under curve (AUC)
and the weighted C-index (in percentage) computed on the testing sets (with the standard
deviation given in parenthesis).
AUC C-index
Scenario O.Cure I.Cure Cure1 Cure2 Cure3 O.Cure I.Cure Cure1 Cure2 Cure3
1 63.9 64.7 62.4 61.3 59.7 87.3 86.9 86.1 85.5 85.3
(9.5) (8.3) (9.7) (9.5) (9.1) (3.3) (5.6) (6.3) (7.2) (6.4)
2 77.3 75.8 75.1 74.8 66.5 86.9 86.8 86.2 85.6 85.7
(7.6) (7.5) (9.4) (9.2) (11.7) (3.5) (5.9) (5.0) (6.4) (5.6)
3 67.6 68.4 62.9 60.9 64.4 87.1 87.5 85.8 84.8 86.6
(9.4) (7.8) (10.4) (10.2) (9.7) (2.0) (3.0) (5.2) (7.0) (2.3)
4 80.4 79.9 77.8 76.7 76.9 86.3 86.9 85.0 84.1 86.0
(5.3) (4.6) (7.3) (7.8) (8.7) (1.9) (2.5) (5.0) (6.2) (2.3)
5 66.4 66.9 63.2 61.9 61.1 87.3 87.1 85.7 85.1 85.9
(9.8) (6.9) (9.9) (9.8) (8.7) (1.9) (5.6) (6.5) (7.4) (2.7)
6 80.0 77.4 77.1 75.9 65.7 86.6 86.3 85.3 84.7 85.8
(5.7) (5.4) (8.1) (9.0) (11.2) (1.8) (7.1) (5.0) (5.9) (3.3)
7 74.2 73.7 66.8 63.4 70.0 86.6 87.7 85.3 83.4 86.2
(7.4) (5.3) (10.7) (10.7) (9.0) (1.4) (1.7) (5.1) (8.0) (1.4)
8 82.6 81.6 80.2 79.0 78.6 84.6 86.1 83.6 82.5 84.9
(2.2) (1.8) (4.7) (5.5) (7.9) (1.6) (1.7) (3.5) (4.4) (1.8)
In addition to using unit weights, we considered the adaptive weights ωk = |β˜−1k |, and
νk = |γ˜−1k |, where β˜ and γ˜ were the non-regularized estimates, k ∈ {1, . . . , p}. The evaluation
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Table 7: Additional simulation results of Setting 2: comparison on variable selection perfor-
mance for the logistic model part and Cox model part through mean of true positive rate
(TPR) and false positive rate (FPR) (with the standard deviation given in parenthesis).
Logistic Cox
Scenario Measure O.Cure I.Cure Cure1 Cure2 Cure3 O.Cure I.Cure Cure1 Cure2 Cure3
1 TPR 29.1 32.4 26.0 24.5 21.4 83.0 84.4 78.7 76.5 61.7
(22.3) (26.7) (20.7) (18.1) (24.6) (18.2) (20.7) (13.3) (21.7) (18.9)
FPR 2.01 2.86 2.03 1.98 1.53 2.78 3.73 2.87 2.74 2.56
(2.24) (2.97) (3.38) (1.48) (2.58) (2.76) (3.34) (3.75) (2.24) (2.85)
2 TPR 57.4 57.5 50.4 48.5 36.3 85.7 87.2 80.8 79.1 67.8
(22.8) (23.5) (24.6) (21.4) (22.9) (19.0) (21.3) (20.3) (13.5) (23.4)
FPR 2.43 3.55 2.65 2.74 1.46 2.79 4.08 3.31 3.36 2.85
(2.94) (1.91) (2.86) (2.41) (2.54) (3.63) (2.65) (3.03) (2.22) (3.07)
3 TPR 36.1 42.5 28.8 25.0 29.9 88.9 89.9 80.3 76.4 83.0
(21.5) (25.1) (26.5) (21.7) (22.3) (20.7) (13.8) (23.2) (14.7) (12.7)
FPR 1.79 3.11 1.98 1.99 1.32 2.45 3.42 2.96 2.89 2.46
(2.34) (2.12) (2.97) (4.01) (1.59) (2.76) (2.24) (2.86) (4.46) (1.82)
4 TPR 70.1 70.5 56.7 53.9 56.3 89.2 91.4 79.8 75.9 83.4
(21.9) (24.0) (24.1) (25.2) (15.0) (22.4) (13.7) (16.5) (20.5) (9.5)
FPR 2.48 3.75 2.85 2.83 1.83 2.11 3.63 3.15 3.02 2.30
(2.31) (2.80) (2.06) (2.76) (2.06) (2.71) (3.34) (2.26) (3.08) (1.87)
5 TPR 35.0 40.6 28.0 24.3 20.3 87.6 88.5 79.7 76.7 63.6
(19.0) (23.7) (24.0) (25.5) (14.9) (24.1) (18.8) (14.8) (21.4) (8.3)
FPR 1.85 3.73 2.10 1.99 1.14 2.41 4.17 2.83 2.92 2.24
(1.75) (2.37) (2.10) (2.88) (3.84) (2.46) (3.07) (2.43) (2.91) (4.59)
6 TPR 67.9 68.4 55.8 52.5 32.7 89.0 91.2 79.7 76.2 72.6
(24.9) (22.6) (23.2) (22.3) (23.9) (16.0) (21.7) (14.4) (19.7) (19.0)
FPR 2.41 4.49 2.81 2.84 1.05 2.29 4.73 3.10 3.04 2.63
(2.60) (2.46) (3.20) (1.49) (2.79) (2.55) (2.87) (4.08) (2.49) (3.32)
7 TPR 53.8 60.2 35.0 28.6 37.8 93.1 95.4 80.1 73.6 89.1
(25.1) (22.2) (23.9) (24.0) (24.4) (16.9) (17.4) (18.7) (10.4) (22.1)
FPR 1.73 4.35 2.22 2.07 1.07 1.64 3.69 2.87 2.99 1.79
(3.50) (1.72) (2.46) (2.06) (2.84) (4.07) (2.25) (2.84) (1.87) (2.98)
8 TPR 82.7 83.8 64.1 59.1 62.5 94.0 96.6 80.7 73.9 90.3
(25.8) (21.0) (22.7) (22.1) (21.3) (19.3) (13.7) (21.6) (9.0) (12.6)
FPR 1.93 4.50 2.87 2.88 1.34 1.55 4.17 3.11 3.00 1.84
(2.91) (2.53) (2.43) (3.77) (1.62) (3.28) (2.11) (2.76) (4.03) (1.96)
of variable selection performance is summarized in Table 7. The mean and standard deviation
of the out-of-sample AUC for the prediction on cure status and out-of-sample C-index are
summarized in Table 8.
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Table 8: Additional simulation results of Setting 2: comparison on prediction performance
on cure status and survival outcomes, respectively, through mean of the area under curve
(AUC) and the weighted C-index (in percentage) computed on the testing sets (with the
standard deviation given in parenthesis).
AUC C-index
Scenario O.Cure I.Cure Cure1 Cure2 Cure3 O.Cure I.Cure Cure1 Cure2 Cure3
1 64.8 65.0 63.0 62.0 62.0 83.8 83.5 83.0 82.5 79.7
(8.9) (8.1) (9.0) (9.1) (8.6) (3.3) (4.3) (4.6) (5.3) (7.0)
2 75.8 74.8 73.3 72.3 69.8 82.8 82.4 81.7 81.2 79.4
(7.4) (7.2) (8.7) (9.2) (9.4) (2.8) (3.3) (4.0) (4.8) (5.3)
3 68.2 68.8 64.2 62.3 66.6 84.3 84.1 82.9 82.0 83.6
(9.4) (7.5) (9.6) (9.5) (9.5) (2.0) (2.1) (3.5) (5.1) (3.0)
4 79.4 78.9 75.5 74.1 76.7 83.1 82.9 81.1 80.2 82.2
(4.6) (4.7) (7.2) (8.1) (6.6) (2.0) (2.3) (4.2) (5.4) (2.5)
5 67.7 67.2 63.5 61.7 62.4 84.4 84.0 83.1 82.3 80.6
(9.1) (7.2) (9.7) (9.5) (9.0) (2.1) (2.5) (3.1) (4.7) (5.4)
6 78.8 77.1 75.0 73.7 69.4 83.2 82.5 81.2 80.6 79.7
(5.2) (5.1) (7.4) (7.9) (9.9) (2.0) (3.0) (4.2) (4.9) (4.1)
7 75.2 73.8 67.0 63.9 71.2 84.4 84.3 82.5 81.0 84.0
(6.9) (5.4) (9.6) (9.5) (8.5) (1.5) (1.5) (3.2) (5.3) (1.7)
8 82.2 81.3 77.4 76.0 79.1 83.1 82.8 80.5 79.4 82.4
(1.5) (2.2) (6.6) (6.9) (4.6) (1.5) (1.6) (3.8) (4.8) (1.7)
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C Additional Results for the Modeling of Subsequent
Suicide Attempt
We refitted the selected model without regularization and performed bootstrap to obtain 95%
confidence intervals of the coefficient estimates. According to Zhao et al. (2020), such a naive
two-step procedure could still yield asymptotically valid inference under certain conditions.
Specifically, the SE estimates were obtained from 1,000 bootstrap samples and the confidence
interval were estimated based on asymptotic normality of the coefficient estimates. The
results are shown in Table 9 of Supplementary Materials. Most of the predictors were
significant at α = 0.05 significance level, except ICD-9 298, 300, and V62 in the incidence
part.
Table 9: Exponentiated coefficient estimates (hazard ratios or odd ratios) of the refitted
I.Cure model with 95% confidence intervals.
ICD-9 HR/OR Lower Upper
Survival (Latency) Part
304 1.46 1.11 1.93
V62 1.40 1.09 1.80
Incidence Part
296 1.95 1.57 2.44
298 1.19 0.92 1.56
300 1.22 0.99 1.50
301 1.64 1.21 2.21
304 1.55 1.13 2.14
312 1.45 1.00 2.10
313 1.92 1.22 3.01
319 3.85 1.15 12.96
564 1.87 1.21 2.90
V62 1.22 0.95 1.57
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