Abstract. The present work aims to propose a systematic study and interpretation of a variable response in relation to three factors, using a model of Joint Table Analysis, the Tucker3 model, as well as the joint biplot graph. The proposed method seems efficient and suitable for separating standard technical response, and the pattern of noise contained in a three inputs table, as well as allows its interpretation. The joint plot graph facilitates the study and interpretation of the data structure and provides additional information on these. In our application the aim is to identify the combinations of genotypes, locations and years that contribute or not to a high yield of bean cultivars.
INTRODUCTION
The multi-environment experiments (MET) are conducted over several years for major agricultural products in the world, constituting an expensive procedure, but essential for the release of new genotypes and for the recommendation of cultivars. Therefore, appropriate methods for data analysis should be explored and developed. Considering the case where the MET are evaluated by several years (ie, genotype ×location × year), the data may be in this case organized into three entries in tables, each entry corresponds to genotype, local and year. In some cases, the researcher may be interested to know if there is a common structure for covert locations with respect to the years and how the various genotypes respond through the structure formed by environments and years. Some genotypes may respond with high responses in some locations but not others, and some locations may be more associated with some genotypes than others in some years. Thus, one way to analyze and interpret a table of three inputs is to determine a lower dimensional structure, expressed as principal components and then studying the relationship between genotype × location × year. To analyze the data organized in tables of three entries, there are models themselves, such as the models proposed by [1] , which provide a decomposition of trilinear data arranged in the arrangement. Thus, this paper aims to propose the main study and interpretation of the relationship of bean production in relation to genotype × location × year, through the Tucker3 model, exploring the utility of the joint plot graphic [2] .
METHODOLOGY
The principal component analysis by Singular Value Decomposition (SVD), looks for an approach based on P components for each element of an array (two inputs) X (I x J), so that an element of this array can be expressed as [3] :
where a ip is an element of a matrix of eigenvectors components A; b jp is an element of the matrix of eigenvectors B; g pp is an element of the matrix of eigenvalues G; e ij is the information element which is not explained by the P componentes.
A possible generalization of the principal components model for data of two inputs, to the case of three inputs, X, with elements x ijk , may be written as: Once fixed the number of components in matrices A, B and C, the parameters estimation of a ip , b jq and c kr of Tucker3 model is realized by the iteractive method of least squares alternate, where each set of parameters is estimated conditional on the remaining parameters. Thus, the estimation is to be repeated iteratively until no significant changes are found in parameter values and, as the initial solution, the default values suggested by [1] are used. To determine the best model Tucker3 solution the method proposed in [4] was used.
For an array it can be obtained the biplot graph in which the rows and columns are displayed in a graph with two or three dimensions, whose construction can be found in [5] . As for the data contained in an arrangement of three inputs, one can obtain a joint plot [2] , which is used to graphically represent models Tucker3 being similar to one biplot, and all of the principles of interpretation of biplot may be used. These graphs differ in their construction, and the joint plot is constructed as a biplot for two factors given the component matrix of the model Tucker3, concerning the third factor (third input), meaning that each joint plot is constructed by using different groups of G. For the construction of a joint after adjusting aTucker3 model, it is necessary to obtain a matrix ǻ r = AG r B' = A* r B*' od dimension I×J, with r=1, 2, ..., R and then, using DVS, ǻ r can be represented by a biplot, obtaining then the joint plot [6] . For each group G r it is necessary to do a joint plot, given the matrices of components A* (J×P) and B* (J×Q).
About the interpretation of a joint plot [7] , suppose a graphic is projected on the r-th principal component of the third entry, such that in the obtained joint plot, appear all levels of the first two entries. Then select, from matrices C (array of principal components of the third entry), the levels of this factor with the greatest weight in the r-th component (positive or negative). Suppose that the matrix C has a positive high value associated to the ao k-th level of the third entry. So, proximity between the levels of the first and second entry indicate that the triple interaction between the i-th level of the first input, the jth level of the second input and the k-th level of the third input is positive. In contrast, if the i-th level of the first factor is far (vectors in opposite directions) of the jth level of the second factor, this indicates that the triple interaction associated with these three factors is negative. If matrix C has a high negative value associated with the k-th level of the third factor, the triple interactions will be the opposite of when the value is positive. In general, levels located in the center of the joint plot are considered a joint assembly that has an average performance in all other modes.
RESULTS
The data refer to 13 common bean genotypes, conducted in nine different experimental conditions and observed in the years of 2000/2001 2001/2002 and 2005/2006 , in the cities of Golden and Aquidauana, Brazil. These experiments were installed in the rainy season (Golden) and also in the dry season (Golden and Aquidauana). Each location consists of a city and a time of installation. Moreover, in each experimental situation, we used a randomized block design with three random blocks. In the evaluation of results, aiming at selecting the best cultivars, the variable grain yield in t ha-1 was considered.
Using the R software, we applied the Tucker3 model. The great advantage of this method relative to other multiplicative models of two inputs is the possibility of the simultaneous study of several factors. This means, for example, you can do a breakdown of production between genotypes × locations × years, making the findings more accurate and real than those obtained with multiplicative models for two entries. Thus, it is possible to construct a cubic arrangement of dimension (13x3x3) with the medium production effect of each combination of genotype×location× year, so that the lines are genotypes, columns are the places and in "tubes" are the years.
To select the best model Tucker3, we used the procedure Timmerman-Kiers, as for the data set in question the procedure suggests to select the Tucker3 model (2, 2, 2). This model explains 97.45% of the total variation in productivity, and the components p 1 e p 2 , of matrix A, explain 95.37% and 2.09%, respectively. The two components, q 1 and q 2 , of matrix B, explain 93.18% and 4.27%, respectively, and in matrix C both components r 1 and r 2 explain 93.57% and 3. 89%, respectively. Estimates of matrices A, B and C and of G, are: It can be seen that the first matrix component C is characterized by the first (0574) and second years (0634). The second component is characterized by the third year (-0854). Thus, when it is built a joint plot, which projects the genotypes and locations within the first year of the component, the conclusions will be restricted only to the year 1 and year 2 (Figure 1a ), but designed to be the genotypes and locations within the second component of the years, the conclusions are valid for the third year (Figure 1b) .
The joint plot, Figures 1a and 1b , correspond respectively, to the biplots of matrices ǻ 1 = AG 1 B' and ǻ 2 = AG 2 B' where G 1 is the first slice front and G 2 is the second slice front of G, obtained by adjusting the model Tucker3 (2,2,2).
By Figure 1a , considering years 1 and 2, (c 11 and c 21 are positive), we observe the following relations: 1-On location L3 yields are high to G1 and G13 and yields are low to G9; 2-On location L2 yields are high to G1, G2 e G8 and yields are low to G9, G10, G11; 3-On location L1 yields are high to genotypes G2 and G8 and yields are low to G10 and G12. The other genotypes, G3, G4, G5, G6, G7 and G11 present intermediate productions.
In the same way, by Figure 1b , we observe the characteristics to year 3 (with c 32 negative). We observe that: 5-On location L1 there are low yieds to G2 and G8; 6-On location L2 there is low yield to G8; 7-On location L3 there is low yield to G9.
In year 2003 the high yields are allocated to G10, G12 and G13, being that G10 and G12 are related with L1, L3 is related to G13 and L2 is hightly correlated with G10, G12 and G13. For the analysis of Figures 1a and 1b it can be observed that there are genotypes which are not related to certain environments. This feature is observed if the angles between the vectors of genotype and environment ar near 90º. For example, in Figure 1a , genotypes G1 and G9 do not relate to L1 and G13 do not relate to L2. In Figure 1b we observe that G2 do not relate to L3, G9 do not relate to L1 and G1 is not correlated with L2.
CONCLUSION
The proposed systematic analysis using Tucker3 models proved to be efficient and adequate to separate the response pattern technique and the noise contained in the tables of three entries, as well as its interpretation. The graph joint plot facilitates the understanding of the data structure, in addition to providing information about it, to identify which combinations of genotypes, locations and years contribute or not to a high yield.
