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1. Introducció 
1.1.  El projecte 
Avui en dia, la utilització de la informàtica s'ha estès a totes les facetes de la vida. Ha 
modificat els hàbits de conducta, de relació, d'accés a la informació fins a tal punt que 
molta gent "no podria viure sense internet". 
Internet té 1.800 milions d'usuaris1. Aquesta quantitat d'usuaris fa necessària una 
infraestructura gegant. Satisfer aquesta demanda requerirà de molts centres de dades 
a l'hora que es millora l'eficiència de tots els processos. Procurar sempre no gastar 
més del necessari és una de les motivacions d'aquest projecte. 
Tots sabem que l'única màquina infinita, semiinfinita, és la màquina de Turing. Per 
desgràcia, les nostres màquines no són pas infinites. Això ens porta a la necessitat de 
tenir més d'una màquina oferint el mateix servei per tal de poder abastir una gran 
demanda. 
Donar un servei de qualitat només és possible si es té coneixement en temps real de 
la demanda i l'estat del servei. Com que el servei estarà dispers en vàries màquines, el 
principal problema serà disposar d'una visió global del servei.  
Aquesta visió global permetrà prendre decisions que afectin a la qualitat global del 
servei. Els sistemes s’hauran de poder escalar per tal que no s'infrautilitzin recursos, 
es puguin reduir costos i millori la petjada medioambiental. Aquesta és la missió que té 
aquest projecte i bona part de les empreses relacionades amb el Cloud Computing. 
L’objectiu d'aquest projecte és aconseguir un prototip amb el que es pugui investigar 
com millorar la gestió dels recursos dins d'un Clúster. 
Per assolir aquest objectiu és necessari disposar d'una visió global del sistema. Les 
dades de consum de les aplicacions s'hauran d'aglutinar ja que aquestes estaran 
disperses en una gran quantitat de servidors. Un cop disposem de la visió global es 
prendran decisions en base a les dades capturades i es gestionaran els recursos de 
cada servidor per tal de millorar el rendiment global. 
                                               
1
 http://www.exitoexportador.com/stats.htm 
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Actualment, existeixen diferents solucions al mercat que fan possible la gestió de 
recursos. Aquestes aplicacions aporten una solució a dia d'avui. Per desgràcia, el 
creixement d'internet farà que aquestes aplicacions es tornin insuficients.  
Els greus inconvenients que presenten poden significar costos massa elevats de 
mantenir, servidors replicats sense massa utilitat, o fins i tot, que no siguin capaços de 
donar a l'abast a la demanda existent. 
La missió d'aquest projecte és establir les bases d'un sistema en el que es puguin 
investigar noves formes de gestionar els recursos i millorar l'eficiència dels sistemes. 
 
1.2. Objectius del projecte 
L'objectiu principal del projecte és desenvolupar un simulador que permeti l'estudi de 
noves maneres de gestionar els recursos dins d'un cluster. 
Aquest simulador ha de ser tan fidel a la realitat com sigui possible. Per aquesta raó 
els paràmetres simulats seran els mínims imprescindibles per tal de donar la màxima 
credibilitat a les investigacions.  
Un dels objectius més importants que havia de complir el simulador era fer un ús real 
de la xarxa per totes les seves comunicacions. Un altre objectiu imprescindible és que 
el sistema ha de ser escalable per poder realitzar les investigacions que s'esperen 
poder realitzar amb ell. 
El primer objectiu a assolir és la investigació prèvia de les tecnologies i possibles 
solucions per realitzar el prototip. Serà la base en que es sustentarà el projecte i ens 
permetrà poder prendre decisions importants a l'hora de l'elecció de la tecnologia a 
usar. 
El simulador ens haurà de permetre simular un Clúster amb nombroses màquines i 
aplicacions en funcionament. El simulador realitzarà investigacions sobre la gestió de 
recursos per tal de millorar el rendiment global de les aplicacions.  
Cal destacar que aquest és un projecte obert. El que significa que no s'acaba en 
aquest PFC sinó que podrà ser mantingut en un futur, ampliat-lo per tal de millorar les 
investigacions. Un objectiu imprescindible és fer un disseny orientat a objectes, de fàcil 
modificació i comprensió per tal de facilitar futures versions. 
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1.3 Pla de treball 
A l'inici del projecte es va realitzar un pla de treball. Aquest determinava una sèrie de 
dates i objectius a assolir. El projecte tenia grans incerteses de cara a la planificació 
degut al desconeixement de gran part dels components necessaris per realitzar-lo. 
Aquesta és la raó per la qual no es va profunditzar més en les tasques designades. 
 
 
Figura 1. Diagrama de Gantt de la planificació. 
 
La metodologia del pla de treball es va centrar en un seguiment exhaustiu setmana a 
setmana. Aquesta metodologia de treball ens ha permès focalitzar-nos en petits reptes 
setmanals per tal d'assolir els objectius generals. A la Figura 1 es pot observar la 
planificació de les setmanes. 
El treball va començar a mitjans del quatrimestre d'hivern amb la inscripció del projecte 
final de carrera. Un cop formalitzat, es va determinar que fins a l'inici del quatrimestre 
de primavera només s'aniria investigant sobre les tecnologies i ampliant el background 
tecnològic. 
El quatrimestre de primavera es va partir en 3 grans blocs. Disseny, implementació i 
testing. La part de disseny era l'encarregada de continuar amb la millora del 
background tecnològic i fixar quines tecnologies s'utilitzarien. Aquesta gran tasca 
s'havia de realitzar des de l'inici del projecte fins la segona setmana de març. 
La implementació és la segona gran tasca. Aquesta s'inicia la primera setmana de 
març i s'allarga fins principis de maig. No es tenia molt clar que es pogués assolir la 
totalitat de la implementació en aquestes setmanes, però hi havia prou marge per 
cometre algun tipus d’error. 
L'última tasca a realitzar és la de Testing. Aquesta tasca portaria des de la primera 
setmana de maig fins la segona de juny. Les verificacions necessàries per un projecte 
tan complex requereixen d'una quantitat important d'hores. 
La memòria es realitza a mesura que es van assolint les diferents tasques. 
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1.4 Característiques del simulador 
La missió del projecte és desenvolupar una plataforma on es puguin investigar 
diferents polítiques de gestió de nodes dins d’un Clúster per tal de millorar la 
satisfacció d’aplicacions distribuides.  
El simulador és un programa que correrà a les diferents màquines del sistema. 
Cadascuna d'elles utilitzarà una configuració determinada que farà seleccionar entre 
un dels subsistemes possibles. 
Les màquines estaran connectades en xarxa. L'aplicació crearà conjunts d'Overlays, 
subxarxes d'alt nivell, per facilitar la forma en què les màquines s'intercanvien 
informació. Un dels propòsits del simulador es poder modificar la forma en com 
s'organitzen els overlays de manera senzilla. D'aquesta manera es prodà mesurar si 
els canvis introduïts aporten millores al conjunt del sistema. 
Per a poder validar el sistema de gestió d'overlays, s'implementarà una estructura 
senzilla. Aquesta serà fàcilment modificable mitjançant la configuració. La validació es 
portarà a terme mitjançant un visor extern d'overlays que ens permetrà veure els 
participants de cada overlay. 
La gestió dels overlays és una de les parts de la política. Cada subsistema disposarà 
d'una política comuna. Aquesta política comuna facilitarà la presa de decisions, ja que 
tots els participants en el mateix subsistema sabran què s'ha de fer en cada moment. 
Aquesta política formarà part del simulador, però haurà de ser fàcilment modificable 
per tal de poder investigar diferents maneres de gestionar els recursos per augmentar 
el rendiment del sistema. 
En estar parlant d'un simulador, cada màquina podrà disposar de vàries instàncies del 
simulador per tal de no haver de necessitar grans quantitats de màquines. Com que la 
càrrega de cada aplicació és l'únic paràmetre simulat, el que podrem obtenir és un 
gran nombre de participants per màquina. D'aquesta manera es podrà provar 
l'escalabilitat del sistema. 
Una de les característiques més importants, es disposarà de la informació global de 
totes les màquines del sistema en un únic punt. Aquesta informació serà de gran 
utilitat per poder determinar el rendiment del sistema i poder efectuar els canvis 
necessaris. 
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1.5. Diferències entre un simulador i el prototip 
Els simuladors sorgeixen de la necessitat de provar quelcom abans de fer-ho realitat. 
En el nostre àmbit, la utilització de simuladors és més necessària que mai. La primera 
dificultat és que no hi ha suficients recursos per disposar d'un datacenter només pels 
nostres experiments. En un entorn de producció, on sí es podria disposar d'aquests 
recursos, posar a prova un nou software és, en el millor dels casos, perillós. El servei 
podria ser deficient pels usuaris i les proves que es facin no es podran reproduir ja que 
la demanda no és sempre la mateixa. Les conclusions que es puguin desprendre de 
l'experiment estaran limitades al testbed, dificultant així la reproducció de l'experiment 
per altres investigadors. 
Tot això ens porta a la necessitat de fer testing fora d'un entorn de producció. La 
comunitat científica ha fet una bona feina creant força simuladors. Aquests ens 
proporcionen solució als problemes anteriors.  
Es poden realitzar simulacions sobre entorns controlats, es poden repetir les 
simulacions, es poden realitzar les simulacions en infinitat d'escenaris diferents i altres 
persones podran reproduir el mateix experiment amb les mateixes conclusions. 
És evident que el simulador pot semblar perfecte, però també existeixen alguns 
problemes. Hem d'arribar a un acord amb l'exactitud de l'experiment i el món real. 
L'experiment és escalable? Fins a quin punt ens permetrà expandir l'experiment? Hem 
de poder entendre tota la informació que es desprengui de l'experiment, capturant la 
informació necessària i tractant-la. La simulació s'ha de basar en paràmetres reals (no 
magical parameters). Podríem resumir les necessitats d'un simulador en Accuracy2, 
Scalability3, Tractability4, Instanciability5, Relevance6. 
El que aquest projecte pretén és crear una plataforma on es puguin portar a terme 
investigacions relacionades amb application placement. La diferència substancial del 
nostre projecte i un simulador habitual és que el nostre simulador podrà transformar-se 
en una aplicació real substituint únicament el mòdul de generació aleatòria de temps 
de resposta de l’aplicació. 
 
                                               
2
 Correspondència entre la simulació i el món real 
3
 Escalable a tamanys reals 
4
 Suficientment fàcil d’entendre 
5
 Utilitzar paràmetres reals 
6
 Capturar objectes d’interès 
9 Simulador distribuït de gestió de recursos no-centralitzada 
 
 
Aquesta diferència ens permet simular qualsevol tipus de càrrega al sistema sense 
necessitat de disposar de la càrrega real. Com que la resta del simulador és 
exactament com l’aplicació real, les dades resultats són totalment reals. 
 
1.6. Simuladors de l’actualitat 
Malgrat en l’actualitat existeixen multitud de simuladors, no n’hi ha cap que compleixi 
exactament les necessitats del projecte. La principal necessitat és que la xarxa no 
sigui simulada, sinó que la intenció és que s’utilitzi una xarxa real, amb la seva 
congestió, paquets perduts, etc.  
La segona necessitat és simular estructures de relació P2P entre diferents nodes. 
Actualment existeixen alguns simuladors P2P. La majoria es limiten a gestionar 
diferents tipus de relació (p.e. grau de conexió) però no la interacció amb la xarxa o, si 
ho fan, no és suficientment realista. 
 
1.6.1. SimGrid 
Aquest simulador va sorgir d’uns investigadors de l’Institut Nacional de Recerca 
Informàtica i Automàtica INRIA, França. Els seus inicis van ser els d’un simulador 
casolà. L’objectiu principal pel que va ser concebut va ser per tasques d’investigació 
en Scheduling. La comunitat estava preocupada pel rendiment i no pas per l’exactitud 
dels experiments. Per aquest motiu el simulador ha necessitat diferents canvis per tal 
de poder validar els seus resultats. 
Amb els anys SimGrid ha anat patint canvis, en l’actualitat el seu ús està més centrat a 
analitzar com flueixen els paquets dins d’un grid7 amb diferents topologies de xarxa, 
simulant els retards i les pèrdues de paquets habituals en una xarxa. 
 
 
 
                                               
7
 Xarxa de servidors estable en quan a |nodes| 
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Aquest simulador es va desestimar ja que no permetia fer reaccionar els nodes en 
funció de les ordres donades per un node “suprem”. La simulació es centrava més en 
descobrir la interacció dels paquets a la xarxa que no pas en l’estat de les aplicacions 
en funció d’agents externs. L’escalabilitat també era un punt molt important per 
seleccionar un simulador concret. La documentació oficial afirma que el simulador es 
pot escalar fins a 100.000 nodes, escalabilitat destacable però que ens agradaria que 
pogués ser superada. 
 
1.6.2. PeerSim 
PeerSim és un simulador dedicat exclusivament a P2P. És un bon simulador ja que 
permet escalar fins a un milió de peers8. També disposa de nombrosos plug-ins que 
implementen tot tipus de protocols de comunicació: Kademlia, BitTorrent, superpeer 
topology, T-Man, CloudCast, entre d’altres. 
Tot i ser un bon simulador, permetent implementar nombrosos protocols, no disposa 
d’un dels requisits més importants: ignora la capa de transport en el moment de fer 
simulacions a gran escala. Aquest handicap no ens permetia utilitzar aquest simulador 
pel nostre projecte. 
 
1.6.3 Conclusions 
Els simuladors que hem trobat oferien algunes de les funcionalitats que es pretenen 
simular. Per desgràcia, tots tenen algunes dificultats que no els fan aptes pels nostres 
interessos. La conclusió final és que es farà el que tothom ha estat fent: crear les 
pròpies eines i desenvolupar en base al coneixement existent. Podríem pensar que 
estem reinventant la roda, però en el nostre cas, necessitem una roda amb claus i no 
podem posar-los a cap de les altres rodes trobades. 
 
 
  
                                               
8
 Node del sistema 
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2. Background Tecnològic 
En el capítol del background tecnològic es fa una reflexió sobre la tecnologia que es 
vol usar en aquest projecte. Es realitza una petita introducció al món del Cloud 
Computing i es parla sobre quines problemàtiques intenta resoldre aquest projecte. A 
més a més, s'introdueix un apartat on es tracten altres problemàtiques relacionades 
amb el Cloud. 
En aquest tema també es parla sobre la gestió de recursos en un entorn Cloud. 
Aquesta és una de les tasques més difícils avui dia. Per entendre la gestió de 
recursos, es pot pensar en com es gestiona una fàbrica que disposa de milers de 
treballadors. L’experiència ens diu que ha d'existir una cadena de comandament per 
tal de gestionar correcta i eficientment la fàbrica. Tornant a la gestió de recursos en un 
Cloud, el nostre projecte intenta formar la cadena de comandament per tal de poder 
gestionar les màquines de manera eficient. Aquest és un dels objectius principals que 
assoleix el projecte.  
A continuació, doncs, s'aprofundirà en el Cloud Computing, les problemàtiques del 
Cloud i la gestió de recursos. 
 
2.1. Cloud Computing 
El Cloud Computing ha suposat un canvi de paradigma, la transformació del 
mainframe al client-servidor. Internet ha fet sorgir aquesta manera de pensar, de fer 
les coses.  
El terme Cloud es refereix a una manera d'utilitzar la tecnologia, hi acudeixes quan la 
necessites, pel temps que la necessites i ni un minut més. Bàsicament no pagues per 
tenir la tecnologia, pagues per l'ús que en dónes. 
La filosofia del Cloud Computing integra dues vessants de la informàtica, el software i 
el hardware. 
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2.1.1. Software 
El software pel cloud computing és molt més important que no pas el hardware, ja que 
el hardware no afecta a com es fan les coses sinó al número de màquines que 
necessites. 
Per entendre el software en un cloud hem de pensar en Software as a Service (SaaS). 
No tots els sistemes SaaS estan basats en clouds pero la gran majoria si. 
El fet que un software actuï com un servei significa que es pot utilitzar en qualsevol 
màquina, independentment del sistema operatiu, del navegador que utilitzi, del 
llenguatge en el que ha estat escrit, d’on estiguin el servidors i, el millor de tot, no 
requereix instal·lar res. 
Un clar exemple és Gmail. No és res més que un gestor de correu. Tot i que no hi 
trobem gaires diferències en comparació amb Outlook, quins avantatges ofereix? No 
és necessari instal·lar res per poder fer-ne ús; funciona en qualsevol navegador i en 
tots els sistemes operatius; i, el més important, és accessible des de qualsevol part del 
món. 
El software orientat al cloud procura simplificar la majoria de les tasques. Un clar 
exemple és la necessitat de més capacitat al cloud. El software respon a la crida de 
més capacitat afegint una nova instància al sistema, tan simple com una comanda a la 
consola. 
La qualitat d'un software de gestió de clouds es basa en la seva capacitat per a 
gestionar grans quantitats de servidors, de manera ràpida i acurada, facilitant tasques 
de gestió i control. Un exemple d'aquest tipus d'aplicacions és el software de control de 
clusters d'Abiquo9. 
 
2.1.1.1. Característiques dels sistemes SaaS 
El SaaS (Software as a Service) es caracteritzen pels següents punts: 
 Accessibles via navegadors: SaaS mai necessita instal·lació de software. 
 Sistemes basats en la demanda: No necessites comprar software. Pagues 
pel servei que et proporcionen. 
                                               
9
 Http://www.abiquo.com 
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 Pagaments en funció de la utilització: El SaaS no necessita cap tipus 
d'inversió en cap tipus d'infraestructura, només pagues per aquells recursos 
que necessites i quan deixes de necessitar-los, simplement deixes de pagar-
los. 
 Departaments petits de IT: L'única feina que haurà de fer el departament d'IT 
serà la gestió dels recursos de les màquines al cloud. Moltes de les tasques 
d'instal·lació que es realitzaven físicament deixen de ser possibles en un entorn 
Cloud. La compra d'un nou servidor és una simple comanda de consola. 
 
2.1.2. Hardware 
El concepte de hardware en un Cloud és significativament diferent a la resta de 
hardware que es pugui llogar. El hardware és quelcom que es pot tocar, que et pot 
pertànyer i pel qual no pagues una llicència. 
Si es disposa d'un servidor propi i aquest pateix algun accident fatal, caldrà substituir-
lo el més ràpidament possible, cosa que requerirà un temps perllongat. En canvi, amb 
una plataforma Cloud, si el servidor sofreix alguna catàstrofe, en 10 minuts es 
disposarà d'un altre servidor 100% operatiu executant tan sols una sola comanda.  
El temps que normalment requereix comprar, adequar i instal·lar un servidor nou és 
considerablement més elevat que no el temps que pot oferir un cloud.  Per tant, 
aquesta reducció del temps de posada en marxa d’una nova màquina suposa un 
estalvi molt important. 
Un dels avantatges que ofereix el Cloud és la seguretat per desconeixement. Quan es 
demana una instància al Cloud, desconeixes quina dels centenars de milers de 
màquines del datacenter t'han assignat. Aquest fet dificulta enormement qualsevol 
possible violació del perímetre de seguretat i intent d'usurpació de dades físiques. 
Evidentment, aquest factor de desconeixença de la màquina física té alguns 
inconvenients. Existeixen lleis que obliguen a tenir les màquines que guarden dades 
sensibles controlades físicament. Aquestes normatives impossibiliten la utilització 
d’aquest tipus d’infraestructures.  
El futur de Cloud Computing passarà per adequar les lleis i permetre que les dades 
puguin residir en centres de dades no controlats pels propietaris i en països diferents 
al país d’origen. 
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2.2. Problemàtiques del Cloud Computing 
Podem creure que el Cloud Computing és la solució a tots els nostres problemes, però 
això no és del tot cert. La utilització de la tecnologia Cloud ens proporciona avantatges 
molt importants, però també alguns inconvenients. Tot seguit, tractarem cadascun dels 
problemes que té aquesta tecnologia. 
 
2.2.1. Consum 
El major problema de la computació avui dia és el consum energètic. Per exemple, el 
cost més elevat que ha de fer front Google avui dia no són els sous dels seus 
empleats, sinó la factura elèctrica de les seves granjes de servidors* (Conferencia 
Google Inc. Campus Nord 2008). Per aquesta raó Google és una de les empreses que 
més investigació està realitzant en la millora de l'eficiència de les energies renovables.  
Aquest consum tan elevat ve donat pel gran nombre de servidors a cada granja. Els 
estudis han determinat que és més econòmic tenir 100 servidors barats que un de car. 
Aquests estudis s'han basat en funció dels costos d'adquirir un servidor potent en 
comparació amb els costos d'adquisició de servidors petits que en conjunt aporten la 
mateixa potència de càlcul. Un dels problemes que afegeix això és tenir granjes més 
grans i un consum elèctric major. Si tot i així Google, amb més 1,5M de servidors, 
segueix utilitzant aquesta estructura, significa que és el més eficient a dia d'avui. 
 
2.2.2. Maximitzar el consum de recursos de les màquines 
Tenir un nombre molt elevat de màquines ens aporta un problema afegit: maximitzar el 
consum de recursos de les màquines. Aquest problema ve donat per la gestió del 
consum de cada màquina. Serà necessari saber, en temps real, quines d'aquestes 
màquines pateixen un ús exessiu o, per contra, quines pateixen un ús insignificant. Per 
poder prendre decisions és imprescindible disposar de la informació de l'estat de les 
aplicacions. Aquest projecte final de carrera té com a objectiu poder aconseguir aquest 
fluxe d'informació d'una manera òptima i factible per a sistemes de grans dimensions.  
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Relacionat amb maximitzar el consum de les màquines, Google ha fet estudis sobre 
quin és el consum òptim entre cicles de CPU i consum elèctric i ha determinat que un 
servidor al 100% té un consum molt més elevat que no 3 o 4 servidors al 30% de 
càrrega. Aquest detall extrapolat a 1,5M de servidors pot fer que la despesa elèctrica 
disminueixi en molts milions de dòlars. En contret, l'estalvi energètic és una de les 
polítiques que s’utilitzen als clouds.  
 
2.2.3. GridComputing 
El GridComputing va ser la mare del Cloud Computing. La diferència més important 
entre l'un i l'altre és que el Grid no té la capacitat de gestionar els nodes de forma 
eficient. Cada node està sempre "online" de manera que sempre estigui accessible. 
Aquesta petita diferència és la que fa que les estructures de GridComputing tinguin 
uns costos més importants que no pas una estructura CloudComputing.  
A grans trets, en un Cloud utilitzes el que realment necessites. En un Grid utilitzes el 
que tens i, si no ho utilitzes, ho pagues igualment. 
 
2.2.4. Colls d'ampolla a la xarxa 
Avui dia, el primer problema que té la computació, internet i qualsevol sistema que es 
vulgui interconnectar amb un altre és la xarxa. Si comparem la millora dels 
microprocessadors, en nombre de cicles per segon respecte el nombre de bits per 
segon que es transmeten per la xarxa, veurem que el primer és molt més gran que el 
segon. Existeixen altres exemples on es veu més aquesta diferència, com podria ser la 
diferència de velocitat entre la la memòria i el disc. 
Aquests problemes fan que la transmissió de dades mitjançant la xarxa sigui una 
dificultat a superar. Els anomenats colls d'ampolla es formen a la xarxa quan no és 
capaç d'absorbir tota la demanda. La solució es invertir més diners en xarxes més 
potents i distribuir la càrrega a través de diferents xarxes. 
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Per sort, no sempre és culpa de la xarxa, sinó dels servidors que donen servei a les 
peticions dels usuaris. Per aquesta raó, quan un servidor no és capaç d'absorbir tot el 
fluxe de peticions és fa imprescindible haver de comptar amb altres servidors que facin 
la mateixa feina i la càrrega es pugui balancejar de tal manera que l'usuari no rebi un 
mal servei. 
El terme de Load Balancing és molt important en qualsevol estructura Cloud. Si una 
empresa necessita d'una estructura basada en Cloud és perquè amb un sol servidor 
no fa prou per poder satisfer totes les seves necessitats. Tenir més d'un servidor 
requerirà d’algún mecanisme que sigui capaç de redirigir el tràfic cap als servidors 
disponibles. 
Poder determinar a quin servidor ha de redirigir el tràfic pot dependre de moltes 
variables. Per exemple, Google redirecciona al servidor més proper geogràficament. 
Altres empreses utilitzen els anomenats CDN (Content Delivery Network) servidors 
instal·lats als propis ISP per tal d'oferir serveis als clients el més proper possibles. 
Altres mètodes de Load Balancing poden ser els DNS. Quan resolem una direcció 
mitjançant DNS ens apunta una IP, si el servei de DNS balanceja la càrrega i va 
donant diferents IP's, aconsegueix que no tots els usuaris ataquin la mateixa màquina. 
Aquest projecte no tracta les problemàtiques de coherència de dades entre servidors 
que es necessiten en qualsevol xarxa distribuïda. Per sort, com que aquests 
problemes ja van aparèixer amb el naixement del GridComputing, les aplicacions van 
haver d’evolucionar i es van crear mecanismes per solucionar aquests problemes. 
 
2.2.5. Estructura jeràrquica 
Com a tota societat, empresa o aplicació que coneguem, existeix una jerarquia.  En el 
cloud computing podem trobar una jerarquia en base al Load Balancer, un grup de 
servidors web que ataquen un grup de bases de dades. Quan tenim una estructura 
jeràrquica dura, la fallada de qualsevol integrant d'un grup pot fer la fallada del 
sistema. Tot seguit, en la Figura 2, es pot veure un clar exemple d’un servei web 
estructurat de forma jerárquica.  
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Figura 2. Estructura jerárquica, Loadbalancer – Servidor Web – Servidor BBDD 
 
El prototip que es desenvolupará respon a una estructura jeràrquica (Workers - Agents 
- APC). L’avantatge competitiu d’aquest prototip resideix en el fet que no forma una 
estructura rígida. Aquesta flexibilitat repercuteix significativament en la necessitat de 
grans infraestructures de redundància. Aquestes no seran necessàries perquè 
qualsevol membre de l’estructura podrà transformar-se i realitzar tasques d’algun altre 
rol. Per obtenir aquesta flexibilitat dins de l’estructura és imprescindible la utilització de 
tècniques de Leader Election.  
 
2.2.6. Intolerància a fallades 
El principal problema del Cloud Computing és la impredictible fallada dels nodes que 
composen el servei. No es pot suposar quan fallarà algun dels nodes i això fa que la 
probabilitat del pitjor escenari sigui extremadament elevada. Per aquesta raó, les 
dades importants i sistemes que no poden estar sota cap circumstància fora de servei 
sempre disposen de servidors replicats. Aquest fet implica que, en cas que un node 
deixi d’estar operatiu, un altre el pugui substituir ràpidament. 
La plataforma de Cloud Computing ens proporciona mitjans per assolir aquesta ràpida 
obtenció de recursos computacionals de forma fàcil, remota i sense la necessitat de 
dependre de personal físic. 
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Per exemple, Amazon EC2 té una API que ens permet aixecar tants servidors com es 
vulgui en un temps molt curt. Només es necessitarà una imatge del servidor que 
s'aixequi i esperar a que estigui online. Tan fàcil com fer un simple script de heart 
beating10. 
El nivell de seguretat i replicació que es volgui donar al nostre servei sempre dependrà 
de les nostres exigències, i del SLA11 que es vulgui oferir als clients. 
 
2.2.7 Visió Global de les aplicacions 
L'últim problema que té un Cloud és la dificultat d'obtenir una visió global de l'estat de 
les aplicacions. Per a poder determinar aquest grau de satisfacció, s'hauria de 
preguntar a cada servidor el seu estat. Quan de temps pot portar preguntar i esperar 
una resposta si, per exemple, disposes d'un pool de 100.000 servidors?  
Aquesta és una de les raons per la qual aquest PFC té sentit: poder disposar en temps 
real de l'estat de les aplicacions; saber quines són les necessitats de les meves 
aplicacions per tal de satisfer-les. És molt probable que diferents aplicacions puguin 
conviure conjuntament en un mateix servidor i que cadascuna d’elles utilizi recursos 
diferents, augmentant així el rendiment de la màquina. 
Per exemple, en una aplicació que tingui un ús intensiu de la CPU però no utilitzi ni 
disc ni memoria, es podrien utilitzar aquests recursos sobrants per un servidor web 
estàtic. Per a arribar a aquesta conclusió en un sistema de milers de màquines, es 
requereix un gran esforç, però els beneficis són molt importants. 
En conclusió, disposar d’una visió global del sistema i disposar de mètriques que 
quantifiquin els avenços és essencial per tal de poder millorar l'eficiència del sistema. 
Tot això repercutirà en un millor servei, reducció de costos i en clients més satisfets. 
 
 
                                               
10
 Fa referència a un script que s’encarregi de comprobar si els nodes estan operatius i si algun falla 
aixecar-ne un de nou. 
11
 Service Level Agreement. 
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2.3. Decisions d’assignació de recursos 
Tot servei que s’ofereixi a un gran nombre d’usuaris requerirà d’una infraestructura 
important. Aquesta infraestructura estarà composada de nombroses màquines. El 
repte de la gestió d’aquests recursos és decidir quines aplicacions es fan còrrer sobre 
quines màquines.  
Tot seguit s’explicarà com es realitza la gestió dels recursos, quines implicacions 
comporten i quins problemes sorgeixen.  
 
2.3.1. Gestió de recursos 
Per a poder gestionar els recursos d’un Cloud és imprescindible disposar de 
mètriques. Aquestes mètriques poden ser de qualsevol magnitud quantificable. Les 
més utilitzades en entorns web són: temps de resposta, connexions per segon i 
peticions a la base de dades. Si tenim control sobre aquestes mètriques i coneixem els 
recursos de què disposem, és senzill poder determinar quan la infraestructura 
requereix més potència.  
A vegades, aquesta falta de potència no només es podria solventar afegint noves 
instàncies al sistema, sinó que es podria aconseguir gestionant les aplicacions i 
compartint en una mateixa màquina vàries aplicacions. 
Per controlar tot això es fa ús de les polítiques de gestió de recursos. Aquestes 
polítiques són les que definiran quan una aplicació no està prou satisfeta i requereix 
més potència o un reallotjament d’alguna de les instàncies de l’aplicació. 
La Figura 3 il·lustra com la política afecta al rendiment del sistema i, de retruc, a la 
qualitat del servei. L’exemple representa un sistema web amb una sèrie de servidors 
web, caché i bases de dades. En un moment puntual, el nombre de connexions per 
segon augmenta bruscament. Aquest increment provoca que els servidors estiguin 
oferint un temps de resposta massa elevat fent que la satisfacció de l’aplicació 
disminueixi. 
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Figura 3. Servei web no estàtic sense modificar. 
 
La política determina quins són els valors de les mètriques que fan que s’hagi de 
prendre algun tipus de decisió. El canvi que es realitza és transformar un dels 
servidors de bases de dades a servidors web.  
A la Figura 4, es pot observar com aquest canvi repercutirà en una major capacitat del 
nombre de connexions per segon que admetrà el sistema. Això sí, deixem de tenir 3 
servidors dedicats a la base de dades, per passar a tenir-ne només 2. Si disposem 
també de la mètrica dels accessos a la base de dades, molt probablement podrem 
veure que aquests nous visitants no augmenten el nombre de peticions a la base de 
dades. Els visitants només miren una pàgina web molt determinada, la qual resideix en 
memoria caché. Llavors podem afirmar que al no fer-se escriptures a la base de dades 
es pot dedicar aquesta potència a un millor ús. La pèrdua de potència de càlcul a la 
base de dades no afectarà a la qualitat del servei i, d’aquesta manera, hem aconseguit 
redistribuir la nostra potència i fer-ne un ús més eficent. 
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Figura 4. Servei web balancejat. 
 
La conclusió és que la gestió de recursos s’ha de basar en dades quantificables i ha 
d’existir algun tipus de política que determini quan s’han de realitzar canvis. 
 
2.3.2. Escalabilitat 
L’escalabilitat per si sola és bona, ja que és la resposta fàcil a qualsevol imprevist: 
s’augmenta la capacitat i desapareix el problema. Per desgràcia, no sempre és 
possible o no sempre és econòmicament viable.  
Un dels problemes de l’escalabilitat és el creixement descontrolat. 
El segon problema de l’escalabilitat és la captura de dades per generar mètriques. Si 
disposem d’una infraestructura petita, no és gaire problemàtic. Els problemes vénen 
quan la infraestructura comporta un gran nombre de màquines. Capturar les dades i 
generar les mètriques pot ser una tasca realment difícil. 
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Un dels objectius a assolir és, doncs, capturar dades d’un gran nombre de servidors 
per tal de generar mètriques i efectuar canvis segons una política que faci millorar el 
rendiment global del sistema. 
La manera de recollir les dades serà clau per tal de poder oferir un sistema de 
recolecció de dades escalable. D’altra banda, la política serà l’encarregada de 
preveure creixements i reestructuracions internes per tal de mantenir la qualitat del 
servei (QoS). 
 
2.3.3. Disponibilitat 
La disponibilitat descriu el percentatge de temps que el servei pot ser utilitzat durant un 
període de temps. Per exemple, si una web és accessible durant 710 hores de les 720 
hores d’un mes, la disponibilitat del servei serà de 98,6% per mes. 
Una de les diferències substancials del Cloud Computing respecte a una estructura de 
servidors privada és que la possibilitat que una instància del cloud pugui sofrir un event 
fatal és molt alta en comparació amb una estructura privada. La diferència positiva és 
que el Cloud permet obtenir un nou servidor en funcionament d’una manera molt 
ràpida i barata. 
Per calcular la disponibilitat s’utilitza la mètrica de l’uptime o temps online. La qualitat 
del servei que es vulgui donar haurà de determinar molt clarament quin uptime ens 
permet tenir. Aquest valor es calcularà en funció de l’estructura del nostre sistema. En 
la Figura 3, una fallada del sistema es pot considerar quan alguna de les parts 
essencials, servidor web i base de dades, fallen. Una fallada d’alguna d’aquestes dues 
parts fa que el servei s’interrompi. Pel contrari, una fallada del sistema de caché no 
suposa una interrupció del sistema, però si una baixada considerable de rendiment. La 
disponibilitat no entén si el servei que es dóna és el correcte, només si es dóna. Per tal 
de tenir una percepció de la qualitat del servei utilitzarem la fiabilitat. 
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2.3.4. Fiabilitat 
No s’ha de confondre la fiabilitat amb la disponibilitat. La fiabilitat fa referència a quant 
podem confiar en un sistema per protegir la integritat de les dades i executar les seves 
transaccions. 
“A system that is frequently not available is clearly not reliable. A highly available 
system, however, can still be unreliable if you don’t trust the data it present. This could 
be the case, for instance, if some process or component silenty fails” - Cloud 
Application Architectures, Gorge Reese, O’Reilly, April 2009. 
La fiabilitat d’un servei és pot calcular en base a la mitjana del temps en funcionament 
per usuari entre el ratio d’errors a la banda del servidor12. Al tractar-se d’una mètrica 
basada en el nombre d’errors serà important fer un seguiment de cada error i corregir 
possibles bugs del sistema. 
El Cloud no només s’utilitza per a poder abastir una elevada demanda dels sistemes. 
Una de les altres raons per les quals s’utilitza el Cloud és perquè proporciona una eina 
molt senzilla de replicació de màquines. La política serà l’encarregada de mantenir el 
nombre adient de rèpliques.  
Per exemple, Google té replicat tres vegades tots els sistemes i, concretament, 
disposa de 7 còpies dels sistemes crítics (Conferencia Google Inc. Campus Nord 
2008). La facilitat que suposa crear una nova rèplica dins d’una plataforma Cloud fa 
que la política sigui l’única responsable de la pèrdua de dades o interrupció del servei 
per una mala gestió d’imprevistos, sempre i quan el sistema que ho recolzi sigui 
suficientment estable. 
 
 
 
                                               
12
 Average uptime per user based on server-side error rates, Gmail reliability metric. 
http://googleblog.blogspot.com/2008/10/what-we-learned-from-1-million.html 
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2.4. Altres aspectes a tenir en compte 
En aquest projecte no s'han progut tractar totes les problemàtiques que presenta el 
Cloud Computing. A continuació parlarem sobre una problemàtica per la qual el 
projecte no aporta solució, però és important esmentar-la ja que el futur d'aquesta 
tecnologia passa per aportar solucions a aquest problema. 
 
2.4.1. Seguretat al Cloud 
La seguretat al cloud és un de les temes més rellevants avui dia en l’òrbita del món 
Cloud Computing. Un dels factors claus de la seguretat al núvol és el cost del temps. 
Quants diners ens costa detectar i subsanar una fallada de seguretat al cloud? Hem de 
pensar que no disposem d’accés físic a les màquines i que no disposem de cap equip 
per part del proveidor cloud que s’encarregui de fallades de seguretat. Haurà de ser el 
propi equip de IT que s’encarregui de controlar i detectar aquest tipus d’atacs i actuar 
en conseqüència.  
Una de les eines clau que ha fet possible el Cloud és la virtualització. Aquesta eina ha 
permés que més d’un client pugui fer ús de màquina de manera totalment aïllada. Com 
tot software, pot tenir forats de seguretat, s’han de tenir en compte i prendre les 
decisions de seguretat oportunes. 
Una de les barreres psicològiques de l'entrada al Cloud computing és la intolerància a 
compartir una màquina amb altres clients. Nombroses empreses desconfien de la 
seguretat al Cloud i no estan disposades a compartir una màquina amb, possiblement, 
la competència. Avui dia, la seguretat en entorns virtualitzats és un dels punts on 
s'està treballant més a fons. 
Un dels problemes del cloud és que no existeix cap tipus d’estàndard. Cada empresa 
decideix fer la seva pròpia estructura, API de control, etc. Aquest fet dificulta 
enormement el treball amb diferents proveïdors i fa que els equips de seguretat hagin 
d’adequar les eines a cada entorn. 
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La millora de la seguretat al cloud ve donada perqué les companyies que ofereixen 
aquest servei disposin d’un servei especialitzat de seguretat al cloud preparat i a 
disposició dels clients. En l’actualitat només alguns proveïdors com Amazon ofereixen 
aquest servei a clients preferents. La conclusió de la conferència Seguretat al Cloud 
Computing - Maig 2010 - Barcelona Digital Global Congress apunta a la pressió per 
part de tots els clients d’aquestes plataformes per aconseguir aquest servei que, en 
l’actualitat, és molt poc demandat. 
L’obtenció d’aquest servei suposaria un impuls a la plataforma. La seguretat és una de 
les principals reticències de moltes empreses a adoptar aquesta tecnologia en els seus 
negocis. 
En l’actualitat hi ha una gran oportunitat de mercat en quant al desenvolupament 
d’eines que millorin i ajudin a la seguretat en el cloud. 
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3. Elecció de la tecnologia 
En aquest capítol es tracten els requisits funcionals que ha de satisfer el prototip. 
També s'aborden les solucions a les problemàtiques del Cloud Computing i les 
alternatives desestimades per aquest projecte. 
 
3.1. Requisits funcionals 
Els requisits que ha de satisfer el prototip són els següents: 
 El prototip ha de ser escalable. 
 Qualsevol tipus de comunicació es realitzarà mitjançant xarxa. 
 Exisitirà un punt del sistema on es podrà disposar de la informació de tots els 
membres del sistema. 
 Els membres del sistema diposaran d’un canal de comunicació eficient per tal 
de poder enviar i rebre dades sobre l’estat de les aplicacions, així com 
possibles canvis de configuració de les aplicacions. 
 Existirà una política de control per cada membre del sistema, fàcilment 
modificable mitjançant una classe separada del prototip. 
 La configuració residirà en un fitxer XML extern al programa. 
 Existirà la possibilitat de llançar vàries instàncies del mateix programa amb 
configuracions diferents a la mateixa màquina. 
 La formació d’overlays podrà efectuar-se de manera totalment autònoma, 
sense necessitat de disposar d’un punt central si i només si el membre pertany 
a la mateixa subxarxa que els membres de l’overlay. 
 El sistema haurà de funcionar amb membres en subxarxes diferents sempre i 
quan s’especifiqui la direcció ip d’un punt d’accés. 
 El sistema haurà de poder adaptar-se a les possibles fallades d’algun dels 
membres de la xarxa, sense importar la tasca que estigués desenvolupant. 
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3.2. Solucions a alguns problemes dels Clouds 
En aquest tema es tracten algunes de les solucions als problemes esmentats en el 
capítol anterior. Concretament s'aporta una solució al problema de l'estructura 
jeràrquica, el problema de concentració d'enllaços, el problema de dispersió de la 
informació en una xarxa i el de coneixement dels membres d'una xarxa. 
 
3.2.1. Estructura jeràrquica 
La solució a una estructura jeràrquica és dissenyar una estructura on tots els seus 
components tinguin o puguin desenvolupar qualsevol funció dels subsistemes dins 
d'aquesta estructura. 
Partim d’una estructura jeràrquica molt resistiva als canvis i volem arribar a una 
estructura completament moldejable, on els canvis es poden succeir amb una gran 
facilitat. 
La solució teòrica que ens aporta aquests canvis és l'anomenada Leader Election. 
Aquesta tècnica és l'encarregada de seleccionar quin node ha de realitzar una tasca 
diferenciada de la resta. 
Per exemple, quan dins d’un overlay no trobem un Agent però sí Workers, aquesta 
tècnica serà l’encarregada de decidir mitjançant una heurística quin dels Workers 
passa a ser el nou Agent. 
Existeixen molts protocols de Leader Election. El protocol que utilitzarem serà el que la 
llibreria de P2P ens proporcioni. 
La investigació que vam fer sobre diferents llibreries per poder realitzar aquest treball 
ens va portar cap a ZooKeeper. Aquesta eina proporcionava un algoritme de Leader 
Election molt ben definit. 
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3.2.1.1. LeaderElection (ZooKeeper)   
Hi ha dos requisits per ser líder: 
1. Tenir el major zxid de tots els seus seguidors. 
2. Tenir suficients seguidors. 
 
El primer requisit és necessari per realitzar les operacions internes de ZooKeeper 
correctament. En aquest cas no ens afecta gaire per entendre l'algoritme. 
El segon requisit sí que té molta importància. ZooKeeper escull un líder com aquell 
node que té més seguidors. Si pensem en un conjunt de nodes, els quals han d'escollir 
un líder, quan la meitat més un s'han sincronitzat amb el líder. Aquest procés és molt 
ràpid (200 ms), fet que provoca que poguem recuperar el throughput en molt poc 
temps. 
 
 
Figura 5. Gràfic representatiu del nombre de peticions per segon entregades. 
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En la Figura 5 es pot observar que els punts 3 i 5 el nombre de peticions per segon 
disminueix molt. Aquest fet és produït per la fallada del líder. Podem observar que la 
recuperació de peticions per segon amb una fallada del líder es recupera molt 
ràpidament. La fallada d'altres nodes en fa disminuir el throughput però d'una manera 
molt menys important. 
 
3.2.2. DHT 
DHT són les sigles de Distributed Hash Table. Disposar d’una taula de hash, clau-
valor, distribuïda per tots els nodes d’un sistema dóna una sèrie d’avantatges molt 
importants a tenir en compte. 
Per començar, tot node sap resoldre la direcció de qualsevol altre node sense 
necessitat de recòrrer a cap node central. Aquest avantatge suposa poder 
descentralitzar moltes tasques, aconseguint així una millora substancial en el 
rendiment. 
El segon avantatge resideix en que la fallada d’un o més nodes no afecta al servei 
global. Poder garantir que el servei seguirà funcionant, tot i que una part dels nodes 
que el formen puguin fallar, és la clau per oferir una alta disponibilitat. 
Aquests tipus de tecnologies estan sent molt utilitzades per protocols P2P, servei de 
DNS, missatgeria instantània, etc. 
 
3.2.3. Gossiping 
Les tècniques de Gossiping són les anomenades tècniques de xafarderies. És 
inversemblant que es pugui parlar de xafarderies quan ens referim a nodes, servidors i 
complexes algoritmes. La realitat es que aquestes tècniques són les que avui dia 
donen millors resultats pel que fa a la propagació d'informació sobre una xarxa. 
Fem un símil amb un poble petit. Quan en un poble hi passa algun fet destacable, la 
manera en què es propaga la informació és molt eficient. Primer se n’assabenten un 
parell, després aquests ho expliquen als seus amics més propers, aquests a uns altres 
i així fins que tot el poble s'ha assabentat de la xafarderia. 
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Tots sabem que quan això passa, la informació que rep l'últim sól estar molt 
deteriorada. La informàtica ens proporciona eines que asseguren que tots rebin la 
mateixa informació. 
Es pot tenir la idea equivocada que, si el que es vol és que tothom sapiga una 
"xafarderia", es convoca a tothom a la plaça del poble i, per megafonia, s'explica. 
Sense cap dubte és una solució. Però, i si intentem fer això amb un poble un mica més 
gran? Podem concentrar a 10.000 persones, a una hora concreta i que totes elles hi 
siguin presents? Això ens comportaria una difícil tasca. Potser alguns estan treballant i 
no poden deixar la seva feina en aquell moment, potser d'altres no tenen res a fer i hi 
poden anar. I si aquests que hi poden anar s'encarreguen d'escampar la informació als 
seus amics? L'únic problema que hi ha és que la informació viatja a una velocitat 
inferior.  
També podem pensar en d'altres problemes. I si algú no té amics? Aquest problema 
l'haurà de solucionar l'heurística.  
 
3.2.4. GoCast 
GoCast significa Gossip-Enhanced Overlay Multicast for Fast and Dependable Group 
Communication. Aquest és un protocol de Gossiping que compleix aquests 4 aspectes: 
Fiabilitat, rapidesa en enviar missatges, escalable en rendiment i eficient en el consum 
de recursos de xarxa. 
Hi ha dos tipus de protocols reliable multicast i gossip multicast. Aquests protocols 
tenen alguns problemes. El primer envia missatges a tothom i confia amb les 
retransmissions per tractar els errors. El problema es que aquest protocol funciona 
molt bé en petita escala, però no pas a gran escala. 
El funcionament de Gossip multicast es basa en escollir un nombre de nodes aleatori i 
transmetre els gossips. Les fallades les gestiona mitjançant altres gossips de nodes 
veins. Aquest protocol té un fluxe estable de dades transmeses, fins i tot en condicions 
adverses. El problema resideix en el temps de propagació de la informació: requereix 
molt més temps en comparació amb reliable multicast. 
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GoCast és la solució a aquests dos protocols. Es tracta de combinar els beneficis de 
reliable multicast (consciència de la topologia i ràpida transmissió de missatges) i els 
beneficis de Gossip multicast (escalabilitat i fluxe estable de dades transmeses). 
GoCast forma una xarxa elàstica de nodes veïns on el grau de cada node es balanceja 
per formar diferent nombre de connexions per node. Com el protocol reliable multicast, 
els missatges es transmeten de forma ràpida a través de l’arbre de nodes. Els errors 
es solucionen de la manera que Gossip multicast ho fa, agafant els missatges dels 
seus veïns.  
En conclusió, aquest protocol és robust i proporciona una solució als 4 aspectes que 
necessitàvem resoldre de forma eficient. 
3.2.5. Cyclon 
Cyclon és un protocol que s’encarrega de controlar els membres d’un overlay 
desestructurat dins d’una xarxa P2P de forma poc costosa. És una altra manera de 
comunicar diferents nodes dins d’un overlay desestructurat. 
Aquest protocol té la seva base en un algoritme molt senzill: l’algoritme de barallar 
(shuffiling). Es tracta d’un model simple de comunicació P2P. Forma un overlay i 
manté els nodes connectats mitjançant un algoritme epidèmic. 
Cada node coneix un subgrup d’altres nodes que contínuament va canviant. Els 
anomenarem veïns. A més a més, en algunes ocasions seleccionarà un node aleatori 
de la llista de veïns i n’intercanviarà alguns dels seus membres. En conclusió, els 
nodes s’aniran intercanviant les llistes de veïns com si de cartes es tractessin. D’aqui 
ve el nom de l’algorisme de barallar. 
Cyclon va una mica més enllà. La diferència que trobem en aquest protocol i el 
Shuffling és que Cyclon determina el node veí que té la informació més nova que s’ha 
injectat a la xarxa. Aquest algoritme és totalment diferent a Shuffling, que seleccionava 
el veí de manera totalment aleatòria. 
Aquest canvi provoca que es limiti el temps entre que un nou node entra al sistema i 
es propagui per altres nodes. De la mateixa forma, els nodes morts no es 
retransmetran, pel fet de ser més vells i no sofrir canvis, prevenint així que circulin 
indefinidament els apuntadors d’aquests nodes morts. 
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Diferents textos científics han utilitzat Cyclon i GoCast conjuntament per tal de millorar 
la gestió i el control de overlays i gossips. Concretament, Cyclon era l’encarregat de 
mantenir una caché de nodes actius. Aquesta caché era l’utilitzada per GoCast per 
escollir nous veïns i afegir-los a la llista de què disposava. Les conclusions són molt 
satisfactòries, donant alts valors de satisfacció i mantenint el rendiment a l’hora que 
s’escalava el sistema13.  
 
3.3. Alternatives desestimades 
En el projecte es van discutir diverses alternatives per a la implementació. Tanmateix, 
algunes d'elles no complien la totalitat de les especificacions. Altres, no es van poder 
utilitzar per la negativa dels propietaris a facilitar el codi de la tecnologia. Així doncs, en 
aquest punt es tracten totes aquelles opcions que van ser desestimades. En el 
següent capítol, s'especifica l'altrenativa escollida. 
 
3.3.1. ZooKeeper 
Les investigacions preliminars ens van aportar diferents solucions a la nostra tasca. La 
primera d'elles va ser ZooKeeper. Aquest framework forma part del conjunt 
d'aplicacions de Hadoop14.  
Hadoop és àmpliament utilitzat pels investigadors i empreses que requereixen bases 
de dades de gran capacitat, escalabilitat i una resposta fiable a necessitats de 
computació i emmagatzematge de grans dimensions. 
ZooKeeper és un software de coordinació per aplicacions distribuïdes. La principal 
motivació és estalviar la creació de noves formes de coordinació a les aplicacions 
distribuïdes, podent partir d’un paquet amb suficient trajectòria i validacions. 
Aquesta coordinació es basa en disposar d’un namespace compartit organitzat de 
manera similar a un sistema de fitxers estàndard. La implementació de ZooKeeper és 
espcialment eficient amb un alt rendiment, alta disponibilitat i un estricte ordre d’accés.  
                                               
13
 Constantin Adam, Rolf Stadler, “A Service Middleware that Scales in System Size and Applications” 
14
 http://hadoop.apache.org/ 
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Aquests aspectes són molt interessants, però no són suficients per desenvolupar el 
prototip. Concretament, l’estricte ordre d’accés ens dificulta una de les nostres 
tasques: el sistema no es pot veure afectat per un node “gandul”.  
ZooKeeper té un sistema centralitzat d’escriptures. Hi ha un node central, el líder, i 
qualsevol escriptura s’ha de validar primer en aquest i després es propaga a la resta 
de nodes. 
ZooKeeper s’ha dissenyat per serveis d’alt contingut en lectures. Ofereix un rendiment 
10:1 read/write. Això significa que és 10 vegades més ràpid llegint que escrivint. 
Aquest inconvenient és clau a l’hora de decidir per la utilització d’una tecnologia. El 
prototip farà un ús intensiu d’escriptures i enviament d’informació a través de la xarxa 
pel que ZooKeeper queda descartat. 
 
3.3.2. Gossiplib 
La búsqueda a internet de llibreries que suportin protocols de gossiping ha estat 
realment difícil. Després de buscar molt, va aparèixer una llibreria Gossiplib15 que 
prometia oferir les eines bàsiques amb les quals poder desenvolupar un prototip de 
qualitat. Per desgràcia, la llibreria es troba en un estat massa primitiu com per a poder 
desenvolupar un prototip.  
Després de contactar amb el responsable, ens va fer arribar llibreries complementàries 
que necessitàvem per a poder compilar la llibreria. La falta absoluta de qualsevol tipus 
de documentació i la poca fiabilitat de la llibreria van fer desestimar aquesta opció que, 
a priori, semblava la més encertada. 
 
 
 
 
                                               
15
 http://gossiplib.gforge.inria.fr/ 
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3.3.3. GoCast 
Es va investigar la possibilitat d’utilitzar GoCast. Després de consultar a IBM com a 
propietària de la patent, no ens van proporcionar el codi per a poder desenvolupar en 
base a aquest. 
 
3.3.4. Scribe 
Una alternativa a ZooKeeper és Scribe. Aquesta aplicació és un agregador de logs. La 
seva funció és capturar qualsevol tipus de log generat per tots els processos en marxa. 
Un cop té dades emmagatzemades, s’encarrega d’enviar-les a altres servidors formant 
una cadena d’agregadors. 
Un cop arriben els logs a un servidor definit, aquest els introdueix a una base de dades 
HDFS de tal manera que es puguin explotar totes aquestes dades. 
L’avantatge principal d'aquesta aplicació es el throughput16 a través de la xarxa. 
Agregant quantitats relativament grans de dades, el que aconseguim es reduir el 
número de connexions entre servidors. Així s’aconsegueix que la finestra de congestió 
es faci més gran i es puguin utilitzar els amples de banda que la xarxa ofereix. Un dels 
aspectes que millora Scribe és que no forma un gran nombre de connexions. Aquest 
és un dels aspectes que sobrecarrega la xarxa en nombroses ocasions. 
Scribe proporciona una solució al throughput d'emmagatzematge. El problema pel qual 
el nostre projecte ha de trobar solució és el throughput de computació. Nosaltres no 
necessitem guardar detalladament què està passant per poder-ho analitzar, sinó que 
necessitem analitzar les dades en temps real i poder prendre decisions en calent. 
L'únic que ens proporciona una gran quantitat de dades emmagatzemades és més 
feina per calcular l'estat de les aplicacions i això ens impossibilita el càlcul en temps 
real. 
També és important destacar que Scribe té una configuració totalment estàtica. Només 
coneix el servidor al què ataca gràcies a la seva IP o nom. Aquesta mancança ens 
provoca que la infraestructura sigui relativament poc tolerant a fallades. 
  
                                               
16
 Volum de treball que passa a través d’un sistema. 
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4. Especificació i disseny del sistema 
És imprescindible disposar de l'especificació i el disseny del sistema abans d'iniciar la 
implementació. Així doncs, en aquest capítol es desglosen totes les parts del sistema i 
també es proporciona el disseny a seguir de cara a la implementació.  
 
4.1. Especificació del sistema 
Per a poder realitzar una implementació adequada, ha estat necessària la realització 
d’un disseny i, prèviament, l’espeficicació de les funcionalitats de tots els components 
del sistema.  
S’ha de tenir molt present que la principal problemàtica del projecte resideix en 
l’escalabilitat del sistema. És necessari que l’especificació no tanqui la porta a 
possibles millores en l’etapa del disseny, sinó que ajudi a fomentar solucions creatives 
que facin millorar el rendiment del sistema. 
 
4.1.1. Separació funcional 
L’aplicació està separada per 4 paquets ben diferenciats per tal de facilitar 
desenvolupaments i investigacions futures.  
El Controlador és l’encarregat de llençar, fer les crides necessàries per recuperar el 
fitxer de configuració i posar en funcionament l’aplicació. 
El Parser és l’encarregat de llegir l’arxiu de configuració i llençar les classes 
necessàries en funció del fitxer de configuració. 
El Core, o nucli del sistema, el podem separar en les següents parts: Overlay, 
Components principals del sistema, Aplicacions i JXTA helpers. 
La Política és l'encarregada d’utilitzar les funcionalitats d’un component del sistema 
per tal de realitzar la seva tasca d’una manera determinada. Cada component 
disposarà de la seva política i, alhora, s’implementaran diferents polítiques per poder 
comprovar les variacions de rendiment. 
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Cal destacar que l’objectiu del projecte és oferir una plataforma on es puguin 
desenvolupar noves polítiques de gestió de recursos per tal de millorar la seva 
eficiència. 
 
4.1.2. Core 
El core és l’encarregat d’oferir totes les funcionalitats del sistema. Per si sol no realitza 
cap tasca. Aquesta és la raó per la qual són necessàries les polítiques que faran ús de 
les funcionalitats oferides pel core. 
Com ja s’ha comentat anteriorment, el core està separat en diverses parts: Overlay, 
Components principals del sistema, Aplicacions i JXTA helpers. Seguidament, es 
desenvoluparà cada part. 
 
4.1.2.1. Overlay 
Aquesta interfície és l’encarregada de gestionar les subxarxes d’alt nivell mitjançant 3 
funcions bàsiques: crear Overlay, buscar overlay i unir-se a un overlay. 
La implementació d’aquesta interfície facilitarà la tasca de gestionar, de manera fàcil i 
eficient, subxarxes d’alt nivell. 
 
4.1.2.2. Components principals del sistema 
L’aplicació està formada per 4 components principals: Worker, Agent, APC i ODR. Els 
components oferiran serveis a les polítiques per tal que aquestes disposin d’eines per 
a la gestió dels recursos. Això permetrà  gestionar els recursos de manera fàcil i 
senzilla i així poder millorar el rendiment del sistema. 
Els principals components del sistema s’hauran de comunicar mitjançant els protocols 
de comunicació de la llibreria JXTA. Aquesta restricció és necessària, ja que l’objectiu 
del simulador és fer proves sobre entorns reals distribuïts. 
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4.1.2.2.1. Worker 
El Worker és el component més comú dins del clúster. És l’encarregat de fer córrer 
instàncies d'aplicacions que li siguin assignades mitjançant la seva política i capturar la 
informació que es requereixi per obtenir el seu estat. 
S’assignaran els recursos disponibles a cada aplicació. Seguidament, es procedirà a 
l’enviament de l’estat de les aplicacions de manera contínua, en intervals marcats per 
la política. 
El Worker disposarà d’un canal de comunicació obert per tal de rebre possibles canvis 
en l’assignació de recursos a les aplicacions. 
 
4.1.2.2.2. Agent 
L’Agent és el segon component més comú dins d’un clúster. Les seves funcionalitats 
bàsiques són: emmagatzemar l’estat de les aplicacions, enviar tota la tota la informació 
capturada i retransmetre canvis en les assignacions d’aplicacions. 
L’Agent és el promotor d’overlays. Aquesta tasca el fa responsable de crear nous 
overlays per tal de que altres components es puguin afegir i puguin enviar l’estat de les 
seves aplicacions. D’aquesta manera l’Agent anirà capturant nombrosos estats d’altres 
components. En funció de la política, els estats emmagatzemats seran enviats a un 
altre component del sistema. 
L’Agent serà l’encarregat de retransmetre canvis d’assignació que li siguin notificats i 
els retransmetrà cap al component determinat. 
 
4.1.2.2.3. APC 
L’APC és el cervell del sistema. Aquest component és l’encarregat de rebre l’estat de 
les aplicacions que funcionen en totes les màquines del clúster. 
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La principal funció de l’APC és gestionar els recursos del sistema per tal de millorar la 
satisfacció de les aplicacions. Per a poder realitzar aquesta tasca és imprescindible 
disposar de l’estat global de les aplicacions. En ser l’únic component que disposa de 
l’estat de tots els components, la seva principal tasca és prendre les decisions que la 
política cregui oportunes per tal de millorar la satisfacció de les aplicacions. 
Les decisions preses es transmetran als components definits en la decisió. 
 
4.1.2.2.4. ODR 
L’ODR és el punt d’entrada a la xarxa. Qualsevol petició que es realitzi a les 
aplicacions del sistema es realitzarà a través de l’ODR. Les funcions que realitzarà 
aquest component en el simulador són nul·les, ja que la tasca que desenvoluparia és 
pròpiament la que es simula. Tot i així, existeix en el sistema per tal de facilitar futures 
versions funcionals del prototip. 
 
4.1.2.3. Aplicacions 
La intenció d’aquesta part és generar un objecte que reflecteixi l’ús comú d’una 
aplicació dins d’un servidor. La utilització d’aplicacions per part d’un servidor comporta 
l’assignació de recursos, tasca que realitza un dels components. També serà 
necessari un valor de referència que marcarà el rendiment de l’aplicació amb els 
recursos assignats. 
La satisfacció d’una aplicació només es podrà generar si es disposa de tots els valors 
de rendiment de cada un del servidors que tingui recursos assignats a l’aplicació.  
 
4.1.2.4. JXTA Helpers 
Aquesta part està formada per un conjunts de funcions que han de facilitar la utilització 
de la llibreria JXTA. Les funcions són: creació de peers i gestió de descobriments a la 
xarxa. 
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4.2. Disseny del Sistema 
El propòsit del disseny és evaluar i obtenir una solució a les necessitats que s'han 
presentat en aquest projecte. El principal problema pel qual s'havia d'aportar una 
solució és l'escalabilitat del sistema. A continuació s'aprofundirà en el disseny de cada 
peça del prototip per tal de poder evaluar la seva idoneïtat. 
 
4.2.1. Sistema extern 
El disseny del sistema extern es refereix a tot allò que no pertany al Core. Aquesta part 
de la aplicació té com a funció carregar la configuració del sistema, així com cridar a la 
política pertinent. 
Degut a que el funcionament es limita a l'arrancada del sistema, no és important 
dedicar gaire temps a millorar l'eficiència d'aquesta part, ja que no oferirà un avantatge 
real. 
Cal destacar que la política ha de ser fàcilment modificable. L'eficiència del sistema 
dependrà de dos punts: l'eficiència que aporti el disseny a les funcionalitats del 
sistema i el bon ús que la política faci d'aquestes. És evident que una mala utilització 
de les funcions farà que tota l'eficiència obtinguda a l'hora de dissenyar es pugui 
perdre. 
 
4.2.2. Core 
El core s'ha dissenyat per tal de ser escalable en tot moment. A continuació 
s'explicaran les diverses parts del core i quin ha estat el disseny que s'ha seguit. 
 
4.2.2.1 Components principals del sistema 
Els principals components del Core són: Worker, Agent, APC i ODR. Aquests 
components hereten les mateixes funcions, ja que tots provenen del mateix pare, el 
Node.  
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La raó per la qual s'ha decidit aquest disseny és per poder realitzar mutacions de 
nodes. Aquesta característica facilitarà a les versions futures del prototip realitzar 
tècniques de Leader Election, ja que es facilita mutar un node a un altre tipus de 
manera senzilla. 
 
Com podem observar en la Figura 6, tots els components principals del sistema 
implementen la interfície Overlay per tal de poder fer ús de les subxarxes d'alt nivell. 
 
4.2.2.1.1. Overlay 
L'escalabilitat del sistema ve lligada per la correcta gestió dels overlays. El disseny 
d'aquest simulador es basa en la creació de diferents overlays per facilitar la gestió 
dels nodes.  
 
Figura 6. Diagrama de classes dels principals subsistemes. 
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La classe overlay és pròpiament una interfície que implica que tots els components 
que necessitin fer ús de les subxarxes d'alt nivell estiguin obligats a implementar una 
sèrie de funcions. Cada component realitzarà una implementació que s'adeqüi a les 
seves necessitats. 
Per exemple, la configuració i la política de cada Worker determinarà a quin overlay 
s'ha d'agregar. Abans de poder-se agregar, l'Agent l'haurà hagut de crear. Un cop hi 
hagi algun Worker connectat, l'Agent serà l'encarregat de rebre l'estat de les 
aplicacions que els membres de l'overlay li facilitin. De la mateixa manera, l'APC 
crearà un overlay on els Agents s'agregaran i li enviaran tots els estats de les 
aplicacions que hagin emmagatzemat. 
La gestió dels overlays és la clau que permetrà millorar el rendiment del sistema. El 
paràmetre pel qual es regirà un overlay és el nombre de nodes assignats. Definir 
aquest paràmetre és feina de la política. En compartir la mateixa política per part de 
tots els membres, és possible gestionar el nombre de nodes per overlay sense 
necessitat de dependre d'un punt centralitzat que ordeni on anar a cada un dels nodes. 
D'aquesta manera, tots i cadascun dels nodes sabran què han de fer en tot moment 
sense dependre de cap altre node. 
La clau en la gestió dels overlays recau en no crear overlays ni massa densos, ni 
massa lleugers. Determinar quin és el punt òptim de densitat de nodes en un overlay 
és la clau per tal de millorar el rendiment del sistema. 
La utilització d'overlays ajuda també a mantenir l'estructura en cas de fallada d'algun 
dels seus nodes. En el cas que dins d'un overlay l'Agent deixés de donar servei a 
causa d'una fallada del sistema, la utilització d'overlays facilitaria la tasca de detectar 
l'absència del líder i promoure l'execució d'algoritmes de Leader Election per tal de 
reestablir la figura de l'Agent, figura imprescindible pel bon funcionament del sistema. 
 
4.2.2.1.2. Worker 
La principal tasca que ha de desenvolupar el Worker és executar instàncies 
d'aplicacions. La política determinarà quantes instàncies i quins recursos destina a 
cadascuna. Un cop es disposin de dades sobre l'estat d'aquestes aplicacions, entraran 
en joc els serveis. 
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Com es pot observar a la Figura 7, el WorkerService és l'encarregat de gestionar 
l'enviament de l'estat de les aplicacions. Per tal que aquest servei pugui realitzar la 
seva tasca, és necessari que el Worker s'hagi agregat a l'overlay que la política i la 
configuració han determinat. 
Un cop connectat a l'overlay pertinent, la funció del WorkerService és buscar el servei 
de l'Agent que permet establir una comunicació per tal d'enviar l'estat de les 
aplicacions. 
 
Tot i això, el Worker disposarà d'un canal de comunicació obert per rebre possibles 
canvis en les instàncies de les aplicacions. Aquest canal serà utilitzat per l'Agent i 
comunicarà els canvis que hagi rebut per part de l'APC. 
 
 
Figura 7. Diagrama de classes del Worker. 
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4.2.2.1.3. Agent 
El disseny de l'Agent es basa en dos serveis molt importants: AgentService i 
AgentServiceResponse. El primer servei és l'encarregat de gestionar i emmagatzemar 
els estats de les aplicacions que rep. El segon servei és l'encarregat d'enviar aquests 
estats a l'APC i gestionar la resposta. En la Figura 8, es pot observar el diagrama de 
classes del subsistema. 
La primera tasca que ha de realitzar l'Agent és la creació del seu overlay, on donarà el 
servei de gestió d'estats d'aplicacions. Un cop s'ha creat, els Workers s'agregaran i 
començaran a enviar l'estat de les seves aplicacions. 
La feina de l'Agent és emmagatzemar tota aquesta informació per tal de poder-la 
enviar a l'APC. Per poder fer-ho, l'Agent s'agregarà a l'overlay de l'APC i, mitjançant el 
servei AgentServiceResponse, li enviarà tots els estats que hagi rebut. Aquest mateix 
servei disposa de mecanismes, AgentServiceResponseListener, per tal de capturar la 
resposta de l'APC, el qual enviarà possibles canvis a les instàncies dels Workers. Si es 
rep qualsevol canvi a efectuar, el servei AgentServiceResponseOutput, serà 
l'encarregat d'enviar aquest canvi al Worker pertinent. Seguidament, en l'apartat que 
tracta l'APC, s'explicarà el perquè d'aquesta cadena de seguiment. 
La captura dels estats de les aplicacions requereix estructures de dades amb temps 
d'accés instantanis. Per aquesta raó, es decideix la utilització d'una taula de hash per 
gestionar instàncies d'aplicacions. A més, s'incorpora un valor de control, 
TimestampTimestamp: Data de creació   , per tal de poder crear ordres cronològics 
d'arribada de dades. Aquesta estructura s'ha agrupat en una classe anomenada 
WorkerState. 
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Figura 8. Diagrama de classes de l’Agent. 
 
L'escalabilitat del sistema es gestionarà principalment en els overlays creats a partir 
d'Agents. El disseny és suficientment escalable, ja que podem crear una estructura 
piramidal d'overlays que agreguin Agents d'altres overlays i acabar en l'overlay de 
l'APC. La Figura 9 ens mostra un clar exemple d’escalabilitat sobre el nostre sistema. 
L'únic inconvenient que suposa aquesta estructura recau en allargar el temps 
d'obtenció de dades fresques del sistema. Així també es requerirà un temps extra en 
notificar els canvis al Workers. Tot i això, es creu que l'increment de temps és 
totalment acceptable pel tamany de clúster que es pretén simular. 
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Figura 9. Exemple d’escalabilitat amb 2 nivells d’Agents. 
 
 
4.2.2.1.4. APC 
L'APC és l'última peça de l'engranatge. El disseny de l'APC segueix la mateixa 
estructura que les anteriors. Disposem d'una política de funcionament fàcilment 
modificable que utilitzarà les funcionalitats del component APC.  
Concretament, aquest component està format per un servei, apcService, i una política 
de decisió, apcDecition. Es pot observar el diagrama de classes a la Figura 10. El 
servei és l'encarregat de gestionar l'arribada de tots els estats de les aplicacions 
provinents d'Agents. Un cop s'han emmagatzemat les dades rebudes a la taula de 
hash, WorkerStateMap, el servei procedeix a comprovar si existeix algun canvi 
pendent a la taula WorkerChangeMap. Aquesta taula guarda tots els canvis que s'han 
d'efectuar a cadascun dels Workers del sistema.  
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S'ha dissenyat una taula que té la mateixa funció que una cua de canvis. Aquesta cua 
té la propietat de poder accedir a qualsevol element en qualsevol moment. El que es 
vol aconseguir és disposar de tots els canvis possibles de la manera més ràpida i 
senzilla possible. 
Un cop l'apcService confirmi la rebuda d'informació, es buscaran, a la taula de canvis, 
tots aquells canvis que s'hagin d'efectuar als Workers que l'Agent representi. Com s'ha 
comentat en el punt anterior, l'APC no és l'encarregat de contactar directament amb 
els Workers i efectuar els canvis establerts, sinó que són els propis Agents els 
encarregats d'aquesta tasca. 
El motiu d'aquest disseny resideix en la necessitat que tot el prototip sigui el més 
escalable possible. Si es deixés únicament en mans de l'APC gestionar tots els canvis 
per tots i cadascun dels Workers del clúster, aviat el nombre de nodes a connectar el 
farien inviable. D'aquesta manera, es resol el problema de gestionar canvis a grans 
quantitats de Workers i es redueix a contactar amb els Agents que gestionen l'estat de 
les seves aplicacions. 
Les decisions que trobem a la taula WorkerStateMap es prendran en funció de la 
política d'ús del component, APC Policy, i la classe apcDecition. Aquesta última serà 
l'encarregada de valorar la satisfacció de les aplicacions i proporcionar les funcions 
necessàries per poder realitzar canvis. Un cop es disposi de la satisfacció global de les 
aplicacions, la política determinarà quines accions s'han de prendre per tal de millorar 
la satisfacció global de les aplicacions. 
47 Simulador distribuït de gestió de recursos no-centralitzada 
 
 
Figura 10. Diagrama de classes de l’APC. 
 
4.2.2.1.5. ODR 
Degut a la impossibilitat de complir l'objectiu principal d'aquest projecte, que és 
l'escalabilitat del prototip, l'únic disseny que s'ha seguit en l'ODR és la creació de la 
classe per a futures versions. 
 
4.2.2.1.6. Aplicacions  
Aquest component del sistema està format per una classe abstracta que s'encarrega 
únicament de definir un nom. En estar treballant en un entorn distribuït, és important 
entendre la diferència entre l'aplicació i la instància de l'aplicació.  
Una instància és una aplicació en funcionament amb uns recursos assignats i un 
temps de resposta concret. En canvi, una aplicació per si sola no és res més que una 
referència.  
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Com es pot observar a la Figura 11, l’AppStatus és necessari per a poder comparar les 
dades disponibles sobre com es comporta una aplicació en un entorn distribuït. El 
disseny fa referència a l'ús habitual de les aplicacions distribuïdes, potència de càlcul i 
memòria que ha subministrat el clúster i la satisfacció obtinguda en funció dels 
recursos. 
En funció d'aquests paràmetres, apcDecition podrà valorar quines aplicacions 
necessiten augmentar la seva satisfacció i quines no ho requereixen tant. 
 
Figura 11. Diagrama de classes de l’aplicació. 
 
 
4.2.2.1.7. JXTA Helpers 
Podem separar els JXTA helpers en 2 classes, creació de peers i descobriments 
d'anuncis. El disseny d'aquestes dues classes es sostenta en la simplificació de cara al 
desenvolupament.  
Concretament, la classe de creació de peers s'encarrega exclusivament de la creació 
dels 2 tipus de peers que necessita la xarxa. La classe de descobriment d'anuncis 
facilita l'obtenció d'anuncis de la xarxa. Seguidament, en l'apartat de la implementació 
es tractaran amb més detall les implicacions de l'ús de la llibreria JXTA. 
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5. Implementació 
La implementació és la part més visible del projecte. En els següents punts es troben 
les explicacions necessàries per a poder entendre la implementació i les decisions 
preses en funció del disseny i complint l'especificació. 
 
5.1. Arquitectura de  la implemetació 
L'arquitectura de la implementació és la base en la qual el prototip descansa i es fa 
possible el seu desenvolupament, la seva distribució,  la gestió del sistema i el disseny 
en base a capes. Tot seguit es poden trobar totes les decisions d'implementació que 
han fet possible aquest projecte. 
 
5.1.1. Organització de Packages 
En un projecte de la magnitud d'aquest, és necessari seguir un criteri a l'hora 
d'organitzar el gran nombre de classes que el formen.  
La implementació s'ha basat en dos packages diferenciats: controller i core. És 
important recordar que aquest projecte s'ha basat en la creació de 3 subsistemes que 
comparteixen funcionalitats, però que només un d'ells pot funcionar alhora. Cal 
recordar que aquest disseny s'ha pensat per a poder muntar els subsistemes i 
substituir peces clau del sistema.  
 
5.1.2. Empaquetat i distribucions 
L'arquitectura del projecte es basa en el principi del sistemes distribuïts. En aquests, 
tots els membres de la xarxa han de disposar del mateix executable ja que qualsevol 
membre pot fallar i no se sap mai quina tasca serà assignada. Per aquesta raó s'ha 
decidit aquesta implementació, ja que facilita la distribució i el desenvolupament de les 
futures versions de l'aplicació. 
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El llenguatge utilitzat per a desenvolupar el sistema va venir marcat, en part, per la 
pròpia llibreria JXTA. S'utilitza la versió 1.6 de JAVA. 
El segon element del qual disposaran tots els membres de la xarxa és el fitxer de 
configuració. Aquest fitxer ha de ser únic per cada membre ja que l'identificarà i li 
assignarà un rol a desenvolupar. 
 
5.1.2.1. Fitxer de configuració 
<?xml version="1.0" encoding="UTF-8"?> 
<Cluster> 
      <Node type="AGENT"> 
            <ID>AgentOFTHEMAC</ID> 
            <CPU>100</CPU> 
            <RAM>2000</RAM> 
            <OVERLAY>OV2</OVERLAY> 
            <JAR>file:/Users/ndb/pfc/p2p.jar</JAR> 
            <PORT>9721</PORT> 
      </Node> 
</Cluster> 
Aquest fitxer ha de ser modificat per cada node per tal de poder identificar-lo fàcilment 
i que ofereixi els recursos que aporta al sistema. Com a simulador, s'ha realitzat una 
millora que és la possibilitat de gestionar el port de funcionament mitjançant la 
configuració. Aquesta millora facilita que es puguin fer córrer diversos nodes en una 
mateixa màquina, sempre i quan ho facin en ports diferents. 
 
5.1.3. Arquitectura per capes 
El sistema esta dividit en 3 subsistemes ben diferenciats: Worker, Agent i APC. Cada 
subsistema està format per una arquitectura basada en capes que facilita el control de 
l'aplicació i futures implementacions. 
Worker   Agent    APC 
Configuració 
Política Worker Política Agent Política APC APC decition 
Core 
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La capa de configuració és l'encarregada de fer les crides necessàries per a arrencar 
el sistema. Aquesta capa és comuna a tots els subsistemes, ja que s'arrencarà el que 
la configuració indiqui. 
La capa de la política és l'encarregada d'utilitzar les funcionalitats que proporciona el 
subsistema. Cada subsistema disposarà d'una política diferent, però tots els membres 
de la xarxa que utilitzin aquest subsistema disposaran de la mateixa política. 
Com es pot observar, el subsistema APC disposa de dues polítiques. La primera té la 
mateixa utilitat que la resta de polítiques dels subsistemes. La segona, APC decition, 
és la política encarregada de gestionar les decisions que es prenen envers les 
aplicacions, com per exemple calcular la seva satisfacció o altres. 
L'última capa és l'encarregada d'oferir les funcionalitats del subsistema. Concretament 
podem separar el Core en diferents estrats. 
 
Core 
Worker Agent APC 
Overlay 
Service Listener Service ServiceResponse Service 
 
 
En aquesta representació es diferencia clarament un estrat comú, l'Overlay. Aquesta 
capa serà l'encarregada de gestionar les subxarxes d'alt nivell. Com el disseny indica, 
cada subsistema serà l'encarregat d'implementar les funcions de la manera que li sigui 
més profitosa. 
També es pot observar com cada subsistema disposa d'un o més d'un servei. Aquests 
serveis seran els encarregats de gestionar l'enviament i la recepció de l'estat de les 
aplicacions, així com dels canvis en les instàncies de les aplicacions. Seguidament es 
donaran més detalls sobre com s'ha implementat cadascuna d'aquestes parts. 
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5.1.4. Arquitectura i decisions d'implementació dels serveis 
En aquest apartat es troba tota la informació relacionada amb l'arquitectura dels 
serveis que inclouen els subsistemes. 
 
5.1.4.1. Worker 
A continuació es pot trobar tota la informació referent a l'arquitectura i el funcionament 
dels serveis que implementa el subsistema Worker. Aquest subsistema està composat 
per un servei diferenciat, WorkerService i un Listener integrat en la pròpia classe 
Worker. 
 
5.1.4.1.1. WorkerService 
El Worker és el subsistema més comú, ja que és el component que simula l'execució 
d'instàncies d'aplicacions. Aquest component disposa d'un servei, WorkerService, 
encarregat de l'enviament de l'estat de les aplicacions a un Agent. 
L'arquitectura d'aquest servei es basa en pertànyer a un overlay on hi hagi un Agent 
per a poder enviar la informació sobre l'estat de les aplicacions. Un cop el Worker s'ha 
connectat a un overlay, busca el PipeService. Aquest és un servei propi de JXTA que 
facilita la intercomunicació entre diferents nodes mitjançant la xarxa i sense necessitat 
de conèixer l'adreça IP. L'essència d'aquest servei és la mateixa que es pot trobar al 
sistema de pipes de UNIX: un extrem obre una pipe i, fins que ningú no obre l'altre 
extrem, no hi ha comunicació. 
Un cop s'ha descobert el servei de pipe, es crea la pipe de sortida mitjançant 
l'especificació de l'anunci del servei. A partir d'aquest moment, disposem d'un canal de 
comunicació obert pel qual es pot enviar la informació de l'estat de les aplicacions. 
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5.1.4.1.2. Listener 
Aquest servei es troba integrat en la pròpia classe Worker. Aquest servei simplement 
deixa oberta una pipe per tal de poder rebre qualsevol tipus de canvi a realitzar sobre 
les aplicacions que simula. L'arquitectura es centra en deixar una pipe d'entrada oberta 
i registrar un Listener per detectar l'entrada d'informació en qualsevol moment. 
 
5.1.4.2. Agent 
Aquest subsistema està composat per diversos serveis. Aquests serveis s'han agrupat 
en servei de rebuda d'estats i servei de resposta. Tot seguit s'explicarà l'arquitectura 
dels serveis i el seu funcionament. 
 
5.1.4.2.1. AgentService 
Aquest servei és l'encarregat de rebre l'estat de les aplicacions de diversos Workers. 
L'arquitectura del servei es basa en la creació d'una pipe d'entrada per a la recepció 
dels estats de les aplicacions. 
Un cop es captura el missatge amb els estats de les aplicacions, el servei s'encarrega 
d'agregar les noves dades a una taula de hash. Aquesta taula de hash s'estructura 
mitjançant l'identificador del Worker i una altra taula de hash que s'encarrega 
d'emmagatzemar totes les instàncies de les aplicacions. A més, s'incorpora un element 
de control que és necessari per determinar si hi hagut algun problema. 
WorkerID Data 
WK_1 
AppID DATA 
App1 CPU RAM RTT 
App2 CPU RAM RTT 
TimeStamp: Última actualització 
 
      
WK_5 
AppID DATA 
             
App2 CPU RAM RTT 
App3 CPU RAM RTT 
TimeStamp: Última actualització 
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L'enviament de les dades per part del Worker es fa de manera serialitzada. JXTA 
disposa de dos maneres d'enviament de dades. La primera és paràmetre a paràmetre 
mitjançant namespaces - valor i l'altra manera és serialitzant una estructura de dades 
java. S'ha escollit el mètode d'enviament de les dades mitjançant serialització per tal 
de poder fer un tractament eficient dels objectes mitjançant les funcions que 
proporciona la llibreria Map de Java. Aquestes funcions ens permeten actualitzar de 
manera molt ràpida l'estat de parts de l'objecte, oferint un alt rendiment, cosa que la 
primera opció no ens proporciona. 
Totes les taules de hash del sistema són ConcurrentHashMap. Degut a que cada 
servei corre com un thread diferent, s'ha d'assegurar que tots el serveis estan accedint 
al mateix objecte i no hi ha errors típics de sincronització. Aquest objecte de la classe 
utils de Java proporciona totes les eines necessàries que ens asseguren protecció 
contra escriptures simultànies i un alt rendiment17. 
 
5.1.4.2.2. AgentServiceResponse 
Aquest servei és l'encarregat d'enviar tots els estats de les aplicacions a l'APC. 
L'arquitectura que segueix aquest servei és lleugerament diferent a la utilitzada pel 
Worker. En el cas del Worker, s'utilitza una pipe unidireccional. En 
l'AgentServiceResponse (ASR) s'utilitza una pipe bidireccional. Per aquesta raó, s'han 
agrupat els serveis d'enviament d'estats i de rebuda de canvis a realitzar. 
Concretament, l'ASR busca l'overlay de l'APC i la pipe bidireccional. Abans de d'obrir 
la connexió, s'encarrega de registrar una classe encarregada de gestionar la rebuda 
del missatge, agentServiceResponseListener. Tot seguit, crea la pipe bidireccional i 
estableix connexió. 
En el moment en què es rep un missatge, la classe encarregada de gestionar les 
dades rebudes ha de fer la crida al servei responsable de contactar amb el Worker i 
enviar-li el nou estat de les aplicacions. Com es comenta en el Worker Listener, aquest 
obre una pipe d'entrada. El servei de l'agent és l'encarregat de buscar aquesta pipe 
mitjançant el seu identificador. Un cop connectada, s'envia el nou estat de les 
aplicacions serialitzat. 
                                               
17
 http://www.ibm.com/developerworks/java/library/j-jtp07233.html 
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En conclusió, l'agent té la funció de concentrador, per la rebuda massiva d'estats, i la 
funció de dispersador, per a poder fer front a una gran quantitat de canvis. 
 
5.1.4.3. APC 
L'APC és l'últim subsistema que s'ha desenvolupat en aquest projecte. Aquest 
component és el més important ja que s'encarrega de disposar de la informació global 
del sistema, així com de prendre les decisions sobre la gestió de les aplicacions. 
A continuació es pot trobar la implementació dels serveis que el composen. 
 
5.1.4.3.1. apcService 
El servei és l'encarregat de gestionar tots els estats de les aplicacions. Aquest fet 
implica que l'APC disposa de l'estat global de totes les aplicacions i pot prendre les 
decisions necessàries per millorar l'eficiència del sistema. 
L'arquitectura del servei es basa en la creació d'una pipe bidireccional. En aquesta 
pipe es connectaran els diferents Agents per tal d'enviar l'estat dels Workers que es 
troben al seu overlay. Un cop s'ha connectat algun Agent i s'ha enviat l'estat d'algun 
Worker, el servei té la funció de contestar a l'enviament mitjançant una taula de hash, 
on la política de canvis emmagatzemarà els canvis que s'hagin de realitzar. El servei 
és l'encarregat de reenviar a l'Agent els canvis dels Workers que controla.  
Com s'explica al disseny, aquesta taula de hash té la funció d'una cua de canvis. Com 
a la resta de taules de hash del sistema, aquesta serà ConcurrentHashMap. Aquest 
tipus de taula de hash permetrà als serveis córrer en diferents threads i poder 
gestionar els missatges sense errors de sincronització. 
 
5.1.4.3.2. apcDecition 
Aquesta classe ofereix una sèrie de funcions per poder prendre decisions en base a la 
informació global de les aplicacions. L'arquitectura d'aquesta classe es basa en una 
funció a la classe APC (runDecitions() ) que s'encarrega de fer totes les crides 
necessàries per a gestionar la cua de canvis. Aquesta funció ha de determinar quines 
aplicacions necessiten més recursos i distribuir-los per tal d'aconseguir el seu propòsit. 
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5.2. Funcionament del sistema a la xarxa 
Fins aquest punt s'ha vist l'especificació, el disseny i la implementació de tot el 
sistema. També s'ha parlat de tots els trams de transmissió de dades. En aquesta part, 
es tractarà un exemple de com ha de ser la comunicació de principi a fi, passant per 
tots els subsistemes que el formen i prenent una decisió que afecti al rendiment del 
sistema. 
 
5.2.1. Inici del sistema 
Per tal que el sistema s'inicïi, és necessari disposar de 3 màquines. Un Worker, un 
Agent i un APC. L'inici de cadascuna d'elles és indiferent, ja que el funcionament real 
del sistema no s'efectuarà fins que tots els subsistemes no estiguin funcionant. 
 
5.2.2. Inici dels Overlays 
És important destacar que l'enllaç dels subsistemes es realitzarà mitjançant la 
connexió dels mateixos, en subxarxes d'alt nivell. En aquest exemple senzill de 
funcionament, es poden trobar 2 subxarxes diferents.  
La primera subxarxa és generada per l'Agent. Aquest overlay és l'encarregat de 
concentrar els Workers que la política i la configuració indiquin.  
El segon overlay, està format per part de l'APC. Aquest overlay és l'encarregat de 
concentrar tots els Agents. Com s'ha explicat amb anterioritat, els overlays són les 
eines més eficients per a gestionar els recursos ja que faciliten la búsqueda de serveis 
sobre un petit grup de nodes i són una eina imprescindible per a poder satisfer el 
principal objectiu del projecte, l'escalabilitat. 
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5.2.3. Inici de la gestió 
Un cop el sistema disposa de tots els subsistemes en funcionament i els serveis a 
punt, el Worker realitza la seva primera transmissió de dades. El Worker enviarà l'estat 
de les instàncies que estigui corrent cap al servei de l'Agent. Seguidament es 
processarà aquesta informació i s'enviarà directament cap a l'APC. Un cop s'ha rebut 
tot l'estat de les aplicacions, s'iniciarà el procés de presa de decisió. Segons la política 
i la satisfacció de les aplicacions, es procedirà a realitzar algun canvi en algunes de les 
instàncies del sistema. Aquesta informació la remetrà l'APC cap a l'Agent. Un cop 
l'agent detecti l'entrada d'ordres a transmetre, buscarà el Worker que se li indica a les 
instruccions i li transmetrà els canvis a realitzar. Per últim, el Worker rebrà aquestes 
noves ordres i realitzarà els canvis pertinents sobre les seves instàncies.  
Aquest és el funcionament bàsic de les trames de dades. Per tal de realitzar un procés 
més eficient i aconseguir el principal objectiu, l'escalabilitat, tots els enviaments són 
realitzats de manera asíncrona. Això implica que el Worker segueix realitzant la seva 
feina d'enviament de l'estat, encara que hi hagi un canvi d'ordres en camí i no li hagi 
estat comunicat. De la mateixa manera, l'Agent enviarà el seu estat a l'APC.   
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6.   Experimentació i resultats  
Tot seguit es mostra el funcionament real del simulador en un clúster. Aquesta 
demostració es realitza en el clúster de la Facultat d'Informàtica de Barcelona del 
departament d'Arquitectura de Computadors. 
A continuació s'explicaran els recursos necessaris per a la prova i un seguiment 
exhaustiu del transcurs de la mateixa. Finalment, s'enunciaran els resultats obtinguts. 
 
6.1. Experimentació 
L'experimentació s'ha basat en l'execució del sistema sobre un clúster d'on s'han pogut 
obtenir algunes conclusions. El sistema està compost pels següents elements: 1 APC, 
2 Agents i 4 Workers. 
 
 
Figura 12. Configuració i estructura dels membres de la xarxa. 
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En la Figura 12 es poden observar 3 overlays. OV1 - OV2 són els encarregats de 
gestionar els missatges entre els Workers i els Agents. L'overlay APC és l'encarregat 
de gestionar els Agents amb l'APC. 
Com s'ha explicat en capítols anteriors, el simulador està preparat per córrer diferents 
executables del simulador sobre la mateixa màquina. En aquest experiment, s'ha 
decidit utilitzar només 4 màquines en xarxa. 
Els Agents comparteixen màquina, però Agent1 té assignat el port 9721 i l'Agent2 té 
assignat el port 9722. De la mateixa manera, els Workers estan formats per 2 
màquines. Cada màquina disposa de 2 processos, els quals es connecten a overlays 
diferents. Tot això forma la xarxa de 4 Workers connectats en overlays diferents 2 a 2.  
Tot seguit, s'explica com es posen en marxa totes les parts del sistema. 
 
6.1.1. Inici del sistema 
Com s'ha comentat en capítols anteriors, és indiferent per quin component del sistema 
s'inicïi. En aquest experiment s'ha seguit el següent procés d'encesa: APC  Agents 
 Workers. 
Per l'arrancada de tots els subsistemes s'utilitza un script d'arrancada 
(Launcher.sh). Aquest script té com a funcions executar tots els subsistemes que 
disposa el programa, així com poder modificar els fitxer de configuracions de manera 
ràpida sense necessitat d'editar manualment cada arxiu per cada subsistema.  
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6.1.2. Inici de l'APC 
L'inici de tot subsistema comença pel fitxer de configuració. El llançador carrega el 
següent fitxer: 
<?xml version="1.0" encoding="UTF-8"?> 
<Cluster> 
      <Node type="APC"> 
            <ID>APC</ID> 
            <JAR>file:/home/ndb/p2p.jar</JAR> 
            <PORT>9720</PORT> 
      </Node> 
</Cluster> 
 
La configuració ens indica el tipus de node APC. El servei correrà sobre el port 9720 i 
l'identificador serà APCcluster. 
L'inici d'aquest subsistema està marcat per la creació de l'overlay APC. Aquest overlay 
serà l'encarregat de gestionar les comunicacions entre l'APC i els Agents. 
Un cop ha inicialitzat tots els seveis necessaris, entrarà en un bucle on esperarà rebre 
informació sobre l'estat de les aplicacions. 
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6.1.3. Inici dels Agents 
Els Agents disposaran d'un fitxer de configuració particular per cada executable.  
<?xml version="1.0" encoding="UTF-8"?> 
<Cluster> 
      <Node type="AGENT"> 
            <ID>Agent1</ID> 
            <OVERLAY>OV1</OVERLAY> 
            <CPU>1000</CPU> 
            <RAM>2000</RAM> 
            <JAR>file:/home/ndb/p2p.jar</JAR> 
            <PORT>9721</PORT>       
      </Node> 
</Cluster> 
 
Les diferències de cada fitxer són les següents: ID, OVERLAY i PORT. Aquests tres 
paràmetres diferenciaran els Agents per poder rebre dades sense errors, per crear 
overlays determinats i per poder compartir la mateixa màquina. 
La resta de paràmetres són necessaris per determinar el tipus de node que es vol i 
configuracions necessàries pel correcte funcionament del sistema. 
L'objectiu dels Agents es crear els seus overlays (OV1 i OV2) i connectar-se a l'overlay 
APC. Un cop ha realitzat aquestes dues tasques, es disposa a enviar missatges cap a 
l'APC de manera continuada, alhora que disposa de tots els serveis per poder atendre 
l'enviament dels Workers. 
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6.1.4. Inici dels Workers 
Com és evident, cada Worker ha de disposar del seu fitxer de configuració. A 
continuació es pot observar el fitxer del Worker1. 
<?xml version="1.0" encoding="UTF-8"?> 
<Cluster> 
      <Node type="WORKER"> 
            <ID>Worker1</ID> 
            <OVERLAY>OV1</OVERLAY> 
            <CPU>1000</CPU> 
            <RAM>2000</RAM> 
            <PORT>9750</PORT> 
      </Node> 
</Cluster> 
 
De la mateixa manera que en els casos anteriors, el tipus de node es defineix 
mitjançant el paràmetre Node type. En aquest cas, es defineix un Worker. 
L'identificador serà molt important per diferenciar els diferents Workers. El paràmetre 
OVERLAY és l'encarregat de configurar a quin overlay s'haurà de connectar el Worker. 
Els paràmetres CPU i RAM són els que representen els Mhz i Mb de cpu i memòria 
respectivament. El port és el paràmetre que definirà sobre quin port actuarà cada 
Worker. Com que s'utilitzaran 2 Workers per servidor, serà molt important disposar de 
diferents ports per a tal propòsit. 
La funció principal del Worker a l'inici és instanciar les aplicacions necessàries i buscar 
l'overlay pertinent. Un cop s'ha connectat, la seva tasca és retransmetre l'estat de les 
aplicacions i rebre modificacions de l'estat de les mateixes. 
 
 
 
 
63 Simulador distribuït de gestió de recursos no-centralitzada 
 
 
6.1.5. Funcionament del sistema real 
En aquest punt es visualitzarà el funcionament normal del sistema. La manera com 
flueixen les dades i com varia la satisfacció de les aplicacions. Per tal d'entendre les 
reaccions del sistema, s'ha d'entendre la política que s'ha seguit. 
 
6.1.5.1. Política 
En aquest experiment s'ha seguit una política de potenciació de l'aplicació 2 (App2). 
L'APC és l'encarregat d'aquesta tasca i, mitjançant les seves decisions, redistribuirà 
tots els recursos cap aquesta aplicació per tal de satisfer-la. 
Aquesta política no és gaire útil, però ens demostra tot el potencial del sistema i la 
facilitat amb la que es poden modificar tots els paràmetres. 
 
6.1.5.2. Fase 1: Worker - Agent 
En aquesta fase el Worker envia l'estat de les seves aplicacions a l'Agent. 
<<< Agent Received WorkerState >>> 
Worker:urn:jxta:uuid-59616261646162614E504720503250337163D8C944[…] 
TIMESTAMP: 1276616999933 
Appname: App2 CPU:272 RAM: 361 RTT:1367 
Appname: App1 CPU:94 RAM: 384 RTT:1522 
Appname: App0 CPU:339 RAM: 1959 RTT:10 
 
Aquests és el missatge que imprimeix l'Agent cada cop que rep l'estat d'un Worker. 
L'Agent va emmagatzemant l'estat dels diferents Workers fins el moment d'enviar 
aquesta informació a l'APC. 
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6.1.5.3. Fase 2: Agent - APC 
La segona fase és la que suposa l'enviament d'informació de l'Agent cap a l'APC. En 
aquest cas, l'Agent envia l'estat de les aplicacions i imprimeix la resposta de l'APC.  
Sending data to APC... 
<<<< Printing Receiced MAP >>>> 
<<<< END >>>> 
L'APC no ha enviat ordres cap als Workers, ja que les dades que transmet són les 
accions guardades a la taula de canvis. 
 
6.1.5.4. Fase 3: APC - Agent 
La tercera fase és l'encarregada d'ajuntar tots els estats de les aplicacions i calcular la 
satisfacció de cada aplicació. 
<<< AppStatus >>> 
ID:App2 Satisfaction: -1067 CPU:272 RAM:361 RTT:1367 
ID:App1 Satisfaction: -1222 CPU:94 RAM:384 RTT:1522 
ID:App0 Satisfaction: 0 CPU:339 RAM:1959 RTT:10 
<<< END AppStatus >>> 
 
La satisfacció s'ha definit com una aplicació, el temps de resposta de la qual és inferior 
als 300 ms. Aquest temps de resposta és calcula en base als recursos  disponibles i 
una certa variabilitat del sistema. En l'exemple anterior, es pot apreciar una aplicació 
satisfeta App0, ja que el temps de resposta és inferior als 300ms. L'aplicació 1 i 2 
estan molt insatisfetes, ja que superen en molt els temps de resposta acceptable. 
Com s'ha enunciat a l'apartat de la política, el propòsit d'aquesta és millorar la 
satisfacció de l'aplicació 2 assignant tots els recursos disponibles a la mateixa. 
Per aquesta raó, l'APC modifica l'estat de les aplicacions del Worker1 a les següents. 
 <<<< Printing Receiced MAP >>>> 
Worker: urn:jxta:uuid59616261646162614E504720503250337163D8C9443[…] 
TIMESTAMP: 1276616999933 
Appname: App2 CPU:705 RAM: 2704 RTT:1367 
Appname: App1 CPU:0 RAM: 0 RTT:1522 
Appname: App0 CPU:0 RAM: 0 RTT:10 
<<<< END >>>> 
Aquestes són les ordres que rep l'Agent1 i que ha de retransmetre al Worker1.  
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<<<< Printing Receiced appInstance MAP >>>> 
Appname: App2 CPU:705 RAM: 2704 RTT:1367 
Appname: App1 CPU:0 RAM: 0 RTT:1522 
Appname: App0 CPU:0 RAM: 0 RTT:10 
<<<< END >>>> 
 
Un cop el Worker rep les noves ordres, actualitza el seu mapa per tal de complir amb 
la política del sistema. Mentre aquestes ordres no havien arribat, el Worker seguia 
enviant el seu estat. És per això que el sistema requereix d'alguns cicles per 
estabilitzar el sistema. 
 
6.1.6. Evolució de les aplicacions en el sistema 
En aquest punt es visualitzarà quina ha estat l'evolució de les aplicacions en l'entorn 
anterior, el seu comportament davant dels canvis que ha incorporat la política i l'estat 
final del sistema assolint el propòsit.  
L'objectiu és distribuir tots els recursos disponibles en la xarxa de Workers cap 
l'aplicació per tal de satisfer-la. 
<<< AppStatus >>> 
ID:App2 Satisfaction: -1067 CPU:272 RAM:361 RTT:1367 
ID:App1 Satisfaction: -1222 CPU:94 RAM:384 RTT:1522 
ID:App0 Satisfaction: 0 CPU:339 RAM:1959 RTT:10 
<<< END AppStatus >>> 
 
<<< AppStatus >>> 
ID:App2 Satisfaction: -544 CPU:805 RAM:1506 RTT:844 
ID:App1 Satisfaction: -1013 CPU:186 RAM:1188 RTT:1313 
ID:App0 Satisfaction: 0 CPU:537 RAM:3365 RTT:203 
<<< END AppStatus >>> 
 
La satisfacció augmenta degut a l'aparició de nous Workers i els primers canvis en els 
estats. Tot i així, no és suficient per a poder satisfer del tot l'aplicació. 
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<<< AppStatus >>> 
ID:App2 Satisfaction: -388 CPU:977 RAM:3065 RTT:688 
ID:App1 Satisfaction: -1461 CPU:94 RAM:384 RTT:1761 
ID:App0 Satisfaction: -705 CPU:339 RAM:1959 RTT:1005 
<<< END AppStatus >>> 
 
Bona part dels Workers estan modificant els seus recursos cap a l'aplicació 2. Mostra 
d'aixó és l'augment de la seva satisfacció i l'empitjorament de les altres aplicacions. 
 
<<< AppStatus >>> 
ID:App2 Satisfaction: -18 CPU:2651 RAM:7682 RTT:318 
ID:App1 Satisfaction: -1406 CPU:731 RAM:442 RTT:1706 
ID:App0 Satisfaction: -1237 CPU:895 RAM:956 RTT:1537 
<<< END AppStatus >>> 
 
Pràcticament hem acomplert el primer objectiu, satisfer l'aplicació 2, bona part dels 
Workers ja disposen els seus recursos per l'aplicació 2, però encara hi ha algun 
Worker que no han modificat les instàncies. 
 
<<< AppStatus >>> 
ID:App2 Satisfaction: 0 CPU:2982 RAM:7457 RTT:99 
ID:App1 Satisfaction: -1487 CPU:567 RAM:282 RTT:1787 
ID:App0 Satisfaction: -1375 CPU:610 RAM:690 RTT:1675 
<<< END AppStatus >>> 
 
S'ha assolit la satisfacció de l'aplicació 2, però encara hi ha algun Worker que no ha 
modificat el seu estat. De fet, molt possiblement ho ha fet, però el canvi encara no s'ha 
propagat. 
 
<<< AppStatus >>> 
ID:App2 Satisfaction: 0 CPU:4159 RAM:8429 RTT:9 
ID:App1 Satisfaction: -1700 CPU:0 RAM:0 RTT:2000 
ID:App0 Satisfaction: -1700 CPU:0 RAM:0 RTT:2000 
<<< END AppStatus >>> 
 
Aquest és l'últim estat de les aplicacions on tots els Workers han assignat els recursos 
exclusivament a l'aplicació 2 i aquests canvis s'han propagat per la xarxa. 
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7.  Planificació i pressupost econòmic 
Aquest capítol està dedicat a la planificació i pressupost econòmic, així com a les 
conclusions finals del projecte. Tot seguit s’explicarà la planificació final del projecte i el 
pressupost econòmic. 
7.1. Planificació del projecte 
La planificació final de projecte no ha distat en excés de la proposada a l’inici. Sí que 
és cert que la tasca d’investigació s’ha allargat més del previst. Aquest retràs ha estat 
necessari degut a l’esperit d’un projecte tan orientat a la investigació. 
La implementació del prototip s’ha realitzat en poc més d’un mes i mig. S’ha dissenyat 
el prototip alhora que s’aprofundia en la llibreria JXTA. La poca documentació i la total 
desconeixença feien necessaris un temps mínim d’adaptació i d’experimentació amb 
aquesta llibreria. 
El projecte ha estat pensat per una dedicació setmanal de 20 hores. S’ha realitzat un 
control setmanal de la dedicació personal al projecte durant les últimes 18 setmanes. 
Aquest control ha permès anar revisant la dificultat de les tasques assignades així com 
visualitzar la feina realitzada al llarg de cada setmana. 
Febrer Març Abril Maig Juny Juliol 
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 
 
 
- 14 21 12 25 16 13 14 11 15 8 25 29 20 21 18 28 32 8 
  
 
 
D’aquesta taula es desprenen diverses conclusions. 
La primera conclusió és el temps dedicat a la implementació del prototip. En la majoria 
de les setmanes s’han superat les 20 hores setmanals de dedicació al projecte. Aquest 
fet recau, en certa mesura, en la dificultat del tipus de projecte.  
La segona conclusió que es pot extreure és que, a l’inici del projecte, s’han requerit 
una gran quantitat d’hores i setmanes per a recopilar, interioritzar i aprendre tots els 
conceptes necessaris per a la posterior realització del prototip.  
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La conclusió final que es pot extreure és que la dedicació al treball ha estat constant al 
llarg de tot el projecte.  
A continuació es pot observar el diagrama de Gantt amb el procés real de tot el 
projecte. 
 
 
7.2. Pressupost econòmic del projecte 
El principal cost del projecte són els recursos humans. Per a la realització de tot el 
treball, s’ha fet ús de programari lliure. Aquest fet ha abaratat el cost del projecte i el 
redueix al cost de personal. 
El pressupost del projecte es separa en hores d’investigació, disseny i 
desenvolupament.  
 
Preu per hora: 
 Investigador 10€ / Hora 
 Dissenyador 25€ / Hora 
 Desenvolupador 10€ / Hora 
 
Cost del projecte: 
146 Hores d’investigador   1.460€ 
14 Hores de dissenyador            350€ 
167 Hores de desenvolupador    1.670€ 
Total cost de Projecte      3.480€ 
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8. Conclusions 
Les conclusions es poden separar en 3 blocs: investigació, disseny i 
desenvolupament.  
Pel que fa a investigació, s’han assolit els objectius citats anteriorment.  
Aquesta fase ha estat molt positiva per a mi, ja que he après conceptes molt valuosos 
en tota l’àrea del Cloud Computing. També he adquirit noves aptituds a l’hora 
d’afrontar problemes deguts a la falta d’informació o a la falta de coneixements. 
El disseny s’ha realitzat satisfactòriament, ja que compleix totes les especificacions. 
Personalment, dissenyar ha suposat per a mi la satisfacció de tenir una idea, pensar 
quines implicacions comporta i saber valorar i prendre decicions en base a unes 
especificacions. Com a estudiant, no havia tingut la possibilitat de dissenyar sistemes 
en gaires ocasions i aquesta oportunitat ha estat tot un repte a assolir. 
 
Pel que fa al desenvolupament, el projecte es realitza sobre la base de la llibreria 
escollida, que en aquest cas és JXTA. Aquesta llibreria és una bona eina, però té 
clares deficiències en la documentació i el suport de la comunitat. Tot i així, el prototip 
és plenament funcional i compleix amb les especificacions i el disseny que es requeria. 
 
En conclusió, s’han assolit els objectius que es van plantejar a l’inici. Es tracta d’un 
projecte ambiciós i aquest treball és només la primera pedra del camí. A partir d’ara, el 
futur d’aquest projecte passa per utilitzar aquesta nova eina i continuar el 
desenvolupament per tal de millorar l’aplicació i les investigacions que s’hi puguin 
realitzar en un futur. 
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8.1. Proposta de futur 
Com s’ha comentat en les conclusions, aquest projecte és la llavor d’una nova eina per 
a la investigació d’entorns distribuïts. El futur de l’aplicació es pot dividir en 2 parts molt 
importants. 
 
La primera part és assolir els objectius secundaris de l’aplicació. Aquests són 
implementar un algorisme de LeaderElection i la mutació dels subsistemes per tal de 
disposar d’un sistema d’alta disponibilitat. Aquesta part consisteix en familiaritzar-se 
amb la llibreria JXTA i desenvolupar una solució adient. 
 
La segona part requereix d’un disseny més profund ja que la seva tasca seria 
gestionar diferents clústers en diverses parts del món, fent encara més problemàtica la 
gestió de l’estat de les aplicacions. Aquesta part requereix de molt més temps i 
disposar d’un banc de proves suficientment gran per a poder realitzar les simulacions 
necessàries. 
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Agraïments 
Personalment, puc dir que aquest projecte ha estat una experiència molt enriquidora, 
no només per tots els coneixements tècnics que he après, sinó per l’experiència de 
treballar en un projecte l’investigació. La motivació personal d’aquest projecte ha estat 
aprofundir en una de les branques de la informàtica que més m’interessava i en la qual 
vull dirigir la meva carrera professional.  
 
Només em queda agrair molt especialment l’ajuda dels meus professors Yolanda 
Becerra i David Carrera. En primer lloc, per donar-me la possibilitat de fer aquest 
projecte tan engrescador, que ha suposat un gran repte per a mi i, en segon lloc, per 
donar-me suport en els moments difícils. 
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