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Constrained Strip Generation and Management for Efficient
Interactive 3D Rendering
Abstract
Representing a triangulated two manifold using a single triangle strip is an NP-complete problem. By
introducing a few Steiner vertices, recent works find such a single-strip and hence a linear ordering of
edge-connected triangles of the entire triangulation. In this paper, we highlight and exploit this linear
order in efficient triangle-strip management for high-performance rendering. We present new algorithms
to generate weighted single-strip representations that respect different constraint-based clustering of
triangles. These functional constraints can be application dependent; for example, normal-based
constraints for efficient visibility culling or spatial constraints for highly coherent vertex-caching. We
also present a hierarchical single-strip-management strategy for highperformance interactive 3D
rendering.
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ABSTRACT
Representing a triangulated two manifold using a single triangle
strip is an NP-complete problem. By introducing a few Steiner
vertices, recent works find such a single-strip and hence a linear
ordering of edge-connected triangles of the entire triangulation.
In this paper, we highlight and exploit this linear order in effi-
cient triangle-strip management for high-performance rendering.
We present new algorithms to generate weighted single-strip rep-
resentations that respect different constraint-based clustering of tri-
angles. These functional constraints can be application dependent;
for example, normal-based constraints for efficient visibility culling
or spatial constraints for highly coherent vertex-caching. We also
present a hierarchical single-strip-management strategy for high-
performance interactive 3D rendering.
CR Categories: I.3.5 [Computer Graphics]: Geometric
Algorithms—Triangulation Stripification; K.7.m [Graph Algo-
rithms]: Hamiltonian Cycle—Weighted Perfect Matching
Keywords: Single-strip, Weighted Perfect Matching, Hamiltonian
Cycle, Vertex Cache, Visibility Culling.
1 INTRODUCTION
Triangle strip representation of a model has been traditionally used
for efficient rendering. Vertex caching techniques to render these
triangle strips improve coherence in memory access and boost
the performance further. A generalized triangle strip is an edge-
connected sequence of non-repeating triangles. In order to correctly
render such strips, non-alternating vertices might have to be re-
peated or “swap” commands have to be used, if available. Recently,
due to the availability of larger vertex caches in the graphics accel-
erators, remarkable performance increases can be achieved using
generalized triangle strips. In this paper, we generate and manage
generalized triangle strips.
Finding a single generalized triangle strip covering the entire
model, without modifying the model is NP-complete. Hence, tra-
ditionally in computer graphics, multiple triangle strips are used to
represent a model. Recent works [14, 13] introduce a small num-
ber of additional triangles to find a single strip representation, and
hence a linear ordering of the triangles of the entire model. Appli-
cations of triangle strip representations include generation of space
filling curves [14] and fundamental cycles [13] on manifolds, as
well as unfolding of triangle strips for origami [19].
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Figure 1: Top: (a) The dual degree three graph of the triangulation
of a genus 0 manifold and a perfect matching shown by dark edges.
(b) The set of unmatched edges create disjoint cycles. Two such
cycles are shown. These disjoint cycles are connected to each other
by matched edges. The algorithm construct a spanning tree of these
disjoint cycles and hence choose matched edges that connect these
cycles. (c) The triangle pair corresponding to chosen matched edges
in the tree are split creating two new triangles. Matching is toggled
around the new (nodal) vertices resulting in a triangulation with a
Hamiltonian cycle of unmatched edges. Bottom: (d-f) A generalized
example of the same process shown just on the dual graph. [14]
In rendering, longer triangle strips generally yield higher perfor-
mance. In this paper, we show the benefits of the linear ordering
of the triangles provided by the single strip representation, which
go beyond obtaining a higher frame rate. Some of the advantages
include simplicity in the data structure, efficiency in data manage-
ment, and elegance of the algorithms for high performance render-
ing applications.
Most computer graphics applications benefit from early discarding
of information that will not contribute to the final result. For ex-
ample, not processing back-facing triangles can save almost half
of the GPU bandwidth, which can boost the frame rates of inter-
active applications, even though current day hardware culls them
very efficiently. Moreover, interactive graphics applications signif-
icantly increase their performance by making use of triangle strips.
There are many existing algorithms for each of the mentioned ap-
plications. Our contribution is to create and manage efficiently the
triangle strips that aid these rendering improvements.
Specifically, the following are the main contributions of this paper:
• We introduce a constraint-based single strip generation algo-
rithm that can generate a single strip maximizing a function-
ally specified input constraint.
• We pose the back-face culling problem as a functional opti-
mization problem and find a single strip that maximizes the
spatial locality of similar-oriented triangles.
• We translate the patterns in the strip required for maximal ver-
tex caching into a space-filling curve generation problem, and
then cast it as a functional optimization problem for single
strip generation.
• We also present an efficient strip management technique that
uses the linear ordering of triangles provided by the single
strip for interactive 3D rendering.
• Finally, we illustrate the generality of the method in terms of
its ability to work with any arbitrary constraints, by combin-
ing the above constraints to achieve a strip that is designed
both for smaller vertex cache-miss ratios and faster backface
culling.
2 RELATED WORK
As mentioned above, we note that the basic problem of finding
an optimal set of triangle strips for a given triangulation is NP-
complete [8, 10], and a large body of work has addressed the prob-
lem of heuristics to minimize the number of triangle strips for static
triangle meshes [1, 11, 2, 27, 16, 25, 26]. Provably good and high-
quality triangle strips have been reported in [27] and the Tunneling
approach [25]. For real-time, continuously adaptive multiresolution
meshes [18], it is much more important to compute a reasonably
good set of triangle strips fast than to compute the optimal solution.
In this context, methods such as SkipStrips [9] and [4] are based on
an initial good stripification and subsequent management (mainly
shortening) of incremental changes to the mesh, and hence the tri-
angle strips. To reduce the overall shortening and fragmentation of
adaptive strips, DStrips [24] manages triangle strips fully dynam-
ically by locally growing, merging and partial re-computation of
strips.
By introducing some extra data points, the QuadTIN approach [21]
allows the representation and triangulation of any arbitrary irregular
terrain height-field data set by one single triangle strip. Moreover,
it supports dynamic view-dependent triangulation and stripification
in real-time. However, QuadTIN [21] does not support nor maintain
a specific initially given triangulation. Recent work on Single-Strip
triangulations [14, 13] improves on that by finding a single-strip
representation of a given manifold triangulation using only a low
limited number of additional triangles.
Through the use of three vertex registers to hold temporary trans-
formed geometry results, triangle strips have become an effective
tool to improve rendering performance of large triangle meshes
[1, 20]. Extending this concept, the efficient use of extra vertex reg-
isters has not only been exploited in geometry compression [7, 5]
for bandwidth reduction, but also for improved rendering [15]. In
[15], multi-register vertex caching is used to increase the locality of
vertex references which reduces geometry transfer and transform
costs significantly.
The presented approach using weighted-matching based single-
strip representation of manifold triangle meshes seamlessly exploits
extended vertex registers for fast rendering, and it allows for effec-
tive visibility culling. The single-strip representation and coherent
vertex referencing further allows for a streaming-based rendering
of large models.
3 SINGLE-STRIP CREATION
The problem of finding a single triangle strip is equivalent to find-
ing a Hamiltonian path in the dual graph of a mesh. However, if we
allow addition of a few Steiner vertices that do not change the ge-
ometric fidelity or the topology, we can find a single triangle strip.
The algorithm presented by [14] is one such method that uses a
perfect graph matching algorithm on the dual graph of the triangu-
lated two manifold to create a single loop representation. Here, we
briefly explain this algorithm for the sake of completion.
A matching in a graph is pairing a vertex with exactly one of its
adjacent vertices. A perfect matching is one in which every vertex
of the graph is matched. It is known from [22] that such a perfect
matching exists for a 3-regular, 3-connected graph, such as the dual
graph of a manifold without boundary. A perfect matching in its
dual graph means that every triangle in the original mesh is matched
with exactly one of its three edge-connected triangle neighbors. Tri-
angle strip loops can be formed by connecting every triangle with
its two unmatched neighbors. This yields, not one, but many dis-
joint strip loops.
Next, we iteratively join all the separate loops into one by means of
two simple operations, each of which takes two or more loops and
merges them. The first operation splits two adjacent triangles that
belong to different loops (refer to Figure 1) and merges the loops
into one. The second operation is called nodal-vertex processing.
A nodal vertex with degree n is a vertex in the original mesh where
n is even and the number of different loops incident on that vertex
is n/2 (Figures 2(a), 2(b)). Around such a vertex, pairs of matched
and unmatched triangles alternate. Swapping the matched and un-
matched triangle relationship around a nodal vertex merges all the
incident strip loops into one. Unlike triangle splitting, nodal-vertex
processing merges loops without introducing additional faces to the
mesh.
The main disadvantage of the above algorithm is that the strip
growth is not controllable. In other words, unlike incremental strip
growing algorithms [13], the above strip loop creation method can
be neither locally or globally steered to satisfy certain constraints.
In this paper, we introduce controllability to the above algorithm
by using a weighted perfect matching method. We show that by
imposing appropriate constraints for strip control, we can achieve
well-behaved triangle strips that exhibit excellent properties for in-
teractive high-performance rendering.
3.1 Weighted Perfect Matching
It can be shown that there are many different perfect matchings in
the dual graph of a manifold without boundary, yielding many dif-
ferent single strip loops. In order to control the strip to satisfy cer-
tain properties, we have to control the choice of matching in the
dual graph of the mesh.
We use a weighted perfect matching algorithm to find a match-
ing that maximizes the sum of weights among the chosen matched
edges. Higher weights indicate an edge more desirable to be
matched, and therefore excluded from the strip. Maximizing the
added weight of the chosen edges indirectly minimizes the total
weight of the non chosen edges, which will form the single strip.
The weights of the edges of the graph (or of the edges of the mesh)
are carefully chosen according to the application for which the strip
is required. For example, to find a strip suitable for back-face
culling, we would like to have neighboring triangles with similar
normals to be the neighbors in the strip. Hence, the neighboring
triangle with maximum normal deviation should be the matched tri-
angle, thus that corresponding edge edge in the dual graph should
be assigned a higher weight than the other two neighbors in order
to be picked as a matched neighbor.
Assigning appropriate weights, by itself, is not enough to get the
desired single strip. As in the case of the original algorithm, the
matching yields many disjoint strip loops, each of which possibly
satisfying the desired constraints. These disjoint loops have to be
combined into one loop while still preventing the strip to cross high
weight matched edges.
3.2 Joining Disjoint Loops
There are only two ways to merge strip loops – nodal-vertex pro-
cessing and edge (triangle) split operations. Both these operations
reduce the overall weight of the chosen matched edges in the dual
graph and hence the solution will be sub-optimal. The goal is to
limit this reduction of weight as much as possible while merging
loops into a single loop.
We assign a cost to each possible nodal vertex processing and edge
split operations, and sort them in a priority list [23]. This cost is
given by the decrease in the overall weight of the matched edges
after a certain operation. The cost of a nodal vertex processing op-
eration would be the difference between the sums of the weights of
the matched and unmatched edges around the vertex. The cost of an
edge split operation is twice the weight of the matched edge to split
(refer Figure 2(c)) because this operation duplicates the originally
matched edge, thus doubling the overall weight.
Valid operations correspond to edges connecting disjoint strip
loops. Operations are popped from the front of the list and if they
are valid, disjoint loops are merged. In general, many operations
will be equivalent, in the sense that they join the same pair of loops.
When one operation is applied, it invalidates all its equivalent op-
erations which still remain in the list, and therefore will have no
effect. The algorithm terminates when there are no more operations
to be processed or all the loops have been merged.
The quality of the single strip created at the end of the algorithm is
based on the order of the operations in the priority list. Variations
of the above method to create different kinds of single strip can
be achieved by giving priority to either one or other loop-joining
operation. For example, some applications might have a high cost
associated with the addition of a vertex. In this case, an edge split
could be made more expensive than a nodal vertex processing.
We now look at a few applications of the above constraint-based
stripification. We show how different weighing schemes lead to
strips suitable for applications such as backface culling. Further-
more, we provide a simple framework for combining many weigh-
ing schemes to create one single strip satisfying multiple objec-
tives.
4 VISIBILITY CULLING
In the first application of our technique, we explain how to create a
triangle strip that is suitable for back face culling, and develop tech-
niques for the per-frame management of the strip while performing
the culling. We would like to note that in contrast to existing spe-
cialized visibility culling algorithms, our emphasis is on a means
for creating and managing single triangle strips with the purpose of
visibility culling.
First, we explain our scheme for assigning weights to the edges that
are appropriate for efficient back-face culling. Then, we describe
the data structure used to store the single strip returned by the al-
gorithm elaborated in the previous section. Finally, we discuss the
run-time management of this strip that integrates efficient back-face
culling.
Figure 3: (a) Left: Triangle clustering based on normal deviation. (b)
Right: Disjoint loops before merging.
4.1 Calculating edge weights
For efficient back-face culling, we want the strip to remain within
planar regions for as long as possible, so high weights are as-
signed to sharp features of the mesh, while planar areas receive
low weights. Local decisions on the sharpness of features might
be misleading. For example, suitable refinement of triangulation
can disguise a high curvature region into a low curvature region
and vice versa. Hence, robust algorithms for feature detection base
their decisions on global analysis of the model. We perform such
an analysis on the model to cluster together triangles with similarly
oriented normals. The output of this clustering algorithm is the in-
put to our edge-weight assignment method.
Clustering Method: Identifying and building clusters of triangles
that have similar oriented normals is a well studied problem ([12]).
We use the Variational Shape Approximation (VSA) method, de-
scribed in [6] that is popular for its simplicity and good results in
face clustering. But this iterative method requires a reasonable ini-
tial estimate of clustering to converge quickly. For this we use a
greedy approach to initialize the clusters for a given bound on nor-
mal deviation. The output of the VSA method is a clustering of
triangles based on normal deviation (see Figure 3(a)). The num-
ber of clusters is dependent on an user-specified normal deviation
tolerance. Furthermore, for each cluster, the average normal of the
triangles in the cluster and the cone semi-angle, which is the maxi-
mum normal deviation from the average normal, are also computed.
Deriving edge weights: The clusters given by the VSA method
represent regions through which the strip can grow without restric-
tions. Therefore, null weights will be assigned to edges separating
two triangles within the same cluster. On the other hand, non-zero
weights should be assigned to edges connecting triangles across dif-
ferent clusters. The value of these weights indicates numerically the
undesirability of the strip to cross the associated border between
clusters (see Figure 3(b)). Edges shared by two adjacent clusters
with similar average normals receive a low weight, whereas edges
connecting clusters with very different normals get higher weights.
However, our experiments showed that this direct weighing schema
gives excessive importance to the highest weighed edges and ne-
glects those with a lower weight, but still not zero. Instead, taking
the logarithm of the angle deviation between clusters as the actual
weight resulted in strips that cross sharp edges less often. Once
the triangulation edge weights are assigned, the dual graph with ap-
propriate weights for the edges are used to find the single strip as
explained in Section 3.
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Figure 2: (a) Left: A nodal vertex with (six) even number of incident triangles and triangles belonging to three unique cycles. By switching the
matched and unmatched edges, all these cycles can be merged to a single cycle. (b) Middle: Examples of non-nodal vertices. In both the
examples, there are six incident triangles but only two unique cycles. (c) Right: Triangles before splitting; the weight of the matched edge is w.
After splitting, the matched edge is duplicated with same weight w and the new unmatched edges have weight 0. After nodal vertex processing
the reduction of weight is 2w. [14]
4.2 Segment-tree data structure
In order for the single strip created by the method explained in
Section 3 to be used in rendering applications, an appropriate data
structure to store and access this strip has to be designed. We use
a static hierarchical data structure, similar to the one described in
[17], that stores in a node the result of merging the strips contained
in its children. Hence, the root of the tree is the segment composed
of the whole strip, and the leaves are the individual triangles of the
mesh. Different horizontal slices of the tree consist of complete
representations of the strip, split in segments of different granular-
ity.
For every node of the tree, we compute the average normal devi-
ation and the cone semi-angle of the contained triangles. The de-
scribed segment-hierarchy has the desirable property that each node
completely contains its two child segments, and nothing else (see
Figure 4(a)). We can make use of this property to perform a recur-
sive tree traversal and globally discard large, coherent back-facing
portions of the triangle strip with just a few computations, without
directly processing the individual triangles.
A B
A+B
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Figure 4: (a) Left: The segment-tree data structure. (b) Right: Evo-
lution of the render front.
4.3 Segment-tree traversal
The nodes in the hierarchical tree data structure described in the
previous section tend to contain contiguous strip segments com-
posed of triangles with similar normals. We use this to our benefit
by discarding or accepting large portions of the strip by only cal-
culating a dot product. The most basic version of the rendering
algorithm starts a recursive process at the root of the tree. In each
node n, its average-normal and normal-deviation-angle are used to
determine if the associated segment is (a)completely front facing,
(b)completely back-facing or (c)somewhere across the silhouette of
the rendered model. If the result is either (a) or (b), then the seg-
ment is accepted or discarded, respectively. If there is uncertainty
Figure 5: Real-time culling. The bar indicates visible (dark) and
culled (light) parts of the strip. The high spatial coherence aids effi-
cient culling.
(c), we go one step down in the hierarchy and check the two chil-
dren separately. This process will continue down the tree until the
processed segment is either discarded or rendered, or until the size
of the segments is so small that checking segments takes longer than
just rendering a few extra invisible triangles. If the segment has not
been discarded, it is forwarded for rendering (see Figure 5).
In interactive applications, the difference in the position and orien-
tation of the viewer in the displayed scene changes only gradually,
hence the sets of rendered and discarded segments will be very sim-
ilar in frames t and t + 1. In order to exploit this coherence, we
avoid traversing the tree for every frame by keeping an explicit ren-
dering front, consisting of the lowest set of checked nodes from the
last frame. In successive iterations, the process starts at the nodes
in this rendering front, rather than at the root. Depending on the
new point of view, these nodes are then split into their children, or
merged up with their siblings, as shown in Figure 4(b). It is likely
that most of the nodes in the rendering front will remain unmodified
across a number of frames, thus saving traversal time.
4.4 Results
It is well known that the advantage of reducing the number of strips
wanes as the total number of existing strips reduces because the
amortized cost of starting a new strip becomes less important. How-
ever, keeping a single single strip along with a hierarchical structure
of segments (Section 4.2) makes the cost of traversing it logarith-
mic on the number of faces. Instead of a single strip, if we maintain
Figure 6: Left to right and top to bottom: (a) Sierpinski curve and
its “medial axis”. (b) Our breadth-first tree and associated strip. (c)
Single-strip on fandisk model, constructed for backface culling. (d)
Cache-oriented single-strip on same model.
m separate strips and associated structures, this cost would become
m log nm , reaching linearity as m grows. Furthermore, the results
in Table 2 show an increase in the frame-rates obtained for all the
models when constraints are applied to aid visibility culling, which
demonstrates the utility of such constraints.
5 TRANSPARENT VERTEX CACHING
In our second application, we construct triangle strips with im-
proved vertex caching usage. Most modern graphics processors
have a vertex cache to reduce the data movement, benefiting from
the locality in vertex references. Transparent cache optimization
as in [15] refers to reordering the strip to maximize the access to
vertices already in cache. In this section, we present a weighing
heuristic that produces a single strip, presenting reasonably good
vertex cache behavior for an arbitrary cache size.
We provide an interesting insight that forms the foundation for cre-
ating strips with high vertex cache coherence. The edges in the
triangulation that the strip does not cross can be considered as the
”medial axis” of the strip. It is important to note that for a single-
loop representation of the manifold, this medial axis is a spanning
tree of the vertices of the triangulation (or two trees in case of genus
zero objects). The strip actually loops around the vertices of the tri-
angulation that form the leaves of this medial axis tree, creating
high vertex cache coherence for that particular vertex. Maximizing
the number of such leaf vertices of the medial axis tree increases
the overall cache coherence. A breadth first spanning tree with low
depth and large fan-out would maximize the number of leaf vertices
and hence the vertex cache coherence. This property is exhibited by
classical closed space filling curves like Sierpinski. Its medial axis
emulates a breadth first tree (refer to Figure 6). The medial axis of
the strip loop in the triangulation corresponds to the matched edges
in the dual graph. To summarize, if the sequence of matched edges
in the triangulation emulates a breadth-first tree, then the strip that
goes around it would emulate a space filling curve and hence will
have high vertex caching properties. We use this observation in our
algorithm to find a suitable strip.
We build a breadth-first tree on the edges of the mesh. Since each
triangle will have exactly one matched edge, no more than one edge
per triangle is added to the tree. Edges in the tree receive positive
weights, and the rest get the weight zero. The weight-maximizing
perfect matching chooses these positive-weighted edges follow-
ing the shape of the breadth first tree, which ensures the resulting
single-strip will have good vertex locality.
5.1 Results
An advantage of generating a space filling strip is that it shows good
caching behavior irrespective of the cache size. Thus, the same
strip will exhibit good cache behavior for different cache sizes. The
cache-size independence is a desirable feature because it eliminates
the need for the application programmer to know the details of the
system where the program will be deployed. Although knowledge
about the actual cache size enables some improvements ([15]), ex-
plicit optimization for a given cache size can result in highly non-
optimal behavior for other cache sizes. Furthermore, as shown in
Table 1, our cache-size independent method achieves cache-miss
rates (number of vertex-cache misses divided by the number of tri-
angles) near those obtained by [15], where the size of the cache is
known beforehand. These results indicate that for commonly used
cache sizes, a large percentage of vertices need to be fetched only
once.
Model 16v 32v
Sphere 0.76 0.66
Fandisk 0.79 0.71
Horse 0.79 0.71
Buddha 0.75 0.68
Table 1: Cache miss ratio for various models and cache sizes.
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Figure 7: Histogram indicating percentage of vertices with dif-
ferent distances between successive appearances in the cache-
constrained strips.
Figure 7 shows a histogram of the percentage of vertices having
different maximum distances between successive occurrences in the
single strip. Vertices with this distance equal or lower than d will
cause no more than one cache miss in a cache of size d or larger,
when using a FIFO replacement policy. It has been shown in [3]
using an asymptotically optimal algorithm, that with a cache size
of 12.72
√
n, all n vertices are guaranteed to be in the cache. For
the same cache-size, we observe that we achieve 90% of this result
with our ‘space-filling’ stripification algorithm, even though it is
not optimized for any specific cache-size.
6 IMPLEMENTATION AND DISCUSSION
The efficiency of matching methods is good enough for process-
ing meshes of size in the order of hundreds of thousands of tri-
angles in a few minutes, running on a current desktop computer.
Significantly larger models would need a patch-by-patch treatment
to be practical, because the algorithm’s asymptotic efficiency is still
super-linear. LEDA’s weighted perfect matching (WPM) algorithm
we used has a running time of O(V E logV ).
We estimated the run-time improvement provided by our method on
a set of standard models (Figure 9) representing manifolds without
boundary. To do so, we moved the camera horizontally around the
center of the models. Table 2 shows the measured frame-rate for
each model, applying different constraints to the strip generation.
For the sake of reference, the frame-rate has also been calculated
for the models while being rendered using GL T RIANGLES and
an unconstrained single-strip. In the results, we appreciate a con-
siderable performance increase for the larger models, when using
constrained strips. The largest of all models (Balljoint, 274k faces)
is an exception, showing not so relevant improvements, possibly
due to memory thrashing. The last column reports the results of a
strip constrained with a combination (explained in Section 6.1) of
the two aforementioned targets (visibility culling and vertex cache
optimization), and it demonstrates how the efficiency of the hybrid
strip is always at least as efficient as the best single target strip.
Model (faces) a b c d e
Sphere (1280) 1360 1540 2093 1226 2109
Fandisk (12946) 145 269 480 900 1000
Horse (96966) 38 99 332 304 340
Buddha (100k) 36 88 234 279 275
Balljoint (274k) 12 24 26 26 27
Table 2: Frame-rates for 5 models when rendered in a Pentium-4 2.4
GHz running GNU/Linux with a PNY 980XGL Quadro 4 as follows:
(a) GL TRIANGLES. The last 4 columns use single-strips with Vertex
Buffers: (b) Unconstrained (c) Backface culling opt. (d) Vertex cache
opt. (e) Hybrid of c and d.
6.1 Combining multiple targets
We have presented weighting schemes that are used to find a single-
strip maximizing different functional constraints like face normal
coherence and vertex-cache hit-ratio. However, finding a single-
strip that maximizes multiple constraints simultaneously is a much
more common scenario. For example, interactive rendering of large
models would benefit from both reduced vertex cache-miss ratio
and efficient visibility culling. Modifying a strip generation proce-
dure to satisfy multiple constraints can be a much harder problem.
The biggest advantage of our stripification method is that it is a two
stage process in which the first stage consists of the user providing
with the weights for the mesh edges and in the second stage the
stripification is performed. Though the quality of the resulting strip
is only as good as the scheme and accuracy of the weighting that
the user chooses, the stripification algorithm itself is independent
of both the weighting scheme and the assigned weights. If there are
multiple, possibly contradicting, constraints then the user’s weight-
ing scheme should appropriately combine the constraints and assign
numeric values to the mesh edges that reflect the relative impor-
tance of these constraints. In our experiments (with results reflected
in the last column of Table 2), we computed the actual weight as a
linear combination of the weights from each constraint.
input mesh edge weighing
strip
creation
blending
single strip
WPM
multiple weights.
.
final weight loop junction
Figure 8: Single-strip creation pipeline.
Figure 9: Triangle meshes used in our work. Top: Fandisk, Balljoint.
Bottom: Horse, Buddha.
7 CONCLUSION AND FUTURE WORK
In this paper, we introduced a generic method for constructing con-
strained single-strips from a manifold mesh without boundaries.
We have presented two mesh processing techniques that benefit di-
rectly from the use of constrained single strips. Finally, we out-
lined how multiple weighing techniques can be combined to obtain
a single-strip under multiple constraints.
Most models we have experimented with in this paper (Figure 9)
may fit completely into on-board video memory of the latest con-
sumer graphics cards. However, large models require a view-
dependent vertex-buffer management. Some investigation can be
done on different priority schemes for loading segments of the strip
on the GPU, so that parts of the strip that are expected to be re-
quired soon remain in the memory of the graphics hardware. Even
off-core data could be tackled this way, with an appropriate paging
mechanism.
Although the vertex cache results are satisfactory for our purposes,
more time should be spent exploring alternatives to the given cache-
optimizing weighing method. Namely, more precise space filling
curves, which leave less freedom to the strip.
Finally, a whole set of classical problems have not been touched
in our work. Two principal examples are mesh simplification and
compression. For the former, certain mesh perturbations ought to
be allowed, hence significant parts of our pipeline (Figure 8) shall
be modified. For mesh compression, we identified a number of
ways a single-strip could help. Weighting schemes can be devised
aimed at minimizing the frequency of changes in vertex properties
such as normal, color or material along the strip. Then standard
compression techniques could be applied directly on the vertices
of the single strip. Moreover, encoding the position of consecutive
vertices in the strip would require fewer bits, given the expected
reduction in the intermediate distances.
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