Along with the development of the IPN (InterPlaNetary) Internet, the terrestrial Internet and interplanetary H[SORUDWLRQ QHWZRUN ZLOO EH VHDPOHVVO\ PHUJHG ZLWK HDFK RWKHU +RZHYHU VLJQL¿FDQW FKDOOHQJHV LQ FRQWURO DQG PDQDJHPHQW exist in such a complicated network. These include the efficient and reliable dissemination of control information, and the building up of an overlay network. This paper reviews current networking technologies for the IPN Internet and presents a novel architecture that divides it into subnets. A network model based on clusters is proposed to account for the problem of dynamic coupling among subnets and achieve monolithic controllability of the whole network. A new paradigm that separates the control and service planes is presented to reduce congestion and guarantee the reliable distribution of control information. 
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Architecture of IPN Internet
One is deployed over the remote planet (e.g., Mars) and the other is deployed over the Moon. Two landers DUH LQFOXGHG RQ HDFK 31 VXUIDFH ,Q WKH UHPRWH Internet. In this figure, the whole IPN Internet has been separated into BN, ANs (Access Networks) and PNs. The BN provides a common infrastructure work Protocol). The system will use these protocols according to different application environments.
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solve the major problems of space communication:
high BER (Bit Error Rate) and long link delay [5] . 
Planetary network
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Earth network
The EN is based on the NEN (Near Earth Network), which comprises terrestrial networks and the Earth satellite network. In the near future, the telemetry information from deep space to Earth is likely to outstrip the track and control data from Earth to deep space. In addition, almost all of the telemetry 
Planetary network cluster
We consider each PN as a cluster, e.g., the Mars cluster, the Jupiter cluster. A PN cluster contains all the elements of a PN that were discussed in Section 3.2.
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Access network cluster
The AN cluster includes all the nodes of the BN, EN, and PNs that serve as relays and access interfaces, LQFOXGLQJ WKH RXWHUVSDFH QRGHV 7KH $1 FOXVWHU nodes are not necessarily connected to each other.
They may be distributed in the solar system independently, or in the BN and PNs simultaneously.
Earth network cluster
All the EN nodes constitute the EN cluster, which 
Cluster head
In each cluster, the CH (Cluster Head) will be either SUHGHVLJQDWHG RU YRWHG IRU E\ DOO WKH QRGHV LQ WKH cluster. It is responsible for the generation and exchange of control data among clusters, while acting as the border node. The CH is the control center of the cluster, and its traffic will generally be much heavier than that through the other nodes. Hence, the CH could become the bottleneck of the cluster, so its selection requires the following factors to be taken into consideration. 
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the reliability is the most important factor to be considered in the selection of the CH.
Separation strategy of control and service plane
As described in Section 2, achieving an efficient and reliable distribution of the control data is a significant challenge. In this paper, we account for of the capacity of each link was used exclusively to deliver the control data. This was generated in node 0 and distributed to all the nodes in the BN and clusters 1~4. In addition, the service data was generated in nodes 1~11 and sent back to node 0.
Protocol stack model
In Fig.13 , we present the BLR (Bundle Loss Rate) SHUIRUPDQFH RI WKH FOXVWHUEDVHG DQG QRQFOXVWHUEDVHG models. Fig.14(a) (Email: bian_dm@163.com)
