Weighted gamma-K-functional and gamma-Modulus of Smoothness on the
  Semiaxis by Markó, Zoltán
ar
X
iv
:1
30
5.
54
90
v2
  [
ma
th.
CA
]  
26
 A
ug
 20
13
Weighted γ-K-functional and γ-Modulus of
Smoothness on the Semiaxis∗
Zoltán Markó†
Department of Analysis,
Budapest University of Technology and Economics,
H-1521 Budapest, POB 91, Hungary
August 16, 2018
Abstract
In this paper we investigate the γ-relative differentiation by the motivation of
amending the order of the weighted polynomial approximation on the semiaxis for
certain functions. With the help of this we give some definitions of generalized
Sobolev spaces, K-functionals and moduli of smoothness. We prove theorems for
estimating these things with each other, in the case of first order we prove equiva-
lence. We remark some possible applications and other generalizations too.
1 Introduction
Polynomial approximation is a traditional area in approximation theory, in the course of
this one might ask the question of the order of approximation. That is, if X is a Banach
space of functions with finite domains of R, and Pn is the space of polynomials of degree
at most n on X, then the error of the best polynomial approximation for a given f ∈ X
function is:
En(f) := inf
pn∈Pn
‖f − pn‖.
Naturally the order of the error depends on the properties of the function. One of the
basic ideas is that the order of the approximatibility can be connected to the smoothness
properties of f , which can be characterized with the modulus of smoothness. This type of
theorems are the Jackson-, Bernstein-, Stechkin-type theorems and saturation theorems
(in the simplest trigonometric case see [4], [9] and [18]).
The K-functional is a useful tool in several areas of mathematics, e. g. functional
analysis, harmonic analysis and the theory of ordinary differential equations. In 1969
J. Peetre [15] drew attention to the application of approximation theory, he used the
K-functional for interpolating operators.
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The method developed in the last 40 years is applicable to generalize the classical
Jackson-, Bernstein-, etc. type theorems for several Banach spaces: the technique of the
proof is based on the equivalence of the K-functional and the modulus of smoothness
(this type of proofs can be seen in [7], [14] books). Once the classical results were there,
several further generalizations were proved in the topic: e. g. Dekel [3] proved equivalence
over convex domains, over the n-dimensional sphere Rustamov [17] proved theorems.
In the last decades polynomial approximation was investigated in weighted spaces, so
the introduction of the weighted moduli and K-functionals was inevitable (for example
[6], [7], [10]).
One of the most interesting case (which involves the problem of finite and infinite)
is the (0,∞) interval equipped with the wα(x) = xαe−x Laguerre weight, for which De
Bonis, Mastroianni and Viggiano [2] proved equivalence theorems.
The goal of this paper is to generalize these results with the help of γ-relative differ-
entiation, which we will define in section 2.
With the introduction of γ-relative derivation our topic is connected to the follow-
ing problem: Faber proved that one can not achieve Jackson-order approximation with
projection type operators for continuous functions in uniform metric. Since Jackson-type
theorems use global smoothness properties of the functions, it is a natural question,
whether can one amend the order of approximation, if the local properties of the function
are better. One of the possible solutions is that we paste piecewise very smooth functions
with a less smooth way, in this case the order of apprimation gets indeed better ([8], [11],
[12], and [13]). To achieve this γ-relative differentiation is a good option, because with by
choosing a suitable γ the γ-relative differentiable functions will be just elements of such a
function space. These above motivate the introducing of γ-K-functional and γ-modulus
of smoothness, with the characterization of their connection we can get new results in
the topic.
In the second section we define the γ-relative differentiation and give some statement,
we construct a suitable γ. In the third section we give the definitions of some function
spaces and the γ-K-functional, γ-modulus of smoothness. Here we state the main results
of this paper, and we draw attention to some other possible definitions and theorems as
well. In the last section we prove all our theorems.
2 The γ-relative Differentiation
In articles [1] and [19] the authors dealt with the interpolation of continuous piecewise
smooth functions, with the generalization of differentiation. That is the so called γ-relative
differentiation, with the help of which some functions will be γ-relative differentiable even
if they were not differentiable in the classical sense.
Definition 1. [1], [19] Let I be the neighborhood of x0 ∈ R, and let γ : I → R contin-
uous and strictly increasing function. We say that the f : I → R function is γ-relative
differentiable in x0, if the limit
lim
h→0
f(x0 + h)− f(x0)
γ(x0 + h)− γ(x0)
exists and it is finite. Then we use the notation f ′γ(x0) for this limit, and we call it the
γ-relative derivation of f in x0. If the f : I → R function is γ-relative differentiable in
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all points of I, then we call f γ-relative differentiable, and the f ′γ : I → R function is the
γ-relative derivation function of f .
From now on we suppose that Df ⊂ Dγ . We can define the higher order derivatives
recursively: f (1)γ = f ′γ, . . ., f
(n)
γ = (f
(n−1)
γ )′γ.
It is easy to check that many of the properties of the classical differentiation hold for
γ-relative differentiation, e. g. the statements for the differentiation of the sum, product,
quotient stay also true. The Leibniz rule is true as well:
Statement 1 (generalization of the Leibniz rule). Let γ strictly increasing continuous
function in the neighborhood of x0. If f and g are n-times γ-relative differentiable in x0
(n ≥ 1), then f · g is differentiable too, and
(fg)(r)γ (x0) =
n∑
k=0
(
n
k
)
f (k)γ (x0) · g(n−k)γ (x0).
The following statements will play a major role later on, in section 4 we will prove
them.
Statement 2. Let γ(x) = ax + b, where a, b ∈ R, a 6= 0. Then f is r-times γ-relative
differentiable on I ⇔ f is r-times differentiable on I, and for all x ∈ I
f (r)γ (x) =
1
ar
f (r)(x).
Statement 3. f is r-times γ-relative differentiable on I ⇔ f◦γ−1 is r-times differentiable
on γ(I). Then, if y ∈ γ(I): (f (r)γ ◦ γ−1)(y) = (f ◦ γ−1)(r)(y).
Statement 4. f ◦γ is r-times γ-relative differentiable on I ⇔ f is r-times differentiable
on γ(I). Then, if x ∈ I: (f ◦ γ)(r)γ (x) = (f (r) ◦ γ)(x).
Definition 2. If pn is a polynomial of degree at most n, γ : I → R is a continuous,
strictly increasing function, then pn ◦ γ : I → R function is a γ-polynomial of degree n.
By the statement 4, if pm is a polynomial of degree at most m, then
(pm ◦ γ)(r)γ = 0 (1)
if r ≥ m+ 1.
Statement 5 (partial integration). Let us suppose that f and g are real valued functions
on [a, b], they are γ-relative differentiable on (a, b), and f ′γ, g
′
γ are integrable on [a, b].
Then ∫ b
a
f ′γ(x)g(x) dγ(x) = (fg)(b)− (fg)(a)−
∫ b
a
f(x)g′γ(x) dγ(x). (2)
In the case of the γ-relative differentiable functions the suitable Taylor γ-polynomial
can be define, with similar error term.
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Statement 6 (generalized Taylor-polynomial). [19] Let us suppose that f is an at least
n+ 1-times γ-relative differentiable function in a neighborhood of point x0 ∈ I. Let
Tγ,n(x) =
n∑
k=0
f
(k)
γ (x0)
k!
(γ(x)− γ(x0))k.
Then there exists a K neighborhood of x0, that if x ∈ K, then f(x) = Tγ,n(x) +Rγ,n(x),
where
Rγ,n(x) =
f
(n+1)
γ (ξ)
(n+ 1)!
(γ(x)− γ(x0))n+1, ξ ∈ K.
We can write the error term with the help of an integral:
Statement 7. Let us suppose that f is a function γ-relative differentiable at least r-times
in a K neighborhood of point x0 ∈ I. Then, if x ∈ K:
f(x)− Tγ,r−1(x) =
∫ x
x0
f (r)γ (t)
(γ(x)− γ(t))r−1
(r − 1)! dγ(t).
Let {a1, a2, . . . , aN} ⊂ R+ be a system of points such that 0 < a1 < a2 < . . . < aN <
∞. From articles [1] and [19] we construct a γ function which improves the smoothness
properties of a function of these points. To do so, we give a function with relatively
simple structure, which is strictly increasing, non-negative and differentiable on R+ \
{a1, a2, . . . , aN}, and
1. γ′(ak) =∞, if k = 1, . . . , N .
It is assumed that
2. γ(0) = 0, and
3. γ is linear, if aN + 1 ≤ x,
because for big x-es the behavior of the weight function will be dominant, so linearity is a
natural assumption. We can get a function with the conditions above in several ways, for
example let γ on [tk, tk+1] be the corresponding transformation of the arcus sine function.
An another way to constuct a right function is to write γ in the form γ :=
∑N
k=1 γk,
where γk is a strictly increasing, non-negative, continuous function, which is differentiable
on R+ \ {ak} and γ′(ak) = ∞. For our goal this definition suits better, more specifically
let 0 < βk < 1,
γk(x) := |x− ak|βk sgn(x− ak)
and
γ0(x) =
N∑
k=1
|x− ak|βksgn (x− ak) +
N∑
k=1
a
βk
k .
Let us define then γ function as follows:
γ(x) :=
{
γ0(x), if 0 ≤ x ≤ aN + 1,
C1x+ C2, if aN + 1 ≤ x. (3)
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We choose the C1 and C2 factors to make the given γ be continuous, which makes it
continuously differentiable as well:
C1 :=
N∑
k=1
βk(aN + 1− ak)βk−1, (4)
C2 :=
N∑
k=1
(aN + 1− ak)βk −
N∑
k=1
βk(aN + 1− ak)βk−1(aN + 1) +
n∑
k=1
a
βk
k . (5)
This γ will fulfill all of the properties above, from this point we investigate the γ given
by (3).
Later it will be important for us, that the inverse of γ be r-times differentiable on
(0, γ(aN +1)) and on (γ(aN +1),∞). In the second interval the inverse function is linear
too, so it is infinitely many times differentiable. On the (0, γ(aN+1)) interval the previous
γ will not be necessarily r-times differentiable, but the following statement is true:
Statement 8. Let us regard the γ function which is given by formula (3). If 0 < βk <
1
r
for all k = 1, . . . , N , then γ−1 is r-times differentiable on (0, γ(aN + 1)).
We suppose from here that 0 < βk < 1r for all 1 ≤ k ≤ N .
Statement 9. If 0 ≤ x ≤ a1, then
N∑
k=1
βka
βk−1
k · x ≤ γ(x) ≤
γ(a1)
a1
· x. (6)
It follows from this last statement reflecting the graph of γ to the y = x line, that if
0 ≤ x ≤ γ(a1), then
a1
γ(a1)
· x ≤ γ−1(x) ≤ 1∑N
k=1 βka
βk−1
k
· x. (7)
3 Weighted γ-K-functional and γ-Modulus of Smooth-
ness
If x ≥ 0, α > −1
p
, 1 ≤ p <∞, let wα(x) = xαe−x, a Laguerre weight. If 0 ≤ a < b ≤ ∞,
then let
Lpwα(a, b) :=
{
f : (a, b)→ R | ‖fwα‖pLp(a,b) :=
∫ b
a
|f(x)wα(x)|p dx <∞
}
.
In the case a = 0, b =∞ we use the more simple ‖fwα‖Lp notation instead of the previous
one, and we refer to the function space with the Lpwα notation.
Furthermore, if α ≥ 0, then let
L∞wα(a, b) :=
{
f : (a, b)→ R | ‖fwα‖L∞(a,b) := ess sup
0≤x
|f(x)wα(x)| <∞
}
.
In the case a = 0, b = ∞ we use the more simple ‖fwα‖L∞ notation, and we note the
function space with L∞wα.
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We generalize the weighted Sobolev spaces from [2]: let 1 ≤ p ≤ ∞, r ≥ 1 integer,
and with ϕ(x) =
√
x, I ⊂ R let
W r,pγ (I) := W
r,p
γ (I, wα) =
{
f ∈ Lpwα(I) : ‖f (r)γ ϕrwα‖Lp(I) <∞
}
, (8)
the correspoding half-norm and norm are
|f |W r,pγ (I) = ‖f (r)γ ϕrwα‖Lp(I), ‖f‖W r,pγ (I) := ‖fwα‖Lp(I) + ‖f (r)γ ϕrwα‖Lp(I).
If I = (0,∞), then we use the notation W r,pγ =W r,pγ (wα).
Definition 3. In the generalized case the weighted γ-K-functional for the Lpwα and W
r,p
γ
spaces is
Kγ,r,ϕ(f, t
r, Lpwα,W
r,p
γ ) := inf
g∈W r,pγ
{‖(f − g)wα‖Lp + tr‖g(r)γ ϕrwα‖Lp} , (9)
where 0 < t ≤ 1, 1 ≤ p ≤ ∞.
Due to the nature of the problem it turns up, that it is practical to regard the above
notions on a suitable finite I ⊂ R+ interval instead of the representation on (0,∞), and
to investigate the domains close to zero and close to infinity separately.
Definition 4. Let
Irh,γ =
[
4A1r
2(γ−1(h))2,
A2
(γ−1(h))2
]
, (10)
where r > 0 is an integer, A1, A2 > 0 are real numbers (we will take another conditions
for A1 and A2 in the proofs). Let us define the resticted K-functional as follows:
K˜γ,r,ϕ(f, t
r, Lpwα,W
r,p
γ )
:= sup
0<h≤t
inf
g∈W r,pγ (Irh,γ)
{‖(f − g)wα‖Lp(Irh,γ) + hr‖g(r)γ ϕrwα‖Lp(Irh,γ)} . (11)
To the valid definiton of Irh,γ we must suppose that h ≤ γ
(
4
√
A2
A1
1√
2r
)
. We do not sign
A1, A2, if they play an important role, we highlight them.
In the book [7] of Ditzian and Totik there is a definition of the main part of the
ϕ-modulus of smoothness, in analogy with this let us consider the following definiton:
Definition 5. The main part of the γ-modulus of smoothness is
Ωrγ,ϕ(f, t)wα,p := sup
0<h≤t
∥∥∥wα−→∆rγ,ϕ,hf∥∥∥
Lp(Irh,γ)
, (12)
where
−→
∆ rγ,ϕ,hf(x) =
r∑
k=0
(−1)r−k
(
r
k
)
f(x+ kγ−1(h)ϕ(x)),
ϕ(x) =
√
x.
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Definition 6. The complete modulus of smoothness is
ωrγ,ϕ(f, t)wα,p := Ω
r
γ,ϕ(f, t)wα,p + inf
p∈Pr−1
‖wα(f − p ◦ γ)‖Lp(0,4A1r2(γ−1(t))2)
+ inf
q∈Pr−1
‖wα(f − q ◦ γ)‖Lp( A2
(γ−1(t))2
,∞
), (13)
where 0 < t ≤ 1, 1 ≤ p ≤ ∞, and Pn is the set of algebraic polynomials of degree at most
n.
In the following we compare the γ-K-functional and γ-modulus of smoothness above,
and with this we prove the analogous of theorem 2.1. in [2].
The (2.6) statement of this theorem corresponds to the following theorem:
Theorem 1. Let f ∈ Lpwα, α ≥ 0, 1 ≤ p ≤ ∞, r ∈ N+, and let K˜γ,r,ϕ and Ωrϕ,γ(f, t)wα,p
be given by (11) and (12). Then for all 1 ≤ p ≤ ∞
K˜γ,r,ϕ(f, t
r, Lpwα,W
r,p
γ ) ≤ C
r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p (14)
and
Ωrγ,ϕ(f, t)wα,p ≤ C · K˜γ,r,ϕ(f, tr, Lpwα,W r,pγ ) (15)
hold for all t < T , where T and the constants in the estimates are independent of f and
t.
The corresponding theorem for the statement (2.7) of theorem 2.1 in [2] is the follow-
ing:
Theorem 2. Let f ∈ Lpwα, α ≥ 0, 1 ≤ p ≤ ∞, r ∈ N+, and let Kγ,r,ϕ and ωrϕ,γ(f, t)wα,p
be given by (9) and (13). Then for all 1 ≤ p ≤ ∞
Kγ,r,ϕ(f, t
r, Lpwα ,W
r,p
γ ) ≤ C
r∑
n=1
tr−nωnγ,ϕ(f, t)wα,p (16)
and
ωrγ,ϕ(f, t)wα,p ≤ C ·Kγ,r,ϕ(f, tr, Lpwα,W r,pγ ) (17)
hold for all t < T , where T and the constants in the estimates are independent of f and
t.
Remark 1. The proof of lemma 2 and theorem 1 are valid too when −1
p
< α < 0 holds,
however, in step 2 of the proof of theorem 2 we used that α ≥ 0.
Remark 2. We say that A ∼ B (A and B are equivalent), iff there exists a positive
constant C independent of A and B such that C−1 ≤ A
B
≤ C. In the case r = 1 we proved
equivalence: by theorems 1 and 2 the following statement is true:
Theorem 3. Let f ∈ Lpwα, α ≥ 0, 1 ≤ p ≤ ∞, and let K˜γ,1,ϕ, Ω1ϕ,γ(f, t)wα,p, Kγ,1,ϕ, and
ω1ϕ,γ(f, t)wα,p be given by (11), (12), (9) and (13) (the case r = 1). Then for all p
K˜γ,1,ϕ(f, t, L
p
wα
,W 1,pγ ) ∼ Ω1γ,ϕ(f, t)wα,p
Kγ,1,ϕ(f, t, L
p
wα
,W 1,pγ ) ∼ ω1γ,ϕ(f, t)wα,p
holds for all t < T , where T and the constants in ∼ are independent of f and t.
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Finally we note some statements, which can be proved an analogous proof of the
theorems above.
Remark 3. Let us consider instead of (8) the following function space:
Ŵ r,pγ (I) := Ŵ
r,p
γ (I, wα) := {f ∈ Lpwα(I) : ‖(f (r−1))′γϕrwα‖Lp(I) <∞}.
Since the restrictedK-functional and the main part of modulus of smoothness given by the
classical differentation are equivalent [2], furthermore by theorem 3 we have equivalence
for the restricted γ-K-functional and the main part of γ-modulus of smoothness in the
case r = 1, combining the proofs of [2] and theorem 1 and 2 we can get for arbitrary
r ≥ 1 equivalence theorems for the main part of the γ-modulus of smoothness given by
(12) and for the following restricted K-functional:
K˜r,ϕ
(
f, tr, Lpwα, Ŵ
r,p
γ
)
:= sup
0<h≤t
inf
g∈Ŵ r,pγ (Irh,γ)
{‖(f − g)wα‖Lp(Irh,γ) + hr‖(g(r−1))′γϕrwα‖Lp(Irh,γ)} ,
where Irh,γ is given by (10). As above, we get the following theorem:
Theorem 4. Let f ∈ Lpwα, α ≥ 0, 1 ≤ p ≤ ∞, r ∈ N+. Then
Ωrγ,ϕ(f, t)wα,p ∼ K˜r,ϕ
(
f, tr, Lpwα, Ŵ
r,p
)
holds for all t < T , where T and the constants in ∼ are independent of f and t.
Remark 4. The statement (14) of theorem 1 remains true even if instead of Lpwα(I) and
W r,pγ (I) spaces given by the norm with Lebesgue measure we consider the correspond-
ing Lpwα(λγ, I) and W
r,p
γ (λγ , I) spaces given by the norm with the λγ Lebesgue–Stieltjes
measure. In this case the restricted γ-K-functional is the following:
K˜γ,r,ϕ(f, t
r, Lpwα(λγ),W
r,p
γ (λγ))
:= sup
0<h≤t
inf
g∈W r,pγ (λγ ,Irh,γ)
{‖(f − g)wα‖Lp(λγ ,Irh,γ) + hr‖g(r)γ ϕrwα‖Lp(λγ ,Irh,γ)} ,
where Irh,γ is given by (10). The main part of the γ-modulus of smoothness is given by
(12), where now we integrate by the λγ measure. Then the following statement is true:
Theorem 5. Let f ∈ Lpwα(λγ), α ≥ 0, 1 ≤ p ≤ ∞, r ∈ N+. Then for all 1 ≤ p ≤ ∞
K˜γ,r,ϕ(f, t
r, Lpwα(λγ),W
r,p
γ (λγ)) ≤ C
r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p
holds for all t < T , where Tand the constants in ∼ are independent of f and t.
For this we need the equivalent of lemma 3 with the γ-relative derivative, which is
the following:
Lemma 1. Let 0 ≤ a ≤ b. If f, f (r)γ ∈ Lp((a, b), λγ), 1 ≤ p ≤ ∞, then for all 0 ≤ k ≤ r
‖f (k)γ ‖Lp((a,b),λγ ) ≤M(r, k)‖f‖Lp((a,b),λγ )(γ(b)− γ(a))−k
+M(r, k)‖f (r)γ ‖Lp((a,b),λγ )(γ(b)− γ(a))r−k
holds, where M is independent of p and [a, b].
We can prove this statement similarly to the classical result in [5].
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4 Proofs
We prove first the statements for the γ-relative differentiation. The proof of statement 2
is a simple mathematical induction for r.
Proof of statement 3. We use mathematical induction. For r = 1: let y0 ∈ γ(I). If f is
γ-relative differentiable on I, then
(f ′γ ◦ γ−1)(y0) = lim
y→y0
f(γ−1(y))− f(γ−1(y0))
y − y0 = (f ◦ γ
−1)′(y0).
We can do this in the opposite direction, so the statement is true for r = 1. In the
transformations we introduce the γ(x) =: y variable.
Let us suppose now, that the statement is true for 1 ≤ n < r. Then for n + 1, with
the induction hypothesis:
(f (n+1)γ ◦ γ−1)(y0) = (f (n)γ )′γ(γ−1(y0)) = lim
y→y0
f
(n)
γ (γ−1(y))− f (n)γ (γ−1(y0))
γ(γ−1(y))− y0
= lim
y→y0
(f ◦ γ−1)(n)(y)− (f ◦ γ−1)(n)(y0)
y − y0 = (f ◦ γ
−1)(n+1)(y0).
Our steps are reversible, so we proved the statement with the principle of mathematical
induction.
The proof of statement 4 is similar to the proof of statement 3 above, it is easy using
mathematical induction, we do not prove it here.
Proof of statement 5. Let γ(x) =: y, use statement 3, and integrate partially on the
classical way. Finally with the x := γ−1(y) substitution we get (2).
Proof of statement 7. By statement 5 we integrate partially, and by using statement 4,
we get that∫ x
x0
(f (r−1)γ (t))
′
γ
(γ(x)− γ(t))r−1
(r − 1)! dγ(t)
=
[
f (r−1)γ (t)
(γ(x)− γ(t))r−1
(r − 1)!
]x
x0
−
∫ x
x0
f (r−1)γ (t)
(
(γ(x)− γ(t))r−1
(r − 1)!
)′
γ
dγ(t)
= −f (r−1)γ (x0)
(γ(x)− γ(x0))r−1
(r − 1)! +
∫ x
x0
f r−1γ (t)
(γ(x)− γ(t))r−2
(r − 2)! dγ(t) (18)
After partially integrating r − 2 times we get that (18) is equal with
= −f (r−1)γ (x0)
(γ(x)− γ(x0))r−1
(r − 1)! − f
(r−2)
γ (x0)
(γ(x)− γ(x0))r−2
(r − 2)! − . . .
− f ′γ(x0)
γ(x)− γ(x0)
1!
+
∫ x
x0
f ′γ(t) · 1 dγ(t) = f(x)−
r−1∑
k=0
f (k)γ (x0)
(γ(x)− γ(x0))k
k!
,
which is the statement we wanted to prove.
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To prove statement 8, we use the following statement by Faà di Bruno for the higher
order derivatives of a composition function (its proof is for example in article [16]). We
use the Faà di Bruno formula later in several proofs too.
Statement 10 (Faà di Bruno formula). [16] If f : Df ⊂ R→ R and g : Dg ⊂ R→ R are
functions, that all the derivatives of which in (19) are well defined, then for all 1 ≤ r ∈ N
(f ◦ g)(r)(x) =
r∑
l=1
f (l)(g(x)) · Br,l(g′(x), g′′(x), . . . , g(r−l+1)(x)) (19)
holds, where
Br,l(x1, x2, . . . , xr−l+1) =
∑
r!
j1!j2!···jr−l+1!
(
x1
1!
)j1 (x2
2!
)j2 · · ·( xr−l+1
(r−l+1)!
)jr−k+1
(20)
are Bell polynomial, the sum is over all (j1, j2, . . . , jr−l+1) ∈ Nr−l+1, such that j1 + j2 +
. . .+ jr−l+1 = l, és j1 + 2j2 + . . .+ (r − l + 1)jr−l+1 = r.
Proof of statement 8. Let us suppose that 0 < x < aN + 1, then 0 < y := γ(x) <
γ(aN + 1). The inverse of the defined γ function will always be differentiable, this is the
case when r = 1 (0 < βk < 1). We specify the higher order derivatives with the help
of the Faà di Bruno formula: let g(x) := γ−1(γ(x)) = x, then the derivatives of g, as a
composition function are the following:
g(r)(x) =
r∑
l=1
(γ−1)(l)(γ(x)) · Br,l(γ′(x), γ′′(x), . . . , γ(r−l+1)(x)),
where Br,l are the Bell polynomial from (20).
g′ = 1, and all of the higher order derivatives of g is equal to 0, so we can take the
following system of linear equations for (γ−1)(l)-s:
(γ−1)′(γ(x)) · γ′(x) = 1
n∑
l=1
(γ−1)(l)(γ(x)) · Bn,l(γ′(x), γ′′(x), . . . , γ(n−l+1)(x)) = 0, 2 ≤ n ≤ r
The coefficients of the diagonal terms are Bl,l(γ′(x)) = (γ′(x))l, the determinant of the
system is D =
∏r
l=1Bl,l = (γ
′(x))
r(r+1)
2 . If γ′(x) 6= 0,∞, then we can express (γ−1)(r)(y)
from the equation system: with the Cramer-rule we get that if r ≥ 2, then
(γ−1)(r)(y) =
(−1)r+1
(γ′(x))
r(r+1)
2
· det

B2,1 B2,2 0 · · · 0
B3,1 B3,2 B3,3
. . .
...
...
...
...
. . . 0
Br−1,1 Br−1,2 Br−1,3 · · · Br−1,r−1
Br,1 Br,2 Br,3 · · · Br,r−1

︸ ︷︷ ︸
B
, (21)
holds, where Bi,j = Bi,j(γ′(x), γ′′(x), . . . , γ(i−j+1)(x)) if i ≥ j. Based on this, if y 6= γ(ak),
k = 1, . . . , N , then γ−1 will be r-times differentiable, because γ is r-times differentiable
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except to the points a1, . . . , aN . However, taken the limit, we get that there is no problem
in these points either. If x 6= ak, k = 1, . . . , N , then the jth derivative of γ is
γ(j)(x) =
N∑
k=1
βk(βk − 1) · · · (βk − (j − 1)) · |x− ak|βk−j(sgn(x− ak))j+1.
Let us look at the limit of (21) for example in y = γ(ak). There are products of Bn,l-type
expressions in the numerator, and it is sufficient to investigate the exponents of |x−ak|-s,
because the other |x− aj|-s are not zero finite numbers, if j 6= k. In γ(i) the exponent of
|x− ak| is βk − i. This is because
Bn,l(γ
′, γ′′, . . . , γ(n−l+1)) =
∑
l!
j1!j2!···jn−l+1!
(
γ′
1!
)j1 (
γ′′
2!
)j2 · · ·( γ(n−l+1)
(n−l+1)!
)jn−l+1
,
where the sum is understood as above, in (γ′)j1(γ′′)j2 . . . (γ(n−l+1))jn−l+1 the smallest ex-
ponent of |x− ak| is
(βk − 1)j1 + (βk − 2)j2 + . . .+ (βk − (n− l + 1))jn−l+1 = βkl − n.
Based on the definition of the determinant
detB =
∑
σ∈Sr−1
(−1)I(σ)B2,σ(1)B3,σ(2) · · ·Br,σ(r−1)
with the limitation that Bi,j ≡ 0 if i < j. If the σ permutation is such that σ(i) ≤ i+ 1,
i = 1, . . . , r − 1, then the smallest exponent of |x− ak| in B2,σ(1)B3,σ(2) · · ·Br,σ(r−1) is
(βkσ(1)− 2) + (βkσ(2)− 3) + . . .+ (βkσ(r − 1)− r) = βk r(r − 1)
2
− r(r + 1)
2
+ 1,
in the other cases the term in the determinant is zero. In the denominator of the fraction
giving (γ−1)(r) from the terms containing |x − ak| as factor, the smallest exponent of
|x − ak| is (βk − 1) r(r+1)2 . Let us bring in the factor |x − ak|(1−βk)
r(r+1)
2 . Then in the
denominator all of the exponents of |x− ak|-s are nonnegative, and in the numerator the
smallest exponent of |x− ak| is
βk
r(r − 1)
2
− r(r + 1)
2
+ 1 + (1− βk)r(r + 1)
2
= −βkr + 1 > 0,
because of the assumption βk < 1r for all 1 ≤ k ≤ N . Thus we get that the limit of
(γ−1)(r)(y) in γ(ak) is zero, k = 1, . . . , N , so γ−1 is r-times differentiable.
Proof of statement 9. On the left side in the inequality which we wanted to prove is the
function of the tangent line of γ in 0, on the right side is the function of the secant
from the (0, 0) to the (a1, γ(a1)) point. Because of γ is convex on [0, a1], the statement is
true.
From here we prove the main results. To prove theorem 1 we must have the following
lemmas:
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Lemma 2. Let α ≥ 0, A1 ≥ 14 , A2 > 0 are real numbers, 0 < h ≤ γ
(
4
√
A2
A1
1√
2r
)
, r ≥ 1 is
an integer. If x ∈
[
4A1r
2(γ−1(h))2, A2
(γ−1(h))2
]
and y ∈ [x− rγ−1(h)√x, x+ rγ−1(h)√x],
then there exists c and C (depending on A1, A2, α and r) positive constants such that
wα(y) ∼ wα(x).
Proof. By the assumptions |x− y| ≤ rγ−1(h)√x and γ−1(h) ≤
√
x
2r
√
A1
, so
x ≤ y + |x− y| ≤ y + rγ−1(h)√x ≤ y + x
2
√
A1
,
and
y ≤ x+ |x− y| ≤ x+ rγ−1(h)√x ≤ x+ x
2
√
A1
,
that is,
2
√
A1 − 1
2
√
A1
≤ y
x
≤ 2
√
A1 + 1
2
√
A1
. (22)
By the assumptions
√
x ≤
√
A2
γ−1(h)
too, thus
e−r
√
A2 ≤ ex−y ≤ er
√
A2 . (23)
Since α ≥ 0, we get from (22) and (23) that the statement is true.
Lemma 3. [5] Let 0 ≤ a ≤ b. If f, f (r) ∈ Lp(a, b), 1 ≤ p ≤ ∞, then for all 0 ≤ k ≤ r
‖f (k)‖Lp(a,b) ≤M(r, k)
(‖f‖Lp(a,b)(b− a)−k + ‖f (r)‖Lp(a,b)(b− a)r−k)
holds, where M is independent of p and [a, b].
After all this we can prove theorem 1.
Proof of theorem 1. From now C is always a universal constant, which is independent of
f and t. We prove the theorem in several steps, we prove at first (14).
Let us consider the
Irh,γ =
[
4A1r
2(γ−1(h))2,
A2
(γ−1(h))2
]
interval, where 1
4
≤ A1 2
√
A1
1+2
√
A1
, 0 < A2. Since
2
√
A1
1+2
√
A1
< 1, 1
4
< A1 is also true. Let
0 < h ≤ t ≤ T , where
T < min
{
1
2
, a1, γ(1), γ
(
4
√
A2
A1
1√
2r
)
, γ
(
a1
√
A1
r(1+2
√
A1)
·
√
2
√
A1
1+2
√
A1
)
,
γ
(√
2
√
A1
(1+2
√
A1)(aN+1)
)
, γ
(√
aN+1
4A1r
)
, γ
(
2
√
A1
1+2
√
A1
√
A2
aN+1
)}
. (24)
From the 5th assumption we get h < γ
(
a1
√
A1
r(1+2
√
A1)
)
≤ γ
(
a1
√
A1
1+2
√
A1
)
< γ
(
a1
2
)
, because
√
A1
1+2
√
A1
< 1
2
and r ≥ 1. To prove (14), we define such a Gγ,h ∈ W r,pγ (Irh,γ) function that
sup
0<h≤t
{‖(f −Gγ,h)wα‖Lp(Irh,γ) + hr‖(Gγ,h)(r)γ ϕrwα‖Lp(Irh,γ)} ≤ C r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p,
because of the (9) definition of K˜γ,r,ϕ(f, tr, Lpwα,W
r,p
γ ) the estimation (14) follows.
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Step 1. To construct Gγ,h ∈ W r,pγ (Irh,γ) let us define a system of points t0, t1, . . . , tj+1
such that
t0 := 4A1r
2(γ−1(h))2 < t1 < t2 < . . . tj <
A2
(γ−1(h))2
≤ tj+1 =: A2A
(γ−1(h))2
,
and
1
2r
≤ ti+1 − ti
γ−1(h)
√
ti
≤ r, i = 0, . . . , j. (25)
With this we get a covering of Irh,γ, Irh,γ ⊆ [t0, tj+1]. The following is a simpley conse-
quence of (25): for all i = 0, . . . , j
1 ≤ ti+1
ti
≤ rγ−1(h) 1√
ti
+ 1 ≤ rγ−1(h) 1
2
√
A1rγ−1(h)
+ 1 =
1 + 2
√
A1
2
√
A1
(26)
holds, so ti ∼ ti+1 for all i. We get from (26), that
A2
(γ−1(h))2
≤ tj+1 ≤ 1 + 2
√
A1
2
√
A1
tj <
1 + 2
√
A1
2
√
A1
· A2
(γ−1(h))2
,
so 1 ≤ A < 1+2
√
A1
2
√
A1
. Since γ−1 is strictly increasing and h < γ
(√
aN+1
4A1r
)
, we can see that
t1 < aN + 1, and since h < γ
(
2
√
A1
1+2
√
A1
√
A2
aN+1
)
, we can get tj−1 > aN + 1. According to
these we have t0 < t1 < aN +1 < tj−1. Let M denote the index 1 ≤ M ≤ j− 2, for which
tM < aN + 1 ≤ tM+1 is satisfied.
Later on we are working on [t0, tj+1]. Since h < γ
(
4
√
A2
A1
1√
2r
)
, because of the strictly
increasing property of γ, h < γ
(
4
√
A2A
A1
1√
2r
)
is also true, so [t0, tj+1] is a Irh,γ-type interval
too, for which we can apply lemma 2. If x, y ∈ [ti, ti+1], i = 0, . . . , j, then
|x− y| ≤ ti+1 − ti ≤ rγ−1(h)
√
ti ≤ rγ−1(h)
√
x,
on the other hand x, y ∈
[
4A1r
2(γ−1(h))2, A2A
(γ−1(h))2
]
, so by lemma 2 wα(x) ∼ wα(y). Let
us define the following function:
ψ(x) :=
{
0, if x ≤ 0,
1, if 1 ≤ x, (27)
and ψ ∈ C∞(R), monotone increasing. Let yk := γ−1
(
γ(tk)+γ(tk+1)
2
)
, k = 0, . . . , j. Then
tk < yk < tk+1 and
γ(tk+1)− γ(yk) = 1
2
(γ(tk+1)− γ(tk)). (28)
Furthermore let
ψk(x) = ψ
(
γ(x)− γ(yk)
γ(tk+1)− γ(yk)
)
=
{
0, if x ≤ yk,
1, if tk+1 ≤ x,
monotone increasing, k = 1, . . . , j − 1. For k = 0 and k = j let ψ0(x) ≡ 1, ψj(x) ≡ 0.
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Let us introduce the following γ-Steklov function:
fγ,τ,ϕ(t)(x) := r
r
∫ 1
r
0
· · ·
∫ 1
r
0
(
r∑
l=1
(−1)l+1(r
l
)
f(x+ lγ−1(τ)
√
t(u1 + . . .+ ur))
)
du1 . . .dur,
then with the help of this let
Fγ,h,k(x) :=
2a
h
∫ h
a
h
2a
fγ,τ,ϕ(tk−1)(x) dτ, k = 1, . . . , j,
where
a > max
{
1,
2r2γ(a1)
a1
∑N
k=1 βka
βk−1
k
}
. (29)
(This choice of a will be useful in the further estimates). Finally let
Gγ,h(x) :=
j∑
k=1
Fγ,h,k(x)ψk−1(x)(1− ψk(x)). (30)
From the definitions of ψk-s it is easy to see that if i = 1, . . . , j − 1, x ∈ [ti, ti+1], then
Gγ,h(x) = Fγ,h,i(x)(1− ψi(x)) + Fγ,h,i+1(x)ψi(x), (31)
and
Gγ,h(x) = Fγ,h,1(x), if x ∈ [t0, t1] and Gγ,h(x) = Fγ,h,j(x), if x ∈ [tj, tj+1]. (32)
It is equivalent with (31), that if x ∈ [ti, ti+1], i = 1, . . . , j − 1, then
Gγ,h(x) = Fγ,h,i(x) + ψi(x)(Fγ,h,i+1(x)− Fγ,h,i(x)). (33)
We show that Gγ,h ∈ W r,pγ (Irh,γ). By (32) we get that
(Gγ,h)
(r)
γ (x) = (Fγ,h,1)
(r)
γ (x), if x ∈ [t0, t1]
and
(Gγ,h)
(r)
γ (x) = (Fγ,h,j)
(r)
γ (x), if x ∈ [tj , tj+1],
and if x ∈ [ti, ti+1], i = 1, . . . , j − 1, then by (33) and statement 1
(Gγ,h)
(r)
γ (x) = (Fγ,h,i)
(r)
γ (x) +
r∑
k=0
(
r
k
)
((Fγ,h,i+1)
(k)
γ − (Fγ,h,i)(k)γ )(x)(ψi)(r−k)γ (x). (34)
By statement 4 we have
(ψi)
(r−k)
γ (x) =
1
(γ(ti+1)− γ(yi))r−kψ
(r−k)
(
γ(x)− γ(yi)
γ(ti+1)− γ(yi)
)
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is a continuous function, and if (Fγ,h,i)(k) and (γ−1)(k)(γ(x)) are well defined, then by the
statement 3 and by the Faà di Bruno formula for all k = 1, . . . , r we get
(Fγ,h,i)
(k)
γ (x) = (Fγ,h,i ◦ γ−1)(k)(γ(x)) =
k∑
l=1
(Fγ,h,i)
(l)(x)Bk,l(x),
where
Bk,l(x) = Bk,l((γ
−1)′(γ(x)), (γ−1)′′(γ(x)), . . . , (γ−1)(k−l+1)(γ(x)))
is the corresponding Bell-polynomial, which is a continous function on [t0, tj+1]∩(0, aN+1]
and on [t0, tj+1]∩[aN+1,∞) by statement 8. So from the properties of the Steklov function
and the remarks above we get from (34) that
∞ >
∫ tj+1
t0
|(Gγ,h)(r)γ (x)|p dx. (35)
However, if (35) is true, then Gγ,h ∈ W r,pγ (Irh,γ) (even Gγ,h ∈ W r,pγ ([t0, tj+1])) holds.
Step 2. We will show that if 0 < h ≤ t ≤ T , 1 ≤ p ≤ ∞, then
‖(f −Gγ,h)wα‖Lp(Irh,γ) ≤ C · Ωrγ,ϕ(f, t)wα,p (36)
holds, where this last expression we define with the help of interval
I ′rh,γ =
[
4A1r
2(γ−1(h))2,
1+2
√
A1
2
√
A1
A2
(γ−1(h))2
]
.
At first let 1 ≤ p <∞, then
‖(f −Gγ,h)wα‖pLp(Irh,γ) ≤
j∑
i=0
∫ ti+1
ti
|f(x)−Gγ,h(x)|pwpα(x) dx. (37)
So we get the following estimates: if x ∈ [ti, ti+1], i = 1, . . . , j − 1, then
|f(x)−Gγ,h(x)| = |(f(x)− Fγ,h,i(x))(1− ψi(x)) + (f(x)− Fγ,h,i+1(x))ψi(x)|
≤ |f(x)− Fγ,h,i(x)|+ |f(x)− Fγ,h,i+1(x)|, (38)
if x ∈ [t0, t1], then
|f(x)−Gγ,h(x)| = |f(x)− Fγ,h,1(x)|, (39)
finally if x ∈ [tj , tj+1], then
|f(x)−Gγ,h(x)| = |f(x)− Fγ,h,j(x)|. (40)
By (38), (39), (40) and the Jensen inequality we get from (37), that
‖(f −Gγ,h)wα‖pLp(Irh,γ) ≤ 2p−1
j∑
i=1
∫ ti+1
ti−1
|f(x)− Fγ,h,i(x)|pwpα dx. (41)
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Therefore it is enough to estimate the
Ii :=
∫ ti+1
ti−1
|f(x)− Fγ,h,i(x)|pwpα(x) dx (42)
integrals, where i = 1, . . . , j. Let us estimate the integrand: if ti−1 ≤ x ≤ ti+1, then
|f(x)−Fγ,h,i(x)| ≤ 2a
h
∫ h
a
h
2a
rr
∫ 1
r
0
· · ·
∫ 1
r
0
∣∣∣−→∆ rγ−1(τ)(u1+...+ur)ϕ(ti−1)f(x)∣∣∣ du1 . . .durdτ. (43)
Let u := u1 + . . .+ ur, then 0 < u < 1. Since{
(u1, . . . , ur) ∈ Rr | 0 < ui < 1r , i = 1, . . . , r
}
⊂ {(u1, . . . , ur) ∈ Rr | 0 < u1 + . . .+ ur < 1; 0 < ui, i = 1, . . . , r} =: H,
and Br := λ(H) <∞, with the notation B(r) := rrBr we can continue the estimation of
(43):
|f(x)− Fγ,h,i(x)| ≤ 2a
h
B(r)
∫ h
a
h
2a
∫ 1
0
∣∣∣−→∆rγ−1(τ)uϕ(ti−1)f(x)∣∣∣ dudτ. (44)
After applying the Hölder inequality twice, by (44):
|f(x)− Fγ,h,i(x)|p ≤ 2a
h
Bp(r)
∫ h
a
h
2a
∫ 1
0
∣∣∣−→∆ rγ−1(τ)uϕ(ti−1)f(x)∣∣∣p dudτ,
so
Ii ≤ Bp(r)
∫ ti+1
ti−1
2a
h
∫ h
a
h
2a
∫ 1
0
∣∣∣−→∆ rγ−1(τ)uϕ(ti−1)f(x)∣∣∣pwpα(x) dudτ dx. (45)
Let γ(γ−1(τ)u) =: v, then
γ
(
γ−1
(
h
2a
)
u
) ≤ v ≤ γ (γ−1 (h
a
)
u
)
,
beacuse γ, γ−1 are monotone increasing functions. Since 0 < u < 1 we get that 0 < v < h
a
,
and if
H :=
{
(u, τ) ∈ R2 | 0 < u < 1, h
2a
≤ τ ≤ h
a
}
,
then λ(H) = h
2a
< h < 1, so by (45):
Ii ≤ 2a
h
Bp(r)λ(H)
∫ ti+1
ti−1
∫ h
a
0
∣∣∣−→∆ rγ−1(v)ϕ(ti−1)f(x)∣∣∣pwpα(x) dvdx
≤ 2a
h
Bp(r)
∫ ti+1
ti−1
∫ h
a
0
∣∣∣−→∆rγ−1(v)ϕ(ti−1)f(x)∣∣∣pwpα(x) dvdx. (46)
Since ti−1 ≤ x ≤ ti+1, then by (26)
1 ≤ x
ti−1
≤ ti+1
ti−1
=
ti+1
ti
· ti
ti−1
≤
(
1 + 2
√
A1
2
√
A1
)2
, (47)
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so x ∼ ti−1. In the inner integral let us change the variables: γ−1(v)√ti−1 = γ−1(ν)
√
x:
∫ h
a
0
∣∣∣−→∆ rγ−1(v)ϕ(ti−1)f(x)∣∣∣pwpα(x) dv
=
√
x
ti−1
∫ γ(γ−1(ha )√ ti−1x )
0
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣p wpα(x)γ′(γ−1(ν)√ xti−1
)
· (γ−1)′(ν) dν. (48)
We can do this, because γ′ and (γ−1)′ is bounded on
[
0, a1
2
]
, and the domain of the
integration is a subset of this interval. So there is a constant C such that by (48)∫ h
a
0
∣∣∣−→∆ rγ−1(v)ϕ(ti−1)f(x)∣∣∣pwpα(x) dv ≤ C ∫ ha
0
∣∣∣−→∆ rγ,ϕ,νf(x)∣∣∣pwpα(x) dν,
then by (46):
Ii ≤ Cp a
h
∫ h
a
0
∫ ti+1
ti−1
∣∣∣−→∆ rγ,ϕ,νf(x)∣∣∣pwpα(x) dxdν, (49)
we used the Fubini theorem. So we get by (41) and (49), that
‖(f −Gγ,h)wα‖pLp(Irh,γ ,λγ) ≤ Cp
a
h
∫ h
a
0
∫ A2A
(γ−1(h))2
4A1r2(γ−1(h))2
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣pwpα(x) dx dν
≤ Cp a
h
∫ h
a
0
∥∥∥wα−→∆ rγ,ϕ,νf∥∥∥p
Lp(I′rh,γ)
dν ≤ CpΩrγ,ϕ(f, t)pwα,p,
so (36) is true. Since the constant C is independent of p, the statement is proved for
p =∞ too.
Step 3. Let 1 ≤ p <∞ again. We show that if 0 < h ≤ t ≤ T , then
hr‖(Gγ,h)(r)γ ϕrwα‖Lp(Irh,γ) ≤ C
r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p, (50)
holds, where this latter expressions we define with the help of I ′rh,γ again. Since
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp(Irh,γ) ≤ hrp
j∑
i=0
‖(Gγ,h)(r)γ ϕrwα‖pLp([ti,ti+1]), (51)
it is sufficient to estimate the integral only on the [ti, ti+1], i = 0, . . . , j intervals. By (32)
on the first and on the last interval of this type:
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([t0,t1]) = hrp‖(Fγ,h,1)(r)γ ϕrwα‖
p
Lp([t0,t1])
, (52)
and
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([tj ,tj+1]) = hrp‖(Fγ,h,j)(r)γ ϕrwα‖
p
Lp([tj ,tj+1])
. (53)
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If x ∈ [ti, ti+1], i = 1, . . . , j − 1, then by statement 1 and by (33), with the help of the
Jensen inequality we get
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([ti,ti+1]) ≤ hrp(r + 2)p−1‖(Fγ,h,i)(r)γ ϕrwα‖
p
Lp([ti,ti+1])
+ (r + 2)p−1
r∑
k=0
(
r
k
)
hrp‖(Fγ,h,i+1 − Fγ,h,i)(k)γ (ψi)(r−k)γ ϕrwα‖pLp([ti,ti+1])︸ ︷︷ ︸
Dk,i
. (54)
Let us estimate in this latter case Dk,i-s. If x ∈ [ti, ti+1], then by lemma 2 wα(x) ∼ wα(ti),
on the other hand by (26) ti ∼ ti+1, and ϕr(x) ∼ ϕr(ti) are also true. Thus
wα(ti)ϕ
r(ti) ∼ wα(x)ϕr(x). (55)
By statement 4 taking into account (28) we get
|(ψi)(r−k)γ (x)| ≤ sup
0≤ν≤r
‖ψ(ν)‖∞︸ ︷︷ ︸
=:S
2r−k
(γ(ti+1)− γ(ti))r−k , (56)
so we get the following as the estimation of Dk,i-s by (55):
Dk,i ≤ Cp h
rpwpα(ti)ϕ
rp(ti)
(γ(ti+1)− γ(ti))(r−k)p‖(Fγ,h,i+1 − Fγ,h,i)
(k)
γ ‖pLp([ti,ti+1]). (57)
Let us suppose first, that 1 ≤ i ≤ M + 1, then by (26) we have ti ∼ ti+1, so there is a
constant C such that for all 1 ≤ i ≤M +1 [ti, ti+1] ⊂ [0, CaN ] =: I. If 1 ≤ k ≤ r, then by
statement 3 and the Faà di Bruno formula
(Fγ,h,i)
(k)
γ (x) = (Fγ,h,i ◦ γ−1)(k)(γ(x)) =
k∑
m=1
(Fγ,h,i)
(m)(x)Bk,m(x),
where Bk,m(x) := Bk,m((γ−1)′(γ(x)), (γ−1)′′(γ(x)), . . . , (γ−1)(k−m+1)(γ(x))).
Since [ti, ti+1] ⊂ I and 1 ≤ k ≤ r:
|Bk,m(x)| ≤ sup
1≤m≤r
‖Br,m‖L∞(I) ≤ C.
Using this, by the Jensen inequality again we get
‖(Fγ,h,i+1 − Fγ,h,i)(k)γ ‖pLp([ti,ti+1]) ≤ Cp
k∑
m=1
∥∥(Fγ,h,i+1 − Fγ,h,i)(m)∥∥pLp([ti,ti+1]) . (58)
Using lemma 3 and the Jensen inequality, we get from (58):
‖(Fγ,h,i+1 − Fγ,h,i)(k)γ ‖pLp([ti,ti+1])
≤ Cp
k∑
m=1
(ti+1 − ti)−pm ‖Fγ,h,i+1 − Fγ,h,i‖pLp([ti,ti+1])
+ Cp(ti+1 − ti)pr
k∑
m=1
(ti+1 − ti)−pm‖(Fγ,h,i+1 − Fγ,h,i)(r)‖pLp([ti,ti+1]). (59)
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By (25)
(ti+1 − ti)−p ≤
(
2r
γ−1(h)
√
ti
)p
,
furthermore by (26), since h ≤ γ
(√
2
√
A1
(1+2
√
A1)(aN+1)
)
:
ti ≤ tM+1
tM
· tM ≤ 1 + 2
√
A1
2
√
A1
(aN + 1) ≤ 1
(γ−1(h))2
,
so
√
ti ≤ 1γ−1(h) , thus
2r
γ−1(h)
√
ti
≥ 2r
γ−1(h) 1
γ−1(h)
= 2r > 1.
Since the exponential function is strictly increasing, if its base is bigger than 1:
k∑
m=1
(ti+1 − ti)−pm ≤
k∑
m=1
(
2r
γ−1(h)
√
ti
)pk
=
k(2r)pk
(γ−1(h)
√
ti)pk
.
Let us write this to (59), then by (57) we get for the estimation of Dk,i-s:
Dk,i ≤ Cp h
rpwpα(ti)ϕ
rp(ti)
(γ(ti+1)− γ(ti))(r−k)p ·
1
(γ−1(h)
√
ti)pk
‖Fγ,h,i+1 − Fγ,h,i‖pLp([ti,ti+1])
+ Cp
hrpwpα(ti)ϕ
rp(ti)
(γ(ti+1)− γ(ti))(r−k)p ·
(ti+1 − ti)rp
(γ−1(h)
√
ti)pk
‖(Fγ,h,i+1 − Fγ,h,i)(r)‖pLp([ti,ti+1]). (60)
Since h < γ(a1), then by (7):
hrp ≤
(
γ(a1)
a1
)rp
(γ−1(h))rp. (61)
Using (61) and the Lipschitz property of γ−1 on the interval I:
hrpwpα(ti)ϕ
rp(ti)
(γ(ti+1)− γ(ti))(r−k)p ·
1
(γ−1(h)
√
ti)pk
≤
(
γ(a1)
a1
)rp(
γ−1(h)
√
ti
ti+1 − ti
)(r−k)p
︸ ︷︷ ︸
≤(2r)(r−k)p
(
ti+1 − ti
γ(ti+1)− γ(ti)
)(r−k)p
︸ ︷︷ ︸
bounded
wpα(ti), (62)
furthermore by (25), as h < γ(a1):
(ti+1 − ti)rp ≤ rrp(γ−1(h)
√
ti)
rp ≤ Cphrpϕrp(ti). (63)
By (62) and (63), as wα(ti) ∼ wα(x), using (55) we get from (60), that if k = 1, . . . , r,
i = 1, . . . ,M , then
Dk,i ≤ Cp ‖(Fγ,h,i+1 − Fγ,h,i)wα‖pLp([ti,ti+1])
+ Cphrp‖(Fγ,h,i+1 − Fγ,h,i)(r)wαϕr‖pLp([ti,ti+1]). (64)
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If k = 0, then using the estimation (62) in the case k = 0, since wα(ti) ∼ wα(x), we get
the following:
D0,i ≤ Cp h
rpwpα(ti)ϕ
rp(ti)
(γ(ti+1)− γ(ti))rp‖Fγ,h,i+1 − Fγ,h,i‖
p
Lp([ti,ti+1])
≤ Cp‖(Fγ,h,i+1 − Fγ,h,i)wα‖pLp([ti,ti+1]). (65)
We get similar integrals, if M + 2 ≤ i ≤ j − 1. Namely in this case ti ≥ tM+2 >
tM+1 > aN + 1, so [ti, ti+1] ⊂ [aN + 1,∞), and in this interval γ(x) = C1x + C2, where
the constants C1 and C2 are defined by (4) and (5). By statement 2 the (57) estimation
is now the following:
Dk,i ≤ Cp h
rpwpα(ti)ϕ
rp(ti)
Crp1 (ti+1 − ti)(r−k)p
‖(Fγ,h,i+1 − Fγ,h,i)(k)‖pLp([ti,ti+1]).
Then by using lemma 3, the Jensen inequality, estimation (61) and the equivalences (55)
and wα(ti) ∼ wα(x), we get with a similar (but more simple) procedure as in (60) and
(62), that
Dk,i ≤ Cp‖(Fγ,h,i+1 − Fγ,h,i)wα‖pLp([ti,ti+1])
+ Cphrp‖(Fγ,h,i+1 − Fγ,h,i)(r)wαϕr‖pLp([ti,ti+1]) (66)
is also true if k = 0, . . . , r, i = M + 1, . . . , j − 1. So we get with (65) and (64), that (66)
holds if k = 0, . . . , r, i = 1, . . . , j − 1. With the triangular inequality and notation (42),
integrating on a grater domain we got for the first term of the sum in (66) by (49):
Cp‖(Fγ,h,i+1 − Fγ,h,i)wα‖pLp([ti,ti+1]) ≤ Cp(Ii+1 + Ii)
≤ Cp a
h
∫ h
a
0
(∫ ti+2
ti
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣pwpα(x) dx+ ∫ ti+1
ti−1
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣p wpα(x) dx) dν. (67)
The second term of (66) using again the triangular inequality and integrating on a greater
domain:
Cphrp‖(Fγ,h,i+1 − Fγ,h,i)(r)wαϕr‖pLp([ti,ti+1])
≤ Cp2p−1hrp
(
‖(Fγ,h,i+1)(r)wαϕr‖pLp([ti,ti+2]) + ‖(Fγ,h,i)(r)wαϕr‖
p
Lp([ti−1,ti+1])
)
, (68)
so it is sufficient to estimate the integrals
Jn := h
rp‖(Fγ,h,n)(r)ϕrwα‖pLp([tn−1,tn+1])
where n = 1, . . . , j. Using the Hölder inequality we get
Jn ≤
∫ tn+1
tn−1
hrp
2a
h
∫ h
a
h
2a
∣∣(fγ,τ,ϕ(tn−1))(r)(x)∣∣p dτϕrp(x)wpα(x) dx. (69)
From the definition of fγ,τ,ϕ(tn−1)
(fγ,τ,ϕ(tn−1))
(r)(x) = rr
r∑
l=1
(−1)l+1
(
r
l
)
1
(lγ−1(τ)
√
tn−1)r
−→
∆ rlγ−1(τ)√tn−1
r
f(x)
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holds, so by using the Jensen inequality and this remark we get from (69)
Jn ≤ Cp
r∑
l=1
2a
h
∫ tn+1
tn−1
∫ h
a
h
2a
hrpϕrp(x)wpα(x)
(γ−1(τ))rpϕrp(tn−1)
∣∣∣∣−→∆rlγ−1(τ)√tn−1
r
f(x)
∣∣∣∣p dτdx. (70)
Since h
2a
≤ τ ≤ h
a
and h
2a
< h < γ(a1), then by (7)
hrp
(γ−1(τ))rp
≤ h
rp(
γ−1
(
h
2a
))rp ≤ hrp(
a1
γ(a1)
)rp
hrp
(2a)rp
=
(
2aγ(a1)
a1
)rp
. (71)
In addition tn−1 ≤ x ≤ tn+1, so by (47) x ∼ tn−1 and ϕrp(x) ∼ ϕrp(tn−1) too. So there is
a constant C, such that we can estimate (70):
Jn ≤ Cp
r∑
l=1
2a
h
∫ tn+1
tn−1
∫ h
a
0
∣∣∣∣−→∆ rlγ−1(τ)√tn−1
r
f(x)
∣∣∣∣pwpα(x) dτdx. (72)
In the inner integral let us change the variables lγ
−1(τ)
√
tn−1
r
=: γ−1(ν)
√
x. Due to the
right choice for T , we can do this, and as soon as we procedure from (48), we get that∫ h
a
0
∣∣∣∣−→∆rlγ−1(τ)√tn−1
r
f(x)
∣∣∣∣pwpα(x) dτ ≤ Cp ∫ ha
0
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣pwpα(x) dν.
Substituting to (72) and using te Fubini theorem:
Jn ≤ 2rCp a
h
∫ h
a
0
∫ tn+1
tn−1
∣∣∣−→∆ rγ,ϕ,νf(x)∣∣∣pwpα(x) dx dν, (73)
Let us write this into (68), then we get by (66) and (67) that if 1 ≤ i ≤ j−1, k = 0, . . . , r:
Dk,i ≤ Cp a
h
∫ h
a
0
(∫ ti+2
ti
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣p wpα(x) dx+ ∫ ti+1
ti−1
∣∣∣−→∆ rγ,ϕ,νf(x)∣∣∣pwpα(x) dx) dν.
(74)
The estimation of the first term in (54) is yet to come: we do similarly as we did it at the
estimation of the Dk,i-s. If i = 1, . . . ,M + 1, then similarly as in (55) wα(ti−1)ϕr(ti−1) ∼
wα(x)ϕ
r(x), and by lemma 2 we have wα(x) ∼ wα(ti) ∼ wα(ti−1), so we get with a
computation as in (57) and (58) that
hrp‖(Fγ,h,i)(r)γ ϕrwα‖pLp([ti,ti+1]) ≤ hrpCpwpα(ti−1)ϕrp(ti−1)‖(Fγ,h,i)(r)γ ‖
p
Lp([ti−1,ti+1])
≤ Cp
r−1∑
m=1
hrp‖(Fγ,h,i)(m)ϕrwα‖pLp([ti−1,ti+1])︸ ︷︷ ︸
=:D˜m,i
+Cphrp‖(Fγ,h,i)(r)ϕrwα‖pLp([ti−1,ti+1]), (75)
if r = 1, the first sum is empty. Let us suppose that r ≥ 2, then the last term we can
estimate easily by (73):
Cphrp‖(Fγ,h,i)(r)ϕrwα‖pLp([ti−1,ti+1]) ≤ Cp
a
h
∫ h
a
0
∫ ti+1
ti−1
∣∣∣−→∆rγ,ϕ,νf(x)∣∣∣pwpα(x) dx dν. (76)
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For the estimation of the first r − 1 terms let us use that if 1 ≤ m ≤ r − 1, then
(fγ,τ,ϕ(ti−1))
(m)(x) = rr
r∑
l=1
(−1)l+1
(
r
l
)
1
(lγ−1(τ)
√
ti−1)m
×
∫ 1
r
0
· · ·
∫ 1
r
0︸ ︷︷ ︸
r−m
−→
∆mlγ−1(τ)√ti−1
r
f(x+ lγ−1(τ)
√
ti−1(um+1 + . . .+ ur)) dum+1 . . .dur. (77)
Let us introduce the new variable u := um+1 + . . . + ur, then 0 < u < r−mr , and there
is a Br,m contant (the volume of the corresponding simplex), thus with the help of the
Hölder and Jensen inequalities and (77), we get
|(fγ,τ,ϕ(ti−1))(m)(x)|p ≤ rrprp−1
r∑
l=1
(
r
l
)p
(Br,m)p
(lγ−1(τ)
√
ti−1)mp
(
r −m
r
)mp
×
∫ r−m
r
0
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(x+ lγ−1(τ)
√
ti−1u)
∣∣∣∣p du
≤ Cp
r∑
l=1
1
(γ−1(τ)
√
ti−1)mp
∫ 1
0
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(x+ lγ−1(τ)
√
ti−1u)
∣∣∣∣p du. (78)
By the definition of Fγ,h,i, the Hölder inequality and (78) we get that
D˜m,i ≤ Cp
r∑
l=1
(
hrp
(γ−1(τ)
√
ti−1)mp
· 2a
h
×
∫ h
a
h
2a
∫ 1
0
∫ ti+1
ti−1
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(x+ lγ−1(τ)
√
ti−1u)
∣∣∣∣p ϕrp(x)wpα(x) dxdudτ
)
.
In the inner integral let us change the variables x+ lγ−1(τ)
√
ti−1u =: ξ. Since τ ≤ ha < h,
u < 1 and ti−1 ≤ x, thus x ∼ ξ, so by lemma 2 we get wα(x) ∼ wα(ξ), and
D˜m,i ≤ Cp
r∑
l=1
hrp
(γ−1(τ)
√
ti−1)mp
· 2a
h
×
∫ h
a
h
2a
∫ 1
0
∫ ti+1+lγ−1(τ)√ti−1u
ti−1+lγ−1(τ)
√
ti−1u
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(ξ)
∣∣∣∣p ϕrp(ξ)wpα(ξ) dξdudτ. (79)
Since a was choosen properly by (29), and h
a
< h < γ(a1), by using (7):
ti+1 + lγ
−1(τ)
√
ti−1u < ti+1 + r
√
ti+1
1∑N
k=1 βka
βk−1
k
· h
a
< ti+2,
with the help of (25). So integrating on a greater domain, the estimation of (79) can be
carried on:
D˜m,i ≤ Cp
r∑
l=1
2a
h
∫ h
a
h
2a
∫ ti+2
ti−1
hrpϕrp(ξ)
(γ−1(τ)
√
ti−1)mp
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(ξ)
∣∣∣∣pwpα(ξ) dξdτ. (80)
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Since h
2a
≤ τ ≤ h
a
and h
2a
< h < γ(a1), similarly as in (71) we get that
hmp
(γ−1(τ))mp
≤
(
2aγ(a1)
a1
)mp
In addition ϕ(ξ) ∼ ϕ(ti) ∼ ϕ(ti−1), so there exists a constant C:
ϕrp(ξ)
ϕmp(ti−1)
≤ Cp ϕ
rp(ti−1)
ϕmp(ti−1)
= Cpϕ(r−m)p(ti−1) ≤ Cp
(√
aN + 1
)rp
,
because now 1 ≤ i ≤M + 1. Using these remarks we can estimate (80):
D˜m,i ≤ Cp
r∑
l=1
h(r−m)p
∫ ti+2
ti−1
2a
h
∫ h
a
h
2a
∣∣∣∣−→∆mlγ−1(τ)√ti−1
r
f(ξ)
∣∣∣∣pwpα(ξ) dτdξ. (81)
In the inner integral let us change the variables lγ
−1(τ)
√
ti−1
r
=: γ−1(ν)
√
ξ. We can do this
similarly as above, because we chose T properly. Similarly computing as previously, we
get from (81) that
D˜m,i ≤ rCph(r−m)p 2a
h
∫ h
a
0
∫ ti+2
ti−1
∣∣∣−→∆mγ,ϕ,νf(ξ)∣∣∣pwpα(ξ) dξdν,
by the Fubini theorem. As h < t, the sum of the first r − 1 terms of (75) expression:
Cp
r−1∑
m=1
D˜m,i ≤ Cp
r−1∑
m=1
a
h
∫ h
a
a
∫ ti+2
ti−1
|tr−m−→∆mγ,ϕ,νf(x)|pwpα(x) dxdν
≤ Cp
r−1∑
m=1
a
h
∫ h
a
0
∫ ti+2
ti−1
(
r−1∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν
= (r − 1)Cp a
h
∫ h
a
0
∫ ti+2
ti−1
(
r−1∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν.
These integrals are well defined, because now 1 ≤ i ≤ M + 1, so i+ 2 ≤ M + 3 ≤ j + 1.
Looking to (76) we get that if i = 1, . . . ,M + 1, then
hrp‖(Fγ,h,i)(r)γ ϕrwα‖pLp([ti,ti+1]) ≤ hrp‖(Fγ,h,i)(r)γ ϕrwα‖
p
Lp([ti−1,ti+1])
≤ 2Cp a
h
∫ h
a
0
∫ ti+2
ti−1
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν, (82)
this is valid for r = 1 too.
Finally if i =M + 2, . . . , j − 1, then by the statement of 2 simply
hrp‖(Fγ,h,i)(r)γ ϕrwα‖pLp([ti,ti+1]) ≤ hrp‖(Fγ,h,i)(r)γ ϕrwα‖
p
Lp([ti−1,ti+1])
≤ C
p
Crp1
Ji
≤ Cp a
h
∫ h
a
0
∫ ti+1
ti−1
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν. (83)
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Based on this using (54) and (74) we get that if i = 1, . . . , j − 1, then
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([ti,ti+1]) ≤ 3Cp
a
h
∫ h
a
0
∫ ti+2
ti−1
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν.
If i = 0, then by (52), (75) and estimation (82)
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([t0,t1]) ≤ 2Cp
a
h
∫ h
a
0
∫ t3
t0
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν,
and if i = j, then by (53)
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp([tj ,tj+1]) ≤ Cp
a
h
∫ h
a
0
∫ tj+1
tj−1
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν,
because the estimation (83) is true in the case i = j too. So let us return to (51), then
we get that
hrp‖(Gγ,h)(r)γ ϕrwα‖pLp(Irh,γ) ≤ 4Cp
a
h
∫ h
a
0
∫ tj+1
t0
(
r∑
n=1
|tr−n−→∆nγ,ϕ,νf(x)|
)p
wpα(x) dxdν
≤ Cp a
h
∫ h
a
0
∥∥∥∥∥wα
r∑
n=1
|tr−n−→∆nγ,ϕ,νf |
∥∥∥∥∥
p
Lp(I′rh,γ)
dν ≤ Cp sup
0<h≤t
∥∥∥∥∥wα
r∑
n=1
|tr−n−→∆nγ,ϕ,hf |
∥∥∥∥∥
p
Lp(I′rh,γ)
.
From this we get that for all 0 < h ≤ t the inequality (50) holds, which we wanted to
prove. Since the constant in the estimations is independent of p, (50) is also true if p =∞.
Finally by definiton (11), by (36) and (50) for all 1 ≤ p ≤ ∞
K˜γ,r,ϕ(f, t
r, Lpwα,W
r,p
γ ) ≤ CΩrγ,ϕ(f, t)wα,p + C
r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p,
from which the inequality (14) follows.
Step 4. In the further section of the proof we get a lower bound for K˜γ,r,ϕ(f, tr, Lpwα,W
r,p
γ ),
which proves inequality (15). We investigate also the Irh,γ interval, where now 14 < A1,
0 < A2 <
a21
4
. Let
0 < h ≤ t < T < min
{
γ
(
4
√
A2
A1
1√
2r
)
, γ(a1)
}
. (84)
At first let 1 < p <∞, and let g ∈ Wγr,p(I ′rh,γ) a function such that
sup
0<h≤t
{
‖(f − g)wα‖Lp(I′
rh,γ
) + h
r‖g(r)γ ϕrwα‖Lp(I′rh,γ)
}
≤ 2K˜γ,r,ϕ(f, tr, Lpwα ,W r,pγ ).
Then g ∈ Wγr,p(Irh,γ) is also true, because Irh,γ ⊂ I ′rh,γ. By the linearity of operator−→
∆ rγ,ϕ,h and the triangle inequality
‖wα−→∆rγ,ϕ,hf‖Lp(Irh,γ) ≤ ‖wα
−→
∆ rγ,ϕ,h(f − g)‖Lp(Irh,γ)︸ ︷︷ ︸
N1
+ ‖wα−→∆ rγ,ϕ,hg‖Lp(Irh,γ)︸ ︷︷ ︸
N2
. (85)
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Let us estimate N1: by using the Jensen inequality and lemma 2:
N
p
1 ≤ Cp
r∑
k=0
∫ A2
(γ−1(h))2
4A1r2(γ−1(h))2
∣∣(f − g)wα(x+ kγ−1(h)√x)∣∣p dx.
Let us change the variables x+ kγ−1(h)
√
x =: y, then
N
p
1 < C
p
r∑
k=0
∫ A2 1+2√A12√A1
(γ−1(h))2
4A1r2(γ−1(h))2
wpα(y)|(f − g)(y)|p dy = Cpr‖(f − g)wα‖pLp(I′
rh,γ
), (86)
where in the last step we used that we integrated on a greater domain, because of the
appropriate choosing of h k = 0, . . . , r
A2
(γ−1(h))2
+ k
√
A2 ≤
A2
(
1+r 1√
A2
(γ−1(h))2
)
(γ−1(h))2
≤
A2
(
1+ 1
2
√
A1
)
(γ−1(h))2
.
hold for all k = 0, . . . , r. For the estimation of N2 let us use the following identity, which
can be proved with induction:
−→
∆rγ,ϕ,hg(x) =
∫ γ−1(h)ϕ(x)
0
· · ·
∫ γ−1(h)ϕ(x)
0
g(r)γ (x+ u1 + . . .+ ur)
r∏
i=1
γ′(ui) du1 . . .dur. (87)
This latter integral is well defined, because now x ∈ Irh,γ, and for all of the integrating
variables
0 < ui < γ
−1(h)
√
x ≤ γ−1(h) A2
γ−1(h)
=
√
A2 <
a1
2
,
and γ′(ui) is finite on
[
0, a1
2
]
. So we get from (87) that
|−→∆ rγ,ϕ,hg(x)| ≤ C
∫ γ−1(h)ϕ(x)
0
· · ·
∫ γ−1(h)ϕ(x)
0
|g(r)γ (x+ u1 + . . .+ ur)| du1 . . .dur.
Let u = u1 + . . .+ ur, then since
{(u1, . . . , ur) ∈ Rr | 0 < ui < γ−1(h)ϕ(x), i = 1, . . . , r}
⊂ {(u1, . . . , ur) ∈ Rr | 0 < u1 + . . .+ ur < rγ−1(h)ϕ(x), 0 < ui, i = 1, . . . , r} =: H,
we get
|−→∆rγ,ϕ,hg(x)| ≤ C
∫
H
|g(r)γ (x+ u1 + . . .+ ur)| du1 . . .dur
≤ Cλ(H)
∫ rγ−1(h)ϕ(x)
0
|g(r)γ (x+ u)|du =
C(rγ−1(h)ϕ(x))r
r!
∫ rγ−1(h)ϕ(x)
0
|g(r)γ (x+ u)|du,
(88)
because H is an r-dimensional simplex, and its volume is λ(H) = (rγ
−1(h)ϕ(x))r
r!
. Since
(γ−1(h))r(ϕ(x))r ≤ (γ−1(h))r−1(ϕ(x))r−1γ−1(h)
√
A2
γ−1(h)
=
√
A2(γ
−1(h))r−1(ϕ(x))r−1, (89)
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by (88) there exists a constant C such that
|−→∆rγ,ϕ,hg(x)| ≤ C(γ−1(h))r−1(ϕ(x))r−1
∫ rγ−1(h)ϕ(x)
0
|g(r)γ (x+ u)|du. (90)
Moreover 0 < u < rγ−1(h)
√
x, thus x < x + u < x + rγ−1(h)
√
x, from which we get
x ∼ x + u. Furthermore x ∈ Irh,γ, so by lemma 2 wα(x) ∼ wα(x + u). Similarly, since
x ∼ x + u, ϕ(x) ∼ ϕ(x + u) is also true. With these remarks, changing the variables
u+ x =: y, we get from the definition of N2 and (90):
N2 ≤ C(γ−1(h))r
(∫ A2
(γ−1(h))2
4A1r2(γ−1(h))2
(
1
rγ−1(h)ϕ(x)
∫ x+rγ−1(h)ϕ(x)
x
|wα(y)g(r)γ (y)|ϕr(y)dy
)p
dx
) 1
p
.
In the resulting expression let us use the Hardy–Littlewood maximal inequality for the
wαg
(r)
γ ϕrχIrh,γ function, and we get that
N2 ≤ C(p)hr‖wαg(r)γ ϕr‖Lp(I′rh,γ), (91)
because h < γ(a1), so we can use the estimation (7), and Irh,γ ⊂ I ′rh,γ. So by (85), (86)
and (91) we get that for all 0 < h ≤ t
‖wα−→∆ rγ,ϕ,hf‖Lp(Irh,γ) ≤ C
(
‖(f − g)wα‖Lp(I′
rh,γ
) + h
r‖ϕrg(r)γ wα‖Lp(I′rh,γ)
)
≤ C sup
0<h≤t
{
‖(f − g)wα‖Lp(I′rh,γ) + hr‖ϕrg(r)γ wα‖Lp(I′rh,γ)
}
≤ CK˜γ,r,ϕ(f, tr, Lpwα,W r,pγ ).
Since this estimation is valid for all 0 < h ≤ t we get the inequality (15), if 1 < p < ∞,
which we wanted to prove. If p = 1, then we can do similarly as above, but this case is
simpler: we dont need (89) transformation and we can prove the statement without the
Hardy–Littlewood maximal intequality.
If p =∞, then with the corresponding modifications of the norm we get the statement
(15), because the Hardy–Littlewood maximal inequality is true for p =∞ too.
Proof of theorem 2. We prove also in several steps.
Step 1. We get an upper bound for Kγ,r,ϕ(f, tr). Let A1, A2 constants denote the same as
in the first section of the proof of theorem 1 (when we proved (14)), and let 0 < t ≤ T
be small enough so that it satisfies assumption (24), and the following:
T < min
{
γ(a1), γ
(√
a1
4r2
√
A1(1+2
√
A1)
)}
.
Let as previously
Irt,γ =
[
4A1r
2(γ−1(t))2,
A2
(γ−1(t))2
]
,
end let us consider the system of points t0, . . . , tj , tj+1 such that
t0 := 4A1r
2(γ−1(t))2 < t1 < t2 < . . . tj <
A2
(γ−1(t))2
≤ tj+1 =: A2A
(γ−1(t))2
,
26
and
1
2r
≤ ti+1 − ti
γ−1(t)
√
ti
≤ r, i = 0, . . . , j. (92)
I ′′rt,γ := [t0, tj+1] is an Irt,γ-type interval (we can say the same thing as above with the
partition with h). We will show that there exists a constant C such that
Kγ,r,ϕ(f, t
r, Lpwα,W
r,p
γ )
≤ CKγ,r,ϕ(f, tr, Lpwα(0, 4A′1r2(γ−1(t))2),W r,pγ (0, 4A′1r2(γ−1(t))2))
+ CKγ,r,ϕ(f, t
r, Lpwα(I
′′
rt,γ),W
r,p
γ (I
′′
rt,γ))
+ CKγ,r,ϕ
(
f, tr, Lpwα
(
A′2
(γ−1(t))2
,∞
)
,W r,pγ
(
A′2
(γ−1(t))2
,∞
))
, (93)
where A1 = 12
√
A1(1+2
√
A1) and A′2 =
2
√
A1A2
1+2
√
A1
. For this let Gγ,t be the function given by
(30) (we repeat the former constuction with h = t now). Furthermore let g1 ∈ W r,pγ (0, t1),
g2 ∈ W r,pγ (t0, tj+1), g3 ∈ W r,pγ (tj ,∞) be arbitrary functions, and let
g(x) :=
(
1− ψ
(
γ(x)−γ(t0)
γ(t1)−γ(t0)
))
g1(x)
+ ψ
(
γ(x)−γ(t0)
γ(t1)−γ(t0)
)(
1− ψ
(
γ(x)−γ(tj )
γ(tj+1)−γ(tj )
))
g2(x) + ψ
(
γ(x)−γ(tj )
γ(tj+1)−γ(tj )
)
g3(x), (94)
where ψ is the function given by (27). For this g function:
‖(f − g)wα‖Lp ≤ ‖(f − g)wα‖Lp(0,tj ) + ‖(f − g)wα‖Lp(t1,∞)
≤ 2 (‖(f − g1)wα‖Lp(0,t1) + ‖(f − g2)wα‖Lp(t0,tj+1) + ‖(f − g3)wα‖Lp(tj ,∞)) . (95)
Similarly,
tr‖g(r)γ ϕrwα‖Lp ≤ tr‖(g1)(r)γ ϕrwα‖Lp(0,t1) + tr‖(g2)(r)γ ϕrwα‖Lp(t0,tj+1)
+ tr‖(g3)(r)γ ϕrwα‖Lp(tj ,∞) + tr‖g(r)γ ϕrwα‖Lp(t0,t1) + tr‖g(r)γ ϕrwα‖Lp(tj ,tj+1). (96)
The last two terms can be estimated with the norms of the γ-relative derivatives of g1, g2
and g3 too, we do this for example with the first term, the estimation of the second is
analogous. If x ∈ [t0, t1], then from (94) we get
g(x) = g1(x) + ψ
(
γ(x)− γ(t0)
γ(t1)− γ(t0)
)
(g2(x)− g1(x)),
so by statement 1 and statement 4:
g(r)γ (x) = (g1)
(r)
γ (x) +
r∑
k=0
(
r
k
)
(g2)
(k)
γ (x)− (g1)(k)γ (x)
(γ(t1)− γ(t0))r−k ψ
(r−k)
(
γ(x)− γ(t0)
γ(t1)− γ(t0)
)
,
from which by (56) we get
tr‖g(r)γ ϕrwα‖Lp(t0,t1) ≤ tr‖(g1)(r)γ ϕrwα‖Lp(t0,t1)
+ C
r∑
k=0
(
r
k
)
tr
(γ(t1)− γ(t0))r−k ‖(g2 − g1)
(k)
γ ϕ
rwα‖Lp(t0,t1). (97)
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On [t0, t1] wα(x)ϕr(x) ∼ wα(t0)ϕr(t0) holds, so
‖(g2 − g1)(k)γ ϕrwα‖Lp(t0,t1) ≤ Cwα(t0)ϕr(t0)‖(g2 − g1)(k)γ ‖Lp(t0,t1). (98)
At first let 1 ≤ p <∞: with the substitution γ(x) =: y with the help of the statement 3:
‖(g2 − g1)(k)γ ‖pLp(t0,t1) =
∫ γ(t1)
γ(t0)
|((g2 − g1) ◦ γ−1)(k)(y)|p(γ−1)′(y) dy. (99)
We could do this transformation because of the proper choosing of t the derivative
(γ−1(y))′ is finite. So by (99) there is a constant C such that
‖(g2 − g1)(k)γ ‖Lp(t0,t1) ≤ C‖((g2 − g1) ◦ γ−1)(k)‖Lp(γ(t0),γ(t1)). (100)
For the given expression let us use the lemma 3, using (98) and (100) estimations we get,
that in the expression (97)
r∑
k=0
(
r
k
)
tr
(γ(t1)− γ(t0))r−k ‖(g2 − g1)
(k)
γ ϕ
rwα‖Lp(t0,t1)
≤ C t
rwα(t0)ϕ
r(t0)
(γ(t1)− γ(t0))r ‖(g2 − g1) ◦ γ
−1‖Lp(γ(t0),γ(t1))
+ Ctrwα(t0)ϕ
r(t0)‖((g2 − g1) ◦ γ−1)(r)‖Lp(γ(t0),γ(t1)). (101)
In the integral of the first term let us change the variables: x = γ−1(y), then
‖(g2 − g1) ◦ γ−1‖pLp(γ(t0),γ(t1)) =
∫ t1
t0
|(g2 − g1)(x)|pγ′(x) dx. (102)
We could do this substitution, because we chose t suitable, furthermore due to the fine
choosing we get t0 < x < t1 < a12 , and γ
′ is finite on
[
0, a1
2
]
. So there is a constant C such
that by (102):
‖(g2 − g1) ◦ γ−1‖Lp(γ(t0),γ(t1)) ≤ C‖g2 − g1‖Lp(t0,t1). (103)
Similarly, in the integral of the second term in (101) after the application of the statement
3 let us change the variables x := γ−1(y):
‖((g2 − g1) ◦ γ−1)(r)‖pLp(γ(t0),γ(t1)) =
∫ t1
t0
|(g2 − g1)(r)γ (x)|p dγ(x),
so
‖((g2 − g1) ◦ γ−1)(r)‖Lp(γ(t0),γ(t1)) ≤ C‖(g2 − g1)(r)γ ‖Lp(t0,t1). (104)
Furthermore since γ−1 has the Lipschitz property on [t0, t1] and t < γ(a1), we get by (7)
and inequality (92) that
trϕr(t0)
(γ(t1)− γ(t0))r ≤
(
t1 − t0
γ(t1)− γ(t0)
)r
︸ ︷︷ ︸
bounded
·
(
t
√
t0
t1 − t0
)r
≤ C
(
γ(a1)
a1
)r (
γ−1(t)
√
t0
t1 − t0
)r
≤ C
(
γ(a1)2r
a1
)r
. (105)
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Since if x ∈ [t0, t1], wα(t0) ∼ wα(x) and wα(x)ϕr(x) ∼ wα(t0)ϕr(t0), thus we get for the
estimation of (101) by (103), (104) and (105), that
r∑
k=0
(
r
k
)
tr
(γ(t1)− γ(t0))r−k ‖(g2 − g1)
(k)
γ ϕ
rwα‖Lp(t0,t1)
≤ C‖(g2 − g1)wα‖Lp(t0,t1) + Ctr‖(g2 − g1)(r)γ ϕrwα‖Lp(t0,t1).
Returning to (97) we get that
tr‖g(r)γ ϕrwα‖Lp(t0,t1)
≤ tr‖(g1)(r)γ ϕrwα‖Lp(0,t1) + C
(‖(f − g1)wα‖Lp(t0,t1) + ‖(f − g2)‖Lp(t0,t1))
+ C
(
tr‖(g2)(r)γ ϕrwα‖Lp(t0,t1) + tr‖(g1)(r)γ ϕrwα‖Lp(t0,t1)
)
≤ C (‖(f − g1)wα‖Lp(0,t1) + tr‖(g1)(r)γ ϕrwα‖Lp(0,t1))
+ C
(‖(f − g2)‖Lp(t0,tj+1) + tr‖(g2)(r)γ ϕrwα‖Lp(t0,tj+1)) .
Similarly we get that
tr‖g(r)γ ϕrwα‖Lp(tj ,tj+1) ≤ C
(‖(f − g2)wα‖Lp(t0,tj+1) + tr‖(g2)(r)γ ϕrwα‖Lp(t0,tj+1))
+ C
(‖(f − g3)‖Lp(tj ,∞) + tr‖(g3)(r)γ ϕrwα‖Lp(tj ,∞)) .
Let us substitute these estimates to (96), then the given inequlatities let us add to (95):
‖(f − g)wα‖Lp + tr‖g(r)γ ϕrwα‖Lp
≤ C (‖(f − g1)wα‖Lp(0,t1) + tr‖(g1)(r)γ ϕrwα‖Lp(0,t1))
+ C
(‖(f − g2)‖Lp(t0,tj+1) + tr‖(g2)(r)γ ϕrwα‖Lp(t0,tj+1))
+ C
(‖(f − g3)‖Lp(tj ,∞) + tr‖(g3)(r)γ ϕrwα‖Lp(tj ,∞)) .
As g1, g2, g3 are arbitrary functions inW r,pγ on the corresponding interval, by the definition
of the K-functional we get from this that
Kγ,r,ϕ(f, t
r, Lpwα,W
r,p
γ ) ≤ CKγ,r,ϕ(f, tr, Lpwα(0, t1),W r,pγ (0, t1))
+ CKγ,r,ϕ(f, t
r, Lpwα(I
′′
rt,γ),W
r,p
γ (I
′′
rt,γ))
+ CKγ,r,ϕ
(
f, tr, Lpwα (tj ,∞) ,W r,pγ (tj ,∞)
)
. (106)
However, due to the fine choosing of t it is easy to check that t1 ≤ 4A′1r2(γ−1(t))2 and
tj ≥ A
′
2
(γ−1(t))2
, so we get by these remarks from (106) exactly the inequality (93). We can
estimate the middle term of this with the first part of the proved theorem 1, because
K ≤ K˜:
Kγ,r,ϕ(f, t
r, Lpwα(I
′′
rt,γ),W
r,p
γ (I
′′
rt,γ)) ≤ C
r∑
n=1
tr−nΩnγ,ϕ(f, t)wα,p, (107)
where these latter expressions we define with the help of interval I ′rh,γ.
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On the other hand, if p ∈ Pr−1, where Pr−1 is the space of the polynomials of degree
at most r, then p ◦ γ ∈ W r,pγ , because (1) holds, no matter on which interval we look at
the norm. So
Kγ,r,ϕ(f, t
r, Lpwα(0, 4A
′
1r
2(γ−1(t))2),W r,pγ (0, 4A
′
1r
2(γ−1(t))2))
≤ inf
p∈Pr−1
‖(f − p ◦ γ)wα‖Lp(0,4A′1r2(γ−1(t))2), (108)
and we get the same way that
Kγ,r,ϕ
(
f, tr, Lpwα
(
A′2
(γ−1(t))2
,∞
)
,W r,pγ
(
A′2
(γ−1(t))2
,∞
))
≤ inf
q∈Pr−1
‖(f − q ◦ γ)wα‖
Lp
(
A′
2
(γ−1(t))2
,∞
). (109)
By the inequalities (93), (107), (108) and (109) we get the inequality (16), which we
wanted to prove. Since in the resulting estimation C is independent of p, the statement
is true for p =∞ too.
Step 2. We get a lower bound for Kγ,r,ϕ(f, tr, Lpwα,W
r,p
γ ). Let A1, A2 be constants as in
the second section in the proof of theorem 1 (when we proved (15)), and let 0 < t ≤ T
be such that T satisfy the assumption (84) and the following:
T < min
{
γ
(√
a1
8A1r2
)
, γ
(√
A2
aN+1
)
, γ
(√
A2
2α
)}
.
We must keep the last condition only if α > 0. By definition (13) of ωrγ,ϕ(f, t)wα,p it is
sufficient to prove that all terms that determine the complete modulus of smoothness can
be estimated with a constant-fold of the γ-K-functional. By the second part of theorem
1:
Ωrγ,ϕ(f, t)wα,p ≤ C · K˜γ,r,ϕ(f, tr, Lpwα ,W r,pγ ) ≤ CKγ,r,ϕ(f, tr, Lpwα ,W r,pγ ), (110)
so it is sufficient to show that
inf
p∈Pr−1
‖wα(f − p ◦ γ)‖Lp(0,4A1r2(γ−1(t))2) ≤ CKγ,r,ϕ(f, tr, Lpwα,W r,pγ ) (111)
and
inf
q∈Pr−1
‖wα(f − q ◦ γ)‖Lp( A2
(γ−1(t))2
,∞
) ≤ CKγ,r,ϕ(f, tr, Lpwα,W r,pγ ). (112)
Let 1 < p <∞, g ∈ W r,pγ be an arbitrary function. Then by statement 3 the Taylor poly-
nomial of degree r−1 related to the function g◦γ−1 with starting point γ(4A1r2(γ−1(t))2)
is well defined, let it be T˜r−1. Then
inf
p∈Pr−1
‖wα(f − p ◦ γ)‖Lp(0,4A1r2(γ−1(t))2) ≤ ‖wα(f − T˜r−1 ◦ γ)‖Lp(0,4A1r2(γ−1(t))2)
≤ ‖(f − g)wα‖Lp(0,4A1r2(γ−1(t))2) + ‖(g − T˜r−1 ◦ γ)wα‖Lp(0,4A1r2(γ−1(t))2). (113)
We can get with the help of the statement 3 that T˜r−1 ◦ γ(x) = T˜γ,r−1(x), where T˜γ,r−1
is the generalized Taylor polynomial of degree r − 1 related to g with starting point
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4A1r
2(γ−1(t))2, so by the statement 7 we get
‖(g − T˜r−1 ◦ γ)wα‖Lp(0,4A1r2(γ−1(t))2)
≤ C
(∫ 4A1r2(γ−1(t))2
0
∣∣∣∣∣
∫ 4A1r2(γ−1(t))2
0
g(r)γ (u)(γ(u)− γ(x))r−1+ dγ(u)
∣∣∣∣∣
p
wpα(x) dx
) 1
p
. (114)
By using the Minkowski integral inequality and the Hölder inequality:
‖(g − T˜r−1 ◦ γ)wα‖Lp(0,4A1r2(γ−1(t))2)
≤ C
(∫ 4A1r2(γ−1(t))2
0
∣∣g(r)γ (u)wα(u)ϕr(u)∣∣p γ′(u) du
) 1
p
︸ ︷︷ ︸
I1
×
(∫ 4A1r2(γ−1(t))2
0
1
w
q
α(u)ϕqr(u)
(∫ u
0
(γ(u)− γ(x))p(r−1)wpα(x) dx
) q
p
γ′(u) du
) 1
q
︸ ︷︷ ︸
I2
, (115)
where 1
p
+ 1
q
= 1. The dγ(u) = γ′(u) du transformation is correct, because we chose t such
that u ≤ 4A1r2(γ−1(t))2 < a12 , so γ′(u) ≤ C. Because of this the first factor of the given
product can be estimated as the following:
I1 ≤ ‖g(r)γ wαϕr‖Lp(0,4A1r2(γ−1(t))2). (116)
In the second factor, since α ≥ 0, thus wα(x) ≤ Cwα(u), because by the properly choosing
of t we have eu ≤ e4A1r2(γ−1(t))2 ≤ ea12 . So
1
w
q
α(u)ϕqr(u)
(∫ u
0
(γ(u)− γ(x))p(r−1)wpα(x) dx
) q
p
≤ C
q
ϕqr(u)
(∫ γ(u)
0
(γ(u)− y)p(r−1) dγ−1(y)
) q
p
≤ C
q
ϕqr(u)
(∫ γ(u)
0
(γ(u)− y)p(r−1) dy
) q
p
≤ C
q
ϕqr(u)
(γ(u))(p(r−1)+1)
q
p ,
where we used again that 0 < y < γ(u) ≤ γ (a1
2
)
, and (γ−1)′ is bounded on
[
0, γ
(
a1
2
)]
.
Since u < a1
2
< a1, by (6) there is a constant C such that
Cq
ϕqr(u)
(γ(u))(p(r−1)+1)
q
p ≤ Cqu qr2 −1.
So since γ′(u) ≤ C, we get for the second factor that
I2 ≤ C(γ−1(t)) r2 ≤ Ctr, (117)
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because t < γ(a1) and (7) is valid. We got by (114), (115), (116) and (117) that
‖(g − T˜r−1 ◦ γ)wα‖Lp(0,4A1r2(γ−1(t))2) ≤ Ctr‖wαϕrg(r)γ ‖Lp(0,4A1r2(γ−1(t))2),
so by (113)
inf
p∈Pr−1
‖wα(f − p ◦ γ)‖Lp(0,4A1r2(γ−1(t))2) ≤ C
(‖(f − g)wα‖Lp + tr‖wαϕrg(r)γ ‖Lp) .
Since this is true for all g ∈ W r,pγ functions, we proved (111).
We do similarly at the proof of (112): let 1 < p < ∞, g ∈ W r,pγ be an arbitrary
function, and Tr−1 is the Taylor polynomial of degree r−1 related to the function g ◦γ−1
with starting point γ
(
A2
(γ−1(t))2
)
. Then
inf
q∈Pr−1
‖wα(f − q ◦ γ)‖Lp( A2
(γ−1(t))2
,∞
) ≤ ‖wα(f − Tr−1 ◦ γ)‖Lp( A2
(γ−1(t))2
,∞
)
≤ ‖(f − g)wα‖Lp( A2
(γ−1(t))2
,∞
) + ‖(g − Tr−1 ◦ γ)wα‖Lp( A2
(γ−1(t))2
,∞
). (118)
By the statement 3 we get Tr−1 ◦ γ = Tγ,r−1, where this latter function is the generalized
Taylor polynomial of degree r− 1 related to g with starting point A2
(γ−1(t))2
. We get by the
statement 7 that
g(x)− Tr−1 ◦ γ(x) = Cr1
∫ x
A2
(γ−1(t))2
g(r)γ (u)
(x− u)r−1
(r − 1)! du, (119)
and due to the proper choice of t we have A2
(γ−1(t))2
> aN + 1, and if aN + 1 < u, then
γ(u) = C1u+ C2, so γ(x)− γ(u) = C1(x− u) and dγ(u) = C1 du.
If α > 0, then by the good choice for t we have 2α < A2
(γ−1(t))2
< u < x, thus the
function x 7→ e−x2xα is strictly decreasing, and if α = 0, then the strictly increasing
property is automatically fulfilled. So wα(x) ≤ e−x2 eu2wα(u), and by (119) and the Hölder
inequality we have
|(g(x)− Tr−1 ◦ γ(x))wα(x)| ≤ Ce−x2
∫ x
A2
(γ−1(t))2
(
e
u
2 (x− u)r−1) 1p+ 1q |g(r)γ (u)wα(u)| du
≤ Ce−x2
(∫ x
A2
(γ−1(t))2
e
u
2 (x− u)r−1 du
) 1
q
(∫ x
A2
(γ−1(t))2
e
u
2 (x− u)r−1|g(r)γ (u)wα(u)|p du
) 1
p
.
(120)
Since ∫ x
A2
(γ−1(t))2
e
u
2 (x− u)r−1 du = ex2 2r(r − 1)!,
we can estimate (120):
|(g(x)−Tr−1◦γ(x))wα(x)| ≤ Ce−
x
2p
(∫ x
A2
(γ−1(t))2
e
u
2 (x− u)r−1|g(r)γ (u)wα(u)|p du
) 1
p
. (121)
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On the integration domain A2
(γ−1(t))2
< u holds, by using that t < γ(a1) and (7) there is a
constant C such that
1 ≤ γ−1(t)
√
u√
A2
≤ Ct√u. (122)
By (121) and (122), with the Fubini theorem we get
‖(g − Tr−1 ◦ γ)wα‖Lp( A2
(γ−1(t))2
,∞
)
≤ Ctr
(∫ ∞
A2
(γ−1(t))2
|g(r)γ (u)ϕr(u)wα(u)|p
∫ ∞
u
e−
x−u
2 (x− u)r−1 dxdu
) 1
p
≤ Ctr‖g(r)γ ϕrwα‖Lp( A2
(γ−1(t))2
,∞
),
because the inner integral is finite.
Finally by (118):
inf
q∈Pr−1
‖wα(f − q ◦ γ)‖Lp( A2
(γ−1(t))2
,∞
) ≤ C (‖(f − g)wα‖Lp + tr‖g(r)γ ϕrwα‖Lp) .
Since this estimation holds for all g ∈ W r,pγ functions, we proved (112) too, and by (110),
(111) and (112), with the definition of the complete γ-modulus of smoothness we get
exactly (17). Since the constats in the estimations were independent of p, the statement
is true for p = ∞ too. For p = 1 we can repeat the steps above word by word, the
estimates hold also without the application of the Hölder inequality, so we get again (17)
for p = 1.
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