Abstract. We give an efficient construction of a reasonably small dominating set in a circulant graph on n notes and k distinct chord lengths. This result is based on bounds on some double exponential sums.
Introduction
We recall that a subset D ⊆ V of a graph G = (V, E) (directed or undirected) with the vertex set V and the edge set E is called dominating if for any v ∈ V there is an edge (u, v) ∈ E with u ∈ D .
The smallest size of a dominating set of G is called the domination number of G and denoted by γ(G).
Here we investigate dominating sets of circulant graphs. We remark that although this direction has been studied by several authors, see [2, 3, 6, 9, 10, 11] and references therein, no general bound on the domination number of a circulant graph is known.
For an integer n ≥ 2 we use Z n to denote the residue ring modulo n that we assume to be represented by the set {0, 1, . . . , n − 1}. Let Z n be the set of non-zero elements of Z n . Thus, for a prime n = p we have Z p = Z * p , the set of invertible elements in Z p . A circulant graph is a directed n-vertex graph with an automorphism that is an n-cycle. Circulant graphs may be constructed as follows. Given a set S ⊆ Z n we define the graph C n (S) to be the directed graph with the vertex set Z n where for i, j ∈ Z n there is an edge from i to j if and only if i − j ∈ S . It is not difficult to see that C n (S) is an n-vertex circulant graph of regularity #S . set S of cardinality k can be represented as
for some set T = {t 1 , . . . , t m } ⊆ Z n , with m = ⌈k/2⌉ (for an odd k we must have n/2 ∈ S and thus n has to be even).
Before we formulate our results, we recall that the notations U = O(V ), U ≪ V and V ≫ U are all equivalent to the assertion that the inequality |U| ≤ c|V | holds for some constant c > 0. Throughout the paper, the implied constants in the symbols 'O ', '≪' and '≫' are absolute.
As we obviously have (#D + 1) #S ≥ n for any dominating set D , for any set S ⊆ Z n of c ardinality k , we obtain
A random choice of D leads to the bound Here we show how to find a reasonably small dominating set in time k 1/2 n 1+o(1) .
Theorem 1. For any set S ⊆ Z n of cardinality k , in time k 1/2 n 1+o(1) , one can find a dominating set D for the graph C n (S) of size #D ≪ n(log n)
One can naturally extend the definition of dominanting sets to rdominanting sets of a a graph G = (V, E) and say that D r ⊆ V is o r -dominanting an r -dominating set if i for any v ∈ V there is path of length at most r originating some u ∈ D . Theorem 2. There is an absolute constant C > 0 such that for any integer k with
, one can find a set D 2 for the graph C n (S) of size
which is a 2-dominating set for any graph C n (S) with #S ≥ k .
We remark that an interesting feature of Theorem 2 is that the set D 2 is universal and does not depend on the set S .
Preliminaries
We fix a positive integer parameter L < n/2 and let L be the set of primes ℓ ∈ [L + 1, 2L] with gcd(ℓ, n) = 1. We define the set W ⊆ Z n as
Proof. It is enough to show that
Assuming that this fails, we obtain
, ℓ 2 } and ℓ 1 , ℓ 2 are primes, this implies (k 1 , ℓ 1 ) = (k 2 , ℓ 2 ) and concludes the proof.
⊓ ⊔ Let e n (z) = exp(2πiz/n).
We need the following bound of exponential sums, which is a modification of [8, Lemma 3] .
Proof. By Lemma 3, it is enough to show that
where the inversion in the argument of e n is modulo n. Following the proof of [8, Lemma 3], we define
Furthermore, for a rational number α = u/v with gcd(v, n) = 1, we denote by ρ n (α) the unique integer w with w ≡ u/v (mod n) and −n/2 < w ≤ n/2 (we can assume that n ≥ 3). Using the bound
which holds for any rational α with the denominator which is relatively prime to n (see [5, Bound (8.6 )]), we obtain a version of [8, Equation (1)]:
T j e −j ,
We note that if |ρ n (a/ℓ)| < Z then ℓz ≡ a (mod n) for some integer z with 0 < |z| < Z . We can assume that 1 ≤ a ≤ n − 1. Thus ℓz = a+nm for some integer m with |m| < 2LZ/n. Hence there are at most O (LZ/n + 1) possible values of m and for each fixed m ≪ LZ/n there are at most O(log n/ log log n) primes ℓ dividing a + nm = 0. Therefore, we obtain the estimates R ≪ e I L/n + 1 log n/ log log n, T j ≪ e j L/n + 1 log n/ log log n, j = I + 1, . . . , J.
In particular, recalling the definition of I , we see that R ≪ log n/ log log n, T j ≪ e j L log n n log log n , j = I + 1, . . . , J.
Substituting these bounds in (4), we obtain
e j L log n n log log n e −j ≪ JL log n log log n ≪ L (log n) 2 log log n , which concludes the proof.
⊓ ⊔
It is interesting to note that neither the result nor the proof of Lemma 4 depend on gcd(a, n) and only require a ≡ 0 (mod n).
Lemma 5. Let W be given by (3) and let S ⊆ Z n be an arbitrary set. Then the set U of u ∈ Z n that cannot be represented as u = s + w for (s, w) ∈ S × W is of cardinality
Proof. Using the orthogonality of exponential functions, the number N of solutions to the equation
(considered in the ring Z n ) can be written as
After changing the order of summation and separating the contribution #S#U#W/n corresponding to a = 0, we obtain e n (a(s − t)) = a,b∈S a∈Zn e n (a(s − t)) = n#S.
Similarly (8) a∈ Zn u∈U e n (au) 2 ≤ n#U.
Substituting (7) and (8) in (6) and recalling (5) we derive
#S(#W) 2 (log log n) 2 . It remains to recall that by Lemma 3 we have #W = L#L. ⊓ ⊔
Proof of Theorem 1
To prove the upper bound, we define λ by the equation
We now set L = ⌈λ⌉ (and easily verify that L < 0.5n 1/2 for a sufficiently large n) and then define
where U is as in Lemma 5 and W is defined by (3) . Clearly D is a dominating set of C n (S).
We also note that since we always have k < n the equation (9) implies that L ≥ λ > n 1/4 . Since the number of distinct prime divisors of n is O(log n/ log log n), by the prime number theorem, we obtain
provided n is large enough. By Lemmas 3 and 5
Using (10) and recalling the choice of λ given by (9), we have
On the other hand, we derive from (9) that
Therefore, using λ ≤ n, we now derive
which gives the desired upper bound on D .
To see the time complexity bound, we first note that the set W can be constructed in time L 2 n o(1) = n 1+o(1) , see [4] for the background on the complexity of computation. Then, for each w ∈ cW , we mark elements of Z n of the form w + S in time kn o (1) . After this we collect all unmarked elements in the set U , which concludes the proof.
Proof of Theorem 2
We now set (11) L = c n(log n) 3 k log log n for a sufficiently large c and then define #D 2 = W where W is given by (3).
We now fix some set S ⊆ Z n , for any u ∈ Z n for the number N(u) of solutions to the equation
(considered in the ring Z n ) we have N(u) > 0. Using the orthogonality of exponential functions, as in the proof of Lemma 5 we write N(u) = s,t∈S w∈W 1 n a∈Zn e n (a(s + t + w − u)).
Again, changing the order of summation and separating the contribution (#S) 2 #W/n corresponding to a = 0, we obtain
e n (a(s + t)) w∈W e n (aw).
Hence, using Lemma 3,
n log log n a∈ Zn s∈S e n (as)
2
. Now, recalling (7), we obtain
Thus, we see from (12) that there is a constant c 0 such that if
Assume that L defined by (11) satisfies the inequality
thus Lemma 3 applies. Then, since #S ≥ k , and also using (12), we see that it is enough to satisfy the condition #L > c 0 n(log n) 2 k log log n .
Since, by the prime number theorem #L ∼ L/ log L (we again recall that n has O(log n/ log log n) distinct prime divisors), choosing a sufficient large c in (11), we obtain the above inequality. We now also choose a sufficiently large C in the condition of Theorem 2 so that (14) holds as well.
It remains to note that all implied constants are effective and can easily be computed explicitly. Hence c and C can also be explicitly computed leading to the desired algorithm.
Comments
Clearly, the upper bound of Theorem 1 is nontrivial if k ≥ C (log n)
5
(log log n) 2 for some constant C > 0. It is certainly interesting to lower this threshold.
We also note that the set W which "almost dominates" C n (S) (that is, dominates all but o(n) nodes) does not depend on S . In fact, Lemma 5 implies that for any function ψ(z) → ∞ as z → ∞, one can construct such a universal set W of size #W ≤ ψ(n) n(log n) 3 k 1/2 log log n , which almost dominates all graphs C n (S) with #S ≥ k .
