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made by  analogy (logic form  reasoning) 
with previous  experiences, hence students 
early performance in tertiary institutions can 
be used to predict the similarities or other-
wise of the  same students during  their  spe-
cific period  of  training. In view of the fact 
that students play important part in the uni-
versity customs, student performance has 
long been a key issue for all kinds of educa-
tional organizations. 
 
ABSTRACT 
The observed poor quality of graduates of some Nigerian Universities in recent times has been traced 
to non-availability of adequate mechanism. This mechanism is expected to assist the policy maker 
project into the future performance of students, in order to discover at the early stage, students who 
have no tendency of doing well in school. This study focuses on the use of artificial neural network 
(ANN) model for predicting students’ academic performance in a University System, based on the 
previous datasets. The domain used in the study consists of sixty (60) students in the Department of 
Computer and Information Science, Tai Solarin University of Education in Ogun State, who have com-
pleted four academic sessions from the university. The codes were written and executed using MAT-
LAB format. The students’ CGPA from first year through their third year were used as the inputs to 
train the ANN models constructed using nntool and the Final Grades (CGPA) served as a target out-
put. The output predicted by the networks is expressed in-line with the current grading system of the 
case study. CGPA values simulated by the network are compared with the actual final CGPA to deter-
mine the efficacy of each of the three feed-forward neural networks used. Test data evaluations 
showed that the ANN model is able to predict correctly, the final grade of students with 91.7% accu-
racy.  
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INTRODUCTION 
The art of the using artificial neural network 
in predicting student performance is charac-
terized by the application of Artificial Intel-
ligence techniques. It seems natural to use 
analogies when making decision or predic-
tion, as by definition they contain informa-
tion about how people have behaved in 
similar situation in the past. According  to 
Kokinov (2003), we  may explain human  
behaviour by  assuring that  decisions are  
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So far, the adoption of information technol-
ogy makes student’s information manage-
ment easy and efficient (Zhang and Patuwo, 
1998). Advising students on their class per-
formance and motivating them in order to 
continue to improve their performance is 
an integral part of every instruction. The 
mechanisms that would achieve the above 
aim required a method competent to accu-
rately predicting student achievement as 
early as possible. According to Lykourent-
zou et al., (2009), learners’ performance pre-
diction can help to identify the weak learn-
ers at early stages and properly assist them 
to cope with their study. Based on this fact, 
Huang (2011) submitted that a valid model 
for predicting student academic perform-
ance is needed and will be helpful in design-
ing and implementing pedagogical and in-
structional interventions, in order to en-
hance teaching and learning. Predicting  fu-
ture  class  performance is a difficult  proc-
ess  and  every  attempt to  automate the  
task  must  overcome  a number  of  chal-
lenges. To address these constraints, Kara-
mouzis (2000) reported the development of 
a prototype electronic system called FIG 
(Final Grade). The study evaluated FIG’s 
predictive power. 
 
Several other researchers have applied Arti-
ficial Intelligence techniques to predict stu-
dent performance before or after being ad-
mitted into universities. For instance, Lyk-
ourentzou et al., (2009) predicted the final 
grades of students in e-learning courses 
with multiple feed-forward neural networks 
using self-designed multiple-choice test data 
of students of as input. In a similar manner, 
Oladokun, Adebanjo and Charles-Owaba 
(2008) applied multilayer perceptron neural 
network for predicting the possible per-
formance of candidates being considered 
for admission into Engineering Course of 
the University of Ibadan and concluded that 
ANN model is able to correctly estimate the 
performance of more than 70% of prospec-
tive students. However, Abass et al., (2011) 
applied another technique of Artificial Intel-
ligence (AI) i.e., case-base reasoning (CBR) 
to predict student academic performance 
based on the previous datasets using 20 stu-
dents in the Department of Computer Sci-
ence, TASUED as the study domain. The 
high correlation coefficient observed be-
tween the actual student CGPA and the 
CBR prediction also proved the efficiency of 
AI techniques in this type of assignment. 
 
Hence this study is to tackle the problem of 
academic failure by seeking ways to make the 
process more effective, efficient and reliable. 
Specifically the study seeks to investigate the 
possibility of using neural network model to 
forecast the performance of a student before 
graduating the student. 
 
REVIEW OF LITERATURE 
Substantial studies based on neural networks 
have been conducted on data from schools, 
colleges, and distance-education courses, 
aiming at predict student achievement. June-
mann, Lagos, and Arriagada (2007) em-
ployed neural networks to estimate future 
student performance based on students’ 
family, social, and wealth characteristics as 
inputs. The aforementioned study focused 
on predicting the learning outcomes of 15-
year-old students on reading, mathematics 
and science courses. Wang and Mitrovic 
(2002) applied neural networks to forecast 
the number of errors that a trainee will make 
using problem-specific attributes and the 
trainees’ current level as input variables. This 
estimation was, however, used on a single 
examination to optimize the choice of the 
problems the student was asked to solve 
subsequently in the same examination. 
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The prediction of academic outcomes, us-
ing college-student data, was studied by 
Cripps (1996). In this work, various demo-
graphic features (age, gender, and race) as 
well as college entrance examination results 
were used to train a neural network in order 
to predict student programme completion 
final grade. In the study, no new data on 
what occurred throughout student progress 
were used to dynamically improve this esti-
mation. 
 
However, Sheel et al., (2001) compared neu-
ral networks and statistical models to cluster 
students into two distinct groups using a 
single mathematical placement test. Student 
data obtained from distance education were 
used by Kalles and Pierrakeas (2006) and 
Kotsiantis, Pierrakeas, and Pintelas (2004) 
to predict success or failure of students in 
final exams using multiple approaches in-
cluding neural networks. The data covered 
demographic information, homework 
grades, and plenary class meeting atten-
dance levels. Lykourentzou et al., (2009) es-
timated early, the final grades of students in 
e-learning courses using multiple feed-
forward neural networks and multiple-
choice test data administered to the stu-
dents of National Technical University, 
Athens, Greece as input.  In similar manner, 
Oladokun, Adebanjo and Charles-Owaba 
(2008) applied multilayer perceptron net-
work to predict the likely performance of 
candidates being considered for admission 
into Engineering Course of the University 
of Ibadan using various influencing factors 
such as O’level scores, matriculation exam 
scores, age on admission, parental educa-
tional background and others as input vari-
ables.  The results indicated that neural net-
work was able to correctly estimate the per-
formance of more than 70% of prospective 
students. Apart from neural networks, other 
techniques of AI have been applied on data 
from educational sector, most of which aim-
ing at predicting learning achievement. 
Adeleke, Ruzaini and Hongwu (2013) pre-
dicted the risk status of newly admitted stu-
dents of Computer Science of Universiti Ma-
laysia, Pohang using fuzzy logic system and 
predictive factors such as secondary school 
results strength, number of sittings, mode of 
entry, parent literacy and others. Results of 
the study suggested that AI techniques are 
capable to handle uncertainty that is associ-
ated with students’ performance, so as to 
determine their strength and weaknesses. 
Four machine learning models: learning tree, 
bagging, random forest and boosting have 
been used to predict academic performance 
of students by Hudson and Christiano (2014) 
with results showing high prediction accu-
racy. In Hudson, Christiano and Diego 
(2014), random forest was integrated with 
psychometrics to predict learning achieve-
ments of high school students. In this work, 
neural network is used to estimate students’ 
final grade in the university. 
 
Inspired by the structure of the brain, a neu-
ral network consists of a set of highly inter-
connected artificial neural units, called Proc-
essing Elements (PE). Each unit is designed 
to mimic its biological counterpart. Each 
accepts a weighted set of inputs and re-
sponds with an output. Neural Networks 
address problem that are often not easy for 
traditional computers to solve, typically, 
speech and pattern recognition, time-series 
forecasting, scheduling, regression and func-
tion approximation. An Artificial Neural 
Network is the area of science that deals 
with methods and system for information 
processing using neural network is called 
neurocomputation (Adepoju et al., 2007). 
 
 The origin of the neural network can be 
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traced to 1940s when two researchers, War-
ren McCulloch and Walter Pitts, tried to 
build a model to replicate how biological 
neurons work. Though the focus of this 
research was on the anatomy of the brain, it 
turns out that this model introduced a new 
approach for solving technical problems 
outside biological science. 
 
Feed-Forward Neural Networks 
A feed-forward neural network (FFNN), 
shown in Fig.1, is a backpropgation net-
work which allows signal to flow one way 
only, from input to output layer. There is 
no feedback mechanism (loops).  FFNNs 
tend to be straight forward network that 
connect inputs with outputs. In addition, 
FFNN consists of one or more hidden lay-
ers of neurons in which neural connections, 
called synapses, do not form a directed cycle 
(Haykin, 1999; Lykourentzou et al., 2009; 
Usman and Adenubi, 2013). The informa-
tion moves only forward, from the input to 
the output nodes. During its learning phase, 
the network is presented with a set of exam-
ples called the training set. Each example 
consists of an input vector and the corre-
sponding output vector. This type of learn-
ing is known as the supervised learning. The 
goal of the FFNN training is to minimize the 
sum of square error (SSE) or more recently, 
mean square error (MSE) between its actual 
and target outputs, by adjusting the network 
synaptic weights and neuron biases. More 
particularly, these network parameters are 
adjusted based on the backpropagation algo-
rithm discussed later. 
          1st Year CGPA 
       ANN1 
     2nd Year CGPA              
              Predicted Grade 
                                                                                                                        ANN2  
3rd Year CGPA                      ANN3 
     
                           Input layer       Hidden layer          Output layer 
 
Keys:            
              ANN1 
 ANN2 
 ANN3 
Fig.1: A simple FFNN 
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METHODOLOGY 
Method of Grading Student’s Cumula-
tive Grade Point Aggregate (CGPA) 
 
There are several grading systems depend-
ing on the culture of a University. Some 
universities like University of Ibadan use 7-
Grading scale, others use 5-Grading scale. In 
this research, the method of grading the 
ANN simulated output is based on the cur-
rent grading system used by the case study 
and is summarized in Table 1. 
Table 1: Output Data Transformation for ANNs 
S/N Cumulative Grade Point  
Average (CGPA) 
Class of Degree Classification of ANN Output 
1 4.50-5.00 First Class Distinction 
2 3.50-4.49 Second Class (Upper Division) Very Good 
3 2.40-3.49 Second Class (Lower Division) Good 
4 1.50-2.39 Third Class Fair 
5 1.00-1.49 Pass Fail 
6 Below 1.00 Fail Fail 
Therefore, artificial neural network (ANN) 
model used in this study is aimed at achiev-
ing predictive means of the final grade likely 
to be the results of the CGPA computation 
that can be classified into the divisions, 
summarized in the table 1. 
 
Methodology for predicting students’ 
academic performance with ANN 
  
The methodology for predicting students’ 
performance and designing a tool for per-
forming this task is clearly divided into ten 
(10) recognizable steps discussed below. 
The flowchart in Fig.2 captured the first 
eight (8) steps while step 9 and 10 are elabo-
rated further in Fig.3. 
 
1. Identify the purpose of performance 
prediction: The purpose of predicting stu-
dent’s academic performance is to enable 
stakeholders in university provide better 
educational services as well as customize 
assistance according to students’ predicted 
level of performance. 
 
2. Data Collection, Description and Rep-
resentation: The data used in this research 
work was sourced from Department of 
Computer and Information Science, Tai So-
larin University of Education, Ogun State, 
Nigeria. This data consists of Cumulative 
Grade Point Aggregate (CGPA) of 60 ran-
domly selected students who have completed 
their academic programme with the univer-
sity. The samples are in the age range (17-25 
years), cut-across all intelligent levels, and are 
exposed to the same learning experience of 
the case study. This data was carefully stud-
ied and synchronized into a form suitable for 
coding within the framework of ANN mod-
elling. The data are represented below: 
 
i. The Input Variable:  The input 
variables are the dataset used as input to the 
ANN models, as well as the target values 
used to compare the predicted values against 
the reality.  The first three (3) sessions 
CGPA values were used as inputs while the 
final CGPA values served as target values. 
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ii. The Output Variable: The output vari-
able represents the final CGPA of a student 
on graduation. The classification of output 
variable is shown in Table 1. 
 
3. Creating the Network using appro-
priate tool and software: The network 
created in this work is a typical feed-
forward neural network (FFNN) described 
in above. Three feed-forward neural net-
works labeled ANN1, ANN2 and ANN3 
respectively were created and implemented 
to predict student final CGPA, by approxi-
mating the function that maps students’ 
GCPA in their first three sessions to their 
final CGPA. For the implementation of the 
neural networks, the nntool of MATLAB 
(R2008a) software was used. 
 
4. Determination of the network topol-
ogy, training function, adjustment of 
synaptic weight and other parameters: 
The network topology describes the ar-
rangement nodes of the neural network. 
Choosing the topology of the neural net-
work is a difficult decision (Emuoyibofarhe 
et al., 2003; Oladokun et al., 2006; Usman 
and Adenubi, 2013). The network topolo-
gies available for are numerous; each with 
its inherent strengths and weaknesses. For 
example, some networks trade off speed for 
accuracy, while some are capable of han-
dling static variables and not continuous 
ones. Hence, in order to arrive at an appro-
priate network topology, various options 
were considered. Due to the nature of this 
data, which is static and not sufficiently 
large to enable the use of complex topolo-
gies, the FFNN (3-3-1) was selected (Fig.1). 
By this topology, there are three neurons at 
the input layer, three neurons at the hidden 
layer and only one neuron at the output 
layer. The experiment was also conducted 
in three phases, selecting three different 
training functions (one for each neural net-
work) namely, Trainlm, Traingdm and 
Traingda. The objective is to determine the 
best training function that can adequately 
minimize the square errors in the responses 
of the neural network. Trainlm function 
updates weight and bias values of FFNN 
according to Levenberg-Marquardt optimiza-
tion, whereas Traingdm and Traingda 
functions update FFNN weight and bias val-
ues according to the Gradient Descent opti-
mization. Taringdm is a gradient descent 
with momentum, whereas Taringda is a gra-
dient descent with adaptive learning rate. 
 
5. Training the network: Trainings 
were implemented in the MATLAB Neural 
Network Toolbox. During the training, for 
each one of the three series of experiment, 
1000 training iterations were maintained and 
the best trained network was kept. Computa-
tion time for the training phase of each net-
work did not exceed 25 minutes.  Table 2 
shows the characteristic of ANN models 
before training session. 
 
6. Testing, validating and simulating re-
sults to new inputs: After training and 
cross validation, the networks were tested to 
simulate new responses. The results of this 
phase are presented in the section. During 
experiments, 65% of the entire dataset was 
used for the training, 20% for testing and the 
remaining 15% for cross validation. 
 
7. Evaluating the predicted outputs or 
responses: The results were evaluated to 
determine the level of prediction accuracy. 
Criteria for evaluating the output include 
Computational time, means square errors 
(MSE) and percentage accuracy. 
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Parameters Values 
Training Algorithms Levenberg-Marquardt, Gradient Descent 
Training functions TRAINLM, TRAINGDM, TRAINGDA 
Performance function Mean square error (MSE) 
Adaptation learning function LEARNGDM 
Number of layers 
Number of Hidden layer nodes 
3 
10 
Transfer function TANSIG 
Epoch 1000 Iterations 
Fig.2: Methodology for predicting students’ performance 
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Method of  developing Artificial 
Neural Network for students’ per-
formance prediction 
This section explains the last two steps of 
the methodology for predicting students’ 
final grades using ANN shown in Fig.2. 
The method for developing Artificial Neu-
ral Network for Students’ Performance Pre-
diction (ANNSPP) follows strictly the Wa-
terfall Model of process development ap-
proach. The steps are as follows; 
 
1. Assemble results predicted by ANN 
and target final grades: Immediately after 
the ANN experiments and all necessary 
computation, the predicted outputs gener-
ated by the best trained network and the 
target outputs were collected and prepared 
for coding a system for performing stu-
dents’ performance prediction. 
 
2. Determine the relationship between 
ANN results and target outputs: The 
relationship between these outputs were 
identified and analyzed to a form that makes 
coding easy in the context of Visual Basic. 
Visual Basic is an event-driven tool that al-
lows the developer to develop Windows ap-
plication and has the ability to handle fixed 
and dynamic variable (Usman and Adenubi, 
2013). 
 
3. Use the relationship identified to code 
ANNSPP using appropriate software: As 
established above, the codes for developing 
ANNSPP were written in Visual Basic. 
 
4. Perform unit test of individual mod-
ule/component of ANNSPP: Several 
modules or components of ANNSPP are 
coded and tested separately to ensure they 
perform the required functions integration. 
This is done in terms of “form creation” in Vis-
ual Basic environment. 
 
5. Integrate the modules or components 
and conduct general system testing: Sev-
eral modules of ANNSPP are integrated and 
Fig.3: Waterfall representation of a process for developing ANNSPP 
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tested to ensure they function as a unit. The 
output of this phase is a system which is 
capable of predicting the student’s final 
grade in the university. 
 
6.Evaluate the performance of 
ANNSPP:  The performance of 
ANNSPP was analyzed and evaluated and 
the results shown in the next section. Fig.4 
depicts the possible interaction between the 
user and ANNSPP interface. Arrow that 
moves from the user to the system indicates 
user making prediction request by supply the 
necessary information to the system while 
the one that comes out from the system indi-
cates the system’s response to the request 
made. The third arrow that moves from the 
administrator into the system indicates that 
the administrator provides the necessary 
backend assistant. 
 
ANNSPP Interface 
(GUI) 
Backpropagation Train-
Knowledge 
Fig.4: Possible Interaction between User and ANNSPP  
Backpropagation algorithm for training 
FFNN 
Backpropagation involves evaluating the 
error between the predicted outputs and the 
known values of the training data set 
(Folorunso et al., 2010; Yegnanarayana, 
2012). The objective of training FFNN is to 
minimize a cost function specifically de-
fined as the mean square error (MSE) be-
tween its actual and target outputs, by ad-
justing the synaptic weights and nodes bi-
ases. The error signal at the output of  
neuron j at iteration n is defined according 
to Haykin (1999) as: 
   (1) 
The summation of instantaneous value of 
the error energy for node j is defined as: 
 
 
                   (2) 
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The induced local field Vj(n) produced at 
the input of the activation function associ-
ated with node j is defined by:  
   
       (3) 
where  
     
         (4) 
 
Note: wji(n)   = synaptic weight,   yi(n)  = 
functional signal 
Differentiating eqn(2) with respect to    εj
(n), we get:   
    
  
             (5) 
Differentiating eqn(3) with respect to  yi
(n) , we obtain:  
             (6) 
Also, differentiating eqn(4) with respect to           
, we get; 
    
  (7) 
 
Finally, differentiating eqn(3) with respect to 
          , yields; 
       (8) 
In a similar manner like least mean square 
(LMS) algorithm, backpropagation algo-
rithm applies a correction   to the 
synaptic weight  , which is propor-
tional to the partial derivative               i.e. 
 
 
                       
(9) 
By using eqn(6) to eqn(8) in eqn(9), we obtain; 
 
                      (10) 
Therefore, the correction   applied 
to   is defined by the delta rule: 
 
                                                             (11) 
where  is the learning rate parameter, E is 
the error parameter and the minus sign signi-
fies “gradient descent” in weight space. 
RESULTS AND DISCUSSION 
As established in the previous sections, three 
feed-forward neural networks, namely 
ANN1, ANN2 and ANN3 were imple-
mented to predict student final grade in a 
University, by approximating the function 
that maps students’ CGPA in the first three 
sessions to their final CGPA. Table 3 pre-
sents the simulated results obtained from the 
experiment. According to the table, all nu-
merical values are given in 2d.p. which stipu-
lates the standard way of expressing stu-
dent’s CGPA in the University.  The per-
formance plot (Fig.5) of Trainlm function 
showed that, it is efficient at minimizing the 
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mean square error (MSE) between ANN1 
responses and the actual students’ final 
grade while the regression plot of Fig.6 
showed that student final grade prediction 
is possible at a correlation coefficient (R) 
value equals to 0.95146. ANN1 took 8 sec 
to complete the training in this experiment 
at epoch equals 14 iterations. From Table 4, 
ANN1 correctly predicted the final grades 
of 52 students out of 60 that were used in 
the experiment with percentage accuracy of 
86.67%. 
The results from the training of a FFNN 
(ANN2) with Traingdm function showed a 
slight improvement in the performance of 
neural network, as the model was able to 
predict the final grade of 53 students out of 
60 students that were used in the experi-
ment, thereby increasing the percentage ac-
curacy of neural network model to 88.33%. 
From the graph in Figs. 7 and 8, one can 
deduce that the training function is slightly 
inefficient at minimizing the performance 
criterion between its responses and the ac-
tual students’ final grades though, the corre-
lation coefficient (R) value is high 
(0.965469). Another economic disadvantage 
of this model is that, the model spent very 
long period of time (24.27 minutes) for its 
training session, leading to the usage of 
maximum epoch set. This implies that the 
training was completed at epoch equals to 
1000 iterations. 
 
Finally, the result from the training of FFNN 
(ANN3) with Traingda function was found to 
be the best when compared with the known 
values.  This is clear from the classification 
of CGPA shown in the last column of Table 
3. From above analysis, one can conclude 
that this training function is more efficient 
than the previous ones.  The model (ANN3) 
generated from it is very efficient at minimiz-
ing the mean square error between its simu-
lated responses and the actual students’ final 
grades, evident from the performance plot of 
Fig.9. With this training function, ANN3 
was able to correctly predict the final grade 
of 55 students out of 60 students used in the 
experiment, thereby, further increasing the 
percentage accuracy to 91.67%.  The regres-
sion plot of Fig.10 showed that student final 
grade prediction is possible at a correlation 
coefficient (R) value equals to 0.990930. 
With this function, FFNN took 2 seconds to 
complete the training with epoch value of 68 
iterations. Obviously, the predicted outputs 
of this model was used in the development 
and coding ANNSPP. For better under-
standing and simplicity, the results displayed 
in Table 3 have been summarized in Table 4. 
Fig.5:  ANN1 Training (TRAINLM) 
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Fig.6: Testing ANN1 (Training = 0.951459) 
Fig.7: ANN2 Training (TRAINGDM)  
Fig.8: Testing ANN2 (Training = 0.965469) 
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Fig. 9: ANN2 Training (TRAINGDA) 
Fig.10: Testing ANN3 (Training = 0.990930) 
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Table 3: Comparison of ANNs Results with known Target Values 
Students ID 
Target 
Final 
CGPA 
Output  
Classification 
ANN1 
Outputs 
Trainlm 
Output  
Classifiction 
ANN2 
Outputs 
Traingdm 
Output  
Classfication 
ANN3 
Outputs 
Traingda 
Output  
Classification 
Student1 2.38 Fair 2.55 Good 2.48 Good 2.39 Fair 
student2 4.20 Very Good 3.99 Very Good 3.65 Very Good 4.11 Very Good 
Student3 3.08 Good 3.03 Good 3.18 Good 3.09 Good 
Student4 3.39 Good 3.35 Good 3.55 Very Good 3.47 Good 
Student5 2.30 Fair 2.25 Fair 2.23 Fair 2.33 Fair 
Student6 4.12 Very Good 3.95 Very Good 3.66 Very Good 4.10 Very Good 
Student7 2.11 Fair 2.02 Fair 2.10 Fair 2.13 Fair 
Student8 2.88 Good 2.86 Good 2.79 Good 2.86 Good 
Student9 2.68 Good 2.68 Good 2.62 Good 2.70 Good 
Student10 3.30 Good 3.73 Very Good 3.60 Very Good 3.41 Good 
Student11 2.53 Good 2.53 Good 2.35 Fair 2.52 Good 
Student12 1.83 Fair 1.83 Fair 2.04 Fair 2.14 Fair 
Student13 2.35 Fair 2.24 Fair 2.24 Fair 2.21 Fair 
Student14 2.54 Good 2.53 Good 2.46 Good 2.49 Fair 
Student15 3.30 Good 3.40 Good 3.47 Good 3.46 Good 
Student16 2.31 Fair 2.47 Good 2.49 Good 2.54 Good 
Student17 2.23 Fair 2.29 Fair 2.30 Fair 2.31 Fair 
Student18 3.83 Very Good 3.87 Very Good 3.57 Very Good 3.81 Very Good 
Student19 3.15 Good 3.16 Good 3.44 Good 3.22 Good 
Student20 3.76 Very Good 3.75 Very Good 3.58 Very Good 3.74 Very Good 
Student21 2.89 Good 3.59 Very Good 2.94 Good 2.74 Good 
Student22 2.63 Good 2.66 Good 2.65 Good 2.70 Good 
Student23 2.59 Good 2.58 Good 2.59 Good 2.59 Fair 
Student24 3.30 Good 3.39 Good 3.49 Good 3.42 Good 
Student25 3.54 Good 3.45 Good 3.47 Good 3.43 Good 
Student26 3.58 Good 3.67 Very Good 3.58 Very Good 3.72 Very Good 
Student27 2.31 Fair 2.21 Fair 2.15 Fair 2.08 Fair 
Student28 2.06 Fair 1.94 Fair 2.08 Fair 2.14 Fair 
Student29 3.33 Good 3.31 Good 3.48 Good 3.31 Good 
Student30 3.10 Good 3.12 Good 3.20 Good 3.22 Good 
Student31 2.22 Fair 2.11 Fair 2.13 Fair 2.13 Fair 
Student32 3.09 Good 3.07 Good 3.13 Good 3.08 Good 
Student33 4.00 Very Good 3.91 Very Good 3.62 Very Good 4.22 Very Good 
Student34 3.00 Good 2.92 Good 2.91 Good 2.87 Good 
Student35 3.33 Good 3.20 Good 3.55 Very Good 3.39 Good 
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Student36 3.71 Very Good 3.63 Very Good 
Student37 2.00 Fair 2.12 Fair 
Student38 2.27 Fair 2.51 Good 
Student39 1.96 Fair 2.04 Fair 
Student40 2.67 Good 2.54 Good 
Student41 3.75 Very Good 3.73 Very Good 
Student42 3.70 Very Good 3.65 Very Good 
Student43 3.24 Good 3.27 Good 
Student44 1.76 Fair 1.81 Fair 
Student45 3.62 Very Good 3.63 Very Good 
Student46 2.73 Good 2.57 Good 
Student47 1.61 Fair 1.76 Fair 
Student48 2.26 Fair 2.22 Fair 
Student49 2.71 Good 2.67 Good 
Student50 1.92 Fair 2.15 Fair 
Student51 3.10 Good 2.93 Good 
Student52 2.30 Fair 2.66 Good 
Student36 3.71 
Very 
Good 3.63 Very Good 3.56 
Very 
Good 3.70 Very Good 
Student37 2.00 Fair 2.12 Fair 2.13 Fair 2.11 Fair 
Student38 2.27 Fair 2.51 Good 2.24 Fair 2.29 Fair 
Student39 1.96 Fair 2.04 Fair 2.11 Fair 1.92 Fair 
Student40 2.67 Good 2.54 Good 2.56 Good 2.66 Good 
Student41 3.75 
Very 
Good 3.73 Very Good 3.57 
Very 
Good 3.77 Very Good 
Student42 3.70 
Very 
Good 3.65 Very Good 3.61 
Very 
Good 3.74 Very Good 
Student43 3.24 Good 3.27 Good 3.32 Good 3.32 Good 
Student44 1.76 Fair 1.81 Fair 2.03 Fair 1.80 Fair 
Student45 3.62 
Very 
Good 3.63 Very Good 3.60 
Very 
Good 3.68 Very Good 
Student46 2.73 Good 2.57 Good 2.52 Good 2.80 Good 
Student47 1.61 Fair 1.76 Fair 2.01 Fair 1.62 Fair 
Student48 2.26 Fair 2.22 Fair 2.19 Fair 2.27 Fair 
Student49 2.71 Good 2.67 Good 2.77 Good 2.74 Good 
Student50 1.92 Fair 2.15 Fair 2.16 Fair 1.89 Fair 
Student51 3.10 Good 2.93 Good 3.05 Good 3.15 Good 
Student52 2.30 Fair 2.66 Good 2.21 Fair 2.30 Fair 
Student53 1.74 Fair 1.78 Fair 2.02 Fair 1.73 Fair 
Student54 2.95 Good 2.88 Good 3.00 Good 2.93 Good 
Student55 3.24 Good 3.16 Good 3.26 Good 3.22 Good 
Student56 2.72 Good 2.65 Good 2.65 Good 2.86 Good 
Student57 3.72 
Very 
Good 3.66 Very Good 3.61 
Very 
Good 3.75 Very Good 
Student58 2.13 Fair 2.07 Fair 2. 9 Fair 2.16 Fair 
Student59 2.09 Fair 2.08 Fair 2.09 Fair 2.07 Fair 
Student60 2.54 Good 3.66 Very Good 2.65 Good 2.55 Good 
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Table 4: Summary of ANNs Performance 
                         ANN1                   ANN2                   ANN3 
Summary 
Original 
Grade 
Predicted 
Grade 
Original 
Grade 
Predicted 
Grade 
Original 
Grade 
Predicted 
Grade 
Distinction 0 0 0 0 0 0 
Very Good 10 14 10 14 10 11 
Good 29 29 29 26 29 27 
Fair 21 16 21 20 21 22 
Fail 0 0 0 0 0 0 
Total Samples 60 60 60 60 60 60 
Correct  52  53  55 
Incorrect  8  7  5 
% Accuracy of 
the prediction  86.67%  88.33%  91.67% 
The ANNSPP designed was then implemented to predict the final grades of some students 
when supplied with unknown CGPA values and the example of the predicted results are 
shown in the interface displayed in Fig.11. 
Fig.11: Prediction Using ANNSPP 
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From the various tests performed on the 
results of the training, validation and test 
results, it is confirmed that Artificial Neural 
Network (ANN) performs quite impressible 
in estimating the Final Grades of students 
in University. Both the percentage accura-
cies and correlation coefficients are good 
evidences of the fact that, given appropriate 
dataset at its disposal, the ANNSPP de-
signed can guarantee students’ learning out-
come prediction accuracy and help the 
stakeholders to discover at early stage, stu-
dents who have no tendency of doing well in 
tertiary institutions, thereby prevent continu-
ous waste of scarce resources on such stu-
dent, in addition to motivating the good 
ones. The study also corroborates earlier re-
searches that have reported the effectiveness 
of ANN in regression and time-series fore-
cast of learners’ achievements at various level 
of education, examples of which are shown 
in Fig.12. 
Fig.12: Comparison of Achievements of ANN models 
CONCLUSION AND FUTURE 
RESEARCH 
The  result  obtained  from the  study  actu-
ally showed that the  Artificial Neural  Net-
works are  capable to predict the perform-
ance of  students in the  university and can 
be used to develop a predictive tool. This is 
due to a little but not all that significance 
errors which exists between the training 
values and the ANN simulated values. Suf-
fice to say that the ±0.3 experienced in the 
study can be reduced if the number of times 
the Cumulative Grade Point Aggregate 
(CGPA) values is used in the training session 
increases.  From the results, it can be con-
cluded that ANN is 91.7% efficient at pre-
dicting student final academic performance 
(Fig.12). The  information technology   has 
brought many  innovations into the  educa-
tion sector,  therefore, the  result  of the  re-
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search  can be  used  to formulate a policy 
that concerns students’  learning outcomes. 
However, future investigation may focus on 
developing a new and more robust ANN 
prediction models while establishing data-
base to collect large volume of students’ 
performance data in Universities for further 
research on ANN abilities in forecasting the 
stochastic nature that is associated with 
such data.  
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