Abstract
Introduction
HMMs have already been extensively studied in applications to speech [21] , facial expression [20] , gesture recognition [12] , etc. The discrimination ability of HMMs is often improved by using some discriminative criterions (such as Generalized Probability Descent method [22] , Maximum Mutual Information [3] , Maximum / Soft Margin [1] and Maximum Minimum Margin [15] [19] ) instead of the Maximum Likelihood (ML) to learn model parameters. It has been proven that HMMs trained by such discriminative criterions significantly outperform the traditional nondiscriminative HMMs. However, the estimation of model parameters by discriminant criterions has to be converted into other problems first. The authors of [19] converted large margin estimation into a Semi-definite Programming (SDP) problem. In [1] , parameters estimation is formulated as a Quadratic Programming (QP) problem. It is a fact that solving a large-scale SDP (or QP) problem is still expensive.
Besides learning with discriminative criterions, the performance of HMMs can also be improved by introducing new state output probability estimation methods, such as Artificial Neural Networks [24] , Wavelet [8] and Kernel methods [12] . Recently, Lefevre [18] defined a nonparametric probability density function by k-nearest neighbors (k-NN). The k-NN estimation attempted to introduce discrimination at state level. Their method only utilized information from single class to train model parameters, thus the discrimination at class level is not increased. In [16] , another widely used nonparametric density estimation method, Parzen Windows [9] , is used to estimate the output probability. Their method avoided the estimation of the mean and covariance compared to Mixture Gaussian (MixG), but discrimination at class level or at state level was not considered. These existing works motivated us to define a new effective nonparametric output probability estimation method to increase the discrimination both at state level and class level.
Inspired by [18] , we associate each reference vector with hidden states by membership coefficients, which act as the posterior probabilities of reference vectors belonging to hidden states. These coefficients are further used to estimate the observation probabilities of reference vectors, thus the discrimination at state level is increased. At the learning stage, the adaption of such coefficients is given by the "Baum-Welch algorithm" (BWA) [21] . To improve the discrimination ability at class level, unlike existing works that use some discriminative criterions, we introduce the Linear Interpolation with Maximum Entropy (LIME) density estimation method [13] into output probability estimation. The LIME is a probability estimation method from view of Maximum Entropy [14] , which improves the accuracy of probability estimation without assumptions on prior distributions. Since the information of all classes is used in LIME, the discrimination at class level is improved. Furthermore, we present a general formula for the output probability estima-tion, which provides a way to develop new HMMs. Some existing estimation methods (e.g. MixG, discrete HMMs, etc) can be derived as a special case of the general formula. Finally, we evaluate the performance of the proposed method on the CMU expression database [17] .
The rest of this paper is organized as follows. Section 2 gives an overview of HMM and LIME. In Section 3, we describe the proposed LIME / HMM system. In Section 4, we apply the proposed method to facial expression recognition and its performance is evaluated by the CMU facial expression Database. Section 5 summarizes this paper.
HMM and LIME
In this section, we will give a brief review for HMM and LIME to establish notations.
HMM
HMM consists of nodes representing hidden states, interconnected by links governing the transitions between the states [9] . Each hidden state is also associated with an output probability distribution. In the follows, we give a brief review on HMM. A detailed tutorial on HMM can be found in [21] .
A HMM is characterized by the following parameters:
where N is the number of states.
2. The state transition probability distribution A = {a i,j }, where a i,j = P (q t+1 = S j |q t = S i ), 1 ≤ i, j ≤ N , and q t is the state at time t.
3. The output probability distribution
is the length of an observation sequence.
4. The initial state distribution π = {π i }, where
HMM is often indicated by the compact notation λ = (A, B, π). Before applying HMM to a real world problem, the following three central problems have to be solved:
1. Evaluation problem. Find P (O|λ) for the observation
2. Decoding problem. Find the sate sequence Q = q 1 q 2 · · · q T that best explains the observation O.
3. Learning problem. Find λ * = arg max λ P (O|λ). The evaluation problem is solved by the "Forward algorithm" [21] . "Viterbi algorithm" [21] solves the Decoding problem. The parameters of HMM are iteratively adapted by a generalized EM algorithm BWA [21] .
LIME
LIME is a nonparametric, adaptive kernel estimation method, and the resulting kernel is asymmetric [13] .
, n} denote the training feature vectors and let x ∈ R d denote observation vector. The objective of LIME is to produce an n-dimensional weight vector w = {w 1 , w 2 , · · · , w n } (also called LIME weights and n i=1 w i = 1) from Γ and x. The LIME weights is computed as
where function D(·) is a continuous convex function, J is the indices of k-NN of x from the training set Γ, and the parameter λ specifies a tradeoff between reproduction distortion and maximum entropy. LIME uses the linear interpolation equations to avoid bias and the maximum entropy principle to weight all near neighbors as uniformly as possible to keep estimation variance low. Following [13] , the mean squared error is used for D and w * is optimized by a fast primal-dual log-barrier interior-point method.
Through restating LIME minimization in a form of Jaynes's maximum entropy estimates [14] , if i ∈ J, the LIME weights are given by
where w * i is i-th entry of set w * , a is the d-dimensional Lagrange multiplier. It can be seen that the LIME weights can be expressed in terms of an adaptive kernel and can be used for density estimation.
In the next section, we integrate LIME with HMM to extend its application to sequential data classification. This integration also improves the discrimination ability of HMM at class level, since the information of all classes are used in the optimization of LIME weights.
LIME / HMM model
In this section, we discuss the proposed HMM and present a general output probability formula.
Output probability definition
In our method, LIME and k-NN are integrated in the expression of the state output probability
where O t is the observation at time t, S If there is no prior knowledge on reference vectors, we can assume the prior probabilities
c and the equation (3) can be rewritten as
where the probability
and the LIME weight w(O t , x c j ) acts as the likelihood of x c j with respect to O t . The equation (4) explains why the formula (3) can be used to estimate the state output probability and how the discrimination at state level is improved by k-NN. In the follows, we will give the computation of LIME weights and model parameters and explain how the discrimination at class level is increased.
Computing LIME weights
To compute the LIME weights w(O t , x 
Subject to:
measures the similarity between O t and x c j , and by the exemplar based model the posterior probability of the observation O t classified to class c is
From (3) and (6), it can be seen the formula (3) is a weighted version of the posterior probability P (c|O t ) with P (x c j |S c i ) acting as the weighting factors, which explains how the discrimination at the class level is improved.
Training model parameters
In the learning phase, the model parameters λ c = (A c , B c , π c ) are learned to maximize the probability of the observation sequence given the model, P (O|λ c ). The wellknown iterative BWA is used for the estimation of λ c . We will first establish notations used.
The probability of being in state i at time t given the observation sequence O and the model λ c is γ c t (i). The estimate for the parameters A c and π c is identical to that given in [21] . The iterative formula for the posterior probability
where
is the probability of being in state i at time t with the j-th reference vector accounting for O t . From equation (7), the estimate of probability 
Relationship to existing works
From equation (4), it can be observed that the proposed nonparametric output probability expression can be written in a more general formula
where For the traditional continuous HMM, the output probability is commonly a MixG 
is the membership coefficient defined as in Fuzzy set theory
and
In [16] , P (x c j |S c i ) is estimated by another nonparametric density estimation method-Parzen Windows
where ψ h is a kernel function with bandwidth h and ξ i (x c k ) is the traditional discrete HMM observation probability.
The formula (10) gives some insight to define new output probabilities through designing various probabilities P (x In the next section, we will show that the performance of the methods in [16] and [18] can be improved by integrating the proposed nonparametric kernel method or by using the adaption formula (7) and holding their own kernel functions.
Facial Expression Recognition
Facial expression recognition has a variety of applications in human computer interface, image retrieval and datadriven animation, etc. Most of the existing facial expression recognition methods attempt to recognize six prototypic expressions (namely, joy, surprise, anger, disgust, sadness and fear) proposed by Ekman [10] . Over the past decades, many techniques (Neural networks [23] , Support Vector Machines [2] , Local Parameterized Models [4] , etc.) have been introduced into still facial image recognition.
Recently, the methods on facial expression have been moving to model the dynamics of facial deformation by integrating temporal information, which is typically handled using Dynamic Programming (DP) or HMMs. Otsuka et al. [20] were the first to apply continuous left-to-right HMMs to recognizing sequences of emotion. To represent the variation in facial expression among persons, they chose a MixG density for approximating the output probability. Yeasin et al. [25] used the discrete HMMs to model temporal facial expression signatures produced by k-NN classifiers. In [6] , Cohen et al. proposed a multilevel HMMs, in which the state sequences of the first level HMMs were used as the input of the higher level HMM, for segmenting and recognizing human facial expression. In this section, we apply the proposed nonparametric discriminant HMM to facial expression recognition and evaluate its performance on the CMU facial expression database.
Feature Extraction and Indication
Feature extraction is the basis for any recognition system, and the features should realistically describe the physical phenomena. In facial expression recognition, there are two types of facial features: permanent and transient features. The permanent facial features are the shapes and locations of eyebrows, eyes lids, nose, lips and chin. The transient features are the wrinkles and bulges appeared with expressions. In this paper, we use the movement of permanent facial features away from neutral positions to measure facial expression variation.
We applied the well-known Active Appearance Model (AAM) [7] on facial image sequences to track the movement of facial features. Figure 1(a) shows the shape model consisting of 58 facial points which is identical with the one given in [5] . Figure 2 displays the facial feature localization results of the subject's six basic expressions.
Based on the facial action code system (FACS) [11] , it can be found that the movements of some facial points (e.g. facial points 1 and 13) are not so important to measuring facial deformation. Thus, a subset is selected from these 58 facial points depicted in Fig. 1(b) , where the solid triangles and rectangles represent only the X or Y-coordinates are used as features and the solid circles represent both X We employed a left-to-right HMM, where a transition is allowed only to the right-neighbor state or itself as in Figure  3 to model the spatial-temporal variation of facial expression. The model consists of three hidden states S 1 , S 2 and S 3 , which correspond to the Neutral, Transient and Apex stages of the evolution of an expression. The output probability is defined in (3) and adapted by (7).
Experimental results and Evaluation
We use the CMU Database to evaluate the performance of the proposed nonparametric discriminant HMM. This database consists of 100 university students ranging in age from 18 to 30 years. Sixty-five percent were female, fifteen percent were African-American and three percent Asian or Latino. For our experiment, we selected 72 whole image sequences (totally, 1085 images) from the database. Each expression contains 12 sequences. The original frames are normalized to 170 × 210 pixels facial images based on the positions of two eyes. We will first use two examples to illustrate the efficiency of our method in an intuitive way. In the first example, we created a short image sequence as shown in Figure 4 (a) in which the subject performs smiling. We can observe that starting from the fourth frame, lip corners begin to be pulled obliquely and cheeks are raised. Fig. 4(b) presents the expression likelihood probabilities for the six basic expressions. From this figure, the six expressions are close in likelihood at the beginning three frames, which implies that these three frames have Neutral expression. As the expression progresses with time, the likelihood of joy increases gradually. This experimental result illustrates that our method can well model the evolution of facial expression. Figure 5 (a) shows another image sequence in which the subject showed surprise with some frames mis-tracked. In frames 4 and 6, we can see that the locations of mouth and chin are tracked erroneously. Fig. 5(b) gives the result of our method. From this figure, we can observe that although the likelihood of surprise visibly decreases in the sixth frame because of the tracking error, the facial expression can still be correctly recognized. This example illustrates that our method is robust with respect to tracking error. Furthermore, we used a three-fold cross validation in our experiments to verify the benefit of improving discrimination ability at both state and class levels. Table 1 presents the recognition results of our method, methods in [16] , [18] and their corresponding improvements [16] * , [18] * based on the general formula (10) . All experiments were performed on the same data set, two folders of image sequences were used as training set and the remaining image sequences were used as testing set. The proposed method achieves a 97.22 percent overall recognition rate and outperforms the other four nonparametric HMM methods. To increase the discrimination ability of the method in [16] in state level, we used (7) to adapt the variation of ξ i (x c k ) in method [16] * . The recognition rate increases from 86.11 percent to 90.28 percent. This shows the benefit of increasing discrimination between hidden states. In method [18] * , we integrated LIME with method in [18] by replacing (15) with LIME weights to increase the discrimination at class level. We can see that the recognition rate increases from 91.67 percent to 95.83 percent. This illustrates the importance of improving discrimination ability at class level. Furthermore, we can see that our method still outperforms the improved method [18] * . This confirms the benefit of the adaption formula(7), since the only difference between our method and method [18] * is the adaption of membership coefficients.
To evaluate the performance of our method on small training dataset, we use one folder of facial image sequences as training dataset (each expression has only 4 sequences) and the remaining two folders of sequences as testing dataset. Recognition results summarized in Table  2 illustrate that out method still outperforms the methods in [16] and [18] . Both the method in [16] and our method outperforms the method in [18] , since large size of training dataset is essential for k-NN probability estimation.
Compared with our method and the method in [18] , the method in [16] is the fastest, since it does not need to find k-NN. Refinement in terms of neighborhood selection and fast neighbor search will be considered in future work to obtain better performance.
Conclusion
This paper proposed a new nonparametric HMM for facial expression recognition. We introduced LIME and membership coefficients to HMM, which increased the discrimination ability at both class level and state level. Fur-thermore, we presented a general formula for output probability estimation, which provides a way to develop new HMM. Experiments on CMU expression database confirmed the efficiency of the proposed method in modeling the evolution of facial deformation. Moreover, the experimental results showed that the performance of some existing HMMs can be improved by integrating the proposed nonparametric kernel method and parameters adaption formula.
