ABSTRACT We present an automatic technique for image alignment using a principal component analysis (PCA) that broadly consists of two steps. The first step is the segmentation of the region of interest by thresholding. In the second step, PCA is applied on nonzero pixels in the binary image to determine the object rotation about the mean of the object pixels. Existing PCA-based techniques align the data in their principal spread; however, they have a critical problem of 180 • rotation in their principal axes. This paper provides an automatic solution to address this problem. The algorithm is based on the assignment rules inferred from the eigenvectors given by PCA. We applied the proposed algorithm to different datasets, including handwritten images of digits, a rotated fingerprint image dataset, and a dataset of magnetic resonance brain images, and confirmed that the proposed method aligns the data efficiently and accurately. In addition to alignment, the algorithm proposes two standard orientations for automatically assessing the true side (upside) of an object.
I. INTRODUCTION
Principal component analysis (PCA) is a pivotal and powerful statistical technique (also known as KarhunenLoeve or Hotelling transform) significantly used in digital image processing for data dimension reduction [1] , data decorrelation [2] , remote sensing [3] , data compression [4] , automated facial recognition [5] , and facial synthesis [6] . To improve the robustness of PCA, a lot of its variants have been proposed [7] , [8] . It is also recognized as a lowlevel image-processing tool for tasks such as the orientation of specific shape objects [9] . Mudrová and Procházka [10] described two applications of PCA in image processing. One is image compression, where three color components are reduced to one, containing the major information of the image. The second application is the determination of the orientation of selected objects. They use a Laplacian of Gaussian (LoG) filter to acquire object boundary pixels, and then PCA is applied on the object boundary pixels for object rotation. PCA was used by J. Kour for rotated fingerprint alignment [11] . Their algorithm consists of the binarization of a fingerprint image. Then, PCA is employed to determine the rotation using the first eigenvector of the covariance matrix. They enacted one constraint on the fingerprint rotation angle that it should not exceed 60 • . In the event the angle did exceed 60 • , they used the second eigenvector for the rotation angle. However, they did not discuss the 180 • -axis problem. PCA-based image registration for super-resolution imaging was proposed by [12] . The authors compute the values of rotation and scaling parameters from the eigenvectors and eigenvalues of the covariance matrix, respectively. Gonzalez and Woods [13] used PCA for rotated character image alignment and considered the region of interest (ROI) as the two-dimensional coordinate along the two axes of the image. The object in the image is aligned spatially in the direction of its principal data spread, i.e., the direction of the eigenvector (principal components) corresponding to the largest eigenvalue. The method is encumbered with the critical problem of 180 • rotation in its principal axis, which leads to uncertainty in the alignment of the output image. They use visual analysis to validate the output, to determine if its principal axis is 180 • rotated. Fig. 1 displays the problem of 180 • rotation in the PCA axes. PCA did an excellent job of aligning the characters, however, some of the digits are upside down, i.e., alignment of the digit is 180 • in the opposite direction. It is interesting to note that this did not happen with all the rotated digits. The problem can be further elaborated by considering two cases of magnetic resonance brain images as displayed in Fig. 2 . In the first case, Fig. 2a and Fig. 2b , PCA aligned the image without any 180 • -axis rotation, whereas in the second case, Fig. 2c and Fig. 2d , the PCA alignment is upside down, i.e., 180 • in the opposite direction.
The technical root of the problem is that eigenvectors are not unique. A multiple of an eigenvector (scalar multiples) is also an eigenvector. The problem can be partially circumvented by standardizing an eigenvector to have a unit length. However, note that e and -e have the same length. Hence, even a standardized (unit eigenvector) is only unique up to a ± sign and different numerical algorithms could return a dissimilar eigenvector (differing in direction) against a similar eigenvalue. Therefore, PCA does not specify what orientation of the axes to choose. Thus, there is no guarantee that the principal components of PCA will be geometrically aligned with the true side of the object. This can produce ambiguity in the orientation of the output image [14] , [15] . In Fig. 2b , the PCA principal components are geometrically aligned with the true side of the rotated image, whereas in Fig. 2d , the PCA principal components are not geometrically aligned with the true side of the rotated brain magnetic resonance image (MRI). Hence, it becomes a tedious and time-consuming task if, after the application of PCA, a visual analysis is required to ensure the correct object orientation. To ensure the required orientation, there is a requirement for an algorithm that can predict the true (required or target) orientation of the object after alignment. We propose an assignment rule-based algorithm to validate the signs of the eigenvectors, whether the principal axes are 180 • -rotated or not. The algorithm uses the 2-dimensional (2-D) coordinates of the nonzero pixels of the object region as data points for computing the mean vector and covariance matrix. Simple linear algebra is used to calculate the eigenvalues and their corresponding eigenvectors. According to PCA, eigenvectors of the covariance matrix point in the direction of the maximum data spread. The eigenvalues provide the amount of variance in the data linked with each eigenvector. After calculating the rotation angle from the first principal component of PCA, the image is rotated back to the standard or required orientation. The algorithm can be used in preprocessing of optical character recognition [16] , [17] , fingerprint matching [18] , and image registration in medical images [19] - [21] . The remainder of this paper is organized as follows. Section II describes the proposed technique. Section III discusses the experimental results on images of differently rotated image datasets. Finally, Section IV presents our conclusions.
II. MATERIALS AND METHODS

A. METHODOLOGY
The technique begins by first extracting the ROI. The area of pixels consisting of the object only is termed the ROI. Pixels other than the object are considered noise. After a noise removal process and ROI extraction, the PCA function is performed (this is described in detail). Finally, assignment rules are made from the eigenvector matrix given by PCA. The brain MRIs used throughout the paper are from the Neurofeedback Skull-stripped (NFBS) repository [30] .
B. REGION OF INTEREST EXTRACTION
The principal axes obtained from PCA can be affected by noise. Therefore, before applying PCA, it is highly recommended to denoise the image to extract only the object region or ROI. To eliminate noise, the first step is to binarize the image using the Otsu method [22] . Then, a mathematical morphology filtering procedure is used to remove all small, connected pixels whose area in number of pixels, is less than a given threshold value α. This operation is known as area opening and is denoted by γ α [23] . It is equivalent to the union of all the openings (erosion followed by dilation) with connected structuring elements whose size, in number of pixels, is equal to α. Mathematically, it can be written as:
where card(B) is the number of elements (cardinal number) of B, i = 1, 2. . . , n.
Using (1), area opening is performed on the binary image. First, the connected components of the binary image are determined. After calculating the area of the connected pixels, smaller areas having a value less than 100 pixels, are truncated. A rectangular boundary around the binary image (I 2 ) is obtained by searching for the first and last nonzero pixel along the rows (top and bottom) and columns (left and right) of the binary image I 2 as indicated by the white outlined small circles in the rectangular boundary, as portrayed in image I 3 in Fig. 3 .
Some of the pixels inside the image I 3 have value 0. To make all the image (I 3 ) pixels to one value pixels, we have multiplied (logical AND) the rectangular boundary (all the pixels inside the boundary to 1) with the complement of binary image I 3 ( Fig. 4a) . Largest connected area (LCA) is selected ( Fig. 4b ) from the resulted image and added (logical OR) to imageI 3 (Fig. 4c) . Finally, morphological flood-fill operation [23] is used to fill the holes (0-valued pixels) and achieved the final binary image I 4 for PCA (Fig. 4d) .
Mathematically, it can be represented as:
where I (i, j) denotes the pixels of the ROI.
Other advanced techniques for finding ROI should be considered in the case of noisy images or images with multiple objects [24] , [25] . The steps involved in the noise removal process and ROI extraction with respective images are illustrated in Fig. 3 .
C. PRINCIPAL COMPONENT ANALYSIS
In this step, we have extracted coordinates (columns and rows) of all the 1-valued pixels in the ROI (Fig. 3 ) and an array X is formed from those coordinates as:
where c, r, and N represent column, row, and the total number of 1-valued pixels in the ROI, respectively. The size of X is N × 2, and rows of X are the coordinates value of each 1-valued pixels. Mean m x is a row vector containing the mean of the elements in each column of X , and it can be computed as:
The covariance matrix P x can be calculated as:
where N represents the total number of nonzero pixels in the object (ROI). Subtraction of the mean is essential for performing PCA to guarantee that the first principal component expresses the direction of maximum variance. P x is a real and symmetric matrix of size 2×2. Therefore, determining a pair of orthonormal eigenvectors is always possible [26] .
Suppose P x is a general matrix,
where a = var (x ii ) , d = var x jj , and b = cov(x ij ). To determine the principal component, the eigenvalues and eigenvectors of P x must be calculated by solving an eigenvalue problem.
where I, λ, and e are the identity matrix, eigenvalue, and eigenvector, respectively. The eigenvalues represent the magnitude of the variances and eigenvector indicates the direction of these variances. If (7) is to have a solution for e other than the zero vector, then (P x − λI ) must be a nonsingular matrix; thus, it leads to an equation called the characteristics equation.
The determinant can be expanded to give a second-degree equation as:
Then, the eigenvalues can be calculated using the quadratic formula.
where
Eigenvectors associated with eigenvalues can be computed as:
where λ j and e j (j= 1, 2) represent the eigenvalues and their corresponding eigenvectors (2 × 1 vector each) of P x , respectively. That is, the eigenvalues denote the length of the semi-axes of the ellipse and the eigenvectors provide the directions of these axes as indicated in Fig. 5 . Eigenvalues given by PCA have an arbitrary eigenvector, i.e., e or -e eigenvector, depending on the numerical algorithm or software package (e.g., MATLAB, R, Mathematica) used for the calculation of the eigenvectors. Even unit eigenvectors are unique up to a ± sign, and different numerical algorithms could return a dissimilar eigenvector (differing in direction) for a similar eigenvalue.
Therefore, PCA does not specify what orientation of the axes to choose. Thus, there is no guarantee that the principal components of PCA will be geometrically aligned with the true side of the object. The proposed technique is independent of any numerical algorithm or software package result.
D. STANDARD ORIENTATION
In general, PCA provides arbitrary axes of the spread of the data. According to PCA, the first eigenvector indicates the dominant data direction; the second eigenvector is orthogonal to the first eigenvector. These two-orthonormal eigenvectors are a rotated version of the original pixel axes, with the origin at the mean of the nonzero pixels. Eigenvectors obtained from PCA are imposed on the images as indicated in Fig. 6a . The eigenvectors can assume two orientations as illustrated in Fig. 6b and Fig. 6c (the eigenvectors are not drawn to scale). If the smaller angle of rotation from its standard orientation (right side in this case), is used to convert the rotated image into its original orientation, the result is as indicated in Fig. 6d and Fig. 6e . Now, suppose A is a matrix whose columns are formed from the eigenvectors of P x , arranged in such a manner that the first column of A is the eigenvector corresponding to the largest eigenvalue, and the second column is the eigenvector corresponding to the smallest eigenvalue, i.e., T denote the first and second eigenvectors of P x , respectively.
The rotation angle of the rotated image can be calculated using (13) as:
where tr (A) = a 11 + a 22 .
As we are calculating the rotation angle using the trigonometric inverse cosine function, the rotation angle can be greater than 90 • . Therefore, to ensure a smaller angle of rotation, we have supposed that θ should be less than 90 • using (14) .
If the rotation angle is 0 • , the object in the image is already in its standard orientation. An angle θ other than 0 • provides the information for the object rotation in the image, i.e., a rotated version of the original axes as displayed in Fig. 7 . Mathematically, the rotation can be determined using (14) as:
Here, θ represents only the location of the dominant axis (true side of the object) for illustration, and the range of rotation is Therefore, for each standard orientation, either right or left, up or down, there are four different eigenvector matrices for all the quadrants. The first column of the matrix displays the vector corresponding to the largest eigenvalue; the second column represents the second eigenvector perpendicular to the first.
Letθ be the required angle to change the rotated image into its standard orientation (positive horizontal axis in this case). Then, using (12) and (14):
We can express (16) by simple assignment rules with a flowchart as indicated in Fig. 9 . The image is converted back to the required orientation by rotating the image with the angle calculated in (16) with bilinear or bicubic interpolation, as displayed in Fig.10 . We found that the bicubic interpolation method is a more suitable choice for the images in this paper. However, other interpolation techniques such as bilinear or nearest neighbor can also be considered depending on the type of image dataset. One critical point that should be noted is that the representation of the image in our discussion uses a right-handed coordinate system, where the positive x-axis extends right, and positive y-axis extends upwards. MATLAB uses a left-handed system for image processing. To implement the proposed algorithm in MATLAB, the minus sign must be eliminated in (16) , and CW is replaced by CCW and vice versa, as indicated in Fig 9. In Fig. 10 (Fig.8 and Fig. 9 ).
The proposed algorithm can also be used to decorrelate the data using the rotation matrix given as:
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2) Create a matrix from the location coordinates of the nonzero pixels. 3) Determine mean m x and covariance matrix P x . 4) Compute eigenvalues and eigenvector of a covariance matrix using (10) and (11). 5) Create an eigenvectors matrix using (12). 6) Determine angle θ using (13) and (14) . 7) Finally, computeθ using (16) and rotate the image for required (or standard) orientation.
III. RESULTS
A. QUALITATIVE RESULTS
In this section, we present the experimental results to illustrate the advantages of the proposed algorithm compared with the existing PCA-based algorithms. We used rotated images of four different datasets. We implemented and tested the proposed algorithm in MATLAB-2017a and report these results. The description of the image datasets is as follows:
• The Extended Modified National Institute of Standards and Technology database (EMNIST) [27] is a dataset of handwritten character digits having thousands of digit images. Only rotated digit mages were selected. Each image had a size of 28 × 28.
• Synthetic images of handwritten digits from [28] . There are 5000 images in this dataset.
• Rotated fingerprint images of the FVC2000 from [29] , a benchmark fingerprint database (DB1).
• Real T 1 -weighted brain MRIs from the brain NFBS repository [30] . The rotation was applied to images at a variety of angles and then converted back to standard orientation using the proposed algorithm. Fig. 11a displays handwritten rotated images from the EMNIST database. It is a vast collection of handwritten images of digits from different age groups. The majority of character recognition algorithms use this database for training and testing. Some of the images in this database have a severe rotation. The proposed algorithm was applied to some of the rotated digits from this database; the results are displayed in Fig. 11(b) . Fig. 12(a) displays synthetic handwritten images of rotated digits. Every digit has a different rotation angle. In the case of digits and characters, the upside (vertical axis) is always the true or standard orientation. Therefore, if the characters are not in standard orientation, the character recognition system can encounter a problem in the prediction of the digits; in particular, the digits ''6'' and ''9'' are the most critical and complex digits. Fig. 12b presents the digits in standard orientation after applying the proposed algorithm.
In biometric authentication and verification, fingerprint matching is one of the most popular techniques. To compare two fingerprints, a discrimination feature vector is typically extracted from the fingerprint image and matched with the reference image. The accuracy of the fingerprint recognition system is significantly affected by fingerprint rotation [18] . The proposed algorithm successfully transforms the rotated fingerprint images into the correct orientation (in this case vertical axis), either CW or CCW relative to the vertical axis in the range of [-90 • , 90 • ]. The results are presented in Fig. 13 . The rotated fingerprints images are displayed in Fig. 13a and corresponding aligned fingerprints images are presented in Fig. 13b .
Image registration of different modalities (such as an MRI or PET scan) is an important and critical process in medical imaging. If the images are not in standard orientation, the registration process demonstrates a remarkable error in registration, as described in the quantitative results section. The registration process becomes more accurate, efficient, and error-free if the images are in standard orientation before registration [19] , [20] . A general rotation of MRI in all quadrants is displayed in Fig. 14 . Here, the quadrant refers to the principal spread of the data axis, i.e., the first eigenvector. The entire process, from the input image to the alignment of the image, requires an average time of 0.105 s for each image.
As we mentioned previously, PCA provides the direction of the principal data spread, i.e., the direction of the eigenvectors corresponding to the largest eigenvalue. Therefore, if the first principal axis lies in quadrant I or II, the algorithm automatically changes the alignment of the image to right standard orientation; for quadrant III or IV, the alignment of the image changes to left standard orientation as illustrated in Fig. 14 .
Similarly, we can also define two other standard orientations called ''up standard orientation'' and ''down standard orientation'', by considering the vertical axis as the standard. A brain MRI can sometimes be required to be in a vertical orientation. the standard. Fig. 15 displays images of up and down standard orientation (vertical axis). The algorithm description is the same as that discussed in the methodology section. The only difference is that the second eigenvector is used for angle of rotation as applied in the digit and fingerprint images in Fig. 11 to Fig. 13 .
B. QUANTITATIVE RESULTS
For a quantitative evaluation of the proposed algorithm, we generated reference images of each dataset by applying a manual transformation on the datasets described previously. The rotation was applied to these reference images at a variety of angles from [0 • , 90 • ] and converted back to standard orientation using the proposed algorithm. Detail of images used for quantities result is summarized in Table 1 .
For measuring the alignment error between the reference image and the image aligned by the proposed algorithm, the minimum sum of squared distances (SSD) was measured with respect to each rotation. The reason for considering the minimum SSD was to present our results comparable to the existing PCA-based algorithms [31] - [33] . The minimum SSD was calculated in the same manner as described in [33] . Table 2 compares the quantitative results of the proposed algorithm with the existing PCA-based image alignment algorithms. The existing PCA-based algorithms produced quite noticeable SSD values for the rotated digit and fingerprint datasets compared to the brain MRIs. The reason for this is that images in the brain MRIs have a strong axis of axial symmetry. Secondly, alignment error produced by digits and fingerprint images is much greater in the case of 180 • rotation. The structure of the brain is not altered compared to digits and fingerprints images due to 180 • rotation in the axis of the brain image. Moreover, the error produced by each digit is different. For instance, SSD value for digits 1 and 8 are not much affected by axis rotation error but and scale. Therefore, overall mean SSD value for digits and fingerprints images are reasonably large with greater standard deviation compared to brain MRIs. We have reported only the mean of the minimum SSD. In summary, PCA principal axis 180 • rotation has less effect on images having a strong axis of axial symmetry. The existing PCA-based image alignment algorithms did not consider any principal axes 180 • rotation. As the quantitative comparison in Table 2 exhibits, the proposed alignment technique aligned the rotated images of the different datasets more accurately and robustly.
The boxplot displays the distribution of the minimum SSD values for each dataset as displayed in Fig. 16 . Each image of the dataset was rotated from [0 • , 90 • ] and the mean of minimum SSD values were recorded. Approximately (in MATLAB), half of the images indicated a 180 • -axis rotation problem in each dataset as appeared in the boxplot. However, it was random and depended on the numerical algorithm or software package (e.g., MATLAB, R, Mathematica) used for the eigenvectors calculation. The same pattern has been shown by digits and fingerprint images as discussed in the preceding paragraph. When no 180 • -axis problem is present, SSD value is very small. Unlike digits and fingerprint images, brain MRIs have exhibited a distinct distribution in the boxplot. SSD value for brain MRIs is not diversely varied in the case of 180 • -axis problem. The proposed technique is easy to implement and independent of these constraints. The existing PCA-based algorithms demonstrated apparent alignment errors due to principal axes 180 • rotation. Conversely, the proposed algorithm aligned the images consistently, without any PCA principal axes 180 • rotation and independent of the different classes.
Limitation of the algorithm: The presented algorithm works well for images in which the principal axis is well distinguished. However, as PCA based alignment methods do, the alignment becomes less robust for the images which have a strong symmetry. In this case, it could be still used as an initial guess of rotation angle for classes of images. Another limitation is that the overall performance of the algorithm depends on the success or failure of ROI extraction. If there exists severe noise in the images, the sophisticated ROI extraction should be employed before applying the proposed algorithm.
IV. CONCLUSION
An automatic image alignment using PCA was proposed in this paper. PCA was used to assess the orientation of the digits, fingerprints, and T 1 -weighted brain MRIs automatically, thus streamlining the subsequent tasks in optical character recognition, automatic fingerprint matching, and registration in medical images of different modalities. PCA aligned the data in their principal spread. However, the existing PCA methods demonstrated problems of 180 • rotation in its principal axis due to the random nature of its principal components. The problem was solved by an assignment-based algorithm. The proposed algorithm functions efficiently for data having a maximum variance towards its true side. In the developed algorithm, the rotation angle range [-90 • , 90 • ] was considered from any standard orientation. If the rotation angle was beyond the specified range, the standard orientation was 180 • to the original orientation. The proposed technique is reasonably insensitive to outliers as it exploits all the coordinate points of the ROI in forming the covariance matrix for PCA. The algorithm is efficient and can be used as a preprocessor in the presented applications. Experimental results on real datasets further corroborated the effectiveness and robustness of the proposed algorithm.
