Abstract-A genetic algorithm is used to select the inputs to a neural network function approximator. In the application considered, modeling critical parameters of the Space Shuttle Main Engine, the functional relationships among measured parameters is unknown and complex. F'urthermore, the number of possible input parameters is quite large. Many approaches have been proposed for input selection, but they are either not possible due to insufficient instrumentation, are subjective, or they do not consider the complex multivariate relationships between parameters. Due to the optimization and space searching capabilities of genetic algorithms, they were employed in this study to systematize the input selection process. The results suggest that the genetic algorithm can generate parameter lists of high quality without the explicit use of problem domain knowledge. Suggestions for improving the performance of the input selection process are also provided.
I. INTRODUCTION
There is considerable interest within the space industry in improving the fault detection and isolation capabilities of rocket engine condition monitoring systems, both real-time and post-test. This requires developing accurate models of engine parameters based on other measured parameters. Developing accurate models is particularly difficult due to the highly complex, non-linear nature of rocket engines, the limited suite of measured parameters, and the large variability of behavior among engines of the same design.
It has been shown that neural networks with one hidden layer can uniformly approximate any continuous function [l, 2,3] . Furthermore, neural networks are well-suited for problems in which the exact relationships between inputs and outputs are complex or unknown [4, 11. These conclusions may be applied to dynamical systems if the 'This work was supported by a contract from the NASA Space Engineering Center for System Health Management Technology at the University of Cincinnati
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Brook Park, OH 44142 system state is sufficiently represented in the inputs of the neural network. For these reasons, feedforward neural networks have been used to model critical parameters of the Space Shuttle Main Engine (SSME) during the startup transient and they have been shown to be effective [4] . A task that is critical to the success of neural network modeling of complex, dynamical systems such as the SSME is the choice of input parameters. There are several constraints that complicate this task. First, while the instrumentation of the SSME is extensive, it is not complete. Therefore, it is unlikely that it will be possible to completely describe any subsystem input or output. This makes the use of characteristic equations particularly difficult [5]. Second, as was discussed above, it is necessary to provide enough state information to model the desired parameter. Finally, it is not practical to use a large number of inputs for the following reasons. First, large input sets make training the network considerably more difficult. In addition, the input set should be small to reduce the hardware and/or computational complexity and to reduce the processing delay. This last consideration is especially important if the system is to be used for real-time modeling.
The effect of the input size on the system performance is further exacerbated by the use of multiple past values (or time windows) of each input. A time window of each input parameter is typically used in order to provide time dependent information. The size of the window multiplies the number of inputs to the network. For example, if 10 parameters are chosen as network inputs and a time window of the past ten values is used for each parameter, then the effective number of inputs to the network is 100.
Many approaches for input selection have been proposed or used. These include characteristic equations, engine schematic analyses, correlations between candidate input parameters and the modeled parameter, and expert advice [5]. As suggested above, the use of some of these methods is limited due to the lack of sufficient instrumentation. Furthermore, some of these methods are subjective or they do not adequately measure the multivariate dependencies present in the system. For these reasons, a systematic approach for input selection under the existing constraints is desired.
The choice of inputs may be modeled as an optimization problem where the space of possible solutions is quite large. In fact, many hundreds of sensors are used for monitoring during test firings of the SSME. If only 100 sensors were used, then 2loo distinct input sets would exist. Since an exhaustive search through a space with this order of magnitude is clearly not possible, an alternative search method is required.
Genetic algorithms are well suited for searching in a large parameter space [6, 71. Through tlie use of seeding (the process of providing an initial set of possible solutions), genetic algorithms search from a set of solutions or starting points, rather than a single starting point. Genetic algorithms are not derivative based, thus they can search spaces where methods such as conjugate descent fail. They work with both discrete and continuous parameters. They explore the parameter space and exploit the similarities between highly fit candidate solutions [6, 81. Furthermore, through the use of elitism (a variant method in which the best solution of a generation is promoted unaltered to the next generation), a genetic algorithm can be guaranteed to perform at least as well the niethods used to seed or initialize it. For these reasons, a genetic algorithm was used to select the inputs to a neural network that modeled an SSME parameter during the start-up transient. This paper will first present the design issues and methodology applied to the selection of SSME input parameters. A presentation and discussion of results will follow. Finally, the conclusions and ideas for future work will be presented.
DESIGN ISSUES AND METHODOLOGY
There are three fundamental design requirements for applying genetic algorithms: encoding candidate solutions onto binary strings, decoding and evaluating a binary string, and developing a fitness function that will guide the genetic algorithm to produce the desired results. For this application, encoding candidate solutions onto binary strings is trivial since a single bit is sufficient to indicate whether a particular parameter is to be included in the network input set. Accordingly, the string, or chromosome, has one bit for every candidate engine parameter. To reduce the size of the search space, redundant sensor measurements were eliminated and those parameters believed to be nearly independent of the modeled parameter were not included in the candidate parameter set. This reduced the size of the candidate parameter set to 49 parameters from the hundreds of parameters described above.
Decoding and evaluating a chromosome is also straightforward. First, the number of parameters encoded in the chromosome is determined. Then, a neural network with the proper number of inputs is created and the weights are randomly initialized. Each network is provided with ten hidden layer nodes. A training set is created using the parameters indicated in the chromosome. The input sets are expanded to include a time window of five past values for each parameter. Finally, the neural network is trained. To limit the computational requirements in training the neural networks, the QuickProp learning algorithm is used [9] and each network is trained for only 100 epochs, which was determined empirically to be sufficient to distinguish the performance of one network configuration from another. According to the analysis provided in [9], this should be comparable to 1000 epochs of training with standard backpropagation.
The fitness function must be able to guide the genetic algorithm to produce the smallest set of input parameters that are sufficient for a neural network function approximator to accurately predict a modeled parameter. Ideally, the resulting neural network function approximator should be able to learn and generalize the relationships between the input parameters and the output parameter such that the approximation is accurate even for test firings not encountered during training. Of these two network performance objectives, the determination of learning ability is the most straightforward and the only one considered in this paper. To provide the guidance described above, the fitness function must measure some properties of the candidate solution and compute a number that indicates the "fitness" of that solution. The properties considered in this paper include the performance of the generated neural network, the convergence properties of the training process, and the number of inputs. It should be noted prior to discussing fitness function implementation that, in this paper, the smaller the fitness function value, the better the evaluated solution is considered to be.
The performance of the neural network is determined by measuring the approximation error of the network on the training data. This provides a measure of how well a network is capable of learning the input/output relationships.
As mentioned above, the convergence properties of the training process are also considered in the fitness function. In this manner either early convergence or late convergence can be favored. This is important since, as described above, the neural networks are not fully trained during the genetic algorithm in order to reduce the computational requirements. To understand the relevance, consider two networks, one that has a low training error and early convergence, and another that has a higher training error and late convergence. It is not clear which network should be considered better. It may be argued that the first network is better since it converged to a stable condition rapidly. Conversely, it may be argued that the second network is better since it is still in a rapid learning phase and, with further training, its error performance niay exceed the performance of the first network. Both of these cases were used in the overall system to evolve input parameter sets.
The method used to reflect the convergence properties exploits the observation that the training error of each neural network began on a high plateau and remained there, at least briefly, before falling rapidly, as shown in Figure 1 . Since oscillations and unusual patterns in the training error were not observed, integration of the area bounded by the error curve and a bounding rectangle could be performed. To favor early convergence, the convergence term is computed by integrating this area of integration and normalizing it by the area of the bounding box. For example, if A, B, and C denote the normalized areas of their corresponding regions in Figure 1 , the convergence term is A for the early training error curve and A + B for the late training error curve. The convergence term favoring late convergence is simply the complement of the convergence term favoring early convergence. This corresponds to a convergence term of B + C for the early training error curve and Cfor the late training error curve.
As described above, the fitness of a candidate solution is also related to the size of the input parameter set. Including the input set size constraint in the fitness function could be done simply by multiplying the training error by the number of parameters selected. This, however, results in a very strong constraint. The strength of the size constraint can be controlled by adding a constant to the number of parameters selected. A small offset created in this manner yields a strong size constraint, whereas a large offset yields a weak one. The fitness function may be further adjusted by squaring the size constraint term. This increases the strength of the constraint as the number of parameters increases.
The design of the size constraint term in the fitness function is further complicated by the size disparity between the chromosomes within the seeding population. The initial population of the genetic algorithm was seeded in two ways. First, four sets of input parameters were selected based on prior knowledge of SSME behavior. These seeding sets consist of approximately 10 parameters each. The remainder of the initial population was generated with the use of a random number generator, which selected each input parameter with a probability of 50%. Thus, the randomly selected seeding sets consist of approximately 25 parameters each. If all of the seeding sets were approximately the same size, a single offset could be chosen that would yield the desired input set size at the end of the evolution process. The size disparity, however, between the knowledge-based seeding sets and the randomly selected seeding sets results in either a strongly biased choice of input parameters or it results in input sets that are too large.
For the work presented in this paper, generation dependent offsets were used to avoid biasing the results while ensuring satisfaction of the size constraint. Initially, the offset was set very high to allow the candidate solutions to compete primarily on the basis of the training error. As the genetic algorithm proceeded, the size constraint was made progressively stronger. By the last generation the offset was small, yielding a strong bias for shorter lists. This change of offset with respect to the generation will be referred to as an offset progression. Two offset progressions were used: one yielding a generally weak size constraint, and another yielding a generally strong size constraint. The offset progression yielding the weaker size constraint ranged from 71 initially to 14 over 20 generations. The other ranged from 45 initially to 7 over 20 generations. The resulting fitness functions are shown in Equations 1 and 2, respectively:
where f is the fitness function value, C is the convergence term (which may be 1.0 if no convergence properties are considered), c is the number of parameters in the candidate input list, and G, which ranges from 0 to 19, is the generation number. The process for selecting sets of input parameters proceeded in two stages. The first stage consisted of independently evolving three different populations of candidate solutions. One population was evolved using a fitness function without any training convergence bias. The other two were biased for early and late training convergence. Each of these populations was evolved with a weak size constraint to favor lower approximation error.
The ten most fit chromosomes from each of the three first stage populations were used along with 20 randomly generated chromosomes to seed the second stage genetic algorithm. The primary purposes of the second stage were to merge the three diverse and independent populations, and to further reduce the size of the parameter lists. To meet this last objective a fitness function with a strong size constraint and no convergence bias was used.
The use of three independent first stage populations increases diversity, robustness, and resistance to domination by "Super Individuals." "Super Individuals" are suboptimal solutions that are significantly more fit than other solutions early in the evolution process. This allows them to dominate a subsequent population after a few generations. The concept of "Super Individuals'' should not be confused with elitism. Elitism only guarantees that the best string will be promoted to the next generation unaltered, it does not imply dominance.
Since the fitness functions described above are noisy, they provide less guidance than deterministic fitness functions. They are noisy because the approximation errors of a particular network will vary from the errors of other implementations of the same network. Implementations of a particular network vary because they are each initialized with random weights. Although different implementations perform similarly after training, they perform differently due to their generally unique final weight sets.
When noisy fitness functions are present, the yeneralional replacement technique is typically used [7] to mitigate the undesirable effects of inaccurate fitness evaluations. Generational replacement is implemented by completely replacing the population each generation. In addition to using generational replacement in this study, each chromosome was reevaluated whenever it occurred in a population. Combined, these techniques "temporally" average the effects of fitness function variations on chromosomal representation in future populations.
RESULTS AND DISCUSSION
The fundamental output of the genetic algorithm consists of candidate parameter lists to be used as inputs to a neural network for modeling a particular parameter during start-up. The parameter that was modeled is the SSME's High Pressure Oxidizer Turbine (HPOT) discharge temperature, which has a Parameter IDentification (PID) number of 233. The three parameter lists generated by training-based fitness functions with the best fitness values from the last generation of the second stage are presented in Table 1 . These three lists, labeled GA-1-GA-3, have been shown to be physically reasonable in the context of the SSME [lo] . An additional list, labeled REF in Table 1 , is also presented for the purpose of comparison. This "reference" list has been modified from the one presented in [4] to exclude autoregressive information. The PID's in each of these lists are described in Table 2 .
It should be noted that the knowledge-based seeding lists were outperformed early in the process by genetic algorithm generated parameter lists. This may be explained by the larger number of input parameters included in the randomly selected seeding sets and the lack of a strong size constraint in the early generations. The larger sets of parameters had smaller training errors and they were not penalized for their size. While the behavior and results of the genetic algorithm were certainly affected by the knowledge-based seeding sets, the guidance provided by these sets did not appear to be strong.
To evaluate the performance of the parameter lists produced by the genetic algorithm and the reference list, feedforward neural networks were trained for 20,000 cycles using the standard backpropagation learning algorithm. Each network had one hidden layer with 10 hidden units and used a time window of five past values. The resulting networks were then used to approximate PID 233 using measured parameters from 12 actual SSME test firings. Four of the test firings were used for training the networks and eight were used to validate the resulting models. The results, as represented by the mean squared error (MSE), the normalized MSE, and the maximum percent error, are shown in Tables 3 , 4 , 5, and 6. A summary of these results is presented in Tables 7 and 8 . The results are divided into two groups: one presenting the aggregate performance of the networks on the training data (Table 7) , and the other presenting the aggregate performance of the networks on the validation data ( Table 8 ). The first group measures the learning capabilities of the networks and the second group measures the generalization capabilities.
In considering the performance of the different networks, it should be recognized that even though the networks are fully trained, their final performance is still dependent on their weight initializations. Thus, the performance of another network implementation may differ. It is clear from the results that the parameter list GA-1 has the worst error performance of the four lists. This is compensated by the fact that this is the shortest parameter list. Even though the error performance of this parameter list is the worst, it is still close to the performance of the other lists, including the reference list.
The parameter lists GA-2 and GA-3 outperformed the reference list on the training data and performed only slightly worse than the reference list on the validation data. Due to the large standard deviations of validation data error, the differences in the error means between these two particular network implementations cannot be considered statistically significant. Thus, it can concluded that the parameter lists GA-2 and GA-3 perform approximately as well as the reference list.
IV. CONCLUSIONS AND F U T U R E WORK
The results indicate that the error performance of the genetic algorithm generated parameter lists is roughly the Many improvements for the input selection process have been envisioned. One may, for example, modify the fitness evaluation function to be dependent on the error of a val-
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idation set instead of the training set. This would favor parameter lists that yield networks with superior generalizing capabilities instead of lists that yield rapid learning.
As demonstrated by the GA-1 list, smaller size can be overemphasized compared to the error performance. Instead of favoring a parameter list of the smallest size, a list of a particular size could be favored (e.g., the largest tolerable size). This would favor the inclusion of sufficient information while discouraging the use of parameters that GA-2 GA-3
do not significantly improve the error performance.
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