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HODGE FILTRATION AND HODGE IDEALS FOR Q-DIVISORS WITH
WEIGHTED HOMOGENEOUS ISOLATED SINGULARITIES
MINGYI ZHANG
Abstract. We give an explicit formula for the Hodge filtration on the DX -module OX(∗Z)f
1−α
associated to the effective Q-divisor D = α · Z, where 0 < α ≤ 1 and Z = (f = 0) is an irreducible
hypersurface defined by f , a weighted homogeneous polynomial with an isolated singularity at the
origin. In particular this gives a formula for the Hodge ideals of D. We deduce a formula for the
generating level of the Hodge filtration, as well as further properties of Hodge ideals in this setting.
We also extend the main theorem to the case when f is a germ of holomorphic function that is
convenient and has non-degenerate Newton boundary.
1. Introduction
Let D be an integral and reduced effective divisor on a smooth complex variety X. Let OX(∗D)
be the sheaf of rational functions with poles along D. This is also a left DX -module underlying
the mixed Hodge module j∗QHU [n], where U = X\D and j : U →֒ X is the inclusion map. Any
DX -module associated to a mixed Hodge module has a good filtration F•, the Hodge filtration of
the mixed Hodge module [Sai90].
To study the Hodge filtration of OX(∗D), it seems more convenient to consider a series of ideal
sheaves, defined by Mustat¸a˘ and Popa [MP16], which can be considered to be a generalization of
multiplier ideals of divisors. The Hodge ideals {Ik(D)}k∈N of the divisor D are defined by:
FkOX(∗D) = Ik(D)⊗OX OX
(
(k + 1)D
)
, ∀ k ∈ N.
It turns out that I0(D) = J
(
(1− ǫ)D
)
, the multiplier ideal of the divisor (1− ǫ)D, 0 < ǫ≪ 1.
Recently, in [MP18a] and [MP18b], the authors extend the notion of Hodge ideals to the case
when D is an arbitrary effective Q-divisor on X. Hodge ideals {Ik(D)}k∈N are defined in terms
of the Hodge filtration F• on some DX -module associated with D (see definition in Section 2.1;
cf. [MP18a, §2-4] for more details). When D is an integral and reduced divisor, this recovers the
definition of Hodge ideals Ik(D) mentioned above.
The Hodge filtration F• is usually hard to describe. However, it does have an explicit formula in
the case when D is defined by a reduced weighted homogeneous polynomial f that has an isolated
singularity at the origin, which is proved by Morihiko Saito [Sai09]. To state Saito’s result and to
clarify the notations for this paper, we denote:
• O = C{x1, . . . , xn} the ring of germs of holomorphic function for local coordinates x1, . . . , xn.
• f : (Cn, 0) → (C, 0) a germ of holomorphic function that is quasihomogeneous, i.e., f ∈
J (f) = ( ∂f∂x1 , . . . ,
∂f
∂xn
), and with isolated singularity at the origin. Kyoji Saito [KSai71]
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showed that after a biholomorphic coordinate change, we can assume f is a weighted homo-
geneous polynomial with an isolated singularity at the origin. We will keep this assumption
for f unless otherwise stated.
• w = w(f) = (w1, . . . , wn) the weights of the weighted homogeneous polynomial f .
• g : (Cn, 0)→ (C, 0) a germ of a holomorphic function, and we write
g =
∑
A∈Nn
gAx
A,
where A = (a1, . . . , an), gA ∈ C and xA = x
a1
1 · · · x
an
n .
• ρ(g) the weight of an element g ∈ O defined by
(1) ρ(g) =
(
m∑
i=1
wi
)
+ inf{〈w,A〉 : gA 6= 0}.
The weight function ρ defines a filtration on O as
O>k = {u ∈ O : ρ(u) > k};
O≥k = {u ∈ O : ρ(u) ≥ k}.
Throughout the paper, we consider DX -modules locally around the isolated singularity, so we
can assume X = Cn and identify the stalk at the singularity to be that of DX -modules on Cn. For
example, we replace FkOX,0(∗D) by FkOX(∗D).
Now we can state the formula proved by M. Saito (see [Sai09, Theorem 0.7]), namely:
(2) FkOX(∗D) =
k∑
i=0
Fk−iDX
(
O≥i+1
f i+1
)
, ∀ k ∈ N.
Since we can now construct a Hodge filtration on analogous DX -modules associated to any effective
Q-divisor D, it is natural to ask if it satisfies a similar formula in the case when D is supported on
a hypersurface defined by such a polynomial f .
From now on, we set the divisor to be D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is
an integral and reduced effective divisor defined by f , a weighted homogeneous polynomial with
an isolated singularity at the origin. In this case, the associated DX -module is the well-known
twisted localization DX -moduleM(f
1−α) := OX(∗Z)f
1−α
(
see more details in [MP18a] about how
to construct the Hodge filtration F•M(f
1−α)
)
. With new ingredients from Mustat¸a˘ and Popa’s
[MP18b], where this Hodge filtration is compared to the V -filtration onM(f1−α), we can generalize
Saito’s formula and prove the following theorem:
Theorem A. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then we have
FkM(f
1−α) =
k∑
i=0
Fk−iDX ·
(
O≥α+i
f i+1
f1−α
)
,
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where the action · of DX on the right hand side is the action on the left DX -module M(f
1−α)
defined by
D · (wf1−α) :=
(
D(w) +w
(1 − α)D(f)
f
)
f1−α, for any D ∈ DerCOX .
Notice that if we set α = 1, Theorem A recovers Saito’s formula (2) mentioned above.
For any polynomial f with an isolated singularity at the origin, it is well known that the Jacobian
algebra
Af := C{x1, . . . , xn}/(∂1f, . . . , ∂nf)
is a finite dimensional C-vector space. Fix a monomial basis {v1, . . . , vµ} for this vector space,
where µ is the dimension of Af (usually called the Milnor number of f). With this notation,
applying Theorem A, we can give a formula for the Hodge filtration that is easier to use in practice:
Corollary B. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then we have
F0M(f
1−α) = f−1 · O≥αf1−α
and
FkM(f
1−α) = (f−1 ·
∑
vj∈O≥k+1+α
Cvj)f
1−α + F1DX · Fk−1M(f
1−α).
Alternatively, in terms of Hodge ideals these formulas say that
I0(D) = O
≥α
and
Ik+1(D) =
∑
vj∈O≥k+1+α
Cvj +
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
.
In particular, the Hodge filtration is fully computable since it is good and hence can be determined
by finitely many terms. In order to do this effectively, Saito [Sai09] introduced the following measure
of the complexity of the Hodge filtration: The generating level of any DX -module (M, F•) with a
good filtration is the smallest integer k such that
FlDX · FkM = Fk+lM for all l ≥ 0.
Note that such a k always exist by definition. In the case D is integral and reduced, defined by
a weighted homogeneous polynomial with an isolated singularity at the origin, Saito proves that
the generating level of OX(∗D) is [n − α˜f − 1], where α˜f is the minimal exponent (see [MP18b,
Section 6]) which is also called the microlocal log canonical threshold (see [Sai09, Theorem 0.7]).
Popa conjectured in [Pop18, Question 5.10] that a similar result should hold in the Q-divisor setup
we considered here. Using Theorem A, we prove this conjecture is true:
Corollary C. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then the generating level of M(f1−α) is [n− α˜f − α].
Another application of Theorem A is to prove the inclusion
(3) Ik(D) ⊆ Ik−1(D), ∀ k ≥ 1
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(see more details in Corollary 3.4). Notice that for any reduced integral divisor Z, we have
Ik(Z) ⊆ Ik−1(Z), ∀ k ≥ 1
(as proved in [MP16, Proposition 13.1]), but in general it is not clear whether an inclusion like (3)
should hold for arbitrary Q-divisors (see [MP18a, Remark 4.2]).
As a consequence of Corollary B, we also deduce that the roots of the Bernstein-Sato polynomial
can be related to the jumping numbers and coefficients associated to ideals of the form Ik(cZ)/(∂f)
for varking k and c; for details see the end of Section 3.
One perspective for studying Hodge ideals, introduced by Saito, is to consider the induced
microlocal V -filtration on OX associated to f (see more details about the V -filtration in Section
4). When D is a reduced and integral divisor, Saito showed in [Sai17] that
Ik(D) = V˜
k+αOX mod (f).
When we consider an effective Q-divisor D = αH, in [MP18b, Definition 3.1] the authors define
another series of ideal sheaves {I˜k(D)}k∈N; see Section 4. In this setting, when 0 < α ≤ 1, it is
easy to see that I˜k(D) = V˜
k+αOX . In the case when D = α · Z, where 0 < α ≤ 1, Z = div(f)
reduced and f ∈ OX(X), the authors [MP18b, Theorem A
′] obtained a formula for Ik(D) in terms
of the V -filtration on M(f1−α), from which in particular it follows that Ik(D) = I˜k(D) mod (f).
It is natural to wonder to what extent equality holds without modding out by (f). Although
I0(D) = I˜0(D) is always true, Ik(D) and I˜k(D) are usually not the same for k ≥ 1 (see, e.g. [Sai17,
Remark (ii) in §2.4] for α = 1; see also [Pop18, Remark 9.8] for examples of Q-divisors). However, if
D = αZ with 0 < α ≤ 1 and Z is defined by a weighted homogeneous polynomial with an isolated
singularity at the origin, we can give a criterion for equality between Ik(D) and I˜k(D):
Proposition D. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then for any k ∈ N, if Ik(D) = I˜k(D) = (x1, . . . , xn)m for some m ∈ N, then Ik+1(D) = I˜k+1(D).
When k = 0, we prove that the converse statement is true, i.e., if I0(D) = I˜0(D) 6= (x1, . . . , xn)
m
for any m ∈ N, then I1(D) 6= I˜1(D). See details in Proposition 4.5. So it seems plausible to make
the following:
Conjecture E. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then for any k ∈ N, Ik+1(D) = I˜k+1(D) if and only if Ik(D) = I˜k(D) = (x1, . . . , xn)m for some
m ∈ N.
Finally, in Section 5 we extend Theorem A to the case that D = αZ, where 0 < α ≤ 1 and
Z = (f = 0) is an integral and reduced effective divisor defined by f , a germ of holomorphic
function that is convenient and has non-degenerate Newton boundary with respect to the local
coordinates.
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2. Preliminaries
2.1. Filtered D-modules and Hodge ideals associated with Q-divisors. Let X be a smooth
complex variety, and D be an effective Q-divisor on X, locally D = αH with support Z and
H = div(h) for some nonzero h ∈ OX(X) and α ∈ Q>0. We denote β = 1− α.
In this setting one associates D the left DX -moduleM(h
β) := OX(∗H)h
β , a rank 1 free OX(∗H)-
module with an generator the symbol hβ . The left DX -module structure is given via the rule
D(whβ) :=
(
D(w) + w
β ·D(h)
h
)
hβ, for any D ∈ DerCOX .
A good filtration is defined on the DX -module M(h
β), written as (M(hβ), F•), and is called the
Hodge filtration of M(hβ) (see [MP18a, Definition 2.10]).
Definition 2.1. [MP18a, definition after Proposition 4.1] Let D = αH with support Z, where
H = div(h) for some nonzero h ∈ OX(X) and α ∈ Q>0. We denote β = 1− α. For any k ∈ N, we
define kth Hodge ideal of D, denoted as Ik(D), by
FkM(h
β) = Ik(D)⊗OX OX(kZ +H)h
β .
To study F•M(h
β), it is necessary to consider the following construction. Let
ι : X →֒ X ×C, x 7→
(
x, h(x)
)
be the closed embedding given by the graph of h. For any DX -moduleM, we consider the D-module
theoretic direct image
ι+M :=M⊗C C[∂t]
(see for instance [HTT08, Example 1.3.5]). With this description, multiplication by t is given by
(4) t(m⊗ ∂jt ) = hm⊗ ∂
j
t − jm⊗ ∂
j−1
t
and the action of a derivation D ∈ DerCOX is given by
(5) D(m⊗ ∂jt ) = D(m)⊗ ∂
j
t −D(h)m⊗ ∂
j+1
t .
The Hodge filtration on ι+M is given by:
Fkι+M =
k⊕
j=0
Fk−jM⊗ ∂
j
t
(see [Sai88, Lemma 3.2.4]).
In particular, for the special DX -module M(h
β) (H may not be reduced) mentioned in the
beginning, every element in ι+M(h
β) can be written uniquely as a finite sum∑
j≥0
gjh
β ⊗ ∂jt , with gj ∈ OX(∗Z).
6 MINGYI ZHANG
The Hodge filtration is written as
(6) Fkι+M(h
β) =
k⊕
j=0
Fk−jM(h
β)⊗ ∂jt .
The following lemma is probably well known to the experts, yet we include a proof here for the
benefit of the reader.
Lemma 2.2. Let D = αH and H = div(h) for some nonzero h ∈ OX(X) and 1 − β = α ∈ Q>0.
Let j : X × (C− {0})→ X × C be the natural inclusion. Then:
j∗j
∗Fkι+M(h
β) =
k∑
i=0
M(hβ)⊗ ∂it .
Proof. Let U = X × (C− {0}). Since j : U → X × C is the natural inclusion, we know
j∗j
∗Fkι+M(h
β) = {x ∈ ι+M(h
β) : x|U ∈ Fkι+M(h
β)}.
This means, for any x ∈ j∗j
∗Fkι+M(h
β), locally, there exists p ≥ 0 such that tp(x) ∈ Fkι+M(h
β).
So by equation (6) we have
tp(x) =
k∑
j=0
xj ⊗ ∂
j
t , where xj ∈ Fk−jM(h
β).
Then by equation (4) we can easily get the inverse formula for the t action, so we obtain
x ∈
k∑
i=0
M(hβ)⊗ ∂it .
Therefore
j∗j
∗Fkι+M(h
β) ⊆
k∑
i=0
M(hβ)⊗ ∂it .
Conversely, {
1
hm
hβ ⊗ ∂st
}
m≥0, 0≤s≤k
generates
k∑
i=0
M(hβ)⊗ ∂it . By equation (4) we have,
tm+s
(
1
hm
hβ ⊗ ∂st
)
=
s∑
j=0
hk+1
hk−j+1
(
m+ s
s− j
)
s!
j!
hβ ⊗ ∂jt .
Now, using the definition of the multiplier ideal I (B) of a Q-divisor B (see [Laz04, Definition
9.2.1]), we have:
OX(−H) = g∗OY (−g
∗H) ⊂ g∗OY (KY/X − [(1− ǫ)g
∗H]) = I ((1− ǫ)H) = I0(H),
hence (h) ⊆ I0(H), which leads to h
k+1 ∈ Ik−j(H) for 0 ≤ j ≤ k since
F0OX(∗H) ⊂ · · · ⊂ FkOX(∗H) ⊂ Fk+1OX(∗H) · · ·
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is an increasing filtration. Thus for any m ≥ 0 and 0 ≤ s ≤ k, we obtain tm+s( 1hmh
β ⊗ ∂st ) ∈
Fpι+M(h
β). Therefore
j∗j
∗Fkι+M(h
β) ⊇
k∑
i=0
M(hβ)⊗ ∂it ,
and we finish the proof. 
2.2. The rational V -filtrations on
(
OX(∗H), F
)
and
(
M(h1−α), F
)
. For any complex manifold
Y , let X be a smooth hypersurface on Y , with a local coordinate t.
Malgrange [Mal83] proved that ι+OX admits an integral V -filtration along X ×{0}. Kashiwara
[Kas83] extended the result to the case ι+M, forM regular holonomic, while Saito [Sai88, Definition
3.1.1] considered the more general rational V -filtration defined as follows:
Definition 2.3. Let M be a coherent DY -module. A decreasing filtration (V
γM)γ∈Q on M ,
indexed by Q, is called a rational V -filtration along X if the following conditions are satisfied:
(1) Each V γM is a coherent module over DX [t, ∂tt] and
⋃
γ∈Q
V γM =M .
(2) t · V γM ⊆ V γ+1M , for any γ ∈ Q (with equality if γ > 0).
(3) ∂t · V
γM ⊆ V γ−1M , for any γ ∈ Q.
(4) For every γ ∈ Q, if we put V >γM = ∪γ′>γV γ
′
M , then ∂tt+ γ is nilpotent on
GrγVM := V
γM/V >γM.
Saito [Sai88, Definition 3.2.1] further consider the rational V -filtration compatible with the in-
creasing filtration F defined as follows:
Definition 2.4. Let (M,F ) be a filtered coherent DY -module, i.e. Gr
F
• are coherent Gr
F
• DY mod-
ule. We say that (M,F ) admits a rational V -filtration along X, if:
• M admits a rational V -filtration along X as defined in Definition 2.3.
• t · FpV
αM = FpV
α+1M for any α > 0.
• ∂t · FpGr
α
VM = Fp+1Gr
α−1
V for any α < 1.
The rational V -filtration on (M,F ) defined as above exists in the case when (M,F ) underlies a
mixed Hodge module. It is well known that when the V -filtration exists, it is unique. In the paper,
we will mainly be concerned with the rational V -filtration on filtered DX×C-modules of the form
(ι+OX , F•) or
(
ι+M(h
β), F•
)
.
First, we recall a useful result to compute the Hodge filtration on a DX×C-module from its
restriction on U = X × (C − {0}) as follows:
Lemma 2.5. [MP18b, Remark 3.4] Let D = αH and H = div(h) for some nonzero h ∈ OX(X)
and 1− β = α ∈ Q>0. Let j : X × (C− {0})→ X × C be the natural inclusion. We have
Fkι+M(h
β) =
∑
i≥0
∂it
(
V 0ι+M(h
β) ∩ j∗j
∗Fk−iι+M(h
β)
)
for all k,
where j : U →֒ X × C is the inclusion.
8 MINGYI ZHANG
The above lemma is a direct application of a more general result proved by M. Saito (see [Sai88,
Remark 3.2.3]), which applies since
(
ι+M(h
β), F•
)
is a filtered direct summand of a mixed Hodge
module. Combining this with Lemma 2.2, we get:
(7) Fkι+M(h
β) =
∑
i≥0
∂it
(
V 0ι+M(h
β) ∩
k∑
i=0
M(hβ)⊗ ∂it
)
.
The following result is also related to the fact that ι+M(h
β) is a filtered direct summand of a
mixed Hodge module.
Lemma 2.6. [MP18b, Lemma 4.5] For every γ ∈ Q, we have
t · V γι+M(h
β) = V γ+1ι+M(h
β).
Moreover, for every k ∈ Z and every γ ≥ 0, we have
t · V γFkι+M(h
β) = V γ+1Fkι+M(h
β).
We will also make use of the following technical result:
Lemma 2.7. [Sai88, Lemma 3.1.7] Let u : M → N be a morphism of coherent DX -modules equipped
with filtration V . Let X∗ := X × (C − {0}). If u|X∗ : M |X∗ → N |X∗ is an isomorphism, then
u : V αM ∼= V αN for all α > 0.
When we work with a Q-divisor D, locally D = α ·H where H = div(h) and 0 < α ≤ 1, a key
point is to express the V -filtration on ι+M(h
β) in terms of the more common one on ι+OX(∗H).
This was done in the following:
Proposition 2.8. [MP18b, Proposition 2.6 and Proposition 2.8] There is an OX(∗H)-linear iso-
morphism Φ : ι+M(h
β)→ ι+OX(∗H) such that
Φ
(
k∑
i=0
φih
β ⊗ ∂itδ
)
=
k∑
i=0
gi ⊗ ∂
i
tδ,
where
φi
hi
=
k∑
j=i
(
j
i
)
Qj−i(−β)
gj
hj
,
with
(8) Qk(α) =
{
α(α + 1) · · · (α+ k − 1), if k ≥ 1;
1, if k = 0.
In particular, we have
Φ
(
V γι+M(h
β)
)
= V γ−βι+OX(∗H) for every γ ∈ Q.
The above proposition will lead to an bijection between some set of sections of certain type
appearing in the equation (7),
k∑
i=0
M(hβ)⊗ ∂it on the DX×C-module ι+M(h
β)
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and a similar set of sections,
k∑
i=0
OX(∗H) ⊗ ∂
i
t on the DX×C-module ι+OX(∗H).
Moreover, we will use the last statement for γ = 1, i.e.
Φ
(
V 1ι+M(h
β)
)
= V αι+OX(∗H).
Also, Lemma 2.7 implies that
V αι+OX(∗H) = V
αι+OX , ∀ α > 0.
Using the above two equations, we are able to improve the equation (7) and give a better description
of the Hodge filtrations on ι+M(h
β). The details are in the proof of Proposition 3.1.
2.3. Weighted homogeneous polynomial with isolated singularities. We choose and fix a
local coordinate system (x1, . . . , xn) around an isolated singularity. We say that f is a weighted
homogeneous polynomial of weights w = (w1, . . . , wn) if f is a linear combination of finitely many
monomials xν such that
n∑
i=1
wiνi = 1, where wi ∈ Q+.
We denote ∂if :=
∂f
∂xi
for any i, 1 ≤ i ≤ n. Since f has an isolated singularity at the origin, it is
well known that the Jacobian algebra
Af := C{x1, . . . , xn}/(∂1f, . . . , ∂nf)
is a finite dimensional C-vector space. Denote a monomial basis for the Jacobian algebra Af as
{v1, . . . , vµ}, where µ is the dimension of Af (usually called the Milnor number of f).
Remark 2.9. When f is a weighted homogeneous polynomial with an isolated singularity at the
origin, we know more about ρ(vi) for 1 ≤ i ≤ ν. It is well known (see e.g. [Sai94, remark after 2.8])
that
max
i
ρ(vi) = n−
n∑
j=1
wj = n− α˜f .
3. Proof of Theorem A
For the moment we continue to consider an arbitrary Q-divisor D such that D = α · H where
α > 0 and H = div(h). We define the natural projection ϕ : ι+M(h
β)→M(hβ) by:
ϕ
(
k∑
i=0
mi ⊗ ∂
i
t
)
= m0, ∀ mi ∈M(h
β), ∀ k ∈ N.
Proposition 3.1. For any effective Q-divisor D as above, the Hodge filtration on M(hβ) satisfies:
FpM(h
β) = ϕ ◦ t−1 ◦ Φ−1
(
V αι+OX ∩
( p∑
i=0
OX ⊗ ∂
i
t
))
,
where ϕ is defined as above and Φ is the isomorphism in Proposition 2.8.
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Proof. Applying the map ϕ to both sides of the equation (7), after simplifying the sum, we get
FpM(h
β) = ϕ
(
V 0ι+M(h
β) ∩
( p∑
i=0
M(hβ)⊗ ∂it
))
.
By Proposition 2.8, we obtain
Φ−1(a⊗ ∂kt ) =
k∑
i=0
(
k
i
)
Qk−i(−β)
a
hk−i
hβ ⊗ ∂it ,
and
Φ(bhβ ⊗ ∂kt ) =
k∑
i=0
(
k
i
)
Qk−i(β)
b
hk−i
⊗ ∂it .
Since Φ is bijective, these two formulas imply that
Φ−1
(
p∑
i=0
OX(∗H) ⊗ ∂
i
t
)
=
p∑
i=0
M(hβ)⊗ ∂it .
Letting γ = 1 in Proposition 2.8, we get
V 1ι+M(h
β) = Φ−1
(
V αι+OX(∗H)
)
.
Moreover,
t : V 0ι+M(h
β)→ V 1ι+M(h
β)
is bijective (by Lemma 2.6 with γ = 0) and
t :
p∑
i=0
M(hβ)⊗ ∂it →
p∑
i=0
M(hβ)⊗ ∂it
is bijective for any p ∈ N (in fact we can write down the formula for t−1). Thus we obtain:
FpM(h
β) = ϕ ◦ t−1 ◦ Φ−1
(
V αι+OX(∗H) ∩
p∑
i=0
OX(∗H)⊗ ∂
i
t
)
.
Notice that V αι+OX(∗H) = V
αι+OX for every α > 0 by Lemma 2.7, so we can replace OX(∗H)
by OX in the right hand side of the equation to get the desired result. 
From now on, we denote Ψ := ϕ ◦ t−1 ◦ Φ−1. This is an OX-module homomorphism having the
following property:
Lemma 3.2.
Ψ
(
P (a⊗ ∂kt )
)
= Qk(α)P ·
( a
hk+1
h1−α
)
, for any P ∈ DX , ∀ a ∈ OX ,
where Qk(α) is the same as in (8).
Proof. When P ∈ F0DX , it is easy to check the desired equation is true.
Inductively, for some l ∈ N, we assume for any ν = (ν1, . . . , νn) with |ν| = l, the following
equation is true:
Ψ
(
∂νx(a⊗ ∂
k
t )
)
= Qk(α)∂
ν
x ·
( a
hk+1
h1−α
)
, ∀ a ∈ OX , ∀ k ≥ 0.
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Then we get for any ν with |ν| = l,
(∂νx∂xi) ·
( a
hk+1
h1−α
)
= ∂νx ·
(
∂xia
hk+1
h1−α −
(α+ k)∂xifa
hk+2
h1−α
)
= Ψ
(
1
Qk(α)
∂νx
(
∂xia⊗ ∂
k
t
)
−
α+ k
Qk+1(α)
∂νx
(
∂xiha⊗ ∂
k+1
t
))
=
1
Qk(α)
Ψ
(
∂νx∂xi(a⊗ ∂
k
t )
)
.
So by induction, we finish the proof. 
From now on, we focus on the case when H = Z = (f = 0) reduced, with f a weighted
homogeneous polynomial with an isolated singularity at the origin. In this case we can obtain a
formula for the Hodge filtration. The key ingredient for the proof is the following result of Morihiko
Saito. The lemma below gives an explicit formula for the Hodge filtration on the V -filtration of
the algebraic microlocalization of ι+OX . Here the so-called microlocal V -filtration on the algebraic
microlocalization of ι+OX , i.e. OX [∂t, ∂
−1
t ] := OX ⊗C C[∂t, ∂
−1
t ], is defined as follows (see [Sai94,
(2.1.3)]):
(9) V αOX [∂t, ∂
−1
t ] =
{
V αι+OX ⊕ (OX ⊗C C[∂
−1
t ]∂
−1
t ) if α ≤ 1;
∂−jt V
α−jOX [∂t, ∂
−1
t ] if α > 1, α− j ∈ (0, 1].
Lemma 3.3. [Sai09, (4.2.1)] Assume H = Z = (f = 0) reduced, with f a weighted homogeneous
polynomial with an isolated singularity at the origin. The graph embedding ι : X → X×C is defined
by ι(x) =
(
x, f(x)
)
. Then we have
FkV
αOX [∂t, ∂
−1
t ] =
∑
i≤k
Fk−iDX(O
≥α+i ⊗ ∂it).
It turns out that V αι+OX , the DX×C-module involved in the expression of F•M(h
β) in Propo-
sition 3.1 , can be related to the microlocal V -filtration; this leads to:
Proof of Theorem A. By Lemma 3.3, letting i : OX [∂t]→ OX [∂t, ∂
−1
t ] be the natural inclusion,
we have by definition that i−1(V αOX [∂t, ∂
−1
t ]) = V
αOX [∂t], so we obtain
FpV
αι+OX = FpV
αOX [∂t, ∂
−1
t ] ∩OX [∂t]
Using the fact that O≥α+i = OX for i ≤ −1, and (∂x1f, · · · , ∂xnf) ⊂ O
≥1 ⊂ O≥α since 0 < α ≤ 1,
we further get
FpV
αι+OX =
p∑
i=0
Fp−iDX(O
≥α+i ⊗ ∂it).
Hence by Proposition 3.1, we obtain
FpM(f
β) = Ψ
(
p∑
i=0
Fp−iDX(O
≥α+i ⊗ ∂it)
)
,
where Ψ := ϕ ◦ t−1 ◦Φ−1 is defined as above. Then Lemma 3.2 implies
Ψ
(
Fp−iDX(O
≥α+i ⊗ ∂it)
)
= Fp−iDX ·
(
O≥α+i
f i+1
f1−α
)
for any 0 ≤ i ≤ p,
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which completes the proof. 
Proof of Corollary B. We first show the following statement (10) by induction: for k ∈ N,
(10) Ik+1(D) = O
≥α+k+1 +
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
By Theorem A, for p = 0 and p = 1 we obtain
I0(D) = O
≥α
and
I1(D)f
1−α = f2 · F1OX(∗Z)f
1−α = O≥α+1 + (f)I0(D) +
∑
1≤i≤n,a∈I0(D)
OX
(
f∂ia− αa∂if
)
.
So we get (f)I0(D) ⊂ O
≥α+1 and thus the statement (10) is true for k = 0.
Now assume the statement is true for k = l. Then
Il+1(D) = O
≥α+l+1 + (f)Il(D) +
∑
1≤i≤n,a∈Il(D)
OX
(
f∂ia− (α+ l)a∂if
)
= Oα+l+1 + (f)O≥α+l + (f)
∑
1≤j≤n,b∈Il−1(D)
OX
(
f∂jb− (α+ l − 1)b∂jf
)
+
∑
1≤i≤n,a∈Il(D)
OX
(
f∂ia− (α+ l)a∂if
)
Since (f)O≥α+l ⊂ O≥α+l+1 and
f∂j(fb)− (α+ l)(fb)∂jf = f
(
f∂jb− (α+ l − 1)b∂jf
)
,
we conclude that the statement is true when k = l+1. So by induction the statement (10) is true.
Then it suffices to show:
O≥α+k+1 ∩ (∂1f, . . . , ∂nf) ⊆
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
.
Take any monomial b ∈ O≥α+k+1 ∩ (∂1f, . . . , ∂nf), write b = B1∂1f + B2∂2f + · · · + Bn∂nf . We
claim that:
(11) Bi∂if ∈
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
,∀ 1 ≤ i ≤ n.
To prove the claim, we just show the case for i = 1, since for 2 ≤ i ≤ n the argument is completely
similar. If B1 = 0, then ∂1fB1 = 0. Now suppose 0 6= B1 =
∑
A∈J1
bAx
A. Take any A ∈ J1. If
∂1(x
A) = 0, then ∂1fx
A belongs to the right hand side of (11); otherwise we have ∂1(x
A) 6= 0, so
we get ρ(∂1(x
A)) ≥ α+ k and hence ∂1(x
A) ∈ Ik(D). We can easily check that
(α + k)xA∂1f = (a1 − 1)
(
f∂1(x
A)− (α+ k)xA∂1f
)
− x1
(
f∂1(∂1x
A)− (α+ k)∂1f · ∂1x
A).
Thus
B1∂1f =
∑
A∈J1
bA(x
A∂1f) ∈
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
.
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Similarly, we can show Bi∂if belongs to the right hand side of (11) for 2 ≤ i ≤ n, and hence the
claim is true. Therefore
b ∈
∑
1≤i≤n,a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
.

As an application of Theorem A, we prove the following property of Hodge ideals:
Corollary 3.4. If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and reduced effective
divisor defined by f , a weighted homogeneous polynomial with an isolated singularity at the origin,
then we have:
Ik+1(D) ⊆ Ik(D) for any k ∈ N.
Proof. When k = 0, by Corollary B, we easily get
I1(D) ⊆ I0(D).
(In fact, even without the assumption for f , we always have I1(D) ⊆ I0(D) when D = αZ with
α ≤ 1 by [MP18b, Corollary 5.5].)
Now we assume Il(D) ⊆ Il−1(D) for some l ∈ N. Then, for 1 ≤ i ≤ n and for any a ∈ Il(D) ⊆
Il−1(D), by Corollary B, we have f∂ia − (α + l − 1)a∂if ∈ Il(D). By adding −a∂if ∈ Il(D), we
know that f∂ia− (α+ l)a∂if ∈ Il(D). Then again by Corollary B, we get Il+1(D) ⊆ Il(D). So by
induction the proof is complete. 
Proof of Corollary C. As mentioned in Remark 2.9, for any weighted homogeneous function f
with an isolated singularity at the origin,
max
j
{ρ(vj)} = n− α˜f ,
where {v1, · · · , vµ} is a fixed monomial basis of Jacobian algebra C{x1, . . . , xn}/(∂f).
Let
Jq(D)f
1−α := F1DX ·
(
Iq−1(D)
f q
f1−α
)
f q+1.
By Corollary B, it is enough to show that∑
vj∈A≥α+p
OXvj ⊂ Jp(D) ⇐⇒ p ≥ [n− α˜f − α] + 1.
First, taking any q ≤ [n− α˜f−α], we have q+α ≤ n− α˜f . There exists vj such that ρ(vj) = n− α˜f .
Therefore vj ∈ O
≥q+α and vj /∈ (f1, · · · , fn).
Since
f =
n∑
i=1
wixi∂if,
we obtain
Jq(D) = (f)Iq−1(D) +
∑
1≤i≤n, a∈Iq−1(D)
OX
(
f∂ia− (q − 1 + α)a∂if
)
⊂ (f1, · · · , fn).
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Thus ∑
vj∈O≥α+p
OXvj * Jq(D).
On the other hand, for any p ≥ [n − α˜f − α] + 1, we get p + α ≥ [n − α˜f − α] + 1 + α >
n − α˜f − α + α = n − α˜f . Since max{ρ(vj)} = n − a˜f < α + p, by definition there are no such
vj . 
Example 3.5. Let f = x2 + y3. Then Af = C1⊕ Cy and ρ(1) =
5
6 and ρ(y) =
7
6 . Then:
• When 0 < α ≤ 16 , I0(D) = C{x, y}, I1(D) = (y) + (∂f) = (x, y) and I2(D) = (x
2, xy, y3).
The generation level is [2− 56 − α] = 1. We see that I1(D) 6= J1(D) and I2(D) = J2(D).
• When 16 < α ≤
5
6 , I0(D) = C{x, y}, I1(D) = (x
2, xy2, y3) + (∂f) = (x, y2). The generating
level is 0.
• When 56 < α ≤ 1, I0(D) = (x, y), I1(D) = (x
3, x2y, xy3, y4)+
(
(1− 2α)x2+ y3, xy2, xy, x2+
(1− 3α)y3
)
= (x2, xy, y3). The generating level is 0.
By using the birational transformation property, in [MP18a, Example 10.5], the authors can com-
pute I2(D) for α ≥
5
6 . It is not clear however how to apply the method to obtain the calculation
above for α < 56 . But by using Theorem A and Corollary C, we can compute it for all 0 < α ≤ 1.
As another application of Corollary B, we illustrate how the roots of the Bernstein-Sato polyno-
mial associated to f relate to the jumping numbers and coefficients associated to ideals of the form
Ik(cZ)/(∂f) in the case when f is a weighted homogeneous polynomial with an isolated singularity
at the origin.
For a germ of holomorphic function f ∈ OX,0 ∼= C{x1, . . . , xn}, there exists a unique monic
polynomial bf (s) of smallest degree such that there exists P ∈ DX [s] and
bf (s)f
s = Pf s+1 where s is a variable.
We call bf (s) the Bernstein-Sato polynomial associated to f .
It is usually hard to calculate the Bernstein-Sato polynomial. However, in many cases, a good
formula is known, e.g, f is a monomial or f = xa11 + · · · + x
an
n for some integers ai ≥ 1. Moreover,
in the case when f has non-degenerate Newton boundary with respect to the local coordinates
or in the case when f is semi-quasihomogeneous, a good algorithm has been found (see details in
[BGMM89]). In the case when f is a weighted homogeneous polynomial with an isolated singularity
at the origin, the result is much easier to describe. The proof that bf (s) is written explicitly as
follows can be found for instance in Granger’s survey [Gra10, Theorem 4.8]:
Theorem 3.6. Let f be a weighted homogeneous polynomial with an isolated singularity at the
origin and with weight w = (w1, . . . , wn). Let M = {v1, . . . , vµ} be a monomial basis of the Jacobian
algebra C{x1, . . . , xn}/(∂f) where (∂f) denotes the ideal (∂1f, · · · , ∂nf). Let
E = {ρ ∈ Q | ∃ vi ∈M such that ρ(vi) = ρ}.
Then:
bf (s) = (s+ 1)
∏
ρ∈E
(s+ ρ).
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In the case when f is a weighted homogeneous polynomial with an isolated singularity at
the origin and Z = (f = 0) is the reduced integral divisor, by Corollary B, we obtain that
Ik(λZ)/(∂f) = O
≥k+λ/(∂f) for all k ∈ N. By Remark 2.9, we obtain further that Ik(cZ)/(∂f) = 0
for all k ≥ [n− α˜f ] + 1. So we could relate the elements in the set E to the jumping numbers and
jumping coefficients defined as follows:
For any k ∈ N and k ≤ [n − α˜f ], there exists m ∈ N and rational numbers 0 < ck1 < c2 < · · · <
ckm < 1 such that for any 1 ≤ i ≤ m− 1,{
Ik(λZ)/(∂f) = Ik(ckiZ)/(∂f), if λ ∈ [cki , cki+1);
Ik(cki+1Z)/(∂f) 6= Ik(ckiZ)/(∂f).
We call cki jumping numbers of Ik(cZ)/(∂f) in (0,1). Note that jumping numbers usually cannot
be defined directly for Ik(cZ) when k ≥ 1. This is because some generators of Ik(cZ) might have
coefficients depending on c, so we may get incomparable ideals. For example, let f = x2 + y5 and
9
10 < α ≤ 1. As we computed in Example 4.6, we cannot define jumping numbers for I1(cZ) since
we get incomparable ideals when we change c in ( 910 , 1) (see also [MP18b, discussion after Corollary
5.5]). Let Ek denote the set of all jumping numbers of Ik(cZ)/(∂f) in (0,1) and call
N = {r ∈ N : Ir(Z)/(∂f) 6= Ir+1(ǫZ)/(∂f), where 0 < ǫ≪ 1}
the set of jumping coefficients associated to Z. With these notations, by Theorem 3.6, the jumping
numbers and jumping coefficients of Ik(cZ)/(∂f), for 0 ≤ k ≤ [n − α˜f ], determine the roots of
Bernstein-Sato polynomial as follows:
Corollary 3.7. Let f be a weighted homogeneous polynomial with an isolated singularity at the
origin and Z = (f = 0). Then
bf (s) = (s+ 1)
[n−α˜f ]∏
k=0
∏
ρ∈Ek
(s+ ρ+ k)
∏
r∈N
(s+ r + 1).
See also Remark 4.4.
4. Relation between Microlocal V -filtration and Hodge ideals
In this section we assume that D is an effective Q-divisor and D = α · H, where α ∈ Q>0 and
H = div(h) with h ∈ OX(X) and denote Z = Hred = Supp(D). We assume ⌈D⌉ = Z = (f = 0).
Then we define another series of ideals as follows:
Definition 4.1. [MP18b, Definition 3.1] For each k ≥ 0, we define an ideal sheaf
I˜k(D) :=
{
v ∈ OX | ∃ v0, v1. · · · , vk = v ∈ OX such that
k∑
i=0
vi ⊗ ∂
i
t ∈ V
αι+OX
}
.
Recall the microlocalization of ι+OX , i.e. OX [∂t, ∂
−1
t ] has the microlocal V -filtration defined in
(9). Notice that it has an increasing filtration (see [Sai94, (1.2.3)]) given by
FkOX [∂t, ∂
−1
t ] =
∑
i≤k
OX ⊗ ∂
i
t , ∀ k ∈ Z.
So we get an induced microlocal V -filtration on OX (identified with OX ⊗ 1), denoted as
V˜ •OX := V
•GrF0 OX [∂t, ∂
−1
t ].
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When 0 < α ≤ 1, by definition we have I˜k(D) = V˜
k+αOX . We know the following relationship
with Hodge ideals, proved in [Sai17, Theorem 1] for α = 1, and extended to Q-divisors in [MP18b,
Theorem A′]:
Proposition 4.2. If D = αZ where Z is a reduced, effective divisor on X, defined by f ∈ OX(X),
then
Ik(D) = I˜k(D) mod (f), ∀ k ∈ N.
When f is a weighted homogeneous polynomial with an isolated singularity at the origin, M.
Saito gives an effective way of describing I˜k(D) using the lower level I˜k−1(D) and a monomial basis
{v1, · · · , vµ} of the Jacobian algebra C{x1, . . . , xn}/(∂f), where µ is the Milnor number:
Proposition 4.3. [Sai17, Proposition in (2.2)] If D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is
an integral and reduced effective divisor defined by f , a weighted homogeneous polynomial with an
isolated singularity at the origin 1, then:
I˜0(D) = O
≥α
and
I˜p(D) =
∑
vj∈O≥α+p
OXvj + (∂1f, · · · , ∂nf)I˜p−1(D), ∀ p ≥ 1.
Remark 4.4. One consequence of Saito’s result is that the roots of the Bernstein-Sato polynomial
associated to f are related to the jumping numbers of V˜ cOX . In the setting of Theorem 3.6,
by Proposition 4.3, the microlocal V -filtration V˜ •OX modding out (∂f) determines the following
jumping numbers: There exists rational numbers α˜f = c1 < c2 < · · · < cm = n− α˜f such that for
any 1 ≤ i ≤ m− 1, {
V˜ λOX/(∂f) = V˜
ciOX/(∂f), if λ ∈ [ci, ci+1);
V˜ ci+1OX/(∂f) 6= V˜
ciOX/(∂f).
With the above notations and by Theorem 3.6, the Bernstein-Sato polynomial is:
bf (s) = (b+ 1)
m∏
i=1
(s+ ci).
Notice that Ik(cZ) = I˜k(cZ) mod (f) by Proposition 4.2, and we have f ∈ (∂f) by the definition of
weighted homogeneous polynomials. Thus Ik(cZ) = I˜k(cZ) mod (∂f). So it is not surprising that
the roots of the Bernstein-Sato polynomial are also related to the jumping numbers and jumping
coefficients associated to ideals of the form Ik(cZ)/(∂f) as in Corollary 3.7.
Now we give the proof of Proposition D, which gives a criterion for equality between Ik(D) and
I˜k(D):
Proof of Proposition D. Comparing Ik+1(D) and I˜k+1(D) by Corollary B and by Proposition
4.3, clearly it suffices to show that, if Ik(D) = I˜k(D) = (x1, . . . , xn)
m for some m ∈ N, then
n∑
i=1
∑
a∈(x1,...,xn)m
OX
(
∂iaf − (α+ k)a∂if
)
= (∂if, . . . , ∂nf)(x1, . . . , xn)
m.
1Note the assumption for [Sai17, Proposition in (2.2)] that “f contains monomials of type xaii for any i ∈ [1, n]”
is not necessary, as confirmed by Saito [Sai18].
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Fix k ∈ N. Now suppose Ik(D) = (x1, . . . , xn)m for some m ∈ N and take any element a ∈
(x1, . . . , xn)
m. Since f is a weighted homogeneous polynomial, we have the formula
f =
n∑
i=1
wixi∂if.
Then we get
f∂ia =
n∑
j=1
wjxj∂jf∂ia.
Clearly xj∂ia ∈ (x1, . . . , xn)
m, so f∂ia− α∂ifa ∈ (∂1f, . . . , ∂nf)(x1, . . . , xn)
m. Thus
n∑
i=1
∑
a∈(x1,...,xn)m
OX
(
∂iaf − (α+ k)a∂if
)
⊆ (∂if, . . . , ∂nf)(x1, . . . , xn)
m.
On the other hand, for any A ∈ Nn with |A| = m− 1, and for any i ∈ {1, · · · , n}, consider
Li(A) := ∂i(x
Axi)f − (α+ k)∂ifx
Axi =
(
(ai + 1)wi − α− k
)
xAxi∂if +
∑
j 6=i
(ai + 1)wjx
Axj∂jf.
After easy computation, we can express xAxi∂if as
xAxi∂if =
(ai + 1)
∑n
j=1wjLj(A)
(α+ k)
(
ρ(xA)− α− k
) − Li(A)
α+ k
.
Moreover, for any B ∈ Nn with |B| = k and bi = 0, xB∂if = − 1α+k
(
∂i(x
B)f − (α + k)xB∂if
)
.
Hence, for any i, and any a ∈ (x1, . . . , xn)
m, we obtain
a∂if ∈
n∑
i=1
∑
a∈Ik(D)
OX
(
f∂ia− (α+ k)a∂if
)
.
Thus we proved the reverse inclusion of sets and finish the proof. 
Moreover we prove in the following that Conjecture E is true when k = 0:
Proposition 4.5. We assume D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral
and reduced effective divisor defined by f , a weighted homogeneous polynomial with an isolated
singularity at the origin. If I0(D) 6= (x1, . . . , xn)
p for any p ∈ N, then I1(D) 6= I˜1(D).
Proof. We assume that I0(D) is not equal to (x1, . . . , xn)
p for any p ∈ N. Notice that I0(D) =
O≥α is a monomial ideal. So there exists a nonempty set E of vectors in Nn such that for any
η = (η1, · · · , ηn) ∈ E, there exist two nonempty sets Iη, Jη, and Iη ∪ Jη = {1, . . . , n}, such that
xηxi ∈ I0(D) = O
≥α, ∀ i ∈ Iη
and
xηxj /∈ I0(D) = O
≥α, ∀ j ∈ Jη.
For any η ∈ E, we get xη /∈ O≥α because xηxj /∈ O
≥α for any j ∈ Jη . Then we know
(12) xηxt∂tf /∈ O
≥α+1, for any t, 1 ≤ t ≤ n.
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Denote, for any q, 1 ≤ q ≤ n,
Lq(η) := ∂q(x
ηxq)f − (α+ k)x
ηxq∂qf.
We will show that: For any i ∈ Iη, Li(η) ∈ I1(D)\I˜1(D).
Fix any η ∈ E and denote Jη = {j1, . . . , js}. For any i ∈ Iη, write
Li(η) =
(
(ηi + 1)wi − α− k
)
xηxi∂if + (ηi + 1) ·
∑
j 6=i
wjx
ηxj∂jf.
Now we suppose Li(η) ∈ I˜1(D). Since x
ηxi∂if ∈ I˜1(D) for any i ∈ Iη, we obtain
s∑
t=1
wjtx
ηxjt∂jtf ∈ I˜1(D) = O
≥α+1 + (∂1f, . . . , ∂nf)O
≥α.
Knowing (12), we consider the above sum modding out all the partial derivative of f except ∂j1f .
Then we have
xηxj1∂j1f ≡ ∂j1f · g mod (∂1f, . . . , ∂j1−1f, ∂j1+1f, . . . , ∂nf), for some g ∈ O
≥α.
The assumption that f has an isolated singularity at the origin implies that {∂1f, . . . , ∂nf} is a
regular sequence for OX . This is possible only if
xηxj1 − g ∈ (∂1f, . . . , ∂j1−1f, ∂j1+1f, . . . , ∂nf) ⊆ O
≥α.
However, this contradicts to xηxj1 /∈ O
≥α. So we obtain Li(η) /∈ I˜1(D). Clearly Li(η) ∈ I1(D),
hence I1(D) 6= I˜1(D). 
The following example shows that, given a weighted homogeneous polynomial with an isolated
singularity at the origin, when changing the coefficient α, I0(αZ) may be equal to some power of
the maximal ideal, which implies I1(D) = I˜1(D), or equal to some ideal lacking symmetry so that
I1(D) 6= I˜1(D), which reflects the above proposition.
Example 4.6. Let f = x2+ y5 and Z = div(f), D = αZ where 0 < α ≤ 1. We get the weights are
w = (w1, w2) = (
1
2 ,
1
5). Fix a monomial basis {1, y, y
2, y3} of the Jacobian algebra C{x, y}/(∂f).
We get ρ(1) = 710 , ρ(y) =
9
10 , ρ(y
2) = 1110 and ρ(y
3) = 1310 .
• When 0 < α ≤ 710 , we have I0(αZ) = OX by Corollary B. Then we see from Corollary B
and Proposition D that I1(D) = I˜1(D) = (x, y
2) if 0 < α ≤ 110 ; I1(D) = I˜1(D) = (x, y
3) if
1
10 < α ≤
3
10 ; and I1(D) = I˜1(D) = (x, y
4) if 310 < α ≤
7
10 .
• When 710 < α ≤
9
10 , similarly we have I0(αZ) = (x, y) and I1(D) = I˜1(D) = (x, y
4)(x, y).
• When 910 < α ≤ 1, similarly we have I0(αZ) = (x, y
2). We will see I1(D) 6= I˜1(D). In fact,
by Corollary B,
I1(D) = O
≥α+1 +
∑
1≤i≤2,a∈O≥α
OX
(
f∂ia− αa∂if
)
= (x3, x2y2, xy4, y7) +
(
(1− 2α)x2 + y5, xy2, 2x2y + (2− 5α)y6
)
=
(
(1− 2α)x2 + y5, xy2, 2x2y + (2− 5α)y6
)
,
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and by Proposition 4.3,
I˜1(D) =
∑
vj :ρ(vj)≥α+1
OXvj + (∂f)I0(D)
= (x, y4)(x, y2) = (x2, xy2, y6).
Clearly (1− 2α)x2 + y5 ∈ I1(D)\I˜1(D) and x
2 ∈ I˜1(D)\I1(D).
5. Non-degenerate case
In this section, we extend Theorem A to the case that D = αZ, where 0 < α ≤ 1 and Z = (f = 0)
is an integral and reduced effective divisor defined by f , a germ of holomorphic function that
has non-degenerate Newton boundary with respect to the local coordinates and has an isolated
singularity at the origin. The proof is very similar. One only needs to point out that a version of
Lemma 3.3 still holds. To state the results in this section, we denote:
• O = C{x1, . . . , xn} the ring of germs of holomorphic function for local coordinates x1, . . . , xn.
• f : (Cn, 0)→ (C, 0) a germ of holomorphic function, and we write
f =
∑
A∈Nn
fAx
A,
where A = (a1, . . . , an) and x
A = xa11 · · · x
an
n .
• N(f) = {A ∈ Nn : fA 6= 0}.
• Γ = Γ(f) the union of compact faces of the convex hull of N(f) + Nn in (R+)n.
• F the set of faces in Γ of dimension n− 1.
• F ′ the set of faces of dimension n − 1 of the convex hull of N(f) + Nn in (R+)n that are
not contained in any hyperplane (xi = 0) for any 1 ≤ i ≤ n.
• BF for F ∈ F
′, the unique vector of (Q+)n such that
〈A,BF 〉 = 1, ∀ A ∈ F.
Denote BF = (b1,F , · · · , bn,F ) and
|BF | =
n∑
i=1
bi,F .
• ρ˜F (g) the weight of an element g =
∑
gAx
A ∈ O with respect to F ∈ F ′ defined by
ρ˜F (g) = |BF |+ inf{〈A,BF 〉 : gA 6= 0}.
• ρ˜ the weight of g with respect to Γ defined by
ρ˜(g) = inf{ρ˜F (g) : F ∈ F
′}.
The weight function ρ˜ defines a filtration on O as
O˜>p = {u ∈ O : ρ˜(u) > p};
O˜≥p = {u ∈ O : ρ˜(u) ≥ p}.
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• ρˆF (g) the unshifted weight of an element g =
∑
gAx
A ∈ O with respect to F ∈ F ′ defined
by
ρˆF (g) = inf{〈A,BF 〉 : gA 6= 0}.
• ρˆ the unshifted weight of g with respect to Γ defined by
ρˆ(g) = inf{ρˆF (g) : F ∈ F
′}.
Clearly, ρ˜(g) = ρˆ(gx1x2 . . . xn).
Remark 5.1. Supposing f is a weighted homogeneous polynomial, under the assumption that Γ
intersects with each coordinate axis at one point, i.e., for any 1 ≤ i ≤ n, there exists ai ∈ N
such that xaii has nonzero coefficient in the expression of f , the weight function ρ˜ defined as above
coincide with the weight function ρ defined in (1); otherwise, these two weight functions may not
be the same.
Definition 5.2. We say that f is convenient if Γ intersects with each coordinate axis at one point.
We say that f has non-degenerate Newton boundary with respect to the local coordinates if for any
face F ∈ Γ (of any dimension), the restriction of f to F , i.e.,
f |F =
∑
A∈F
fAx
A
satisfies the condition:
x1
∂f |F
∂x1
= · · · = xn
∂f |F
∂xn
= 0 ⇒ x1x2 · · · xn = 0.
We will use the following result which illustrates a property of the weight function ρ˜ :
Lemma 5.3. [BGMM89, Proposition B.1.2.3.(ii)*]) If we assume f is a germ of holomorphic func-
tion that has non-degenerate Newton boundary with respect to the local coordinates and convenient,
then any element g ∈ (∂f) can be written as
g = g1∂1f + · · · + gn∂nf
such that
ρ˜(gj∂jf) ≥ ρ˜(g),
ρ˜(gj) ≥ ρ˜(g)− 1 + ρˆ(xj),
and
ρ˜(
∂gj
∂xj
) ≥ ρ˜(g)− 1
for any 1 ≤ j ≤ n.
By very similar methods we can extend Theorem A to the case when f is convenient and has non-
degenerate Newton boundary (see Definition 5.2). One of the key results we need is the following
lemma, very similar to Lemma 3.3:
Lemma 5.4. If we assume f is a germ of holomorphic function that is convenient and has non-
degenerate Newton boundary with respect to the local coordinates, then we have
FpV
α(OX [∂t, ∂
−1
t ]) =
∑
i≤p
Fp−iDX(O˜
≥α+i ⊗ ∂it) for any α ∈ Q.
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Proof. Fix α ∈ Q. We denote the sum on the right hand side of the equation to be
Sp =
∑
i≤p
Fp−iDX(O˜
≥α+i ⊗ ∂it)
for any p ∈ Z. It is enough to show
Sp ∩ (
∑
i≤p−1
OX ⊗ ∂
i
t) ⊆ Sp−1
for any p ∈ Z. Take an arbitrary element a in the set
Sp ∩ (
∑
i≤p−1
OX ⊗ ∂
i
t)− Sp−1,
i.e.,
a =
∑
ν∈Nn
∂νx(aν ⊗ ∂
p−|ν|
t )
with aν ∈ O˜
≥α+p−|ν| such that
(13)
∑
ν∈Nn
(−1)ν(∂f)νaν = 0
where (∂f)ν := ( ∂f∂x1 )
ν1 · ( ∂f∂x2 )
ν2 · · · ( ∂f∂xn )
νn . We want to show that a ∈ Sp−1.
Define k(a) = min{|ν| : aν 6= 0} for any such a written in the above expression. We claim that
for any a ∈ Sp ∩ (
∑
i≤p−1OX ⊗ ∂
i
t)− Sp−1, there exists b ∈ Sp−1 such that k(a
′) ≥ k(a) + 1 for the
new element a′ := a− b. Assume k(a) = k ≥ 0. So
a =
∑
ν:|v|≥k
∂νx(aν ⊗ ∂
p−|ν|
t )
where aν ∈ O˜
≥α+p−|ν| such that
(14)
∑
ν:|ν|≥k
(−1)ν(∂f)νaν = 0.
Then (14) implies that ∑
ν:|ν|=k
(∂f)νaν ∈ (∂f)
k+1.
Since f is convenient and has nondegenerate Newton boundary, it is well known that f has an
isolated singularity at the origin (see [BGMM89, Remark B.1.1.3]). Thus we know (∂1f, · · · , ∂nf)
is a regular sequence. Followed by [Sai09, Remark (ii) after 4.2], we obtain aν ∈ (∂f) for |ν| = k.
Therefore by Lemma 5.3 we can write
aν =
n∑
i=1
∂if · aν,i, |ν| = k
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and have the inequalities ρ˜(aν,i) ≥ ρ˜(aν) − 1 + ρˆ(xi) and ρ˜(∂iaν,i) ≥ ρ˜(aν) − 1. So we know
∂νx(∂iaν,i ⊗ ∂
p−|ν|−1
t ) ∈ FkDX(O˜
≥p−1−k ⊗ ∂p−1−kt ) ⊂ Sp−1 for ν with |ν| = k. Consider
a′ := a−
∑
ν:|ν|=k
n∑
i=1
∂νx(∂iaν,i ⊗ ∂
p−k−1
t )
=
∑
ν:|ν|=k
n∑
i=1
∂νx
(
∂ifaν,i ⊗ ∂
p−k
t − ∂i(aν,i)⊗ ∂
p−k−1
t
)
+
∑
ν:ν>k
∂νx(aν ⊗ ∂
p−|ν|
t )
=
∑
ν:|ν|=k
n∑
i=1
∂ν+1ix (a
′
ν+1i
⊗ ∂p−k−1t ) +
∑
ν:|ν|≥k+2
∂νx(aν ⊗ ∂
p−|ν|
t )
where a′ν+1i = aν+1i − aν,i ∈ O˜
α+p−k−1 for |ν| = k. Thus a′ is also in the set Sp ∩ (
∑
i≤p−1OX ⊗
∂it) − Sp−1 and k(a
′) = k + 1. Therefore by induction, k(a) can be assumed to be arbitrarily
large. In particular, it is allowed to assume k(a) = N > α+ p and (∂f)ν ∈ O˜≥α+p for any ν with
|ν| = N − [α] − p− 1. Consequently, we have
(∂f)ν−ν
′
∂ν
′
x (aν)⊗ ∂
p−|ν′|
t ∈ O˜
≥α+p−|ν′| ⊗ ∂p−ν
′
t , where ν
′ 6= 0.
Observe that
(15) O˜≥α+p−1−i ⊗ ∂p−1−it ⊂ Sp−1, for any i ≥ 0.
In particular, O˜ ⊗ ∂p−1−it ⊂ Sp−1 for i ≥ [α] + p. Hence we finish the proof since (15) implies
a ∈ Sp−1. 
Then we extend the formula for the Hodge filtration to the non-degenerate case. The proof is
the same as that of Theorem A, noting that we still have the property that ρ˜(uf) ≥ ρ˜(u) + 1 for
any u ∈ OX .
Theorem 5.5. If we assume D = αZ, where 0 < α ≤ 1 and Z = (f = 0) is an integral and
reduced effective divisor defined by f , a germ of holomorphic function that is convenient and has
non-degenerate Newton boundary with respect to the local coordinates, then we have
FpM(f
1−α) =
p∑
i=0
Fp−iDX ·
(
O˜≥α+i
f i+1
f1−α
)
.
where the action · of DX on the right hand side of equation is the action on the left DX -module
M(f1−α) defined by
D · (wf1−α) :=
(
D(w) +w
(1 − α)D(f)
f
)
f1−α, for any D ∈ DerCOX .
Remark 5.6. Notice that Theorem A and Theorem 5.5 do not imply each other. For example,
f = (x1 + x2)
2 + x1x3 + x
2
3 is a weighted homogeneous polynomial, but it degenerates on the face
(1, 0, 0)(0, 1, 0). On the other hand, there exist many polynomials having non-degenerate Newton
boundary, but which are not weighted homogeneous, e.g. f = x2y2 + x5 + y5.
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