In 1991 A. D. Gunawardena et al. reported that the convergence rate of the Gauss-Seidel method with a preconditioning matrix Z + S is superior to that of the basic iterative method. In this paper, we use the preconditioning matrix Z + S(a). If a coefficient matrix A is an irreducibly diagonally dominant Z-matrix, then [I + S( a)]A is also a strictly diagonally dominant Z-matrix. It is shown that the proposed method is also superior to other iterative methods. 0 1997 Elsevier Science Inc.
INTRODUCTION Let us consider iterative methods for the solution of the linear system
Ax=b,
where A is an n X n square matrix, and x and b are vectors. Then the basic iterative scheme for Equation (1) 
where T = M-1N, c = M-lb. Assuming A = I -L -U, where I is the identity matrix, and L and U are strictly lower and strictly upper triangular matrices, respectively, the iteration matrix of the classical Gauss-Seidel method is given by T = (I -L)-IU. We now transform the original system (1) into the preconditioned form
Then, we can define the basic iterative scheme:
where PA = Mp -Np and Mp is nonsingular. Recently, Gunawardena et al. [1] proposed the modified Gauss-Seidel method with P -I + S, where The performance of this method on some matrices is investigated in [1] . In this paper, we propose a scheme for improving of the modified Ganss-Seidel method and discuss convergence. Finally, we show that this method yields a considerable improvement in the rate of convergence.
PROPOSED METHOD
First, let us summarize the modified Gauss-Seidel method [1] with the preconditioner P = I + S. Let all elements a,+ 1 of S be nonzero. 
CONVERGENCE OF THE PROPOSED METHOD
First, we give a well-known result [2, 31.
An upper bound on the spectral radius p(T) for the GaussSeidel iteration matrix T is given by
where c and iii are the sums of the mod& of the elements in row i of the triangular matrices L and U, respectively. 
1<i<n, ajj = a,j. i=n
If A is a diagonally dominant Z-matrix, then we have 0 < aii+lai+lj < 1 for j#i+l,
Therefore, the following inequalities hold:
ajj+l e aj+,j<O, l<i<n. 
Proof.
Since Cj'= 1, j + iai + 1 j < 0, we have pi + qi + ri -2aii+l 
for lGi<n,
(17) KOHNO ET AL.
Thus from (13) and (17) we easily obtain for 1 < cq < ~ri (1 < i < a>
Therefore, A( a> is a strictly diagonally dominant matrix, and thus the following equality holds:
Hence, an application of Lemma 2 yields p(T(a)) < 1 for 1 < oi < o;
(1 <i<n 1. Moreover, our convergence curve is relatively flat for cr > oopt. However, it is extremely difficult to compute an optimal cri directly from Theorem 4. Therefore we propose a practical technique for its determination.
To find oi, we dictate that the equality holds in (17):
(z$ + 2a,j+,) + cYi(ri -2Uii.,) = 0, l<i<n. 1 where ci = -l/n, c2 = -l/(n + l), and cg = -l/(n + 2). We set b [see (l)] such that the solution is xT = (1,2, . . . , n). Let the convergence criterion be ](xk+' -xk(J/]lrk+i 1) Q 10d6. We show CPU times and the number of iterations in Table 1 for n = 20, 30, 50, and 100. For comparison, we also show results for unpreconditioning (GS), the modified Gauss-Seidel method (MGS) [l] , and the adaptive Gauss-Seidel method (AGS) [4] . The iteration number for the proposed method is larger than that for AGS [4] , while the CPU time for the proposed method is smaller than that for AGS. An optimum parameter m,rt of the SOR method was obtained by numerical computation. We also obtained the optimum parameter u+ of the proposed method by replacing (Y with (Y~ (i = 1,2, . . . , n -1) by numerical computation. Table   2 shows CPU times and the number of iterations for the model problem. We adopt the theoretical value 2 w opt = 1 + sin(7r/m) for the SOR method.
In this paper, we have proposed a new algorithm based on the GaussSeidel method. As a result we have succeeded in improving the convergence of this method. We have shown that the spectral radius of the proposed method with c+ is smaller than that of the SOR method.
