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Abstract
By using coupling argument and regularization approximations of the underlying sub-
ordinator, dimension-free Harnack inequalities are established for a class of stochastic
equations driven by a Le´vy noise containing a subordinate Brownian motion. The Har-
nack inequalities are new even for linear equations driven by Le´vy noise, and the gradient
estimate implied by our log-Harnack inequality considerably generalizes some recent re-
sults on gradient estimates and coupling properties derived for Le´vy processes or linear
equations driven by Le´vy noise. The main results are also extended to semi-linear stochas-
tic equations in Hilbert spaces.
AMS subject Classification: 60H10, 60H15, 60J75.
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1 Introduction
Due to their broad range of applications in heat kernel estimates, functional inequalities,
transportation-cost inequalities and properties of invariant measures, the dimension-free Har-
nack inequality with powers introduced in [14] and the log-Harnack inequality introduced in
[9] have been intensively investigated for stochastic (partial) differential equations driven by
Gaussian noises, see [18, 19] and references therein. However, due to technical difficulty on con-
struction of couplings for jump processes, the study for stochastic equations driven by purely
∗Supported in part by Lab. Math. Com. Sys., NNSFC(11131003 and 11201073), SRFDP, the Fundamental
Research Funds for the Central Universities, and the Program for New Century Excellent Talents in Universities
of Fujian (No. JA11051 and JA12053).
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jump Le´vy noise is very limited. The only known results on this type of Harnack inequalities
are presented in [19, 22] for linear stochastic differential equations (i.e. O-U processes) driven
by purely jump Le´vy processes, where [19] uses coupling through the Mecke formula and [22]
adopts known heat kernel bounds of the α-stable processes. Recently, using regularization
approximations of the time-change, Zhang established in [24] the Bismut formula for stochas-
tic differential equations with Lipschitz continuous drifts driven by the α-stable process. In
this paper, we will make use of Zhang’s argument together with a coupling method to derive
Harnack inequalities for stochastic equations driven by Le´vy noise, which provide explicit heat
kernel estimates (see Remark 2.2 below).
Let W := (Wt)t≥0, S := (S(t))t≥0 and V := (Vt)t≥0 be independent stochastic processes,
whereW is the Brownian motion on Rd withW0 = 0; V is a locally bounded measurable process
on Rd with V0 = 0; and S is the subordinator induced by a Bernstein function B, i.e., S is a one-
dimensional non-negative increasing Le´vy process with S(0) = 0 and Ee−rS(t) = e−tB(r), t, r ≥ 0.
Then (WS(t))t≥0 is a Le´vy process with symbol ψ := B(| · |2).
We consider the following stochastic equation on Rd:
(1.1) Xt = X0 +
∫ t
0
bs(Xs)ds+
∫ t
0
σsdWS(s) + Vt, t ≥ 0,
where σ : [0,∞) → Rd ⊗ Rd is measurable and locally bounded, and b : [0,∞) × Rd → Rd is
measurable, locally bounded and continuous in the second variable.
We shall need the following conditions on σ and b:
(H1) σ−1t exists and is locally bounded, i.e. there exists an increasing function λ on [0,∞) such
that ‖σ−1t ‖ ≤ λt for t ≥ 0.
(H2) There exists a locally bounded measurable function K on [0,∞) such that
(1.2) 〈bt(x)− bt(y), x− y〉 ≤ Kt|x− y|2, x, y ∈ Rd, t ≥ 0.
It is easy to see that (H2) implies the existence, uniqueness and non-explosion of the
solution, see e.g. the proof of [13, Theorem 177]. Now, for any x ∈ Rd, let (Xt(x))t≥0 be the
unique solution to (1.1) for X0 = x. We aim to establish Harnack inequalities for the associated
Markov operator Pt on Bb(R
d):
Ptf(x) := Ef(Xt(x)), t ≥ 0, x ∈ Rd, f ∈ Bb(Rd).
Comparing with the O-U type equations studied in [19, 22], our equation is with a more
general time-dependent drift. Moreover, to compare the Le´vy term in (1.1) with those in [19, 22]
under a lower bound condition of the Le´vy measure, we may replace WS(t) in (1.1) by a Le´vy
process Lt with Le´vy measure ν(dx) ≥ c|x|−dB(|x|−2)dx for some constant c > 0. In fact, in
this case we may split Lt into two independent Le´vy parts, where one of them has Le´vy measure
c|x|−dB(|x|−2)dx and is thus a subordinate Brownian motion (cf. [16, 3]), and the integral of σ
w.r.t. the other can be combined with the term Vt.
In Section 2 we state our main results, which are then proved in Section 3 by using regular-
ization approximations of S(t) and the coupling by change of measure. Finally, the main results
are extended in Section 4 to semilinear SPDEs by using finite-dimensional approximations.
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2 Main Results
Theorem 2.1. Assume (H1) and (H2), and let K(t) =
∫ s
0
Kudu for t ≥ 0.
(1) For any T > 0 and strictly positive f ∈ Bb(Rd),
PT log f(y) ≤ logPTf(x) + |x− y|
2
2
inf
t∈(0,T ]
E
{
λ2t∫ t
0
e−2K(s)dS(s)
}
, x, y ∈ Rd.
(2) For any T > 0 and f ∈ Bb(Rd),
|∇PTf |(x)2 ≤ {PTf 2(x)− (PTf(x))2} inf
t∈[0,T ]
E
{
λ2t∫ t
0
e−2K(s)dS(s)
}
, x ∈ Rd,
where |∇PTf |(x) is the local Lipschitz constant of PTf at point x, i.e.
|∇PTf |(x) = lim sup
y→x
|PTf(y)− PTf(x)|
|y − x| .
(3) For any T > 0, p > 1 and positive f ∈ Bb(Rd),
(PTf(y))
p ≤ (PTf p(x))
(
E inf
t∈(0,T ]
exp
[
pλ2t |x− y|2
2(p− 1)2 ∫ t
0
e−2K(s)dS(s)
])p−1
, x, y ∈ Rd.
Remark 2.1. (1) When S(t) = t and Vt = 0, the equation (1.1) reduces to the SDE driven by
Brownian motion. In this case the assertions in Theorem 2.1 coincide with the corresponding
ones derived in the diffusion setting, e.g. when σt =
√
2I and bt = b, assertions (1), (2) and (3)
reduce respectively to (1.3), (iii) and (1.2) in [15] for M = Rd. These inequalities are sharp as
they are equivalent to the underlying curvature condition, see [15, Theorem 1.1].
(2) For general subordinator S, Theorem 2.1 improves [8, Theorem 1.1] and [6, Theorems
1.2 and 1.3] for generalized Mehler semigroups. Theorem 2.1 (1) and (3) are new even for
linear stochastic equations driven by Le´vy processes, for which the Harnack inequality has
been investigated in [19] by using the Mecke formula. Since in [19] the density of the Le´vy
measure was used, so that the derived inequalities can not be extended to infinite-dimensions
as we did in Section 4 for our present Harnack inequalities.
(3) The gradient inequality in Theorem 2.1(2) generalizes the main results in [16, 3, 12] for
Le´vy processes or linear equations driven by Le´vy noise. When K ≤ 0 and λ is bounded, it
follows from Theorem 2.1(2) that
|PTf(x)− PTf(y)| ≤ ‖λ‖∞‖f‖∞|x− y|
√
E
1
S(T )
, f ∈ Bb(Rd), f ≥ 0.
This implies the coupling property provided E 1
S(T )
→ 0 as T → ∞. Thus, the main results in
[17, 3, 10, 11] on the coupling property of Le´vy processes or linear equations driven by Le´vy noise
are generalized, see also [23] for the recent study of the coupling property of Le´vy processes with
drift. If furthermore K ≤ −θ for some constant θ > 0, we have |Xt(x)−Xt(y)| ≤ e−θt|x− y|,
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which together with Theorem 2.1(2), implies the exponential convergence of ∇PT : there exists
a constant C > 0 such that (see the proof of [16, Theorem 1.1] for details)
|∇PTf |(x)2 ≤ Ce−2θT{PTf 2(x)− (PTf(x))2}, x ∈ Rd, T ≥ 1, f ∈ Bb(Rd).
To illustrate Theorem 2.1, we consider the equation driven by stable like processes. In the
following result WS(t) is the α-stable process when B(r) = r
α/2, α ∈ (0, 2).
Corollary 2.2. Assume that the assumptions of Theorem 2.1 hold and assume that there exist
some constants θ ∈ (0, 1) and c, r0 > 0 such that B(r) ≥ crθ holds for any r ≥ r0. Then there
exists a constant C > 0 such that
(1) For any T > 0 and strictly positive f ∈ Bb(Rd),
PT log f(y) ≤ logPTf(x) + C|x− y|
2
(T ∧ 1) 1θ , x, y ∈ R
d;
(2) For any T > 0 and f ∈ Bb(Rd),
|∇PTf |(x)2 ≤ {PTf 2(x)− (PTf(x))2} C
(T ∧ 1) 1θ
, x ∈ Rd;
(3) When θ ∈ (1
2
, 1), any T > 0, p > 1, x, y ∈ Rd and positive f ∈ Bb(Rd),
(PTf(y))
p ≤ (PTf p(x)) exp
[
Cp|x− y|2
(p− 1)(T ∧ 1) 1θ +
C(p|x− y|2) θ2θ−1
[(p− 1)(T ∧ 1)] 12θ−1
]
.
Remark 2.2 Among some other applications of Harnack inequalities summarized in [18, §1.4]
(see also [15, 20]), to save space we only mention here heat kernel estimates implied by Corollary
2.2. Let pT (x, y) be the density of PT with respect to the Lebesgue measure (the existence is
well known as the equation is non-degenerate). By [20, Proposition 3.1(4)] for µ replacing by
the Lebesgue measure (note that the proof works also for σ-finite quasi-invariant measures),
Corollary 2.2 (1) and (3) imply the entropy inequality
(2.1)
∫
Rd
pT (x, z) log
pT (x, z)
pT (y, z)
dz ≤ C|x− y|
2
(T ∧ 1) 1θ , x, y ∈ R
d, T > 0,
and when θ ∈ (1
2
, 1), for any p > 1 and T > 0,
(2.2)
∫
Rd
pT (x, z)
(pT (x, z)
pT (y, z)
) 1
p
dz ≤ exp
[
C|x− y|2
(p− 1)(T ∧ 1) 1θ +
Cp
1−θ
2θ−1 |x− y| 2θ2θ−1
[(p− 1)(T ∧ 1)] 12θ−1
]
, x, y ∈ Rd.
Moreover, it is obvious that Corollary 2.2(2) implies
(2.3) sup
x∈Rd
∫
Rd
|∇ log pT (·, y)(x)|2pT (x, y)dy ≤ C
(T ∧ 1) 1θ , T > 0.
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3 Proofs of Theorem 2.1 and Corollary 2.2
We first explain the main idea of the proof. As in [24] we consider the following regularization
of S:
Sε(t) :=
1
ε
∫ t+ε
t
S(s)ds+ εt, t ≥ 0, ε > 0.
Then Sε is strictly increasing, absolutely continuous and Sε ↓ S as ε ↓ 0. For each ε > 0, we
consider the approximation equation
(3.1) Xεt = X0 +
∫ t
0
bs(X
ε
s )ds +
∫ t
0
σsdWSε(s) + Vt, t ≥ 0.
Since Sε is absolutely continuous, this equation is indeed driven by the Brownian motion so
that we are able to establish the Harnack inequalities for the associated operator P εt by us-
ing coupling. Finally, by proving P εt → Pt as ε → 0, we derive the corresponding Harnack
inequalities for Pt.
3.1 The case of absolutely continuous time-change
Let ℓ be an absolutely continuous and strictly increasing function on [0,∞) with ℓ(0) = 0, and
let v : [0,∞)→ Rd be measurable and locally bounded with v0 = 0. We consider the following
equation
(3.2) Xℓ,vt = X0 +
∫ t
0
bs(X
ℓ,v
s )ds+
∫ t
0
σsdWℓ(s) + vt, t ≥ 0.
Under our general assumptions, this equation has a unique solution. Let
P
ℓ,v
t f(x) = Ef(X
ℓ,v
t (x)), x ∈ Rd, t ≥ 0, f ∈ Bb(Rd),
where Xℓ,vt (x) is the solution to (3.2) for X0 = x.
Now, for fixed T > 0 and x, y ∈ Rd, we intend to construct a coupling to derive the Harnack
inequalities of P ℓ,vT . To this end, let (Yt)t≥0 solve the equation
(3.3) Yt = y +
∫ t
0
bs(Ys)ds+
∫ t
0
σsdWℓ(s) + vt +
∫ t
0
{
ξs1[0,τ)(s)
} · Xℓ,vs − Ys|Xℓ,vs − Ys|dℓ(s),
where
ξt :=
|x− y| exp[− ∫ t
0
Ksds]∫ T
0
exp[−2 ∫ t
0
Ksds]dℓ(t)
, t ≥ 0
and
τ := inf{t ≥ 0 : Xℓ,vt = Yt}.
To construct a solution to (3.3), we consider the equation
(3.4) Y˜t = y +
∫ t
0
bs(Y˜s)ds +
∫ t
0
σsdWℓ(s) + vt +
∫ t
0
{
ξs1{Xℓ,vs 6=Y˜s}
} · Xℓ,vs − Y˜s|Xℓ,vs − Y˜s|dℓ(s).
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Since (z, z′) 7→ z−z′
|z−z′|
is locally Lipschitz continuous on the domain {(z, z′) ∈ Rd ×Rd : z 6= z′},
the joint equation of (3.2) and (3.4) has a unique solution up to the coupling time
τ˜ := inf{t ≥ 0 : Xℓ,vt = Y˜t}.
Let
Yt = Y˜t1[0,τ˜)(t) +X
ℓ,v
t 1[τ˜ ,∞)(t).
Then (Yt)t≥0 is a solution to (3.3) with τ = τ˜ .
Lemma 3.1. For the above constructed coupling (Xℓ,vt , Yt)t≥0, there holds τ ≤ T , i.e. Xℓ,vT = YT .
Proof. By (3.2) and (3.3) we have
d(Xℓ,vt − Yt) = (bt(Xℓ,vt )− bt(Yt))dt− ξt ·
X
ℓ,v
t − Yt
|Xℓ,vt − Yt|
dℓ(t), t < τ.
Then (H2) and the absolutely continuity of ℓ yield
d|Xℓ,vt − Yt|2 ≤ 2Kt|Xℓ,vt − Yt|2dt− 2ξt|Xℓ,vt − Yt|dℓ(t), t < τ.
Note that for two continuous semimartingales Mt and M˜t, the inequality dMt ≤ dM˜t means
that they have the same martingale part and M˜t −Mt is an increasing process. Thus,
d
{|Xℓ,vt − Yt|e− ∫ t0 Ksds} ≤ −ξte− ∫ t0 Ksdsdℓ(t), t < τ.
Therefore, if τ > T then
0 < |Xℓ,vT − YT |e−
∫ T
0
Ksds ≤ |x− y| −
∫ T
0
ξte
−
∫ t
0
Ksdsdt = 0,
which is a contradiction.
To derive the Harnack inequality, we define
W˜t :=Wt +
∫ t∧ℓ(τ)
0
ξℓ−1(s)
|Xℓ,vℓ−1(s) − Yℓ−1(s)|
σ−1ℓ−1(s)(X
ℓ,v
ℓ−1(s) − Yℓ−1(s))ds, t ≥ 0.
By the Girsanov theorem, (W˜t)t≥0 is the d-dimensional Brownian motion under the probability
dQ := RdP, where
R := exp
[
−
∫ ℓ(τ)
0
〈ηt, dWt〉 − 1
2
∫ ℓ(τ)
0
|ηt|2dt
]
,
ηt :=
ξℓ−1(t)
|Xℓ,vℓ−1(t) − Yℓ−1(t)|
σ−1ℓ−1(t)(X
ℓ,v
ℓ−1(t) − Yℓ−1(t)), t ∈ [0, ℓ(τ)).
Reformulating (3.3) by
Yt = y +
∫ t
0
bs(Ys)ds+
∫ t
0
σsdW˜ℓ(s) + vt, t ≥ 0,
we conclude from the definition of P ℓ,vt and Lemma 3.1 that
(3.5) P ℓ,vT f(y) = EQf(YT ) = E[Rf(YT )] = E[Rf(X
ℓ,v
T )].
It is now more or less standard that this formula implies the following result.
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Proposition 3.2. For any strictly positive f ∈ Bb(Rd),
(3.6) P ℓ,vT log f(y) ≤ logP ℓ,vT f(x) + inf
t∈(0,T ]
λ2t |x− y|2
2
∫ t
0
e−2K(s)dℓ(s)
, x, y ∈ Rd,
and for any p > 1,
(3.7) (P ℓ,vT f)
p(y) ≤ (P ℓ,vT f p(x)) inf
t∈(0,T ]
exp
[
pλ2t |x− y|2
2(p− 1) ∫ t
0
e−2K(s)dℓ(s)
]
, x, y ∈ Rd.
Proof. (1) By (3.5) and the Young inequality that for any probability measure ν on Rd, if
g1, g2 ≥ 0 with ν(g1) = 1, then
ν(g1g2) ≤ log ν(eg2) + ν(g1 log g1),
we obtain
P
ℓ,v
T log f(y) = E[R log f(X
ℓ,v
T )] ≤ logP ℓ,vT f(x) + E[R logR].
By the definitions of R, ηt, ξt and noting that τ ≤ T , we have
E[R logR] = EQ logR = EQ
{
−
∫ ℓ(τ)
0
〈ηt, dW˜t〉+ 1
2
∫ ℓ(τ)
0
|ηt|2dt
}
=
1
2
E
∫ ℓ(τ)
0
|ηt|2dt ≤ λ
2
T
2
∫ ℓ(T )
0
ξ2ℓ−1(t)dt =
λ2T
2
∫ T
0
ξ2t dℓ(t)
=
λ2T |x− y|2
2
∫ T
0
exp[−2 ∫ t
0
Ksds]dℓ(t)
.
This implies that
P
ℓ,v
T log f(y) ≤ logP ℓ,vT f(x) +
λ2T |x− y|2
2
∫ T
0
e−2K(s)dℓ(s)
, x, y ∈ Rd.
Now, for any t ∈ (0, T ], let P ℓ,vt,T f(x) = E(f(Xℓ,vt,T (x)), where (Xℓ,vt,T (x))t≤T solves the equation
X
ℓ,v
t,T (x) = x+
∫ T
t
bs(X
ℓ,v
t,s (x))ds+
∫ T
t
σsdWℓ(s) + vT − vt, t ≤ T.
By the Markov property we have P ℓ,vT = P
ℓ,v
t P
ℓ,v
t,T . So, applying the above inequality to t and
P
ℓ,v
t,T f in place of T and f respectively, and noting that by the Jensen inequality
P
ℓ,v
t logP
ℓ,v
t,T f ≥ P ℓ,vt P ℓ,vt,T log f = P ℓ,vT log f,
we obtain (3.6).
(2) By (3.5) and the Ho¨lder inequality, we obtain
(P ℓ,vT f(y))
p = (E[Rf(Xℓ,vT )])
p ≤ (P ℓ,vT f p(x))(ER
p
p−1 )p−1.
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Since
ER
p
p−1 = E
(
exp
[
− p
p− 1
∫ ℓ(τ)
0
〈ηt, dWt〉 − p
2(p− 1)
∫ ℓ(τ)
0
|ηt|2dt
])
= E
(
exp
[
− p
p− 1
∫ ℓ(τ)
0
〈ηt, dWt〉 − p
2
2(p− 1)2
∫ ℓ(τ)
0
|ηt|2dt
]
× exp
[
p
2(p− 1)2
∫ ℓ(τ)
0
|ηt|2dt
])
≤ exp
[
pλ2T
2(p− 1)2
∫ ℓ(T )
0
ξ2ℓ−1(t)dt
]
= exp
[
pλ2T |x− y|2
2(p− 1)2 ∫ T
0
e−2K(s)dℓ(s)
]
,
we obtain
(P ℓ,vT f)
p(y) ≤ (P ℓ,vT f p(x)) exp
[
pλ2T |x− y|2
2(p− 1) ∫ T
0
e−2K(s)dℓ(s)
]
, x, y ∈ Rd.
From this we obtain (3.7) similarly as in the first part of the proof.
3.2 Proofs of Theorem 2.1 and Corollary 2.2
To prove Theorem 2.1 using Proposition 3.2, we need the following lemma to ensure that
X
(n)
t → Xt as n→∞, where X(n) solves (3.1) for ε = 1n .
Lemma 3.3. Assume that
(i) σ is piecewise constant: there exists a sequence {tn}n≥0 with t0 = 0 and tn ↑ ∞ such that
σ· =
∑∞
i=1 1[ti−1,ti)σti−1 ;
(ii) b is globally Lipschitzian: for any T > 0 there exists a constant C > 0 such that
|bt(x)− bt(y)| ≤ C|x− y|, t ∈ [0, T ], x, y ∈ Rd.
Then limn→∞X
(n)
t = Xt holds for all t > 0.
Proof. Let T > 0 be fixed. By (i) and (ii), for any t ∈ [0, T ], we have
|X(n)t −Xt| ≤C
∫ t
0
|X(n)s −Xs|ds
+ 2 sup
t∈[0,T ]
‖σt‖
(∑
ti<t
|WS1/n(ti) −WS(ti)|+ |WS1/n(t) −WS(t)|
)
.
(3.8)
Moreover, it is easy to see that (ii) and the local boundedness of b, σ, V imply supn≥1 |X(n)t | <∞
and thus, φt := lim supn→∞ |X(n)t −Xt| <∞ for any t ∈ [0, T ]. Combining these with (3.8) and
using the Fatou lemma and the fact that S1/n ↓ S as n ↑ ∞, we arrive at φt ≤ C
∫ t
0
φsds for
any t ∈ [0, T ]. Therefore, φt = 0 for all t ∈ [0, T ] and the proof is thus finished.
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Proof of Theorem 2.1. According to [2, Proposition 2.3], (2) follows from (1). So, we only prove
(1) and (3). To apply Lemma 3.3, we shall make approximations of b and σ. Since Cb(R
d) is
dense in L1(PT (x, ·) + PT (y, ·)), where PT (z, dz′) is the transition probability for PT , we only
consider strictly positive f ∈ Cb(Rd).
(a) We first assume that (i) and (ii) in Lemma 3.3 hold. By applying Proposition 3.2 to
P
S1/n,V
T and noting that Lemma 3.3 implies
PTf = lim
n→∞
EP
S1/n,V
T f, f ∈ Cb(Rd),
we obtain (3.6) and (3.7) for (S, V ) in place of (ℓ, v). Then the log-Harnack inequality follows
by taking expectations to (3.6), and the Harnack inequality with power follows by taking
expectations to (3.7) and using the Ho¨lder inequality:
PTf(y) = EP
S,V
T f(y) ≤ E
{
(P S,VT f
p(x))
1
p inf
t∈[0,T ]
exp
[ λ2t |x− y|2
2(p− 1) ∫ t
0
e−2K(s)dS(s)
]}
≤ (EP S,VT f p(x)) 1p
(
E inf
t∈[0,T ]
exp
[ pλ2t |x− y|2
2(p− 1)2 ∫ t
0
e−2K(s)dS(s)
]) p−1p
=
(
PTf
p(x)
) 1
p
(
E inf
t∈[0,T ]
exp
[ pλ2t |x− y|2
2(p− 1)2 ∫ t
0
e−2K(s)dS(s)
]) p−1p
.
(b) Assume that (ii) in Lemma 3.3 holds. Since for a fixed sample of S, the class of piecewise
constant functions on [0,∞) is dense in L2loc(dS), we may find out a sequence of Rd ⊗ Rd-
valued functions {σ(n)}n≥1 satisfying (i) in Lemma 3.3 such that σ(n) → σ in L2([0, T ]; dS) and
‖(σ(n)t )−1‖ ≤ λT for t ∈ [0, T ]. Let X˜(n)t solve (1.1) for σ(n) in place of σ, and let P˜ (n)t be the
associated Markov operator. According to (a), the assertions in Theorem 2.1 hold for P˜
(n)
T in
place of PT . By (ii) we have
(3.9) |Xt − X˜(n)t | ≤ C
∫ t
0
|Xs − X˜(n)s |ds+
∣∣∣∣
∫ t
0
(σ(n)s − σs)dWS(s)
∣∣∣∣, t ∈ [0, T ].
Since σ(n) → σ in L2([0, T ]; dS), we have (see e.g. [13, Theorem 88(v) on page 53])
lim
n→∞
ES
∣∣∣∣
∫ t
0
(σ(n)s − σs)dWS(s)
∣∣∣∣
2
= lim
n→∞
∫ t
0
‖σ(n)s − σs‖2HSdS(s) = 0,
where ES is the conditional expectation given S. Then, as in the proof of Lemma 3.3, by letting
n→∞ in (3.9) we obtain limn→∞ES |X˜(n)T −XT | = 0, so that
PTf = EP
S,V
T f = limn→∞
E
(
ES,V f(X˜
(n)
T )
)
= lim
n→∞
P˜
(n)
T f.
Therefore, Theorem 2.1 also holds for PT .
(c) In general, let b˜t(x) = bt(x) −Ktx. Then (1.2) is equivalent to the dissipative property
of b˜:
〈b˜t(x)− b˜t(y), x− y〉 ≤ 0, t ≥ 0, x, y ∈ Rd.
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Let (b˜(n))n≥1 be the Yoshida approximation of b˜, i.e.
b˜
(n)
t (x) = n
{(
I − 1
n
b˜t
)−1
(x)− x
}
, t ≥ 0, x ∈ Rd.
Then (see e.g. [4, Section 2]), b˜(n) is dissipative and globally Lipschitzian in the sense of (ii) of
Lemma 3.3, |b˜(n)| ≤ |b˜|, and limn→∞ b˜(n) = b˜. Let b(n)t (x) = b˜(n)t (x) + Ktx. Then, b(n)t satisfies
(ii), and (1.2) holds for b
(n)
t in place of bt.
Now, let X¯
(n)
t solve (1.1) for b
(n) in place of b. Then, according to (b), the associated Markov
operator P¯
(n)
t satisfies the claimed inequalities in Theorem 2.1. So, if
(3.10) lim
n→∞
P¯
(n)
T f = PTf, f ∈ Cb(Rd),
then we complete the proof by applying Theorem 2.1 to P¯
(n)
T and letting n→∞. The proof of
(3.10) is straightforward by the constructions of b˜ and b˜(n), from which we have
d|Xt − X¯(n)t |2 = 2Kt|Xt − X¯(n)t |2dt + 2〈b˜t(Xt)− b˜(n)t (X¯(n)t ), Xt − X¯(n)t 〉dt
≤ 2Kt|Xt − X¯(n)t |2dt+ 2〈b˜t(Xt)− b˜(n)t (Xt), Xt − X¯(n)t 〉dt
≤ (2Kt + 1)|Xt − X¯(n)t |2dt+ |b˜t(Xt)− b˜(n)t (Xt)|2dt.
(3.11)
Let τm = inf{t ≥ 0 : |Xt| ≥ m} for m ≥ 1. We obtain from (3.11) that
|XT∧τm − X¯(n)T∧τm |2 ≤ e2
∫ T
0
(Kt+1)dt
∫ T∧τm
0
|b˜t(Xt)− b˜(n)t (Xt)|2dt.
Since {|b˜t(Xt) − b˜(n)t (Xt)| : t ≤ T ∧ τm, n ≥ 1} is bounded and limn→∞ b˜(n)t = b˜t, this implies
limn→∞ |XT∧τm − X¯(n)T∧τm |2 = 0 for all m ≥ 1. Combining this with τm ↑ ∞ as m ↑ ∞, we
conclude that limn→∞ X¯
(n)
T = XT a.s. and thus prove (3.10).
Proof of Corollary 2.2. By Theorem 2.1, it suffices to prove for T ∈ (0, 1]. There exists a
constant c1 ≥ 1 such that for any k ≥ 1,
E
1
S(t)k
=
1
Γ(k)
∫ ∞
0
rk−1e−tB(r)dr ≤ exp[cr
θ
0t]
Γ(k)
∫ ∞
0
rk−1 exp[−crθt]dr
=
exp[crθ0t]
Γ(k)c
1
θ
∫ ∞
0
rk−1e−tr
θ
dr ≤ c1E 1
S˜(t)k
, t ∈ (0, 1],
(3.12)
where S˜ is the subordinator associated to the Bernstein function r 7→ rθ. Therefore, (1) and
(2) follow from Theorem 2.1(1)-(2) and [5, (2.2)] by noting that
(3.13)
1∫ t
0
e−2K(s)dS(s)
≤ c2
S(t)
, t ∈ (0, 1]
holds for some constant c2 > 0. To prove (3), we make use the third display from below in the
proof of [5, Theorem 1.1] for κ = 1, i.e.
Eeλ/S˜(t) ≤ 1 +
(
exp
[c3λ θ2θ−1
t
1
2θ−1
]
− 1
) 2θ−1
θ
≤ exp
[c4λ
t
1
θ
+
c4λ
θ
2θ−1
t
1
2θ−1
]
, λ, t ≥ 0
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for some constants c3, c4 > 0. This along with (3.12) yields that
Eeλ/S(t) ≤ 1 + c1E
(
eλ/S˜(t) − 1) ≤ Eec1λ/S˜(t)
≤ exp
[c5λ
t
1
θ
+
c5λ
θ
2θ−1
t
1
2θ−1
]
for some c5 > 0. Combining this with (3.13) we prove (3) from Theorem 2.1(3).
4 Extension to semi-linear SPDEs
Let (H, 〈·, ·〉, | · |) be a separable Hilbert space, V := (Vt)t≥0 be a locally bounded measurable
stochastic process on H , W = (Wt)t≥0 be a cylindrical Brownian motion on H , and S = (St)t≥0
be a one-dimensional non-negative increasing Le´vy process associated to a Bernstein function
B as introduced in Section 1. Recall that W can be formally formulated as
(4.1) Wt =
∞∑
i=1
Bitei,
where {Bi}i≥1 is a family of independent one-dimensional Brownian motions, and {ei}i≥1 is an
orthonormal basis ofH . Thus, for any orthonormal family {ei}ni=1, the process (〈W, e1〉, · · · , 〈W, en〉)
is a Brownian motion on Rn. As in the finite-dimensional case, we assume that W,S and V are
independent. Let L (H) be the set of all bounded linear operators on H .
Consider the following stochastic equation on H :
(4.2) Xt = e
AtX0 +
∫ t
0
eA(t−s)Fs(Xs)ds+
∫ t
0
eA(t−s)σsdWS(s) + Vt, t ≥ 0,
where σ : [0,∞)→ L (H) is measurable and locally bounded, and A and F satisfy
(A1) (A,D(A)) is a negatively definite self-adjoint operator on H such that
(4.3)
∫ t
0
‖esA‖2HSds <∞, t > 0;
(A2) F : [0,∞)×H → H is measurable, bounded on bounded sets and satisfies
(4.4) |Fs(x)− Fs(y)| ≤ Ks|x− y|, x, y ∈ H, s ≥ 0
holds for some locally bounded measurable function K on [0,∞).
Note that if Vt =
∫ t
0
e(t−s)Aσ˜sdLs holds for some σ˜ : [0,∞)→ L (H) and some noise L, (4.2)
is known as the definition of mild solutions to the stochastic differential equation
dXt = AXtdt + Ft(Xt)dt+ σtdWS(t) + σ˜tdLt.
We first confirm the existence and uniqueness of the solution (4.2). By (A1), the operator
−A has discrete spectrum with eigenvalues 0 ≤ ρ1 ≤ ρ2 ≤ · · · ≤ ρn ↑ ∞. From now on, we
let {ei}i≥1 be the corresponding eigenbasis, i.e. an orthonormal basis of H such that Aei =
−ρiei, i ≥ 1.
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Proposition 4.1. Assume (A1)-(A2). Then
(1) Let Bk := 〈W, ek〉 as in (4.1). Then
Yt :=
∫ t
0
e(t−s)AσsdWS(s) =
∞∑
k,j=1
(∫ t
0
〈e(t−s)Aσsek, ej〉dBkS(s)
)
ej , t ≥ 0,
gives rise to a stochastically continuous process on H such that ES
∫ T
0
|Yt|2dt < ∞ for
T > 0, where ES is the conditional expectation given S. In particular, Y has a measurable
modification.
(2) Fix a measurable modification of Y := (Yt)t≥0, and denote it again by
Yt =
∫ t
0
e(t−s)AσsdWS(s), t ≥ 0.
For any X0 ∈ H, the equation (4.2) has a unique solution.
Proof. (1) We first prove
(4.5) Ut :=
∞∑
k,j=1
∫ t
0
〈eA(t−s)σsek, ej〉2dS(s) <∞ a.s., t ≥ 0,
and
∫ T
0
Utdt < ∞ for any T > 0. Note that for each t ≥ 0, Ut < ∞ a.s. implies that Yt is a
well defined H-valued random variable with ES|Yt|2 = Ut <∞ (see e.g. [13, Theorem 88(v) on
page 53]), and
∫ T
0
Utdt <∞ implies ES
∫ T
0
|Yt|2dt <∞.
It is easy to see that
Ut =
∫ t
0
‖eA(t−s)σs‖2HSdS(s)
≤
(
sup
s∈[0,t]
‖σs‖2
)∫ t
0
‖eA(t−s)‖2HSdS(s) =: Ctγt, t ≥ 0.
(4.6)
It then follows from (4.3) that∫ T
0
Utdt ≤ CT
∫ T
0
γtdt = CT
∫ T
0
dS(s)
∫ T
s
‖e(t−s)A‖2HSdt
≤ CTS(T )
∫ T
0
‖etA‖2HSdt <∞.
So, Y· ∈ L2([0, T ] → H ; dt) and Ut < ∞ a.s. for a.e.-t ≥ 0. It remains to show that Ut <
∞ a.s. for all t ≥ 0, so that Yt is an H-valued random variable for each t ≥ 0. For any
t > 0, there exists t′ ∈ (0, t) such that γt′ , γt−t′ < ∞ a.s. Since S = S(· + t′) − S(t′) in law,∫ t
t′
‖eA(t−s)‖2HSdS(s) = γt−t′ =
∫ t−t′
0
‖eA(t−t′−s)‖2HSdS(s) in law as well. Thus,
γt =
∫ t′
0
‖eA(t−s)‖2HSdS(s) +
∫ t
t′
‖eA(t−s)‖2HSdS(s)
= γt′ +
∫ t
t′
‖eA(t−s)‖2HSdS(s) <∞, a.s.
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Therefore, by (4.6) we have Ut <∞ a.s. for all t ≥ 0.
To prove the stochastic continuity of Y , we note that for any t ≥ 0 and h > 0, we have
|Yt+h − Yt| ≤ |ehAYt − Yt|+ |I(h)|,
and
I(h) :=
∫ t+h
t
e(t+h−s)AσsdWS(s).
Note that Ct = sups∈[0,t] ‖σs‖2 <∞. We have, for h ∈ (0, 1),
ES |I(h)|2 ≤ Ct+1
∫ t
t−h
‖e(t−s)A‖2HSdS(s+ h)
which in law equals to Ct+1
∫ t
t−h
‖e(t−s)A‖2HSdS(s). Since Ut <∞ a.s. and S(t) = S(t−) a.s. for
fixed t, we conclude that I(h)→ 0 in probability as h→ 0. Therefore, for any ε > 0,
lim sup
h↓0
P(|Yt+h − Yt| ≥ ε) ≤ lim sup
h↓0
{
P
(
|ehAYt − Yt| ≥ ε
2
)
+ P
(
|I(h)| ≥ ε
2
)}
= 0.
Similarly, we can prove lims↑t P(|Yt − Ys| ≥ ε) = 0 for any t, ε > 0. Due to the stochastic
continuity, the process Y has a measurable modification (see [1, Theorem 3]).
(2) Once a measurable modification of Y is fixed, as explained in Section 1, we let X˜t =
Xt − Yt − Vt and reformulate (4.2) as
X˜t = e
AtX0 +
∫ t
0
eA(t−s)Fs(X˜s + Ys + Vs)ds, t ≥ 0,
which has a unique solution due to (A2).
We note that in the proof of Proposition 4.1, for different measurable modifications of Y , the
corresponding solutions derived for the equation (4.2) are equivalent, i.e. they are modifications
each other as well. When V = 0 and σs is independent of s with σei = βiei holding for some
sequence {βi} ⊂ R, solutions to (4.2) have been investigated in [7].
By Proposition 4.1, we define
Ptf(x) = Ef(Xt(x)), t ≥ 0, x ∈ H, f ∈ Bb(H),
where X(x) is the solution to (4.2) for X0 = x. We shall make use of finite-dimensional approx-
imations to derive the Harnack inequalities from Theorem 2.1. Note that Pt is independent of
modifications of Y , and is thus unique due to Proposition 4.1.
For n ≥ 1, let Hn = span{e1, · · · , en}, and let πn be the orthogonal projection from H onto
Hn. Let
A(n) = πnA, F
(n) = πnF, σ
(n) = πnσ, W
(n) = πnW, V
(n) = πnV.
For any n ≥ 1, consider the following equation on Hn:
(4.7) X
(n)
t = πnX0 +
∫ t
0
{
A(n)X(n)s + F
(n)
s (X
(n)
s )
}
ds+
∫ t
0
σ(n)s dW
(n)
S(s) + V
(n)
t , t ≥ 0.
Let P
(n)
t be the associated Markov operator. It is easy to see that assertions in Theorem 2.1
hold for P
(n)
T . Letting n → ∞, we conclude that assertions in Theorem 2.1, and hence in
Corollary 2.2, hold for the present PT .
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Theorem 4.2. Assume (A1) and (A2). If ‖(σ(n)t )−1‖ ≤ λt for some increasing function λ on
[0,∞) and large n, then assertions in Theorem 2.1 and Corollary 2.2 hold for H in place of
Rd.
Proof. As explained above we only consider positive f ∈ Cb(H). In this case, by the assertions
for P
(n)
T and the dominated convergence theorem, it suffices to prove that limn→∞X
(n)
T = XT
in law. This follows from
lim
n→∞
ES,V |X(n)t −Xt| = 0, t > 0,
which can be easily verified as in the proof of [21, Theorem 2.1].
Similarly to the finite-dimensional situation, if PT has a quasi-invariant measure µ then
according to [20, Proposition 3.1], the assertions in Corollary 2.2 imply that PT has a heat
kernel pT (x, y) with respect to µ and estimates (2.1), (2.2) and (2.3) hold for µ and H replacing
the Lebesgue measure and Rd respectively.
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