ABSTRACT With the development of big data and high-speed communication networks, traditional endto-end transmission mechanisms in social networks are difficult to achieve large amounts of data communication between mobile devices. Therefore, the implementation of effective data transmission in social networks requires ''opportunity''. Opportunistic social networks suggest choosing the most appropriate next hop nodes for effective data transmission. Most existing routing algorithms attempt to use the interest points of nodes and the social relationships between them to choose optimal relay nodes among neighbors. However, most community-based algorithms take node attributes and social relations into account but fail to consider the energy consumption of inefficient nodes which accounts for a large part of routing cost. To improve the transmission strategy, this paper proposes an effective transmission strategy based on node socialization (ETNS), which divides nodes in the network into several different communities. The proposed scheme also involves a community reduction method that removes some inefficient nodes according to the attributes of optimal relay nodes. The simulation results show that the packet delivery ratio of ETNS is 13% higher than the epidemic algorithm, and ETNS also has lower transmission delay and routing overhead.
I. INTRODUCTION
With the popularization of network and the development of social informatization, message transmission based on various online social platforms has become extremely important [1] . Many social platforms, such as Facebook, Instagram and Twitter, have enough power to support billions of users to participate in information transfer process [2] - [4] . Through online platforms, people can attract more public attention by sharing interesting things in their lives. As users communicate and get online with mobile devices, they can post photos or videos wherever and whenever they want [5] - [10] .
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Nowadays, networks often have the ability to communicate at high speed, and it is very important in social interactions. The history of data exchange activities can be recorded and analyzed by assessing human communication activities and their interest preferences [11] . With the development of online communication platforms, individual commodity recommendations have become effective [12] . However, the process of retrieving large amounts of structured data from human activities is very complex and requires a large of storage and computing resources. This characteristic makes some traditional wireless sensor network approaches no longer applicable.
When we face this problem, it is necessary and important to establish a suitable environment in wireless networks to ensure the stability of data transmission. Opportunistic network is a kind of working structure suitable for wireless communication research. The biggest feature of this scheme is that the information transmission between nodes needs to look for ''opportunity''. This way of information transmission can provide communication services by node movements and cooperation among them [13] - [16] . The method of opportunistic network is more and more applicable to the scenarios of social network because people contact each other by chance using mobile wireless devices. In online social networks, ''opportunity'' [17] can be provided by reliably neighbors which have enough resources and cache room to save what we want to share, such as images and videos, or have similar points of interests to share our experiences. Since nodes in online social networks need to wait for suitable neighbors to appear, the state of ''storage'' and ''carry'' are suitable for online social networks. The ''forwarding'' state in social networks may represent a valid data transmission process. ''Opportunity'' in the studies of social network means that it is possible to determine whether useful information can be transmitted. In social networks, only reliable neighbors can participate in the selection of the optimal relay nodes when establishing node communication.
Methods based on the characteristics of opportunistic network structure have become more and more popular in the establishment of message transmission model in the study of online social networks. Researchers believe that networks that perform message routing and data sharing using human social characteristics such as similarity, daily transactions, mobility patterns and interests are opportunistic mobile social networks. In this kind of network, the social network is regarded as the application scenario, and the work structure of opportunistic network is used to solve problems [18] - [22] .
In opportunistic social networks, each node has a large number of social attributes which represent the relationship between different users. Therefore, different algorithms [23] , [24] , [42] can divide nodes in the network into communities through various methods and different attributes of nodes to improve algorithm performance. Unsupervised learning [25] , [26] is a branch of machine learning that learns from test data that has not been labeled, classified or categorized. Clustering algorithm is an important type of unsupervised learning. Unsupervised learning plays an important role in data mining [27] - [30] , and have a wide spread use in our real-life world, such as community division [31] .
Despite the emergence of community-based opportunistic network transmission strategies, how to divide efficient communities is still a hot issue. This is not because the existing community partition method is not feasible, but because the community partition does not consider whether all nodes in the community can meet the transmission requirements. In fact, most of processes of community partitioning consider the interest points and social relations of nodes in the real scene, but not every node in the community are suitable for transmission. These kind of nodes in communities are inefficient and consume transmission resources, but do not improve transmission performance, so it is necessary to propose a reduction method to cut down the cost. Social network communications with large amounts of data transmitted simultaneously can result in excessive energy consumption, low delivery rates, and transmission delays. Thus, it is necessary to propose a community reduction method to improve the performance of community-based algorithms.
To solve this problem, an effective transmission strategy based on node socialization is proposed in this work, which divides nodes in the network into several different communities using clustering method. A community reduction method that reduces inefficient nodes according to attributes of optimal delay nodes is presented in this strategy. The established Effective Data Transmission Strategy based on Node Socialization (ETNS) enables efficient transmission of messages between source node, communities and target node. After analyzing the data information required by the algorithm proposed in this paper, we comprehensively considered and compared the existing real data sets, and selected the most suitable four datasets for simulation experiments. Excellent performance is achieved by enhancing the aggregation relationship between nodes and reducing the energy consumption of inefficient nodes in social communication environments.
The contributions of this paper are listed as follows:
1) By analysing the characteristics of nodes in the network comprehensively, the concept of community reduction is proposed and an effective method is established to reduce inefficient and unapplicable nodes in communities. 2) An effective data transmission strategy based on node socialization is proposed with analysing the clustering features of nodes in social communications. Nodes in networks are divided into several non-overlapping communities of similar size according to the similarity between nodes. 3) According to the conditions for selecting optimal next hop nodes in networks, this article proposes four unique features for nodes. The active index in this paper is an unique concept originally proposed by authors for the mobility characteristics in opportunistic networks. 4) Using the simulation tool ONE (Opportunistic Network Environment) [32] , this work analyzes the performance of ETNS algorithm and compared it with other four algorithms. Simulation results prove the algorithm proposed in this paper can improve the performance of network communication in terms of packet delivery ratio and routing overhead.
The rest of this paper is structured as follows. In Section 2, we briefly describe and analyze related works. The model of ETNS algorithm is proposed and analyzed in section 3. In the section 4, the complexity analysis of system model are provided. The simulation results are shown in Section 5. The last section concludes this paper. The symbols and notations used in this work is shown in table 1. 
II. RELATED WORK
With rapid growth in the number of human using portable communication devices recently, it becomes more necessary and urgent to evaluate opportunistic networks formed by various devices carried by users. At present, since research around the routing algorithms have been a hot issue, various methods have been proposed for different application scenarios. According to the relevance to communities and social attributes, existing routing algorithms of opportunistic social networks can be roughly classified into two categories: community-ignorant routing algorithms, and community-based routing algorithms.
A. THE PROPOSED COMMUNITY-IGNORANT ROUTING ALGORITHMS
In existing social-ignorant routing algorithms, transmission strategies are proposed to improve the performance of opportunistic networks which do not consider social relationships. Epidemic algorithm [33] is a flooding routing algorithm which takes the source node as the pathogen and other nodes in the network as vulnerable populations. The source node transmits messages to all nodes it encounters, so epidemic algorithm has the highest packet delivery ratio and routing overhead theoretically. Direct transmission algorithm [34] has the lowest successful rate of packet delivery because the source node only forwards messages to the target node, which also means that the algorithm has the lowest routing overhead. Sisodiya et al. [35] is a controlled replication-based opportunistic routing algorithm which has heavy routing overhead. Borah et al. [37] proposed an efficient probabilistic routing protocol based on encounter and transmission history, which controls flooding in opportunistic networks. However, due to the social attribute features of opportunistic social network, it is necessary to consider the social attributes of nodes when calculating the encounter probability based on historical records. Kanghuai et al. [48] explored the correlations of social attributes of nodes in opportunistic networks, and proposed an algorithm which take mobile similarity into account. The transmission of nodes in real life is not completed by single node, but by a group of nodes, which is not considered by the author.
Some complex mathematical methods are have been applied to improve the performance of opportunistic transmission models, such as decision trees, Markov chains, etc. In literature [38] , Dhurandher et al. proposed a forwarding strategy to predict location of nodes, which utilize the model of markov chain to calculate the encounter probabilities for nodes. But in real scenarios, the performance of this algorithm is affected by the movement of devices, because the movement data is difficult to update immediately. Sharma et al. [39] proposed a machine leaning-based protocol for effective opportunistic routings. This algorithm uses the concept of decision tree and neural networks to predict the successful ratio of packet deliveries. Li et al. [40] proposed a cross-layer opportunistic routing algorithm, which adopts the fuzzy logic and topology technologies to control the scheme. The algorithm has the characteristics of high packet transmission rate and low computational complexity. Considering the social attributes of nodes, these two routing algorithms [39] , [40] will have better performance in real urban scenarios. Wang et al. [41] proposed an efficient data transmission scheme which discussed three different 22146 VOLUME 7, 2019 scenarios and considered mutually exclusive requirements in transmission process. This work reduces propagation latency while causing a small routing overhead, but in our scenario there is a high cost.
B. THE PROPOSED COMMUNITY-BASED ROUTING ALGORITHMS
As online social network is the main social media and advertisement platform nowadays, routing algorithms that take social relationships and community into account are necessary and suitable for different opportunistic social application scenarios. Research work [42] presented a weight distribution and community reconstitution based on communities communications in social opportunistic networks. Wu et al. mentioned that many routing algorithms deliver messages depending on one or two nodes, and thus may cause huge transmission delay. So they proposed a strategy to reduce transmission delay, but the packet delivery ratio is not improved much. Fu et al. [43] proposed an interest-driven community mobility strategy, which not only considered the social attributes of human behavior, but also considered the location preference and time variance of each node. This routing scheme can improve the transmission ratio, but there is no significant improvement in routing overhead and transmission delay. Dragan et al. [44] proposed that nodes could be divided into several communities according to their closeness and time spent together, and leaders could be selected in each community. This community division approach can improve the performance of opportunistic network routing algorithms.
In research work [45] , dynamic social characteristics and their enhancement are introduced to obtain the historical contact behavior of nodes. Considering more social relations among nodes, community structure is adopted to select the next hop node in the scheme of multicast comparison and segmentation to improve the efficiency of information transmission. Zhang et al. [46] proposed a routing protocol that use fine-grained contact characteristics in communities to design a mobile opportunistic network. It used the sliding window mechanism to characterize the contact history and timing information in a fine-grained manner, and predicted future contacts based on fine-grained contact information, thus improving the accuracy of contact prediction. Zeng et al. [23] proposed a community-based routing strategy, in which each node selects the nodes with close social relationships to form communities. Tao et al. [47] expressed their opinion that exploiting community structure for opportunistic forwarding in social mobile networks is promising to improve routing performance. However, there are some inefficient nodes in the communities, which will affect the transmission efficiency of the transmission strategy.
One application of the social-aware routing algorithms is the vehicle networks. Wang et al. [49] addressed a social-based encounter utility rank router in cooperative vehicular sensor networks, which can enhance the delivery ratio by relaying the messages via remaining lifetime. Leilei et al. [50] proposed a social-based strategy to predict vehicle trajectory. The advantage of this algorithm is that the calculation process considers both movement prediction and trajectories distribution. The application of routing algorithms [49] and [50] in the vehicular sensor networks are good, but they don't perform well in the opportunistic social network scenarios.
Different to existing researches, we take the advantage of exploiting community structure for opportunistic social networks and presents a community reduction strategy. This scheme pays attention to activities and attributes of nodes, using the concept of information entropy to evaluate the three features of nodes. Three feature propose in this paper are the global trust of nodes, the caching room of mobile devices and active index of human beings. Through considering the importance of social attributes in opportunistic networks, we can judge the behavior of nodes in the communities and establish a community reduction strategy to decrease the number of inefficient nodes.
III. SYSTEM MODEL DESIGN
The development of social interaction has gone from faceto-face interpersonal communication to telephone and fixed networks, and eventually broke out to various forms of web-based interaction enabled by the ubiquity of the internet. These social interactions no longer require physical presence amongst participants and are enabled by many software applications, which make relationships among people complicated but convenient as shown in figure 1.
As we discussed above, the applications of social network's theory have been largely used to build opportunistic network models. A key concept in social network analysis is ''community'' which is a group of people with social relationships. In opportunistic social networks, the distribution of nodes has the characteristic of aggregation in a certain period of time as shown in figure 2. Since mobile users with social connections usually have long-term collaboration and are less error-prone than individual nodes, community-based algorithms outperform traditional routings in opportunistic social networks. Next, we will give a detail introduction of our algorithm, which takes advantages of existing community-based routings and improve it. VOLUME 7, 2019 FIGURE 2. In opportunistic social networks, nodes in the network have an aggregation phenomenon in a certain period of time, which is very similar to human communities.
FIGURE 3.
The community division process in opportunistic social network. Through the clustering process, the nodes in the network can be divided into several different communities.
A. CLUSTER-BASED COMMUNITY DIVISION
The method of community division is cluster based and needs to be divided into two stages. In the first stage, we need to get the clustering times. In the second stage, the characteristics of nodes are analyzed and then the community will be divided by clustering method. The number of clusters can be obtained according to the number of important nodes in the network, and the clustering process is performed by comparing the similarities between the nodes. Through clustering process, nodes in the network can be divided into several communities as shown in the figure 3.
1) DETERMINATION OF CLUSTERING TIMES
Nodes in networks have different levels of activity when transmitting data. There are always some active nodes in a network structure, which help other nodes to send data through their continuously motion. In general, we believe that nodes with higher activity are more important in the network. Correspondingly, there are always some nodes in the networks that do not actively participate in data transmission process. If such inactive nodes are selected as relay nodes during data forwarding, messages are usually not successfully transmitted or the transmission cost is high. The clustering process is actually the process of neighboring nodes grouping around the nodes with high activity, which likes human communities.
In the case of unsupervised clustering, the similarity between the clustering center and its neighbor nodes is adopted to determine whether the node can cluster with the clustering center. Therefore, the number of clustering center nodes is very important for community division process, and the critical condition to judge whether the node can become the clustering center is the importance level of nodes. There is a fact we need to know is that clustering center nodes must be very important in the network, but not all important nodes can be clustering centers. In other words, the number of important nodes must be larger than the number of clustering centers. Therefore, if we get the number of important nodes and use it as the clustering number, we can ensure that the clustering times is sufficient and appropriate, so as to ensure the good performance of the clustering process.
The importance of nodes in a network can be defined as reputation value which can be accumulated by a nomination mechanism, and depends on how many times that node successfully pass messages. Each of node is assigned an initial nomination value when estimating the importance of them. In the subsequent information transmission process, each time the data is successfully forwarded by node i, the nomination value H n i of the node is increased by one. The reputation of a node should not depend only on the number of times it participates in data forwarding, but also on the performance of its neighbors during data transmission. In this case, the reputation of a node is ultimately defined as the sum of the nomination value of the node itself plus the nominations of all nodes connected to it in each iteration. If a node transmits and forwards information stably in the network, the number of nominations of it will be a constant after multiple rounds of interaction. Nodes with a high reputation value are considered to be important nodes in the network. The nomination accumulation process is expressed as:
where H n i represents the number of nominations accumulated by node V i during the n − th iteration, and the initial nomination value is 1. In each iteration, the information needed for calculation is only selected from the information provided by neighbor nodes in the network structure at the current time t. a ij represents the element of the i−th row and the j−th column in the adjacency matrix A of the network. In order to compare the reputation value of nodes in the network intuitively, this work normalized the reputation value H n i . The normalized nomination valueH n i after n iterations can be expressed as:
According to equation (1) and equation (2), if normalization process is performed after each iterative process, the normalized reputation of node V i can be expressed as:
The size of reputation determines the number of important nodes in the network, which can be used to estimate the approximate proportion of important nodes. If the reputation value of a node is greater than the average reputation value of all nodes in the network, the node is considered to be an important node. Therefore, we can get the number of important nodes and use it as the clustering times.
2) CLUSTER COMMUNITIES OF SIMILAR SIZE
In an opportunistic social network scenario, mobile nodes represent people equipped with communication devices, and these nodes can belong to one or more dynamic networks. If the cluster community is too large or too small, it will affect the performance of routing algorithm. In order to avoid this problem, a clustering algorithm is established to ensure that the size of each community is similar by limiting the number of nodes near the cluster center. We define a neighborhood parameter named Eps and a minimum data node parameter MinPts to control the clustering range.
Definition 1: Limited domain. Limited domain represents an annular region between circles with a radius of Eps and 2Eps, centered on a given object.
Definition 2: Expansion node. Expansion nodes mean nodes located in the ring area which centered on the core node and have a radius of (Eps, 2Eps).
Definition 3: Modularity function. It can be used to quantitatively measure the quality of community partitioning. Community with high modularity value have dense connections between the nodes within Clusters.
The aggregation coefficient is an index that indicates the degree of aggregation of nodes in a network. After determining the number of clusters by the reputation value of nodes, we can select the cluster center by the clustering coefficient. The clustering coefficient C of node V i is defined as:
where the degree of the node V i is k i , representing the number of all adjacent nodes of node V i . E i represents the actual number of connected edges between the k − th neighbor nodes of node V i . T i represents the maximum number of connections that the k − th neighbor node of node V i may form. When C i = 1, it represents that all neighbor nodes of node V i are connected, and means that node V i is absolutely located central. In the clustering process, the nodes with the largest clustering coefficient among nodes that have not been divided into the community are selected them as the clustering center in order. When clustering is used for community partitioning, the size of clusters is not consistent. In order to reduce the irrationality of community partitioning caused by inconsistent cluster size, we limit the clustering range of each center nodes by setting an Eps domain. If the number of nodes in the Eps domain of current node has reached MinPts, current community no longer receives other nodes. We will compare the aggregation coefficients of the nodes in the node set, and select the node with the second largest aggregation coefficient as the next cluster center.
After selecting the cluster center, the nodes are clustered according to the similarity between the comparison nodes, which is measured based on the distance between pair of nodes. If the shortest path sizes of node i and node j reaching other nodes are similar, the two nodes are very similar. This is why euclid distance can be used to measure the similarity of nodes. Suppose that G is an undirected graph with M nodes, G = {x 1 , x 2 , . . . , x m }, x ik , x jk respectively represent the shortest path from node V i , V j to node V k . When each community substructure is divided, the distance information between nodes in the substructure at the current time t is used to calculate the euclid distance. The euclid distance between node V i and V j is expressed as:
The euclid distance and similarity are inversely proportional in value. The smaller the euclid distance, the greater is the similarity between these two nodes will be. In order to ensure that the similarity range of any two nodes belongs to (0,1), we define the similarity S(x i , x j ) as:
According to equation (8), we calculate the similarity between all nodes and store the results in corresponding dissimilarity matrix. The average similarity value of all nodes can be used as a threshold to determine whether the node meets the requirements in the clustering process. When the number of nodes in the Eps domain has not reached Minpts, all nodes which has higher similarity than averageS are added to the current community. In the process of community division, nodes may be located in multiple communities. In order to avoid the occurrence of overlapping communities, we put forward the concept of modularity. Modularity is often used in optimization schemes for detecting community structure in networks [51] , and a method utilizing modularity to avoid overlapping community is proposed in this paper. The modularity function is defined as:
where l i x n represents the number of connected edges within the community; d x is the degree of nodes contained within the community; L is the total number of connected edges. According to formula (9) , it is easy to find that subcommunities with higher modularity have closer internal structure and thus has higher information transmission efficiency. The calculation of modularity is based on the relevant information of peripheral data at a certain time t, and the required information is the information of the current subcommunity. If a node can be partitioned into two different communities repeatedly during the clustering process, the node will be divided into the community with larger values of the modularity Q c (x) rather than communities with lower modularity. Such community division can avoid overlapping communities and improve the quality of community division.
The flow-chart of the clustering process is shown as figure 4 . The community division method adopted in this paper utilizes the idea of unsupervised clustering, but the clustering times are obtained by preprocessing before clustering. In addition, domain constraints are given in clustering process so that the final community structure size is similar. The improvement proposed in this paper on traditional clustering can reduce the consumption of node resources in the process of community partition.
B. REDUCTION STRATEGY OF INEFFICIENT NODE BASED ON MULTIPLE ATTRIBUTES
Community is combined by several nodes with close internal connections, but not every node in community has the ability to become a relay node. Nodes in the community that do not meet the transmission conditions can be considered as inefficient nodes. Removing these inefficient nodes in communities can reduce the transmission overhead and make the community more efficient. We analyze the characteristics of conditions that optimal relay nodes need to meet, and propose four indicators to measure nodes within communities. Inefficient nodes in communities can be identified and deleted according to the methods described below so as to achieve the goal of improving transmission success rate and reducing overhead.
1) RECEIVE TRUST AND SEND TRUST
In social life, social interactions and trades between people need to be based on trust. Only people who are honest can successfully trade with others, and so does the process of information transfer in opportunistic social networks. Trust can be used to evaluate the performance of a node and determine whether this node is trustworthy. The performance of nodes as different roles in the process of information transmission can be used to measure the reputation of nodes, this paper adopts a distributed trust mechanism which uses local trust and global trust to directly evaluate the integrity of the node.
Each nodes evaluate the local trust value of other nodes according to the historical transmission records and social relationships. Since social relationships are difficult to quantify in real-time, this paper only evaluates the integrity based on the historical transaction records. We define an evaluation mechanism for information exchange. Nodes give good or bad evaluations after each message transmission process, and local trust values are quantified according to these evaluations. The calculation model is defined as: (10) where LR ij represents the trust evaluation of the sender node V j when the node V i is the receiver, and LS ij represents the trust evaluation of the receiver node V j when the node V i is the sender. The value range of LR ij and LS ij is [0, 1], and the initial value of them are 0.5. When the value of LR ij and LS ij are higher than 0.5, the node is considered to be honest, and the closer the value of the node is to one, the more reliable the node is. Conversely, the node is considered not trustworthy. N Rh (i, j) and N Rm (i, j) respectively indicate the number of honest and malicious transactions with node V j when V i is the receiver node. N Sh (i, j) and N Sm (i, j) respectively indicate the number of honest and malicious transactions with node V j when node V i is the sender. N pun represents the penalty coefficient, which makes reputation values fall faster than they rise, reflecting the punishment for malicious transactions.
The local trust assessment of the node can intuitively evaluate the integrity of a node. However, within a trusted mechanism, the global trust value of node i should be evaluated by all nodes that had transactions with current node, whenever the node i is act as the sender (GR i ) or the receiver (GS i ). For the evaluation content of current node, the opinions of nodes with higher integrity are more important than nodes with low integrity. Similarly, if a node has multiple times of stable connections and data transfers with current node, the evaluation between the two nodes is more credible. Therefore, the node's global trust GR i and GS i should be a comprehensive measurement that consider local reputation value, number of transactions and trust evaluation for all connected nodes. A weighted average approach is utilized in this work to express global receive trust GR i and send trust GS i as following: represents a collection of nodes that have transactions with node i and are at the sending end. The weighting function 1 − exp (−N (j, i)/5) has a negative exponential growth trend with the changes of N (j, i), indicating that the more times of a node connected to current node stably, the more important its evaluation contents are. ω represents the weighting coefficient of node trust value in the calculation. When ω = 0, the credit value is the average of the local evaluation value of participating transaction nodes. If there are many malicious nodes in the networks and there exist collusive deception, setting ω = 0, which can make the trust value fairer and more justice. Experiments have shown that when the number of malicious nodes is greater than 40% of the total number of nodes, setting ω = 0 can avoid conspiracy deception. But when the number of malicious nodes is less than 40% of the total number of nodes, ω = 1.6 works best.
If a node passes through multiple rounds of time slice transactions, it can be considered that the global trust value of this node as the sender can be calculated based on the previous round of global trust value of the node as the receiver. This approach expressed in equation (12) reduces the number of iterations of equation (11), which can save communication VOLUME 7, 2019 and computational overhead:
When transmitting information, node first measures the global reputation value of the next hop node which acts as the sender (receiver). If the reputation value of the node as sender and receiver are both high, the data can be sent to the node for transferring. If the node has a lower reputation value when it act as the sender, it is only used as an information storage node when the network load is large and do not forward messages.
2) NODE CACHING
The remaining cache of nodes is an important factor which is required to be considered when transmitting information. Only nodes with sufficient cache space have the ability to forward data. During a time interval t, the amount of data received by the node V n is expressed as r n (t). The cache used for data reception is linear with the amount of data r n (t) collected, expressed as B S * r n (t), where B S is the cache occupied by the node collecting unit data. If the sink node allocates channels to node V n , then node V n sends data with cache consumption rate B T . Therefore, the total cache B total n of node V n in time slot t can be expressed as:
The amount of received data r n (t) ≤ r max and the number of allocated channels k∈κ J n,k (t) ≤ 1, we can get the upper limit of the cache of nodes in a time interval, expressed as B max = B s r max + B T . The remaining cache of the node in time slot t is:
In real urban scenarios, due to the fixed working hours, people's mobile mode is relatively stable in terms of time and geography. For the information transmission process, only the periods when human beings are working are useful because of the characteristic of human activities. The regularity of human activities makes the time which information can be transmitted are generally continuous. By analyzing the life of an normal human being, it is easy to find that the activity of the nodes are generally extremely low at night time. Therefore, the concept of node active index is presented which adopts the mapping time of social network information transmission nodes, rather than ordinary daily time.
In order to convert daily time into mapping time, we define the seconds of the mapping time and the daily time as τ and τ respectively, and they all take [0, 86400) as their value range. The difference between these two parameters is that the daily time can only be a positive integer but the mapping time can be a decimal. The average number and the total number of messages transmitted in per second can be obtained by analyzing the data set, presented as M * and M τ respectively. The value of M * does not change. But the value of M τ changes with the change of parameter τ . It is very obvious that M τ in working periods is significantly higher than it in rest time. We define the time mapping function as equation (15):
For the original timestamp T of a dataset, we define its corresponding mapping timestamp as T . In order to convert the original timestamp into a mapping timestamp, we firstly need to convert T to τ * by the following formula:
where mod (a, b) returns the modulus after division of a by b. N sec onds is the number of seconds in an hour. The time zone is represented as N zone , and Max τ is the maximum value of τ . The time zone is related to the location's district of nodes, so we should add N zone * N sec onds for each T when calculating. After integrating Equations (15) and (16), the mapping time is expressed as:
In the opportunistic social networks, the movement of nodes brings communication opportunities among devices. We define the active index as the sum distances of the node in the mapping time period. It is possible to determine whether node V i is active according to the active index of node, as shown in equation (18) . v represents the average speed of node i according to history records.
4) REDUCTION STRATEGY FOR NODES WITHIN THE COMMUNITY
For each community in networks, we analyzed the various social attributes of the nodes and measure the impact of various social attributes on the information transmission. By weighting and combining these attributes, we can get a comprehensive index which can be used to evaluated nodes in communities and decreased the number of inefficient nodes.
In this paper, we use the concept of information entropy to assign weights to each attributes. Information entropy is a variable that can describe the degree of disorder of information. The larger the entropy value is, the higher the degree of information disorder will be. Therefore, through the method of information entropy, we can measure the entropy value of each feature and assign appropriate weights to these attributes according to their relevance in information transmission. Information entropy is defined as:
where E(F i ) denotes the entropy of each feature F i , and p(x i ) denotes the probability function of F i . According to the nature of weight, it can be known that function E needs to have the characteristic of symmetry, monotony, continuity and additivity. When using entropy for weight analysis, the order of each feature does not change the weight of them. The function also has the continuity and monotonous change when the number of features is determined. We construct the function E(F i ) based on these principles above:
Obviously, function E(F i ) has the characteristic of symmetry, monotonicity and continuity. Next the additivity of function E(F i ) will be proved.
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We analyze receive-trust (GR i ), send-trust (GS i ), the remaining cache of node (B remain i (t)) and the active index (Dist i ) in this paper, and then establishing an evaluation matrix for these features:
According to equation (22), we can normalize the data matrix X to get the calculation matrix Y , where max x ij , min x ij andx ij represent the maximum, minimum and average values of the j − th column elements in the matrix X , respectively.
Combining with formula (20), we can calculate the corresponding entropy value of each feature index. The entropy function is taken a negative sign to make sure that the value of it always stay positive. The normalization coefficient is defined as c = 1 ln n .
For each feature index, we can get the corresponding weight as:
For all nodes in communities, we can filter them according to these characteristics of nodes. The comprehensive feature
we set a threshold κ to determine whether node i can meet the needs of the relay nodes and then delete nodes that are not available. Through this scheme of reducing nodes within the community, we can filter the nodes and delete some of which do not meet the requirements of transmission in the community. After reducing a small number of nodes that do not meet the transmission conditions, the nodes in communities are closely connected and all of them has transmission capacity. After many experiments, we can get the best performance when the threshold κ = 23.265.
C. COMMUNITY-BASED TRANSMISSION SCHEME As described above, we can get several communities with close social connections in the network. The nodes in these communities have high credibility, activity, and sufficient cache space. The ETNS algorithm can effectively improve the successful ratio of data delivery,and reduce the routing cost greatly by taking full advantage of the close relationship VOLUME 7, 2019 among nodes in communities. In this paper, data transmission occurs only in the cluster community where the target node is located.
Suppose that node V i encounters node V j , and node V i has the message to be forward. If node V j is the target node, node V i will transmit the information to node V j and delete the message from its sending queue. If the encountering node V j is not the target node, the transmission mode of node V i can be divided into the following two types.
Case 1 (Intra-Community Message Transmission):
If the target node is in the community where node V i is allocated, and node V j is also a member of this community, node V i will transmits a copy of messages to node V j . Otherwise, node V i does not transmit messages to node V j .
Case 2 (Inter-Community Message Transmission):
If the target node is not in the community which node V i belongs to, node V i will send a ''request frame'' to node V j to ask whether the target node is in the community which node V j belongs to. After receiving the ''request frame'', node V j will check the current community, confirming whether the target node is in the current community, and sending a ''response frame'' to node V i . If the target node is in the community where V j is located, node V i will send the messages to node V j . Otherwise, node V i does not forward the message to node V j .
The messages that need to be sent are stored in the cache space of nodes for a period of time before node V i meets the node in the community where the target node is located. If node V i encounters a node that meets the above rules, the messages will be forwarded, otherwise, the data in buffer will be dropped according to the cache management rules. There exists a possibility that messages can not be transmitted if node V i meets none of the nodes in the community where the target node is located, and enough buffer capacity will be helpful for message delivery.
IV. COMPLEXITY ANALYSIS OF SYSTEM MODEL
In summary, an effective data transmission strategy based on node socialization is proposed in this paper. ETNS algorithm is applied in many real life scenarios, such as vehicle-tovehicle communication. In the Internet of vehicles, vehicles can be viewed as several mobile nodes, which can also be divided into several communities. Four attribute indexes proposed here can be used to measure the communication quality of each vehicle. After comprehensive consideration, the vehicles in each community that do not meet the transmission conditions can be removed. The compact community structure that eliminates inefficient vehicles can provide better performance in message transmission. Meanwhile, in order to make the structure of the whole algorithm clear to understand, specific steps of the algorithm are listed as follows:
STEP 1: Nodes in the opportunistic social networks can be divided into several communities according to the gathering characteristics of people in social life. The clustering method is utilized to divide the nodes in networks into several community structures. Get the weight W j of each feature; 13: Calculate the comprehensive feature κ i ; 14: Compare the κ i with threshold κ; 15: If (κ i < κ) 16: Delete V i from community; 17: End If 18: End For 19: //Effective transmission process 20: Forwarding messages from S; 21: If D is in the community S allocated 22: Forwarding messages to the community S allocated; 23: Else 24: Send ''request frame'' to encountered node V j until find D; 25: End If 26: End STEP 2: The transmission process of information has some requirements for relay nodes. The concept of sending trust, receiving trust, remain cache, and active index is presented in this paper to measure the availability of nodes. In opportunistic social networks, if nodes satisfy these characteristics at the same time, it is more likely that they are optimal relay nodes.
STEP 3: According to the entropy value of each feature, multiple features are considered comprehensively in this scheme to determine the availability of nodes, which can reduce inefficient nodes in the community effectively.
STEP 4: Data packets are transmitted to the destination node through efficient communities, which is benefit to keep the continually, stability and high efficiency of data transmission process. Figure 5 and algorithm 1 is constructed to introduce the ETNS algorithm in details for better readability. Specifically, during the clustering process, cluster center compares similarity with neighbor nodes according to the sequence, so the time complexity of this phase is O(log 2 n). Four features of optimal nodes is analysed in this work based on the theory of information entropy. Inefficient nodes in communi- ties are reduced according to these features, thus, the time complexity of this process is O(n). Finally, the time complexity of transmission process is O(n) because packet is forwarded to effective communities. On the whole, through rigorous mathematical analysis, the time complexity of the ETNS algorithm can be computed as O(log 2 n + n + n) = O(n). In retrospect, the time complexity of EWDCR is O(n 2 ) and the time complexity in the Epidemic routing algorithm is O(n).
V. SIMULATION AND ANALYSIS
The simulation adopts the opportunistic network environment (ONE) to evaluate ETNS by performance comparison with ESR [52] (effective algorithm based on social relationships), FCNS [48] (fuzzy routing-forwarding algorithm), EWDCR [42] (Effective weight distribution and communities reconstitution algorithm) and epidemic algorithm [33] . ESR, FCNS and EWDCR are the latest routing algorithms for opportunistic social networks, while epidemic algorithm is a typical and traditional method. At present, some real datasets can be used for simulation experiments, but the algorithm proposed in this paper requires a lot of data information, and some data sets cannot meet the requirements. After considering the data information required by the algorithm proposed in this paper, the real datasets Infocom 5, Infocom 6, Cambridge and Intel is most suitable to drive node activity. The datasets can be download from CRAWDAD, and the detailed information is shown in table 2. In this experiment, the cache size of node is set to 5M, and the node number and TTL are different to the original four datasets, thus the changes are shown in table 3.
The ETNS routing algorithm is compared with the above routings in the same simulation environment to evaluate its performance. The simulation results mainly concentrate on the following metrics [53] : 1) Delivery ratio: This parameter refers to the probability of selecting a relay node during the transmission process within a certain time interval. VOLUME 7, 2019 FIGURE 6. Quartiles of packet delivery ratio. 2) Average end-to-end delay: This parameter comprehensively evaluates the delay of routing selections, relay nodes waiting for messages, and message forwarding. 3) Routing overhead: This parameter shows the overhead between a pair of nodes when message is transmitted. Routing overhead can be shown as equation (25) , where N total_time is the total number of transmission time and N succeed_time is the number of succeed transmission time.
A. THE PERFORMANCE OF COMMUNITY DIVISION
From the simulation, we can get the result that ETNS algorithm has good performance in community division process. In the four data sets used in the experiment, the performance of the algorithm in Infocom6 dataset is the best. This is the only dataset that gets actual 6 clusters, which is closest to the real result of human beings. The community division results in Infocom5 and Cambridge datasets are also good, but slightly worse than the algorithms performance in Infocom6 dataset. The performance in Intel dataset is significantly worse than the other three datasets, because the number of experimental copies in this dataset is small or nodes in this group is random located, which does not conform to the characteristics of human clustering. However, the results of simulation in these datasets are all good, which proves that the process of community division in real datasets by ETNS algorithm is feasible and effective.
B. DELIVERY RATIO
In the simulation, ETNS, ESR, FCNS, EWDCR and Epidemic algorithm run in the four datasets respectively, and the simulation environment is shown in table 2. We evaluate the delivery ratio of each algorithm, and the comparison results between these five algorithms are shown in figure 6 . We use quartiles to analyse the experimental results. There are five signs (min, first quartile, median, third quartile and max) for the result of each algorithm. In figure 6 , the quartiles can express the distribution center, concentration and spread range of delivery ratio. Experimental results show that ETNS has a higher distribution center of delivery ratio than the other algorithms, with a small spread range and a concentrate better range. Figure 7 shows the packet delivery ratio of the ETNS, ESR, FCNS, EWDCR and epidemic algorithm with the simulation time varying. When simulation time is less than one day, the advantage of algorithm ETNS is not obvious, and the performance of ETNS is similar to the other four algorithms. As the simulation time increases, we can find that the delivery ratio of ETNS is always the highest among these algorithms, because successful data transmission can be implemented by filtering effective nodes in communities. In the ETNS algorithm, nodes in the network are divided into several communities, and each pair of nodes in the community with high similarity may frequently communicate with each others. Meanwhile, ETNS algorithm proposes a reduction strategy of nodes based on multi attributes, which can decrease large number of inappropriate and inefficient nodes, so the high availability of nodes in communities could bring the highest delivery ratio. ESR algorithm is a community based routing algorithm but its reduction method of nodes does not consider social attributes, so ETNS has better performance. As for the FCNS and EWDCR algorithms, similarity degree do not consider the credibility and available room of nodes, which will cause the unavailability of selected relay nodes. Moreover, the epidemic algorithm has a large number of message copies, thus the delivery ratio of the flooding method is relatively low compared with other four algorithms.
C. AVERAGE END-TO-END DELAY
The average end-to-end delay of each algorithm is shown in figure 8 . ETNS has the lowest average end-to-end delay compared with the other four algorithms. Since ETNS propose a community reduced strategy by analysing the comprehensive characteristic of nodes, it can reduce inefficient nodes that are not helpful for the transmission process, and thereby reduce the average end-to-end delay. Comparatively speaking, the epidemic algorithm has no requirements for the next hop node, and transmits messages blindly, which causes a sharp increase in the routing and forwarding delays. The ESR algorithm effectively limits the number of copies, so the transmission delay is lower than epidemic algorithm. Besides, the FCNS algorithm analyses the transmission references before data transmission. Data deliver through neighbors and relevance nodes in EWDCR algorithm. Therefore, the average end-to-end delay in FCNS and EWDCR algorithms are lower than traditional routing algorithms. Generally, the average end-to-end delay of ETNS is optimal among these five algorithms.
D. ROUTING OVERHEAD
The comparisons of routing overhead among these five different algorithms are demonstrated in figure 9 . The average overhead in the ETNS algorithm always keeps the lowest, because it adopts a community-aware strategy which considered comprehensive characteristics in transmission. In ETNS algorithm, nodes are divided into several close-knit communities, and there is high probability of successful transmission among nodes. Therefore, the routing scheme of ETNS take a small amount of time and resources, which sharply decreasing the overhead on average. The ESR algorithm only considers the influence of nodes on information flow and ignores the current availability of the next hop node, which causes waiting overhead. In the epidemic algorithm, redundant message copies need mass of time and resources, which is the main reason of huge routing overhead. As for the FCNS and EWDCR algorithms, the routing overhead can be effectively reduced by the similarity of nodes, but the routing overhead is still can be optimized because the consumption of resources by some unavailable nodes can be decreased. In conclusion, the ETNS always performs best among these five algorithms in terms of routing overhead.
VI. CONCLUSION
An effective data transmission strategy based on node socialization is proposed in this work. The algorithm is based on the fact that nodes within the community have higher tightness than those outside. But not all nodes in communities have the necessary conditions for the forwarding process, such as the degree of trust, the remaining cache of nodes, and the active index of nodes. Unlike other algorithms that only simply divide the community for data transmission, an effective reduction strategy of nodes is proposed in this strategy. This reduction method analyzes various attributes of the optimal relay node and combines these attributes to evaluate and remove inefficient nodes. Data packets are transmitted to the destination node through efficient communities, which is benefit to keep the continually, stability and high efficiency of data transmission process. As long as the computing capacity and cache spaces of mobile devices in opportunistic social networks will be further improved, the ETNS algorithm can be applied to the transmission environment of 5G and big data networks. In future works, we will improve the performance of our algorithm and further study security and privacy problems in opportunistic social networks. KANGHUAI LIU is currently pursuing the master's degree with the School of Software, Central South University. He is also a Researcher with the ''Mobile Health'' Ministry of Education-China Mobile Joint Laboratory. His research interests include wireless communications and networking, wireless networks, opportunistic networks, medical decision-making, big data, machine learning, deep learning, and data mining.
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