In this paper we analyse a one-dimensional debonding model for a thin film peeled from a substrate when friction is taken into account. It is described by the weakly damped wave equation whose domain, the debonded region, grows according to a Griffith's criterion. Firstly we prove that the equation admits a unique solution when the evolution of the debonding front is assigned. Finally we provide an existence and uniqueness result for the coupled problem given by the wave equation together with Griffith's criterion.
Introduction
Analytical models of dynamic debonding involving a single spatial dimension have been developed in the last fifty years as a simplified but still meaningful version of dynamic crack growth based on Griffith's criterion. Starting from the works of Hellan [6, 7] and Burridge & Keller [2] (see also the books of Freund [5] and Hellan [8] ) it is highlighted how in this field they are one of the few models for which a mathematical formulation provides an exhaustive description of the involved physical processes. Nevertheless they still possess all the relevant features and difficulties of general Fracture Dynamics, such as the time dependence of the domain of the wave equation and the presence of an energy criterion governing the evolution of the system.
In this context of one-dimensional models a natural question of great interest in the framework of Fracture Mechanics, widely open in the general case, can be considered in detail. It is commonly referred as the quasistatic limit problem and it concerns whether or not dynamic solutions converge to a quasistatic evolution as inertia tends to zero. We refer to [16] for the abstract theory of quasistatic or, more precisely, rate-independent systems.
In recent years the model of a thin film peeled away from a substrate has been studied from different points of view by several authors, see for instance [3, 4, 11, 12, 13, 14] . In particular a complete mathematical analysis has been given in [3, 13] , where the authors firstly prove well-posedness of the problem and then show how the quasistatic limit question has a negative answer in a case in which friction is neglected.
In this work we contribute to the study of this debonding model providing existence and uniqueness of dynamic evolutions when friction produced by air resistance is included. The issue of the quasistatic limit will be instead investigate in a future work. The choice of analysing such a damped problem is motivated by several works on different dynamic evolutions where the addition of a suitable friction term in the equation makes the convergence towards quasistatic solutions true, see for instance [15, 18] for some damage models, or [1, 17] for a finite dimensional setting.
The model we consider is a dynamic peeling test for a thin film, which is assumed to be perfectly flexible and inextensible, initially attached to a flat rigid substrate. We assume the deformation of the film takes place in a vertical plane with orthogonal coordinates (x, y), where the positive x-axis represents the substrate as well as the reference configuration of the film. During the evolution the film is described by x → (x + h(t, x), u(t, x)), namely the pair (h(t, x), u(t, x)) is the displacement at time t ≥ 0 of the point (x, 0), and it is glued to the substrate on the half line {x ≥ (t), y = 0}, where is a nondecreasing function satisfying 0 := (0) > 0 which represents the debonding front (this implies h(t, x) = u(t, x) = 0 for x ≥ (t)). At the endpoint x = 0 we prescribe a boundary condition u(t, 0) = w(t) and a fixed tension so that the speed of sound in the film is constant.
Linear approximation and inextensibility of the film lead to the following formula for the horizontal displacement h:
furthermore, assuming that air resistance produces a friction which is proportional by a constant factor ν ≥ 0 to the speed of the vibrating film, it turns out that the vertical displacement u solves the problem (normalising the speed of sound to one)
t > 0, u(t, (t)) = 0, t > 0, u(0, x) = u 0 (x), 0 < x < 0 , u t (0, x) = u 1 (x), 0 < x < 0 ,
where the initial conditions u 0 and u 1 are given functions. The paper is organised as follows: in Section 1 we prove there exists a unique solution u to problem (0.1) when the evolution of the debonding front is known a priori; the idea is to introduce an equivalent problem solved by the function v(t, x) = e νt/2 u(t, x) (see (1.5) ) and then, exploiting a suitable representation formula (Duhamel's principle), to perform a contraction argument (see Proposition 1.13 and Theorem 1. 14) .
In Section 2 we study the total energy T of the solution u to problem (0.1), namely the sum of the internal energy and the energy dissipated by the friction of air. We prove that T is an absolutely continuous function and we provide an explicit formula (for small time) for its derivative (see Proposition 2.1).
In the rest of the paper we take care of problem (0.1) when the evolution of the debonding front is unknown, but it is governed by a suitable energy criterion (Griffith's criterion) based on the notion of dynamic energy release rate (see [5] for its definition in the general framework of Fracture Mechanics); physically it represents the amount of energy for unit lenght spent to debond the film.
In the first part of Section 3 we introduce the dynamic energy release rate G α (t) at time t corresponding to a speed α ∈ (0, 1) of the debonding front (see Definition 3.4) following the presentation given in [3] ; in the second one we formulate Griffith's criterion (see (3.9) ) under the assumption that the energy dissipated during the debonding process in the time interval [0, t] is expressed by the formula
where κ : [ 0 , +∞) → (0, +∞) is the local toughness of the glue between the film and the substrate (for a more general case of speed-dependent toughness in the undamped case ν = 0 we refer to [12] ). To this aim, as in [3] and [10] , we postulate the validity of an energy-dissipation balance and of a maximum dissipation principle, deducing that must satisfy the following system, namely Griffith's criterion:
,
In Section 4 we present our main result: we solve the coupled problem showing existence and uniqueness of a pair (u, ) satisfying (0.1)&(0.2) (see Theorem 4.6) . Our result generalises Theorem 3.5 in [3] both for the presence of the friction as well as for the weaker regularity we require on the data. The strategy for the proof is, like in Section 1, to rewrite (0.1)&(0.2) as a fixed point problem and then to use a contraction argument (see Proposition 4.5). Furthermore our approach even allows to consider the presence of an external force f in the model (see Remark 4.12) , namely when the equation for the vertical displacement u becomes
At the end of the work we attach an Appendix, in which we collect some results used through the paper about Chain rule and Leibniz differentiation rule under low regularity assumptions.
Prescribed debonding front
In this Section we show existence and uniqueness for solutions to problem (0.1) when the evolution of the debonding front is prescribed. We follow the same presentation given in [3] : we fix ν ≥ 0, 0 > 0 and a function : Differently from [3] we allow the debonding front to move even with speed one, namely at the speed of sound. For t ∈ [0, +∞) we introduce the functions: ϕ(t) := t− (t) and ψ(t) := t+ (t).
Since ψ is strictly increasing we can define
and we notice that ω is a Lipschitz function whose derivative satisfies for a.e. t ∈ [ 0 , +∞)
For a ∈ R and for k ≥ 0 integer we introduce the spaces:
We assume that For the initial data we require to satisfy the compatibility conditions
We set:
We will look for solutions in the space
for every T > 0}, or, assuming more regular data, in the space
Definition 1.3. We say that a function u ∈ H 1 (Ω) (resp. in H 1 (Ω T )) is a solution of (0.1) if u tt −u xx +νu t = 0 holds in the sense of distributions in Ω (resp. in Ω T ), the boundary conditions are intended in the sense of traces and the initial conditions u 0 and u 1 are satisfied in the sense of L 2 (0, 0 ) and H −1 (0, 0 ), respectively. Remark 1.4. The definition is well posed, since for a solution u ∈ H 1 (Ω T ) we have that u t and u x belong to L 2 (0, T ; L 2 (0, 0 )); this implies that u t and u xx are in L 2 (0, T ; H −1 (0, 0 )) and so by the wave equation u tt ∈ L 2 (0, T ; H −1 (0, 0 )). Therefore u t ∈ H 1 (0, T ; H −1 (0, 0 )) ⊆ C 0 ([0, T ]; H −1 (0, 0 )) (see also [3] ).
We then introduce the function v(t, x) := e νt/2 u(t, x) and we consider the auxiliary problem
where the boundary condition and the initial data are replaced respectively by the functions
We notice that z, v 0 and v 1 in (1.6) satisfy (1.3) and the compatibility conditions (1.4) if and only if w, u 0 and u 1 do the same.
Remark 1.5. It is easy to see that u ∈ H 1 (Ω) (resp. H 1 (Ω T )) is a solution of (0.1) if and only if the corresponding function v(t, x) = e νt/2 u(t, x) ∈ H 1 (Ω) (resp. H 1 (Ω T )) is a solution of (1.5), according to Definition 1.3 (with the obvious changes). The absence of first derivatives in the equation for v makes this second problem more convenient to deal with.
We introduce also the sets:
and we consider the spaces:
In [3] it has been shown that every solution to the undamped (i.e. ν = 0) wave equation, here and henceforth denoted by A(t, x), satisfies a suitable version of the classical d'Alembert's formula, adapted to the time dependence of the domain; imposing initial data and boundary conditions the authors prove that in Ω it can be written as A(t, x) = a 1 (t+x) + a 2 (t−x), where
with t * = inf{t ∈ [ 0 , +∞) | t = (t)} (with the convention inf{∅} = +∞). We notice that by (1.3), (1.4) and Remark A.7, a 1 and a 2 belong to H 1 (0, 2t * ) and H 1 (− 0 , 0 ) respectively; this will be used in Lemma 1.10.
Remark 1.6. We wrote H 1 (0, 2t * ) since t * can be +∞; if this does not occur, that expression simply stands for H 1 (0, 2t * ).
Hence d'Alembert's formula provides an explicit expression of A in Ω :
(1.8)
In Ω \ Ω one cannot obtain anymore explicit formulas for a 1 , a 2 , and hence for A, due to superpositions of forward and backward waves generated by "bouncing" against the endpoints x = 0 and x = (t), even if d'Alembert's formula still holds true.
Inspired by the validity of this version of d'Alembert's formula in the undamped and homogeneous case ν = 0, to solve problem (1.5) we firstly prove that even the nonhomogeneous classical counterpart, the so called Duhamel's principle, holds true in our time-dependent domain setting. Duhamel's principle states that every solution to problem (1.5) can be written (in Ω ) as a sum of two terms: the first one is the solution A of the undamped wave equation, while the second one is the integral of the forcing term ν 2 4 v(t, x) over a suitable space-time domain, denoted by R(t, x). The domain of integration has the following form (see Figure 1 ):
if (t, x) ∈ Ω 3 and τ > ψ −1 (t+x), (1.10) are the left and the right boundary of R(t, x), respectively. The precise statement is the following:
where A is as in (1.8) and R is as in (1.9).
Proof. Let v ∈ H 1 (Ω ) be a solution of (1.5) in Ω and consider the change of variables
Then the function V (ξ, η) := v( ξ+η 2 , η−ξ 2 ) satisfies (in the sense of distributions)
where Λ is the image of Ω through (1.12). Integrating (1.13) over the image of R(t, x) through (1.12) and coming back to the original variables (t, x) one gets representation formula (1.11) (imposing initial data and boundary conditions). Now assume that v ∈ H 1 (Ω ) satisfies (1.11); then using Lemma 1.11 and recalling that A tt = A xx (weakly) we can conclude. Remark 1.9. An analogous statement holds true for a solution u of (0.1), replacing (1.11) by
where A is obtained replacing v 0 , v 1 and z by u 0 , u 1 and w in (1.8).
For a better understanding of the function A and of the integral term we state the following two Lemmas. Then the function A defined in (1.8) is continuous on Ω and it belongs to H 1 (Ω ); moreover, setting A ≡ 0 outside Ω, for every t ∈ 0, 0 2 it holds true:
A t (t, ·), a.e. in (0, +∞) and in L 2 (0, +∞), (1.15a)
, a.e. in (0, +∞) and in L 2 (0, +∞),
where for every t ∈ 0, 0 2 and for a.e. x ∈ (0, +∞)
being a 1 and a 2 as in (1.7). Furthermore A t and A x belong to C 0 ([0, 0 2 ]; L 2 (0, +∞)) and hence in particular A belongs to C 0 ([0, 0 2 ]; H 1 (0, +∞)) ∩ C 1 ([0, 0 2 ]; L 2 (0, +∞)). Proof. By the following explicit expression of A,
and recalling that a 1 and a 2 belong to H 1 (0, 2t * ) and H 1 (− 0 , 0 ) respectively, we deduce that A ∈ H 1 (Ω ) ∩ C 0 (Ω ). By classical results on Sobolev functions and exploiting the fact that A(t, (t)) = 0 for every t ∈ [0, t * ] it is easy to see that for every t ∈ 0, 0 2 (1.15b) holds. Similarly one can show that for every t ∈ 0, 0 2 the difference quotient in (1.15a) converges to A t (t, x) for a.e. x ∈ (0, +∞); to prove that it converges even in the sense of L 2 (0, +∞) we compute (we assume h > 0, being the other case analogous):
The first integral goes to zero as h → 0 + since a 1 and a 2 are Sobolev functions, while for the second one we reason as follows:
and by dominated convergence we deduce it goes to zero as h → 0 + too, so (1.15a) is proved. The fact that A t and A x are continuous in L 2 (0, +∞) follows from the continuity of translations in L 2 (0, +∞), reasoning as before.
Lemma 1.11. Fix 0 > 0 and assume that : [0, +∞) → [ 0 , +∞) satisfies (1.1). Let F ∈ L 2 (Ω ) and for every (t, x) ∈ Ω let
Then H is continuous on Ω and it belongs to H 1 (Ω ); moreover, setting H ≡ 0 outside Ω, for every t ∈ 0, 0 2 it holds true:
, a.e. in (0, +∞) and in L 2 (0, +∞), (1.17a)
.
Furthermore H t and H x belong to C 0 ([0, 0 2 ]; L 2 (0, +∞)) and hence in particular H belongs to C 0 ([0, 0 2 ]; H 1 (0, +∞)) ∩ C 1 ([0, 0 2 ]; L 2 (0, +∞)). Proof. The continuity of H in Ω follows from the absolute continuity of the integral.
x) dτ , and we notice that for every t ∈ 0, 0 2 the function (x, τ ) → G(τ ; t, x) satisfies the assumptions of Theorem A.8; hence, exploiting the fact that H(t, (t)) = 0 for every t ∈ [0, t * ] and recalling Remark A.10, we get that H(t, ·) belongs to H 1 (0, +∞) and so (1.17b) follows. By direct computations one can show that for every t ∈ 0, 0 2 the difference quotient in (1.17a) converges to H t (t, x) for a.e. x ∈ (0, +∞); to prove that it converges even in the sense of L 2 (0, +∞) we compute (we assume h > 0):
It is easy to see that the first integral goes to zero as h → 0 + , while for the second one we estimate:
By dominated convergence ( * ) goes to zero as h → 0 + , so (1.17a) is proved. We conclude recalling that, arguing as before, the continuity of translations in L 2 (0, +∞) ensures that H t and H x belong to C 0 ([0, 0 2 ]; L 2 (0, +∞)) (exploiting the definition of γ 1 and γ 2 given by (1.10)). In particular this yields H ∈ H 1 (Ω ).
Remark 1.12. By (1.10) one gets that for every t ∈ 0, 0 2 more explicit expressions for H t (t, ·) and H x (t, ·), valid for a.e. x ∈ (0, (t)), are respectively
Since by Lemmas 1.10 and 1.11 the right-hand side in (1.11) is continuous on Ω , every solution v ∈ H 1 (Ω ) of problem (1.5) admits a representative, still denoted by v, which is continuous on Ω and such that (exploiting (1.8) and (1.16)):
Moreover (the continuous representative of) the solution v belongs to C 0 ([0, 0 2 ]; H 1 (0, +∞)) and to C 1 ([0, 0 2 ]; L 2 (0, +∞)) and by (1.15a), (1.17a) and (1.8), (1.18) we deduce:
In order to find existence (and uniqueness) of solutions to problem (1.5), and hence to problem (0.1), we look for a fixed point of the linear operator L : C 0 (Ω ) → C 0 (Ω ) defined as:
Proof. By Lemmas 1.10 and 1.11
Since ν 2 0 T < 4 we conclude.
Then there exists a unique v ∈ H 1 (Ω) solution of (1.5). Moreover v has a continuous representative on Ω, still denoted by v, and, setting v ≡ 0 outside Ω, it holds:
v ∈ C 0 ([0, +∞); H 1 (0, +∞)) ∩ C 1 ([0, +∞); L 2 (0, +∞)).
Proof. By Proposition 1.13 we deduce the existence of a unique continuous function v 1 satisfy-
By Lemmas 1.10 and 1.11 one gets that v 1 is in H 1 (Ω T 1 ) and moreover that it belongs to C 0 ([0, T 1 ]; H 1 (0, +∞)) ∩ C 1 ([0, T 1 ]; L 2 (0, +∞)), while Proposition 1.8 ensures that v 1 solves problem (1.5) in Ω T 1 . Now we can restart the argument from time T 1 replacing 0 by 1 :
, v 1 t (T 1 , ·) ∈ L 2 (0, 1 ) and that they satisfy the compatibility conditions v 1 (T 1 , 0) = z(T 1 ) and v 1 (T 1 , 1 ) = 0. Arguing as before we get the existence of a unique solution v 2 of (1
; H 1 (0, +∞)) and
in C 1 ([0, T 2 ]; L 2 (0, +∞)) and it is easy to see that it is the only solution of (1.5) in Ω T 2 .
To conclude we need to prove that the sequence of times {T k } defined recursively by
, if k ≥ 1,
diverges. This follows easily observing that {T k } is increasing and recalling that 0 < (t) < +∞ for every t ∈ [0, +∞).
satisfy the compatibility conditions (1.4), then by (1.8) and (1.18) the (continuous representative of the) solution v belongs to C 0,1 (Ω) and v t (t, ·) ∈ L ∞ (0, +∞) for every t ∈ [0, +∞).
Remark 1.16 (More regularity). If we assume more regularity on v 0 , v 1 , z and on the debonding front , in order to get that the solution v possesses the same regularity we need to add more compatibility conditions. For instance, if
(Ω) we need also to assume the following first order compatibility conditions:
In fact under these assumptions the function A in (1.8) belongs to C 1,1 (Ω ); moreover, exploiting (1.18) and the fact that by Remark 1.15 we already know that the solution v is in C 0,1 (Ω), one can deduce that the function
Hence representation formula (1.11) ensures that v belongs to
and v(t, (t)) = 0 for every t ∈ [0, +∞) we notice that condition (1.20) holds at time T 1 too, and reasoning as in the proof of Theorem 1.14 one can conclude.
We also notice that, coming back to u 0 , u 1 and w, (1.20) is equivalent to
We conclude this first Section pointing out that the choice of working with H 1 and L 2 functions is only due to the energy considerations we make in the next Sections in order to formulate the coupled problem. In fact all the results presented up to now still remains valid in a W 1,1 and L 1 setting, with the obvious changes.
Energetic analysis
This Section is devoted to the study of the total energy of the solution u to problem (0.1) given by Theorem 1.14 and Remark 1.5; this analysis will be used in Section 3 to introduce the notion of dynamic energy release rate.
Fix ν ≥ 0, 0 > 0 and a function : [0, +∞) → [ 0 , +∞) satisfying (1.1), and consider u 0 , u 1 and w satisfying (1.3) and (1.4); let u be the solution of (0.1) related to , u 0 , u 1 and w. For t ∈ [0, +∞) we introduce the internal energy of u:
where the first term represents the kinetic energy and the second one the potential energy, and the energy dissipated by the friction of air:
We then consider the total energy of u:
As in Section 1 we introduce the auxiliary function v(t, x) = e νt/2 u(t, x) and we consider v 0 and v 1 given by (1.6).
Proposition 2.1. The total energy T defined in (2.1) belongs to AC([0, +∞)) and for a.e. t ∈ 0, 0 2 the following formulas hold true:
where the products between 1 −˙ (t) and the expressions within square brackets have to be meant as in Remark A.2.
Remark 2.2. One can obtain similar formulas forṪ which are valid for a.e. t ∈ [0, +∞) reasoning in the following way: fix t 0 > 0, then for a.e. t ∈ t 0 , t 0
and the analogous formula for (2.2b) holds.
Proof of Proposition 2.1. Let us define T := 0 /2; we notice that by Remark 2.2 it is enough to prove the Proposition in the time interval [0, T ]. By (1.14) we know that for every (t,
whereâ 1 andâ 2 are as in (1.7), replacing v 0 , v 1 and z by u 0 , u 1 and w, respectively. Moreover, by (2.3), Lemma 1.11 and Remark 1.12 we get for every t ∈ [0, T ]
Now we compute:
It is easy to check that we can apply Theorem A.8 in the Appendix, so we obtain that E belongs to AC([0, T ]) and that for a.e. t ∈ [0, T ] the following formula for its derivative holds true:
Recalling that A is absolutely continuous by construction and thatȦ(t) = ν (t) 0 u 2 t (t, x) dx for a.e. t ∈ [0, T ], we deduce that T belongs to AC([0, T ]) and that formula (2.2a) holds.
To get (2.2b) one argues in the same way with v(t, x) = e νt/2 u(t, x), rewriting E as
and recalling (1.11).
Principles leading the debonding growth
In the first part of this Section we introduce the dynamic energy release rate in the context of our model, following [3] . In the second one we will use it to formulate Griffith's criterion, namely the energy criterion which rules the evolution of the debonding front.
As before we fix ν ≥ 0, 0 > 0 and we consider u 0 , u 1 and w satisfying (1.3) and (1.4), but from now on the debonding front will be a function : [0, +∞) → [ 0 , +∞) satisfying (1.1a) and such that (0) = 0 and 0 ≤˙ (t) < 1 for a.e. t ∈ [0, +∞).
(3.1)
Physically this means that for almost every time the speed of the debonding front is less than the speed of sound.
3.1. Dynamic energy release rate. The notion of dynamic energy release has been developed in the framework of Fracture Mechanics to measure the amount of energy spent by the crack growth (see [5] for more informations); it is defined as the opposite of the derivative of the energy with respect to the measure of the evolved crack.
To define it in the context of our debonding model we argue as in [3] : we fixt > 0 and we consider a functionw ∈ H 1 (0, +∞) and a function˜ : [0, +∞) → [ 0 , +∞) satisfying (1.1a) and (3.1), and such thatw (t) = w(t) and˜ (t) = (t) for every t ∈ [0,t ].
Let u andũ be the solutions to problem (0.1) corresponding to , u 0 , u 1 , w and˜ , u 0 , u 1 ,w, respectively, and for t ∈ [0, +∞) let us consider:
where we stressed the dependence on˜ and onw. The formal definition of dynamic energy release rate at timet should be:
wherew ∈ H 1 (0, +∞) is the constant extension of w aftert.
Remark 3.1. The choice of the particular extensionw in (3.2) is needed to not include the work done by the external loading among the energy dissipated to debond the film.
By Proposition 2.1 (see also Remark 2.2) for a.e. t ∈ 0, 0 2 we havė
whereṽ(t, x) = e νt/2ũ (t, x) and v 0 and v 1 are given by (1.6). Since in (3.2) we want to compute the right derivative of T (t;˜ ,w) precisely at t =t, we need a slightly improvement of Proposition 2.1 (see Theorem 3.2 below and the analogous Proposition 2.1 in [3] ). For this aim we will require that there exist α, β ∈ R such that Then there exists a set N ⊆ [0, +∞) of measure zero, depending only on , u 0 , u 1 and w, such that for everyt ∈ [0, +∞) \ N the following statement holds true:
if v 0 , v 1 ,˜ ,w,ũ,ṽ, u and v are as above, if˙ andẇ satisfy (3.3a) and (3.3b) respectively, theṅ
Moreover, ift ∈ 0, 0 2 \ N , one has the explicit formulȧ We call ρ 1 (r) :=v 0 (r) − v 1 (r) and ρ 2 (r) :=v 0 (r) + v 1 (r) and we consider the pointst ∈ [0, T ] with the following properties:
We call E T the set of points satisfying a) and b). Since ρ 1 and ρ 2 belong to L 2 (0, 0 ) and since satisfies (3.1) the set N T := [0, T ] \ E T has measure zero (see Corollary A.4). Let us fix t ∈ E T .
In the estimates below the symbol C is used to denote a constant, which may change from line to line, which does not depend on h, although it can depend ont. For the sake of clarity
We denote by J 1 and J 2 the first and the second integral respectively and we estimate:
ds.
The first two integrals go to 0 as h → 0 + , so we only need to estimate the last integral, denoted byJ 1 :
The first and the third integral go to 0 when h → 0 + by assumption a), while the other two by continuity of the function I 1 (ṽ,˜ ). Now we estimate J 2 : ofw, so we only need to estimate the last one, denoted byJ 2 :
Exploiting assumption b) and the continuity of I 2 (ṽ) we conclude.
Thanks to Theorem 3.2 we can give the rigorous definition of dynamic energy release rate: For a.e.t ∈ [0, +∞) and for every α ∈ (0, 1) the dynamic energy release rate corresponding to the velocity α of the debonding front is defined as
where˜ is an arbitrary Lipschitz extension of | [0,t ] satisfying (3.1) and (3.3a), whilē
By Theorem 3.2 for a.e.t ∈ 0, 0 2 we get
and a similar formula holds true for a.e.t ≥ 0 2 by Remarks 2.2 and 3.3. In the case ν = 0 we have the expression
and hence we recover the formula given in [3] . We then extend the dynamic energy release rate to the case α = 0 by continuity, so that
In particular by (3.4) we know that for a.e.t ∈ 0, 0 2 we can write
(3.5)
3.2.
Griffith's criterion. To introduce the criterion which controls the evolution of the debonding front we need to consider the notion of local toughness of the glue between the substrate and the film. It is a measurable function κ : [ 0 , +∞) → (0, +∞) which rules the amount of energy dissipated during the debonding process in the time interval [0, t] via the formula
As in [3] and [10] we postulate that our model is governed by an energy-dissipation balance and a maximum dissipation principle; this last one states that the debonding front has to move with the maximum speed allowed by the energy balance. More precisely we assume: By Proposition 2.1, Theorem 3.2 and Lemma A.1 we deduce that (3.7) is equivalent to κ( (t))˙ (t) = G˙ (t) (t)˙ (t), for a.e. t ∈ [0, +∞), and we observe that for a.e. t ∈ [0, +∞) the set {α ∈ [0, 1) | κ( (t))α = G α (t)α} has at most one element different from zero by the strict monotonicity of α → G α (t) and since κ(x) > 0 for every x ≥ 0 . Therefore maximum dissipation principle (3.8) simply states that during the evolution of the debonding front only two phases can occur: if the toughness κ is strong enough, stops and does not move till the dynamic energy release rate equals κ, otherwise it moves at the only speed which is consistent with the energy-dissipation balance (3.7). Reasoning as in [3] we get that (3.7)&(3.8) are equivalent to the following system, called Griffith's criterion in analogy to the corresponding criterion in Fracture Mechanics: Finally one can prove (see [3] for more details) that Griffith's criterion (3.9) is equivalent to the following ordinary differential equation:
which, for a.e. t ∈ 0, 0 2 , can be rewritten aṡ
Evolution of the debonding front
In this Section we couple problem (0.1) with the energy-dissipation balance (3.7) and the maximum dissipation principle (3.8) and we prove existence of a unique pair (u, ) which solves this coupled problem.
We fix ν ≥ 0, 0 > 0 and we consider u 0 , u 1 and w satisfying (1.3) and (1.4), and a measurable function κ : [ 0 , +∞) → (0, +∞).
Since differently from previous Sections the debonding front is unknown, from now on we will always stress the dependence on and we shall write A , R and Ω instead of A, R and Ω, and so on. We shall also write (G 0 ) v, instead of G 0 , since by (3.5) the dependence of the dynamic energy release rate both on the debonding front and on the solution v of (1.5) is evident.
Moreover, as in Lemmas 1.10 and 1.11, we shall extend the functions A and R (·,·) v dσ dτ setting them to be equal 0 outside Ω . Using (1.5) and (3.10) it turns out that the pair (u, ) is a solution of the coupled problem if and only if (v, ), where v(t, x) = e νt/2 u(t, x), satisfies the following system: Similarly to Section 1 we write the fixed point problem related to (4.1). Since representation formula (1.11) holds true only in Ω , we fix T ∈ 0, 0 2 and we state the problem in (Ω ) T :
where, given a set E, we denoted by χ E the indicator function of E. For a reason that will be clear later we prefer to introduce the auxiliary function λ, defined as the inverse of the map t → t− (t) (see also [3] , Theorem 3.5). We notice that λ is absolutely continuous by (3.1) and Corollary A.5, while in the simpler case in which there exists δ T ∈ (0, 1) such that 0 ≤˙ (t) ≤ 1 − δ T for a.e. t ∈ [0, T ], λ is Lipschitz and 1 ≤λ(y) ≤ 1 δ T for a.e. y ∈ [− 0 , λ −1 (T )]. We then consider the equivalent fixed point problem for the pair (v, λ); exploiting (3.11) it takes the form: 
and where we denoted by λ simply the function , stressing the fact that it depends on λ via the formula λ (t) = t − λ −1 (t).
As in Section 1, we solve this last problem showing that a suitable operator is a contraction. We reason as follows: for T > 0 and Y ∈ (0, 0 ) we consider the sets (see Figure 2 )
Moreover for M > 0 and denoting by I Y the closed interval [− 0 , − 0 +Y ] we introduce the spaces
Let us define X := X 1 × B 2 and consider the operators:
We then define Ψ(v, λ) := Ψ 1 (v, λ), Ψ 2 (v, λ) . For convenience, we assume there exist two positive constants c 1 and c 2 such that Proof. Fix T > 0, M > 0 and let (v, λ) ∈ X ; by Lemmas 1.10 and 1.11 we deduce that Ψ 1 (v, λ) is continuous on Q (notice in fact that = λ satisfies (1.1)), while by construction Ψ 2 (v, λ) is actually absolutely continuous on I Y and satisfy Ψ 2 (v, λ)(− 0 ) = 0 and d dy Ψ 2 (v, λ)(y) ≥ 1 for a.e. y ∈ I Y . Hence to conclude it is enough to find Y ∈ (0, 0 ) such that
We pick (t, x) ∈ Q and using (1.8) we estimate:
As regards Ψ 2 (v, λ)(− 0 +Y ) we reason as follows:
Since in both estimates the last line goes to 0 when Y → 0 + we can conclude. Proof. Let (v, λ) ∈ X and fix ε > 0. By simple geometric considerations and by continuity we deduce that
Let us define δ := min
For the sake of clarity we define H v,λ (t, x) :=
We notice that since A χ Q and H v,λ vanish on Q \ Q and they are continuous on the whole Q it is enough to consider the case in which both (t 1 , x 1 ) and (t 2 , x 2 ) are in Q ; in this case to estimate II we use 2):
For I we exploit the explicit expression of A given by (1.8) and we consider three different cases:
and since |ω(
and observing that for this configuration of (t 1 , x 1 ) and (t 2 , x 2 ) it holds
we deduce also in this case I ≤ ε/2. These estimates yield
and so we conclude.
We denote by B 1 the closure of Ψ 1 (X) with respect to uniform convergence and we define B := B 1 × B 2 ; we notice that by Lemma 4.4 and Ascoli-Arzelà Theorem (see for istance [19] , Theorem 11.28) B is a complete metric space if endowed with the distance
Proposition 4.5. Fix ν ≥ 0, 0 > 0 and consider v 0 , v 1 satisfying (1.3b) and v 0 ( 0 ) = 0. Assume that κ ∈ C 0,1 ([ 0 , +∞)) satisfies (4.5) and fix T > 0 and M > 0. Then there exists Y ∈ (0, 0 ) such that the operator Ψ in (4.4) is a contraction from (B, d) into itself.
We prefer to postpone the (long and technical) proof of Proposition 4.5 to the end of the Section, so that we are at once in a position to state and prove the main result of the paper, which generalises Theorem 3.5 in [3] :
Theorem 4.6. Fix ν ≥ 0, 0 > 0 and consider u 0 , u 1 and w satisfying (1. 3) and (1.4) . Assume that the measurable function κ : [ 0 , +∞) → (0, +∞) fulfills the following property:
for every x ∈ [ 0 , +∞) there exists ε = ε(x) > 0 such that κ ∈ C 0,1 ([x, x + ε]).
(4.7)
Then there exists a unique pair (u, ) solution of the coupled problem. Moreover u has a continuous representative on Ω and it holds:
u ∈ C 0 ([0, +∞); H 1 (0, +∞)) ∩ C 1 ([0, +∞); L 2 (0, +∞)).
Remark 4.7. Condition (4.7) includes cases of very left-discontinuous toughnesses: for istance it allows to consider κ whose limits from the left (at discontinuity points) and to infinity can be 0, +∞ or they cannot even exist. However we point out that the right Lipschitzianity of κ is instead crucial for the validity of the Theorem (see Remark 4.11) .
Proof of Theorem 4.6. To conclude we need to prove there exists a unique pair (v, ) solution of (4.1). Rearranging Proposition 1.13 we firstly deduce there exists a unique v 0 satisfying (1.11) in the triangle
Now consider ε = ε( 0 ) given by (4.7) and let us introduce a virtual toughnessκ which coincides with κ in [ 0 , 0 + ε] and which is equal to κ( 0 +ε) after 0 + ε. Since by constructioñ κ ∈ C 0,1 ([ 0 , +∞)) and c 1ε ≤ κ(x) ≤ c 2ε for some 0 < c 1ε ≤ c 2ε , exploiting Proposition 4.5 we can find Y ∈ (0, 0 ) and T = T (Y ) > 0 for which there exists a unique pair (v 1 , 1 ) satisfying
, 0 ds, for every t ∈ [0, T ]. Then we define T * := sup{ T > 0 | T satisfies a) and b)}. If T * = +∞ we conclude, if not consider an increasing sequence of times {T k } satisfying a) and b) and converging to T * . Let (v k , k ) be the pair related to T k by a).
Since by uniqueness k+1 (t) = k (t) for every t ∈ [0, T k ] and since 0 ≤˙ k (t) < 1 for a.e. t ∈ [0, T k ], there exists a unique Lipschitz function defined on [0, T * ] such that (t) = k (t) for every t ∈ [0, T k ]; hence (0) = 0 and 0 ≤˙ (t) < 1 for a.e. t ∈ [0, T * ]. Then by Theorem 1.14 there exists a unique continuous function v on (Ω ) T * solution of (1.5) in (Ω ) T * belonging to C 0 ([0, T * ]; H 1 (0, +∞)) ∩ C 1 ([0, T * ]; L 2 (0, +∞)). Necessarily v and v k coincide on (Ω ) T k for every k ∈ N and hence (v, ) is the unique solution of (4.1) in [0, T * ]. Now we can repeat the contraction argument starting from time T * : we replace 0 by * 0 := (T * ), v 0 by v(T * , ·) ∈ H 1 (0, * 0 ) and v 1 by v t (T * , ·) ∈ L 2 (0, * 0 ); notice that v(T * , 0) = z(T * ) and v(T * , * 0 ) = 0, so the compatibility conditions (1.4) are satisfied. Arguing as before (now with ε = ε( * 0 ) given by (4.7)) and as in the proof of Theorem 1.14 we deduce the existence of a time T > T * satisfying a) and b). This is absurd, being T * the supremum. , then the solution u belongs to C 0,1 (Ω ) and u t (t, ·) is in L ∞ (0, +∞) for every t ∈ [0, +∞). If in addition for everyx > 0 there exists a positive constant cx such that κ(x) ≥ cx for every x ∈ [ 0 ,x], then for every T > 0 there exists δ T ∈ (0, 1) such that 0 ≤˙ (t) ≤ 1 − δ T for a.e. t ∈ [0, T ]. Remark 4.9 (More regularity). As in Remark 1.16 if we assume u 0 ∈ C 1,1 ([0, 0 ]), u 1 ∈ C 0,1 ([0, 0 ]), w ∈ C 1,1 ([0, +∞)) satisfy (1.4) , if the toughness κ : [ 0 , +∞) → (0, +∞) belongs to C 0,1 ([ 0 , +∞)), in order to have ∈ C 1,1 ([0, +∞)) and u ∈ C 1,1 (Ω ) we need to impose a first order compatibility condition:
Notice the relationship between (4.9) and (1.21), given by the equation for (3.11) . and we perform a similar proof: in order to start the machinery that leads to the existence of a unique solution to the coupled problem we only need to introduce a virtual toughnessκ for which we can apply Proposition 4.5; suchκ is obtained by extending κ outside [0, ε] × [ 0 , 0 + ε] (where ε = ε(0, 0 )) in a Lipschitz way and then truncating this extension between two suitable values.
Remark 4.11 (Lack of uniqueness and of existence). We want to remark that the right Lipschitzianity of the toughness κ is crucial for the validity of Theorem 4.6, at least in the undamped case ν = 0. In fact, removing that assumption, the following example shows how the coupled problem can have more than one (actually infinity) solution: fix 0 > 0 and let ν = 0; pick u 0 ≡ 0 and u 1 ≡ 1 in [0, 0 ], w ≡ 0 in [0, +∞) and consider
for every x ≥ 0 . If the time T is small enough the equation for in (4.1) can be written in the following way: It is well known that Cauchy problem (4.11) admits infinity solutions, for instance two of them are (t) = 0 and (t) = t 2 4 + 0 ; so coupled problem (4.1) admits infinity solutions as well. If instead κ is neither right continuous, we can have no solutions to the coupled problem: under the previous assumptions consider κ(x) = 1/6 if x = 0 and κ(x) = 1/2 otherwise, then (for T small enough) the equation for reads aṡ
Since there are no Lipschitz solutions of (4.12) satisfying (0) = 0 we get that the coupled problem possesses no solutions as well. This second example can be also adapted to the case of a piecewise constant and left continuous toughness, choosing properly the initial data u 0 and u 1 .
Remark 4.12 (Adding a forcing term). Following the same presentation of the paper one can also cover the case in which in the model an external force f is present, namely when the equation for the vertical displacement u is
For the forcing term f we require f ∈ L 2 loc ((0, +∞) 2 ) such that f ∈ L 2 ((0, T ) 2 ) for every T > 0, (4.13) and we introduce the function g(t, x) := e νt/2 f (t, x), so that v(t,
By Duhamel's principle the representation formula for v takes now the form 
We can also repeat the proof of Theorem 3.2, obtaining that for a.e. t ∈ 0, 0 2 the dynamic energy release rate can be expressed as
Always assuming (4.13) we recover Lemma 4.3 and Lemma 4.4, while for Proposition 4.5, and hence for Theorem 4.6, we need to require f ∈ L ∞ loc ((0, +∞) 2 ) such that f ∈ L ∞ ((0, T ) 2 ) for every T > 0; (4.14) thanks to (4.14) we can perform their proofs replacing operator (4.4) by
and arguing in the same way. We point out that condition (4.14) is crucial for the validity of We conclude Section 4 proving Proposition 4.5:
Proof of Proposition 4.5. During the proof the symbol C is used to denote a constant, which may change from line to line, which does not depend on the value of Y . By Lemma 4.3 and by definition of B 1 we know that Ψ maps B into itself (for suitable small Y ), so we only need to show that there exists Y ∈ (0, 0 ) for which Ψ is a contraction with respect to the distance d defined in (4.6).
Step 1 . Lipschitz estimates on Ψ 2 .
Fix (v 1 , λ 1 ), (v 2 , λ 2 ) ∈ B; let us introduce for a.e. y ∈ I Y the function j(y) := |v 0 (−y)| + |v 1 (−y)| + 1 and notice that j is in L 2 (− 0 , 0). For the sake of clarity we also define for i = 1, 2
0 v i (τ, τ −y) dτ and we observe that |ρ v i ,λ i (y)| ≤ Cj(y) for a.e. y ∈ I Y ; then we compute:
Since j belongs to L 2 (− 0 , 0) we deduce that choosing Y small enough we get:
Step 2 . Lipschitz estimates on Ψ 1 .
Fix (v 1 , λ 1 ), (v 2 , λ 2 ) ∈ B and let us define for the sake of clarity, as in the proof of Lemma 4.4,
We estimate the two norms separately. First of all we rewrite the square of the first term as
and we notice that for every s ∈ [ 0 , min{(ω 1 ) −1 (− 0 +Y ), (ω 2 ) −1 (− 0 +Y )}] it holds: |ω 1 (s) − ω 2 (s)| = |λ 1 (ω 1 (s)) − λ 2 (ω 2 (s)) − 1 (λ 1 (ω 1 (s))) + 2 (λ 2 (ω 2 (s)))| = 2| 1 (λ 1 (ω 1 (s))) − 2 (λ 2 (ω 2 (s)))| ≤ 2| 1 (λ 1 (ω 1 (s))) − 2 (λ 2 (ω 1 (s)))| = 2|λ 1 (ω 1 (s)) − λ 2 (ω 1 (s))|
This in particular implies (we define
and the same holds interchanging the role of 1 and 2 in (4.18b). Moreover the measure of the symmetric difference of Q 1 and Q 2 can be estimated as
For (t, x) ∈ Q 1 \ Q 2 , exploiting the explicit form of A given by (1.8) and using (4.18b), we deduce: So, by (4.19), we get:
(4.20)
To estimate the term in the second line in (4.17) we firstly notice that A 1 − A 2 vanishes on Q 1 := Q ∩ Ω 1 (we remark that Q 1 = Q 1 \ Q 3 1 = Q 2 \ Q 3 2 does not depend on i , see also Figure 3 ), while for (t, x) ∈ Q 3 1 ∩ Q 3 2 , using (4.18a), we have:
So we deduce:
where we performed the change of variables a = t, b = x + t , denoted by m(Y ) the minimum between (ω 1 ) −1 (− 0 +Y ) and (ω 2 ) −1 (− 0 +Y ) and used the symbol ∨ to denote the maximum between two numbers. We continue the estimate using Fubini's Theorem:
Putting together previous estimate and (4.20) in (4.17) we get:
we split its square as in (4.17):
and we denote by I, II and III the expressions in the first, second and third line of (4.22), respectively. Exploiting (4.18b) and (4.19) we get: 
So we infer:
(4.23)
Using (4.21) and (4.23) and choosing Y small enough we finally deduce:
Step 3 . Ψ : B → B is a contraction.
Putting together estimates (4.16) and (4.24) we obtain:
This shows that for a suitable choice of Y ∈ (0, 0 ) the operator Ψ is a contraction of (B, d) and we conclude.
Appendix A. Chain rule and Leibniz differentiation rule
In this Appendix we gather some results about Chain rule and Leibniz differentiation rule under low regularity assumptions. These results have been used throughout the paper and they are of some interest on their own.
For the sake of brevity we assume that in all the statements the function ϕ is nondecreasing (or strictly increasing), although they are still valid if ϕ is nonincreasing (or strictly decreasing), with little changes in the proofs. Proof of Lemma A.1. If ϕ is strictly increasing, hence injective, the result is well known. If not, by the Area Formula for Lipschitz maps (see [9] , Corollary 5. As an alternative proof we notice that the set {y ∈ [ϕ(a), ϕ(b)] | #ϕ −1 ({y}) = +∞} is in bijection with a subset of rational numbers, so it is countable and hence of measure zero.
Remark A.3. Formula (A.1) still holds true only assuming that ϕ is absolutely continuous on [a, b] (and nondecreasing), see Theorem 7.26 in [19] . This ensures that every result in this Appendix is valid replacing the assumption ϕ ∈ C 0,1 ([a, b]) by ϕ ∈ AC([a, b]); in fact the reader can easily check that the only ingredient needed to carry out all the proofs is (A.1). Since by constructionφ(t) > 0 for every t ∈ M , we deduce that the set M has measure zero. 
