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Let n be a positive measure with compact support on R. We consider the n th 
root asymptotic behavior of orthonormal polynomials associated with the measure 
p. The main result consists of two theorems: (i) a characterization and (ii) a 
localization theorem. In the first theorem regular nth root asymptotic behavior on 
a subset of the support of the measure p is compared with the asymptotic behavior 
of other polynomial sequences, and equivalences between the different types of 
behavior are proved. In the second theorem the asymptotic behavior of the originai 
orthonormal polynomials is characterized by the asymptotic behavior of polyno- 
mials orthonormal with respect to restrictions of the measurep. - G 1991 Academic 
Press. Inc. 
1. INTRODUCTION 
Let ,D be a positive measure with compact support S(p) c R, S(p) is 
assumed to be an infinite set, and let 
P,(z) = P,(p; z) = ynzn + . . (Y, = Y&u) ’ 0) (1.1) 
be the orthonormal polynomial of degree n EN associated with /I; i.e., 
where 6,, denotes Kronecker’s symbol. Since S(p) is an infinite set, all 
elements of ( 1, x, x2, . . . > are linearly independent in L”(p), and therefore ah 
polynomials (1.1) are uniquely determined by ( 1.2) and the last assumption 
in (1.1). We call p a weight measure. 
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In this paper we investigate regular n th root asymptotic behavior of the 
sequence {P,(p; z); n EN}; i.e., we study the asymptotic behavior of the 
sequence 
(lM~z)l”“;n~N} as n+co. (1.3) 
The statement of the main results requires some preparations. For any 
weight measure p the orthonormal polynomials P&L; z) and their leading 
coefficients yn(p), nEN, satisfy certain asymptotic inequalities which are 
put together in the next lemma: 
LEMMA 1.1 (see Section 3.9 of [U12]). We have 
lim inf JP,(p; z)\ l/n 2 egR(Z,oo) 
n-boo 
localy uniformly for z E C\I(p), 





and for any infinite subsequence NE N we have 
lim sup IP,(p; z)(i/‘* > 1 
n-+ W,lZ6N 
(1.6) 
for z quasi everywhere on S(p). 
In Lemma 1.1 I(p) cR, 9, and g,(z, w), z E C, w EQ, denote the 
smallest interval containing the support S(p), the domain C- \S(p), and 
the (generalized) Green function of the dimain Q, respectively. The Green 
function g,( ., w) is harmonic in 52\ {w>, subharmonic in C, has a 
logarithmic pole with residuuum 1 at z = w, and is equal to 0 quasi 
everywhere on C- \Q (see Theorem 2.6 and Chapter IV, No. 2 of [La]). A 
property is said to hold true quasi everywhere (short: qu.e.) on a set S c C- 
if it holds true for every x E S with possible exceptions on a subset of outer 
capacity zero. By capacity we mean the logarithmic capacity and denote it 
by cap( .). If for a domain Sz E C- with og E Q, we have cap(C- \ Q) = 0; 
then we define g,(z, w) = co, which is compatible with the defining proper- 
ties of the Green function. 
If equality holds in (1.4), (1.5), and (1.6), then this case is called regular 
(nth root) asymptotic behavior. Actually, it turns out that it is enough to 
have equality in only one of the three asymptotic estimates, then equality 
necessarily follows in the two others. A more precise formulation is given 
in 
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LEMMA 1.2 (see Theorem 1 of [U12]). The following three assertions 
are equivalent. 
(i) We have 
lim (p,(p; z)l ‘In = egQ(‘,“) 
n-m 
locally uniformly for z E C \ I(p). 
(ii) We have 
lim y,(p)‘/” = 
1 
n-m cap(S(iu))’ 
(iii) For any infinite subsequence N c N we have 





for z quasi everywhere on S(p). 
DEFINITION 1.3. The sequence {P,(,u; z); nEN), is said to possess 
regular (n th root) asymptotic behavior if one of the three assertions of 
Lemma 1.2 holds true. 
Remarks. (1) The case of weight measure ,LL with cap(S(I.1)) = 0 is not 
excluded in Lemmas 1.1, 1.2, or Definition 1.3. However, with respect to 
regular asymptotic behavior, this case is in a certain sense trivial, since the 
assertions (i), (ii), and (iii) hold true for any weight measures. 11 if only 
cap(S(p)) = 0, and therefore we always have regular asymptotic behavior 
for such weight measures. 
(2) For manic orthogonal polynomials there exists a definition of 
regular (nth root) asymptotic behavior that is similar to that in 
Lemma 1.2. However, since there is no leading coefficient y,(g), n EN, its 
role is taken over by the L*(p)-norm of the manic orthogonal polynomials 
(see Section 3.3 of [U12]). In the present paper we consider only orthonor- 
ma1 polynomials. All results can be transferred from one to the other case 
without difficulties. 
The classical, normalized Jacobi polynomials PF8), CI, fi > - 1, for 
instance, have regular asymptotic behavior (see Theorem 8.1 of [Fr] for a 
proof of (1.9)). It is also not too difficult to show that if S(p) is a real inter- 
val, and the measure ,u has a density function bounded away from zero 
everywhere on S(p), then orthonormal polynomials P,(@; .z), IZ E N, have 
regular asymptotic behavior (see [Fa] for perhaps the first proof of a 
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result in this direction). However, weight measures p may be much more 
general, and the polynomials P&L; z), n E N, have nevertheless regular 
asymptotic behavior. (For examples of quite general weight measures I*, 
which are supported on Julia sets, we refer to [VA] Section 1.4, or to 
CBGMI). 
Major contributions to the development of the theory of regular (nth 
root) asymptotic behavior have been obtained by Erdiis and Turan 
[ErTu], Erdiis and Freud [ErFr], Ullman [Ull-141, Widom [Wi], and 
Ullman together with coauthors ([UlWy] and [UWZ]. (For recent 
reviews on orthogonal polynomials and their asymptotic behavior in 
general we refer to [Ne] and [Lu]). 
One of the problems with practical and theoretical importance is the 
search for general criteria that guarantee regular asymptotic behavior. A 
desirable criterion would be one that is necessary and sufficient at the same 
time. Unfortunately, none of the known criteria has this property. But there 
are different possibilities to characterize regular asymptotic behavior. We 
will prove such a characterization result in this paper. 
The paper was initiated by the investigation of the convergence and 
divergence of essentially non-diagonal sequences of Pad6 approximants 
(see [St]). There is a special interest in the asymptotic behavior of 
orthonormal polynomials P,(p; z), n EN, on certain subsets of the support 
S(p). We note that in (1.9) of Lemma 1.2, and therefore also in Detini- 
tion 1.3, the whole support has to be considered, while we are now 
interested in local asymptotic behavior. 
Although each orthonormal polynomial P,(p; .) is determined by the 
whole weight measure p, experience has shown that the asymptotic 
behavior on a certain subset of S(p) depends only on the restriction of the 
measure p to this subset. In Theorem 2.1 (the Characterization Theorem) 
it will be shown that this empirical observation can indeed be proved for a 
large class of subsets of S(p). In the theorem, regular asymptotic behavior 
on certain subsets is characterized by a comparison with the asmptotic 
behavior of other sequences of polynomials. One of the main consequence 
of Theorem 2.1 is a Localization Theorem (Theorem 2.3) for regular 
asymptotic behavior, which allows the characterization of regular 
asymptotic behavior by the asymptotic behavior of the orthonormal 
polynomials with respect to restrictions of the measure ,u. 
Besides this original impetus for the present investigation, it turned out 
during the process of writing that Theorem 2.3 also solves a problem posed 
in [Lu] (see problem (ii), Section 3.9 of [Lu] ). 
All results in the paper are proved only for weight measures with com- 
pact support S(p) in R, but they can be generalized to weight measures p 
with compact support in C. These more general results wil be contained in 
a forthcoming paper by V. Totik and the author, where the problem of nth 
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root asymptotic behavior of orthonormal polynomials witb respect to 
weight measures in C is treated in a unified approach. The results will also 
cover generalizations of the Lemmas 1.1 and 1.2 and other material. 
The outline of the present paper is as follows: In Section 2 the main 
results are stated and discussed. In Section 3 and 4 the proof of 
Theorem 2.1 is prepared by some lemmas from potential theory and the 
theory of orthogonal polynomials. Section 4 contains two lemmas, whit 
are the key pieces of the proof of Theorem 2.1. Then in Section 5 
Theorem 2.1 will be proved. 
2. MAIN RESULTS 
Let Il, denote the set of all polynomials of degree less or equal n EN, 
Kc R a compact set, ,M~ the restriction p 1 K of the measure p to the set K, 
QK the domain C- \S(,U,), and IK the smallest interval containing S(y,). 
Besides the orthonormal polynomials P&L; z), IZ EN, we also consider 
polynomials Pn(pK; z) orthonormal with respect to the restricted measure 
pK, and sequences of arbitrary polynomials U, E Il,, n E N, of degree 
at most n, where the only assumption is that these polynomials are not 
identically zero. 
THEOREM 2.1 (Characterization Theorem). Let KE R be a compact se? 
so that the support S(,u,) is an infinite set and 
cap(Kn S(p)) = cap(gn S(p)). (2.1) 
Then the following five assertions are equivalent: 
(a) The sequence { P,(,uu,; . ); n E N} has regular (n th root) asymptotic 
behavior. 
(b) For any sequence of points (z,} with z, --+ zO E C as n --+ CO, we 
have 
lim sup IP,(fi; zn)/ Un < egn,(Zo,a:)~ 
n-m 
(2.2) 
(c) For any infinite subsequence N _C N we have 
lim sup (P&L; z)l ‘In = 1 (2.31 
ll-CiI,?lEN 
for z quasi everywhere on S(,uK). 
640166!2-2 
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(d) For any infinite sequence of polynomials {U, E II,, U, not identi- 
cally zero, n E NE N > and for any sequence of points {zn} with z, -+ z,, E C 
asn-+co, we have 
(2.4) 
(e) For any infinite sequence of polynomials ( U, > as in assertion (d) 
we have 
(2.5) 
for z quasi everywhere on SLY). 
If S(uk) is a regular set with respect to the solution of the Dirichlet 
problem in the domain QK, then in assertions (b) and (d) the asymptotic 
inequalities (2.2) and (2.4) hold locally untformly in z E C, in assertion (e) the 
asymptotic inequality (2.5) holds not only quasi everywhere, but uniformly on 
S(pk), and in (2.3) of assertion (c) we have an upper inequality “<” 
uniformly on S(uk) in addition to the equality quasi everywhere stated 
in (2.3). 
Remarks. (1) It is easy to see that the formulations given in assertions 
(b) and (d) imply that the asymptotic inequalities (2.2) and (2.4) hold 
locally uniformly in every open set in which g&z, 00) is continuous. This 
is, for instance, always the case in Sz,. 
(2) The assumption that S(,D,) is an infinite set is necessary in order 
that all polynomials P,(pK; z), n EN, are defined uniquely. 
If cap(S(pK)) = 0, then it can easily be verified that assumption (2.1) and 
all five assertions of Theorem 2.1 hold true independently of any other 
property of the weight measure p (compare Remark 1 to Lemma 1.2), and 
therefore in this special case the five assertions of Theorem 2.1 are trivially 
equivalent. 
(3) By example 2.4 below it will be shown that assumption (2.1) 
cannot be dropped without replacement. If we drop assumption (2.1), then 
only the implication 
((4 v (4 v 69) +- ((W * (4) (2.6) 
can be proved. The assertions in both groups of (2.6) remain equivalent. 
(4) The two inclusions 
kn S(p) G S(pK) c Kn S(u) (2.7) 
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can easily be verified. With assumption (2.1) they imply that 
cap@n WJ)) = wWd) = CapWn S(Y)), (2.8) 
and 
8TC\(Kn S(@))k CQ I= gc2,k cc 1. WI 
The last identity follows from the uniqueness of the Green function (see 
Theorem 2.6 and Chapter VI, No. 2 of [La]). 
From (2.7) and (2.8) it also follows that assumption (2.1) implies that 
the two sets Kn S(p) and S(p,) can differ at most in a set of capacity zero. 
Therefore, we can replace S(pu,) by Kn S(g) in the assertions (c) and (e). 
(5) If one chooses K = Z(p), then assumption (2.1) is satisfied an 
have p = pK and 52 = Q,. This case is not trivial and it is interesting, since 
then the equivalence of the assertions (a), (d), and (e) gives a characteriza- 
tion of regular asymptotic behavior of the orthonormal polynomials 
P& .), IZ E JVz by the asymptotic behavior of other sequences of polyno- 
mials U,. 
(6) Since the right-hand side of (2.4) is equally 1 quasi everywhere 
on S(pK) (see Theorem 2.6’ of [La]), assertion (e) is a special case of 
assertion (d). 
Theorem 2.1 will be proved only in Section 5 after preparations in the 
Sections 3 and 4. 
Using Lemma 1.1 we can deduce upper and lower asymptotic bounds for 
the nth root of the orthonormal polynomials P,(pu; -), n EN, from the 
assertions (a) and (b). They are stated in the next corollary. We note that 
the bounds (2.10) refer to the original orthonormal polynomials P&L; .z), 
while the assumption in the corollary is related to the asymptotic behavior 
of the orthonormal polynomials P,(p,; z) associated with the restricted 
weight measure pK. 
COROLLARY 2.2. Let Kc R be a compact set that satisfies the assump- 
tions of Theorem 2.1, and let us assmume that the sequence 
(P,(px; )); n EN} has regular asymptotic behavior. Then we have 
egncz,m)<liminf jP,(~;z)l”“<lim sup IPn(~;~)I:‘n~egn~(;,33), (2.10) 
n-co n-m 
where the first inequality in (2.10) holds true locally uniformly for 
ZE C\Z(p), the last inequality holds for all z E 6, and it holds locally 
uniformly in every open set in which g,,(z, 00) is continuous. 
From the equivalence of the assertions (a) and (c) in Theorem 2.1 we 
deduce a localization theorem, which is the second main result of the 
paper. 
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THEOREM 2.3 (Localization Theorem). Let Jj := [aj, bj], uj < bj, 
j = 1, 2, . ..) be a countable collection of intervals, which cover the support 
S(p). Then the sequence {Pn(p; .); n EN} has regular (nth root) asymptotic 
behavior if, and onIy if, all sequences (P,(P~,; .); neN}, j= 1,2, . . . with 
cap(Jj n S(p)) > 0 have regular (n th root) asymptotic behavior. 
Proof (of Theorem 2.3). It is easy to see that for each set K := Jj, 
j= 1, 2, . ..) the assumption (2.1) of Theorem 2.1 is satisfied. The restriction 
of the measure p of Jj is denoted by pLJj, j= 1,2, . . . . 
We assume that cap(Jjn S(p))>0 for j= 1, . . . . m, (m,ENu (co}), and 
cap(JjnS(n))=O for j>m,. Let B be the union of the sets S(pLJ,), 
j= 1, . . . . m,. Because of (2.8) we have cap((J, n S(n))\S(pJj)) = 0 for all 
j = 1, 2, . . . . and the set S(p)\B is also of capacity zero since the union of 
countably many sets of capacity zero is again a set of capacity zero (see the 
corollary to Theorem 2.2 of [La]). 
Let us assume that the orthonormal polynomials P,(,uJj; .), j = 1, . . . . mO, 
have regular asymptotic behavior for n + co. Since for each K := Jj, 
j = 1, . . . . m,, the assumption (2.1) of Theorem 2.1 is satisfied, we know from 
assertion (c) of Theorem 2.1 that equality (2.3) holds true for z quasi 
everywhere on S(pLJ,) for j= 1, . . . . mo. This implies that (2.3) is proved for 
z quasi everywhere on B, and therefore also for z quasi everywhere on S(p). 
By assertion (iii) of Lemma 1.2 we then know that the sequence {P&L; .); 
n EN} has regular asymptotic behavior. 
Let us now assume that the sequence (P,(p; .); n EN) has regular 
asymptotic behavior. By Definition 1.3 and assertion (iii) of Lemma 1.2 this 
implies that (2.3) holds true for z quasi everywhere on S(p). From the 
equivalence of assertion (a) and (c) of Theorem 2.1 it then immediately 
follows that each sequence {Pn(pLJ,; .); nEN}, j= 1, . . . . m,, has regular 
asymptotic behavior. Q.E.D. 
The next example shows that assumption (2.1) of Theorem 2.1 is 
necessary in one or the other form. 
EXAMPLE 2.4. Let C be the classical Cantor set on [0, 11, and let p2 be 
a probability measure with S(pL2) = C so that the orthonormal polyomials 
P,,(p*; -), n EN, do not have regular asymptotic behavior. The existence of 
such a measure p2 follows from [U12; Theorem 21, but it is also not 
difficult to describe a construction. For instance, the measure 
p* := 2 &d,, f an2 (6, denotes Dirac’s measure) (2.11) 
?I=1 n=l 
has the required property if (xn} c C is a sequence of points dense in C 
and O<a< 1. 
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We now consider the weight measure p := p1 + ,u2, where p1 is the linear 
Lebesgue measure on [0, 11. It can easily be verified, for instance, by the 
Erdds-Turban criterion (see Section 3.4 of [U12]), that the sequence 
(P,(p; .); HEN) has regular asymptotic behavior. Hence, assertion (b) of 
Theorem 2.1 holds true. On the other hand, we have P&; .) = P&; .) 
for all n EN since the linear Lebesgue measure of C is equally zero. This 
implies that assertion (a) of Theorem 2.1 is false if we take K= C. The 
Cantor set C is of positive capacity and has no inner points. Hence, 
assumption (2.1) is not satisfied. 
3. NOTATIONS AND SOME LEMMAS 
We assemble some lemmas from potential theory and the theory of 
orthogonal polynomials. Only the last four of these lemmas cannot be 
found elswhere and have to be proved here. Two limit functions L, and L,, 
which will be introduced in Definition 3.3, are basic for the results of 
Section 4 and the proof of Theorem 2.1. 
By Z(P) we denote the set of zeros of a polynomial P, taking account 
of multiplicities. Thus, deg(P) = card Z(P). For a finite set Zc C of n 
numbers, the manic polynomial 
Q(Z;z):= n (Z-wW)=zn+ ... En,, ec4; .I= 1, (3.1) 
M’E z 
is denoted by Q(Z; .). The counting measure of a finite set Z is denoted by 
vz, and for a polynomial P the measure v~(~) is denoted by vP. This last 
measure is called zero distribution of the polynomial P. Thus, we have 
vz=vQcz:.,. 
As (logarithmic) potential of a measure p in C, we define 
q(p; z) := J- log )z - WI &(w) for z E c. (3.2) 
This differs by a negative sign from the more usual definition (see 
Chapter II Section 4 of [La]), but we prefer (3.2) because of its close 
connection with manic polynomials. For any manic polynomial Q we have 
q&; 2) = 1% lQV)l~ 
We say that a sequence of measures {pcl,> converges weakly to a measure 
~1, written as pu, E+ p, if for any function f continuous on the Riemann 
sphere e, we have J f dp, + j f dp as n + co. Since the unit ball B of 
positive measures (with respect to the norm /) . j/ of total variation) is 
weakly compact, from every infinite sequence of measures {cl,,> c B we can 
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select an infinite subsequence that is weakly convergent. This result is often 
called Helly’s Selection Theorem. 
The next two lemmas contain some basic results or immediate conse- 
quences of basic results from potential theory. 
LEMMA 3.1 (see Theorem 3.8 of [La]). Let v be a probability measure 
with compact support S(v) EC. Then there exists a sequence of finite sets 
2, c S(v), n E N, each set contains n points, and 
1 v ‘z-v ?I- z, s v as n-+oo. n (3.3) 
From (3.3) it follows that 
lim sup q(vn; 2) = q(v; 2) for 2 qu.e on S(v), (3.4a) 
n-c4 
lim q(vn; z) = q(v; z) locally uniformly for z E C\ S(v), (3.4b) 
n-rm 
and for any sequence of points {zn> with z, --f zO E C as n -+ 00, we have 
lim sup q(v,; 2,) < q(v; zO). 
n'm 
(3.4c) 
The limit (3.4a) follows from (3.3) and the lower envelope theorem of 
potential theory (see Theorem 3.8 of [La]), the limit (3.4b) directly follows 
from (3.3), and the limit (3.4~) follows from the principle of descent in 
potential theory (see Theorem 1.3 of [La]). 
LEMMA 3.2 (see Chapter IV Section 1 of [La]). Let v be a positive 
measure with compact support in C, KC R a compact set of positive capacity 
that does not separate C, and o, = I.II,,~ the harmonic measure representing 
the point w E C\K on K, Then there exists a measure D on K with the 
property that 
and we have 
q(v; z) = q(v^; z) + c for z que. on K, (3.5) 
v^= 
s 0, dv(w), II4 = 11~11; C\K 
and 
C= 
s gc\KM ~0 1 dv(w). 
(3&b) 
C\K 
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If the set K is regular (with respect to the Dirichlet problem in c\ K), then 
in (3.5) equality holds true for all z E K. 
The measure D is called balayage measure oE Y, and the process of goin 
from q(v; Z) to q(v^; z) + c is called balayage or sweeping out of the measure 
v from C\K onto K (see Chapter IV Section I of [La]). The non-negative 
constant c appears in (3.5) since the domain C\ K is unbounded (see 
Corollary 3 to Theorem 4.2 of [La]). 
We next introduce two limit functions, which are of basic importance in 
the proof of Theorem 2.1. Their properties will be studied in the subsequent 
lemmas. 
DEFTNITION 3.3. Let p be a positive measure with compact support on 
NEN an infinite subsequence, and (U,,> = (Un=zm+ ... EI7,; m<nENj 
a sequence of manic polynomials. We define the upper (logarithmic) limit 
function L, by 




L?(z) := L,(p; (U,}; z) := lim sup Z,(w). 
H’ - ; 
Of special interest is the case of sequences of manic orthogonal polyno- 
mials (IJ&-~~,(cI; .I; n E Nc N}, for which we introduce a separate 
notation, We define 
L,(z) := L&u, N; z) := L, 
1 
----P&L; .); f?EN 
Y,(P) 
(3.7b) 
and call function (3.7b) the upper limit function (for orlthonormai polyno- 
mials). 
Remarks. (1) The right-hand side of (3.7a) can be rewritten by using 
the identity 
(3.8) 
which shows that L, and L, are defined by the II th root of the modulus of 
the polynomials normalized in L*(p). The left-hand side of (3.8) further 
shows that the polynomials U,, do not necessarily have to be monk, as has 
been assumed in Definition 3.3. The normalization can always be achieved 
by a multiplication with a non-zero constant, and such a multip 
not change the value of (3.8) and therefore lets L2 be invariant. 
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(2) The functions L, and L, may be identical 03. It is not difficult to 
verify that if this is the case at a finite point z E C, then the function L, or 
L, is identically co everywhere in C. 
(3) Like in the proof of the principle of descent in Theorem 1.7 of 
[La], or by considering weakly convergent subsequences of {vu,; IZ E N} 
and then applying the principle of descent, it can be shown that for any 
sequence of points {z~;~EN} with z,+z~EC as n-+co, neN, we have 
lim sup LA { ~J%J G,(P, (VJ; Q), (3.9) 
and for every z0 E C there exists a sequence { zn} such that we have equality 
in (3.9). 
If we know that the zero distributions vU, and the L2(p)-norms of the 
polynomials U, converge, then the lower envelope theorem of potential 
theory (see Theorem 3.8 of [La]) gives us a representation of the limit 
function L2 as a logarithmic potential plus a constant. This is the constant 
c1 in the next lemma. 
LEMMA 3.4 (see Remark 2 to Theorem 3.8 of [La]). Let {U,= 
p+ . . . E 17, ; m < n E NC_ N} be an infinite sequence of manic polynomials, 
with all its zeros contained in a compact set V c c, and let 
1 
- vun ir, VI and 
n f log II UnlI L?(p) 
+c,~Ru(-co} 
as n-+oo, neN, (3.10) 
hold true. Then we have 
(3.11) 
and v1 is a non-negative measure with S(v,) E V. 
We note that in (3.10) the case cl = co has been excluded. The support 
of v1 may be unbounded and therefore q(v,; z) may be identical infinity. 
The measure vr is not necessarily a probability measure; it may even be 
identical zero. 
In the next two lemmas we prove more specific properties of the limit 
function L,. 
LEMMA 3.5. Let KsR be a compact set with cap(S(pL,))>O, and 
{Un=P+ ... e17,; m < n E N E N} an infinite sequence of manic poly- 
nomials. If 
J52h {Un~2)eg& a) for all z E C\ IK, (3.12) 
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or if 
f&b {vJ;zKO for z qu.e. on S(&), (3.13) 
then 
Remark. If in (3.12) and (3.13) the function L”, is replaced by its upper 
regularization, the function L,, then the assumptions of the lemma are 
strengthened, and conclusion (3.14) remains true. 
Prooj Basically, the inequality (3.14) follows from (3.12) because of the 
continuity of logarithmic potentials in Cartan’s line topology (for a defini- 
tion see Section 3 of Chapter V of [La]), and (3.14) follows from (3.13) as 
a consequence of the principle of domination (see Theorem 1.27) of [La] ). 
We will give the proof in more detail: 
Because of cap(S(p,)) > 0, the Green function g(z, 00 ) = g,,(z, cc ) can 
be represented as a logarithmic potential plus a constant (see Theorem 2.6 
and Chapter IV, No. 3 of [La]), and therefore it is subharmonic and 
especially upper semicontinuous in C. This implies that if (3.12) holds true 
then it also holds true with L, replaced by iY,,. We will now use t 
stronger assumption. 
The lemma will be proved first under the additional assumption that the 
sequence ( Un} of polynomials has the properties assumed in Lemma 3.4; 
i.e., the zeros of all U,, are contained in a compact set VE C, and the two 
limits in (3.10) exist. We then know from (3.11) that the limit function Z, 
is the logarithmic potential plus a constant. 
Let us assume that (3.12) holds true. Both functions, g&z, co) and E,, 
are logarithmic potentials plus a constant, and therefore they are con- 
tinuous in Cartan’s fine topology; and further $2, is dense in C in this 
topology. Hence, the inequality (3.12) with z, replaced by L,, extends to 
the whole complex plane C, which proves (3.14). 
Let us now assume that (3.13) holds true. From the lower envelope 
theorem (see Theorem 3.8 of [La]) together with Lemma 3.4 it follows that 
E, and L2 are equal quasi everywhere. Hence, (3.13) remains true if E, is 
replaced by L,. Both functions, gBK(z, co) and L,, are logarithmic poten- 
tials plus a constant. Since cap(S(p,))>O, the logarithmic potential 
representing ,,(z, co) is generated by a measure of finite energy, which is 
contained in S(pK) (see Theorem 2.6, Chapter IV, No. 3, and Chapter I 
Section 4 of [La]). The inequality (3.14) therefore follows from (3.13) by 
the principle of domination (see Theorem 1.27 of [La]). 
We finally show that the additional assumptions are not really necessary. 
If the sequence (U,,} is such that the zeros of all U, are contained in a 
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compact set VE C, but the two limits in (3.10) do not exist, then by Helly’s 
Selection Theorem any infinity subsequence of (U,} contains a sub- 
sequence such that the two limits in (3.10) exist. With the usual compact- 
ness arguments then (3.14) follows from (3.13). We will give more details: 
Let us assume that (3.14) is wrong. Then there exists z0 E C with 
From the definition of L,, it then follows that there exists an infinite 
subsequence N, c N and a sequence of points z, E C, II E N,, with 
and z, + z,, (3.16) 
for II --f co, n E: N,,. By Helly’s Selection Theorem we can select an infinite 
subsequence N, s N, such that the two limits in (3.10) exist. Since for this 
case (3.14) has already been proved, it follows with (3.16) that 
Lho) = LAPL, { u,; ~~Nh,)6g,,(z,, a), 
which contradicts (3.15). 
If there does not exist a compact set Vc C containing all zeros of all 
polynomials U,, then we may choose R > 0 with S(p) c (/zI <R} and 
k > 1 arbitrary, and factor each polynomial U, in the product V, W,, of two 
manic polynomials V, and W,, such that V, has all its zeros in { (zJ < kR} 
and W, has all its zeros in the complement. From these definitions it 
immediately follows that 
l/n 
d(k+ l)R for all \zI Q R, 
and an elementary calculation shows that 
log (3.17) 
for all (zl <R. For the sequence {V,} the lemma is prove. With (3.17) this 
proof carries over to the original sequence {U,> since we may choose R 
and k arbitrarily large. Q.E.D. 
LEMMA 3.6. Let the compact set KG R and the sequence 
same as in Lemma 3.5. If 
cap{z E S(pd; Lb, (u,); z)> > 0, 
{UTl } be the 
(3.18) 
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then there exists an infinite subsequence N, EN so that the two limits in 
(3.15) of Lemma 3.4 exists for this sequence, and the measure 11~ and he 
constant cl sati?fy 
(3.192 
ProoJ: Let x0 be a regular point of S(pK). (Regular with respect o the 
Dirichlet problem in C\S(pu,)). Since the set of irregular points of a 
compact set is of capacity zero (see Lemma 5.2 of [La] ), assumption (3.18) 
implies that there exists a regular point x0 E S(gK) with 
L,b,) := LdP, { u*>; xoi > 5. (3.25) 
As in the second part of the proof of Lemma 3.5 it then follows from the 
definition of L2 that there exists an infinite subsequence NO c N and points 
x,EC, n~iV,, with 
for n -+ co, it E NO. By Helly’s Selection Theorem we can select an infinite 
subsequence of N, c NO such that the two limits in (3.15) exist. If ci < co, 
then we know from Lemma 3.4 that 
UP, jU,;nEN1};z)rq(vl;z)-ci. (3.23) 
The selection of the subsequence of N, implies that L,(p, ( U, ; n E,N~ >; x0) 
hQI.1, (U,;nEN1};xl+5. 
Let US now assume that (3.19) is false. Then because (3.211, ass~m~t~o~ 
(3.13) of Lemma 3.5 is satisfied for L2(p, (U,; n ENS ); z), and from (3.14) 
it follows that 
Since x0 has been chosen as a regular point of S(p,), the right-hand side 
of the last inequality must be equally zero (see Lemma 4.5 of [La]), but 
this contradicts our assumption made in (3.25). Hence, (3.19) is proved. 
ED. 
While the last three lemmas were concerned with the upper limit functon 
L,, we now turn to the limit function L,, which is associated with sub- 
sequences of manic orthogonal polynomials, which will be denoted by 
Qnkz~=$-jj P,(/,4;z)=z”+ ..’ ELT7,, rlEN, (3.22) 
n 
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where, as in (3.7b), y,(p) is the leading coefficient of P,(p; .) introduced in 
( 1.1). It is well known that the manic orthogonal polynomials are uniquely 
defined by the minimality property 
llQ,(,w .)I1 G(~) = minf IIVI I; WI = zn + . .. E npl> (3.23) 
(see Theorem 2.2 of [Fr]). 
LEMMA 3.7. (a) For any infinite subsequence NE N, we have 
L&J, N; z) >gg,(z, 00) for all z E C. (3.24) 
(b) If for an infinite subsequence N c N the two limits in (3.10) exist 
with U,(z) = Q,,(p; z), then v1 is a probability measure with S(v,) c S&cl). If 
c1 > - 00, then the measure v, is of finite energy. (For a definition of finite 
energy see Chapter I Section 4 of [La]). 
Proof. (a) The inequality (3.24) is an immediate consequence of (1.4) 
and (1.6) of Lemma 1.1. 
(b) The polynomial Q,(p; z), n EN, is of exact degree n, all zeros of 
Q&J; z) are contained in I(p), and every component of I(p)\S(p) contains 
at most one zero (see Chapter I of [Fr] ). Therefore, v1 is a probability 
measure, and S( v i) 5. S(p). 
From (3.24) and from (3.11) of Lemma 3.4 it follows that in case of 
ci > -co the potential q(v,; z) is bounded from below, which implies that 
v1 is of finite energy (see Chapter I, Section 4 of [La]). Q.E.D. 
LEMMA 3.8. The following four assertions are equivalent: 
(a) The sequence (P,(p; z)} h as regular asymptotic behavior. 
(b) &,(P, N; z) = g,(z, 00 ). 
(c) cap{z E S(p); L&, N; z) > 0} = 0. 
(d) (lln)log IIQ,(~L;~)II,~(~,~~~~~~P(S(~L)) as n-+a, neN. 
ProoJ: In many respects the lemma is a reformulation of Lemma 1.2, 
only we now use the limit function Lo. We prove the lemma by the 
sequence (a) =s- (b) + (c) =j (d) => (a). 
(a)*(b): The implication follows from assertion (i) of Lemma 1.2 
together with Lemma 3.5, where we have to choose K= J(p), N = N, and 
U, = P,(p; .), n EN. 
(b) * (c): The Green function g,(z, co) = 0 quasi everywhere on S(p) 
(see Theorem 2.6’ of [La]). 
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(c) * (d): Assertion (c) together with Definition 3.3 and (1.6) implies 
that assertion (iii) of Lemma 1.2 is satisfied. Then assertion (d) follows 
from assertion (ii) of Lemma 1.2 and the identity 
(3.25) 
(d) =E- (a): Regular asymptotic behavior of the sequence (P& .)) 
follows by assertion (ii) of Lemma 1.2 from assertion (d) together with 
identity (3.25). 
4. Two BASIC LEMMAS 
Two key lemmas for the proof of Theorem 2.1 will be proved. The more 
difficult one is the second lemma. 
As in Section 2, we denote the restriction of the measure p to a compact 
set KC R by pK. 
LEMMA 4.1. rf 
then we also have 
cap(z E S(pd; &(P~, N; z) > 0) > 0. (4.2) 
ProoJ Let us assume that (4.1) is true. We prove that this implies tke 
existence of a sequence {U,(z) = z” + ... E II,; n ENE N) of manic 
polynomials with 
From the minimality property (3.23) and the equivalence of the assertions 
(c) and (d) of Lemma 3.8, it then follows that (4.2) holds true. In 
Lemma 3.8 we have to replace p by pK. 
The basic idea for the construction of the polynomials Un consists in a 
modification of the orthogonal manic polynimials Q&u; z), n EN. The 
zeros of Q,(p; z) are moved from outside of S(pK) onto the set S(pK). 
Since we do not know whether the set S(pu,) is regular, some technical 
precautions have to be taken. 
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From (4.1) and Lemma 3.6 we know that there exists an infinite 
subsequence N G N with 
I 
; VQn(~;. ) 5 vo, u(-cc’> 
and 
for n-Pm, neiv, (4.4) 
cap(zE S(pK); q(v,; z) > co> > 0. (4.5) 
In part (b) of Lemma 3.7 it has been shown that vO is a probability 
measure with S( vO) E S(,u). 
Since the capacity is continuous from the outside, we can find sets SC 
that consist of finitely many closed intervals, contain S(pK) in its interior, 
and the capacity cap(S) approaches cap(S(p,)) as close as we want, 
The measure vO is in general not restricted to the set S. We consider the 
decomposition 
VQ = voo + VOl with vOo := voj s and VOl := vol R\S. (4.6) 
Using the balayage technique, which has been described in Lema 3.2, 
sweep the measure vol out of C\S onto S. The balayage measure, whih; 
defined by (3.6a), is denoted by vll, and we define 
Vl := voo -I- v11, (4.7) 
which is a probability measure on 5’. From Lemma 3.2 and the assumed 
regularity of S, we know that 
4(v1; z) - 4(“oi z) = Cl for all z E S, 64-S 1 
where c1 is non-positive constant given by 
(see (36.b) of Lemma 3.2). 
Like the measures v1 and v 11, so also the constant ci depends on the 
choice of S. We next show that if S is chosen sufficiently smalI, then 
co + cl <log wCQkH. (4 no) 
If co = -co, then nothing remains to be proved. We assume that 
co > - co. It follows from (1.4) of Lemma 1.1 by the same arguments as 
used in Lemma 3.5 that 
4(vo; z) 3 co for all z E C, (4.1 la) 
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and with (4.8) it follows that 
d”li z) 3 co + c-1 (4.1 Ib) 
for all z E C and all admissible sets S, but also for the extreme case 
S = S(pK). In the latter case we have 
4(v1 ; 2) - (co + cl) b q(~scgKj; z)- log cap(fW,)) (4.12) 
for quasi every z~ S(pK), where ~~~~~~~ is the equilibrium distribution on 
S(pK) and SET’. The right-hand side of (4.12) is the reen 
function g&z, co). 
Since co+ ci > -co, it follows from (4.11b) that vi is of finite energy. 
This implies that every set of capacity zero is of vr-measure zero (see 
Theorem 2.4 of [La]). Hence, (4.12) holds v,-almost everywhere, and by 
the principle of domination (Theorem 1.27 of [La]) it then follows that the 
inequality in (4.12) extends to all z E C. 
From the maximum principle for harmonic functions we know that in 
(4.12) we have either a strict inequality or equality for all ~EG?~. In the 
latter case the measure vi is the equilibrium distribution o,;,,,. 
would imply that in (4.11a) and (4.11b) we have equality for quasi every 
z E S(pK), which is not possible because of (4.5). Hence, in (4.12) we have 
a strict inequality in Sz,. This proves (4.10) for the extreme case S= So 
Formula (4.9) shows that c1 decreases with a shrinking set S. The 
smallest value of c1 is assumed if S = S(hK). Using this monotoicity and the 
continuity of the capacity from the outside, it can be shown that that (4.80) 
is already true for admissible sets S if they are only small enough. 
After these preparations we can start with the construction of the manic 
polynomials U,. From the definition of the measure v, in (4.4), and from 
its decomposition in (4.6), it follows that for every BEN we can select a 
subset Z,, of the zero sets Z, := Z(Q,(p; . )) of the orthogonal ~oly~orn~a~s 
Q&; .) in such a way that 
and 
Z,,sR\$ for all HEN (4.13a) 
1 
- VZO” 5 VOl as n-+co, n.EN. (4.13b) n 
On the other hand it has been shown after Lemma 3.1 that for each n E N 
we can select a set Z,, from S, which has exactly as many points as the 
ZOn, and 
1 
- VZh f Vll as n-+co, n E N. n 
(4.14) 
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From (4.13a), (4.13b), and the fact that S(y,) % s, it follows that 
lim llw IQ(zo,;z)l =dvo,;z) 
n+m,n~N il 
uniformly for 2 E S(,M~). (4.15) 
From the principle of descent of potential theory (Theorem 1.3 of [La]) 
and (4.14) we know that for any sequence of numbers (z,} with 
z, -+ z. E S(pK) we have 
The definition of vrr together with (4.8) implies that 
q(v11; 2) = Cl + d”o1; z) for all 2 E S, 
and this shows that q(vll; z) is continuous in $. Since S(,U,) 5 9, we there- 
fore know that 
lim sup r log 
n-too,ncN * 
lQ(Z 1n;z)I Gq(v11;z) uniformly for z E S(pK). (4.16) 
The polynomials Q(Z,,; .) and Q(Z,,; .) in (4.15) and (4.16) are manic 
polynomials with zero sets Z,, and Zln, respectively. From the limits (4.15) 
and (4.16) together with (4.8) we derive that 
lim sup ilog 
’ 
uniformly for z E S(p,). (4.17) 
Il+W,llEN 
The manic polynomial U, is now defined as 
u,(z) := QWQ&; . ))\Zo, u Z,,; z) = ;;“z;; 5; Qnh 2) (4.18) 
for each n EN. For the L2(,uK)-norm of these polynomials we have the 
upper estimate 
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With the second limit in (4.4), the uniform upper estimate proved in (4.17) 
and the inequality (4.10), we deduce from (4.19) that 
lim sup 
n-.co,n~N n 
which proves the asymptotic inequality (4.3), and thereby the whole 
lemma. 
LEMMA 4.2. Let K := [al, az] be an interval. If there exists an infinite 
sequence of manic polynomials { Un} = ( U,Jz) = zm + . ‘. E IT,; m < n E 
N c N > with real zeros, and if 
cap(z s S(p,d; &(P~, (U,}; z) > 01 > 0, 
then we also have 
(4.21) 
cap{ z E G,); G& N; z) > 0 > > 0. (4.22) 
Remark. In a certain sense Lemma 4.2 is the converse of Lemma 4.1; we 
have only to set U, = Q,(@; . ), n E NE N. But in Lemma 4.2 the set K is 
more special; it has to be an interval. 
ProoJ The basic idea of the proof is to combine the zero distributions 
of the elements of the two sequences {U,} and {P&A; .)> so that we can 
define a new sequence of polynomials with an asymptotic zero distribution 
like that of {U,,} on a certain segment of S(,U,) and like that of (P,& . )> 
on the remaining parts of S(U). The points, where these two subsets meet, 
demand special care. Generally speaking, the proof of the lemma requires 
rather detailed considerations, and is, unfortunately, rather long. 
The proof is carried out indirectly: We assume that (4.21) holds true, 
while (4.22) is false, and show that this leads to a contradiction, 
Without loss of generality, we can specialize the assumptions of the 
lemma in the following live aspects: 
(i) By a simple linear transformation of the variable z, we can 
ensure that 
WI(~)) G 1. (4.23) 
(ii) By Lemma 3.4 we can assume that there exists an infinite 
subsequence N, c N so that the limits 
1 
-v(& s VI and +c,~Ru(-co) 
rl 
for y~+co, HEN,, (4.24) 
exist, and that (4.21) holds also true for the subsequence ( U,; r? E iV1 >. 
640166/2-3 
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(iii) Without loss of generality we can assume that in (4.24) 
c1 > - co. For otherwise we can modify the sequence {U,; 12 EN,} by for- 
mally increasing the index IZ (not the actual degree m) of the polynomials 
U,. More precisely: Because cap(S(pK)) > 0 we have 
II Unll L&) ’ 0 forall Un,neNl, 
and therefore we can choose a constant c with 0 > c > - co and for every 
n E N, an integer m(n) > n such that 
$) 1% II U,II LZ(PK) + c as IZ--+CO,~EN~, (4.25) 
We define a new sequence {s,} = { 8,; m E N2) by N2 := (m(n); n E N, > 
and om = U, if m = m(n). If c1 = -co, then n/m(n) + 0 for ne N, and 
m(n) E N2, and therefore the limit measure v1 in (4.24) will be identical zero 
for the new sequence (o,}. By Lemma 3.4 it then follows that 
(4.26) 
which shows that (4.21) hold true for the new sequence and at the same 
time we have cr = c > -CC for this sequence. 
(iv) Without loss of generality we can assume that 
Z(U,)c I/ for all n E N, , (4.27) 
where VZ R is a compact interval containing S(pK) in its interior. Indeed, 
it has been assumed that all zeros of U,, are real. If (4.27) is false, then by 
the balayage technique of Lemma 3.2, applied in the same way as in the 
proof of Lemma 4.1, we can construct a new sequence of manic polyno- 
mials so that the new polynomials have all their zeros in a compact interval 
Y that contains S(p,) in its interior, and (4.21) holds true for the new 
sequence. From (4.27) it follows that S(v,) E V. 
(v) Without loss of generality, we can assume that 
UPK, u-L>; q) = - 02 for j= 1,2, (4.28) 
where ai, a2 are the end points of the interval K. Indeed, let b, be a positive 
constant, and consider the manic polynomials 
V*(b, ; z) := ((z - q)(z - a,))[“b” for HEN, 
where [nbr] denotes the largest integer not greater than nb,. Since 
I(z-a,)(z-zz,)lbl+ 1 for b,+O 
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uniformly on compact subsets of R\ (a,, a,>, it follows that for b, > 0 
sufficiently small the sequence 
I~~~~~;~~=V,(b~;.)U,,n”=n+[lzb,l,n~N,) (4.29 )
of manic polynomials satisfies (4.21) and (4.28) simultaneously. (It may be 
necessary to repeat here step (ii)). 
After these preparations we can begin with the actual proof: The techni- 
cal aim is to construct a sequence { Vn> of manic polynomials so that the 
polynomials V, have a L*(y)-norm that asymptotically contradicts the 
minimality property (3.23) of the manic orthogonal polynomials &(p; . ). 
In a first step we shall construct the asymptotic zero distribution of the new 
sequence ( V, >. 
In order to have a shorter notation we denote the upper limit functio 
L2(pK, (U,>; .) in (4.21) by h,. Because of assumption (4.24) it then 
follows from Lemma 3.2 that 
h,(z):=L,(p,, (u,;n~N~)z)-q(vl;z)-c, , (4.30) 
and because of assumption (4.28) there exists a constant b, with 0 < b2 < I 
so that 
U,(z) < g,(z, ~0) 
forall z~J(a,) := {z~C;Re(z)=a~), j= 1,2. (4.31) 
Indeed, the inequality in (4.31) holds true in neighborhoods of the two 
points a, and a,, and since both functions h,(z) and g,(z, co) are con- 
tinuous outside of R, we can choose b, > 0 so small that the inequality in 
(4.31) holds true on the two lines J(ai) and J(Q). The constant b, will be 
kept fixed in the sequel. 
By Helly’s Selection Theorem, we can select an infinite subsequence of 
N1, which we continue to denote by N, , so that for the associated sequence 
N2=N2(b2, N,) := 
1 




; V!&(ll; .) f v* 
and (4.33) 
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exist. In part (b) of Lemma 3.7 it has been shown that S(v,) c S(p). From 
(4.33) and the representation stated in Lemma 3.4 it follows that 
h2(z) := -MP, N,; z) = q(v2; z) - c2 for all z E C. (4.34) 
From Lemma 3.7, part (a), we know that 
h2(z) 3 g&, 0 1 for all z E C, (4.35a) 
and with the assumption that (4.22) is false it therefore follows that 
h2(z) = 0 for z que. on S(pK). (4.35b) 
Now, (4.21) and (4.35b) together imply that the set 
G := {z E C\R; a, < Re(z) < u2, b,hl(z) > ,(z)} (4.36) 
is not empty. Since both functions h, and h2 are continuous outside of R, 
the set G is open, and since b, < 1, it follows from (4.35a) that G is 
bounded. 
The set G is symmetric with respect to R. Let G be the union of two 
components of G laying symmetric to R, and let D be the unbounded com- 
ponent of the the complement of the closure of G. From the maximum 
principle for harmonic functions it follows that the closure of G intersects 
R. We define G := C\s. The set G is bounded since G is bounded, it is 
open, every component is simply connected by definition (actually, it will 
turn out that there is only one component), it is symmetric with respect o 
R, and it is equal to the interior of its closure by definition. The boundary 
of G in C\R is contained in the boundary of G, and the set J := G n R is 
an interval. In any case, J is connected. If J were not an interval, then it 
would be a single point, but this is impossible since J is of positive 
capacity, as we shall prove immediately. Since J is an interval, it follows 
that G is connected and therefore a domain. 
We prove that 
[a,, ~1 := Js (a,, 4 and cap(Jn S(p)) > 0. (4.37) 
Indeed, the inclusion in (4.37) follows from (4.36). The proof of 
cap(Jn S(U)) > 0 needs some considerations: The function a(z) := 
b,h,(z)- h?(z) is harmonic in G\R and zero on (BG)\R. Hence, (BG)\R 
consists piecewise of analytic arcs. The normal derivative of d on (aG)\R 
directed toward G is positive on every analytic arc. Since the integral of the 
normal derivatives of a harmonic function along a closed curve is equal 
zero, it follows with the representations (4.30) and (4.34) that b,v,(J)- 
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vZ(J) < 0, which is only possible if vJJ) > 0. We note that dG n R consists 
of two points only. 
Since h, is bounded from below (see (4.35a)), v,(J)>0 implies that 
cap(Jn S(v,))>O (see Theorem 2.4 of [La]). With S(v,) c S(p) this 
further implies that cap(bn S(U)) > 0. 
As already mentioned earlier, the basic idea of the proof is to copy the 
asymptotic zero distribution of the sequence {U,} on J, and the 
asymptotic zero distribution of (P,(p; .)} on I(p)\J into a new sequence 
of manic polynomials. In order to find the appropriate asymptotic zero 
distribution for the new sequence, we consider the function 
b,h,(z) for ZEG 
h,(z) := 
i 
h,(z) for zeC\(Gu {as, a4$) (4.38) 
mad32(4y MA41 for z E {%4>. 
The function h, is subharmonic. Indeed, (aG)\ is contained in a(!?, and 
the intersection 
(BG\R) n (&\iYG) 
consists of isolated points since at each of these points the complex 
derivative of d= b,h, - h, has a zero. We will call them critical points. 
Both functions b,h, and h2 are harmonic in C\R, and near aG\ (critical 
points) the function h, is the maximum of these two functions. Hence, the 
subharmonicity of h, follows by a standard technique of potential theory 
(see Chapter I, Section 2 of [La]). In any case the subharmonicity of h, is 
critical only on 8G. For an arbitrary point z0 E dG \ ( a3, a4, critical points > 
we will explicitly check the lower mean-value property of h,. Let E > 0 be 
sufficiently small, then 





h2(z0 i 6’) dq 3 h&J = h&o). (4.39) 
1~1 =E 
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The last equality follows from the fact that on (BG)\R, we have 
h,=b,h, = hZ. The isolated critical points on (BG)\R cannot spoil the 
subharmonicity since both functions b,h, and h, are continuous in C\R. 
Since h3 is subharmonic in C, we have a representation as a logarithmic 
potential plus a constant (see Theorem 1.22 of [La]), i.e., there exists a 
probability measure v3 with 
Mz) = dv,; z) - ~2 and S(v,) c S(p) u aG. (4.40) 
Since h, is identical with h, in a neighbourhood of infinity, vj is a probabil- 
ity measure, and the constant in (4.40) is the same as that in (4.34). 
We break down the measure v3 in three parts: 
v31 :=~2~1lJ=V3IJ, S(v3, 1 G Jn Wh (4.41a) 
v32 := v2 I s(p)\J= v3 I S(@)\J> S(v,,) c S(p)\WJ), (4.4lb) 
v30 := v3 - tv31 + v32), v30 f 0, S(v,,) c aG. (4.41c) 
All three measures are non-negative. It is not difficult to verify the 
equalities stated in (4.41a) to (4.41~). That the measure v30 is not identical 
zero follows from the fact that b,h,(z) > h2(z) for z E G near aG\ {a,, u4, 
critical points}. 
In the sequel we shall keep the two measures v31 and v3* fixed, while we 
will modify the measure v30. We apply the technique of balayage, and 
sweep the mass of v30 out of the domain C\Z(p); however, this will be done 
in a special way: The mass is swept only partly (the greater part) to the 
interval Z= Z(U), the remaining part is swept to the point infinity. We will 
explain the procedure in more detail: Let o, =a,,, be the harmonic 
measure representing a point z E C\ Z on the interval Z (see Chapter IV, 
Section 1 of [La]). We consider the measure 
v33 := 
s WI+ Qfv,o(z) - b3 01, m 3 
(4.42) 
where b, is a constant with 0 <b, < 1, and compare the potentials of the 
two measures v30 and v33. From the definition of the Green function it 
follows that for any fixed x E C\Z we have 
dWI,x - 6,; z) = gc,rk xl - &?C\l lx, cc 1, (4.43a) 
and from the representation of the Green function by the equilibrium 
distribution (see Theorem 2.6 of [La]) we further know that 
q(w1, cc ;z) = g&, ~0 I+ log cap(Z). (4.43b) 
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The harmonic measure o,,, is the equilibrium distribution of I. The defini- 
tion (4.42) of the measure vS3 together with (4.43a) and (4.43) yields 
q(v33-v30;z)= q(~L.~-~x;z)~V30(X)--b3q(~I,,~Z) s 
z s C&,f(Z, xl -gc,,(x4 a)3&o(x) 
-u&,,k a)+logcap(l)J (4.43c) 
This shows that the measure vS3 is positive for b, sufficiently small. Hence, 
the measure v33 results from sweeping out a proportion (1 - b3) of the 
measure v3,, onto the interval I, and sweeping the remaining proportion 193 
of v30 to infinity. 
Since the interval I is a regular set, it follows that the left-hand side of 
(4.43~) is constant on I. We have 
q(v33 - v30; z )=-I gc,l(x, co) ~v,~(x) - b, log cap(l) =: c3 < 0 (4.44a) 
for all ZEI, where the inequality in (4.44a) holds true only if the constant 
b, >O has been chosen sufficiently small, which we will assume in the 
sequel. 
From (4.42) it then follows that 
v,,(C) = v3dC) - b3 < v3o(C) and S(V,,)EI. (4.44b p 
Up to a small modification, which will be introduced later in steps (iv) and 
(v) below, the measure 
vq := v31 + v32 + v33 (4.45a) 
is the asymptotic zero distribution we were looking for. We have 
VJC) = 1 - b3 < 1. (4.45b) 
From (4.40) and (4.44a) it follows that 
h,(z) = q(v4; z) - c4 for all z E I with c 4 := c2 - cj > c2. (4.46) 
We now come to the final stage of the proof, the construction of a 
sequence ( V, ; n E N2} of manic polynomials. The zero set of each of the 
polynomials Vn will be selected in the form of five separate subsets, which 
are denoted by Zj,,, j = 1, . . . . 5, n E N2. 
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(i) Let Zl+ n E N,, be the set of all zeros of the polynomial UCnbz, 
on J. Then from (4.27), from the assumed limits in (4.24), from the defini- 
tion of the sequence N, in (4.32), and from (4.4a), it follows that 
1 
-V Z1” s V31 n ’ 
for n+co, nEN2. (4.47) 
We note that ~,({a~}) =vg( (ui>) = 0 for j= 3,4, since otherwise h, and 
therefore also h3 would not be bounded from below, which has to be the 
case because of (4.35a) and Definition (4.38). 
(ii) Let Z2,n, n E N,, be the set of all zeros of the polynomial Q,(p; .) 
on I\J. From the limits in (4.33) and from Definition (4.41b), it follows 
that 
1 
-V Z2,, s v32 n 
for n-co, neN2. (4.48) 
(iii) Let Z3,n, n E N2, be a set of [n llv331/] points from the interval 
I so that 
1 
- VZ,.” fs V33 n 
for n-+co, nEN2. (4.49) 
By Lemma 3.1 such a selection can be made for each n E N2. 
(iv) Let b4 be a constant such that 
b,log I(z-a3)(z-a,)1 + forallzE1 and 0 < 2b, < b3. 
(4.50) 
Then the set Z+, n E N2, is defined as [nbJ repetitions of the two points 
a3 and u4. The sets Z,,, are instrumental in eliminating problems at the 
end points of the interval J. 
(v) Let be nj := card(Zj,,), j= 1, . . . . 4, n E N2. For IZ E N, sufficiently 
large, we have n5:=n-n,- . . . - n4 > 0. For each n E N, with n5 > 0, we 
select a set Z,,, of n5 point from the interval Z in such a way that 
1 - vzz, fs WI 
n5 s 
for n-+m, neN2, 




uniformly for z E I. (4.52) 
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After these five separate definitions, we define 
zn:=zl,nu ... uZ5,n* 
and 
(4.53a) 
V,(z) := Q,(Z,; 2) for t?ENz. (453b) 
Hence, every V, is a manic polynomial of degree n. From the limits in 
(4.47), (4.48), (4.49), and (4.51) it follows that 
1 
- VZ” n s v31 + v32 + v33 + b4(6q + d,,) + ‘hmI 
= ~4 + b,(d,, + da,) f b,o, for n--too, neN2, (4.53cj 
where b, = b3 - 2b4 > 0. The equality in (4.53~) follows from the definition 
of the measure vq in (4.45a). Using Lemma 3.1, the identities (4.40), (4.4lc), 
(4.44a), (4.45a), and the asymptotic estimates (4.50) and (4.52), we deduce 
from (4.53~) that for any sequence of points {zn> with z, -+zO~C as 
n --f 00, we have 
lim sup $d”z”;’ ,,)4/13(2,)+c,-~c,=h,(z~)+c2+~c,. (4.536) 
n*co,nEN2 
For the L2(p)-norm of the polynomials V, we will now derive an 
asymptotic estimate. But first we prove some auxiliary results: For E > 0 
and n E N2 sufficiently large, we have 
for all z E J, and 
G I Q?b,](Z)l e n(c+(l/2)~3--bzr1+~) (4.54) 
for all ZE I\ J. Indeed, by the definition of the sets Z,, Zl,n, . . . . Z,,, we have 
the identity 
vz2,“u “. VZs.,-vZ(u[,~,,)\Z,.n=vZn-vz(U~nbZ~:~ (4.56) 
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and we see that the measure on both sides of (4.56) has no negative mass 
on the interval J, which implies that the rational function in the second 
term of (4.54) has no poles on the interval J, and we can therefore expect 
that there exists an upper estimate. In order to show this we consider the 
following asymptotic estimate: For any sequence of points {zn} with 




QMU,~,,,)\ZI,,,; n 2) 
= lim sup 
n-tm,neNz 
f dv, - vz(u[,b*,); 4 
G dv, + b,(aa, + 6,) + b,w,,, - b,v,; zo) 
d q(v, - bzv1; zo) + ? 
=h,(z,)+c,-b2[hl(zo)+c,]+~ic,-b,c,+:. (4.57) 
Indeed, the identity of the two limits in (4.57) follows from identity (4.56). 
Because of the limits (4.24) and (4.53~) and because of the fact that the 
measure on both sides of (4.56) has no negative mass on J, it follows from 
Lemma 3.1 that the first inequality in (4.57) holds true for every z,, E Int(J). 
That this inequality holds also true at the two end points z0 = a3 and 
z0 = a4 of the interval J is a consequence of the selection of the, sets Z+, 
which ensures that the first two terms in (4.57) are close to minus infinity 
in neighborhoods of the two points a3 and u4. The second inequality in 
(4.57) follows from the identities (4.41c), (4.45a), (4.44a), and the 
inequalities (4.50) and (4.52). The next equality in (4.57) follows from the 
identities (4.30) and (4.40). The last inequality in (4.57) follows from the 
fact that by (4.38) and the definition of the domain G we know that 
h3(z) < b,h,(z) for all z E J, and equality holds true for all z E Int(J). From 
(4.57) then follows the estimate (4.54). 
In order to prove (4.55), we proceed in a similar way as in the veritica- 
tion of inequality (4.54). First, we consider the identity 
‘-G,n LJ Z3.n u .G,nu ZS,~ - vZ(Qn(p;. ))\ Z2.. = vZn - vZ(Q,(~;. )I’ (4.58) 
This identity follows like (4.56) from the definition of the sets 
z,, Zl,m . ..> z,,,. We see that the measure on both sides of (4.58) has no 
negative mass on the set I\J. Like in (4.57), we prove that for any 
sequence of points {zn} with z, -+ z0 E I\ J as n + co, we have 
t’l TH ROOT ASYMPTOTIC BEHAVIOR 155 
lim sup ilog eczn\Z2,n; ZJ 
n+m.neN~ n Q(Z(Qnk .))\Z,n; zn) 
= lim sup 
n-torJ,nENZ 
= UqJ + c2 - [h*(Zg) +CJ + T= T. (4.59) 
Now, the identity of the two limits in (4.59) follows from identity (4.58). 
That the first inequality in (4.59) holds true for every z0 E I\Int(J) follows 
by Lemma 3.1 from the fact that the measure on both sides of (4.58) has 
no negative mass on I\J and from the limits (4.33) and (4.53~). That this 
inequality holds also for the two end points of J is again, like in (4.57), a 
consequence of the special selection of the sets Z,,,. The second inequality 
and the last two equalities in (4.59) follow in exactly the same way as the 
corresponding relations in (4.57): The second inequality follow from the 
identities (4.41c), (4.45a), (4.44a) and the inequalities (4.50) and (4.52), t 
next equality follows from the identities (4.34) and (4.40), and the last 
equality from (4.38). From (4.59) then follows the estimate (4.55). 
From (4.54) and (4.55) we deduce that for E > 0 and n E N2 su~c~e~t~~ 
large the upper estimate 
+ e2d(l/2h + 8) 
s IQ&i .)I’& UJ 
< e2n(cz+ (1/2)cx-bm +e)e2[nbz](cl +E) + e2n(!l/2)c3f~e2n(~2+~) 
. 
d2e 2n(cz + (l/Z)cs f 4~) (4.60) 
The second inequality is a consequence of the second limits in (4.24) and 
(4.33) together with (4.32). Since E > 0 was arbitrary and c3 < 0, it follows 
from (4.60) with the second limit in (4.24) that 
for n E N, sufficiently large. This inequality contradicts the minimal@ 
property (3.23) of the orthogonal manic polynomials Q&; . ). Hence, the 
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assumption that (4.22) is false has been disproved, and Lemma 4.2 is 
proved. Q.E.D. 
5. PROOF OF THEOREM 2.1 
It has been mentioned in Remark 3 to Theorem 2.1 that there are two 
groups of assertions in Theorem 2.1: The assertions (b) and (c) and the 
assertions (a), (d), and (e). The first group follows from the second one 
without the additional assumption (2.1) of Theorem 2.1, while for the proof 
of the reverse direction assumption (2.1) is necessary. The proof of 
Theorem 2.1 wil be organized in such a way that this structure becomes 
apparent. 
LEMMA 5.1. If the asymptotic estimate (2.4) in assertion (d) of 
Theorem 2.1 is false for a sequence {U,; n E N c N} of polynomials, then 
there exists also an infinite sequence { V,; n EN} of manic polynomials with 
real zeros, for which the estimate (2.4) is again false. 
ProoJ: The sequence of polynomials { U, ; n E N} will be transformed in 
two stages in a sequence { V,; n E N c N} of manic polynomials with real 
zeros. In the first stage balayage is used in a similar way as in Lemma 4.1. 
Without loss of generality we may assume that the polynomials U, are 
manic since the expression on the left-hand side of (2.4) is invariant under 
multiplication by a non-zero constant. 
If the asymptotic estimate (2.4) does not hold true, then there exist 
X,EC with x,EC, nEN, x,+x0 as n+co, neN, and 
lim sup ;1og U&n) 
I I II unIIL.z(pK) 
> &&O~ a )* 
tl+CO.ilEN 
(5.1) 
By the definition of the limit function L, in Definition 3.3 there exist E > 0 
such that 
LhKy 1 u,; n E N); x01 > gDKh, 00 I+ 8. (5.21 
Let us first assume that the zeros of all polynomials U, are contained in a 
bounded set. By Helly’s Selction Theorem we can select an infinite 
subsequence of N, which we continue to denote by N, such that the two 
limits in (3.10) exist; i.e., 
1 
-V u, s Vl and 
n 
-w,~Ru(-co} 
as n-co, neN. (5.3) 
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Of course, (5.2) holds also true for this subsequence. From Lemma 3.4 it 
then follows that both sides in (5.2) are logarithmic potentials plus a con- 
stant, and therefore the inequality (5.2) holds true in a neighborhood of x0 
in Cartan’s line topology, i.e., in a classical neighborhood minus a set that 
is thin near x0 (see Section 3 of Chapter V of [La]). Mence, there exists 
x E C with Im(x) # 0 such that (5.2) holds true if we there replace x0 by X. 
In order to keep the notation simple we assume that we have 
Im(x,) =: y # 0 already for the original point x0. 
Let 6 > 0 be such that 
and assume further that V is a regular, compact set with 
OK) E t Vc {z; lInt( d S>, (5.5) 
and x,, t$ I’. As in the proof of Lemma 4.1 we can, by balayage, sweep all 
zeros of each polynomial U,,, n E N, from outside v onto the boundary aP’, 
and approximate then the balayage measure by discrete measures (see 
Lemma 3.1). This allows us to prove that there exists a sequence 
{ W,,; n EN) of manic polynomials with deg( iii,) = deg( W,), all the zeros of 
u/,, are contained in V, and there exists a constant c0 such that 
locally uniformly for ZE p, and 
lim sup Alog - 
I I 
U,(z) <c 
n+CO,nEN W,(z) ’ O 
(5&a) 
(5hb) 
locally uniformly for ZE C\ V. From (5.6a) and (5.6b) and De~nitio~ 3.3 
it follows that 
-h(PK> : WA x0) ~b(PK3 vA7L x0). (5.7) 
For every n E N we now move the non-real zeros of the polynomial Wn 
perpendicular onto R. The resulting new polynomial is denoted by k;,. 
Elementary calculations show that 
I V,(z)1 d I Wn(z)l forall zeR and ~GN. (5.8 II 
Because of the assumptions made in (5.4) and (5.5), and since Im(x,) =y, 
we further have 
$og lVn(z)l +og IW,(z)j -; 
158 HERBERT STAHL 
for all y1 E N and all z in a neighborhood of x0. Hence, by (5.2) and (5.7) 
we have 
(5.10) 
which proves that assertion (d) of Theorem 2.1 is false for the sequence 
{V,; n f N}, and all zeros of the polynomials I’, are real. 
It has been assumed that the zeros of all polynomials U, are contained 
in a bounded set. As in the proof of Lemma 3.5 we will show that this addi- 
tional assumption is not really necessary. Let R > 0 be so large that S(p,) 
and x0 are contained in ( JzI < R} and factor each polynomial U,, in a 
product U, 1 K,, of two manic polynomials U,,, and U,,z such that U, 1 
has all its zeros in (lzj <kR} and U,,, has all its zeros in the complement. 
If the constant k > 1 is chosen large enough, then it follows from (3.17) that 
(5.2) holds also for the sequence ( U, 1}. This sequence is then used, instead 
of the original sequence {U,}, for the construction of {V,>. Q.E.D. 
After these preparations we come to the main topic of the present 
section, the proof of Theorem 2.1. 
Proof of Theorem 2.1. We first show the equivalence of the two asser- 
tions (b) and (c), then the equivalence of the three assertions (a), (d), and 
(e), and after that the equivalence of the two groups. Assumption (2.1) is 
used only in the proof of the implication (b) S- (e). 
(b)o (c): Assertion (c) follows from assertion (b), the lower estimate 
(1.6) in Lemma 1.1, and the fact that glzK(z, co) =0 qu.e. on S(pK) (see 
Theorem 2.6 of [La]). 
On the other hand, assertion (c) implies that assumption (3.13) of 
Lemma 3.5 is satisfied, and assertion (b) then follows from the asymptotic 
inequality (3.14). 
(d)o (e): Assertion (e) is a special case of assertion (d) since 
gn,(z, co) = 0 quasi everywhere on S(pK). 
The other direction (e) => (d) follows from Lemma 3.5 in a similar way 
as the implication (c) * (b). In more detail: From Remark 1 to Delini- 
tion 3.3 we know that we can assume without 10s of generality that the 
polynomials U,, in assertion (d) and (e) are manic. From the asymptotic 
inequality (2.5) in assertion (e) and from the definition of E,(p, {U,}; z) in 
(3.7) it then follows by Lemma 3.5 that (3.14) holds true. Together with 
Remark 3 to Definition 3.3 this implies assertion (d). 
(d) * (a): It follows from assertion (d) that 
lim sup jP,(pL,; z)l lin < egnK(z,oo) 
n-cc 
(5.11) 
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for all ZEC. Together with the lower asymptotic estimate (1.4) of 
Lemma 1.1, the asymptotic inequality (5.11) implies (1.7) of Lemma 1.2 if 
we there replace the measure p by pLK and the outer domain Q by Q,. 
Hence, we have proved that the sequence (P,,(g,; ); n EN> has regular 
asymptotic behavior. 
(a) * (d): Let us assume that assertion (d) is false. From Lemma 5.1 
it then follows that there exists an infinite sequence ( U,> = { U, E 
n E NE N) of manic polynomials with real zeros such that the asymptotic 
inequality (2.4) does not hold true. From Remark 3 to Definition 3.3 we 
know that for this sequence the conclusion (3.14) of Lemma 3.5 is false if 
we replace p by pK in the lemma. Hence, also (3.13) has to be false, which 
implies that 
(5.12) 
If we take p=pK in Lemma 4.2 and choose a,, a2 E R such that 
S(p,) E [a,, u,], then it follows from (4.22) that 
cap(z E WC,); L,bK, N; 2) > 0) > 0. (5.13) 
Because of assertion (c) in Lemma 3.8, the inequality (5.13) contradicts 
regular asymptotic behavior of the sequence (Pn(pK; .)}, which proves the 
implication (a) 3 (d). 
We note that in the deduction of (5.13) from (5.12) we have not used tbe 
full power of Lemma 4.2 since we have assumed S&U,) c [a,, aI]. The 
situation is different in the proof of the implication (c) =z- (d) below. 
Up to now, we have proved the equivalence of the assertions within the 
two groups ((b), (c)} and ((a), (d), (e)>. We finish the proof by showing 
the equivalence of the two groups. 
(a) j(c): The implication will be proved indirectly. Let us assume 
that assertion (c) is false. From this assumption it follows that 
cap(z 5 JWK); LAP, N z) > 0) > 0 (5.14) 
(see Definition 3.3). In Lemma 4.1 it has been shown that (5.14) implies 
(5.13). In the same way as after (5.13), we deduce with the help of assertion 
(d) of Lemma 3.8 that inequality (5.13) contradicts regular asymptotic 
behavior of the sequence {Pn(pK; .), n E N), which proves the implication 
(a) * (~1. 
(c) =z. (d): Only here we use assumption (2.1 f of Theorem 2.1; i.e., we 
now assume that 
cap(Kn S(U)) = cap(kn S(p)). (5.15) 
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The implication (c) * (d) will be proved indirectly. Let us assume that 
assertion (d) is false, while assertion (c) holds true. Then, as in the proof 
of the implication (a) - (d), we can deduce from the assumption that asser- 
tion (d) is false that there exists an infinite sequence { U, E 17,; n E N c N} 
of manic polynomials with real zeros such that (5.12) holds true. 
Set 
S:=(z~IlnS(p);L~(p~, (U,};z)>O}. (5.16) 
We will show that (5.12) implies cap(S)>O. From (5.12) and (5.15) it 
follows that cap(kn S(p)) > 0. There exist compact sets Vc g-n S(p) with 
cap(S(p,,)) > 0. Let V be such a set, and assume that 
JxPK5 {un);zKo (5.17) 
for quasi every z E K Then it follows from Lemma 3.5 that 
LZ(cIK? WJ; z) Qk\V(ZT 00) for all z E C, (5.18) 
where in Lemma 3.5 we have to replace p by pK, and pLK by pV. Since 
i%?n S(p) can be exhausted by sets I/ of the considered type, it follows that 
L2(11K, { un>; z) G ge\(Rn ,qp))k CJz I= gc\s(p,)(z> 02) , (5.19) 
for all z E C. The equality in (5.19) is a consequence of (2.8) and (5.15). The 
inequality (5.19) contradicts (5.12). Hence, (5.17) is false for some sets V, 
and this implies that cap(S) > 0. 
The set k is the union of at most countably many open intervals. Since 
a countably infinite union of sets of capacity zero is again a set of capacity 
zero (see the corollary to Theorem 2.2 of [La]), at least one of these 
intervals, which we will denote by (a,, a,), satisfies 
cads n (a,, a211 > 0. (5.20) 
We set K1 := [a,, az]. It is easy to see that (5.16) and the inequality (5.20) 
imply 
(5.21) 
If we now apply Lemma 4.2 to the sequence {U,} and replace K by K, 
in Lemma 4.2, then it follows from this lemma and (5.21) that 
cap{z E S(P~,); L&A N; z) > O} > 0. (5.22) 
The inequality (5.22) contradicts assertion (c). Indeed, from the asymptotic 
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inequality (2.3) in assertion (c), from Definition 3.3, and from Lemma 3.5, 
it follows that 
(5.23) 
for z quasi everywhere on S(,uK). Since S(,Q~~)ES(~~), inequality (5.23) 
contradicts (5.22). Hence, we have proved the implication (c) = (dj, and 
this completes the proof of Theorem 2.1. ED. 
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