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Abstract
An L(2, 1)-labeling of a graph is an assignment of nonnegative integers to its vertices so that
adjacent vertices get labels at least two apart and vertices at distance two get distinct labels.A graph is
said to be -critical if  is the minimum span taken over all of its L(2, 1)-labelings, and every proper
subgraph has an L(2, 1)-labeling with span strictly smaller than . Georges and Mauro have studied
5-critical trees with maximum degree  = 3 by examining their path-like substructures. They also
presented an inﬁnite family of 5-critical trees of maximum degree = 3. We generalize these results
for -critical trees with 4.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
An L(2, 1)-labeling of a graphG is an assignment of nonnegative integers to its vertices
so that adjacent vertices get integers at least two apart and vertices at distance two get
integers at least one apart. An L(2, 1)-labeling that uses integers in the set {0, 1, . . . , k} is
called a k-labeling. The -number of G, denoted by (G), is the minimum k so that G has
a k-labeling.
Since Griggs and Yeh [13] ﬁrst introduced the L(2, 1)-labelings in 1992, a number of
authors have investigated various aspects of this graph coloring generalization, produc-
ing works which can be classiﬁed into three major categories. The ﬁrst category focuses
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primarily on the number (G) where exact values or upper bounds are found for several
classes of graphs: paths, cycles, n-cubes, trees in [13,18]; chordal graphs and unit inter-
val graphs in [17]; unions and joins of graphs, trees, odd-sun-free- and sun-free-chordal
graphs in [2]; products of complete graphs in [11,12]; products of cycles and paths in [14];
generalized Petersen graphs in [10]. The articles in this category were by and large moti-
vated by the long-standing conjecture proposed by Griggs andYeh [13] which set the upper
bound for (G) at 2. The second category studies variations of L(2, 1)-labelings. These
include for example: assignments of nonnegative integers to the vertices so that, for positive
integers pq, adjacent vertices get integers at least p apart and vertices at distance two
get integers at least q apart in [1,8,11]; k-labelings using all labels in the set {0, 1, . . . , k}
in [3,5]; k-labelings where the set of labels is considered circular, that is, the differences
between labels are taken modulo k in [15]. The third category explores extremal problems
involving L(2, 1)-labelings. Only a few articles belong to this last category: the minimum
and maximum size of a graph with ﬁxed order and -number are given in [9]; graphs where
every proper subgraph has strictly smaller -number have been considered in [4,6,7]. The
present manuscript belongs to this last category.
A connected graph G is said to be -critical if = (G) and (G− e)<  for every edge
e ofG. Georges and Mauro [7] introduced this criticality concept and noticed that -critical
graphs with = 2, 3, 4 can be completely determined.
Theorem 1 (Georges and Mauro [7]). (a) The complete graph on two vertices, K2, is the
only 2-critical graph.
(b) The path on three vertices, P3, is the only 3-critical graph.
(c) The complete bipartite graphK1,3 together withK3,C4 and P5 are the only 4-critical
graphs.
Surprisingly, the ﬁrst nontrivial case, when  = 5 and maximum degree  = 3, proved
to be very complex. This case was studied independently in [7,4], which showed that the
characterization of 5-critical graphs with = 3 appears to be an intractable problem even
when restricted to the class of trees. Nevertheless, interesting results on the structure of
-critical trees with  = 3 were presented and were useful in the construction of inﬁnite
families of 5-critical trees with=3. More speciﬁcally, path-like structures, called j-paths,
were essential for reaching a better understanding of -criticality on trees. For j1, two
vertices in a graph are said to be j -path adjacent if there is a path of length j connecting
them so that all internal vertices have degree two in the graph; such a path is called a
j -path.
Georges and Mauro [7] results on the length of j-paths in 5-critical trees with maximum
degree 3 were instrumental in a recent work by Fishburn and Roberts [6] where they provide
a linear-time algorithm to identify these trees based on a recursive characterization of such
family of graphs. Consequently, it is natural to believe that the study of j-paths in -critical
trees with arbitrary maximum degrees may prove useful in the search of a characterization
for this family of trees and perhaps shed some light on the more general problem of char-
acterizing -critical graphs. This latter characterization could ultimately provide additional
insight into Griggs and Yeh’s conjecture on the upper bound (G)2. (Note that this
conjecture is true if and only if it is true for -critical graphs.)
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In the following sections we will consider -critical trees with 4, generalizing some
existing results for the case = 3. Note that in view of the next two results we may focus
on (+ 2)-critical trees with 4.
Theorem 2 (Griggs and Yeh [13]). If T is a tree with maximum degree  then (T ) is
+ 1 or + 2.
Theorem 3 (Georges and Mauro [7]). For 1, the starK1, is the only (+1)-critical
tree.
In Section 2 we analyze j-paths between vertices of various degrees in ( + 2)-critical
trees for 4. An inﬁnite family of (+ 2)-critical trees is presented in Section 3 for any
4.
2. The j-paths in (+ 2)-critical trees
In this section we attempt to describe some aspects of j-paths in (+ 2)-critical trees for
4. (For the case=3, the known results will be stated without proof.)We will focus on
maximal j-paths, or equivalently, j-paths with end vertices each having degree not equal to
two. Georges and Mauro [7] show that every leaf of a (+ 2)-critical tree must be adjacent
to a vertex of degree , therefore maximal j-paths ending on a leaf must have j = 1. We
shall restrict the remainder of our discussion to j-path adjacent vertices of degree at least
three. The main result in this section bounds the length of such j-paths in ( + 2)-critical
trees.
Theorem 4. Let T be a (+2)-critical tree. If T contains a pair of j -path adjacent vertices
of degree at least three, then:
(a) j7 if = 3 (Georges and Mauro [7]);
(b) j5 if = 4;
(c) j4 if 5 and odd;
(d) j3 if 6 and even.
We shall use the following terminology for the remainder of this paper. The set of non-
negative integers {0, 1, 2, . . . , k} will be denoted by [0..k]. The closed neighborhood of an
integer x is the set {x, x + 1, x − 1}, denoted by N(x). We will use the letter L to represent
a k-labeling of a graph and L(v) to represent the label assigned by L to vertex v. The dual
of L, denoted by L∗, is the k-labeling deﬁned as L∗(v)= k − L(v).
We need to establish some auxiliary results before proving Theorem 4. In general terms,
the proof of Theorem 4 will rely on the following: for a general k and a sufﬁcient large j, let
v0, v1, v2, . . . , vj−1, vj be a j-path in G, and suppose L1 and L2 are arbitrary k-labelings
of the subgraph induced by {v0, v1} and the subgraph induced by {vj−1, vj }, respectively.
Then there exists a k-labeling L of the subgraph induced by the entire j-path such that L
agrees with L1 on {v0, v1} and with either L2 or L∗2 on {vj−1, vj }.
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An ordered 4-tuple (A,B,C,D)withA,B,C,D in [0..k] is said to be (k,j )-compatible
if there is a k-labeling of a path of length j so that the ﬁrst, second, next-to-last, and last
vertices on the path are labeled A,B,C,D, respectively, or A,B,C∗,D∗, respectively.
Lemmas 5, 6, 7, and 8 below establish conditions on A,B,C,D so that (A,B,C,D) is
(k, 5)-compatible or (k, 4)-compatible, for each k5.
Lemma 5. Let A,B,C,D be in [0..5] so that B and C are at most 2, |A − B|2, and
|C −D|2. If (A,B,C,D) 
= (5, 1, 1, 5) then (A,B,C,D) is (5, 5)-compatible.
Proof. Suppose without loss of generality thatBC2. LetX=[0..5]−N(B)−{A,C},
Y=[0..5]−N(C)−{B,D},X′=[0..5]−N(B)−{A,C∗}, andY ′=[0..5]−N(C∗)−{B,D∗}.
So (A,B,C,D) is (5, 5)-compatible if and only if there are either (x in X and y in Y) or
(x in X′ and y in Y ′) with x not in N(y). We proceed by presenting such x and y for each
possible values of B and C.
Case 1:B=0 orC=0 or 1. Then |X|3 and |Y | 2. Let x1, x2, x3 be distinct elements in
X and y1, y2 be distinct elements inY. IfX−N(y1) is nonempty then let x be any element in
X−N(y1) and y=y1. IfX−N(y1) is empty thenX=N(y1) and consequentlyX−N(y2)
is nonempty; let x be any element in X −N(y2) and y = y2.
Case 2: B = 0 and C = 2. Then X′ is a subset of {2, 4, 5} − {A} and Y ′ is a subset of
{1, 5} − {D∗}. If 1 is in Y ′ then X′ −N(1) is nonempty; let x be any element in X′ −N(1)
and y = 1. If 1 is not in Y ′ and 2 is in X′ then let x = 2, and y = 5 in Y ′. If 1 is not in Y ′
and 2 is not in X′, then X = {3, 4, 5} and Y = {5}; let x = 3 and y = 5.
Case 3: B = 1 and C = 1. Then X′ is a subset of {3, 5} − {A} and Y ′ is a subset of
{0, 2} − {D∗}. If 0 is in Y ′ then let x be any element in X′ and y = 0. If 0 is not in Y ′ and 5
is in X′ then let x = 5 and y = 2 in Y ′. The case 0 not in Y ′ and 5 not in X′ is not possible
since otherwise (A,B,C,D)= (5, 1, 1, 5), contradicting our assumption.
Case 4: B = 1 and C = 2. Then X is a subset of {3, 4, 5} − {A} and Y is a subset
of {0, 4, 5} − {D}. If 0 is in Y then select any x in X and y = 0. If 0 is not in Y then
X′ = {4, 5} − {A} and Y ′ = {0}. Select any x in X′ and y = 0.
Case 5:B=C=2. ThenX is a subset of {0, 4, 5}−{A} andY is a subset of {0, 4, 5}−{D}.
If 0 is inY thenX−N(0) is nonempty; let x be any element inX−N(0) and y=0. Similarly,
if 0 is in X then Y −N(0) is nonempty; let y be any element in Y −N(0) and x = 0. If 0 is
neither in X nor in Y, then X′ = {4, 5} and Y ′ = {0, 1}; let x be any element in X′ and y be
any element in Y ′. 
Lemma 6. Let k6 and A,B,C,D be in [0..k] so that B and C are at most k/2, |A −
B|2, and |C −D|2. Then (A,B,C,D) is (k, 5)-compatible.
Proof. Suppose ﬁrst that BCk/2. Let X = [0..k] − N(B) − {A,C}, Y = [0..k] −
N(C)− {B,D}, X′ = [0..k] −N(B)− {A,C∗}, and Y ′ = [0..k] −N(C∗)− {B,D∗}. So
(A,B,C,D) is (k, 5)-compatible if and only if there are either (x in X and y in Y) or (x in
X′ and y in Y ′) with x not in N(y). When |X|3 and |Y |2, we can argue as in Case 1
in the proof of Lemma 5 to show that there are x in X and y in Y so that x is not in N(y),
and consequently (A,B,C,D) is (k, 5)-compatible. A straightforward inspection shows
that |X|3 and |Y |2 except in the case where k = 6, B = 1 and C = 3. For this case,
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X = X′ = {4, 5, 6} − A and either Y or Y ′ will contain 0, therefore (k, 5)-compatibility
follows by selecting an arbitrary x in X and y = 0. 
Lemma 7. Let A,B,C,D in [0..7] so that B and C are at most 3, |A − B|2, and
|C−D|2. If (A,B,C,D) is not in {(3, 1, 1, 3), (4, 1, 1, 4), (0, 2, 2, 0), (7, 2, 2, 7)} then
(A,B,C,D) is (7, 4)-compatible.
Proof. Without loss of generality suppose thatBC3. LetX=[0..7]−N(B)−N(C)−
{A,D},X′ = [0..7]−N(B)−N(C∗)−{A,D∗}. Since BC3, |N(B)∪N(C)|5 and
consequently X is nonempty. Therefore, if B 
= C then (A,B,C,D) is (7, 4)-compatible.
If B=C is 0 or 3 then |N(B)∪N(C∗)|4 and consequentlyX′ is nonempty and therefore
(A,B,C,D) is (7, 4)-compatible. If (B =C= 1 and {A,D∗} 
= {3, 4}) or (B =C= 2 and
{A,D∗} 
= {0, 7}) then |N(B) ∪ N(C∗) ∪ {A,D∗}|7and consequently X′ is nonempty
and again (A,B,C,D) is (7, 4)-compatible. In the remaining cases (A,B,C,D) is in
{(3, 1, 1, 3), (4, 1, 1, 4), (0, 2, 2, 0), (7, 2, 2, 7)}, which is not possible. 
Lemma 8. Let k9, k odd and A,B,C,D be in [0..k] so that B and C are at most k/2,
|A− B|2, and |C −D|2. Then (A,B,C,D) is (k, 4)-compatible.
Proof. Without loss of generality suppose that BCk/2. Let X = [0..k] − N(B) −
N(C)− {A,D}, X′ = [0..k] −N(B)−N(C∗)− {A,D∗}. Since k9, X and X′ are both
nonempty. Therefore the (k, 4)-compatibility of (A,B,C,D) follows because, since k is
odd, either B 
= C or B 
= C∗. 
We need to prove one last result before presenting the proof of Theorem 4. In general
terms, this result allows us to modify a (+ 1)-labeling of a tree under certain conditions
so that the leaf incident to a given pendant edge will be relabeled with its dual label while
the other end vertex will maintain its original label. In the process, additional vertices may
be relabeled with their dual labels to guarantee that the ﬁnal modiﬁed labeling is still a
(+ 1)-labeling of the tree.
Theorem 9. Let T be a tree and x be a leaf in T . If T has a ( + 1)-labeling assigning
labels A to x and B to the vertex y adjacent to x, so that A and its dual A∗ are distinct
and at least 2 apart from B, then T has a (+ 1)-labeling assigning labels A∗ to x and B
to y.
Proof. If 2 then the result is vacuously true. If  = 3 then (A,A∗, B) is (0, 4, 2) or
(4, 0, 2) and the result holds with the dual of the given labeling. Let us assume 4 , T is
rooted at x, and L is the given (+1)-labeling. Deﬁne the subsets of vertices S0, S1, S2, . . . ,
of T as follows: S0={x} and for i1, Si is the set of descendants at distance two of vertices
in Si−1 which are labeled A∗ under L if i odd, or A under L if i even. For each z in Si , i1,
let T (z + 1), T (z), T (z − 1) be the subtrees (possibly empty) of T rooted at a child of z
labeledL∗(z)+1,L∗(z),L∗(z)−1 under L, respectively; let Tz be the subtree of T induced
by the vertex z and the vertices in T (z+ 1), T (z), T (z− 1).
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Let us consider L′ which coincides with L∗ = (+ 1)− L on Tz for each z in Si , i0,
and with L otherwise. So,L′(x)=A∗,L′(y)=B,L′ labels the vertices in Si with A if i odd,
or A∗ if i even, and L′ is a (+ 1)-labeling when restricted to Tz for each z in Si , i1. To
prove that L′ is a (+ 1)-labeling of the entire T, it remains to be shown that for each z in
Si , i0 and w not in any Ty :
I. if w and z are adjacent, then |L′(z)− L′(w)|2;
II. if w and z are at distance two, then L′(z) 
= L′(w);
III. if w and z are adjacent and v is the root of either T (z + 1), T (z), or T (z − 1) then
L′(w) 
= L′(v).
Since z is in Si , i0, by the deﬁnition of L′ we have L′(z)= L∗(z).
To show I, assume w and z are adjacent. So since w is not in Tz, L′(w)= L(w). If z is a
child of w then there is a vertex u in Si−1 adjacent to w. Therefore since L′(z)= L∗(z)=
L(u), we have |L′(z) − L′(w)| = |L(u) − L(w)|2. If on the other hand w is a child
of z, then L(w) is not in {L∗(z) + 1, L∗(z), L∗(z) − 1} since w is not in Tz. Therefore
|L′(z)− L′(w)| = |L∗(z)− L(w)|2.
To prove II, assume w and z are at distance two. If neither w nor z is a descendant of the
other then there is a vertex u in Si−1 with a child v which is adjacent to both w and z. Since
we are assuming w is not in any Ty , we have L′(w) = L(w) 
= L(u) = L∗(z) = L′(z). If
z is a descendant of w then w is in Si−1 and L′(z) = L∗(z) 
= L∗(w) = L′(w). Assume
w is a descendant of z. If L(w) = L∗(z) then w is in Si+1 and therefore L′(z) = L∗(z) 
=
L(z)= L∗(w)= L′(w). If L(w) 
= L∗(z) then L′(z)= L∗(z) 
= L(w)= L′(w).
Finally assume w and z are adjacent and suppose by contradiction that III does not hold.
If v is the root of T (z + 1) and L′(w) = L′(v), then L(w) = L′(w) = L′(v) = (L∗(z) +
1)∗ = (L∗(z))∗ − 1 = L(z) − 1, a contradiction. The cases where v is the root of T (z) or
of T (z− 1) are similar. So, III holds. 
We can ﬁnally establish Theorem 4.
Proof of Theorem 4. Let T be a ( + 2)-critical tree. In each of items (b), (c), and (d),
assume by contradiction that for a ﬁxed j > 5, j > 4, and j > 3, respectively, there is a
j-path v0v1 . . . vj where the degrees of v0 and vj are at least 3. Set n= 4 if 6 and even,
or n=5 otherwise. Delete the vertex v2 if n=4, or the vertices v2 and v3 if n=5, and let T1
and T2 be the resulting two components containing v0 and vn, respectively. By assumption
T is ( + 2)-critical, so there are ( + 1)-labelings L1 and L2 of T1 and T2, respectively.
Since the dual of a ( + 1)-labeling is also a ( + 1)-labeling, we may assume without
loss of generality that both L1(v1) and L2(vn−1) are at most ( + 1)/2. Let A = L1(v0),
B = L1(v1), C = L2(vn−1), D = L2(vn). Thus A,B,C,D are in [0..+ 1] so that B and
C are at most (+ 1)/2, |A− B|2, and |C −D|2.
By Lemmas 5–8, we can conclude that (A,B,C,D) is (+ 1, n)-compatible except for
two cases that will be discussed separately:
I. = 4 and (A,B,C,D)= (5, 1, 1, 5); or
II. = 6 and (A,B,C,D) is in the set {(3, 1, 1, 3), (4, 1, 1, 4), (0, 2, 2, 0), (7, 2, 2, 7)}.
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If (A,B,C,D) is ( + 1, n)-compatible, then L1 can be extended down the j-path, with
the result that either L1 will agree with L2 or L∗2 at vn−1. If the former holds, then L1 along
with its extension down the j-path and L2 form a (+ 1)-labeling of T, a contradiction. If
the latter, then L1 along with its extension down the j-path and L∗2 form a (+ 1)-labeling
of T, another contradiction.
In case I, since j > 5 the degree of v5 is strictly smaller than  = 4 and therefore there
is a label C′ in {0, 2, 3} not assigned by L2 to any neighbor of v5. (Note: This part of the
proof could be simpliﬁed by observing that the degree of v5 is actually 2; the more general
approach used herewas chosen so that the same proof can also be used to establish Corollary
10 below.) IfC′=0 or 2, letL′2 coincidewithL2 on all vertices except for v4 andL′2(v4)=C′.
If C′ = 3, let L′2 coincide with L∗2 on all vertices except for v4 and L′2(v4)= (C′)∗. Clearly
L′2 is a 5-labeling of T2. Set D′ = L′2(v5). Therefore A,B,C′,D′ is in [0..5] so that B and
C′ are at most 2, |A− B|2, |C′ −D′|2 and (A,B,C′,D′) 
= (5, 1, 1, 5). By Lemma
5, (A,B,C′,D′) is (5, 5)-compatible, so either the pair L1 and L′2 or the pair L1 and (L′2)
∗
can be extended to a 5-labeling of the entire T, contradicting our assumption.
In case II, note ﬁrst thatC andC∗ are different and at least two apart fromD. By Theorem
9, there is a 7-labeling of T2 which assigns labels C∗ and D to v3 and v4, respectively.
Let L′2 be the dual of such 7-labeling and set D′ = L′2(v4). Therefore A,B,C,D′ are in[0..7] so that B and C are at most 3, |A − B|2, |C − D′|2 and (A,B,C,D′) is not
in {(3, 1, 1, 3), (4, 1, 1, 4), (0, 2, 2, 0), (7, 2, 2, 7)}. By Lemma 7, (A,B,C,D′) is (7, 4)-
compatible, so either the pair L1 and L′2 or the pair L1 and (L′2)
∗ can be extended to a
7-labeling of the entire T, contradicting our assumption. 
Note that essentially the same argument used to prove that item (b) in Theorem 4 holds
can be used to lower the upper bound j5 when one of the j-path adjacent vertices of
degree at least three has degree exactly three.
Corollary 10. Let T be a ( + 2)-critical tree with  = 4. If T contains a pair of j -
path adjacent vertices, one of degree at least three and the other of degree exactly 3, then
j4.
For item (a) of Theorem 4 Georges and Mauro [7] provided examples of (+ 2)-critical
trees to show that the upper bound for j is tight. For4,we present in Fig. 1 some examples
of ( + 2)-critical trees containing j-path adjacent vertices of degree at least 3 where j is
equal to the upper bound in the corresponding item of Theorem 4. For the remainder of this
paper, dark circles will represent the vertices with degree  and leaves adjacent to degree
 vertices will not be shown. The proofs that the examples presented in Fig. 1 are indeed
(+ 2)-critical trees use techniques similar to the ones that will be used in the next section
and in the interest of brevity will be omitted. It should be noted that a general example of
(+2)-critical trees containing a 4-path for9 and odd could not be found (the example
for = 7 and j = 4 is not included here due to its large size).
The upper bounds in Theorem 4 can be lowered even more if one of the j-path adjacent
vertices is external. A vertex is said to be external if it has degree  and it is adjacent to
 − 1 vertices of degree 1. Notice that a vertex of degree  can only receive labels 0 or
+ 1 in any (+ 1)-labeling.
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∆ = 5 and j = 4
∆ = 4 and j = 5 ∆ ≥ 6 and j = 3 
 2(∆-3) 
. . . 
 2(∆-3) 
. . . 
Fig. 1. Examples of tight bounds for j in Theorem 4.
Theorem 11. Let T be a ( + 2)-critical tree. If T contains a pair of j -path adjacent
vertices of degree at least 3 such that one of them is external, then:
(a) j2 or j = 4, if = 3 (Georges and Mauro[7]);
(b) j2 if 4.
Proof. We shall prove item (b) by contradiction. Suppose that v0 v1 … vj with j3, is a
j-path in T where v0 is external and vj has degree at least 3. Let T1 be the component of
T − {v1} containing vj . Since T is ( + 2)-critical, there is a ( + 1)-labeling L1 of T1
with L1(v2) at most (+ 1)/2. Let C = L1(v2) and D = L1(v3). We will show that there
are A in {0,+ 1} and B in [0..+ 1] so that (A,B,C,D) is (+ 1, 3)-compatible. Let
X = [0.. − 1] − N(C) − {D}. If 5 then X is nonempty and we can set A =  + 1
and B in X. If  = 4 and (C,D) is in {(1, 3), (2, 0)} then set A = 0 and B = 5. If  = 4
and (C,D) is not in {(1, 3), (2, 0)} then X is nonempty and we can set A = 5 and B in X.
Therefore (A,B,C,D) is (+ 1, 3)-compatible. We can extend L1 by setting L1(v0)=A
and L1(v1)= B, and greedily labeling the leaves incident to v0. The resulting assignment
is a (+ 1)-labeling of T, a contradiction. 
The following result shows that a 2-path from an external vertex cannot end at a vertex
with low degree.
Theorem 12. Let T be a ( + 2)-critical tree with 3. If T contains a pair of 2-path
adjacent vertices, one external and the other of degree at least 3, then the latter must have
degree  or − 1.
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Proof. Let v0v1v2 be a 2-path in T where v0 is external and suppose to the contrary that
v2 has degree at most  − 2. Let T1 be the component of T − {v0} containing v1. Since
T is ( + 2)-critical, there is a ( + 1)-labeling L1 of T1 with L1(v1) at most ( + 1)/2.
Let A = L1(v1) and B = L1(v2). If (A,B) is not in {(0, + 1), (1, + 1)}, then the
set X = {0,+ 1} − N(A)− {B} is nonempty. We can extend L1 by assigning any label
in X to v0 and greedily label the leaves adjacent to v0, obtaining a ( + 1)-labeling of T,
contradicting our assumption. On the other hand if (A,B) is in {(0, + 1), (1, + 1)},
since v2 has degree at most  − 2, there is a label A′ in [2.. − 1] that was not used by
a neighbor of v2 different from v1. Modify L1 by assigning label A′ to v1 and let L′1 be
the modiﬁed L1. Therefore L′1 is a ( + 1)-labeling of T1 and we can assign label 0 to
v0 and greedily label the leaves adjacent to v0, obtaining a ( + 1)-labeling of T, again
contradicting our assumption. 
In Theorem 13, we examine j-path adjacent vertices of degree  and show that one of
them will be external for certain combinations of values of  and low values of j . The case
= 3 was studied in [7].
Theorem 13. Let T be a (+ 2)-critical tree and let u andw be two vertices of degree .
(a) If u and w are adjacent, then one of them must be external for any 3.
(b) If u and w are 2-path adjacent then one of them must be external for = 3 or 4.
Proof. Let T be a (+ 2)-critical tree and let u and w be two vertices of degree .
Let us prove (a). Suppose to the contrary that u and w are adjacent and not external for
some3. Thus T contains a path v0 v1 v2 v3 v4 v5 where v2=u and v3=w. Let T1 be the
component ofT−e1 containingv1,where e1 is the edge betweenv0 andv1. SinceT is (+2)-
critical there exists a (+1)-labelingL1 of T1. Note that {L1(v2), L1(v3)}={0,+1} and
L1(v1) is not in {0, + 1}. Next let T2 be the component of T − e2 containing v4, where
e2 is the edge between v4 and v5. Since T is (+ 2)-critical there exists a (+ 1)-labeling
L2 of T2. Note that {L2(v2), L2(v3)} = {0,+ 1} and L2(v4) is not in {0,+ 1}. We may
assume that L1 and L2 agree on v2 and v3 (if not, consider the dual of L2 instead). We
produce a (+ 1)-labeling L of T by letting L be equal to L1 when restricted to vertices in
T1 − {v1, v2} and equal to L2 when restricted to vertices in T2 − {v3, v4}. This contradicts
the assumption that T is (+ 2)-critical.
To prove (b), suppose to the contrary that u and w are 2-path adjacent and not external
with = 3 or 4. Thus T contains a path v0 v1 v2 v3 v4 v5 v6 where v2 = u, v3 has degree 2,
and v4=w. Let T1 be the component of T − e1 containing v1, where e1 is the edge between
v0 and v1. Since T is (+ 2)-critical there exists a (+ 1)-labeling L1 of T1. Notice that
{L1(v2), L1(v4)} = {0, + 1}, L1(v3) is in [2.. − 1]. Next let T2 be the component of
T − e2 containing v5, where e2 is the edge between v5 and v6. Since T is ( + 2)-critical
there exists a (+ 1)-labeling L2 of T2. Notice that {L2(v2), L2(v4)} = {0,+ 1}, L2(v3)
is in [2..−1].We may assume that L1 and L2 agree on v2 and v4 (if not, consider the dual
of L2 instead). If L1 and L2 agree on v3 then let L′1 be the restriction of L1 to T1−{v1, v2}.
If L1 and L2 do not agree on v3 then  = 4 and one labeling must assign label 2 and the
other must assign label 3 to v3. In this case, since 2 and 3 are dual labels at distance at
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Fig. 2. Seven-critical tree with = 5 and non-external 2-path adjacent vertices.
least 2 from {0, 5}, we can use Theorem 9 to modify the restriction of L1 to T1 − {v1, v2}
obtaining L′1, so that it agrees with L2 on v3 and v4.
We produce a ( + 1)-labeling L of T by letting L be equal to L2 when restricted to
vertices in T2 − {v3, v4, v5} and equal to L′1 when restricted to vertices in T1 − {v1, v2}.
This contradicts the assumption that T is (+ 2)-critical. 
Item (b) in Theorem 13 could not be generalized for 5. For instance when  = 5,
the tree in Fig. 2 is 7-critical and contains 2-path adjacent vertices of degree 5 that are not
external (e.g., pairs (x, y), (z, y), (w, y)).
3. Inﬁnite family of (+ 2)-critical trees
In this section, we will construct an inﬁnite family of (+2)-critical trees for each value
of4. Let us ﬁrst deﬁne the building blocks in our construction. For the remainder of this
section we will assume that 4. Let Q be the tree with vertex x of degree  such that x is
adjacent to one leaf y, adjacent to one external vertex and 2-path adjacent to − 2 external
vertices. Let R be the tree with vertex v of degree −2 such that v is adjacent to two leaves
u and w, and adjacent to − 4 vertices of degree 3, each adjacent to two external vertices.
Finally, let S be the tree with vertex x of degree  such that x is adjacent to leaves z and y,
adjacent to one external vertex, and 2-path adjacent to − 3 external vertices. The trees Q,
R, and S are shown in Fig. 3.
In Lemmas 14, 15 and 16, we show that the trees Q, R, and S have (+ 1)-labelings and
we limit the possible labels for speciﬁc vertices. Note that it is enough to provide (+ 1)-
labelings for the vertices shown in Fig. 3 since they can be extended to the leaves adjacent
to external vertices greedily.
Lemma 14. The graphQ has a (+ 1)-labeling LQ which assigns labels 0,  to vertices
x, y, respectively. In addition, every (+ 1)-labeling of Q assigns either the sequence of
labels 0,  or their duals + 1, 1 to x and y, respectively.
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Fig. 3. TreesQ, R, and S.
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Fig. 4. (+ 1)-labeling LQ of Q.
2(∆-4) 
1 ∆-1 
. . . 
∆
3 ∆-2
∆+1 ∆+1 0 0 
Fig. 5. (+ 1)-labeling LR of R.
Proof. The labeling LQ given in Fig. 4 is a (+ 1)-labeling of Q.
Let L be an arbitrary ( + 1)-labeling of Q. Since each degree 2 vertex is adjacent to 2
vertices of degree  with labels 0 and  + 1, it must get a label in [2.. − 1]. There are
exactly − 2 such vertices, all at distance 2 of each other. So all − 2 labels in [2..− 1]
are used by a neighbor of x of degree 2. Also x is a degree  vertex adjacent to another
degree  vertex which forces any other neighbor of x to avoid labels 0 and  + 1. So the
only available labels for y are 1 and . 
Lemma 15. The graph R has a ( + 1)-labeling LR which assigns labels , 1,  − 1 to
vertices u, v,w, respectively. In addition, every ( + 1)-labeling of R assigns a label in
{0, 1, 2,− 1,,+ 1} to vertex v.
Proof. The labeling LR given in Fig. 5 is a (+ 1)-labeling of R.
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Fig. 6. (+ 1)-labeling LS of S.
Let L be an arbitrary (+1)-labeling ofR. The−4 vertices of degree 3 adjacent to pairs
of degree vertices are adjacent to v and must get different labels in [2..−1]. If L assigns
a label k in [3..− 2] to v then no vertex adjacent to v can get labels in N(k), a subset of
[2..− 1] and consequently only − 5 labels in [2..− 1] are available to be assigned to
neighbors of v, a contradiction. Therefore v must get a label in {0, 1, 2,− 1,,+ 1}.

Lemma 16. The graph S has a ( + 1)-labeling LS which assigns labels  − 1, 0,  to
vertices z, x, y, respectively. In addition, every (+ 1)-labeling of S has either vertex z or
vertex y labeled with a label in {1,}.
Proof. The labeling LS given in Fig. 6 is a (+ 1)-labeling of S.
Let L be an arbitrary ( + 1)-labeling of S. Suppose by contradiction that neither z nor
y receives a label in {1,}. Since z and y are adjacent to x of degree  and x is adjacent to
another degree  vertex, then z and y must receive different labels in [2.. − 1]. But the
− 3 degree 2 vertices adjacent to pairs of degree  vertices must receive different labels
in [2.. − 1] different from the ones assigned to z and y totaling  − 1 vertices receiving
different labels in [2..− 1]. But there are only − 2 labels in [2..− 1], a contradiction.
Therefore either z or y must get a label in {1,}. 
We next combine copies of Q, R, and S as follows. For each integer i0 let Qi , Ri , Si ,
be isomorphic to Q, R, S, associating subscript i to each vertex u, v,w, x, y, z. Let W0 be
the graph obtained by identifying vertex y0 inQ0 with vertex u0 in R0. For i1 construct
Wi by identifying vertex wi−1 in Wi−1 with vertex zi in Si and identifying vertex yi in Si
with vertex ui in Ri . For each integer n0 deﬁne Tn by identifying vertex wn in Wn with
vertex yn+1 inQn+1. We will use Lemmas 17 and 18 to show that Tn is (+ 2)-critical for
each n0 in Theorem 19.
Lemma 17. For each integer n0, the graphWn has a (+1)-labelingLW which assigns
labels 0, to vertices xn, yn, respectively. In addition, every (+1)-labeling ofWn assigns
either the sequence of labels 0,  or their duals + 1, 1 to xn, yn, respectively.
Proof. Let LW be a labeling ofWn so that LW restricted to:
Q0 is equal to LQ of Lemma 14;
Ri is equal to LR of Lemma 15, for i = 0, 1, . . . , n;
Si is equal to LS of Lemma 16, for i = 1, 2, . . . , n.
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Fig. 7.Wn with the (+ 1)-labeling LW .
It is not difﬁcult to verify thatLW is a (+1)-labeling ofWn. See Fig. 7 for a description
of LW .
Let us show by induction on n that every ( + 1)-labeling of Wn assigns either the
sequence of labels 0,  or their duals + 1, 1 to xn, yn, respectively. Lemma 14 covers the
case n= 0. Suppose the result is true for n0 and let us show that it holds for n+ 1. Let
L be a ( + 1)-labeling of Wn+1. From the induction hypothesis, vertices xn, yn, receive
the sequence of labels 0,  or the sequence  + 1, 1, respectively. Let us assume that xn,
yn, receive labels 0, , respectively (the proof for the other case is similar). By Lemma
15 vertex vn must receive a label in {0, 1, 2, − 1,, + 1} but since vn is adjacent to
yn labeled  and is at distance 2 of vertex xn labeled 0, the only possible labels for vn
are 1 and 2. By Lemma 16, either zn+1 or yn+1 must receive a label in {1,}. The vertex
wn= zn+1 cannot be labeled  since it is at distance 2 of vertex yn=un also labeled , and
it cannot be labeled 1 since it is adjacent to vn labeled 1 or 2. So yn+1 must receive a label
in {1,}. Therefore xn+1, yn+1 receive the sequence of labels 0,  or their duals + 1, 1,
respectively, since xn+1 has degree . 
Lemma 18. Let T be a tree with (T ) =  + 2. Then T is ( + 2)-critical if and only if
T − e has a (+ 1)-labeling for every pendant edge e.
Proof. The necessity is obvious. Suppose T − e has a (+ 1)-labeling for every pendant
edge e. Let f be an edge in T which is not pendant. The graph T − f has 2 components T1
and T2 containing pendant edges e1 and e2 respectively. T1 and T2 are subgraphs of T − e2
and T − e1, respectively, which have (+ 1)-labelings. So T − f has a (+ 1)-labeling
and therefore T is (+ 2)-critical. 
Theorem 19. For each integer n0, the graph Tn is (+ 2)-critical.
Proof. Let us ﬁrst show that (Tn)=+2. Suppose by contradiction that this is not the case.
In view of Theorem 2, (Tn)=+ 1 and therefore Tn has a (+ 1)-labeling L. By Lemma
17, L either assigns the sequence of labels 0, or their duals+1, 1 to both pairs xn, yn, and
to xn+1, yn+1, respectively. Since yn, yn+1 are at distance 2, {L(yn), L(yn+1)}= {1,}. So
vertex vn which is adjacent to both yn, yn+1 cannot get a label in {0, 1, 2,− 1,,+ 1},
contradicting Lemma 15.
To establish the criticality of Tn, by Lemma 18 we need to show that Tn−e has a (+1)-
labeling for every pendant edge e. Note ﬁrst that every pendant edge e in Tn is incident to
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Fig. 9. (+ 1)-labeling ofQn+1 − e.
a degree  vertex. We divide the proof into ﬁve cases:
Case 1: e is a pendant edge in Qn+1 (or Q0) connected to the degree  vertex that is
adjacent to xn+1 (or x0).
LetLW be the (+1)-labeling ofWn deﬁned in Lemma17. Relabel vertexwn (previously
labeled − 1) with label + 1. This is still a (+ 1)-labeling ofWn. We next extend this
labeling to a (+ 1)-labeling of Tn − e by labelingQn+1 − e as shown in Fig. 8.
Case 2: e is a pendant edge in Qn+1 (or Q0) connected to a degree  vertex that is not
adjacent to xn+1 (or x0).
Let L∗W be the dual of LW , the ( + 1)-labeling of Wn deﬁned in Lemma 17. We next
extend this labeling to a ( + 1)-labeling of Tn − e by labeling Qn+1 − e as shown in
Fig. 9.
Case 3: e is a pendant edge in Ri connected to a degree  vertex, for some i0.
We may assume that  is at least 5 (if  = 4, such e does not exist). Let C1 be the
component of Tn − e1 where e1 is the edge connecting ui and vi , so that C1 contains ui .
Let C2 be the component of Tn − e2 where e2 is the edge connecting vi and wi so that C2
contains wi . The trees C1 and C2 are isomorphic to subgraphs ofWn. By Lemma 17 there
are (+ 1)-labelings L1 and L2 of C1 and C2, respectively, so that L1 assigns labels 0, 
D.S. Troxell / Discrete Mathematics 295 (2005) 173–189 187
2(∆-5) 
∆-2 1 ∆
∆
∆-4 
0 
2 
0 
0 
. . . 
∆-2 
. . . 
∆+1∆+1 
1 ∆-2 
∆+1 
Fig. 10. (+ 1)-labeling of Ri − e.
0 
. . . 
. . . 
2 
∆-3 
∆+1 
∆-2 
∆+1 ∆+1 
∆
∆-2  1 
. . . 
 ∆-2 
∆-1 
Fig. 11. (+ 1)-labeling of Si − e.
to xi and ui = yi , respectively, and that L2 assigns labels 1, + 1 to wi = zi+1 and xi+1,
respectively (take the dual of the labeling in Lemma 17). We next extend labelings L1 and
L2 to a (+ 1)-labeling of Tn − e by labeling Ri − e as shown in Fig. 10.
Case 4: e is a pendant edge in Si connected to the degree  vertex that is adjacent to xi ,
for some i1.
Let C1 be the component of Tn − e1 where e1 is the edge connecting zi and xi so that
C1 contains zi . Let C2 be the component of Tn − e2 where e2 is the edge connecting xi
and yi so that C2 contains yi . The trees C1 and C2 are isomorphic to subgraphs ofWn. By
Lemma 17 there are (+ 1)-labelings L1 and L2 of C1 and C2, respectively, so that both
assign labels 1, − 1 to the pairs of vertices vi−1, wi−1, and vi , wi , respectively. Modify
L2 by relabeling vertex wi (previously labeled  − 1) with  + 1, as in Case 1. We next
extend labelings L1 and the modiﬁed L2 to a (+ 1)-labeling of Tn − e by labeling Si − e
as shown in Fig. 11.
Case 5: e is a pendant edge in Si connected to a degree  vertex that is not adjacent to
xi , for some i1.
Let C1 be the component of Tn− e1 where e1 is the edge connecting zi and xi so that C1
contains zi . Let C2 be the component of Tn − e2 where e2 is the edge connecting xi and yi
so that C2 contains yi . The trees C1 and C2 are isomorphic to subgraphs ofWn. By Lemma
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Fig. 12. (+ 1)-labeling of Si − e.
17 there are ( + 1)-labelings L1 and L2 of C1 and C2, respectively, so that both assign
labels 1,  − 1 to the pairs of vertices vi−1, wi−1, and vi , wi , respectively. Consider L∗2,
the dual of L2, which assigns labels , 2 to the pair of vertices vi ,wi , respectively.We next
extend labelings L1 and L∗2 to a (+ 1)-labeling of Tn − e by labeling Si − e as shown in
Fig. 12. 
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