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a b s t r a c t
In this article we study the classification of non-normal cubic hypersurfaces over an
algebraically closed field K of arbitrary characteristic. Let X ⊂ PrK be an irreducible non-
normal cubic hypersurface. If r ≥ 5, then X is necessarily a cone (Remark 2.3). In view of
this fact it suffices to classify irreducible non-normal cubic hypersurfaces X ⊂ PrK for r ≤ 4.
We prove that there are precisely five non-normal cubic equations (resp. six non-normal
cubic equations) when char K ≠ 2, 3 (resp. when char K is either 2 or 3), up to projective
equivalence. Also we describe the normalization of X in detail.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paperwework over an algebraically closed fieldK of arbitrary characteristic. LetPrK denote the projective
r-space over K and S = K [X0, X1, . . . , Xr ] the homogeneous coordinate ring ofPrK . Recall that the two projective subvarieties
X and Y of PrK are called projectively equivalent if there exists a projective transformation of P
r
K whichmaps X to Y . This paper
is devoted to give a complete classification of all irreducible non-normal cubic hypersurfaces up to projective equivalence
and to describe their normalization as specifically as possible.
Let X ⊂ Pr be a singular irreducible cubic hypersurface defined by a homogeneous polynomial F of degree 3 in S. A
classical result asserts that if char K ≠ 2, 3, then a singular plane cubic curve is either a cusp curve defined by X20X2 + X31
or a nodal curve defined by X20X2 + X31 + X21X2, up to projective equivalence. Recently Mulay [4] classified all the singular
plane cubic equations for the remaining characteristics. When char K = 2, X is either a cusp curve defined by X20X2 + X31 or
a nodal curve defined by X30 + X31 + X0X1X2. Also when char K = 3, X is either a cusp curve defined by X20X2 + X31 + X0X21 or
a nodal curve defined by X20X2 + X31 + X21X2 or a singular curve defined by X20X2 + X31 . The third one is a strange curve in the
sense that all tangent lines at the smooth points of X pass through a fixed point. Singular cubic surfaces in P3C are classified
by Bruce and Wall [2] according to the type of their singularities. They proved that a non-normal cubic surface is either a
cone over a singular plane cubic curve or defined by X20X2 + X31 + X21X3 or by X20X2 + X31 + X0X1X3.
Let X ⊂ PrK be a non-normal irreducible cubic hypersurface which is not a cone. At first we show that the singular
locus of X is a linear subspace of codimension 2 in PrK . This enables us to find a homogeneous linear change of coordinates
which transforms the defining equation of X to one of the 5 or 6 (depending on the characteristic of K ) ‘standard’ types.
Subsequently, by studying the normalization of X , the hypersurfaces defined by these standard types of equations are shown
to be projectively inequivalent. From our investigations (see Sections 3 and 4) it turns out that up to projective equivalence,
there are exactly 5 (resp. exactly 6) irreducible, non-normal projective cubic hypersurfaces if char K ≠ 2, 3 (resp. if char K
is either 2 or 3).
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2. Preliminaries
(2.1) Let X be an n-dimensional irreducible projective variety and let L be an ample line bundle on X . The Hilbert function
of (X, L) is defined by
χ(X, L)(k) := nΣ
i=0(−1)
ihi(X, L⊗k).
For sufficiently large k it becomes a polynomial written as
χ(X, L)(k) = nΣ
i=0χi(X, L)

k+ i− 1
i

where the χi(X, L) are uniquely determined integers. The degree of (X, L) is equal to χn(X, L). Also the∆-genus∆(X, L) and
the sectional genus g(X, L) of (X, L) respectively are defined by the formulas
∆(X, L) = n+ χn(X, L)− h0(X, L)
and
g(X, L) = 1− χn−1(X, L).
(2.2) Let X ⊂ PrK be a non-normal irreducible cubic hypersurface. We assume that X is not a cone. Let ϕ : X → X be the
normalization of X and let L denote the line bundle ϕ∗OX (1) onX .
Lemma 2.1. L is a very ample line bundle onX and h0(X, L) = r + 2.
Proof. Note that 0 ≤ ∆(X, L) ≤ ∆(X,OX (1)) = 1 (cf. [3, Theorem 4.2]). We will first show that∆(X, L) = 0. Suppose that
∆(X, L) = 1. Then the image of the map defined by the complete linear series |L| is precisely X ⊂ PrK . In particular, L is not
very ample since X is non-normal. This implies that g(X, L) = 0 since if g(X, L) ≥ 1, then L is very ample by [3, Theorem
3.5]. Then sinceX is normal and L is base point free, we have ∆(X, L) = 0 by [3, Proposition 3.4], which contradicts our
assumption that ∆(X, L) = 1. In conclusion, ∆(X, L) = 0 and h0(X, L) = r + 2. Now the very ampleness of L comes from
[3, Theorem 3.5]. 
Lemma 2.2. LetX ⊂ Pr+1K be the linearly normal embedding defined by the complete linear series |L|. Then
(1) X is a smooth rational normal scroll of degree 3. That is, either
a. r = 2 andX = S(3) or
b. r = 3 andX = S(1, 2) or
c. r = 4 andX = S(1, 1, 1).
(2) There exists a closed point p ∈ Pr+1K outside ofX such that X = πp(X)where πp is the linear projection ofX from p. Moreover
πp :X → X is the normalization of X.
Proof. (1) By Lemma 2.1,∆(X, L) = 0 and henceX ⊂ Pr+1K is a variety of minimal degree and of degree 3 (cf. [3, Theorem
5.15]). From the well-known classification result for varieties of minimal degree it follows thatX is a rational normal scroll
of degree 3. IfX is not smooth, then it is a cone over a smooth rational normal scroll, which contradicts our assumption.
ThereforeX is smooth.
(2) The assertion follows immediately from the fact that ϕ∗H0(X,OX (1)) is a codimension one subspace of H0(X, L). 
Remark 2.3. By Lemma 2.2, an irreducible non-normal cubic hypersurface X ⊂ PrK should be a cone if r ≥ 5.
Lemma 2.4. The singular locus of X is an (r − 2)-dimensional linear subspace of PrK .
Proof. Recall that the arithmetic depth of X , denoted by depth(X), is equal to r . Since X is the projected image of a rational
normal scrollX from a closed point p ∈ Pr+1K outside ofX (Lemma 2.2), the singular locus of X is a linear space of dimension
depth(X)− 2 = r − 2 by [1, Theorem 1.3]. 
(2.3) The following Lemma 2.5, which is elementary in nature and belongs to folklore, will play a crucial role in the projective
classification of irreducible non-normal projective cubic hypersurfaces. For the lack of a suitable reference, we provide a
proof below.
Lemma 2.5. Let V ⊂ H0(P1K ,OP1K (2)) be a two dimensional subspace.
(1) If V has a base point, then there exist linearly independent linear forms L1, L2 ∈ H0(P1,OP1(1)) such that {L21, L1L2} is a basis
for V .
(2) If char K ≠ 2 and V is base point free, then there exist linearly independent linear forms L1, L2 ∈ H0(P1,OP1(1)) such that{L21, L22} is a basis for V .
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(3) If char K = 2 and V is base point free, then there exist linearly independent linear forms L1, L2 ∈ H0(P1,OP1(1)) such that
either {L21, L22} or {L21 + L22, L1L2} is a basis for V .
Proof. (1) Suppose thatV has a base point. Then after an appropriate linear transformationwemay assume thatV is spanned
byM1 = X0(aX0 + bX1) andM2 = X0(cX0 + dX1) for some a, b, c, d ∈ K . Note that ad− bc ≠ 0. Then we have
V = ⟨dM1 − bM2, cM1 − aM2⟩ = ⟨X20 , X0X1⟩.
(2) Suppose that char K ≠ 2 and V is base point free. Then we may assume that the quadrics M1 = X0(X0 + aX1) and
M2 = X1(bX0+X1), a, b ∈ K , form a basis for V . Note that ab ≠ 1 since V is base point free. If a = b = 0, then V = ⟨X20 , X21 ⟩.
If a = 0 and b ≠ 0, then
V =

M1,
b2
4
M1 +M2

=

X20 ,

b
2
X0 + X1
2
.
The case where a ≠ 0 and b = 0 can be dealt with by the same argument. If both a and b are nonzero, then there are
non-zero constants α and β satisfying the quadratic equations (a + βb)2 − 4β = 0, (αa + b)2 − 4α = 0 and αβ ≠ 1,
respectively. Therefore
V = ⟨M1 + βM2, αM1 +M2⟩ =

X0 + a+ βb2 X1
2
,

αa+ b
2
X0 + X1
2
.
(3) Suppose that char K = 2 and V is base point free. As in the previous case, we may assume that V = ⟨X0(X0 +
aX1), X1(bX0 + X1)⟩ for some a, b ∈ K satisfying ab ≠ 1. If a = b = 0, then V = ⟨X20 , X21 ⟩. If a = 0 and b ≠ 0, then
V = ⟨X20 , (bX0 + X1)X1⟩ = ⟨b2X20 , (bX0 + X1)X1⟩.
Since (bX0 + X1)2 + X21 = b2X20 , we get the desired basis for V . The case where a ≠ 0 and b = 0 can be dealt with by the
same argument. Finally, when both a and b are nonzero we have
V = ⟨b2X20 + ab2X0X1, (bX0 + X1)X1⟩
= ⟨{(bX0 + X1)− X1}2 + ab{(bX0 + X1)− X1}X1, (bX0 + X1)X1⟩
= ⟨(bX0 + X1)2 + (1+ ab)X21 , (bX0 + X1)X1⟩
= ⟨(bX0 + X1)2 + (sX1)2, (bX0 + X1)(sX1)⟩
where s ∈ K satisfies s2 = 1+ ab. 
3. The non-normal cubic equations
This section is devoted to the classification of non-normal cubic hypersurfaces. In particular we prove
Theorem 3.1. Let X ⊂ Pr be an irreducible non-normal cubic hypersurface defined by a homogeneous polynomial F of degree 3
in S. We assume that X is not a cone.
(a) Suppose that char K ≠ 2, 3. Then there is a coordinate change of PrK which transforms F to one of the following five
polynomials:
(a.1) r = 2 and F1 = X20X2 + X31
(a.2) r = 2 and F2 = X20X2 + X31 + X21X2
(a.3) r = 3 and F3 = X20X2 + X31 + X21X3
(a.4) r = 3 and F4 = X20X2 + X31 + X0X1X3
(a.5) r = 4 and F5 = X20X2 + X31 + X21X3 + X0X1X4.
(b) Suppose that char K = 2. Then there is a coordinate change of PrK which transforms F to one of the following six polynomials:
(b.1) r = 2 and F1 = X20X2 + X31
(b.2) r = 2 and F2 = X30 + X31 + X0X1X2
(b.3) r = 3 and F3 = X20X2 + X31 + X21X3
(b.4) r = 3 and F ′3 = X20X2 + X31 + X21X2 + X0X1X3
(b.5) r = 3 and F4 = X20X2 + X31 + X0X1X3
(b.6) r = 4 and F5 = X20X2 + X31 + X21X3 + X0X1X4.
(c) Suppose that char K = 3. Then there is a coordinate change of PrK which transforms F to one of the following six polynomials:
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(c.1) r = 2 and F1 = X20X2 + X31
(c.2) r = 2 and F ′1 = X20X2 + X31 + X0X21
(c.3) r = 2 and F2 = X20X2 + X31 + X21X2
(c.4) r = 3 and F3 = X20X2 + X31 + X21X3
(c.5) r = 3 and F4 = X20X2 + X31 + X0X1X3
(c.6) r = 4 and F5 = X20X2 + X31 + X21X3 + X0X1X4.
Proof. Let Y be the singular locus of X . By Lemma 2.4, Y is an (r − 2)-dimensional linear subspace of PrK . Thus we may
assume that Y is defined by X0 = X1 = 0. The cubic F can be written as
F = f3(X0, X1)+
r−
i=2
f2,i(X0, X1)Xi +
−
2≤i≤j≤r
g1,i,j(X0, X1)XiXj + g3(X2, . . . , Xr)
where f3(X0, X1) (resp. f2,i and g1,i,j) is a homogeneous polynomial of degree 3 (resp. 2 and 1) in X0 and X1 and g3(X2, . . . , Xr)
is a homogeneous polynomial of degree 3 in X2, . . . , Xr . The singularity conditions
F |Y = 0 and ∂F
∂Xi

Y
= 0 for all i = 0, 1, . . . , r
of X enable us to show respectively that
g3(X2, . . . , Xr) = 0 and
−
2≤i≤j≤r
g1,i,j(X0, X1)XiXj = 0.
Now, put f2,i(X0, X1) = aiX20 + biX0X1 + ciX21 for 2 ≤ i ≤ r.Then we have
F = f3(X0, X1)+ (a2X2 + · · · + arXr)X20 + (b2X2 + · · · + brXr)X0X1 + (c2X2 + · · · + crXr)X21
= f3(X0, X1)+ H1X20 + H2X0X1 + H3X21
where H1, H2, H3 are homogeneous linear polynomials in X2, . . . , Xr . Let f3(X0, X1) = aX30 + bX20X1 + cX0X21 + dX31 and let ℓ
denote the dimension of the K -vector space ⟨H1,H2,H3⟩. Note that 1 ≤ ℓ ≤ 3 since X is irreducible.
Case 1. If ℓ = 1, then there is a nonzero linear polynomial G in X2, . . . , Xr such that H1 = αG, H2 = βG and H3 = γG for
some α, β, γ ∈ K , not all of them zero. Letting G = X2, we can reduce F to
F = f3(X0, X1)+ (αX20 + βX0X1 + γ X21 )X2.
Depending on the factorization of αX20 + βX0X1 + γ X21 , F is transformed to
F =

f3(X0, X1)+ X20X2 if β2 − 4αγ = 0, and
f3(X0, X1)+ X0X1X2 if β2 − 4αγ ≠ 0.
Let f3(X0, X1) = aX30 + bX20X1 + cX0X21 + dX31 where a, b, c, d ∈ K .
If β2 − 4αγ = 0, then d is nonzero because of the irreducibility of F . Let s ∈ K be a nonzero constant satisfying s3 = d.
When char K ≠ 3, the coordinate change
Y0 = X0
Y1 = c3s2 X0 + sX1
Y2 =

a− c3
27d2

X0 +

b− c23d

X1 + X2
transforms F to Y 20 Y2 + Y 31 . When char K = 3 and c = 0, F is transformed to Y 20 Y2 + Y 31 by the coordinate change
Y0 = X0
Y1 = sX1
Y2 = aX0 + bX1 + X2.
Moreover, when char K = 3 and c ≠ 0, the coordinate change
Y0 = cs2 X0
Y1 = sX1
Y2 = s4c2 (aX0 + bX1 + X2)
transforms F to Y 20 Y2 + Y 31 + Y0Y 21 .
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In the case where β2− 4αγ ≠ 0, both a and d are non-zero by the irreducibility of F . Let i, s, t ∈ K be nonzero constants
satisfying i2 = −1, s3 = a and t3 = d. If char K ≠ 2, then the coordinate change
Y0 = i(sX0 − tX1)
Y1 = sX0 + tX1
Y2 = 14st {(b− 3s2t)X0 + (c − 3st2)X1 + X2}
transforms F to Y 20 Y2 + Y 31 + Y 21 Y2. If char K = 2, then the coordinate change
Y0 = sX0
Y1 = tX1
Y2 = 1st (bX0 + cX1 + X2)
transforms F to Y 30 + Y 31 + Y0Y1Y2.
Case 2. If ℓ = 2, then ⟨H1,H2,H3⟩ = ⟨G1,G2⟩ for two linearly independent linear polynomials G1 and G2 in X2, . . . , Xn.
Letting H1 = α1G1 + α2G2, H2 = β1G1 + β2G2 and H3 = γ1G1 + γ2G2, we have
F = f3(X0, X1)+ Q1G1 + Q2G2
where Q1 = α1X20 + β1X0X1 + γ1X21 and Q2 = α2X20 + β2X0X1 + γ2X21 . Clearly Q1 and Q2 are linearly independent. Now
consider the linear subsystem
V = ⟨Q1,Q2⟩ ⊂ H0(P1,OP1(2))
on P1. By Lemma 2.5, F can be transformed to the following:
(i) Suppose that char K ≠ 2. Then
F =

f3(X0, X1)+ X20X2 + X21X3 if V is base point free, and
f3(X0, X1)+ X20X2 + X0X1X3 if V has a base point.
(ii) Suppose that char K = 2. If V is base point free, then
F =

f3(X0, X1)+ X20X2 + X21X3 or
f3(X0, X1)+ (X20 + X21 )X2 + X0X1X3.
If V has a base point, then F = f3(X0, X1)+ X20X2 + X0X1X3.
Put f3(X0, X1) = aX30 + bX20X1 + cX0X21 + dX31 where a, b, c, d ∈ K . In the first case of (i) and (ii), F may be written as
Y 20 Y2 + Y 31 + Y 21 Y3 where
Y0 = X0
Y1 = X1
Y2 = aX0 + bX1 + X2
Y3 = cX0 + (d− 1)X1 + X3.
In the second case of (ii), we can transform F to Y 20 Y2 + Y 31 + Y 21 Y2 + Y0Y1Y3 by the coordinate change
Y0 = X0
Y1 = X1
Y2 = aX0 + (d− 1)X1 + X2
Y3 = (b− d+ 1)X0 + (c − a)X1 + X3.
When V has a base point, d ≠ 0 because of the irreducibility of F . Thus we can transform F to Y 20 Y2 + Y 31 + Y0Y1Y3 by
Y0 = X0
Y1 = sX1
Y2 = aX0 + bX1 + X2
Y3 = 1s (cX1 + X3)
where s is a constant satisfying s3 = d.
Case 3. If ℓ = 3, then F can be written as
F = f3(X0, X1)+ X20X2 + X0X1X3 + X21X4.
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Put f3(X0, X1) = aX30 + bX20X1 + cX0X21 + dX31 where a, b, c, d ∈ K . We can transform F to Y 20 Y2 + Y 31 + Y 21 Y3 + Y0Y1Y4 by
the coordinate change
Y0 = X0
Y1 = X1
Y2 = aX0 + X2
Y3 = (d− 1)X1 + X4
Y4 = bX0 + cX1 + X3.
By Case 1–3, we can transform F to Fi for some 1 ≤ i ≤ 5, F ′1 or F ′3. This finishes the classification of Theorem 3.1. 
4. The normalization
Our purpose in this section is to complete the classification of non-normal cubic hypersurfaces by showing that the cubic
hypersurfaces listed in the proof of Theorem 3.1 are not projectively equivalent to each other.
Let X ⊂ PrK be a non-normal irreducible cubic hypersurface which is not a cone. Let ϕ : X → X be the normalization of
X . According to Lemma 2.2,X ⊂ Pr+1K is either S(3) ⊂ P3K or S(1, 2) ⊂ P4K or S(1, 1, 1) ⊂ P5K , and ϕ = πp where p is a closed
point in Pr+1K \X and πp is the linear projection ofX from p. To understand πp, a natural approach is to study the secant cone
Secp(X) and the secant locusΣp(X) ofX with respect to p. The secant cone is defined to be the union of all secant lines to X
passing through p. That is,
Secp(X) = 
length(OX∩⟨p,x⟩)>1
⟨p, x⟩.
Also the secant locus is the scheme-theoretic intersection ofX and Secp(X) and so
Σp(X) =X ∩ Secp(X).
Note that the singular locus of X is exactly the image of the secant locus and so Secp(X) = ⟨p, Sing(X)⟩ is the linear subspace
of Pr+1K . This enables us to obtain the defining ideal of Σp(X) from that ofX . Let ψ : Σp(X) → Sing(X) be the restriction
map of πp toΣp(X).
Proposition 4.1. In the situation just stated above, the following holds.
(a) When char K ≠ 2, 3,Σp(X) is
(a.1) a double point if F = X20X2 + X31 ;
(a.2) a union of two distinct points if F = X20X2 + X31 + X21X2;
(a.3) a smooth plane conic if F = X20X2 + X31 + X21X3;
(a.4) a union of two coplanar lines if F = X20X2 + X31 + X0X1X3;
(a.5) a smooth quadric surface if F = X20X2 + X31 + X21X3 + X0X1X4.
(b) When char K = 2,Σp(X) is
(b.1) a double point if F = X20X2 + X31 ;
(b.2) a union of two distinct points if F = X30 + X31 + X0X1X2;
(b.3) a smooth plane conic if F = X20X2 + X31 + X21X3;
(b.4) a smooth plane conic if F = X20X2 + X31 + X21X2 + X0X1X3;
(b.5) a union of two coplanar lines if F = X20X2 + X31 + X0X1X3;
(b.6) a smooth quadric surface if F = X20X2 + X31 + X21X3 + X0X1X4.
For (b.3), ψ : Σp(X)→ Sing(X) is inseparable. For (b.4), ψ : Σp(X)→ Sing(X) ramifies exactly at one point.
(c) When char K = 3,Σp(X) is
(c.1) a double point if F = X20X2 + X31 ;
(c.2) a double point if F = X20X2 + X31 + X0X21 ;
(c.3) a union of two distinct points if F = X20X2 + X31 + X21X2;
(c.4) a smooth plane conic if F = X20X2 + X31 + X21X3;
(c.5) a union of two coplanar lines if F = X20X2 + X31 + X0X1X3;
(c.6) a smooth quadric surface if F = X20X2 + X31 + X21X3 + X0X1X4.
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Proof. Let AX = S/(F) resp. AX˜ denote the coordinate ring of X resp. X˜ . Let xi, i = 0, . . . , r, denote the image of the variable
Xi in AX . Then it follows that the normalization of AX is AX˜ . Furthermore, AX˜ is generated by a single element ξ belonging
to the quotient field Q(AX ) of AX (see Lemma 2.1). It is known that ξ is of degree 1 and satisfies an integrality equation of
degree 2 over AX . That means AX˜ = AX [ξ ]with deg ξ = 1.
For each cubic equation F in Theorem 3.1, let IF ⊂ T = S[Xr+1] denote the defining ideal ofX ⊂ Pr+1K . Let ξ be the image
of Xr+1 under the natural surjective ring homomorphism T → AX˜ . In the case of (b.2)wemay take ξ to be x20/x1; in all other
cases ξ can be taken to be (x0x2)/x1.
Then the defining equation F of X ⊂ PrK provides an integral equation of ξ . By view of Theorem 3.1we have to distinguish
eight different cases. We obtain the quadratic equation as a defining equation of X˜ ⊂ Pr+1K in the following list:
1. (a.1), (b.1), (c.1): X23 + X1X2,
2. (a.2), (c.3): X23 + X22 + X1X2,
3. (a.3), (b.3), (c.4): X24 + X2X3 + X1X2,
4. (a.4), (b.5), (c.5): X24 + X3X4 + X1X2,
5. (a.5), (b.6), (c.6): X25 + X4X5 + X1X2 + X2X3,
6. (b.2): X23 + X0X1 + X2X3,
7. (b.4): X24 + X3X4 + X22 + X1X2,
8. (c.2): X23 + X1X3 + X1X2.
In the case of (b.2) the quadric X20−X1X3 and in all the other cases the quadric X0X2−X1Xr+1 belongs to aminimal generating
set of IF .A second generating element of degree two is obtained by the integral equation of xr+1 = ξ, as listed above. Because
X˜ is either S(3), S(2, 1), or S(1, 1, 1) the defining ideal IF is generated by the 2×2-minors of a certain 2×3-matrix. Starting
with the two elements as given and completing the matrices we obtain the following results:
Case a: When char K ≠ 2 and 3,
(a.1) IF1 = ⟨X0X2 − X1X3, X1X2 + X23 , X21 + X0X3⟩
(a.2) IF2 = ⟨X0X2 − X1X3, X1X2 + X22 + X23 , X21 − X22 + X0X3 − X23 ⟩
(a.3) IF3 = ⟨X0X2 − X1X4, X24 + X1X2 + X2X3, X21 + X1X3 + X0X4⟩
(a.4) IF4 = ⟨X0X2 − X1X4, X1X2 + X3X4 + X24 , X21 + X0X3 + X0X4⟩
(a.5) IF5 = ⟨X0X2 − X1X5, X1X2 + X2X3 + X4X5 + X25 , X21 + X1X3 + X0X4 + X0X5⟩.
Case b:When char K = 2,
(b.1) IF1 = ⟨X0X2 − X1X3, X1X2 + X23 , X21 + X0X3⟩
(b.2) IF2 = ⟨X20 − X1X3, X21 + X0X2 + X0X3, X0X1 − X2X3 − X23 ⟩
(b.3) IF3 = ⟨X0X2 − X1X4, X24 + X1X2 + X2X3, X21 + X1X3 + X0X4⟩
(b.4) IF ′3 = ⟨X0X2 − X1X4, X1X2 + X22 + X3X4 + X24 , X21 + X22 + X0X3 + X0X4 + X3X4 + X24 ⟩
(b.5) IF4 = ⟨X0X2 − X1X4, X1X2 + X3X4 + X24 , X21 + X0X3 + X0X4⟩
(b.6) IF5 = ⟨X0X2 − X1X5, X1X2 + X2X3 + X4X5 + X25 , X21 + X1X3 + X0X4 + X0X5⟩.
Case c:When char K = 3,
(c.1) IF1 = ⟨X0X2 − X1X3, X1X2 + X23 , X21 + X0X3⟩
(c.2) IF ′1 = ⟨X0X2 − X1X3, X1X2 + X1X3 + X23 , X0X1 + X21 + X0X3⟩
(c.3) IF2 = ⟨X0X2 − X1X3, X1X2 + X22 + X23 , X21 − X22 + X0X3 − X23 ⟩
(c.4) IF3 = ⟨X0X2 − X1X4, X24 + X1X2 + X2X3, X21 + X1X3 + X0X4⟩
(c.5) IF4 = ⟨X0X2 − X1X4, X1X2 + X3X4 + X24 , X21 + X0X3 + X0X4⟩
(c.6) IF5 = ⟨X0X2 − X1X5, X1X2 + X2X3 + X4X5 + X25 , X21 + X1X3 + X0X4 + X0X5⟩.
In each case, the projection center p is
p =

[0, 0, 0, 1] for IF1 , IF ′1 and IF2 ,[0, 0, 0, 0, 1] for IF3 , IF ′3 and IF4 , and[0, 0, 0, 0, 0, 1] for IF5 .
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Therefore Secp(X) = ⟨p, Sing(X)⟩ is defined byX0 = X1 = 0. Since the defining ideal ofΣp(X) is equal to the sum IF+⟨X0, X1⟩
of the two ideals IF and ⟨X0, X1⟩ in T , we have the following list:
When char K ≠ 2, 3,

IF1 + ⟨X0, X1⟩ = ⟨X0, X1, X23 ⟩,
IF2 + ⟨X0, X1⟩ = ⟨X0, X1, X22 + X23 ⟩,
IF3 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X24 ⟩,
IF4 + ⟨X0, X1⟩ = ⟨X0, X1, X3X4 + X24 ⟩, and
IF5 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X4X5 + X25 ⟩.
When char K = 2,

IF1 + ⟨X0, X1⟩ = ⟨X0, X1, X23 ⟩,
IF2 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X23 ⟩,
IF3 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X24 ⟩,
IF ′3 + ⟨X0, X1⟩ = ⟨X0, X1, X22 + X3X4 + X24 ⟩,
IF4 + ⟨X0, X1⟩ = ⟨X0, X1, X3X4 + X24 ⟩, and
IF5 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X4X5 + X25 ⟩.
When char K = 3,

IF1 + ⟨X0, X1⟩ = ⟨X0, X1, X23 ⟩,
IF ′1 + ⟨X0, X1⟩ = ⟨X0, X1, X23 ⟩,
IF2 + ⟨X0, X1⟩ = ⟨X0, X1, X22 + X23 ⟩,
IF3 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X24 ⟩,
IF4 + ⟨X0, X1⟩ = ⟨X0, X1, X3X4 + X24 ⟩, and
IF5 + ⟨X0, X1⟩ = ⟨X0, X1, X2X3 + X4X5 + X25 ⟩.
Our assertions easily follow from these results. 
Theorem 4.2. There are five (resp. six) irreducible non-normal cubic equations when char K ≠ 2, 3 (resp. char K = 2 or 3), up
to projective equivalence.
Proof. According to Theorem 3.1, X is defined by one of the cubic equations listed in that theorem. Thus it remains to
show that they are not projectively equivalent. When char K ≠ 3, Proposition 4.1(a) and (b) complete the proof because of
the uniqueness of the normalization. When char K = 3, it suffices to show that F1 and F ′1 are not projectively equivalent.
This comes from the fact that all the tangent lines of F1 at smooth points pass through the fixed point [0, 1, 0] while the
intersection of all tangent lines of F ′1 at smooth points is empty. 
Remark 4.3. Suppose that char K ≠ 2, 3. Then we can prove Theorem 4.2 by investigating the tangent cones at singular
points of the cubic hypersurfaces. Let X ⊂ PrK be a cubic hypersurface defined in Theorem 3.1(a) and let q be a closed point
in X . Recall that the tangent cone Cq(X) to X at q is defined as follows:
Suppose that q = [1, 0, . . . , 0] and let F∗ be the lowest degree homogeneous part of the polynomial F(1, X1, . . . , Xr).
Then CqX is defined to be Proj(S/⟨F∗⟩).
Since the singular locus of X is defined by X0 = X1 = 0, a singular point q of X is written as q = [0, 0, a2, . . . , ar ].
When r = 2, q = [0, 0, 1]. If F = F1, then
Cq(X) ∼= Proj(S/⟨X20 ⟩)
is a double line and hence it is non-reduced. If F = F2, then
Cq(X) ∼= Proj(S/⟨X20 + X21 ⟩)
is a union of two distinct lines and hence it is reduced. Therefore F1 and F2 are not projectively equivalent.
When r = 3, q = [0, 0, a2, a3] for some [a2, a3] ∈ P1K . If F = F3, then
Cq(X) ∼= Proj(S/⟨a2X20 + a3X21 ⟩).
In particular, Cq(X) is non-reduced if and only if [a2, a3] ∈ {[1, 0], [0, 1]}. If F = F4, then
Cq(X) ∼= Proj(S/⟨a2X20 + a3X0X1⟩).
Therefore Cq(X) is not reduced if and only if [a2, a3] = [1, 0]. This shows that F3 and F4 are not projectively equivalent.
When r = 4, q = [0, 0, a2, a3, a4] for some [a2, a3, a4] ∈ P2K . If F = F5, then
Cq(X) ∼= Proj(S/⟨a2X20 + a3X21 + a4X0X1⟩).
Thus Cq(X) is not reduced if and only if a24 − 4a2a3 = 0. 
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Remark 4.4. When char K = 2, the study of the tangent cone enables us to distinguish Z(F3) from Z(F ′3) and Z(F4). Indeed
if r = 3, then q = [0, 0, a2, a3] for some [a2, a3] ∈ P1K . For F = F3,
Cq(X) ∼= Proj(S/⟨a2X20 + a3X21 ⟩)
while for F = F ′3,
Cq(X) ∼= Proj(S/⟨a2(X20 + X21 )+ a3X0X1⟩)
and for F = F4,
Cq(X) ∼= Proj(S/⟨a2X20 + a3X0X1⟩).
Therefore Cq(X) for X = Z(F3) is non-reduced for all [a2, a3] ∈ P1K while Cq(X) for X = Z(F ′3) and for X = Z(F4) is non-
reduced if and only if [a2, a3] = [1, 0]. 
The classification of singular cubic curves was completed by Mulay (see [4]). So one might use the ‘‘hyperplane section
method" for the general case. This does not work since – for instance – the cubic surfaces (a.3) and (a.4) in Theorem 3.1
are not projectively equivalent (see Proposition 4.1) while their general hyperplane sections are nodal curves and hence
projectively equivalent. Whence, in order to prove their inequivalence, we had to investigate their normalizations.
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