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The cluster (built by Arianna)
- 8 Raspberry Pi 4 computers
running Raspbian Lite
- 1 hosts the NFS server, 7
perform tasks
- The cluster runs jobs through
MPI4PY (MPI and Python)
- Each of 7 worker nodes has 4
cores working independently
for a total of 28 parallel
processes.
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My build notes:
https://docs.google.com/document/d/1RiOi7r
8yUVqiOGsHpi_1MVX_mRD9fkthVvqCiBY
9CKs/edit?usp=sharing

The Code: A Simple Greedy Algorithm
1. To ﬁnd a Greedy path, the process starts at a given city chooses and travels from
there to the nearest city (the one with the shortest travel distance). This choice is
repeated until every city has been visited.
2. Then, the process starts at a new city, ﬁnds the Greedy path, and keeps the
distance if it’s shorter than the previous Greedy distance.
3. After all processes are ﬁnished, a path starting at each city has been calculated.
4. Each process has its own shortest path.
5. The head node collects these paths and keeps the shortest one from the cluster.
6. The head node prints the shortest path and distance.

Serial vs. Parallel Implementation

Strong vs. Weak Scaling
- Strong scaling: speedup for a ﬁxed problem size with respect to the number of
processors (governed by Amdahl’s law)
-

Eﬃciency equation: t1 / ( N * tN ) * 100%
- t1 = num seconds for 1 process
- N = num processors
- tN = num seconds for n processors

- Weak scaling: speedup for a scaled problem size with respect to the number of
processors (governed by Gustafson’s law)
- Eﬃciency equation: ( t1 / tN ) * 100%
https://www.kth.se/blogs/pdc/2018/11/scalability-strong-and-weak-scaling/
https://www.sharcnet.ca/help/index.php/Measuring_Parallel_Scaling_Performance
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Modiﬁcations & Future Improvements
- Previously implemented a k-swap algorithm, but it never improved upon
Greedy results.

- In the future:
-

Experiment with permuting/swapping algorithms designed for the asymmetric
TSP
Test Min-Max Ant System/Ant Colony Optimization algorithms
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