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とでより効率よくデータの転送を行う。ICNの実装の一つである Named Data Networking (NDN)





























NDNは、Van Jacobsonによって 2006年に提案された、Content Centric Network (CCN)を基
に実装されたネットワークアーキテクチャである。NDNの大きな特徴は、ICNの説明でも述べた通
り、コンテンツ名を用いたルーティングとネットワーク内でのキャッシングの 2点である。これら
を実装するために、NDNのルータは Forwarding Information Base (FIB)、Pending Interest Table























































長一致する FIBエントリの/prefix/に対応する、フェイス 1へ Interestパケットを送信する。
3. 加えて、NDNルータは Interestパケットが到着したフェイス (incoming情報)と、Interestパ
ケットが送信されていったフェイス (outgoing情報)を、コンテンツ名と共に PITエントリに
登録する。図 2.2では、incoming情報が 0、outgoing情報が 1となっている。
4. ステップ 2及び 3は、各 NDNルータで同様に行われる。
5. Interestパケットがプロデューサに到着すると、プロデューサは該当する Dataパケットを近
接ルータへ返送する。
6. NDNルータに Dataパケットが到着すると、ルータは PITを参照する。合致する PITエント
リが存在すれば、その Incoming情報を用いて次のルータ及びコンシューマへ Dataパケット































第3章 Service Function Chaining (SFC)























ルスの 3つのファンクションが存在し、ユーザ 1及び 2はこのプラットフォームを利用してインター



















4.1 Named Function Networking (NFN)


















Interest : f(g(x)) Interest : f
図 4.1: NFNの例
図 4.1の例では、コンシューマが/f(/g(/x))というコンテンツ名の Interestパケットを送信してい
る。/f 及び/g はファンクション、/x はパラメータとなるデータを表している。ファンクションは
ビットコードとして存在し、バイナリとして送受信される [4]。コンシューマは以下に示す手順で、目
的のデータを取得する。
1. /f(/g(/x))を要求する Interestパケットが NFNルータへとルーティングされる。
2. NFNルータが Interestパケットを受信すると、コンテンツ名を/f、/g、/x に分解する。
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3. NFNルータは分解したそれぞれの要素に対応する Interestパケットを作成し、それぞれを収
容するノードへ向けて送信する。
4. 全ての Dataパケットを受信すると、ファンクションを実行する。図 4.1の場合は、パラメー





2. (λzy.z y) func data
3. (λy.func y) data




4.2 ICN Function Chaining (ICN-FC)















4.3. NDN Function Chaining (NDN-FC) 11
図 4.2では、Aと B がファンクションを表し、プロデューサがData という名前のコンテンツを保
持している。コンシューマはコンテンツ名に/A←/B←/Data を指定する。この Interestパケット


























図 4.3: NDN-FCにおける Interestパケットのフォーマット変更
NDN-FCでは、コンシューマ、プロデューサ、ファンクションはそれぞれアプリケーションとし




















































1. コンシューマは通信の最初に、取得したいコンテンツの Final Block IDを取得するためのパ
ケットを送信する。図 4.4では、/test/file/infoというコンテンツ名の Interestパケットをまず
送信している。






































図 5.1: NDN-FC+の例 1○
図 5.2においても、コンシューマは/test/fileというコンテンツ名のコンテンツに、ファンクション
/A、/B 及び/C が実行されたコンテンツを要求している。そして、一番右のファンクション/B を




ここで、CS内にファンクション/B 及び/C が実行された Dataパケットを発見し、これが返送され
る。返送された Dataパケットは Interestパケットが通過した経路上でファンクション/Aが実行さ
れ、最終的に、コンシューマにファンクション/A、/B 及び/C が実行されたコンテンツが到着する。








































図 5.4: NDN-FCにおける問題点 2○
5.3 Dataパケットへのフィールド追加







































































図 5.8: NDN-FC+における Dataパケットのキャッシング
5.6 隣接ノード間パケット送受信
NDN-FC＋では、キャッシュ機能の実装に加え、パケットの送受信をより効率的に行えるような








1. コンシューマはまず、セグメント番号 00のDataパケットを要求する Interestパケットをプロ
デューサへ送信する。この Interestパケットは二つのファンクション (アプリケーション)を通
過し、プロデューサへ到着する。
2. セグメント番号 00の Interestパケットを受信したプロデューサは、セグメント番号 00のData
パケットを返送する。その際、Dataパケットにはコンテンツの Final Block ID : 5も格納する。
3. 右から 2番目のファンクションにセグメント番号 00のDataパケットが到着すると、ファンク
ションは Final Block IDを抽出し、不足分の Interestパケットを作成してプロデューサへ送信
する。図 5.9の場合、セグメント番号 01～05の Interestパケットを送信する。












































New Final Block ID: 6New Final Block ID: 7
図 5.9: 隣接ノード間パケット転送の例
4. プロデューサは不足分の Interestパケットを受信すると、対応するDataパケットを返送する。
図 5.9の場合、セグメント番号 01～05の Dataパケットを返送する。
5. 全てのDataパケットを受信したファンクションは、ファンクション処理を実行する。その後、
再びコンテンツをセグメンテーションして、セグメント番号 00のDataパケットのみを返送す
る。この Dataパケットには、新しい Final Block ID : 6が格納される。
6. ステップ 3～5を、ファンクション-ファンクション間でも同様に行う。
7. コンシューマはセグメント番号 00のDataパケットを受信すると、不足分の Interestパケット
を作成し送信する。そして、全ての Dataパケットを受信するとそれらをリアセンブルしてコ
ンテンツを取得する。


















プロデューサは、人間が 1 人写る画像データ (18.140kB) を保持しており、そのコンテンツ名は
test.jpgである。/A、/B、/C はそれぞれファンクション名を表す。これらのファンクションはコン
テンツに対して、表 6.1に示す処理を実行する。
























NFD NFD NFD NFD NFD
260 260 260 260






































図 6.2: 各ノードの FIB設定
図 6.2のにおいて、コンシューマは Internetパケット (コンテンツ名 : /test/producer/test.jpg/00,



















NFDが Internetパケットのコンテンツ名とFunction Nameフィールドの記録 (/B/C )を利用して、CS
を検索していることが確認できる。この実装では、検索文字列を「/test/producer/content/test.jpg/
セグメント番号/B/C」とし、Internet パケットを受信して CS を検索する際は、コンテンツ名と
Function Nameフィールドのファンクション名を結合した文字列を作成し検索している。キャッシュ
により、セグメント番号 00～08の Dataパケットが返送されていることが確認できる。
図 6.3: ファンクション/B のノードの NFDのログ 1○
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図 6.4: ファンクション/B のノードの NFDのログ 2○
図 6.5～6.6は、ファンクション/A(アプリケーション)の出力である。これを見ると、まずセグメ
ント番号 00のDataパケットを受信し、Final Block ID : 8を抽出して不足分の Internetパケットを
送信していることが確認できる (図 6.5 1○)。その後全てのDataパケットを受信し (図 6.5 2○)、リア
センブルの後にファンクションを実行している。Dataパケットをリアセンブルし復元したのコンテ
ンツのサイズは 13.842kBであり、ファンクション実行後、サイズは 14.514kBへと変化している。、
ファンクションはこのコンテンツを 9個の Dataパケット (Final Block ID : 8)に分割し、まずセグ
メント番号 00の Dataパケットのみを送信している (図 6.5 3○)。その後、不足分の Internetパケッ





図 6.5: ファンクション/Aの出力 1○




図 6.6: ファンクション/Aの出力 2○
図 6.7 は、コンシューマの出力である。これを見ると、コンシューマは 9 個全ての Data パケッ
トを受信し (図 6.7 1○)、それらをリアセンブルしてファンクション/Aから送信されたコンテンツ














• ファンクション/C を包含するノードの CSからコンテンツを返送し、その後/B→/Aの順に
ファンクションが実行されコンシューマへ届く。
• ファンクション/B を包含するノードの CSからコンテンツを返送し、その後ファンクション
/Aが実行されコンシューマへ届く。
• ファンクション/Aを包含するノードの CSからコンテンツを返送し、コンシューマへ届く。
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