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ABSTRACT  
Text summarization is a process to produce an abstract or a summary by selecting 
significant portion of the information from one or more texts. In an automatic text 
summarization process, a text is given to the computer and the computer returns a 
shorter less redundant extract or abstract of the original text(s). Many techniques have 
been developed for summarizing English text(s). But, a very few attempts have been 
made for Bengali text summarization. This paper presents a method for Bengali text 
summarization which extracts important sentences from a Bengali document to 
produce a summary.  
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1 INTRODUCTION 
Now-a-days, information overload on the World Wide Web (WWW) is becoming a 
problem for an increasingly large number of web users. To reduce this information 
overload problem, automatic text summarization can be an indispensable tool. The 
abstracts or summaries can be used as the document surrogates in place of the original 
documents.  In another way, the summaries can help the reader to get a quick overview 
of an entire document. Another important issue related to the information explosion on 
the internet is the problem that many documents with the same or similar topics are 
duplicated. This kind of data duplication problem increases the necessity for effective 
document summarization. In summary, the following are the important reasons in 
support of automatic text summarization:  
• A summary or abstract saves reading time  
• A summary or an abstract facilitate document selection and literature searches  
• It improves document indexing efficiency  
• Machine generated summary is free from bias 
• Customized summaries can be useful in question-answering systems where they 
provide personalized information.  
• The use of automatic or semi-automatic summarization by commercial abstract 
services may allow them to scale the number of published texts they can evaluate. 
Input to a summarization process can be one or more text documents. When only one 
document is the input, it is called single document text summarization and when the 
input is a group of related text documents, it is called multi-document summarization. 
We can also categorize the text summarization based on the type of users the summary 
is intended for: User focused (query focused) summaries are tailored to the 
requirements of a particular user or group of users and generic summaries are aimed at 
a broad readership community (Mani, 2001). 
 
Depending on the nature of summary, a summary can be categorized as an abstract and 
an extract. An extract is a summary consisting of a number of salient text units selected 
from the input. An abstract is a summary, which represents the subject matter of an 
article with the text units, which are generated by reformulating the salient units 
selected from an input. An abstract may contain some text units, which are not present 
into the input text. 
 
Based on information content of the summary, it can be categorized as informative 
and indicative summary.  The indicative summary presents an indication about an 
article’s purpose and approach to the user for selecting the article for in-depth reading; 
informative summary covers all salient information in the document at some level of 
detail, that is, it will contain information about all the different aspects such as 
article’s purpose, scope, approach, results and conclusions etc. For example, an 
abstract of a research article is more informative than its headline. 
 
The main objective of the work presented in this paper is to generate an extract from a 
Bengali document. We have followed a simple and easy-to-implement approach to 
Bengali single document text summarization because the sophisticated summarization 
system requires resources for deeper semantic analysis.  Bengali is a resource 
constrained language and NLP (natural language processing) research activities on 
Bengali have recently been started. In our work presented in this paper, we have 
investigated the impact of thematic term feature and position feature on Bengali text 
summarization. To our knowledge, no generic text summarization system for Bengali 
is available for comparison to our system. So, we have compared the proposed 
method to the LEAD baseline which was defined for single document text 
summarization task in past two DUC conferences DUC 2001 and DUC 2002. LEAD 
baseline considers the first n words of an input article as a summary, where n is a 
predefined summary length.  
 
Our work is different from the work on Bengali opinion summarization presented in 
(Das and Bandyopadhyay, 2010) because we mainly focus on generic text 
summarization for Bengali. 
 
In section 2, we present a brief survey on single document text summarization in 
English domain. The proposed summarization method has been presented in section 3. 
In section 4, we describe the summary evaluation method and experimental results. 
 
2 A SURVEY ON SINGLE DOCUMENT TEXT SUMMARIZATION IN 
ENGLISH DOMAIN 
In this section, we present a brief survey on single document text summarization for 
English. Although new research on text summarization in English domain has been 
started many years ago, most works on text summarization today still rely on sentence 
extraction to form summary. 
 
Many previous works on extractive summarization use two major steps: (1) ranking 
the sentences based on their scores which are computed by combining few or all of 
the features such as term frequency (TF), positional information and cue phrases 
(Baxendale, 1958; Edmundson, 1969; Luhn, 1958; Lin and Hovy 1997) and (2) 
selecting few top ranked sentences to form an extract. The very first work on 
automatic text summarization by Luhn (1958) computes salient sentences based on 
word frequency (number of times a word occurs in a document) and phrase frequency. 
Although subsequent research has developed sophisticated summarization methods 
based on various new features, the work presented by Edmundson (1969) is still 
followed today as the foundation for extraction based summarization.  
 
Baxendale (1958) presented a straightforward method of sentence extraction using 
document title, first and last sentences of the document and/or each paragraph. Lin 
and Hovy (1997) claimed that as the discourse structures change over the domains 
and the genres, the position method cannot be as simple as in (Baxendale, 1958).  
They defined an optimal policy of locating the likely positions of topic-bearing 
sentences in the text.   
 
MEAD (Radev et. al., 2004) computes the score of a sentence  based on many 
features such as  similarity to the centroid, similarity to the first sentence of the 
document, position of the sentence in the document, sentence length etc. 
 
Kupiec et. el. (1995) applied a machine learning approach to text summarization. They 
developed a summarizer using a Bayesian classifier to combine features from a corpus 
of scientific articles and their abstracts.  
 
Salton et. al. (1997) presented a sentence extraction method that exploits the semantic 
links between sentences in the text. The feature they used in this work may be 
considered as a cohesion feature. Text cohesion (Halliday and Hasan ,1996) refers to 
the relations (semantic links) between words, word senses, or referring expressions, 
which determine how tightly connected the text is. In this approach, text is 
represented by a graph in which each node represents a paragraph in a document and 
the edges are labeled with the similarity score between two paragraphs. The paragraph 
that is connected to many other paragraphs with a similarity above a predefined 
threshold is considered as the bushy node. The paragraph representing the “bushy” 
node is considered as a salient one. 
 
Barzilay and Elhadad (1997) described a summarization approach that used lexical 
chaining method to compute the salience of a sentence.  Cohesion (Halliday and 
Hasan, 1976 ) is a method for sticking together different parts of the text. Lexical 
cohesion is the simplest form of cohesion. Lexical Cohesion links the different parts of 
the text through semantically related terms, co-reference, ellipsis and conjunctions.  
Lexical cohesion also involves relations such as reiteration, synonymy, hypernymy 
(IS-A relations such as “dog-is-a-kind-of-animal”, “wrist-is-a-part-of-hand”).  The 
concept of lexical chain was introduced in (Morris and Hirst, 1991). They characterized 
lexical chain as a sequence of related words that spans a topical unit of text. In other 
words, lexical chain is basically lexical cohesion that occurs between two terms and 
among sequences of related words.  Barzilay and Elhadad (1997) used a WordNet 
(Miller, 1995) to construct the lexical chains.  
 
The work in (Conroy and O’Leary, 2001) considered the fact that the probability of 
inclusion of a sentence in an extract depends on whether the previous sentence had been 
included as well and applied hidden Markov models (HMMs) in sentence extraction 
task. 
 
Osborne (2002) applied maximum entropy (log-linear) model to decide whether a 
sentence will be included in a summary or not. He assumed no feature independence. 
The features he considered are: word pairs, sentence length, sentence position, 
discourse features (e.g., whether sentence follows the “Introduction”, etc.).  
Compared to creating an extract, automatic generation of abstract is harder and the 
latter requires deeper approaches which exploit semantic properties in the text. 
Generation of an abstract from a document is relatively harder since it requires: 
semantic representation of text units (sentences or paragraphs) in a text, reformulation 
of two or more text units and rendering the new representation in natural language. 
Abstractive approaches have used template based information extraction, information 
fusion and compression. In information extraction based approach, predefined template 
slots are filled with the desired pieces of information extracted by the summarization 
engine (Paice and Jones,1993). An automated technique has been presented in (Jing 
and  McKeown, 1999; Jing,2002)  to build a corpus representing the cut-and-paste 
process used by humans so that such a corpus can then be used to train an automated 
summarizer. True abstraction needs more sophisticated process that requires 
large-scale resources.   
 
Headline generation can be viewed as generation of very short summary (usually less 
than 10 words) that represents the relevant points contained in a document. A 
Headline summary is a kind of the indicative summary. Banko et. al. (2000) presented 
an approach that uses some statistical methods to generate headline like abstracts.  
 
HMM (Hidden Markov Model) based headline generation has been presented in 
(Zajic , Dorr  and Schwartz,   2002). 
 
Dorr et al. (2003) developed the Hedge Trimmer that uses a parse-and-trim based 
approach to generate headlines. In this approach, the first sentence of a document is 
parsed using a parser and then the parsed sentence is compressed to form a headline 
by eliminating the unimportant constituents of the sentence using a set of 
linguistically motivated rules. 
 
TOPIARY (Zajic et al., 2004), a headline generation system, combines the 
compressed version of the lead sentence and a set of topic descriptors generated from 
the corpus to form a headline. The sentence is compressed using the approach similar 
to the approach in (Dorr et al. 2003) and the topic descriptors. A number of 
approaches for creating abstracts have been conceptualized without much emphasis 
on the issue that a true abstract may contain some information not contained in the 
document. Creating such an abstract requires external information of some kind such 
as ontology, knowledge base etc.. Since large-scale resources of this kind are difficult 
to develop, abstractive summarization has not progressed beyond the proof-of-concept 
stage. 
 3 PROPOSED SUMMARIZATION METHOD 
The proposed summarization method is extraction based. It has three major steps: (1) 
preprocessing (2) sentence ranking (3) summary generation. 
3.1 Preprocessing 
The preprocessing step includes stop-word removal, stemming and breaking the input 
document in to a collection of sentences. For stop word removal, we have used the 
Bengali stop-word list downloadable from the website of Forum for Information 
Retrieval Evaluation (FIRE)(http://www.isical.ac.in/~fire/stopwords_list_ben.txt ).  
3.2 Stemming 
Using stemming, a word is split into its stem and affix. The design of a stemmer is 
language specific, and requires some significant linguistic expertise in the language.  
A typical simple stemmer algorithm involves removing suffixes using a list of 
frequent suffixes, while a more complex one would use morphological knowledge to 
derive a stem from the words. Since Bengali is a highly inflectional language, 
stemming is necessary while computing frequency of a term. 
 
In our work, we use a lightweight stemmer for Bengali that strips the suffixes using a 
predefined suffix list, on a “longest match” basis, using the algorithm similar to that 
for Hindi (Ramanathan and Rao, 2003). 
3.3    Sentence Ranking 
After an input document is formatted and stemmed,   the document is broken into a 
collection of sentences and the sentences are ranked based on two important features:  
thematic term and position. 
 
Thematic term: The thematic terms are the terms which are related to the main theme 
of a document. We define the thematic terms are the terms whose TFIDF values are 
greater than a predefined threshold.  The TFIDF value of a term is measured by the 
product of TF and IDF, where TF (term frequency) is the number of times a word 
occurs in a document and IDF is Inverse Document Frequency. The IDF of a word is 
computed on a corpus using the formula: IDF=log(N/df) where N=number of 
documents in the corpus and df (document frequency) indicates the number of 
documents in which a word occurs. The score of a sentence k is computed based on the 
similarity of the sentence to the set of thematic terms in a document. The similarity of a 
sentence k to the set of thematic terms in a document is computed as the sum of the 
TFIDF values of the thematic terms contained in the sentence k.   
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where TFIDFw,k  is a TFIDF value of a thematic term w in a sentence k and Sk is the 
score of the  sentence k. 
One crucial issue is to determine the TFIDF threshold value based on which we can 
decide on whether a term is a thematic term or not. In experimental section, we will 
discuss how this threshold value has been adjusted for the best results. 
 
Positional Value: The positional score of a sentence is computed in such a way that the 
first sentence of a document gets the highest score and the last sentence gets the lowest 
score. The positional value for the sentence k is computed using following formula: 
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Sentence length: We consider length of a sentence as a feature because we observe that 
if a sentence is too short, but it occurs in the beginning paragraph of a document it is 
sometimes selected due to its positional advantage. On the other hand, if a sentence is 
too long, it is sometimes selected due to the fact that it contains many words. So, we 
eliminate the sentences which are too short or too long. 
 
Combining Parameters for Sentence Ranking: We compute the score of a sentence 
using the linear combination of the normalized values of thematic term based score Sk 
and positional score Pk if the sentence is not too long or too short. If a sentence is too 
short or too long, it is assigned a score of 0. The final score of a sentence k is: 
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The values of α , β, LL (lower cutoff on the sentence length L) and LU (upper cutoff 
on the sentence length L) are obtained by tuning them for the best results on a subset 
of documents randomly selected from our corpus. In the experimental section, we will 
discuss in detail how the values of these parameters are tuned.  
3.4  Summary Generation 
A summary is produced after ranking the sentences based on their scores and selecting 
K-top ranked sentences, when the value of K is set by the user. To increase the 
readability of the summary, the sentences in the summary are reordered based on their 
appearances in the original text, for example, the sentence which occurs first in the 
original text will appear first in the summary. 
 
4 EVALUATION, EXPERIMENTS AND RESULTS 
 
To test our summarization system, we collected 38 Bengali documents from the 
Bengali daily newspaper, Ananda Bazar Patrika. The documents are typed and saved in 
the text files using UTF-8 format.  For each document in our corpus, we consider only 
one reference summary for evaluation. Evaluation of a system generated summary is 
done by comparing it to the reference summary.  
4.1 Evaluation 
It is very difficult to determine whether a summary is good or bad. The summary 
evaluation methods can be broadly categorized as human evaluation methods and 
automatic (machine-based) evaluation methods. A human evaluation is done by 
comparing system-generated summaries with reference/model summaries by human 
judges. According to some predefined guidelines, the judges assign a score in a 
predefined scale to each summary under evaluation. Quantitative scores are given to the 
summaries based on the different qualitative features such as information content, 
fluency etc. The main problems with human evaluation are: (1) the evaluation process 
is tedious (2) it suffers from the lack of consistency. Two human judges may not agree 
on each other’s judgments. On the other hand, automatic evaluation (machine based) is 
always consistent with a judgment. The automatic evaluations may lack the linguistic 
skills and emotional perspective that a human has. Hence although automatic 
evaluation is not perfect compared to the human evaluation, it is popular primarily 
because the evaluation process is quick even if summaries to be evaluated are large in 
number. Since automatic evaluation is performed by a machine, it follows a fixed logic 
and always produces the same result on a given summary. Since automatic evaluation 
processes are free from human bias, it provides a consistent way of comparing the 
various summarization systems. 
 
In several past Document Understanding Conferences (DUC) organized by NIST 
(The National Institute of Standards and Technology), single document text 
summarization systems for English have been evaluated. In DUC 2001 and DUC 
2002, single document summarization task was to generate a summary of fixed length 
such as 50 words, 100 words etc. A baseline called LEAD baseline was defined in 
theses conferences. LEAD baseline considers the first n words of an input article as a 
summary, where n is a predefined summary length.  
 
Unlike DUC single document text summarization task where there was a fixed 
summary length for each document, we believe that a generic summary of a document 
may be longer or shorter than a summary of another document. So, we assume that the 
size of a system generated summary should be equal to that of the corresponding 
model summary, but the different model summaries may not be equal in size.  
 
We adopted an automatic summary evaluation metric for comparing system-generated 
summaries to reference summaries. When we compare a system generated summary to 
a reference summary, we ensure that they would be of the same length. We have used 
the unigram overlap method stated in (Radev et.al, 2004) for evaluating the system 
generated summaries. Unigram overlap between a system generated summary and a 
reference summary is computed as follows: 
S
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|R| is the length of the reference summary and  
|S ∩ R| indicates the maximum number of unigrams co-occurring in the system 
generated summary S and the reference summary R. 
Creation of reference summaries is a laborious task. In our experiment, we have 
used only one reference summary for evaluating each system generated summary. 
 
4.2   Experiments and Results 
Tuning α, β and choosing  appropriate threshold value: For the best results, α 
and β used in equation (3) would be set appropriately. At the same time, an appropriate 
TFIDF threshold value for selecting the thematic terms (discussed in subsection 3.3) 
should be chosen. For tuning these parameters, we build a training data set by 
randomly selecting 10 document-summary pairs from the collection of 38 
document-summary pairs in our corpus. 
 
Initially, we set the value of α to 1 since α is the weight of the positional feature which 
is observed by us as a feature producing better results than the thematic term feature. 
We set the value of α to 1 for all the experimental cases presented in this paper. 
 
For tuning the value of β, we set the TFIDF threshold value to 0 and conduct 
experiments with the different values of β that ranges from 0 to 1.  To obtain the 
different values of β, we step between 0 to 1 by 0.1. The figure 1 shows summarization 
performance curve with respect to different values of β on the training data. 
 Figure1. Average Recall score Vs. β, when TFIDF threshold value is set to 0 and α is 
set to 1. 
 
The figure 1 shows that when the value of β is set to 0.1 which is a relatively smaller 
value, the better result is obtained.  
 
Since depending on TFIDF threshold value we decide on whether a term is the 
thematic term or not, an appropriate threshold value should be determined to improve 
the summarization performance. For this pupose, after fixing the value of β to 0.10, we 
adjust the TFIDF threshold value.   
 
The figure 2 shows the summarization performance curve with different TFIDF 
threshold values. 
 
Figure 2. Average Recall score Vs. TFIDF threshold value, when β is set to 0.10 and 
α is set to 1. 
 
The figure 2 shows that the best result is achieved when TFIDF threshold value is set 
to any value between 3.8 and 4.6. We set TFIDF threshold value to 3.8, because at this 
value, average recall score transits from a lower value to the best value. 
 
After fixing the value of β to 0.10 and the TFIDF threshold value to 3.8, we adjust the 
lower cutoff and the upper cutoff on the sentence length. Table 1 shows the results on 
training set with different values of the upper cutoff on sentence length. 
LU 
Average Recall 
Score 
25   0.3752 
24  0.3752 
23  0.3752 
22  0.3627 
Table 1. Results on training set with different values of the upper cutoff (LU) on 
sentence length. 
The results on training set with different values of lower cutoff on sentence length 
are shown in Table 2. 
LL Average Recall Score 
2  0.3752 
3  0.3770 
4  0.3749 
5  0.3660 
Table 2. Results on training set with different values of lower cutoff (LL) on sentence 
length. 
Table 1 and table 2 show that the best results are obtained when LU is set to any value 
between 23 and 25 and LL is set to 3. We set the value of LU to 23 and the value of LL 
to 3 when we run the system on the test data. 
Results: We randomly chose 10 document-summary pairs from 38 
document-summary pairs in our corpus and considered this subset as a training set for 
tuning the values of several parameters discussed above. After setting the parameters 
to the values learnt from the training set, we test our system on the entire collection of 
38 documents. From each of 38 documents, a summary of n words is generated, where 
n is the length of the reference summary of the corresponding document. A system 
generated summary is compared to a reference summary and the unigram based recall 
score is computed using the equation (4).  The average recall score is obtained by 
averaging the recall scores obtained on all the documents in the collection. Row1 of 
Table 3 shows the performance of the proposed system on the test data set. 
 
To our knowledge, no generic text summarization system for Bengali is available for 
comparison to our system. So, we have compared the proposed method to the LEAD 
baseline. LEAD baseline considers the first n words of an input article as a summary, 
where n is a predefined summary length.  Table 3 shows the comparisons of our 
system to the LEAD baseline. 
 
Methods Average Unigram based Recall Score 
Proposed System 0.4122 
LEAD baseline 0.3991 
Table3. Comparison of the proposed system to LEAD baseline 
 
Table 3 shows that the proposed method outperforms the LEAD baseline. The 
evaluation of generic summarization systems in the past DUC conferences DUC 2001 
and DUC 2002 proves that it is very hard to beat LEAD baseline on the news 
documents. 
An Example: The following is an article taken from the Bengali daily newspaper 
Ananda Bazar Patrika. 
আর রkপাত চান না বেলi আেলাচনায় ৷ 5 ĺফbয়াির : ĺকানo পূরবশতŪ  ছাŔাi ĺকndীয় sরাɲমntী 
িপ িচদmরেমর সেǩ pথম শািn আেলাচনায় বসেত চেলেছন আলফার ĺকndীয় ĺনতৃt ৷ আলফার 
ĺকndীয় কিমǅ তরেফ জানােনা হেয়েছ, “শািn আেলাচনা আলফার সরবসmত িসdাn ৷ না মানেল 
পেরশ বরয়ুার িবরেুdo বƟবsা ĺনoয়া হেব ৷” aনƟ িদেক, ĺকndীয় কিমǅ o ĺখাদ আলফা 
ĺচয়ারমƟানেক চƟােলǻ জিনেয় পেরশপnী আলফা ĺগাɵী i-ĺমল পাǇেয় জানাল, sাধীন aসেমর দািব 
বজŪ ন কের আপেসর পেথ হাটঁেল aরিবn রাজেখায়ােকo তারা বজŪ ন করেব ৷ ĺসাম o মǩলবার, 
নলবািŔেত, আলফার সাধারণ পিরষেদর Ļবঠেকর পর আজ, গয়ুাহাǅ ĺpস kােব সাংবািদক সেnলন 
ডােক আলফা ৷ ei pথম আলফার pকাশƟ সাংবািদক সেnলন ৷ আলফার সহ-সভাপিত pদীপ গৈগ, 
িবেদশসিচব শশধর ĺচৗধরুী o pচারসিচব িমিথǩা দiমাির সাংবািদকেদর মেুখামিুখ হন ৷ িতন 
পাতার িববিৃতেত আলফা জানায়: sাধীন aসেমর sp িনেয় সশst সংgাম শরু ুকরেলo িতন দশেক 
সাফলƟ ĺমেলিন ৷ তাi আnজŪ ািতক পিরিsিত o aসেমর মানেুষর দািব ĺমেন তারা রাজৈনিতক 
সমাধােনর পেথ হাঁটেত চান ৷ দলমত িনরিবেশেষ aসেমর মানষুেক পােশ চায় আলফা ৷ 10 
ĺফbয়াির , বহৃsিতবার িদিlেত ĺকndীয় sরাɲমntী িপ িচদmরেমর সেǩ ‘পূরবশতŪ ’ ছাŔাi তারা 
আেলাচনায় বসেত চেলেছন ৷ eমন কী তাঁরা pধানমntী মনেমাহন িসংেহর সেǩo ĺদখা করার জনƟ 
সময় ĺচেয়েছন ৷ pদীপ গৈগেয়র দািব, ĺসনাধƟk পেরশ বরয়ুা o কমƟাnার জীবন মরানেক আমntণ 
জানােলo তারঁা সাধারণ পিরষেদর Ļবঠেক আেসনিন৷ ei পিরিsিতেত দiু-তৃতীয়াংেশর ĺবিশ 
সদেসƟর uপিsিতেত শািn আেলাচনা িনেয় িসdাn ĺনoয়া হেয়েছ ৷ তেব আেলাচনার িবষয়গিুল িsর 
করা হয়িন ৷ তেব eনিডeফিবর দািব aনযুায়ী পথৃক বেŔালƟাn গঠন বা eনeসিসeন 
(আieম)-eর দািবমেতা নাগািলেমর জনƟ aসমেক িdধািবভk করার psাব আলফা খািরজ কেরেছ 
৷ ĺধমািজ হতƟাকাȉ বা সǻয় ĺঘােষর হতƟা আলফার বŔ ভুল বেল ĺমেন ĺনন শশধর ৷ িতিন বেলন, 
“eত িদন সংgােম আলফা বা ĺসনার হােত যত হতƟা হেয়েছ সবi দভুŪ াগƟজনক ৷ আর রkপাত চাi 
না বেলi আেলাচনায় বসিছ ৷ ”আসn িনরবাচেন আলফার ĺকানo সদসƟ aংশ ĺনেব না বেল জানান 
শশধর ৷ আলফার uপর ĺথেক িনেষধাǻা তুেল ĺনoয়া o সংঘষŪিবরিতর িসdাn িনেয় ĺকেndর সেǩ 
আেলাচনা হেব ৷ আেলাচনা চালােনা হেব আলফা সদসƟেদর ‘ĺসফ পƟােসজ’ ĺদoয়া িনেয়o ৷ aনপু 
ĺচিতয়ার pতƟপŪণ pসেǩo কথা হেব ৷ শশধর জানান, “ĺচিতয়া রাজশািহ ĺজেল আেছন ৷ তাঁর সেǩ 
সরাসির ĺযাগােযাগ ĺনi ৷ তেব আেবদন জানাব , িতিন ĺযন বাংলােদেশ রাজৈনিতক আƽয় না ĺচেয় 
আমােদর সেǩ ĺযাগ ĺদন ৷” 28 নmর বƟােটিলয়েনর চার ĺনতা মণৃাল হাজিরকা, pবাল ĺনoগ, জনু 
ভুiঞাঁ o িজেতন দt আলফা ĺথেক পািলেয় আেলাচনাপnী ĺগাɵী গঠন কেরন ৷ রাজেখায়া তাঁেদর 
বিহɱার কেরন ৷ শশধর জানান, মণৃালরা পনুরিবেবচনার জনƟ আেবদন জানান ৷ তা িবেবচনাধীন 
৷ পেরশ sাধীন aসম িনেয় যা বেলেছন, তা তাঁর বƟিkগত মত বেলi মেন করেছ আলফা ৷ ĺকndীয় 
ĺনতৃt জানায়, “সাধারণ পিরষেদর িসdাn ĺসনাধƟkেক পাǇেয় ĺদoয়া হেব ৷ িতিন মত না মানেল 
বƟবsা ĺনব ৷ তেব eখনo পেরশi ĺসনাধƟk ৷ রাজেখায়া পেরেশর সেǩ ĺযাগােযাগ রাখেছন ৷ ”তেব 
পেরেশর তরেফ ĺয বাতŪ া আেস তােক ‘আলফার বাতŪ া’ বলেত নারাজ রাজেখায়ারা ৷ e িদেক, আজ 
সাংবািদক সেnলেনর পেরi পেরেশর তরেফ i-ĺমল বাতŪ ায় বলা হেয়েছ, ĺসনাধƟk o জীবন মরােণর 
কােছ রাজেখায়ার আমntণ eেসিছল Ǉকi, তেব 18 জানয়ুাির সকাল 10টায় ĺয আেলাচনা হoয়ার 
কথা, ĺসi িচǇ 17 জানয়ুাির ĺপৗঁছয় ৷ পেরশপnী আলফার aিভেযাগ, ĺয aǹেল পেরশরা রেয়েছন, 
ĺসখান ĺথেক eত dত আসা সmব নয় ĺজেনi ei কাȉ ঘটােনা হেয়েছ ৷ বাতŪ ায় বলা হেয়েছ , 
“সারবেভৗম sাধীন aসেমর জনƟ আলফা পদেkপ করেত psত ৷ রাজেখায়া যিদ ‘sাধীন aসম’ 
aসmব বেল আপেস রািজ হন, তেব তাঁেকo বজŪ ন করা হেব ৷ ”িবeসeফ সেূt খবর, আজ 
বাংলােদশ-ĺমঘালয় সীমােn আলফার দiু সদসƟ, aƈt চাuদাং o pদীপ ĺচিতয়ােক ভারেতর হােত 
তুেল ĺদoয়া হেয়েছ ৷ পেরশ o জীবেনর পের দেল তৃতীয় sােন িছেলন aƈt ৷ আলফা জানায়, 18 
িডেসmর বাংলােদশ পিুলশ তাঁেদর ĺgফতার কের ৷  
 
Here is the reference summary for the article mentioned above. 
 
 
 
 
 
 
 
শতŪ ছাŔাi Ļবঠেক বসেত রািজ আলফা ৷ ĺকানo রকম শতŪ ছাŔাi ĺকndীয় সরকােরর 
সেǩ আেলাচনায় বসার কথা ĺঘাষণা করল aসেমর জিǩ সংগঠন আলফা ৷ আগামী 
বহৃsিতবারi ĺকndীয় sরাɲমntী িপ িচদmরেমর সেǩ Ļবঠেক বসেছন আলফা ĺনতারা 
৷ pধানমntী মনেমাহন িসংেহর সেǩo ĺদখা করেত ĺচেয়েছন তাঁরা ৷ শিনবার pথম pকাশƟ 
সাংবািদক সেmলেন আলফার ĺনতারা জানান, সশst আেnালেনর পেথ ĺহঁেট লাভ ĺতা 
হয়িন, শধু ুkিতi হেয়েছ ৷ পিরিsিত পরযােলাচনা কের আলফার ĺকndীয় কিমǅ তাi 
রাজনীিতর মলুেsােত আসার িসdাn িনেয়েছ ৷ তেব পেরশ বরয়ুার aনগুামীরা হঁুিশয়াির 
িদেয়েছন, ‘আপেসর পথ’ না ছাŔেল তারা aরিবn রাজেখায়ার ĺনতৃtেক aমানƟ 
কের ‘আেnালন’ চািলেয় যােব ৷  
 The following is the summary generated by the proposed system for the news 
article. 
 
 
 
 
 
 
 
 
5 Conclusion 
This paper discusses a single document text summarization method for Bengali. Many 
techniques have been developed for summarizing English text(s). But, a very few 
attempts have been made for Bengali text summarization.  
 
The performance of the proposed system may further be improved by improving 
stemming process, exploring more number of features and applying learning 
algorithm for effective feature combination. 
 
Traditionally, more than one reference summaries are used for evaluating each system 
generated summary, but in our work, we have used only one reference summary for 
summary evaluation. In future, we will consider more than one reference summaries 
for summary evaluation. 
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