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These are significantly expanded lecture notes for the author’s minicourse at MSRI in
June 2012. In these notes, following, e.g., [Eti05, Kon03, EG10], we give an example-
motivated review of the deformation theory of associative algebras in terms of the Hochschild
cochain complex as well as quantization of Poisson structures, and Kontsevich’s formality
theorem in the smooth setting. We then discuss quantization and deformation via Calabi-
Yau algebras and potentials. Examples discussed include Weyl algebras, enveloping algebras
of Lie algebras, symplectic reflection algebras, quasihomogeneous isolated hypersurface sin-
gularities (including du Val singularities), and Calabi-Yau algebras.
The exercises are a great place to learn the material more detail. There are detailed
solutions provided, which the reader is encouraged to consult if stuck. There are some
starred (parts of) exercises which are quite difficult, so the reader can feel free to skip these
(or just glance at them).
There are a lot of remarks, not all of which are essential; so many of them can be skipped
on a first reading.
We will work throughout over a field k. A lot of the time we will need it to have
characteristic zero; feel free to assume this always.
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1
Introduction
Deformation theory is ubiquitous in mathematics: given any sort of structure it is a natural
(and often deep and interesting) question to determine its deformations. In geometry there
are several types of deformations one can consider. The most obvious is actual deforma-
tions, such as a family of varieties (or manifolds), Xt, parameterized by t ∈ R or C. Many
times this is either too difficult to study or there are not enough actual deformations (which
are not isomorphic to the original variety X), so it makes sense to consider infinitesimal
deformations: this is a family of structures Xt where t ∈ C[ε]/(ε2), i.e., the type of family
which can be obtained from an actual family by taking the tangent space to the deforma-
tion. Sometimes, but not always, infinitesimal deformations can be extended to higher-order
deformations, i.e., one can extend the family to a family where t ∈ C[ε]/(εk) for some k ≥ 2.
Sometimes these extensions exist to all orders. A formal deformation is the same thing as a
compatible family of such extensions for all k ≥ 2, i.e., such that restriction from order k to
order j < k recovers the deformation at order j.
In commutative algebraic geometry, affine varieties correspond to commutative algebras
(which are finitely generated and have no nilpotent elements): they are of the form SpecA for
A commutative. In “noncommutative affine algebraic geometry,” therefore, it makes sense
to study deformations of associative algebras. This is the main subject of these notes. As
we will see, such deformations arise from and have applications to a wide variety of subjects
in representation theory (of algebras, Lie algebras, and Lie groups), differential operators
and D-modules, quantization, rational homotopy theory, Calabi-Yau algebras (which are
a noncommutative generalization of affine Calabi-Yau varieties), and many other subjects.
Moreover, many of the important examples of noncommutative algebras studied in repre-
sentation theory, such as symplectic reflection algebras (the subject of Bellamy’s notes) and
many noncommutative projective spaces (the subject of Rogalski’s notes) arise in this way.
The noncommutative resolutions studied in Wemyss’s notes can also be deformed, and the
resulting deformation theory should be closely related to that of commutative resolutions.
Of particular interest is the study of noncommutative deformations of commutative alge-
bras. These are called quantizations. Whenever one has such a deformation, the first-order
part of the deformation (i.e., the derivative of the deformation) recovers a Lie bracket on
the commutative algebra, which is a derivation in each component. A commutative algebra
together with such a bracket is called a Poisson algebra. Its spectrum is called an (affine)
Poisson variety. By convention, a quantization is an associative deformation of a commu-
tative algebra equipped with a fixed Poisson bracket, i.e., a noncommutative deformation
which, to first order, recovers the Poisson bracket. Poisson brackets are very old and ap-
peared already in classical physics (particularly Hamiltonian mechanics) and this notion of
quantization is already used in the original formulation of quantum mechanics. In spite of
the old history, quantization has attracted a lot of recent attention in both mathematics and
physics.
One of the most important questions about quantization, which is a central topic of
these notes, is of their existence: given a Poisson algebra, does there exist a quantization,
and can one construct it explicitly? In the most nondegenerate case, the Poisson variety
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is a smooth symplectic variety; in this case, the analogous problem for C∞ manifolds was
answered in the affirmative in [DWL83], and an important explicit construction was given in
[Fed94]. In the general case of affine algebraic Poisson varieties, the answer is negative; see
Mathieu’s example in Remark 2.3.14 below. A major breakthrough occurred in 1997 with
Kontsevich’s proof that, for arbitrary smooth C∞ manifolds, and for real algebraic affine
space Rn, all Poisson structures can be quantized. In fact, Kontsevich constructed a natural
(i.e., functorial) quantization, and indicated how to extend it to general smooth affine (or
suitable nonaffine) varieties; the details of this extension and a study of the obstructions
for nonaffine varieties were first completed by Yekutieli [Yek05], see also [VdB06], but there
have been a large body of refinements to the result, e.g., in [DTT07] for the affine setting,
and in [CVdB10b, CVdB10a] for a sheaf version of the global setting.
More recently, the study of Calabi-Yau algebras, mathematically pioneered by Ginzburg
[Gin06], has become extremely interesting. This is a subject of overlap of all the chapters of
this book, since many of the algebras studied in all chapters are Calabi-Yau, including many
of the regular algebras studied in Rogalski’s notes, all of the symplectic reflection algebras
studied in Bellamy’s notes, and all of the noncommutative crepant resolutions of Gorenstein
singularities studied in Wemyss’s notes. In the commutative case, Calabi-Yau algebras are
merely rings of functions on affine Calabi-Yau varieties; the noncommutative generalization
is much more interesting, but shares some of the same properties. Beginning with a Calabi-
Yau variety, one can consider Calabi-Yau deformations (see, e.g., [VdBdTdV12] for a study of
their moduli). In [EG10], this was applied to the quantization of del Pezzo surfaces: Etingof
and Ginzburg first reduced the problem to the affine surface obtained by deleting an elliptic
curve; this affine surface embeds into C3. They then deformed the ambient smooth Calabi-
Yau variety C3, together with the hypersurface. One advantage of this is the fact that many
Calabi-Yau algebras can be defined only by a single noncommutative polynomial, called the
(super)potential, such that the relations for the algebra are obtained by differentiating the
potential (see, e.g., [Gin06, BSW08]). (It was in fact conjectured that all Calabi-Yau algebras
are obtained in this way; this was proved for graded algebras [Boc06] and more generally
for completed algebras [VdB10], but is false in general [Dav12].) Thus the deformations of
C3 studied in [EG10] are very explicit and given by deforming the potential function. To
quantize the original affine surface, one then takes a quotient of such a deformed algebra by
a central element. We end this chapter by explaining this beautiful construction.
Deformations of algebras are closely related to a lot of other subjects we are not able to
discuss here. Notably, this includes the mathematical theory of quantum groups, pioneered
in the 1980s by Drinfeld, Jimbo, and others: this is the analogue for groups of the latter,
where one quantizes Poisson-Lie groups rather than Poisson varieties. Mathematically, this
means one deforms Hopf algebras rather than associative algebras, and one begins with the
commutative Hopf algebras of functions on a group. One can moreover consider actions
of such quantum groups on noncommutative spaces, which has attracted recent attention
in, e.g., [EW14, CWWZ14]. Quantum groups also have close relationships to the formality
theorem: Etingof and Kazhdan proved in [EK96] that all Lie bialgebras can be quantized to
a quantum group (a group analogue of Kontsevich’s existence theorem), and Tamarkin gave
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a new proof of Kontsevich’s formality theorem for Rn which used this result; in fact, this
result was stronger, as it takes into account the cup product structure on polvector fields
∧•O(Rn)Vect(Rn), i.e., its full differential graded Gerstenhaber algebra structure, rather than
merely considering its differential graded Lie algebra structure. Moreover, using [Tam03],
Tamarkin’s proof works over any field of characteristic zero, and requires only a rational
Drinfeld associator rather than the Etingof-Kazhdan theorem; in this form the latter theorem
also follows as a consequence [Tam02].
A rough outline of these notes is as follows. In Section 1, we will survey some of the
most basic and interesting examples of deformations of associative algebras. This serves not
merely as a motivation, but also begins the study of the theory and important concepts and
constructions. The reader should have in mind these examples while reading the remainder of
the text. In particular, we will consider Weyl algebras and algebras of differential operators,
universal enveloping algebras of Lie algebras, quantizations of the nilpotent cone, and we
will conclude by explaining the Beilinson-Bernstein localization theorem, which relates all of
these examples and is one of the cornerstones of geometric representation theory.
In Section 2, we will define the notions of formal deformations, Poisson structures, and
deformation quantization. We culminate with the statement of Kontsevich’s theorem (and
its refinements) on deformation quantization of smooth Poisson manifolds and smooth affine
Poisson varieties. We will come back to this in Section 4.
In Section 3, we begin a systematic study of deformation theory of algebras, focusing
on their Hochschild cohomology. This allows us to classify infinitesimal deformations and
the obstructions to second-order deformations, as well as some theory of deforming their
modules.
In Section 4 we pass from the Hochschild cohomology to the Hochschild cochain complex,
which is the structure of a differential graded Lie algebra. This allows us to classify formal
deformations. We then return to the subject of Kontsevich’s theorem, and explain how it
follows from his more refined statement on formality of the Hochschild cochain complex as
a differential graded Lie algebra.
Finally, in Section 5 we discuss Calabi-Yau algebras, which is a subject that connects all
of the chapters of the book. This came up already in previous sections because our main
examples up to this point are all (twisted) Calabi-Yau, including Weyl algebras, universal
enveloping algebras (as well as many of their central reductions), and symplectic reflection
algebras. In this section, we explain how to define and deform Calabi-Yau algebras using
potentials. We then apply this to quantization of hypersurfaces in C3, following [EG10].
We stress that these notes only scratch the surface of the theory of deformations of
associative algebras. Many subjects are not discussed, such as Gerstenhaber and Schack’s
detailed study via Hochschild cohomology and their cocycles (via lifting one by one from
k-th to (k + 1)-st order deformations); other important subjects are mentioned only in the
exercises, such as the Koszul deformation principle (Theorem 2.8.5).
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1 Motivating examples
In this section, we begin with the definitions of graded associative algebras and filtered
deformations. We proceed with the fundamental examples of Weyl algebras and universal
enveloping algebras of Lie algebras, which we define and discuss, along with the invariant
subalgebras of Weyl algebras. We then introduce the concept of Poisson algebras, which
one obtains from a filtered (or more generally a first-order) deformation of a commutative
algebra, such as in the previous cases, and define a filtered quantization, which is a filtered
deformation whose associated Poisson algebra is a fixed one. We consider the algebra of
functions on the nilpotent cone of a semisimple Lie algebra, and explain how to construct its
filtered quantization by central reductions of the universal enveloping Lie algebra. We explain
how the geometry of the nilpotent cone encapsulates representations of Lie algebras, via the
Beilinson-Bernstein theorem. Finally, we conclude by discussing an important example of
deformations of a noncommutative algebra, namely the preprojective algebra of a quiver;
this also allows us to refer to quivers in later examples in the text.
1.1 Preliminaries
A central object of study for us is a graded associative algebra. First we define a graded
vector space:
Definition 1.1.1. A Z-graded vector space is a vector space V =
⊕
m∈Z Vm. A homogeneous
element is an element of Vm for some m ∈ Z. For v ∈ Vm we write |v| = m.
Remark 1.1.2. We note that there are two conventions for indicating the grading: either
using a subscript, or a superscript. We will switch to the latter in later sections when dealing
with dg algebras. See also Remark 2.1.1.
Definition 1.1.3. A Z-graded associative algebra is an algebra A =
⊕
m∈ZAm with AmAn ⊆
Am+n for all m,n ∈ Z.
A graded associative algebra is in particular a graded vector space, so we still write
|a| = n when a ∈ An.
The simplest (but very important) example of a graded associative algebra is a tensor
algebra TV for V a vector space:
Definition 1.1.4. The tensor algebra TV is defined as TV :=
⊕
m≥0 T
mV , with TmV :=
V ⊗m. The multiplication is the tensor product, and the grading is tensor degree: (TV )m :=
TmV .
Note that (TV )0 = k.
The next example, which is commutative, is a symmetric algebra SymV for V a vector
space:
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Definition 1.1.5. The symmetric algebra SymV is defined by SymV := TV/(xy − yx |
x, y ∈ V ). It is graded again by tensor degree: (SymV )m is defined to be the image of
(TV )m = T
mV , also denoted Symm V . The exterior algebra ∧V := TV/(xy + yx | x, y ∈ V )
is defined similarly, with (∧V )m = ∧mV .
In other words, (SymV )m is spanned by monomials of length m: v1 · · · vm for v1, . . . , vm ∈
V . Note that (SymV )m = Sym
m V := TmV/Sm, the quotient of the vector space T
mV by
the action of the symmetric group Sm, which is called the m-th symmetric power of V .
Given a commutative algebra B (which is finitely generated over k and has no nilpotent
elements), we can consider equivalently the affine variety SpecB. We use the notation
O(SpecB) := B for affine varieties.
There is a geometric interpretation of the above, which the reader unfamiliar with alge-
braic groups can safely skip: a grading on B is the same as an action of the algebraic group
Gm = k
× (the group whose k-points are nonzero elements of k under multiplication) on
SpecB, with Bm the weight space of the character χ(z) = z
m of Gm.
Remark 1.1.6. In this section we will deal with many such algebras satisfying the commuta-
tivity constraint xy = yx. We note that there is a very important alternative commutativity
constraint, called supercommutativity or graded commutativity, given by xy = (−1)|x||y|yx;
this constraint will come up in later sections. The choice of commutativity constraint is
linked to how one views the grading: gradings where the former (usual) constraint is ap-
plied are often “weight” gradings, coming from an action of the multiplicative group Gm
(otherwise known as k×) as explained above, whereas gradings where the latter type of con-
straint are applied are often “homological” or “cohomological” gradings, coming up, e.g., in
Hochschild cohomology of algebras.
1.2 Weyl algebras
Let k have characteristic zero. Letting k〈x1, . . . , xn〉 denote the noncommutative polynomial
algebra in variables x1, . . . , xn, one can define the n-th Weyl algebra as
Weyln := k〈x1, . . . , xn, y1, . . . , yn〉/([xi, yj]− δij , [xi, xj ], [yi, yj]),
denoting here [a, b] := ab− ba.
Exercise 1.2.1. (a) Show that, setting yi := −∂i, one obtains a surjective homomorphism
from Weyln to the algebra, D(An), of differential operators on k[x1, . . . , xn] = O(An) with
polynomial coefficients (this works for any characteristic).
(b)(*) Show that, assuming k has characteristic zero, this homomorphism is an isomor-
phism.
More invariantly, recall that a symplectic vector space is a vector space equipped with a
skew-symmetric, nondegenerate bilinear form (called the symplectic form).
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Definition 1.2.2. Let V be a symplectic vector space with symplectic form (−,−). Then,
the Weyl algebra Weyl(V ) is defined by
Weyl(V ) = TV/(xy − yx− (x, y)).
(Note that the above definition makes sense even if (−,−) is degenerate, but typically
one imposes nondegeneracy.)
Exercise 1.2.3. For every n, we can consider the symplectic vector space V of dimension 2n
with basis (x1, . . . , xn, y1, . . . , yn), and form (xi, yj) = δij = −(yj , xi), (xi, xj) = 0 = (yi, yj),
for all 1 ≤ i, j ≤ n. Show that Weyl(V ) = Weyln (i.e., check that Weyl(V ) is generated by
the xi and yi, with the same relations as Weyln.)
The Weyl algebra deforms the algebra SymV in the following sense:
Definition 1.2.4. An (increasing) filtration on a vector space V is a sequence of subspaces
V≤m ⊆ V , such that V≤m ⊆ V≤n for allm ≤ n. This is called nonnegative if V≤m = 0 whenever
m < 0. It is called exhaustive if V =
⋃
mA≤m. It is called Hausdorff if
⋂
m V≤m = 0. A
vector space with a filtration is called a filtered vector space.
We will only consider exhaustive, Hausdorff filtrations, so we omit those terms. Most of
the time, we will only consider nonnegative filtrations (which immediately implies Hausdorff).
We will also usually only use increasing filtrations, so we often omit that term.
Definition 1.2.5. An (increasing) filtration on an associative algebra A is an increasing
filtration A≤m such that
A≤m · A≤n ⊆ A≤(m+n), ∀m,n ∈ Z.
An algebra equipped with such a filtration is called a filtered algebra.
Definition 1.2.6. For a filtered algebra A =
⋃
m≥0A≤m, the associated graded algebra is
grA :=
⊕
mA≤m/A≤(m−1). Let grmA = (grA)m = A≤m/A≤(m−1).
We now return to the Weyl algebra. It is equipped with two different nonnegative fil-
trations, the additive or Bernstein filtration, and the geometric one. We first consider the
additive filtration. This is the filtration by degree of noncommutative monomials in the xi
and yi, i.e.,
Weyl(V )≤n = Span{v1 · · · vm | vi ∈ V,m ≤ n}.
The geometric filtration, on the other hand, assigns the xi degree 0 and only the yi degree
one. This filtration has the advantage that it generalizes from Weyl(V ) to the setting of
differential operators on arbitrary varieties, since there one obtains the filtration by order
of differential operators, but has the disadvantage that the full symmetry group Sp(V ) does
not preserve the filtration, but only the subgroup GL(U), where U = Span{xi} (which acts
on U ′ = Span{yi} by the inverse transpose matrix of the one on U , in the bases of the yi
and xi, respectively).
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Exercise 1.2.7. Continuing to assume that k is in characteristic zero, show that, with
either the additive or geometric filtration, grWeyl(V ) is isomorphic to the symmetric algebra
SymV , but that the induced gradings on SymV are different! With the additive filtration,
SymV ∼= grWeyl(V ) with the grading placing V in degree one (i.e., the usual grading on the
symmetric algebra placing Symk V in degree k). With the geometric filtration, show that
V = V0 ⊕ V1 where V0 is spanned by the xi and V1 is spanned by the yi.
The easiest way to do this is to use Exercise 1.2.1 and to show that a basis for D(An)
is given by monomials of the form f(x1, . . . , xn)g(y1, . . . , yn), where f and g are considered
as commutative monomials in the commutative subalgebras k[x1, . . . , xn] and k[y1, . . . , yn],
respectively.
Exercise 1.2.8. More difficult: the algebra Weyl(V ) can actually be defined over an arbi-
trary field (or even commutative ring) k. In general, show that, for V the vector space with
basis the xi and yi as above (or the free k-module in the case k is a commutative ring), a
k-linear basis of Weyl(V ) can be obtained via monomials f(x1, . . . , xn)g(y1, . . . , yn) as in the
previous exercise, and conclude that the canonical homomorphism Sym(V )→ grWeyl(V ) is
still an isomorphism.
To do this, first note that Sym(V )→ grWeyl(V ) is obviously surjective; we just have to
show injectivity. Next note that, if R ⊆ S are commutative rings, and V an R-module with a
skew-symmetric pairing, then Weyl(V ) can be defined, and thatWeyl(V ⊗RS) = Weyl(V )⊗R
S. So the desired statement reduces to the case k = Z, with V the free module generated by
the xi and yi. There one can see that the desired monomials are linearly independent by using
their action by differential operators on Z[x1, . . . , xn], i.e., sending f(x1, . . . , xn)g(y1, . . . , yn)
to f(x1, . . . , xn)g(−∂1, . . . ,−∂n). This implies injectivity of Sym(V )→ grWeyl(V ).
This motivates the following:
Definition 1.2.9. A filtered deformation of a graded algebra B is a filtered algebra A such
that gr(A) ∼= B (as graded algebras).
In the case that B is commutative and A is noncommutative, we will call such a deforma-
tion a filtered quantization. We will give a formal definition in §1.4, once we discuss Poisson
algebras.
1.2.1 Invariant subalgebras of Weyl algebras
Recall that the symplectic group Sp(V ) is the group of linear transformations V → V preserv-
ing the symplectic form (−,−), i.e., Sp(V ) = {T : V → V | (T (v), T (w)) = (v, w), ∀v, w ∈
V }.
Observe that Sp(V ) acts by algebra automorphisms of Weyl(V ), and that it preserves
the additive (but not the geometric) filtration. Let Γ < Sp(V ) be a finite subgroup of order
relatively prime to the characteristic of k. Then, one can consider the invariant subalgebras
Weyl(V )Γ and Sym(V )Γ.
The latter can also be viewed as the algebra of polynomial functions on the singular
quotient V ∗/Γ. Recall that an affine variety is defined as the spectrum SpecO(X) of a
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commutative k-algebra X (to be called a variety, O(X) should be finitely generated over k
and have no nilpotents). Then, for V a vector space, the spectrum Spec SymV is identified
with the dual vector space V ∗ via the correspondence between elements φ ∈ V ∗ and maximal
ideals mφ ⊆ SymV , of elements of SymV such that evaluating everything in V against φ
simultaneously yields zero, i.e.,
∑
i vi,1 · · · vi,ji ∈ mφ if and only if
∑
i φ(vi,1) · · ·φ(vi,ji) = 0,
for vi,k ∈ V and some ji ≥ 1.
Next, recall that an action of a discrete group Γ on an affine variety X = SpecO(X) is
the same as an action of Γ on the commutative algebra O(X). The following definition is
then standard:
Definition 1.2.10. The quotient X/Γ of an affine variety X by a discrete group Γ is the
spectrum, SpecO(X)Γ, of the algebra of invariants, O(X)Γ.
Therefore, one identifies V ∗/Γ with Spec(SymV )Γ, i.e., (SymV )Γ = O(V ∗/Γ).
Later on we will also have use for the case where Γ is replaced by a non-discrete algebraic
group, in which case the same definition is made with a different notation:
Definition 1.2.11. The (categorical) quotient X//G is SpecO(X)G.
The reason for the (standard) double slash // and for “categorical” in parentheses is
to distinguish from other types of quotients of X by G, most notably the stack and GIT
(geometric invariant theory) quotients, which we will not need in these notes.
Let us return to the setting of Γ < Sp(V ) which is relatively prime to the characteristic
of k. One easily sees that Weyl(V )G is filtered (using the additive filtration)1 and that
gr(Weyl(V )Γ) ∼= Sym(V )Γ =: O(V ∗/Γ).
On the exercises, we will see that the algebra Weyl(V )G can be further deformed; this yields
the so-called spherical symplectic reflection algebras, which are an important subject of
Bellamy’s notes.
Example 1.2.12. The simplest case is already interesting: V = k2 and Γ = {± Id} ∼= Z/2,
with k not having characteristic two. Then,
Sym(V )Γ = k[x2, xy, y2] ∼= k[u, v, w]/(v2 − uw),
the algebra of functions on a singular quadric hypersurface in A3. The noncommutative
deformation, Weyl(V )Γ, on the other hand, is homologically smooth for all V and Γ < Sp(V )
finite, i.e., the algebra A := Weyl(V )Γ has a finitely-generated projective A-bimodule reso-
lution. In fact, it is a Calabi-Yau algebra of dimension dimV (see Definition 3.7.9 below).
1When G preserves the span of the xi, then it also preserves the geometric filtration, and in this case
Weyl(V )G is also filtered with the geometric filtration. More generally, if G acts on an affine variety X , one
can consider the G-invariant differential operators D(X)G.
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1.3 Universal enveloping algebras of Lie algebras
Next, we consider the enveloping algebra Ug, which deforms the symmetric algebra Sym g.
This is the algebra whose representations are the same as representations of the Lie algebra
g itself.
1.3.1 The enveloping algebra
Let g be a Lie algebra with Lie bracket [−,−]. Then the representation theory of g can be
restated in terms of the representation theory of its enveloping algebra,
Ug := Tg/(xy − yx− [x, y] | x, y ∈ g), (1.A)
where Tg is the tensor algebra of g and (−) denotes the two-sided ideal generated by this
relation.
Proposition 1.3.1. A representation V of g is the same as a representation of Ug.
Proof. If V is a representation of g, we define the action of Ug by
x1 · · ·xn(v) = x1(x2(· · · (xn(v)) · · · )).
We only have to check the relation defining Ug:
(xy − yx− [x, y])(v) = x(y(v))− y(x(v))− [x, y](v), (1.B)
which is zero since the action of g was a Lie action.
For the opposite direction, if V is a representation of Ug, we define the action of g by
restriction from Ug to g. This defines a Lie action since the LHS of (1.B) is zero.
Remark 1.3.2. More conceptually, the assignment g 7→ Ug defines a functor from Lie
algebras to associative algebras. Then the above statement says
HomLie(g,End(V )) = HomAss(Ug,End(V )),
where Lie denotes Lie algebra homomorphisms, and Ass denotes associative algebra homo-
morphisms. This statement is a consequence of the statement that g 7→ Ug is a functor
from Lie algebras to associative algebras which is left adjoint to the restriction functor
A 7→ A− := (A, [a, b] := ab− ba). That is, we can write the above equivalently as
HomLie(g,End(V )
−) = HomAss(Ug,End(V )).
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1.3.2 Ug as a filtered deformation of Sym g
Next, we can define the commutative algebra Sym g, the symmetric algebra of g. Concretely,
if g has basis x1, . . . , xn, then Sym g = k[x1, . . . , xn] is the polynomial algebra in x1, . . . , xn.
More generally, Sym g can be defined by
Sym g = Tg/(xy − yx | x, y ∈ g).
The algebra Sym g is naturally graded by assigning g degree one, i.e., a word x1 · · ·xm with
xi ∈ g is assigned degree m.
Similarly, Ug naturally has an increasing filtration by assigning g degree one: that is, we
define
(Ug)≤m = 〈x1 · · ·xj | x1, . . . , xj ∈ g, j ≤ m〉.
There is a surjection of algebras,
Sym g։ gr(Ug), (x1 · · ·xm) 7→ gr(x1 · · ·xm), (1.C)
which is well-defined since, in gr(Ug), one has xy − yx = 0. The Poincare´-Birkhoff-Witt
theorem states that this is an isomorphism:
Theorem 1.3.3. (PBW) The map (1.C) is an isomorphism.
The PBW is the key property that says that the deformations have been deformed in a
flat way, so that the algebra has not gotten any smaller (the algebra cannot get bigger by
a filtered deformation of the relations, only smaller). This is a very special property of the
deformed relations: see the following exercise.
Exercise 1.3.4. Suppose more generally that B = TV/(R) for R ⊆ TV a homogeneous
subspace (i.e., R is spanned by homogeneous elements). Suppose also that E ⊆ TV is an
arbitrary filtered deformation of the relations, i.e., grE = R. Let A := TV/(E). Show that
there is a canonical surjection
B ։ grA.
So by deforming relations, the algebra A can only get smaller than B (by which we mean that
the above surjection is not injective), and cannot get larger. In general, it can get smaller:
see Exercise 1.10.1 on the exercise sheet, for an example where the above surjection is not
injective; in that example, B is infinite-dimensional and grA is one-dimensional. In the case
when the above surjection is injective, we call the deformation A flat, which is equivalent to
saying that A is a filtered deformation in the sense of Definition 1.2.9.
1.4 Quantization of Poisson algebras
As we will explain, the isomorphism (1.C) is compatible with the natural Poisson structure
on Sym g.
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1.4.1 Poisson algebras
Definition 1.4.1. A Poisson algebra is a commutative algebra B equipped with a Lie bracket
{−,−} satisfying the Leibniz identity:
{ab, c} = a{b, c}+ b{a, c}.
Now, let B := Sym g for g a Lie algebra with bracket [−,−]. Then, B has a canonical
Poisson bracket which extends the Lie bracket:
{a1 · · · am, b1 · · · bn} =
∑
i,j
[ai, bj ]a1 · · · aˆi · · · amb1 · · · bˆj · · · bn. (1.D)
Here and in the sequel, the hat denotes that the corresponding term is omitted from the list
of terms: so ai and bj do not appear in the products, but all other ak and bℓ do (for k 6= i
and ℓ 6= j).
1.4.2 Poisson structures on associated graded algebras
Generally, let A be an increasingly filtered algebra such that grA is commutative. This
implies that there exists d ≥ 1 such that that
[A≤m, A≤n] ⊆ A≤(m+n−d), ∀m,n. (1.E)
One can always take d = 1, but in general we want to take d maximal so that the above
property is satisfied; see Exercise 1.4.3 below. Fix a value of d ≥ 1 satisfying (1.E).
We claim that grA is canonically Poisson, with the bracket, for a ∈ A≤m and b ∈ A≤n,
{grm a, grn b} := grm+n−d(ab− ba).
Exercise 1.4.2. Verify that the above is indeed a Poisson bracket, i.e., it satisfies the Lie
and Leibniz identities.
Exercise 1.4.3. Suppose that d ≥ 1 is not the maximum possible value such that (1.E) is
satisfied. Show that the Poisson bracket on grA is zero. This explains why we usually will
take d to be the maximum possible.
We conclude that Sym g is equipped with a Poisson bracket by Theorem 1.3.3, i.e., by
the isomorphism (1.C), taking d := 1.
Exercise 1.4.4. Verify that the Poisson bracket on Sym g obtained from (1.C) is the same
as the one of (1.D), for d := 1.
Exercise 1.4.5. Equip SymV with the unique Poisson bracket such that {v, w} = (v, w) for
v, w ∈ V . This bracket has degree −2. Show that, with the additive filtration, grWeyl(V ) ∼=
SymV as Poisson algebras, where d = 2 in (1.E).
On the other hand, show that, with the geometric filtration, one can take d = 1, and then
one obtains an isomorphism grWeyl(V ) ∼= SymV ′ , where V ′ is the same underlying vector
space as V , but placing the xi in degree zero and the yi in degree one (so V
′ = (V ′)0⊕ (V ′)1
with dim(V ′)0 = dim(V
′)1 =
1
2
dimV ). The Poisson bracket on SymV ′ is given by the same
formula as for SymV .
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1.4.3 Filtered quantizations
The preceding example motivates the definition of a filtered quantization:
Definition 1.4.6. Let B be a graded Poisson algebra, such that the Poisson bracket has
negative degree −d. Then a filtered quantization of B is a filtered associative algebra A such
that (1.E) is satisfied, and such that grA ∼= B as Poisson algebras.
Again, the key property here is that grA ∼= B. Since, in the case where A = Ug, this
property is the PBW theorem, one often refers to this property in general as the ”PBW
property.” In many examples of B and A of interest, proving that this property holds is an
important theorem, which is often called a ”PBW theorem.”
1.5 Algebras of differential operators
As mentioned above, when k has characteristic zero, the Weyl algebra Weyln = Weyl(k
2n) is
isomorphic to the algebra of differential operators on kn with polynomial coefficients.
More generally, we can define
Definition 1.5.1 (Grothendieck). Let B be a commutative k-algebra. We define the space
Diff≤m(B) of differential operators of order ≤ m inductively on m. For a ∈ B and φ ∈
Endk(B), let [φ, a] ∈ Endk(B) be the linear operator
[φ, a](b) := φ(ab)− aφ(b), ∀b ∈ B.
Then we define
Diff≤0(B) := {φ ∈ Endk(B) | [φ, a] = 0, ∀a ∈ B} = EndB(B) ∼= B; (1.F)
Diff≤m(B) := {φ ∈ Endk(B) | [φ, a] ∈ Diff≤(m−1)(B), ∀a ∈ B}. (1.G)
Let Diff(B) :=
⋃
m≥0Diff≤m(B).
Exercise 1.5.2. Verify that Diff(B) is a nonnegatively filtered associative algebra whose
associated graded algebra is commutative.
Now, suppose that B is finitely generated commutative and X := Spec(B). Then the
global vector fields on X are the same as k-algebra derivations of the algebra B,
Vect(X) := Derk(O(X),O(X))
:= {φ ∈ Homk(O(X),O(X)) | φ(fg) = φ(f)g + fφ(g), ∀f, g ∈ O(X)}.
This is naturally a O(X)-module. Note that it can also be viewed as global sections of the
tangent sheaf, denoted by TX (which is in general defined so as to have sections on open
affine subsets given by derivations as above).
Recall that T ∗X , the total space of the cotangent bundle, can be defined as Spec SymO(X)Vect(X).
Points of T ∗X are in bijection with pairs (x, p) where x ∈ X and p ∈ T ∗xX = mx/m2x, where
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mx ⊆ O(X) is the maximal ideal of functions vanishing at x. In the case where X is a
smooth affine complex variety, this is the same as a pair of a point of the complex manifold
X and a cotangent vector at x.
Now we can state the result that, for smooth affine varieties in characteristic zero,
Diff(O(X)) quantizes the cotangent bundle:
Proposition 1.5.3. If X is a smooth (affine) variety and k has characteristic zero, then as
Poisson algebras,
grDiff(O(X)) ∼= SymO(X)Vect(X) ∼= O(T ∗X).
Remark 1.5.4. When X is not affine (but still smooth), the above generalizes if we replace
the algebras O(X) and O(T ∗X) by the sheaves OX and OT ∗X on X , and the global vector
fields Vect(X) by the tangent sheaf TX . The material in the remainder of this section also
generalizes similarly to the smooth nonaffine context.
The proposition requires some clarifications. First, since Vect(X) is actually a Lie algebra,
we obtain a Poisson structure on SymO(X)Vect(X) by the formula
{ξ1 · · · ξm, η1 · · · ηn} =
∑
i,j
[ξi, ηj] · ξ1 · · · ξˆi · · · ξmη1 · · · ηˆj · · · ηn.
Proposition 1.5.3 says that, for smooth affine varieties, the algebra Diff(O(X)) quantizes
O(T ∗X). To prove this result, we will want to have an alternative construction of Diff(O(X)):
Definition 1.5.5. The universal enveloping algebroid UO(X)(Vect(X)) is the quotient of the
usual enveloping algebra U(Vect(X)) = Uk(Vect(X)) by the relations
f · ξ = fξ, ξ · f = ξ(f) + fξ, f ∈ O(X), ξ ∈ Vect(X). (1.H)
Remark 1.5.6. More generally, the above definition extends to the setting when we replace
Vect(X) by (global sections of) an arbitrary Lie algebroid L over X . Namely, such an L
is a Lie algebra which is an O(X)-module together with a O(X)-linear map a : L → TX
satisfying the Leibniz rule,
[ξ, fη] = a(ξ)(f)η + f [ξ, η], ∀ξ, η ∈ L, ∀f ∈ O(X).
This implies that the anchor map a is a homomorphism of Lie algebras. Note that a simple
example of such an L is Vect(X) itself, with a = Id. One then defines the universal enveloping
algebroid of L as UO(X)L := UL/(f · ξ − fξ, ξ · f − a(ξ)(f)− fξ).
Remark 1.5.7. The universal enveloping algebroid can also be defined in a way which
generalizes the definition of the usual enveloping algebra. Namely, if L is as in the previous
remark, define a new O(X)-bimodule structure on L by giving the usual left action, and
defining the right multiplication by ξ · f = a(ξ)(f) + fξ. Given any bimodule M over
a (not-necessarily commutative) associative algebra A, we can define the tensor algebra
T ncA M :=
⊕
m≥0M
⊗mA. Then, UO(X)L := T
nc
O(X)L/(ξ · η − η · ξ − [ξ, η]). Then, in the case
that O(X) = k itself, this recovers the usual definition of the enveloping algebra UL = UkL.
14
Sketch of proof of Proposition 1.5.3. Filter UO(X)Vect(X) by making (UO(X)Vect(X))≤m the
image of T≤m(Vect(X)) =
⊕
0≤i≤mVect(X)
⊗i under the defining quotient. Then we have a
natural map SymO(X)Vect(X)→ grUO(X)Vect(X).
Next, if Vect(X) is free, or more generally projective (equivalently, TX is a locally free
sheaf), as will be true when X is smooth, then the PBW theorem generalizes to show that
the natural map SymO(X)Vect(X)→ grUO(X)Vect(X) is an isomorphism.
So, the proposition reduces to showing that, in the case X is smooth, the canonical map
UO(X)Vect(X)→ Diff(O(X)) (1.I)
is an isomorphism.
To prove this, it suffices to show that the associated graded homomorphism, SymO(X)Vect(X)→
grDiff(O(X)) is an isomorphism. This statement can be checked locally, in the formal neigh-
borhood of each point x ∈ X , which is isomorphic to a formal neighborhood of affine space
of the same dimension at the origin. More precisely, we can replace O(X) by a formal
power series ring k[[x1, . . . , xn]] and require that all derivations and differential operators
are continuous in the adic topology (i.e., if ξ is a derivation, we require that every sum∑
ar1,...,rnξ(x
r1
1 · · ·xrnn ) converges as a formal power series). But then Diff(O(X)) becomes
k[[x1, . . . , xn]][∂1, . . . , ∂n], a completion of the Weyl algebra, and the statement follows as
in Exercises 1.2.1 and 1.2.7. (Alternatively, instead of using formal power series, one can
use ordinary localization at x; since dimmx/m
2
x = dimX , Nakayama’s lemma implies that
a basis for this vector space lifts to a collection of dimX algebra generators of the local
ring OX,x, and then differential operators of order ≤ m are determined by their action on
products of ≤ m generators, and all possible actions are given by Sym≤mOX,x TX,x.)
Remark 1.5.8. Whenever L is (the global sections of) a Lie algebroid over O(X) as in
Remark 1.5.6, then it follows just as in the case L = Vect(X) that SymO(X) L is a Poisson
algebra. Then as before we have a natural map SymO(X) L → gr(UO(X)L) and in the case
L is locally free, the PBW theorem generalizes to show that this is an isomorphism. This
applies even in the case X is not smooth (and hence Vect(X) itself is not locally free),
since often one can nonetheless define interesting locally free Lie algebroids (and the same
applies when X need not be affine, replacing O(X) by OX and Vect(X) by TX). In fact,
this is the setting of a large body of interesting recent work, such as Calaque-Van den
Bergh’s analogues of Kontsevich’s formality theorem [CVdB10b, CVdB10a] and their proof
of Ca˘lda˘raru’s conjecture [CRVdB12] on the compatibility of the former with cap products
with Hochschild homology.
1.5.1 Preview: D-modules
Since Proposition 1.5.3 does not apply to singular varieties, it is less clear how to treat
algebras of differential operators and their modules in the singular case (again with k having
characteristic zero).
One solution, discovered by Kashiwara, is to take a singular variety X and embeds
it into a smooth variety V , and define the category of right D-modules on X to be the
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category of right D(V )-modules supported on X , i.e., right modules M over the ring D(V )
of differential operators on V , with the property that, for all m ∈ M , there exists N ≥ 1
such that m · INX = 0, where IX is the ideal corresponding to X .
This circumvents the problem that the ring D(X) of differential operators is not well-
behaved, and one obtains a very useful theory. An equivalent definition to Kashiwara’s
goes under the name of (right) crystals. Under some restrictions (when the D-modules are
holonomic with regular singularities), one can also replace D-modules by perverse sheaves,
which are, roughly speaking, gluings of local systems on subvarieties, or more precisely,
complexes of such gluings with certain properties.
1.6 Invariant differential operators
It is clear that the group of automorphisms Aut(X) of the variety X acts by filtered automor-
phisms also on Diff(X) and also by graded automorphisms of grDiff(X) = SymO(X)Vect(X).
Let us continue to assume k has characteristic zero.
Now, suppose that G < Aut(X) is a finite subgroup of automorphisms of X . Then one
can form the algebras Diff(X)G and (SymO(X)Vect(X))
G. By Proposition 1.5.3, we conclude
that grDiff(X)G is a quantization of (SymO(X)Vect(X))
G.
One example of this is when X = An and G < GL(n) < Aut(An). Then we obtain that
Weyl(A2n) is a quantization of O(T ∗An) = O(A2n), which is the special case of the example
of §1.2.1 where G < GL(n) (note that GL(n) < Sp(2n), where explicitly, a matrix A acts by
the block matrix
(
A 0
0 (At)−1
)
, with At denoting the transpose of A.)
Remark 1.6.1. By deforming Diff(X)G, one obtains global analogues of the spherical ra-
tional Cherednik algebras [Eti04]; see Example 2.7.9 below.
Example 1.6.2. Let X = A1 \ {0} (note that this is affine) and let G = {1, g} where
g(x) = x−1. Then (T ∗X)//G is a “global” or “multiplicative” version of the varietyA2/(Z/2)
of Example 1.2.12. A quantization is D(X)G, and one has, by the above,
grD(A1 \ {0})Z/2 ∼= O(T ∗(A1 \ {0}))Z/2.
Explicitly, the action on tangent vectors is g(∂x) = −x2∂x, i.e., so that, applying the operator
g(∂x) to g(x), we get g(∂x)(g(x)) = 1 = −x2∂x(x−1). Thus, setting y := gr ∂x, we have
g(y) = −x2y. So O(T ∗X//G) = C[x + x−1, y − x2y, x2y2] and D(X)G = C[x + x−1, ∂x −
x2∂x, (x∂x)
2] ⊆ D(X)G.
1.7 Quantization of the nilpotent cone
1.7.1 Central reductions
Suppose, generally, that A is a filtered quantization of B = grA. Suppose in addition that
there is a central filtered subalgebra Z ⊆ A. Then grZ is Poisson central in B:
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Definition 1.7.1. The center, Z(B), of a Poisson algebra, B, is the subalgebra of elements
z ∈ B such that {z, b} = 0 for all b ∈ B. An element is called Poisson central if it is in
Z(B). A subalgebra C ⊆ B is called central if C ⊆ Z(B).
Next, for every character η : Z → k, we obtain central reductions
Aη := A/ ker(η)A, Bη := B/ gr(ker η)B.
Note here that ker(η)A is actually a two-sided ideal since Z is central. In the case that
B0 = k (or more generally (grZ)0 = k), which will be the case for us, note that B
η does
not actually depend on η, and we obtain Bη = B/(grZ)+B for all η, where (grZ)+ ⊆ grZ
is the augmentation ideal (the ideal of positively-graded elements).
Then, the category Rep(Aη) can be identified with the category of representations V of
A such that Z(A) acts by the character η, i.e., for all v ∈ V and all z ∈ Z(A), we have
z · v = η(z)v.
Remark 1.7.2. The subcategories Rep(Aη) ⊆ Rep(A) are all orthogonal for distinct η, which
means that there are no nontrivial homomorphisms or extensions between representations
V ∈ Rep(Aη),W ∈ Rep(Aξ) with distinct central characters η 6= ξ. This is because the
ideal generated by (z − η(z)) maps to the unit ideal in Aξ for ξ 6= η, i.e., there is an
element z ∈ Z(A) which acts by one on all representations in Rep(Aξ) and by zero on
all representations in Rep(Aη), and this allows one to canonically split any extension of
representations in the two categories Rep(Aξ) and Rep(Aη): if V is such an extension, then
V = zV ⊕ (1− z)(V ).
1.7.2 The nilpotent cone
Now let us restrict to our situation of A = Ug and B = Sym g with k of characteristic
zero. Let us suppose moreover that g is finite-dimensional semisimple (see, for example,
[Hum78]; for the reader who is not familiar with this, one can restrict to the most important
examples, such as the Lie algebra sln(k) of trace-zero n×n matrices, or the Lie algebra son(k)
of skew-symmetric n× n matrices). Then, the structure of the center Z(A) is well-known.
Example 1.7.3. Let g = sl2 with basis (e, f, h). Then Z(Ug) = k[C], where the element
C is the Casimir element, C = ef + fe + 1
2
h2. In this case, the central reduction (Ug)η
describes those representations on which C acts by a fixed scalar η(C). For example, there
exists a finite-dimensional representation of (Ug)η if and only if η(C) ∈ {m+ 1
2
m2 | m ≥ 0},
since η(C) acts on a highest-weight vector v of h of weight λ, i.e., a vector such that ev = 0
and hv = λv, by C · v = (h + 1
2
h2)v = (λ + 1
2
λ2)v. In particular, there are only countably
many such characters η that admit a finite-dimensional representation.
Moreover, when η(C) ∈ {m + 1
2
m2 | m ≥ 0}, there is exactly one finite-dimensional
representation of (Ug)η: the one with highest weight m. So these quantizations (Ug)η of
(Sym g)/(grC) have at most one finite-dimensional representation, and only countably many
have this finite-dimensional representation.
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More generally, if g is finite-dimensional semisimple (still with k of characteristic zero), it
turns out that Z(Ug) is a polynomial algebra, and grZ(Ug)→ Z(Sym g) is an isomorphism
of polynomial algebras.
Definition 1.7.4. Given a Lie algebra g and a representation V , the invariants V g are
defined as V g := {v ∈ V | x · v = 0, ∀x ∈ g}.
Note that, if B is an algebra with a g-action, i.e., B is an g representation and an algebra
such that the multiplication map B ⊗B → B is a map of g-representations, then Bg ⊆ B is
a subalgebra. In particular, one has (Sym g)g ⊆ Sym g which is an algebra. In fact, this is
the Poisson center of Sym g, since {z, f} = 0 for all f ∈ Sym g if and only if {z, x} = 0 for
all x ∈ g: i.e., Z(Sym g) = (Sym g)g.
We then have the following extremely important result, whose history is discussed in
more detail in Remark 1.7.13:
Theorem 1.7.5 (H. Cartan, Chevalley [Che41, Che55], Coxeter, Harish-Chandra [HC51],
Koszul, Shephard and Todd [ST54], Weil). Let g be finite-dimensional semisimple and k of
characteristic zero. Then Z(Ug) ∼= k[x1, . . . , xr] is a polynomial algebra, with r equal to the
semisimple rank of g. Moreover, the polynomial algebra grZ(Ug) equals the Poisson center
Z(Sym g) = (Sym g)g of grUg, and there is a canonical algebra isomorphism (Sym g)g →
Z(Ug).
The final isomorphism (Sym g)g → Z(Ug) is called the Harish-Chandra isomorphism; it
actually generalizes to an isomorphism which is defined for arbitrary finite-dimensional g and
is due to Kirillov and Duflo; we will explain how this latter isomorphism also follows from
Kontsevich’s formality theorem in Corollary 4.11.7 (and in fact, Kontsevich’s result implies
that it holds even for finite-dimensional Lie superalgebras).
The degrees di of the generators gr xi are known as the fundamental degrees. (In fact,
they satisfy di = mi + 1 where mi are the Coxeter exponents of the associated root system,
cf. e.g., [Hum90]; we will not need to know anything about Coxeter exponents or precisely
what the mi are below.)
By the theorem, for every character η : Z(Ug)→ k, one obtains an algebra (Ug)η which
quantizes (Sym g)/((Sym g)g+). Here (Sym g)
g
+ is the augmentation ideal of Sym g, which
equals gr(ker η) since (Sym g)0 = k (cf. the comments above).
Recall that the dual vector space g∗ is canonically a representation of g, with action,
called the coadjoint action, given by (x · φ)(y) := −φ([x, y]) for x, y ∈ g and φ ∈ g∗. We
denote x · φ also by ad(x)(φ).
Definition 1.7.6. The nilpotent cone Nil g ⊆ g∗ is the set of elements φ ∈ g∗ such that, for
some x ∈ g, we have ad(x)φ = φ.
Remark 1.7.7. Note that, in the case where g = LieG for G a connected Lie (or algebraic)
group, then Nil g is the set of elements φ such that the coadjoint orbit G ·φ contains the line
k× · φ (in the Lie group case, k should be R or C).
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Remark 1.7.8. In the case when g is finite-dimensional and semisimple, it is well-known
that the Killing form isomorphism g∗ ∼= g takes Nil(g) to the cone of elements which are
ad-nilpotent (i.e., (adx)N = 0 for some N ≥ 1, where adx(y) := [x, y]), which explains the
terminology. It is perhaps more standard to define the nilpotent cone as the latter cone
inside g, but for us it is more natural to use the above definition.
Proposition 1.7.9. Let g be finite-dimensional semisimple. Then, the algebra B0 is the
algebra of functions on the nilpotent cone Nil g ⊆ g∗.
We give a proof modulo a number of facts about semisimple Lie algebras and groups
(and algebraic groups), so the reader not familiar with them may skip it.
Proof. We may assume that k is algebraically closed (otherwise let k¯ be an algebraic closure
and replace g by g⊗k k¯).
Let h ⊆ g be a Cartan subalgebra andW be the Weyl group. The Chevalley isomorphism
states that (Sym g)g ∼= O(h∗/W ). This isomorphism maps the augmentation ideal (Sym g)g+
to the augmentation ideal of O(h∗/W )+, which is the ideal of the zero element 0 ∈ h∗.
Now, let G be a connected algebraic group such that g = LieG (this exists by the well-
known classification of semisimple Lie algebras, see, e.g., [Hum78], and by the existence
theorem for reductive algebraic groups given root data, see, e.g., [Spr09, 16.5]); in the case
k = C, one can let G be a complex Lie group such that LieG = g. Then, (Sym g)g =
(Sym g)G = O(g∗//G), and the ideal O(h∗/W )+ · Sym g thus defines those elements φ ∈ g∗
such that G · φ ∩ h∗ = {0}. This set is stable under dilation, so that for all such nonzero φ,
the coadjoint orbit G · φ intersects a neighborhood of φ in the line k · φ, and is hence in the
nilpotent cone; conversely, if φ is in the nilpotent cone, the ideal vanishes on φ.
Corollary 1.7.10. For g finite-dimensional semisimple, the central reductions (Ug)η =
Ug/(ker η) · Ug quantize O(Nil g).
Example 1.7.11. In the case g = sl2, the quantizations (Ug)
η, whose representations are
those sl2-representations on which the Casimir C acts by a fixed scalar, all quantize the cone
of nilpotent 2× 2 matrices,
Nil(sl2) =
〈(
a b
c −a
) ∣∣∣a2 + bc = 0〉,
which are identified with functions on matrices via the trace pairing: X(Y ) := tr(XY ).
Remark 1.7.12. The quadric of Example 1.7.11 is isomorphic to the one v2 = uw of
Example 1.2.12, i.e., A2/(Z/2) ∼= Nil(sl2). Thus we have given two quantizations of the same
variety: one by the invariant Weyl algebra, Weyl
Z/2
1 , and the other a family of quantizations
given by the central reductions (Usl2)
η = Usl2/(C − η(C)). In fact, the latter family is a
universal family of quantizations (i.e., all quantizations are isomorphic to one of these via a
filtered isomorphism whose associated graded homomorphism is the identity), and one can
see that Weyl
Z/2
1
∼= (Usl2)η where η(C) = −38 (see Exercise 1.10.2).
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This coincidence is the first case of a part of the McKay correspondence [McK80, Bri71,
Slo80a, Slo80b], which identifies, for every finite subgroup Γ < SL2(C), the quotient C
2/Γ
with a certain two-dimensional “Slodowy” slice of Nil(g), where g is the Lie algebra whose
Dynkin diagram has vertices labeled by the irreducible representations of Γ, and a single
edge from V to W if and only if V ⊗W contains a copy of the standard representation C2.
See Wemyss’s notes, §5.
Remark 1.7.13. Theorem 1.7.5 is stated anachronistically and deserves some explanation.
Let us restrict for simplicity to the case k = C (although everything below applies to the case
k is algebraically closed of characteristic zero, and to deal with the non-algebraically closed
case, one can tensor by an algebraic closure). Coxeter originally observed that (Sym h)W is a
polynomial algebra forW a Weyl (or Coxeter) group. In the more general situation whereW
is a complex reflection group, the degrees di were computed by Shephard and Todd [ST54]
in a case-by-case study, and shortly after this Chevalley [Che55] gave a uniform proof that
(Sym h)W is a polynomial algebra if and only if W is a complex reflection group.
Chevalley also observed that (Sym g)g ∼= (Sym h)W where h ⊆ g is a Cartan subalgebra
and W is the Weyl group (the Chevalley restriction theorem) (this mostly follows from the
more general property of conjugacy of Cartan subgroups and its proof, in [Che41]). Note here
that (Sym g)g = O(g∗//G), the functions on coadjoint orbits in g∗. The latter are identified
with adjoint orbits of G in g by the Killing form g∗ ∼= g. The closed adjoint orbits all contain
points of h, and their intersections with h are exactly the W -orbits.
Harish-Chandra constructed in [HC51] an explicit isomorphism HC : Z(Ug) ∼→ Sym(h)W
(such an isomorphism was, according to Godement’s review on MathSciNet (MR0044515)
of this article, independently a consequence of results of H. Cartan, Chevalley, Koszul, and
Weil in algebraic topology). Harish-Chandra’s isomorphism is defined by the property that,
for every highest-weight representation Vλ of g with highest weight λ ∈ h∗ and (nonzero)
highest weight vector v ∈ Vλ,
z · v = HC(z)(λ) · v,
viewing HC(z) as a polynomial function on h∗. The Harish-Chandra isomorphism is non-
trivial: indeed, the target of HC equips h∗ not with the usual action of W , but the affine
action, defined by w · λ := w(λ + δ) − δ, where the RHS uses the usual action of W on
h, and δ is the sum of the fundamental weights. This shifting phenomenon is common for
the center of a quantization. In this case one can explicitly see why the shift occurs: the
center must act by the same character on highest weight representations Vλ and Vw·λ, and
computing this character (done in the sl2 case in Exercise below) yields the invariance under
the affine action. To see why the center acts by the same character on Vλ and Vw·λ in the
case where λ is dominant (i.e., λ(α) ≥ 0 for all positive roots α), and these are the Verma
modules (i.e., Vλ = Ind
g
b χλ where χλ is the corresponding character of a Borel subalgebra
b containing h, and the same is true for Vw·λ), one can explicitly see that Vw·λ ⊆ Vλ. The
general case follows from this one. See [Hum78, §23] for a detailed proof.
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1.8 Beilinson-Bernstein localization theorem and global quantiza-
tion
The purpose of this section is to explain a deep property of the quantization of the nilpotent
cone of a semisimple Lie algebra discussed above: this resolves to a global (nonaffine) sym-
plectic quantization of a cotangent bundle (namely, the cotangent bundle of the flag variety).
We still assume that k has characteristic zero.
Return to the example Nil(sl2) ∼= A2/{± Id}. There is another way to view this Poisson
algebra, by the Springer resolution. Namely, let us view Nil(sl2) as the locus of nilpotent
elements in sl2, i.e., the nilpotent two-by-two matrices (this is consistent with Definition
1.7.6 if we identify sl2 ∼= sl∗2 via the trace pairing (x, y) = tr(xy), cf. Remark 1.7.8). Then,
a nonzero nilpotent element x ∈ sl2, up to scaling, is uniquely determined by the line
ker(x) = im(x) in k2. Similarly, a nonzero element φ ∈ Nil(sl2) ⊆ g∗ is uniquely determined,
up to scaling, by the line ℓ ⊆ k2 such that φ(x) = 0 whenever im(x) ⊆ ℓ. With a slight
abuse of notation we will also refer to this line as ker(φ).
Consider the locus of pairs
X := {(ℓ, x) ∈ P1 × Nil(sl2) | ker(x) ⊆ ℓ} ⊆ P1 × Nil(sl2).
This projects to Nil(sl2). Moreover, the fiber over x 6= 0 is evidently a single point, since
ker(x) determines ℓ. Only over the singular point 0 ∈ Nil(sl2) is there a larger fiber, namely
P1 itself.
Lemma 1.8.1. X ∼= T ∗P1.
Proof. Fix ℓ ∈ P1. Note that TℓP1 is naturally Hom(ℓ,k2/ℓ). On the other hand, the
locus of x such that ker(x) ⊆ ℓ naturally acts linearly on TℓP1: given such an x and given
φ ∈ Hom(ℓ,k2/ℓ), we can take x ◦ φ ∈ Hom(ℓ, ℓ) ∼= k. Since this locus of x is a one-
dimensional vector space, we deduce that it is T ∗ℓ P
1, as desired.
Thus, we obtain a resolution of singularities
ρ : T ∗P1 ։ Nil(sl2) = A
2/{± Id}. (1.J)
Note that Nil(sl2) is affine, so that, since the map ρ is birational (as all resolutions must be),
O(Nil(sl2)) is the algebra of global sections Γ(T ∗P1,OT ∗P1) of functions on T ∗P1.
Moreover, equipping T ∗P1 with its standard symplectic structure, ρ is a Poisson map,
i.e., ρ∗πNil(sl2) = πT ∗P1 for πNil(sl2) and πT ∗P1 the Poisson bivectors on Nil(sl2) and T
∗P1,
respectively. Indeed, the Poisson structure on ONil(sl2) is obtained from the one on OT ∗P1 by
taking global sections.
In fact, the map ρ can be quantized : let DP1 be the sheaf of differential operators with
polynomial coefficients on P1. This quantizes OT ∗P1 , as we explained, since P1 is smooth
(this fact works for nonaffine varieties as well, if one uses sheaves of algebras). Then, there
is the deep
Theorem 1.8.2. (Beilinson-Bernstein for sl2)
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(i) There is an isomorphism of algebras (Usl2)
η0 ∼→ Γ(P1,DP1), where η0(C) = 0;
(ii) Taking global sections yields an equivalence of abelian categories
DP1-mod ∼→ (Usl2)η0-mod.
This quantizes the Springer resolution (1.J).
Remark 1.8.3. This implies that the quantization DP1 of OT ∗P1 is, in a sense, affine, since
its category of representations is equivalent to the category of representations of its global
sections. The analogous property holds for the sheaf of algebrasO(X) on an arbitrary variety
X if and only if X is affine. But, even though P1 is projective (the opposite of affine), the
noncommutative algebra DP1 is still affine, in this sense.
There is a longstanding conjecture that says that, if there is an isomorphismDX-mod ∼→ Γ(X,DX)-mod
(i.e., X is “D-affine”), and X is smooth, projective, and connected, then X is of the form
X ∼= G/P where P < G is a parabolic subgroup of a connected semisimple algebraic group.
(The converse is a theorem of Beilinson-Bernstein, which generalizes Theorem 1.8.4 below to
the parabolic case G/P instead of G/B.) Similarly, there is also an (even more famous) “as-
sociated graded” version, which says that if X is a smooth projective variety and T ∗X ։ Y
is a symplectic resolution with Y affine (i.e., Y = SpecΓ(T ∗X,O(T ∗X))), then X ∼= G/P
as before.
In fact, this whole story generalizes to arbitrary connected semisimple algebraic groups
G with g := LieG the associated finite-dimensional semisimple Lie algebra. Let B denote
the flag variety of G, which can be defined as the symmetric space G/B for B < G a Borel
subgroup. Then, Nil(g) ⊆ g∗ consists of the union of b⊥ := {φ | φ(x) = 0, ∀x ∈ b} over all
Borels.
Theorem 1.8.4. (i) (Springer resolution) There is a symplectic resolution T ∗B → Nil(g),
which is the composition
T ∗B = {(b, x) | x ∈ b⊥} ⊆ (B × g∗)։ Nil(g),
where the last map is the second projection;
(ii) (Beilinson-Bernstein) There is an isomorphism (Ug)η0 ∼→ Γ(B,DB), where η0 is the
augmentation character, i.e., ker(η0) acts by zero on the trivial representation of g;
(iii) (Beilinson-Bernstein) Taking global sections yields an equivalence of abelian categories,
DB-mod ∼→ (Ug)η0-mod.
Remark 1.8.5. The theorem generalizes in order to replace the augmentation character η0
by arbitrary characters η, at the price of replacing the category of D-modules DB-mod by
the category of twisted D-modules, with twisting corresponding to the character η.
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1.9 Quivers and preprojective algebras
There is a very important generalization of tensor algebras, and hence also of finitely pre-
sented algebras, that replaces a set of variables x1, . . . , xn by a directed graph, which is
typically called a quiver ; the variables x1, . . . , xn then correspond to the directed edges,
which are called arrows. Note that it may seem odd to have a special name for a completely
ordinary object, the directed graph, but we have P. Gabriel to thank for this suggestive
renaming: essentially, whenever you see the word “quiver,” you should realize this is merely
a directed graph, except that one is probably interested in representations of the quiver, or
equivalently of its path algebra, as defined below.
Definition 1.9.1. A quiver is a directed graph, whose directed edges are called arrows.
Loops (arrows from a vertex to itself) and multiple edges (multiple arrows with the same
endpoints) are allowed.
Typically, a quiver Q has its set of vertices denoted by Q0 and its set of arrows denoted
by Q1.
Definition 1.9.2. A representation (ρ, (Vi)i∈Q0) of a quiver Q is an assignment to each
vertex i ∈ Q0 a vector space Vi, and to each arrow a : i → j a linear map ρ(a) : Vi → Vj.
The dimension vector of ρ is defined as d(ρ) := (dimVi)i∈Q0 ∈ ZQ0≥0.
Definition 1.9.3. For every dimension vector d ∈ ZQ0≥0, let Repd(Q) be the set of represen-
tations of the form (ρ, (kdi)), i.e., with Vi = k
di for all i.
Definition 1.9.4. The path algebra kQ of a quiver Q is defined as the vector space with
basis the set of paths in the quiver Q (allowing paths of length zero at each vertex), with
multiplication of paths given by reverse concatenation: if p : i→ j is a path from i to j and
q : j → ℓ is a path from j to ℓ, then qp : i → ℓ is the concatenated path from i to ℓ. The
product of two paths that cannot be concatenated (because their endpoints don’t match up)
is zero.
Given an arrow a ∈ Q1, let ah be its head (the incident vertex it points to) and at be
its tail (the incident vertex the arrow points away from), so that a : at → ah. Note that,
viewing at and ah as zero-length paths, we have a = ahaat (because we are using reverse
concatenation). We further observe that every zero-length path defines an idempotent in
the path algebra: in particular, ah and at are idempotents.
Exercise 1.9.5. (i) Show that a representation of Q is the same as a representation of
the algebra kQ.
(ii) Show that the set of representations Repd(Q) is canonically isomorphic to the vector
space
⊕
a∈Q1
Hom(kd(at),kd(ah)).
Exercise 1.9.6. Suppose that Q has only one vertex, so that Q1 consists entirely of loops
from the vertex to itself. Then show that kQ is the tensor algebra over the vector space
with basis Q1.
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Definition 1.9.7. Given a quiver Q, the double quiver Q¯ is defined as the quiver with the
same vertex set, Q¯0 := Q0, and with double the number of arrows, Q¯1 := Q1 ⊔Q∗1, obtained
by adding, for each arrow a ∈ Q1, a reverse arrow, a∗ ∈ Q1, such that if a : i → j has
endpoints i and j, then a∗ : j → i has the same endpoints but with the opposite orientation;
thus Q∗1 := {a∗ | a ∈ Q1}.
Exercise 1.9.8. Show that there is a canonical isomorphism Repd(Q¯)
∼= T ∗Repd(Q).
Definition 1.9.9. Let λ ∈ kQ0 . Then the deformed preprojective algebra Πλ(Q) (defined in
[CBH98]) is defined as
Πλ(Q) := kQ¯/(
∑
a∈Q1
aa∗ − a∗a−
∑
i∈Q0
λi). (1.K)
The (undeformed) preprojective algebra is Π0(Q) (defined in [GP79]).
The algebra Πλ(Q) is filtered by the length of paths: (Πλ(Q))≤m is the span of paths of
length ≤ m.
Exercise 1.9.10. (i) Show that Π0(Q) is actually graded by path length.
(ii) Show that there is a canonical surjection Π0(Q) → grΠλ(Q) (Hint: observe that the
relations are deformed, and refer to Exercise 1.3.4).
(iii) Give an example to show that this surjection need not be flat in general (i.e., Πλ(Q)
is not a (flat) filtered deformation in general). Hint: Try a quiver with one arrow and
two vertices.
Remark 1.9.11. It is a deep fact that, whenever Q is not Dynkin (i.e., the underlying
graph forgetting orientation is not Dynkin), then Πλ(Q) is always a (flat) filtered de-
formation of Π0(Q), but we will not prove this here (it follows from the fact that Π0(Q)
satisfies a quiver analogue of the Koszul property: it is Koszul over the semisimple ring
kQ0).
Definition 1.9.12. For d = (di) ∈ ZQ0≥0, let g(d) :=
∏
i∈Q0
gl(di). The moment map on
Repd(Q¯) is the map µ : Repd(Q¯)→ g(d) defined by
µ(ρ) =
∑
a∈Q1
ρ(a)ρ(a∗)− ρ(a∗)ρ(a). (1.L)
Let Repd(Πλ(Q)) be the set of representations of Πλ(Q) on (k
di), i.e., the set of kQ0-
algebra homomorphisms
Πλ(Q)→ End(
⊕
i∈Q0
kdi),
equipping the RHS with the kQ0-algebra structure where each vertex i ∈ Q0 is the projection
to kdi . In other words, this is the set of representations on
⊕
i k
di with each arrow a ∈ Q¯1
given by a map from the at-factor k
dat to the ah-factor k
dah .
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Exercise 1.9.13. Show that there is a canonical identification Repd(Πλ(Q)) = µ
−1(λ · Id).
Note that, since Π0(Q) is not commutative, the deformation Πλ(Q) (in the case it is flat)
does not give Π0(Q) a Poisson structure (this would not make sense, since for us Poisson
algebras are by definition commutative).
Remark 1.9.14. The above is closely related to an important example of quantization,
namely the quantized quiver varieties (this is known since the origin of preprojective algebras,
but see, e.g., [BL13] for a recent paper on the subject, where the algebra is denoted Aλ(v),
setting v = d and w = 0). These are defined as follows. Letting G(d) :=
∏
i∈Q0
GL(di),
we can consider the variety Repd(Πλ(Q))//G(d) parameterizing representations of Πλ(Q)
of dimension vector d up to isomorphism. This turns out to be Poisson, i.e., its algebra
of functions, O(Repd(Πλ(Q)))G(d), is Poisson. To quantize it, one replaces T ∗Repd(Q) by
its quantization D(Repd(Q)), and hence replaces the Poisson algebra O(Repd(Π0(Q)))G(d),
which is a quotient of O(T ∗Repd(Q))G(d), by the corresponding quotient of D(Repd(Q))G(d):
Let tr : g(d)→ k be the sum of the trace functions GL(Vi)→ k. Then we define
Aµ(d) := D(Repd(Q))G(d)/(tr(x(λ Id−
∑
a∈Q1
ρ(a)ρ(a∗)− ρ(a∗)ρ(a)))x∈g(d)),
where the ideal we quotient by is two-sided (although actually equals the same as the one-
sided ideal on either side with the same generators), and we consider the trace to be a
function of ρ for every x ∈ g(d), and hence an element of O(Repd(Q)) ⊆ D(Repd(Q)), which
is evidently G(d)-invariant.
1.9.1 Dynkin and extended Dynkin quivers
Finally, as motivation for further study, we briefly explain how the behavior of quivers and
preprojective algebras falls into three distinct classes, depending on whether the quiver is
Dynkin, extended Dynkin, or otherwise. Readers not familiar with Dynkin diagrams can
safely skip this subsection. We restrict to the case of a connected quiver, i.e., one whose
underyling graph is connected. A quiver is Dynkin if its underlying graph is a type ADE
Dynkin diagram, and it is extended Dynkin if its underlying graph is a simply-laced extended
Dynkin diagram, i.e., of types A˜n, D˜n, or E˜n for some n. Note that we already saw one way
in which the behavior changes between the Dynkin and non-Dynkin case, in Remark 1.9.11.
Let us assume k is algebraically closed of characteristic zero.
Theorem 1.9.15. Let Q be a connected quiver. Let λ ∈ kQ0 be arbitrary.
1. The following are equivalent: (a) Q is Dynkin; (b) The algebra Πλ(Q) is finite-
dimensional; and (c) the quiver Q has finitely many indecomposable representations
up to isomorphism;
2. The following are equivalent: (a) the quiver Q is extended Dynkin; (b) the alge-
bra Π0(Q) has an infinite-dimensional center; (c) the center of Π0(Q) is of the form
O(A2)Γ = O(A2/Γ) for a finite subgroup Γ < SL2(k).
25
The correspondence between extended Dynkin quivers Q and finite subgroups Γ < SL2(k)
is called the McKay correspondence: when Q is of type A˜n, then Γ = Z/n is cyclic; when Q
is of type D˜n, then Γ is a double cover of a dihedral group; and when Q is of type E˜n, then
it is a double cover of the tetrahedral, octahedral, or icosahedral rotation group. See also
Remark 1.7.12 and Wemyss’s notes, §5.
Remark 1.9.16. The various parts of the theorem appeared as follows: Equivalence (1).(a)
⇔ (1).(b) is due to Gelfand and Ponomarev [GP79] (at least for λ = 0) and the equivalence
(1).(a)⇔ (1).(c) is due to Peter Gabriel [Gab72]. Equivalences (2).(a)⇔ (2).(b) and (2).(a)
⇔ (2).(c) follow from the stronger statements that, when Q is neither Dynkin nor extended
Dynkin, then the center of Π0(Q) is just k ([CBEG07, Proposition 8.2.2]; see also [EG07,
Theorem 1.3.1]), whereas when Q is extended Dynkin, then the center is O(A2)Γ [CBH98].
The theorem also extends to characteristic p without much modification (only (2).(c) needs
to be modified); see [Sch07, Theorem 10.1.1].
In the next remark and later on, we will need to use skew product algebras:
Definition 1.9.17. Let Γ be a finite (or discrete) group acting by automorphisms on an
algebra A. The skew (or smash) product A⋊G is defined as the algebra which, as a vector
space, is the tensor product A⊗ k[G], with the multiplication
(a1 ⊗ g1)(a2 ⊗ g2) := a1g1(a2)⊗ g1g2.
Remark 1.9.18. In the extended Dynkin case, when λ lies in a particular hyperplane in kQ0,
then Πλ also has an infinite center, and this center Z(Πλ) gives a commutative deformation of
O(A2/Γ) which is the versal deformation. For general λ, Πλ is closely related to a symplectic
reflection algebra Ht,c(Γ) deforming O(A2)⋊Γ (see Bellamy’s notes or Example 2.7.8 below
for the definition of this algebra): there is an idempotent f ∈ C[Γ] such that Πλ = fHt,c(Γ)f
for t, c determined by λ, and this makes Πλ Morita equivalent to the symplectic reflection
algebra; this follows from [CBH98]. Similarly, O(A2/Γ) = eΠ0e for e ∈ kQ the idempotent
corresponding to the extending vertex, and eΠλe yields the spherical symplectic reflection
algebra, eHt,c(Γ)e.
Remark 1.9.19. There is also an analogue of (1).(c) for part two (due to [Naz73] and
[DF73], see also [DR74]): Continue to assume that k has characteristic zero (or, it suffices
for this statement for it to be infinite). Then, a quiver Q is extended Dynkin if and only if,
for each dimension vector, the isomorphism classes of representations can be parameterized
by finitely curves and points, i.e., the variety of representations modulo equivalence has
dimension ≤ 1, and there exists a dimension vector for which this has dimension one (i.e.,
it does not have finitely many indecomposable representations for every dimension vector,
which would imply it is Dynkin by the theorem). In fact, the only dimension vectors for
which there are infinitely many indecomposable representations are the imaginary roots (the
dimension vectors that are in the kernel of the Cartan matrix associated to the extended
Dynkin diagram), and for these all but finitely many indecomposable representations are
parameterized by the projective line P1.
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1.10 Exercises
Exercises from the notes: 1.2.1, 1.2.3, 1.2.7, 1.2.8, 1.3.4, 1.4.2, 1.4.3, 1.4.4, 1.4.5, and 1.5.2;
and the exercises on quivers: 1.9.5, 1.9.6, 1.9.8, 1.9.10, and 1.9.13.
Additional exercises:
Exercise 1.10.1. We elaborate on the final point of Exercise 1.3.4, giving an example where
a filtered deformation of homogeneous relations can yield an algebra of smaller dimension.
Consider the quadratic algebra B = k〈x, y〉/(xy, yx) (by quadratic, we mean presented by
quadratic relations, i.e., homogeneous relations of degree two). First show that B has a basis
consisting of monomials in either x or y but not both, and hence it is infinite-dimensional.
Now consider the family of deformations parameterized by pairs (a, b) ∈ k2, given by
Aa,b := k〈x, y〉/(xy − a, yx− b),
i.e., this is a family of filtered algebras obtained by deforming the relations of B. Show that,
for a 6= b, we get Aa,b = {0}, the zero ring. Hence Aa,b is not a (flat) filtered deformation of
A0,0 for a 6= b; equivalently, the surjection of Exercise 1.3.4 is not an isomorphism for a 6= b.
On the other hand, show that, for a = b 6= 0, then Aa,a ∼= k[x, x−1], and verify that the
basis we obtained for B (monomials in x or y but not both) gives also a basis for Aa,a. So
the family Aa,b is flat along the diagonal {(a, a)} ⊆ k2.
Exercise 1.10.2. (a) Verify, using Singular, that Weyl
Z/2
1
∼= (Usl2)η where η(C) = η(ef +
fe+ 1
2
h2) = −3
8
.
How to do this: Type the commands
LIB "nctools.lib";
def a = makeWeyl(1);
setring a;
a;
Now you can play with the Weyl algebra with variables D and x; D corresponds to ∂x. Now
you need to figure out some polynomials e(x,D), f(x,D), and h(x,D) so that
[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.
Then, once you have done this, compute the value of the Casimir,
C = ef + fe+
1
2
h2,
and verify it is −3
8
.
Hint: the polynomials e(x,D), f(x,D), and h(x,D) should be homogeneous quadratic
polynomials (that way the bracket is linear).
For example, try first
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def e=D^2;
def f=x^2;
def h=e*f-f*e;
h*e-e*h;
2*e;
h*f-f*h;
2*f;
and you see that, defining e and f as above and h to be ef − fe as needed, we don’t quite
get he− eh = 2e or hf − fh = 2f . But you can correct this...
(b) Show that the highest weight of a highest weight representation of (Usl2)
η, for this
η, is either −3
2
or −1
2
. Here, a highest weight representation is one generated by a vector v
such that e · v = 0 and h · v = µv for some µ ∈ k. Then, µ is called its highest weight.
The value −1
2
is halfway between the value 0 of the highest weight of the trivial repre-
sentation of sl2 and the value −1 of the highest weight of the Verma module for the unique
χ such that (Usl2)
χ has infinite Hochschild dimension (see Remark 3.7.8 for the definition
of Hochschild dimension).
Remark 1.10.3. Here, a Verma module of sl2 is a module of the form Usl2/(e, h − µ) for
some µ; this Verma module of highest weight −1 is also the unique one that has different
central character from all other Verma modules, since the action of the Casimir on a Verma
with highest weight µ is by 1
2
µ2 + µ, so C acts by multiplication by −1
2
on this Verma
and no others. Therefore, the Bernstein-Gelfand-Gelfand [BGG76] category O of modules
for Usl2 (these are defined as modules which are finitely generated, have semisimple action
of the Cartan subalgebra, and are such that, for every vector v, eNv = 0 for some N ≥
0) which factor through the central quotient Usl2/(C +
1
2
) is equivalent to the category
of vector spaces, with this Verma as the unique simple object. This is the only central
quotient Usl2/(C−(12µ2+µ)), with µ integral, having this property. Also, the corresponding
Cherednik algebra H1,c(Z/2) considered in Bellamy’s notes, of which Usl2/(C +
1
2
) is the
spherical subalgebra, has semisimple category O as defined there (this algebra has two simple
Verma modules: one of them is killed by symmetrization V 7→ eV e, so only one yields a
module over the spherical subalgebra).
(c) Identify the representation k[x2] over Weyl
Z/2
1 with a highest weight representation of
(Usl2)
η (using an appropriate choice of e, h, and f in Weyl
Z/2
1 ).
(d) Use the isomorphism Weyl
Z/2
1
∼= (Usl2)η and representation theory of sl2 to show
that Weyl
Z/2
1 admits no finite-dimensional irreducible representations. Hence it admits no
finite-dimensional representations at all. (Note: in Exercise 1.10.7 below, we will see that
Weyl
Z/2
1 is in fact simple, which strengthens this, and we will generalize it to Weyl(V )
Z/2 for
arbitrary V and Z/2 acting by ± Id.)
We will often need the notion of Hilbert series :
Definition 1.10.4. LetB be a graded algebra, B =
⊕
m∈ZBm, with allBm finite-dimensional.
Then the Hilbert series is defined as h(B; t) =
∑
m∈Z dimBmt
m.
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Exercise 1.10.5. In this exercise, we will learn another characterization of flatness of de-
formations via Hilbert series. Let A and B be as in Exercise 1.3.4. Suppose first that B
is finite-dimensional. Show that A is a (flat) filtered deformation of B, i.e., the surjection
B → gr(A) is an isomorphism, if and only if dimA = dimB. More generally, suppose
that B has finite-dimensional weight spaces. Show then that gr(A) automatically also has
finite-dimensional weight spaces, and that A is a (flat) filtered deformation if and only if
h(grA; t) := h(B; t).
Exercise 1.10.6. Now we use GAP to try to play with flat deformations. In these examples,
you may take the definition of a flat filtered deformation as a flat deformation A of B such
that h(A; t) = h(B; t) (recall that, by definition, h(A; t) := h(grA; t)).
One main technique to use is that of Gro¨bner bases. See Rogalski’s notes for the necessary
background on these.
Here is code to get you started for the universal enveloping algebra of sl2:
LoadPackage("GBNP");
A:=FreeAssociativeAlgebraWithOne(Rationals, "e", "f", "h");
e:=A.e;; f:=A.f;; h:=A.h;; o:=One(A);;
uerels:=[f*e-e*f+h,h*e-e*h-2*e,h*f-f*h+2*f];
uerelsNP:=GP2NPList(uerels);;
PrintNPList(uerelsNP);
GBNP.ConfigPrint(A);
GB:=SGrobner(uerelsNP);;
PrintNPList(GB);
This computes the Gro¨bner basis for the ideal generated by the relations. You can also get
explicit information about how each Gro¨bner basis element is obtained from the original
relations:
GB:=SGrobnerTrace(uerelsNP);;
PrintNPListTrace(GB);
PrintTracePol(GB[1]);
Here the second line gives you the list of Gro¨bner basis elements, and for each element GB[i],
the third line will tell you how it is expressed in terms of the original relations.
(a) Verify that, with the relations, [x, y] = z, [y, z] = x, [z, x] = y, one gets a flat filtered
deformation of k[x, y, z], by looking at the Gro¨bner basis. Observe that this is the enveloping
algebra of a three-dimensional Lie algebra isomorphic to sl2.
(b) Now play with modifying those relations and see that, for most choices of filtered
deformations, one need not get a flat deformation.
(c) Now play with the simplest Cherednik algebra: the deformation of Weyl1 ⋊ Z/2
(cf. Definition 1.9.17). The algebra Weyl1⋊Z/2 itself is defined by relations x ∗ y− y ∗ x− 1
(the Weyl algebra relation), together with z2−1 (so z generates Z/2) and x∗z+z∗x, y∗z+z∗y,
so z anticommutes with x and y. Show that this is a flat deformation of Sym(k2) ⋊ Z/2,
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i.e., k[x, y] ⋊ Z/2. Equivalently, show that the latter is the associated graded algebra of
Weyl1 ⋊ Z/2.
Then, the deformation of Weyl1 ⋊ Z/2 is given by replacing the relation x ∗ y − y ∗ x− 1
with the relation x ∗ y− y ∗ x− 1− λ · z, for λ ∈ k a parameter. Show that this is also a flat
deformation of k[x, y]⋊ Z/2 for all λ (again you can just compute the Gro¨bner basis).
(d) Now modify the action of Z/2 so as to not preserve the symplectic form: change
y ∗ z + z ∗ y into y ∗ z − z ∗ y. What happens to the algebra defined by these relations now?
Exercise 1.10.7. Prove that, over a field k of characteristic zero, V a symplectic vector
space, and Z/2 = {± Id} < Sp(V ), the skew product Weyl(V ) ⋊ Z/2 is a simple algebra,
and similarly show the same for (Weyl(V ))Z/2. Hint: For the latter, you can use the former,
together with the symmetrizer element e = 1
2
(1 + σ), for Z/2 = {1, σ}, satisfying e2 = e and
e(Weyl(V )⋊ Z/2)e = Weyl(V )Z/2.
(In fact, one can show that the same is true forWeyl(V )⋊Γ for arbitrary finite Γ < Sp(V ):
this is a much more difficult exercise you can try if you are ambitious. From this one can
deduce that (Weyl(V ))Γ is also simple by the following Morita equivalence: if e ∈ k[Γ] is the
symmetrizer element, then Weyl(V )Γ = e(Weyl(V )⋊Γ)e and (Weyl(V )⋊Γ)e(Weyl(V )⋊Γ) =
Weyl(V )⋊ Γ.)
For the next exercises, we need to recall the notions of graded and filtered modules.
Recall that for a graded algebra B =
⊕
mBm, a graded module is a moduleM =
⊕
mMm
such that Bi ·Mj ⊆ Mi+j for all i, j ∈ Z. As before, we will call these gradings the weight
gradings. For two such modules M,N , the vector space HomB(M,N) is canonically graded,
where φ : M → N has weight k if φ(Mm) ⊆ Nm+k for all m. Similarly, if M is a graded right
B-module and N is a graded left B-module, then M ⊗B N is a graded vector space, placing
Mm ⊗B Nn in weight m+ n.
This induces gradings also on the corresponding derived functors, i.e., ExtiB(M,N) and
M⊗BN become canonically graded. Explicitly, ifM is a graded left B-module and P• ։M
is a graded projective resolution, then the complex HomB(P•, N) computing Ext
•
B(M,N) is
a graded complex, so its homology groups Ext•B(M,N) are graded. Similarly ifM is a graded
right B-module and P• ։ M is a graded projective resolution, then the complex P• ⊗B N
computing Tor•(M,N) is a graded complex.
Given a nonnegatively filtered algebra A, a (good) nonnegatively filtered module M is
one such that M≤−1 = 0 ⊆ M≤0 ⊆ · · · , with M =
⋃
mM≤m, and A≤mM≤n ⊆ M≤(m+n).
(Note that everything generalizes to the case where B is Z-graded and M is Z-filtered, if we
assume that also
⋂
mM≤m = {0}.)
Exercise 1.10.8. Given an algebra B, to understand its Hochschild cohomology (which
governs deformations of associative algebras!) as well as many things, we need to construct
resolutions. A main tool then is deformations of resolutions.
Suppose that B is nonnegatively graded, i.e., B =
⊕
m≥0Bm for Bm the degree m part
of B. Let A be a filtered deformation (i.e., grA = B) and M be a nonnegatively filtered
A-module. (We could also work for this problem in the Z-graded and filtered setting, but
do not do so for simplicity.)
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Suppose that Q• → M is a nonnegatively filtered complex with Qi projective such that
grQ• → grM is a projective resolution of grM . Show that Q• →M is a projective resolution
of M .
Hint: Show that dimHi(grC•) ≥ dimHi(C•) for an arbitrary filtered complex C•, because
ker(grCi → grCi−1) ⊇ gr ker(Ci → Ci−1) and im(grCi+1 → grCi) ⊆ gr im(Ci+1 → Ci).
Conclude, for an arbitrary filtered complex, that exactness of gr(C•) implies exactness of C•
(the converse is not true).
Proposition 1.10.9. Suppose that B = TV/(R) for some homogeneous relations R ⊆ R,
and that B has a nonnegatively graded free B-bimodule resolution, P• ։ B, which is finite-
dimensional in each weighted degree. If E ⊆ TV is a filtered deformation of the homogeneous
relations R, i.e., grE = R, then the following are equivalent:
(i) A := TV/(E) is a flat filtered deformation of B, i.e., the canonical surjection B ։ grA
is an isomorphism;
(ii) The resolution P• → B deforms to a filtered free resolution Q• → A.
(ii’) The resolution P• deforms to a filtered complex Q• → A.
In this case, the deformed complex in (ii) is a free resolution of A.
We remark that the existence of P• is actually automatic, since B always admits a
unique (up to isomorphism) minimal free resolution (where minimal means that, for each i,
Pi = Bi⊗Vi for Vi a nonnegatively graded vector space with minimum possible Hilbert series,
i.e., for any other choice V ′i , we have that h(V
′
i ; t) − h(Vi; t) has nonnegative coefficients).
For the minimal resolution, each Pi is in degrees ≥ i for all i, and is finite-dimensional in
each degree, which implies that
⊕
i Pi is also finite-dimensional in each degree.
Sketch of Proof. It is immediate that (ii) implies (ii’), and also that (ii’) implies (i), since
part of the statement is that gr(A) ∼= B. Also, by the exercise, (ii’) implies (ii).
To show (i) implies (ii) (it admittedly does not really help to try to show only (ii’),
inductively construct a deformation of P• to a filtered free resolution of A. It suffices to
let P• be the minimal resolution as above, since any other resolution is obtained from this
one by summing with a split exact complex of free graded modules. First of all, we know
that P0 ։ B deforms to Q0 ։ A, since we can arbitrarily lift the map P0 = B
r0 → B to
a filtered map Q0 := A
r0 → A, and this must be surjective since B ։ grA is surjective.
Since in fact it is an isomorphism, the Hilbert series (Definition 1.10.4) of the kernels are
the same, and so we can arbitrarily lift the surjection P1 = B
r1
։ ker(P0 → B) to a filtered
map Q1 := A
r1
։ ker(Q0 → A), etc. Fill in the details!
In the case B is Koszul, we can do better using the form of the Koszul complex. This is
divided over the next three exercises. In the first exercise we explain augmented algebras.
In the next exercise, we explain quadratic and Koszul algebras. In the third exercise, we
improve the above result in the case B is Koszul.
We begin with the definition and an exercise on augmented algebras:
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Definition 1.10.10. An augmented algebra is an associative k-algebra B together with an
algebra homomorphism B → k. The augmentation ideal is the kernel, B+ ⊆ B.
Exercise 1.10.11. (a) Show that an augmented algebra is equivalent to the data of an
algebra B and a codimension-one ideal B+ ⊆ B.
(b) Show that TV is augmented with augmentation ideal (TV )+ :=
⊕
m≥1 V
⊗m.
(c) Show that an augmented algebra B is always of the form TV/(R) for V a vector space
and R ⊆ (TV )+.
(d) Suppose now that R ⊆ ((TV )+)2.2 Then we have an isomorphism V ∼= Tor1(k,k)
(for B = TV/(R)). Hint: one has a projective B-module resolution of k of the form
· · · → B ⊗ R→ B ⊗ V → B ։ k. (1.M)
Here the maps are given by
b⊗
∑
i
(vi,1 · · · vi,ki) 7→
∑
i
b(vi,1 · · · vi,ki−1)⊗ vi,ki, b⊗ v 7→ bv.
In other words, the first map is obtained by restricting to B ⊗ R the splitting map B ⊗
(TV )+ → B ⊗ V , given by linearly extending to all of B ⊗ (TV )+ the assignment
b⊗ v1 · · · vk 7→ bv1 · · · vk−1 ⊗ vk.
Then show that, when R ⊆ ((TV )+)2, then after applying the functor M 7→M ⊗B k to the
sequence, the last two differentials (before the map B ։ k) become zero.
(e) Continue to assume R ⊆ ((TV )+)2. Assume that R∩(RV +V R) = {0}, where (RV +
V R) denotes the ideal, i.e., (TV )+R(TV ) + (TV )R(TV )+; this is a minimality condition.
Show in this case that Tor2(k,k) ∼= R. In particular, if R is spanned by homogeneous
elements, show that, replacing R with a suitable subspace, it satisfies this condition, and
then Tor2(k,k) ∼= R. Hint: Show that the projective resolution (1.M) can be extended to
· · · → B ⊗ S → B ⊗ R→ B ⊗ V → B ։ k, (1.N)
where S := (TV · R) ∩ (TV · R · TV+) (or any subspace which generates this as a left TV -
module). Show that the multiplication map map TV ⊗ R→ TV · R is injective. Then, the
map B ⊗ S → B ⊗R is given by the restriction of
B ⊗ (TV ⊗ R)→ B ⊗R, b⊗ (f ⊗ r) 7→ bf ⊗ r.
Check that this gives the exact sequence (1.N) (beginning with B ⊗ S).
We proceed to the definition and an exercise on quadratic algebras.
Definition 1.10.12. A quadratic algebra is an algebra of the form B = TV/(R) where
R ⊆ T 2V = V ⊗ V .
2One can show that, if we complete B and TV with respect to the augmentation ideals, we can always
assume this; for simplicity here we will not take the completion.
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In particular, such an algebra is nonnegatively graded, B =
⊕
m≥0Bm, with B0 =
k. For the rest of the problem, whenever B is graded, we will call the grading on B the
weight grading, to avoid confusion with the homological grading on complexes of (graded)
B-modules.
Exercise 1.10.13. Let B =
⊕
m≥0Bm be a nonnegatively graded algebra with B0 = k.
Show that B is quadratic if and only if Tor2(k,k) is concentrated in weight two. In this
case, conclude that B ∼= TV/(R) where V ∼= Tor1(k,k) and R ∼= Tor2(k,k).
Now we define and study Koszul algebras:
Definition 1.10.14. A Koszul algebra is a nonnegatively graded algebra B with B0 = k
such that TorBi (k,k) is concentrated in weight i for all i ≥ 1.
We remark that the above is often stated dually as: ExtiB(k,k) is concentrated in weight
−i.
Exercise 1.10.15. Show that the following are equivalent:
1. B is Koszul.
2. k has a projective resolution of the form
· · · → B ⊗ Vi → · · · → B ⊗ V1 → B ։ k, (1.O)
where Vi are graded vector spaces placed in degree i for all i, and the differentials
preserve the weight grading (or alternatively, you can view Vi as vector spaces in
degree zero, and then the differentials all increase weights by 1).
We now proceed to discuss a deep property of Koszul algebras which makes them very
useful in deformation theory, the Koszul deformation principle, due to Drinfeld.
Exercise 1.10.16. (a) For a quadratic algebra B = TV/(R), let S := R⊗V ∩V ⊗R, taking
the intersection in the tensor algebra. Let E ⊆ T≤2 be a deformation of R, in the sense
that the composite map E → T≤2V ։ V ⊗2 is an isomorphism onto R. Let A := TV/(E).
Then we can consider T := E⊗ V ∩ (V +k)⊗E, again taking the intersection in the tensor
algebra (where (V + k) does not denote an ideal).
Show first that the composition T → T≤3V ։ V ⊗3 is an injection to S.
(b) Verify that the following are complexes:
B ⊗ S → B ⊗ R→ B ⊗ V → B ։ k,
and
A⊗ T → A⊗ E → A⊗ V → A։ k.
The maps in the above are all obtained by restriction from splitting maps, x⊗(∑i vi⊗yi) 7→
xvi ⊗ yi for x in either A or B, vi ∈ V , and yi in one of the spaces T,E, S, or R; the map
A⊗ V → A is the multiplication map.
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Show also that: they are exact at B ⊗ V and B, and at A⊗ V and A, respectively, and
that the first complex is exact in degrees ≤ 3.
(c) Prove that, if A is a flat deformation, then the map in (a) must be an isomorphism,
and hence the second sequence in (b) deforms the first (in the sense that the first is obtained
from the second by taking the associated graded sequence, gr(T ) = S, gr(E) = R). Note the
similarity to Proposition 1.10.9.
(d)(*, but with the solution outlined) Finally, we state the Koszul deformation principle,
which is a converse of (c) in the Koszul setting (see Theorem 2.8.5 below for the usual
version). In this case, by hypothesis, the first sequence in (b) is exact (in all degrees).
Theorem 1.10.17. [Dri92, BG96, BGS96, PP05] (Koszul deformation principle: filtered
version) Suppose B = TV/(R) is a Koszul algebra and E ⊆ T≤2V is a deformation of R,
i.e., gr(E) = R. Then A = TV/(E) is a flat deformation of B if and only if dimT = dimS,
i.e., the injection gr(T )→ S is an isomorphism.
That is, in the Koszul case, A is a flat deformation if and only if T is a flat deformation
of S.x In this case, the second sequence in (b) deforms the first one, and hence is also exact.
We will give the more standard version of this using formal deformations in the next
exercise sheet.
Prove that, in the situation of the theorem, the whole resolution (1.O) deforms
to a resolution of A.
We outline how to do this: First, you can form a minimal resolution of A analogously to
(1.O), of the form
· · · → A⊗Wi → · · · → A⊗W1 → A, (1.P)
where Wi are now filtered vector spaces with W≤(i−1) = 0. Note that W1 = V,W2 = E, and
W3 = T , and the assumption of the theorem already gives that gr(Wi) = Vi for i ≤ 3.
If we take the associated graded of (1.P), since gr(A) = B, we obtain a complex which is
exact beginning with B ⊗ S = B ⊗ V3. We want to show it is exact. Suppose it is not, and
that the first nonzero homology is in degree m ≥ 3, i.e., ker(B⊗gr(Wm)→ B⊗gr(Wm−1)) 6=
im(B ⊗ gr(Wm+1)→ B ⊗ gr(Wm)).
First verify that, in this case, gr(Wi) = Vi for all i ≤ m, but grm+1(Wm+1) ( Vm+1.
Next, taking the Hilbert series h(grA; t) +
∑
i≥1(−1)ih(gr(Wi); t)h(grA; t), we must get
zero, since the sequence is exact. The same fact says that h(B; t)+
∑
i≥1(−1)ih(Vi; t)h(B; t) =
0. On the other hand, flatness is saying that grA = B. Conclude that∑
i≥1
(−1)ih(Vi; t) =
∑
i≥1
(−1)ih(gr(Wi); t).
Finally, by construction, (Wi)≤(i−1) = 0 for all i, so that h(gr(Wi); t) is zero in degrees ≤
(i−1). Moreover, gr(Wi) = Vi for i ≤ m. Taking the degree m+1 part of the above equation,
we then get h(Vm+1; t) = h(grm+1(Wm+1); t). This contradicts the fact that grm+1(Wm+1) (
Vm+1 (as noted above by our assumption).
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2 Formal deformation theory and Kontsevich’s theo-
rem
In this section, we state and study the question of deformation quantization of Poisson
structures on the polynomial algebra k[x1, . . . , xn] = O(An), or more generally on O(X)
for X a smooth affine variety, with k of characteristic zero. We defined the notion of
Poisson structure in the previous section: such a structure on B := O(X) means a Poisson
bracket {−,−} on B. In this section we define the notion of deformation quantization,
which essentially means an associative product ⋆ on B[[~]] which, modulo ~, reduces to the
usual multiplication, and modulo ~2, satisfies [a, b] ≡ ~{a, b}, for a, b ∈ O(X). As proved by
Kontsevich for k = R, all Poisson structures on X = An admit a quantization, and his proof
extends to the case of smooth affine (and some nonaffine) varieties, as fleshed out by Yekutieli
and others (and his proof can even be extended to the case of general characteristic zero
fields, as shown recently in [Dol13]). Moreover, Kontsevich gives an explicit formula for the
quantization in terms of operators associated to graphs. The coefficients of these operators
are given by certain, very interesting, explicit integrals over configuration spaces of points
in the upper-half plane, which unfortunately cannot be explicitly evaluated in general.
Our goal is to develop enough of the definitions and background in order to explain
Kontsevich’s answer, omitting the integral formulas for the coefficients. To our knowledge,
this result itself is not proved on its own in the literature: Kontsevich proves it as a corollary
of a more general result, his formality theorem, which led to an explosion of literature on
refinements, analogues, and related results.
2.1 Differential graded algebras
In this section, we will often work with dg, i.e., differential graded algebras. These algebras
have homological grading, which means that one should always think of the permutation of
tensors v ⊗ w 7→ w ⊗ v as carrying the additional sign (−1)|v||w|. Precisely, this means the
following:
Remark 2.1.1. We will use superscripts for the grading on dg algebras since the differential
increases degree by one (i.e., this is cohomological grading). If one uses subscripts to indicate
the grading (homological grading) then the differential should rather decrease degree by one.
Definition 2.1.2. A dg vector space, or complex of vector spaces, is a graded vector space
V =
⊕
m∈Z V
m equipped with a linear differential d : V • → V •+1 satisfying d(d(b)) = 0
for all b ∈ V . A morphism of dg vector spaces is a linear map φ : V → W such that
φ(V m) ⊆ Wm for all m ∈ Z and φ ◦ d = d ◦ φ.
Definition 2.1.3. A dg associative algebra (or dg algebra) is a dg vector space A =⊕
m∈ZA
m which is also a graded associative algebra, i.e., equipped with an associative
multiplication satisfying AmAn ⊆ Am+n, such that the differential is a graded derivation:
d(ab) = d(a) · b+ (−1)|a|a · d(b).
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A dg algebra morphism A → B is a homomorphism of associative algebras which is also a
morphism of dg vector spaces.
Definition 2.1.4. A dg commutative algebra B is a dg associative algebra satisfying the
graded commutativity rule, for homogeneous a, b ∈ B,
ab = (−1)|a||b|ba. (2.A)
A dg commutative algebra morphism is the same thing as a dg (associative) algebra
morphism (that is, commutativity adds no constraint on the homomorphism).
Definition 2.1.5. A dg Lie algebra (dgla) L is a dg vector space equipped with a bracket
[−,−] : L ⊗ L → L which is a morphism of complexes (i.e., [Lm, Ln] ⊆ Lm+n and d[a, b] =
[da, b] + (−1)|a|[a, db]) and satisfies the graded skew-symmetry and Jacobi identities:
[v, w] = −(−1)|v||w|[w, v], (2.B)
[u, [v, w]] + (−1)|u|(|v|+|w|)[v, [w, u]] + (−1)(|u|+|v|)|w|[w, [u, v]] = 0. (2.C)
A dg Lie algebra morphism is a homomorphism of Lie algebras which is also a morphism of
dg vector spaces.
Remark 2.1.6. If you are comfortable with the idea of the category of dg vector spaces (i.e.,
complexes) as equipped with a tensor product (precisely, a symmetric monoidal category
where the permutation is, as indicated above, the signed one v⊗w 7→ (−1)|v||w|w⊗ v), then
a dg (associative, commutative, Lie) algebra is exactly an (associative, commutative, Lie)
algebra in the category of dg vector spaces.
2.2 Definition of Hochschild (co)homology
Let A be an associative algebra. The Hochschild (co)homology is the natural (co)homology
theory attached to associative algebras. We give a convenient definition in terms of Ext
and Tor. Let Ae := A ⊗k Aop, where Aop is the opposite algebra, defined to be the same
underlying vector space as A, but with the opposite multiplication, a · b := ba. Note that
Ae-modules are the same as A-bimodules (where, by definition, k acts the same on the right
and the left, i.e., by the fixed k-vector space structure on the bimodule).
Definition 2.2.1. Define the Hochschild homology and cohomology, respectively, of A, with
coefficients in an A-bimodule M , by
HHi(A,M) := Tor
Ae
i (A,M), HH
i(A,M) := ExtiAe(A,M).
Without specifying the bimodule M , we are referring to M = A, i.e., HHi(A) := HHi(A,A)
and HHi(A) := HHi(A,A).
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In fact, HH•(A) is a ring under the Yoneda product of extensions: see §3.9 below for more
details (we will not use this until then). It moreover has a Gerstenhaber bracket (which is
a shifted version of a Poisson bracket), which we will introduce and use beginning in §4.1
below.
The most important object above for us will be HH2(A), in accordance with the (impre-
cise) principle:
The space HH2(A) parameterizes all (infinitesimal, filtered, or formal)
deformations of A, up to obstructions (in HH1(A)) and equivalences (in HH3(A)). (2.D)
We will give a first definition of infinitesimal and formal deformations in the next subsection,
leaving the general notion to §2.5 below.
More generally, given any type of algebra structure, P, on an ordinary (not dg) vector
space B:
The space H2P(B,B) parameterizes (infinitesimal, filtered, or formal)
deformations of the P-algebra structure on B,
up to obstructions (in H3P(B,B)) and equivalences (in H
1
P(B,B)).
When P indicates associative algebras, H•P(B,B) = HH•(B,B), and for Lie, commutative,
and Poisson algebras, one gets Chevalley-Eilenberg, Harrison, and Poisson cohomology, re-
spectively. For example, as we will use later, when P indicates Poisson algebras, we denote
the Poisson cohomology by HP•(B,B), so that HP2(B,B) parameterizes Poisson deforma-
tions of a Poisson algebra B, up to the aforementioned caveats.
Remark 2.2.2. One way of making the above assertion precise is to make P an operad and
B an algebra over this operad (see, e.g., [MSS00, LV12]): for example, there are commutative,
Lie, Poisson, and associative operads, and algebras over each of these are commutative, Lie,
Poisson, and associative algebras, respectively. In some more detail, a k-linear operad P is
an algebraic structure which consists of, for every m ≥ 0, a vector space P(m) equipped with
an action of the symmetric group Sm, together with composition operations P(m)×
(P(n1)×
P(n2)×· · ·×P(nm)
)→ P(n1+n2+ · · ·+nm), for all m ≥ 1 and n1, n2, . . . , nm ≥ 0, together
with a unit 1 ∈ P(1), satisfying certain associativity and unitality conditions. Then, a P-
algebra is a vector space V together with, for all m ≥ 0 and ξ ∈ P(m), an m-ary operation
µξ : V
⊗m → V , satisfying certain associativity and unitality conditions. Then, for any operad
P and any P-algebra A, there is a natural notion of the P-(co)homology of A, which recovers
(at least in positive degrees) in the associative case the Hochschild (co)homology; in the Lie
case over characteristic zero, the Chevalley-Eilenberg (co)homology; and in the commutative
case over characteristic zero, the Harrison or Andre´-Quillen (co)homology. Moreover, one
has the notion of an A-module M , which in the aforementioned cases recover bimodules, Lie
modules, and modules, respectively, and one has the notion of P-(co)homology of A valued
in M , which recovers (at least in positive degrees) the Hochschild, Chevalley-Eilenberg, and
Harrison (co)homology valued in M . (The reason for the comment “at least in positive
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degrees” is that, actually, the natural result, called the Andre´-Quillen (co)homology over P,
is the positive parts of the aforementioned (co)homology theories, shifted down in degrees by
one; so the deformations are actually controlled by the degree one part of this cohomology,
and the obstructions lie in degree two. Note that the resulting shift is the same as the one
we will take in order to define a dg Lie algebra structure on the cohomology. The degree zero
part (giving the center of the algebra in the Hochschild case) actually does not generalize
well to arbitrary operads.)
In the case of Lie algebras g, one can explicitly describe the Chevalley-Eilenberg coho-
mology of g, owing to the fact that the category of g-modules is equivalent to the category
of modules over the associative algebra Ug. Let H•Lie(g,−) denote the Lie (or Chevalley-
Eilenberg) cohomology of g with coefficients in Lie modules. One then has (cf. [Wei94,
Exercise 7.3.5]) Ext•Ug(M,N)
∼= H•Lie(g,Homk(M,N)). So H•Lie(g, N) ∼= Ext•Ug(k, N), the
extensions of k by N as g-modules; this differs from the associative case where one considers
the bimodule extensions of A, rather than the Lie module extensions of k. (Note that, since
A need not be augmented, one does not necessarily have a module k; indeed one need not
have a one-dimensional module at all, such as in the case where A is the algebra of n by
n matrices for n ≥ 2, or when A is the Weyl algebra in characteristic zero, which has no
finite-dimensional modules).
2.3 Formality theorems
We will also state results for C∞ manifolds, both for added generality, and also to help
build intuition. In the C∞ case we will take k = C and let O(X) be the algebra of smooth
complex-valued functions on X ; there is, however, one technicality: we restrict in this case
to the “local” part of Hochschild cohomology as defined in Remark 3.2.1 (this difference can
be glossed over in a first reading). In the affine case, in this section, we will assume that k
is a field of characteristic zero.
Theorem 2.3.1 (Hochschild-Kostant-Rosenberg). Let X be a either smooth affine variety
over a field k of characteristic zero or a C∞ manifold. Then, the Hochschild cohomology
ring HH•(O(X),O(X)) ∼= ∧•O(X)Vect(X) is the ring of polyvector fields on X .
Explicitly, a polyvector field of degree d is a sum of elements of the form
ξ1 ∧ · · · ∧ ξd,
where each ξi ∈ Vect(X) is a vector field on X , i.e., when X is an affine algebraic variety,
Vect(X) = Der(O(X),O(X)).
Thus, the deformations are classified by certain bivector fields (those whose obstructions
vanish). As we will explain, the first obstruction is that the bivector field be Poisson.
Moreover, deforming along this direction is the same as quantizing the Poisson structure. So
the question reduces to: which Poisson structures on O(X) can be quantized? It turns out,
by a very deep result of Kontsevich, that they all can.
To make this precise, we need to generalize the notion of quantization: we spoke about
quantizing gradedO(X), but usually this is not graded whenX is smooth. (Indeed, a grading
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would mean that X has a Gm-action, and in general the fixed point(s) will be singular. For
example, if O(X) is nonnegatively graded with (O(X))0 = k, i.e., the action is contracting
with a single fixed point, then X is singular unless X = An is an affine space.)
Instead, we introduce a formal parameter ~.3 Given a vector space V , let V [[~]] :=
{∑m≥0 v~m} be the vector space of formal power series with coefficients in V . If V = B is
an algebra, we obtain an algebra B[[~]]. We will be interested in assigning this a deformed
associative multiplication ⋆, i.e., a k[[~]]-bilinear associative multiplication ⋆ : B[[~]]⊗B[[~]] →
B[[~]]. Moreover, we will require that ⋆ be continuous in the ~-adic topology, i.e., that, for
all bm, cn ∈ B, (∑
m≥0
bm~
m
)
⋆
(∑
n≥0
cn~
n
)
=
∑
m,n≥0
(bm ⋆ cn)~
m+n. (2.E)
The following exercise explains why, in general, the continuity assumption (while in some
sense a technicality) is necessary when B is infinite-dimensional:
Exercise 2.3.2. Show that, if B is finite-dimensional, then (2.E) is automatic, given that ⋆
is k[[~]]-bilinear. Explain why this need not hold if B is infinite-dimensional (where one can
multiply two series of the form
∑
m≥0 bm~
m for {b0, b1, b2, . . .} linearly independent).
Definition 2.3.3. A (one-parameter) formal deformation of an associative algebra B is an
associative algebra A~ = (B[[~]], ⋆) such that
a ⋆ b ≡ ab (mod ~), ∀a, b ∈ B. (2.F)
We require that ⋆ be associative, k[[~]]-bilinear, and continuous (2.E).
The general definition of formal deformation will be given in §2.5 below; in contexts
where it is clear we are speaking about one-parameter formal deformations, we may omit
“one-parameter.”
Remark 2.3.4. Equivalent to the above, and often found in the literature, is the following
alternative formulation: A one-parameter formal deformation is a k[[~]]-algebra A~, whose
multiplication is continuous in the ~-adic topology4 together with an algebra isomorphism
A~/~A~
∼→ B, such that A~ is topologically free (i.e., isomorphic to V [[~]] for some V , which
in this case we can take to be any section of the map A~ ։ B). The equivalence is given
by taking any vector space section B˜ ⊆ A~ of A~ ։ B, and writing A~ = (B˜[[~]], ⋆) for a
unique binary operation ⋆, which one can check must be continuous, bilinear, and satisfy
(2.F). Conversely, given A~ = (B˜[[~]], ⋆), one has a canonical isomorphism A~/~A~ = B.
Modulo ~2, we get the notion of infinitesimal deformation:
Definition 2.3.5. An infinitesimal deformation of an associative algebra is an algebra
(B[ε]/(ε2), ⋆) such that a ⋆ b ≡ ab (mod ε).
3The use of ~ to denote the formal parameter originates from quantum physics, where it is often actually
a constant, given by Planck’s constant divided by 2π.
4This means explicitly that (2.E) holds allowing bi and cj to be arbitrary elements of A~ such that the
sums on the LHS converge; by topological freeness they actually converge for all bi and cj .
39
Now we let B be a Poisson algebra (which is automatically commutative).
Definition 2.3.6. A deformation quantization is a one-parameter formal deformation of a
Poisson algebra B which satisfies the identity
a ⋆ b− b ⋆ a ≡ ~{a, b} (mod ~2), ∀a, b ∈ B. (2.G)
We will often use the fact that, for X a smooth affine variety or a smooth manifold, a
Poisson structure on O(X) is the same as a bivector field π ∈ ∧2O(X)Vect(X), via
{f, g} = iπ(df ∧ dg) := π(f ⊗ g),
satisfying the Jacobi identity (note here and in the sequel that iη(α) denotes the contraction
of a polyvector field η with a differential form α). When X is affine space An or a smooth
manifold, this is clear. For the general case of a smooth affine variety, this can be shown as
follows (the reader uncomfortable with the necessary algebraic geometry can skip it and take
X = An): One needs to show, more generally, that ∧2O(X) Vect(X) is canonically isomorphic
to the vector space, SkewBiDer(O(X)), of skew-symmetric biderivations O(X)⊗k O(X)→
O(X), i.e., skew-symmetric brackets satisfying the Leibniz identity (but not necessarily the
Jacobi identity). Then, one has a canonical map ∧2Vect(X)→ SkewBiDer(O(X)), and this
is a map of O(X)-modules. Then, the fact that it is an isomorphism is a local statement.
However, if X is smooth, then Vect(X) is a projective O(X)-module, i.e., the tangent sheaf
TX is locally free. On an open affine subset U ⊆ X such that Vect(U) is free as a O(U)-
module, it is clear that the canonical map is an isomorphism. This implies the statement.
In terms of π, the Jacobi identity says [π, π] = 0, using the Schouten-Nijenhuis bracket:
Definition 2.3.7. The Schouten-Nijenhuis Lie bracket on ∧•O(X)Vect(X) is given by the
formula
[ξ1∧· · ·∧ξm, η1∧· · ·∧ηn] =
∑
i,j
(−1)i+j+m−1[ξi, ηj]∧ξ1∧· · · ξˆi · · ·∧ξm∧η1∧· · · ηˆj · · ·∧ηn. (2.H)
As before, the hat indicates that the given terms are omitted from the product.
Remark 2.3.8. Alternatively, the Schouten-Nijenhuis bracket is the Lie bracket uniquely
determined by the conditions that [ξ, η] is the ordinary Lie bracket for ξ, η ∈ Vect(X), that
[ξ, f ] = ξ(f) for ξ ∈ Vect(X) and f ∈ O(X), and such that the graded Leibniz identity is
satisfied, for all homogeneous θ1, θ2, θ3 ∈ ∧•O(X)Vect(X) (see also Definition 4.1.2 below):
[θ1, θ2 ∧ θ3] = [θ1, θ2] ∧ θ3 + (−1)|θ2||θ3|[θ1, θ3] ∧ θ2. (2.I)
Example 2.3.9. The simplest example is the case X = An with a constant Poisson bivector
field, which can always be written up to choice of coordinates (x1, . . . , xm, y1, . . . , ym, z1, . . . , zn−2m),
as
π =
m∑
i=1
∂xi ∧ ∂yi , i.e., {f, g} =
m∑
i=1
∂f
∂xi
∂g
∂yi
− ∂f
∂yi
∂g
∂xi
,
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for a unique m ≤ n/2. Then, for k of characteristic zero, there is a well-known deformation
quantization, called the Moyal-Weyl star product:
f ⋆ g = µ ◦ e 12~π(f ⊗ g), µ(a⊗ b) := ab.5
When 2m = n, so that the Poisson structure is symplectic, this is actually isomorphic to the
usual Weyl quantization: see the next exercise.
Exercise 2.3.10. We consider the Moyal-Weyl star product for X = An with coordinates
(x1, . . . , xm, y1, . . . , ym, z1, . . . , zn−2m) as above, for k of characteristic zero.
(a) Show that, for the Moyal-Weyl star product on O(X)[[~]] with X = An as above, in
the above basis,
xi ⋆ yj − yj ⋆ xi = ~δij , xi ⋆ xj = xj ⋆ xi, yi ⋆ yj = yj ⋆ yi.
whereas z1, . . . , zn−2m are central: zi ⋆ f = f ⋆ zi for all 1 ≤ i ≤ n− 2m and all f ∈ O(X).
(b) Show that this star product is actually defined over polynomials in ~, i.e., on O(X)[~].
That is, if f, g ∈ O(X)[~], so is f ⋆ g, and hence we get an associative algebra (O(X)[~], ⋆).
Note that this is homogeneous with respect to the grading where |xi| = |yi| = 1 and |~| = 2.
(c) Note that (~ − 1) is an ideal in k[~] and hence in (O(X)[~], ⋆)/(~− 1). Taking the
quotient, get a filtered quantization (O(X)[~], ⋆)/(~− 1), which is in other words obtained
by setting ~ = 1 above.
(d) Now we get to the goal of the exercise: to relate the quantization (O(X)[~], ⋆)/(~−1)
to the Weyl algebra Weylm. Show first that there is a unique isomorphism of algebras,
Weylm ⊗ k[z1, . . . , zn−2m]→ (O(X)[~], ⋆)/(~− 1),
satisfying xi 7→ xi, yi 7→ yi, and zi 7→ zi.
(e)(*) The main point of the exercise is to give the explicit inverse of (d). To begin, for
any vector space V , with k of characteristic zero, we can consider the symmetrization map,
SymV → TV , given by
v1 · · · vk 7→ 1
k!
∑
σ∈Sk
vσ(1) ⊗ · · · ⊗ vσ(k)
where vi ∈ V for all i. (Caution: this is not an algebra homomorphism.)
Now let V = Span{x1, . . . , xm, y1, . . . , ym, z1, . . . , zn−2m}, and consider the composition
of the above linear map SymV = O(X) → TV with the obvious quotient TV → Weylm ⊗
k[z1, . . . , zn−2m]. Show that the result yields an algebra homomorphism
(O(X)[~], ⋆)/(~− 1)→Weylm ⊗ k[z1, . . . , zn−2m],
which inverts the homomorphism of (d).
5In physics, over k = C, often one sees an i =
√−1 also in the exponent, so that a ⋆ b − b ⋆ a ≡ i~{a, b}
(mod ~2), but according to our definition, which works over arbitrary k, we don’t have it.
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Exercise 2.3.11. In this exercise, we explain a uniqueness statement for the Moyal-Weyl
quantization. Suppose that ⋆′ is any other star product formula of the form
f ⋆′ g = µ ◦ F (π)(f ⊗ g), (2.J)
for F = 1 + 1
2
~π +
∑
i≥2 ~
iFi(π), with each Fi a polynomial in π. Then, if (O(An)[[~]], ⋆′)
quantizes the Poisson bracket {−,−} given by π, show that we still have the relations of
part (a) of the previous exercise, for ⋆′ instead of ⋆. Similarly to part (d) above, conclude
that we have an isomorphism
(O(An)[[~]], ⋆)→ (O(An)[[~]], ⋆′),
given uniquely by
v1 ⋆ · · · ⋆ vm 7→ v1 ⋆′ · · · ⋆′ vm,
for all linear functions v1, . . . , vm ∈ Span{x1, . . . , xm, y1, . . . , ym, z1, . . . , zn−2m}. Moreover,
show that this isomorphism is the identity modulo ~.
(It is a much deeper fact that, when n = 2m, we can drop the assumption on the formula
(2.J).)
We will also need the notion of a formal Poisson deformation of a Poisson algebra O(X):
Definition 2.3.12. A formal Poisson deformation of a Poisson algebra O(X) is a continuous
k[[~]]-linear Poisson bracket on O(X)[[~]] which reduces modulo ~ to the original Poisson
bracket on O(X).
Here, continuous as before means continuous in the ~-adic topology, which means that
the identity obtained from (2.E) by replacing the star product by the deformed Poisson
bracket holds.
Theorem 2.3.13. [Kon03, Kon01, Yek05, DTT07] (among others) Every Poisson structure
on a smooth affine variety over a field of characteristic zero, or on a C∞ manifold, admits a
canonical deformation quantization. In particular, every graded Poisson algebra with Poisson
bracket of degree −d < 0 admits a filtered quantization.
Moreover, there is a canonical bijection, up to isomorphisms equal to the identity modulo
~, between deformation quantizations and formal Poisson deformations.
Remark 2.3.14. As shown by O. Mathieu [Mat97], in general there are obstructions to the
existence of a quantization. We explain this following §1.4 of www.math.jussieu.fr/~keller/emalca.pdf,
which more generally forms a really nice reference for much of the material discussed in these
notes!
Let g be a Lie algebra over a field k of characteristic zero such that g ⊗k k¯ is simple
and not isomorphic to sln(k¯) for any n, where k¯ is the algebraic closure of k. (In the cited
references, one takes k = R and thus k¯ = C, but this assumption is not needed.) For
instance, one could take g = so(n) for n = 5 or n ≥ 7.
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One then considers the Poisson algebra B := Sym g/(g2), equipped with the Lie bracket
on g. In other words, this is the quotient of O(g∗) by the square of the augmentation ideal,
i.e., the maximal ideal of the origin. Then, SpecB, which is known as the first infinitesimal
neighborhood of the origin in g∗, is nonreduced and set-theoretically a point, albeit with a
nontrivial Poisson structure.
We claim that B does not admit a deformation quantization. For a contradiction, suppose
it did admit one, B~ := (B[[~]], ⋆). Since B = k ⊕ g has the property that B ⊗k k¯ ∼=
(k¯ ⊕ (g ⊗k k¯)) with g ⊗k k¯ a semisimple Lie algebra, it follows from basic Lie cohomology
(e.g., [Wei94, §7]) that H2Lie(B ⊗k k¯, B ⊗k k¯) = 0 and hence also H2Lie(B,B) = 0, i.e., B
has no deformations as a Lie algebra. Hence, B~ ∼= B[[~]] as a Lie algebra; in fact there is
a continuous k[[~]]-linear isomorphism of Lie algebras which is the identity modulo ~. Now
let K := k((~)), an algebraically closed field, and set B˜ := B~ ⊗k[[~]] K. Since this is finite-
dimensional over the algebraically closed field K, Wedderburn theory implies that, if J ⊆ B˜
is the nilradical, then M := B˜/J is a product of matrix algebras over K of various sizes,
and all simple B˜-modules are the standard modules over the various matrix algebra factors
of B˜/J . Any simple Lie algebra quotient of B˜ would have to be a direct sum of simple
B˜-modules, so it would have to be a Lie algebra quotient of M , and by simplicity, of one
of the summands gln(K) of M for some n ≥ 1. The only such Lie algebras are sln(K) for
n ≥ 1. On the other hand, B˜ = (k⊕g)⊗kK as a Lie algebra, which has the simple quotient
g⊗k K, which is not of the form sln(K) by assumption. This is a contradiction.
Example 2.3.15. In the case X = An with a constant Poisson bivector field, Kontsevich’s
star product coincides with the Moyal-Weyl one.
Example 2.3.16. Next, let {−,−} be a linear Poisson bracket on g∗ = An, i.e., a Lie
bracket on the vector space g = kn of linear functions. As explained in Exercise 4.14.1 below
(following [Kon03]), if (O(An)[[~]], ⋆) is Kontsevich’s canonical quantization, then
x ⋆ y − y ⋆ x = ~[x, y],
so that, as in Exercise 2.3.10, the map which is the identity on linear functions yields an
isomorphism
U~(g)→ (O(g∗)[[~]], ⋆).
Modulo ~, the inverse to this is the symmetrization map of Exercise 2.3.10. Thus, if we
apply a gauge equivalence to Kontsevich’s star-product, then the inverse really is the sym-
metrization map. This is explained in detail in [Dit99], where the gauge equivalence is also
explicitly computed. The resulting star product on O(g∗) is called the Gutt product and
dates to [Gut83]; for a description of this product, see, e.g., [Dit99, (13)]. Moreover, as
first noticed in [Arn98] (see also [Dit99]), there is no gauge equivalence required when g
is nilpotent, i.e., in this case the Kontsevich star-product equals the Gutt product (this is
essentially because nothing else can happen in this case).
These theorems all rest on the basic statement that the Hochschild cohomology of a
smooth affine variety or C∞ manifold is formal, i.e., the Hochschild cochain complex (which
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computes its cohomology), is equivalent to its cohomology not merely as a vector space, but
as dg Lie algebras up to homotopy. (In fact, this statement can be made to be equivalent to
the bijection of Theorem 2.3.13 if one extends to deformations over dg commutative rings
rather than merely formal power series.)
We will explain what formality of dg Lie algebras means precisely later: we note only that
it is a completely different use of the term “formal” than we have used it before for formal
deformations. For now, we only give some motivation via the analogous concept of formality
for vector spaces, modules, etc. First of all, note that all complexes of vector spaces are
always equivalent to their cohomology, i.e., they are all formal. This follows because, given
a complex C•, one can always find an isomorphism of complexes
C• ∼→ H•(C•)⊕ S•,
where H• is the homology of C•, and S• is a contractible complex. Here, contractible means
that there exists a linear map h : C• → C•−1, decreasing degree by one, so that dh+hd = Id;
such an h is called a contracting homotopy. In particular, a contractible complex is acyclic
(and for complexes of vector spaces, the converse is also true).
But if we consider modules over a more general ring that is not a field, it is no longer
true that all complexes are isomorphic to a direct sum of their homology and a contractible
complex. Consider, for example, the complex
0→ Z ·2→Z→ 0.
The homology is Z/2, but it is impossible to write the complex as a direct sum of Z/2 with
a contractible complex, since Z has no torsion. That is, the above complex is not formal.
Now, the subtlety with the formality of Hochschild cohomology is that, even though the
underlying Hochschild cochain complex is automatically formal as a complex of vector spaces,
it is not automatically formal as a dg Lie algebra. For example, it may not necessarily be
isomorphic to a direct sum of its cohomology and another dg Lie algebra (although being
formal does not require this, but only that the dg Lie algebra be “homotopy equivalent” to
its cohomology).
The statement that the Hochschild cochain complex is formal is stronger than merely
the existence of deformation quantizations. It implies, for example:
Theorem 2.3.17. If (X,ω) is either an affine symplectic variety over a field of characteristic
zero or a symplectic C∞ manifold, and A = (O(X)[[~]], ⋆) is a deformation quantization of
X , then HH•(A[~−1]) ∼= H•DR(X,k((~))), and there is a versal formal deformation of A[~−1]
over the base Oˆ(H2DR(X)) (the completion of Sym(H2DR(X))∗).
We will define the notion of versal formal deformation more precisely later; roughly speak-
ing, such a deformation U over a base k[[t1, . . . , tn]] is one so that every formal deformation
(A[~−1][[t]], ⋆) of A[~−1] with deformation parameter t is isomorphic, as a k[[t]]-algebra, to
U ⊗k[[t1,...,tn]] k[[t]] for some continuous homomorphism k[[t1, . . . , tn]]→ k[[t]] (i.e., some assign-
ment of each ti to a power series in t without constant term) and that this isomorphism is
the identity modulo t. In the situation of the theorem, t1, . . . , tn should be a basis of (H
2
DR)
∗.
We will sketch how the theorem follows from Kontsevich’s theorem in §4.11 below.
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Figure 2.4.1: The graph corresponding to f ⊗ g 7→ {f, g}
2.4 Description of Kontsevich’s deformation quantization for Rd
It is worth explaining the general form of the star-products given by Kontsevich’s theorem
forX = Rd, considered either as a smooth manifold or an affine algebraic variety over k = R.
This is taken from [Kon03, §2]; the interested reader is recommended to look there for more
details.
Suppose we are given a Poisson bivector π ∈ ∧2O(X) Vect(X). Then Kontsevich’s star
product f ⋆ g is a linear combination of all possible ways of applying π multiple times to f
and g, but with very sophisticated weights.
The possible ways of applying π are easy to describe using directed graphs. Namely, the
graphs we need to consider are placed in the closed upper-half plane {(x, y) | y ≥ 0} ⊆ R2,
satisfying the following properties:
(1) There are exactly two vertices along the x-axis, labeled by L and R. The other vertices
are labeled 1, 2, . . . , m.
(2) L and R are sinks, and all other vertices have exactly two outgoing edges.
(3) At every vertex j ∈ {1, 2, . . . , m}, the two outgoing edges should be labeled by the
symbols ej1 and e
j
2. That is, we fix an ordering of the two edges and denote them by
ej1 and e
j
2.
Examples of such graphs are given in Figures 2.4 and 2.4.
Write our Poisson bivector π in coordinates as
π =
∑
i<j
πi,j∂i ∧ ∂j .
Let πj,i := −πi,j . We attach to the graph Γ a bilinear differential operator BΓ,π : O(X)⊗2 →
O(X), as follows. Let EΓ = {e11, e21, . . . , e1m, e2m} be the set of edges. Given an edge e ∈ EΓ,
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Figure 2.4.2: The graph corresponding to f ⊗ g 7→∑i,j,k,ℓ πi,j∂j(πk,ℓ)∂i∂k(f)∂ℓ(g)
let t(e) denote the target vertex of e.6 Then
BΓ,π(f ⊗ g) :=
∑
I:EΓ→{1,...,d}
[ m∏
i=1
( ∏
e∈EΓ|t(e)=i
∂I(e)
)
πI(e
1
i ),I(e
2
i )
]
·
( ∏
e∈EΓ|t(e)=L
∂I(e)
)
(f) ·
( ∏
e∈EΓ|t(e)=R
∂I(e)
)
(g).
Now, let VΓ denote the set of vertices of Γ, so that in the above formula, m = |Γ|. Then the
star product is given by
f ⋆ g =
∑
Γ
~|Γ|wΓBΓ,π(f ⊗ g),
where we sum over isomorphism classes of graphs satisfying conditions (1)–(3) above (we
only need to include one for each isomorphism class forgetting the labeling, since the operator
is the same up to a sign). The wΓ ∈ R are weights given by very explicit integrals (which
in general are impossible to evaluate). Note that, in order to have f ⋆ g ≡ fg (mod ~) (i.e.,
(2.F)), then if Γ0 is the graph with no edges (and thus only vertices L and R), wΓ0 = 1.
Similarly, if we let Γ1 be the graph in Figure 2.4 with only three vertices L,R, and 1 and we
include this graph in the sum but not the isomorphic graph obtained by swapping the labels
of the edges, then the relation f ⋆ g− g ⋆ f ≡ ~{f, g} (mod ~2) (i.e., (2.G)) forces wΓ1 = 1/2
as well.
The main observation which motivates the operators BΓ,π is the following: linear
combinations of operators BΓ,π as above are exactly all of bilinear operators obtainable by
contracting tensor powers of π with f and g.
6This corresponds to what we called the head, eh in the quiver context: we caution that there et was the
tail, which is not the same as the target vertex t(e) here!
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2.5 Formal deformations of algebras
Now we define more precisely formal deformations. These generalize star products to de-
formations of arbitary associative algebras, and also to the setting where more than one
deformation parameter is allowed. Still more generally, we are interested in deformations
over a base commutative augmented k-algebra R ⊇ R+ such that R is complete with respect
to the R+-adic topology, i.e., such that R = limm→∞R/R
m
+ , taking the inverse limit under
the system of surjections · · · → R/Rm+ → R/Rm−1+ → · · · → R/R+ = k. We call such rings
complete augmented commutative k-algebras. We will need the completed tensor product,
A⊗ˆR := lim
m→∞
A⊗R/Rm+ . (2.K)
Example 2.5.1. When R is a formal power series ring R = k[[t1, . . . , tn]],
A⊗ˆR = A[[t1, . . . , tn]] = {
∑
i1,...,in≥0
ai1,...,int
i1
1 · · · tinn | ai1,...,in ∈ A}.
Definition 2.5.2. A formal deformation of A over a commutative complete augmented k-
algebra R is an R-algebra A′ isomorphic to A⊗ˆkR as an R-module such that A′⊗R (R/R+) ∼=
A as a k-algebra. Moreover, we require that A′ = limm→∞A
′⊗k R/Rm+ (i.e., the product on
A′ is continuous).
Equivalently, a formal deformation is an algebra (A⊗ˆkR, ⋆) such that a⋆b ≡ ab (mod R+).
Example 2.5.3. If R = k[[t1, . . . , tn]], then a formal deformation of A over R is the same
as an algebra (A[[t1, . . . , tn]], ⋆) such that a ⋆ b ≡ ab (mod t1, . . . , tn). In the case n = 1, we
often denote the parameter by ~, and then we recover the notion of one-parameter formal
deformations (Definition 2.3.3).
As a special case of formal deformations, we also have deformations over augmented
Artinian k-algebras R ⊇ R+, or equivalently, over augmented k-algebras where the augmen-
tation ideal is nilpotent: Rn+ = 0 for some n ≥ 1. Such deformations are often simply called
deformations, since one can also think of R as an ordinary (abstract) k-algebra without a
topology, and then R is already complete: R = limm→∞R/R
m
+ . (Actually, it is enough to
study only these, and this is frequently done in some literature, since formal deformations
are always limits of such deformations; we are nonetheless interested in formal deformations
in these notes and Kontsevich’s theorem as well as many nice examples are tailored to them.)
In particular, such deformations include infinitesimal deformations (Definition 2.3.5) as
well as n-th order deformations:
Definition 2.5.4. An n-th order deformation is a deformation over R = k[ε]/(εn+1), with
R+ := εR.
Note that a first-order deformation is the same thing as an infinitesimal deformation.
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2.6 Formal vs. filtered deformations
Main idea: if A is a graded algebra, we can consider filtered deformations on the same
underlying filtered vector space A. These are equivalent to homogeneous formal deformations
of A (over k[[~]]), by replacing relations of degree ≤ m, ∑mi=0 pi = 0 with |pi| = i, by∑
i ~
m−ipi = 0, which are now homogeneous with the sum of the grading on A and |~| = 1.
We can also do the same thing with |~| = d ≥ 1 and d | m, replacing ∑m/di=0 pdi for |pdi| = di
by
∑
i ~
m−dipdi.
We begin with two motivating examples:
Example 2.6.1. We can form a homogenized version of the Weyl algebra with |~| = 2:
Weyl~(V ) = TV [[~]]/(vw − wv − ~(v, w)).
Example 2.6.2. The homogenized universal enveloping algebra U~g is given by
U~g = Tg[[~]]/(xy − yx− ~[x, y]),
with |~| = 1.
We now proceed to precise definitions and statements, for the case |~| = 1:
Definition 2.6.3. Let A be an increasingly filtered associative algebra. Then, the Rees
algebra of A is the graded algebra
RA :=
⊕
i∈Z
A≤i · ~i,
with |~| = 1 and |A| = 1, equipped with the multiplication
(a · ~i) · (b · ~j) = ab · ~i+j.
Similarly, let the completed Rees algebra be
Aˆ := {
∞∑
i=m
ai · ~i | ai ∈ A≤i, m ∈ Z}.
In other words, A is graded by powers of the ideal (~) and Aˆ is the ~-adic completion.
The Rees algebra construction defines an equivalence between filtered deformations and
homogeneous formal deformations:
Lemma 2.6.4. The functor A 7→ RA defines an equivalence of categories from increasingly
filtered k-algebras to nonnegatively graded k[~]-algebras (with |~| = 1) which are free as
k[~]-modules. A quasi-inverse is given by C 7→ C/(~− 1), assigning the filtration which lets
(C/(~− 1))≤m be the image of those elements of degree ≤ m in C.
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The proof is left as an exercise. In other words, the equivalence replaces A≤m with the
homogeneous part (RA)m.
Remark 2.6.5. The Rees algebra can be viewed as interpolating between A and grA, in
that RA/(~− 1) = A and RA/(~) = grA; actually for any c ∈ k \ {0} we have a canonical
isomorphism RA/(~− c) ∼= A (sending [a≤i ·~i], in the image of A≤i ·~i ⊆ RA, to cia≤i ∈ A).
Similarly, Aˆ[~−1] = A((~)) and Aˆ/(~) = grA. So over 1 ∈ Speck[~] (or any point other than
the origin), or over the generic point of Speck[[~]], we recover A or A((~)), respectively, and
at the origin, or the special point of Speck[[~]], we obtain grA.
Given a graded algebra A, we canonically obtain a filtered algebra by A≤n =
⊕
m≤nAm.
In this case, we can consider filtered deformations of A of the form (A, ⋆f), where ⋆f reduces
to the usual product on grA = A, i.e., gr(A, ⋆f) = A.
Corollary 2.6.6. Let A be a graded algebra. Then there is an equivalence between filtered
deformations (A, ⋆f) and formal deformations (A[[~]], ⋆) which are graded with respect to the
sum of the grading on A and |~| = 1, given by (A, ⋆f) 7→ (̂A, ⋆f). For the opposite direction,
because of the grading, (A[[~]], ⋆) = (A[~], ⋆)⊗ˆk[~]k[[~]], so one can take (A[~], ⋆)/(~− 1).
Remark 2.6.7. One can similarly give an analogue in the case |~| = d: if one begins with
a graded Poisson algebra B with Poisson bracket of degree −d, then filtered quantizations
(B, ⋆f) of the form a ⋆f b = ab +
∑
i≥1 fi(a, b) with |fi(a, b)| = |ab| − di are equivalent to
formal deformations (B[[~]], ⋆) which are homogeneous for |~| = d. In the case d = 2, this
includes the important Example 2.6.1, which we have also discussed earlier.
2.7 Universal deformations and gauge equivalence
We begin with the proper notion of equivalence of two deformation quantizations:
Definition 2.7.1. Given two formal deformations (A[[~]], ⋆) and (A[[~]], ⋆′), a gauge equiva-
lence ⋆ ∼ ⋆′ means a continuous k[[~]]-linear automorphism Φ of A[[~]] which is the identity
modulo ~, such that
Φ(a ⋆ b) = Φ(a) ⋆′ Φ(b). (2.L)
Similarly, given two formal deformations (A⊗ˆR, ⋆) and (A⊗ˆR, ⋆′) over R, a gauge equivalence
is a continuous R-linear automorphism of A⊗ˆR which is the identity modulo R+, such that
(2.L) holds.
Exercise 2.7.2. Similarly to Exercise 2.3.2, show that the assumption that Φ be continuous
is automatic in the case that A is finite-dimensional.
We are interested in finding a family which parameterizes all formal deformations up to
gauge equivalence. To do so, we define two notions: a versal deformation exhausts all formal
deformations, and a universal deformation exhausts the formal deformations uniquely. In
general, one cannot expect to obtain a (nice) explicit (uni)versal deformation, but there are
cases where one can, as we explain in Theorem 2.7.7 below.
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Definition 2.7.3. Given a continuous homomorphism p : R→ R′ and a formal deformation
(A⊗ˆR, ⋆), the formal deformation defined by base-change from p is (A⊗ˆR′, p(⋆)), with
a p(⋆) b := (Id⊗p)(a ⋆ b).
Definition 2.7.4. A versal formal deformation (A⊗ˆR, ⋆), is one such that, for every other
formal deformation (A⊗ˆR′, ⋆′), there exists a continuous homomorphism p : R → R′ such
that (A⊗ˆR′, ⋆′) is gauge-equivalent to the base-change deformation (A⊗ˆR′, p(⋆)).
The deformation is universal if the homomorphism p is always unique.
In particular, if R′ = k[[~]], we see that, given a versal deformation (A⊗ˆR, ⋆), all formal
deformations (A[[~]], ⋆) are obtained from continuous homomorphisms R→ k[[~]].
Remark 2.7.5. The relationship between (A[[~]], ⋆) and the (uni)versal (A⊗ˆR, ⋆u) can be
stated geometrically as follows: p is a formal Spf k[[~]]-point p of Spf R, and (A[[~]], ⋆) is
gauge-equivalent to the pullback of (A⊗ˆR, ⋆u), namely, (A[[~]], ⋆) = (A⊗ˆR, ⋆u)⊗R p.
Remark 2.7.6. One can also define similarly the notion of versal and universal filtered
deformations. These are not actually filtered deformations of A, but rather filtered deforma-
tions of A⊗R for some graded k-algebra R, such that all filtered deformations are obtained
by base-change by a character R → k, up to k-linear filtered automorphisms of A whose
associated graded automorphism is the identity. We will not need this notion, although we
will give some examples (see Examples 2.7.8 and 2.7.9 below).
The principle that HH3(A) classifies obstructions (which will be made precise in §3.8
below) leads to the following important result, which is provable using the Maurer-Cartan
formalism discussed in §4. Given a finite-dimensional vector space V , let Oˆ(V ) be the
completion of the algebra O(V ) at the augmentation ideal. Explicitly, if v1, . . . , vn is a
basis of V and c1, . . . , cn the dual basis of V
∗, so that O(V ) = k[f1, . . . , fn], then we set
Oˆ(V ) := k[[c1, . . . , cn]], the formal power series algebra.
Theorem 2.7.7. If HH3(A) = 0, then there exists a versal formal deformation of A over
Oˆ(HH2(A)). If, furthermore, HH1(A) = 0, then this is a universal deformation.
At the end of the exercises from Section 4, we will include an outline of a proof of a
slightly weaker version of the first statement of the theorem.
In the case that HH3(A) 6= 0, then in general there may not exist a versal formal de-
formation over Oˆ(HH2(A)); see, however, Theorem 2.3.17 for another situation where this
exists.
Example 2.7.8. If A = Weyl(V )⋊G for G < Sp(V ) a finite subgroup (cf. Definition 1.9.17,
then, by [AFLS00], HHi(A) is the space of conjugation-invariant functions on the set of group
elements g ∈ G such that rk(g − Id) = i. In particular, HHi(A) = 0 when i is odd, and
HH2(A) is the space of conjugation-invariant functions on the set of symplectic reflections :
those elements fixing a codimension-two symplectic hyperplane. Thus, there is a universal
formal deformation over Oˆ(HH2(V )).
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Moreover, HH2(A) = HH2(A)≤−2 is all in degree −2 (the degree also of the Poisson
bracket on O(V )). This actually implies that there is a universal filtered deformation of A
parameterized by elements c ∈ HH2(A) as above, in the sense that every filtered deformation
is isomorphic to one of these via a filtered isomorphism whose associated graded isomorphism
is the identity. (In fact, the universal formal deformation is obtained from this one by
completing at the augmentation ideal of O(HH2(V )).)
This universal filtered deformation admits an explicit description, known as the symplectic
reflection algebra [EG02], first constructed by Drinfeld, which is defined as follows. Let S
be the set of symplectic reflections, i.e., elements such that rk(g − Id) = 2. Then HH2(A) ∼=
k[S]G. Let c ∈ FunG(S,k) be a conjugation-invariant k-valued function on S. Then the
corresponding symplectic reflection algebra H1,c(G) is presented as
H1,c(G) := TV/
(
xy − yx− ω(x, y) + 2
∑
s∈S
c(s)ωs(x, y) · s
)
,
where ωs is the composition of ω with the projection to the sum of the nontrivial eigenspaces
of s (which is a two-dimensional symplectic vector space). In other words, ωs is the restric-
tion of the symplectic form ω to the two-dimensional subspace orthogonal to the symplectic
reflecting hyperplane of s. The algebra H1,c(G) above is the case t = 1 of the more gen-
eral symplectic reflection algebra Ht,c(G) studied in Bellamy’s notes, which is obtained by
replacing the ω(x, y) by t · ω(x, y) in the relation.
Example 2.7.9. If X is a smooth affine variety or smooth C∞ manifold, and G is a group
acting by automorphisms on X , then by [Eti04], HH2(D(X) ⋊ G) ∼= H2DR(X)G ⊕ k[S]G,
where S is the set of pairs (g, Y ) where g ∈ G and Y ⊆ Xg is a connected (hence irreducible)
subvariety of codimension one. Then k[S]G is the space of k-valued functions on S which
are invariant under the action of G, h · (g, Y ) = (hgh−1, h(Y )). Furthermore, by [Eti04],
all deformations of D(X) ⋊ G are unobstructed and there exists a universal filtered defor-
mation H1,c,ω(X) parameterized by c ∈ k[S]G and ω ∈ H2DR(X)G. More precisely, to each
such parameters we have a filtered deformation of D(X)⋊G, and these exhaust all filtered
deformations up to filtered isomorphism.
2.8 Exercises
Exercises from the notes: 2.3.2, 2.3.10, 2.3.11, and 2.7.2.
Additional exercises:
Exercise 2.8.1. We introduce Koszul complexes, which are one of the main tools for com-
puting Hochschild cohomology.
First consider, for the algebra SymV , the Koszul resolution of the augmentation module
k:
0→ SymV ⊗ ∧dimV V → SymV ⊗ ∧dimV−1V → · · · → SymV ⊗ V → SymV ։ k, (2.M)
f ⊗ (v1 ∧ · · · ∧ vi) 7→
i∑
j=1
(−1)j−1(fvj)⊗ (v1 ∧ · · · vˆj · · · ∧ vi), (2.N)
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where vˆj means that vj was omitted from the wedge product. We remark that this complex
itself cannot deform to a complex of Weyl(V )-modules, since the k itself does not deform
(since Weyl(V ) is simple, it has no finite-dimensional modules). Nonetheless, we will be able
to deform a bimodule analogue of the above.
(a) Construct analogously to the Koszul resolution a bimodule resolution of SymV , of
the form
SymV ⊗ ∧•V ⊗ SymV ։ SymV.
Using this complex, show that
HHi(SymV, SymV ⊗ SymV ) := Exti(SymV )e(SymV, SymV ⊗ SymV ) ∼= SymV [− dimV ].
(As we will see in the next exercise sheet, this implies that SymV is a Calabi-Yau algebra
of dimension dimV .)
(b) Now replace SymV by the Weyl algebra, Weyl(V ). Show that the Koszul complex
above deforms to give a complex whose zeroth homology is Weyl(V ):
0→ Weyl(V )⊗ ∧dimV V ⊗Weyl(V )→Weyl(V )⊗ ∧dimV−1V ⊗Weyl(V )
→ · · · → Weyl(V )⊗ V ⊗Weyl(V )→Weyl(V )⊗Weyl(V )։Weyl(V ), (2.O)
using the same formula. Hint: You only need to show it is a complex, by the previous
exercise. Note also the fact that such a deformation exists is a consequence of the corollaries
of the previous exercise.
Deduce that HH•(Weyl(V ),Weyl(V ) ⊗Weyl(V )) ∼= WeylV [−d] (so, as we will see in the
next exercise sheet, it is also Calabi-Yau of dimension dim V ).
(c) Suppose that V = g is a (finite-dimensional) Lie algebra. Deform the complex to a
resolution of the universal enveloping algebra using the Chevalley-Eilenberg complex:
Ug⊗ ∧dim gg⊗ Ug→ Ug⊗ ∧dim g−1g⊗ Ug→ · · · → Ug⊗ g⊗ Ug→ Ug⊗ Ug։ Ug,
where the differential is the sum of the preceding differential for SymV = Sym g and the
additional term,
x1 ∧ · · · ∧ xk 7→
∑
i<j
[xi, xj ] ∧ x1 ∧ · · · xˆi · · · xˆj · · · ∧ xk. (2.P)
That is, verify this is a complex, and conclude from the (a) and the preceding exercise that
it must be a resolution. Conclude as before that HH•(Ug, Ug ⊗ Ug) ∼= Ug[−d]. (As we will
see in the next exercise sheet, Ug is twisted Calabi-Yau, but not Calabi-Yau in general.)
(d) Recall the usual Chevalley-Eilenberg complexes computing Lie algebra (co)homology
with coefficients in a g-module M : if CCE• (g) = ∧•g is the complex inside of the two copies
of Ug above (with the differential as in (2.P)), these are
CCE• (g,M) := C
CE
• (g)⊗M, C•CE(g,M) := Homk(CCE• (g),M).
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Conclude that (cf. [Lod98, Theorem 3.3.2]), if M is a Ug-bimodule,
HH•(Ug,M) ∼= H•CE(g,Mad), HH•(Ug,M) ∼= HCE• (g,Mad),
where Mad is the g-module obtained from M by the adjoint action,
ad(x)(m) := xm−mx,
where the LHS gives the Lie action of x on m, and the RHS uses the Ug-bimodule action.
Conclude that HH•(Ug) ∼= H•CE(g, Ugad).
Next, recall (or accept as a black box) that, when g is finite-dimensional semisimple
(or more generally reductive), then Ugad decomposes into a direct sum of finite-dimensional
irreducible representations, and H•CE(g, V ) = Ext
•
Ug(k, V ) = 0 if V is finite-dimensional
irreducible and not the trivial representation.
Conclude that, in this case, HH•(Ug) ∼= Ext•Ug(k, Ugad) ∼= Z(Ug)⊗ Ext•Ug(k,k).
Bonus: Compute that, still assuming that g is finite-dimensional semisimple (or reduc-
tive), ExtUg(k,k) ∼= H•CE(g,k) is isomorphic to (∧•g∗)g. To do so, show that the inclusion
C•CE(g,k)
g →֒ C•CE(g,k) is a quasi-isomorphism. This follows by defining the operator d∗
with opposite degree of d, so that the Laplacian dd∗ + d∗d is the quadratic Casimir element
C =
∑
i eifi+ fiei+
1
2
h2i . Thus this Laplacian operator defines a contracting homotopy onto
the part of the complex on which the quadratic Casimir acts by zero. Since C acts by a pos-
itive scalar on all nontrivial finite-dimensional irreducible representations, this subcomplex
is C•CE(g,k)
g. But the latter is just (∧g∗)g with zero differential.
Conclude that HH•(Ug) = Z(Ug)⊗ (∧•g∗)g. In particular, for g semisimple, HH2(Ug) =
HH1(Ug) = 0. As we will see, this implies that Ug has no nontrivial formal deformations.
Remark 2.8.2. For g = sl2, Usl2 is a Calabi-Yau algebra of dimension three, since it is a
Calabi-Yau deformation of the Calabi-Yau algebra O(sl∗2) ∼= A3, which is Calabi-Yau with
the usual volume form. So HH3(Usl2) ∼= HH0(Usl2) by Van den Bergh duality, and the latter
is Usl2/[Usl2, Usl2], which you should be able to prove is isomorphic to (Usl2)sl2
∼= (Usl2)sl2 ,
i.e., this is a rank-one free module over HH0(Usl2).
In other words, H3CE(g,k)
∼= k, which is also true for a general semisimple Lie algebra.
Since this group controls the tensor category deformations of g-mod, or the Hopf algebra
deformations of Ug, this is saying that there is a one-parameter deformation of Ug as a
Hopf algebra which gives the quantum group Uqg. But since HH
2(Ug) = 0, as an associative
algebra, this deformation is trivial, i.e., equivalent to the original algebra; this is not true as
a Hopf algebra!
Exercise 2.8.3. Using the Koszul deformation principle (Theorem 1.10.17), show that the
symplectic reflection algebra (Example 2.7.8) is a flat filtered deformation of Sym(V ) ⋊ G.
Hint: This amounts to the “Jacobi” identity
[ωs(x, y), z] + [ωs(y, z), x] + [ωs(z, x), y] = 0,
for all symplectic reflections s ∈ S, and all x, y, z ∈ V , as well as the fact that the relations
are G-invariant. Compare with [Eti05, §2.3], where it is also shown that (the Rees algebras
of these) yield all formal deformations of Weyl(V )⋊G.
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Exercise 2.8.4. In this exercise, we deduce the filtered version of the Koszul deformation
principle, Theorem 1.10.17, from the more standard deformation version (Theorem 1.10.17),
using the correspondence between filtered deformations and homogeneous formal deforma-
tions.
Let R ⊆ TV and B := TV/(R). Let E ⊆ TV [[~]] be a subspace which lifts R modulo
~, i.e., such that the composition E → TV [[~]] → TV is an isomorphism onto R. Let
A := TV [[~]]/(E). Then we have a canonical surjection B → A/~A. We call A a (flat)
formal deformation of B if this surjection is an isomorphism.
(a) A priori, the above is a slightly stronger version of formal deformation than the usual
one, because it requires a deformation E of the relations. Show, however, that such an E
always exists given a (one-parameter) formal deformation A of B := TV/(R), so the notion
is equivalent to the usual one. Hint: Recall that, by Remark 2.3.4, a one-parameter formal
deformation A can be alternatively viewed as a topologically free k[[~]]-algebra A together
with an isomorphism φ : A/~A ∼→ B. Show that there exists E ⊆ V ⊗2[[~]] deforming R such
that A = TV [[~]]/(E) and φ : A/~A→ B is the identity on V .
(b)(*, but with the solution outlined) We are interested below in the case that R ⊆ V ⊗2,
i.e., B is a quadratic algebra, and that E ⊆ V ⊗2[[~]], i.e., B is also quadratic (as a k[[~]]-
algebra). (The proof of (a) then adapts to show that such an E exists for every graded formal
deformation A of B; moreover, the span k[[~]]·E ∼= R[[~]] is in fact canonical, and independent
of the choice of E above, since it is the degree-two part of the kernel of TV [[~]]→ A.)
The usual version of the Koszul deformation principle is as follows:
Theorem 2.8.5. [Dri92, BG96, BGS96, PP05] (Koszul deformation principle) Assume that
B is Koszul. If E ⊆ V ⊗2[[~]] is a formal deformation, then A := TV [[~]]/(E) is a (flat) formal
deformation of B if and only if it is flat in weight three, i.e., the surjection B3 → A3/~A3 is
an isomorphism.
Use this to prove Theorem 1.10.17, as follows. Given a Koszul algebra B = TV/(R) and
a filtered deformation E ⊆ T≤2V of R, i.e., such that the composition E → T≤2 ։ V ⊗ V
is an isomorphism onto R, we can form a corresponding formal deformation as follows. Let
A := TV/(E). First we homogenize A by forming the Rees algebra over the parameter t:
RtA :=
⊕
i≥0
A≤it
i.
This algebra is graded by degree in t, and deforms B in the sense that RtA/tRtA ∼= B. Thus
RtA is a quadratic algebra. Set V˜ := V ⊕ k · t. Then we in fact have RtA = T V˜ /E˜, where
E˜ is the span of tv− vt for v ∈ V together with the homogenized versions of the elements of
E: given a relation r = r2 + r1 + r0 ∈ E for ri ∈ V ⊗i, we have an associated element r˜ ∈ E˜
given by r˜ = r2 + r1t+ r0t
2. This E˜ is spanned by the r˜ and the tv − vt.
Moreover, RtA can also be viewed as a filtered deformation of B[t]: put the filtration on
RtA by the filtration in A (ignoring the t), i.e., (RtA)≤m = A≤mt
m ⊗ k[t] (thus, this is not
the filtration given by the grading on RtA). Then gr(RtA) = B[t].
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Using the preceding filtration, form the completed Rees algebra in ~,
Aˆ := R̂~RtA :=
∏
i≥0
(RtA)≤i · ~i.
The result is an algebra Aˆ such that Aˆ/~Aˆ ∼= B[t] (rather than RtA), since we used the
filtration on RtA coming from A only. Moreover, Aˆ is a quadratic formal deformation of
RtA, using the grading on RtA, placing ~ in degree zero.
Finally, A satisfies the assumption of Theorem 1.10.17, i.e., that gr3(E⊗V ∩(V +k)⊗E) =
(R ⊗ V ∩ V ⊗ R) (where gr3 : T≤3V → V ⊗3 is the projection modulo V ⊗≤2), if and only if
Aˆ satisfies the condition that the natural map
(R⊗ V ∩ V ⊗ R)→ (E˜ ⊗ V˜ ∩ V˜ ⊗ E˜)/~(E˜ ⊗ V˜ ∩ V˜ ⊗ E˜)
is an isomorphism.
Check that the latter condition is equivalent to the condition that, in degree three, Aˆ is
a flat deformation of B[t], i.e., that (B[t])3 ∼= (Aˆ)3/~(Aˆ)3. (Note that (B[t])3 = B3 ⊕ B2t⊕
B1t
2 ⊕ kt3, and the difficulty is in dealing with the B3 part).
Thus, Theorem 2.8.5 applies and yields that, if B is Koszul, then for every filtered
deformation E of the relations R of B, the algebra A = TV/(E) is a (flat) filtered deformation
of B if and only if Aˆ is a (flat) formal graded deformation, which is true if and only if the
assumption of Theorem 1.10.17 is satisfied, which proves that theorem.
Exercise 2.8.6. Parallel to Exercise 1.10.15, show that, if A is a (flat) graded formal defor-
mation of a Koszul algebra B as in Theorem 2.8.5, then A is also Koszul over k[[~]] (meaning,
TorAi (k,k) is concentrated in degree i, or alternatively A admits a free graded bimodule res-
olution P ~• → A with P ~i generated in degree i).
3 Hochschild cohomology and infinitesimal deforma-
tions
In this section, we return to a more basic topic, that of Hochschild (co)homology of algebras.
We first describe the explicit complexes used to compute these, and how they arise from the
bar resolution of an algebra as a bimodule over itself. Using this description, we give the
standard interpretation of the zeroth, first, second, and third Hochschild cohomology groups
as the center, the vector space of outer derivations, the vector space of infinitesimal defor-
mations up to equivalence, and the vector space of obstructions to lifting an infinitesimal
deformation to a second-order deformation. We also explain the definition of Calabi-Yau al-
gebras, both to illustrate an application of Hochschild cohomology, and to further understand
our running examples of Weyl algebras and universal enveloping algebras.
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3.1 The bar resolution
To compute Hochschild (co)homology using Definition 2.2.1, one can resolve A as an Ae-
module, i.e., A-bimodule. The standard way to do this is via the bar resolution:
Definition 3.1.1. The bar resolution, Cbar(A), of an associative algebra A over k is the
complex
· · · A⊗A⊗A A⊗A A,
a⊗ b⊗ c ab⊗ c− a⊗ bc
a⊗ b ab (3.A)
More conceptually, we can define the complex as
TA(A · ǫ · A), d = ∂ǫ,
viewing A · ǫ · A as an A-bimodule, assigning degrees by |ǫ| = 1, |A| = 0, and viewing the
differential d = ∂ǫ is a graded derivation of degree −1, i.e.,
∂ǫ(x · y) = ∂ǫ(x) · y + (−1)|y|x · ∂ǫ(y).
Finally, ∂ǫ(ǫ) = 1 and ∂ǫ(A) = 0.
3.2 The Hochschild (co)homology complexes
Using the bar resolution, we conclude that
HHi(A,M) = Tor
Ae
i (A,M) = Hi(C
bar
• (A)⊗Ae M) = Hi(C•(A,M)), (3.B)
where
C•(A,M) = (M ⊗A Cbar• (A))/[A,M ⊗A Cbar• (A)]
= · · · M ⊗A⊗ A M ⊗A M
(m⊗ b⊗ c) mb⊗ c−m⊗ bc + cm⊗ b,
m⊗ a ma− am. (3.C)
Similarly,
HHi(A,M) = ExtiAe(A,M) = H
i(C•(A,M)), (3.D)
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where
C•(A,M) = HomAe(C
bar
• (A),M))
= · · · Homk(A⊗ A,M) Homk(A,M) M ,
(dφ)(a⊗ b) = aφ(b)− φ(ab) + φ(a)b φ
(dx)(a) = ax− xa x.
(3.E)
As for cohomology, we will denote C•(A) := C•(A,A).
Remark 3.2.1. To extend Hochschild cohomology HH•(A) to the C∞ context, i.e., where
A = O(X) := C∞(X) for X a C∞ manifold, we do not make the same definition as above
(i.e., we do not treat A as an ordinary associative algebra). Instead, we define the Hochschild
cochain complex so as to place in degree m the subspace of Homk(A
⊗m, A) of smooth poly-
differential operators, i.e., linear maps spanned by tensor products of smooth (rather than
algebraic) differential operators A → A, or equivalently, operators which are spanned by
polynomials in smooth vector fields (which are not the same as algebraic derivations in the
smooth setting: a smooth vector field is always a derivation of A as an abstract algebra,
but not conversely). This can be viewed as restricting to the “local” part of Hochschild
cohomology (because polydifferential operators are local in the sense that the result at a
point x only depends on the values in a neighborhood of x).
3.3 Zeroth Hochschild homology
We see from the above that HH0(A) = A/[A,A], where the quotient is taken as a vector
space.
Example 3.3.1. Suppose that A = TV is a free algebra on a vector space V . Then
HH0(A) = TV/[TV, TV ] is the vector space of cyclic words in V .
Similarly, if A = kQ is the path algebra of a quiver Q (see §1.9), then HH0(A) =
kQ/[kQ,kQ] is the vector space of cyclic paths in the quiver Q (which by definition do not
have an initial or terminal vertex).
Example 3.3.2. If A is commutative, then HH0(A) = A, since [A,A] = 0.
3.4 Zeroth Hochschild cohomology
Note that HH0(A) = {a ∈ A | ab− ba = 0, ∀b ∈ A} = Z(A), the center of the algebra A.
Example 3.4.1. If A = TV is a tensor algebra and dimV ≥ 2, then HH0(A) = k: only
scalars are central. The same is true if A = kQ for Q a connected quiver which has more
than one edge or more than one vertex (see §1.9).
Example 3.4.2. If A is commutative, then HH0(A) = A, since every element is central.
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3.5 First Hochschild cohomology
A Hochschild one-cocycle is an element φ ∈ Endk(A) such that aφ(b) + φ(a)b = φ(ab) for
all a, b ∈ A. These are the derivations of A. A Hochschild one-coboundary is an element
φ = d(x), x ∈ A, and this has the form φ(a) = ax − xa for all a ∈ A. Therefore, these are
the inner derivations. We conclude that
HH1(A) = Out(A) := Der(A)/ Inn(A),
the vector space of outer derivations of A, which is by definition the quotient of all derivations
Der(A) by the inner derivations Inn(A). We remark that Inn(A) ∼= A/Z(A) = A/HH0(A),
since an inner derivation a 7→ ax− xa is zero if and only if x is central.
Example 3.5.1. IfA = TV for dimV ≥ 2, then HH1(A) = Out(TV ) = Der(TV )/ Inn(TV ) =
Der(TV )/TV , where TV = TV/k, since Z(TV ) = k. Explicitly, derivations of TV are
uniquely determined by their restrictions to linear maps V → TV , i.e., Der(TV ) ∼= Homk(V, TV ).
So we get HH1(A) ∼= Homk(V, TV )/TV . (Note that the inclusion TV → Homk(V, TV ) is
explicitly given by f 7→ ad(f), where ad(f)(v) = fv − vf .)
Example 3.5.2. If A is commutative, then Inn(A) = 0, so HH1(A) = Der(A). If, moreover,
A = O(X) is the commutative algebra of functions on an affine variety, then this is also
known as the global vector fields Vect(X), as we discussed.
Example 3.5.3. In the case A = C∞(X), restricting our Hochschild cochain complex to
differential operators in accordance with Remark 3.2.1, then HH1(A) is the space of smooth
vector fields on X .
Example 3.5.4. In the case that V is smooth affine (or more generally normal), k has
characteristic zero, and Γ is a finite group of automorphisms of V which acts freely outside
of a codimension-two subset of V , then all vector fields on the smooth locus of V/Γ extend
to derivations of O(V/Γ) = O(V )Γ, since V/Γ is normal. Moreover, vector fields on the
smooth locus of V/Γ are the same as Γ-invariant vector fields on the locus, call it U ⊆ V ,
where Γ acts freely. These all extend to all of V since V \ U has codimension two. Thus
we conclude that HH1(O(V )Γ) = Der(O(V )Γ) = Vect(V )Γ is the space of Γ-invariant vector
fields on V (the first equality here is because O(V )Γ is commutative). In particular this
includes the case where V is a symplectic vector space and Γ < Sp(V ), since the hyperplanes
with nontrivial stabilizer group must be symplectic and hence of codimension at least two.
3.6 Infinitesimal deformations and second Hochschild cohomology
We now come to a key point. A Hochschild two-cocycle is an element γ ∈ Homk(A⊗ A,A)
satisfying
aγ(b⊗ c)− γ(ab⊗ c) + γ(a⊗ bc)− γ(a⊗ b)c = 0. (3.F)
This has a nice interpretation in terms of infinitesimal deformations (Definition 2.3.5). Ex-
plicitly, an infinitesimal deformation is given by a linear map γ : A⊗A→ A, by the formula
a ⋆γ b = ab+ εγ(a⊗ b).
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Then, the associativity condition is exactly (3.F).
Moreover, we can interpret two-coboundaries as trivial infinitesimal deformations. More
generally, we say that two infinitesimal deformations γ1, γ2 are equivalent if there is a
k[ε]/(ε2)-module automorphism of Aε which is the identity modulo ε which takes γ1 to γ2.
Such a map has the form φ := Id+ε · φ1 for some linear map φ1 : A→ A, i.e., φ1 ∈ C1(A).
We then compute that
φ−1
(
φ(a) ⋆γ φ(b)
)
= a ⋆γ+dφ1 b.
We conclude
Proposition 3.6.1. HH2(A) is the vector space of equivalence classes of infinitesimal defor-
mations of A.
Example 3.6.2. For A = TV , a tensor algebra, we claim that HH2(A) = 0, so there are no
nontrivial infinitesimal deformations. Indeed, one can construct a short bimodule resolution
of A,
0 −→ A⊗ V ⊗ A −→ A⊗ A։ A,
a⊗ v ⊗ b 7→ av ⊗ b− a⊗ vb, a⊗ b 7→ ab.
Since this is a projective resolution of length one, we conclude that Ext2Ae(A,M) = 0 for all
bimodules M , i.e., HH2(A,M) = 0 for all bimodules M .
Example 3.6.3. If A = Weyl(V ) for a symplectic vector space V , then HH•(A) = k (in
degree zero), and hence HH2(Weyl(V )) = 0, so that there are no nontrivial infinitesimal
deformations nor outer derivations. Moreover, HH•(A) = k[− dimV ] (i.e., k in degree dimV
and zero elsewhere). To see this, we can use the resolution of Exercise 2.8.1 (see also the
solution).
3.7 Remarks on Calabi-Yau algebras
The Koszul resolutions above imply that Weyl(V ) and SymV are Calabi-Yau algebras of
dimension dimV , which we will define as follows (and which was also mentioned in Rogalski’s
notes). One can also conclude from this that Weyl(V )⋊ Γ and SymV ⋊ Γ are Calabi-Yau of
dimension dimV for Γ < Sp(V ) finite, as we will do in the exercises.
Definition 3.7.1. An A-bimodule U is right invertible if there exists an A-bimodule R such
that U ⊗A R ∼= A as A-bimodules. It is left invertible if there exists an A-bimodule L such
that L⊗A U ∼= A as A-bimodules. It is invertible if it is both left and right invertible.
Note that, if U is invertible, then any left inverse is a right inverse (just as in the case of
monoids), so this is also the unique (two-sided) inverse of U up to isomorphism.
Question 3.7.2. Can you find an example of a left but not right invertible bimodule?
The following basic example will be our typical invertible bimodule:
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Example 3.7.3. Given an algebra automorphism σ : A→ A, we can define the A-bimodule
Aσ, which as a vector space is merely A itself, but with the bimodule action given by the
formula, for a, b ∈ A and m ∈ Aσ,
a ·m · b = (amσ(b)).
Exercise 3.7.4. (a) Prove that, if M is an A-bimodule which is free of rank one as a left
and as a right module (i.e., isomorphic to A as a left and as a right module) using the
same generator m ∈ M , then M ∼= Aσ for some algebra automorphism σ : A → A.
Hint: Let 1 ∈ M be a left module generator, realizing A ∼= A · 1 = M . Consider the
map σ : A→ A given by 1 · h = σ(h) · 1. Show that σ is a k-algebra homomorphism,
with inverse σ−1 given by h · 1 = 1 · σ−1(h).
(b) Now assume A is graded and M is a graded bimodule obeying the assumptions of
(a), with common generator m is in degree zero. Conclude that M ∼= Aσ as a graded
bimodule, where σ is a graded automorphism.
In order to define the notion of Calabi-Yau and twisted Calabi-Yau algebras, we will need
the following exercise:
Exercise 3.7.5. Verify that HH•(A,A⊗A) is a canonically an A-bimodule using the inner
action, i.e., the action obtained from the A-bimodule structure on M = A ⊗ A given, for
x ⊗ y ∈ M and a, b ∈ A, by the formula a(x ⊗ y)b = xb ⊗ ay. The most explicit way to do
this is to use (3.E), where the action is inner multiplication on the output, i.e., (a ·φ · b)(x1⊗
· · · ⊗ xn) := a · φ(x1 ⊗ · · · ⊗ xn) · b.
Definition 3.7.6. An algebra A is homologically smooth if A has a finitely-generated pro-
jective A-bimodule resolution.
Note that finitely-generated projective, for a complex of (bi)modules, means that the
complex is of finite length and consists of finitely-generated projective (bi)modules.
Remark 3.7.7. More generally, a complex of modules M over an algebra B is called perfect
if it is a finite complex of finitely-generated projective modules. If one works in the derived
category Db(B) of B-modules, then a complex P• is quasi-isomorphic to a perfect complex
if and only if it is compact, i.e., Hom(P•,−) commutes with arbitrary direct sums (it is
automatic that Hom(M,−) commutes with finite direct sums for any M , but the condition
to commute with arbitrary direct sums is much more subtle). Compact objects of derived
categories are extremely important.
Remark 3.7.8. In particular, homological smoothness implies that A has finite Hochschild
dimension: recall that this means that, for some N ≥ 0, we have HHi(A,M) = 0 for all
i > N and all bimodules M (the minimal such N is then called the Hochschild dimension
of A). This is equivalent to the condition that A have a bounded projective resolution, i.e.,
a resolution by a complex with finitely many nonzero terms, each of which are projective.
To be homologically smooth requires that these terms be finitely-generated as well (this is
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a subtle strengthening of the condition in general). When A is homologically smooth, one
can show that it has a finitely-generated projective bimodule resolution whose length (i.e.,
number of terms) is the Hochschild dimension of A.
Definition 3.7.9. A is a Calabi-Yau algebra of dimension d if A is homologically smooth
and HH•(A,A⊗A) = A[−d] as a graded A-bimodule (i.e., HHi(A,A⊗A) = 0 for i 6= d, and
HHd(A,A⊗ A) = A as a graded A-bimodule).
More generally, A is twisted Calabi-Yau of dimension d if A is homologically smooth and
HH•(A,A⊗ A) = U [−d] as a graded A-bimodule, where U is an invertible A-bimodule.
Here, in HHi(A,A ⊗ A), A ⊗ A is considered as a bimodule with the outer bimodule
structure, and the remaining inner structure induces a bimodule structure on A, as shown in
Exercise 3.7.5 above. Typically, in the twisted Calabi-Yau case, U ∼= Aσ as in Example 3.7.3,
which as we know from Exercise 3.7.4, is equivalent to saying that HHd(A,A ⊗ A) ∼= A as
both left and right modules individually, with a common generator (for example, A could be
graded, and the common generator of HHd(A,A⊗ A) could be the unique nonzero element
up to scaling in degree zero).
Remark 3.7.10. By the Van den Bergh duality theorem (Theorem 5.3.1), if A is Calabi-
Yau of dimension d, then A has Hochschild dimension d (since HHi(A,M) = 0 for all i > d
and all bimodules M , and HHd(A,A⊗ A) 6= 0). It follows (as pointed out in Remark 3.7.8)
that A has a finitely-generated projective bimodule resolution of length d. Thus, we could
have equivalently assumed the latter condition in Definition 3.7.9 rather than homological
smoothness.
Exercise 3.7.11. (a) Prove from the Koszul resolutions from Exercise 1.10.15 that SymV
and Weyl(V ) are Calabi-Yau of dimension dimV .
(b) Let Γ < Sp(V ) be finite and k have characteristic zero. Take the Koszul resolutions
and apply M 7→ M ⊗ k[Γ] to all terms, considered as bimodules over A⋊ Γ where A
is either SymV or Weyl(V ). This bimodule structure is given by
(a⊗ g)(m⊗ h)(a′ ⊗ g′) = (a · g(m) · gh(a′))⊗ (ghg′).
Prove that the result are resolutions of A ⋊ Γ as a bimodule over itself. Conclude
that A⋊ Γ is also Calabi-Yau of dimension dim V . In the case A = SymV , show that
A⋊ Γ is actually Calabi-Yau given only that Γ < SL(V ) (not Sp(V )), still assuming Γ
is finite.
Remark 3.7.12. Similarly, one can show that, if A is twisted Calabi-Yau, k has character-
istic zero, and Γ is a finite group acting by automorphisms on A, then A⋊ Γ is also twisted
Calabi-Yau. In the case that A is Calabi-Yau, Γ must obey a unimodularity condition for
A⋊ Γ to also be Calabi-Yau.
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3.8 Obstructions to second-order deformations and third Hochschild
cohomology
Suppose now that we have an infinitesimal deformation given by γ1 : A⊗A→ A. To extend
this to a second-order deformation, we require γ2 : A⊗ A→ A, such that
a ⋆ b := ab+ εγ1(a⊗ b) + ε2γ2(a⊗ b)
defines an associative product on A⊗ k[ε]/(ε3).
Looking at the new equation in second degree, this can be written as
aγ2(b⊗ c)− γ2(ab⊗ c) + γ2(a⊗ bc)− γ2(a⊗ b)c = γ1(γ1(a⊗ b)⊗ c)− γ1(a⊗ γ1(b⊗ c)).
The LHS is dγ2(a ⊗ b ⊗ c), so the condition for γ2 to exist is exactly that the RHS is
a Hochschild coboundary. Moreover, one can check that the RHS is always a Hochschild
three-cocycle (we will give a more conceptual explanation when we discuss the Gerstenhaber
bracket). So the element on the RHS defines a class of HH3(A) which is the obstruction to
extending the above infinitesimal deformation to a second-order deformation:
Corollary 3.8.1. HH3(A) is the space of obstructions to extending first-order deformations
to second-order deformations. If HH3(A) = 0, then all first-order deformations extend to
second-order deformations.
We next consider general n-th order deformations. By definition, such a deformation is
a deformation over k[ε]/(εn+1).
Exercise 3.8.2. (*) Show that the obstruction to extending an n-th order deformation∑n
i=1 ε
iγi (where here ε
n+1 = 0) to an (n + 1)-st order deformation
∑n+1
i=1 ε
iγi (now setting
εn+2 = 0), i.e., the existence of a γn+1 so that this defines an associative multiplication on
A⊗ k[ε]/(εn+2), is also a class in HH3(A).
Moreover, if this class vanishes, show that two different choices of γn+1 differ by Hochschild
two-cocycles, and that two are equivalent (by applying a k[ε]/(εn+2)-module automorphism
of A ⊗ k[ε]/(εn+2) of the form Id+εn+1 · f) if and only if the two choices of γn+1 differ by
a Hochschild two-coboundary. Hence, when the obstruction in HH3(A) vanishes, the set of
possible extensions to a (n + 1)-st order deformation (modulo gauge transformations which
are the identity modulo εn) form a set isomorphic to HH2(A) (more precisely, it forms a
torsor over the vector space HH2(A), i.e., an affine space modeled on HH2(A) without a
chosen zero element). We will give a more conceptual explanation when we discuss formal
deformations.
Note that, when HH3(A) 6= 0, it can still happen that all infinitesimal deformations
extend to all orders. For example, by Theorem 2.3.13, this happens for Poisson structures
on smooth manifolds (a Poisson structure yields an infinitesimal deformation by, e.g., a⋆b =
ab + 1
2
{a, b} · ε; this works for arbitrary skew-symmetric biderivations {−,−}, but only the
Poisson ones, i.e., those satisfying the Jacobi identity, extend to all orders).
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However, finding this quantization is nontrivial : even though Poisson bivector fields are
those classes of HH2(A) whose obstruction in HH3(A) to extending to second order vanishes,
if one does not pick the extension correctly, one can obtain an obstruction to continuing
to extend to third order, etc. In fact, the proof of Theorem 2.3.13 describes the space
of all quantizations: as we will see, deformation quantizations are equivalent to formal
deformations of the Poisson structure.
3.9 Deformations of modules and Hochschild cohomology
Let A be an associative algebra andM a module over A. Recall that Hochschild (co)homology
must take coefficients in an A-bimodule, not an A-module. Given M , there is a canonical
associated bimodule, namely Endk(M) (this is an A-bimodule whether M is a left or right
module; the same is true for Homk(M,N) where M and N are both left modules, or alter-
natively both right modules).
Lemma 3.9.1. HHi(A,Endk(M)) ∼= ExtiA(M,M) for all i ≥ 0. More generally, HHi(A,Homk(M,N)) ∼=
ExtiA(M,N) for all A-modules M and N .
Proof. We prove the second statement. First of all, for i = 0,
HH0(A,Homk(M,N)) = {φ ∈ Homk(M,N) | a · φ = φ · a, ∀a ∈ A} = HomA(M,N).
Then the statement for higher i follows because they are the derived functors of the same
bifunctors ((A-mod)op ×A-mod)→ k−mod.
Explicitly, if P• ։ A is a projective A-bimodule resolution of A, then P• ⊗A M ։ M is
a projective A-module resolution of M , and
RHom•A(M,N)
∼= HomA(P•⊗AM,N)) = HomAe(P•,Homk(M,N)) ∼= RHom•Ae(A,Homk(M,N)),
where for the middle equality, we used the adjunction HomB(X⊗AY, Z) = HomB⊗Aop(X,Homk(Y, Z)),
with X a (B,A)-bimodule, Y a left A-module, and Z a left B-module.
In particular, this gives the most natural interpretation of HH0(A,Endk(M)): this is just
EndA(M). For the higher groups we recall the following standard descriptions of Ext
1
A(M,M)
and Ext2A(M,M), which are convenient to see using Hochschild cochains valued in M .
Definition 3.9.2. A deformation of an A-module M over an augmented commutative k
algebra R = k ⊕ R+ is an A-module structure on M ⊗k R, commuting with the R action,
such that (M ⊗k R)⊗R (R/R+) ∼= M as an A-module.
Let M be an A-module and let ρ : A→ Endk(M) be the original (undeformed) module
structure.
Proposition 3.9.3. (i) The space of Hochschild one-cocycles valued in Endk(M) is the
space of infinitesimal deformations of the module M over R = k[ε]/(ε2);
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(ii) Two such deformations are equivalent up to an R-module automorphism of M ⊗k R
which is the identity modulo ε if and only if they differ by a Hochschild one-coboundary.
Thus HH1(A,Endk(M)) ∼= Ext1A(M,M) classifies infinitesimal deformations of M .
(iii) The obstruction to extending an infinitesimal deformation with class γ ∈ Ext1A(M,M)
to a second-order deformation, i.e., over k[ε]/(ε3), is the element
γ ∪ γ ∈ Ext2A(M,M) ∼= HH2(A,Endk(M)),
where ∪ is the Yoneda cup product of extensions.
Here and below we make use of the cup product on HH•(A,Endk(M)) = Ext
•
A(M,M)
and on HH•(A,A). We give an explicit description using the standard cochain complexes
(3.E). More generally, let N be an A-algebra, i.e., an algebra equipped with an algebra
homomorphism A → N ; this makes N also an A-bimodule. Then, if γ1 ∈ C i(A,N) and
γ2 ∈ Cj(A,N), set γ1 ∪ γ2 ∈ C i+j(A,N) by the formula
(γ1 ∪ γ2)(x1, . . . , xi+j) = γ1(x1, . . . , xi)γ2(xi+1, . . . , xi+j),
and similarly define γ2 ∪ γ1. Hence also HH•(A,N) is an associative algebra. (Note that,
while HH•(A,A) is graded commutative as explained in Exercise 4.1.6 below, this is not true
for C•(A,N) in general, and in particular for Ext•(M,M), where N = Endk(M).)
Proof of Proposition 3.9.3. (i) Hochschild one-cocycles are precisely γ ∈ Homk(A,Endk(M))
such that γ(ab) = aγ(b) + γ(a)b, which are also known as A-bimodule derivations valued in
Endk(M). Infinitesimal deformations of the A-bimodule M are given by algebra homomor-
phisms A→ Endk(M)[ε]/(ε2) which reduce to the usual action ρ : A→ Endk(M) modulo ε.
Given a homomorphism ρ+ εφ of the latter type, we see that φ is an A-bimodule derivation
valued in M , and conversely.
(ii) If we apply an automorphism φ = Id+ε · φ1 of M ⊗k R, for φ1 ∈ Endk(M), then the
infinitesimal deformation γ is taken to γ′, where
(ρ+εγ′)(a) = φ◦(ρ+εγ)(a)◦φ−1 = (ρ+εγ)(a)+ε(φ1◦ρ(a)−ρ(a)◦φ1) = (ρ+ε(γ+dφ1))(a).
This proves that γ′ − γ = dφ1, as desired. The converse is similar and is left to the reader.
(iii) Working over R˜ := k[ε]/(ε3), given a Hochschild one-cocycle γ1, and an arbitrary
element γ2 ∈ C1(A,Endk(M)),
(ρ+ εγ1 + ε
2γ2)(ab)− (ρ+ εγ1 + ε2γ2)(a)(ρ+ εγ1 + ε2γ2)(b)
= ε2
(
γ2(ab)− γ1(a)γ1(b)− γ2(a)ρ(b)− ρ(a)γ2(b)
)
,
and the last expression equals −ε2 · (γ1 ∪ γ1 + dγ2)(ab). Thus the obstruction to extending
the module structure is the class [γ1 ∪ γ1] ∈ HH2(A,Endk(M)).
Finally, we can study general formal deformations:
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Definition 3.9.4. Given anA-moduleM and a formal deformationAR ofA over R = k⊕R+,
a formal deformation of M to an AR-module is an AR-module structure on M⊗ˆkR whose
tensor product over R with R/R+ = k recovers M .
In the case that AR is the trivial deformation over R, we also call this a formal deformation
of the A-module M over R.
Recall in the above definition the notation ⊗ˆ from (2.K).
Analogously to the above, one can study (uni)versal formal deformations ofM ; when the
space of obstructions, Ext2A(M,M), is zero, parallel to Theorem 2.7.7, there exists a versal
formal deformation over the base Oˆ(Ext1A(M,M)), and in the case that EndA(M,M) = k
(or more generally, the map Z(A) = HH0(A,A) → HH0(A,Endk(M)) = EndA(M,M) is
surjective), then this is universal.
More generally, consider a formal deformation A~ of A and ask not for a formal deforma-
tion M~ of M as an A-module, but rather for an A~-module M~ deforming M , i.e., satisfying
M~/~M~ ∼= M as A-modules, and such that M~ ∼= M [[~]] as k[[~]]-modules. This recovers
formal deformations of A-modules in the case A~ = A[[~]] is the trivial deformation. For
general A~, however, M~ need not exist (as one no longer has the trivial deformation M [[~]],
so one can also ask when it does. In this generality, the calculations of Proposition 3.9.3
generalize to show that, if θ ∈ ~ · C2(A)[[~]] gives a formal deformation A~ of A, then the
condition for γ ∈ ~ · C1(A,EndkM)[[~]] to give a formal deformation M~ of M to a module
over A~ is
(ρ+ γ) ◦ θ + dγ + γ ∪ γ = 0, (3.G)
where here (γ ∪ γ)(a⊗ b) := γ(a)γ(b).
Example 3.9.5. In the presence of a multiparameter formal deformation (A[[t1, . . . , tn]], ⋆)
of A, this can be used to show the existence of a deformation M~ over some restriction of
the parameter space. Let U = Span{t1, . . . , tn} and let η : U → HH2(A) be the map which
gives the class of infinitesimal deformation of A. We will need the composition ρ ◦ η : U →
HH2(A,EndkM) = Ext
2
A(M,M). Then one can deduce from the above
Proposition 3.9.6. (see, e.g., [EM05, Proposition 4.1]) Suppose that the map ρ ◦ η is
surjective with kernel K. Then there exists a formal deformation MS := (M⊗ˆO(S), ρS) of
M over a formal subscheme S of the formal neighborhood of the origin of U , with tangent
space K at the origin, which is a module over (A⊗ˆO(S), ⋆|S). Moreover, if Ext1A(M,M) = 0,
then S is unique and MS is unique up to continuous O(S)-linear isomorphisms which are
the identity modulo O(S)+.
Note that the condition Ext1A(M,M) = 0 for uniqueness of the formal definition is con-
sistent with the case where A~ = A[[~]] is the trivial deformation, since then, as above,
Ext1A(M,M) classifies infinitesimal (and ultimately formal) deformations of M .
In [EM05], this was used to show the existence of a unique family of irreducible rep-
resentations of wreath product Cherednik algebras H1,(k,c)(Γ
n ⋊ Sn) for Γ < SL2(C) finite
deforming a module of the form Y ⊗n⊗V for Y an irreducible finite-dimensional representa-
tion of H1,c0(Γ) and V a particular irreducible representation of Sn (whose Young diagram is
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a rectangle. Here c0 ∈ FunΓ(R,C) a conjugation-invariant function on the set R ⊆ Γ of sym-
plectic reflections, and k ∈ C, and there is a unique formal subscheme S ⊆ C×FunΓ(R,C)
containing (0, c0) such that (k, c) is restricted to lie in S. Note here that C× FunΓ(R,C) is
viewed as FunΓn⋊Sn(R′,C) where R′ ⊆ (Γn ⋊ Sn) is the set of symplectic reflections (they
are all conjugate to reflections in Γ = (Γ× {1}n−1)⋊ {1} except for the conjugacy class of
the transposition in Sn).
3.10 Exercises
Exercises from the notes: 3.7.4, 3.7.5, 3.7.11, and 3.8.2.
Additional exercises:
Exercise 3.10.1. Prove that Ug is twisted Calabi-Yau, with HHd(Ug, Ug ⊗ Ug) ∼= Ugσ,
where σ(x) = x − tr(ad(x)). Therefore, it is Calabi-Yau if (and only if) g is unimodular,
i.e., tr(ad(x)) = 0 for all x. This will follow also from the Koszul resolutions from the last
exercise sheet. Observe that every semisimple Lie algebra, i.e., one satisfying g = [g, g], is
unimodular (and hence the same is true for a reductive Lie algebra, i.e., one which is the
direct sum of a semisimple and an abelian Lie algebra).
Remark 3.10.2. More generally, one can consider, for any finite group G acting on the Lie
algebra g by automorphisms, the skew product algebra Ug⋊G. For k of characteristic zero,
generalizing the above (by tensoring the complexes with k[G] and suitably modifying the
differentials) one can show that Ug⋊G is also twisted Calabi-Yau (cf. Remark 3.7.12). Then,
[HVOZ10] computes that this is Calabi-Yau if and only if G < SL(V ) and g is unimodular.
(This extension should not be too surprising, since the skew-product algebra O(V )⋊G itself
is Calabi-Yau if and only if G < SL(V ), which is the condition for G to preserve the volume
form giving the Calabi-Yau structure on V .)
Exercise 3.10.3. (*, but with many hints) In this exercise we compute the Hochschild
(co)homology of a skew group ring.
Let A be an associative algebra over a field k of characteristic zero, and Γ a finite group
acting on A by automorphisms. Form the algebra A⋊Γ, which as a vector space is A⊗k[Γ],
with the multiplication
(a1 ⊗ g1)(a2 ⊗ g2) = (a1g1(a2)⊗ g1g2).
Next, given any Γ-module N , let NΓ := {n ∈ N | g · n = n for all g ∈ Γ}, and NΓ :=
N/{n− g · n | n ∈ N, g ∈ Γ} be the invariants and coinvariants, respectively.
(a) Let M be an A⋊ Γ-bimodule. Prove that
HH•(A⋊ Γ,M) ∼= HH•(A,M)Γ, HH•(A⋊ Γ,M) ∼= HH•(A,M)Γ,
where in the RHS, Γ acts on A and M via the adjoint action, g ·Ad m = (gmg−1).
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Hint: Write the first one as Ext•Ae⋊(Γ×Γ)(A⋊Γ,M), using that k[Γ]
∼= k[Γop] via the map
g 7→ g−1. Notice that A ⋊ Γ = IndAe⋊(Γ×Γ)Ae⋊Γ∆ A, where Γ∆ := {(g, g) | g ∈ Γ} ⊆ Γ × Γ
is the diagonal subgroup. Then, there is a general fact called Shapiro’s lemma, for
H < K a subgroup,
Ext•
k[K](Ind
K
H M,N)
∼= Ext•k(M,N) (∼= Homk(M,N)).
Similarly, we have Ext•A⋊K(Ind
K
H M,N)
∼= Ext•A(M,N). Using the latter isomorphism,
show that
Ext•Ae⋊(Γ×Γ)(A⋊ Γ,M)
∼= Ext•Ae⋊Γ∆(A,M) = Ext•Ae⋊Γ(A,MAd), (3.H)
whereMAd means that Γ acts by the adjoint action from the A⋊Γ-bimodule structure.
Since taking Γ-invariants is an exact functor (as k has characteristic zero and Γ is
finite), this says that the RHS above is isomorphic to
Ext•Ae(A,M
Ad)Γ = HH•(A,M)Γ.
The proof for Hochschild homology is essentially the same, using Tor.
(b) Now we apply the formula in part (a) to the special case M = A⋊ Γ itself.
Let C be a set of representatives of the conjugacy classes of Γ: that is, C ⊆ Γ and
for every element g ∈ Γ, there exists a unique h ∈ C such that g is conjugate to h.
For g ∈ Γ, let Zg(Γ) < Γ be the centralizer of g, i.e., the collection of elements that
commute with g. Prove that
HH•(A⋊ Γ) ∼=
⊕
h∈C
HH•(A,A · h)Zh(Γ),
Here, the bimodule action of A on A · h is by
a(b · h) = ab · h, (b · h)a = (bh(a)) · h,
and Zh(Γ) acts by the adjoint action.
(c) Now specialize to the case that A = SymV and Γ < GL(V ). We will prove here that
HH•(A⋊G) ∼=
⊕
h∈C
((
∧SymV h Vect((V h)∗)
)
⊗
(
∧dim(V h)⊥〈∂φ〉φ∈(V h)⊥
))Zh(Γ)
.
The perpendicular space (V h)⊥ here is the subspace of V ∗ annihilating V h. The degree
• on the LHS is the total degree of polyvector field on the RHS, i.e., the sum of the
degree in the first exterior algebra with dim(V h)⊥ = dim V − dimV h.
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Similarly, the same argument shows
HH•(A⋊G) ∼=
⊕
h∈C
(
SymV h ⊗
(
∧dim(V h)⊥d(((V ∗)h)⊥)
))
Zh(Γ)
.
Hints: first, up to conjugation, we can always assume h is diagonal (since Γ is finite).
Suppose that λ1, . . . , λn are the eigenvalues of h on the diagonal. Then let h1, . . . , hn ∈
GL1 be the one-by-one matrices hi = (λi). Show that
A = k[x1]⊗ · · · ⊗ k[xn], A · h = (k[x1] · h1)⊗ · · · ⊗ (k[xn] · hn).
Conclude using the Ku¨nneth formula, HH•(A⊗B,M ⊗N) = HH•(A,M)⊗HH•(B,N)
(for M an A-bimodule and N a B-bimodule, under suitable hypotheses on A,B,M ,
and N which hold here), that
HH•(A,A · h)Zh(Γ) ∼=
n⊗
i=1
HH•(k[xi],k[xi] · hi)Zhi (Γ). (3.I)
Since k[x] has Hochschild dimension one (as it has a projective bimodule resolution of
length one, cf. Remark 3.7.8), conclude that HHj(k[x],k[x] ·h) = 0 unless j ≤ 1. Using
the explicit description as center and outer derivations of the module, show that, if
h ∈ GL1 is not the identity,
HH0(k[x],k[x] · h) = 0, HH1(k[x],k[x] · h) = k.
Note for the second equality that you must remember to mod by inner derivations.
On the other hand, recall that
HH0(k[x],k[x]) = k[x],HH1(k[x],k[x]) = k[x],
since HH•(k[x]) = ∧•
k[x]Der(k[x]).
Now suppose in (3.I) that hi 6= Id for 1 ≤ i ≤ j, and that hi = Id for i > j (otherwise
we can conjugate everything by a permutation matrix). Conclude that (3.I) implies
HH•(A,A·h)Zh(Γ) ∼=
(
Sym(V h)⊗(∂x1∧· · ·∧∂xm)⊗∧Sym(V h)Der(Sym(V h))
)Zh(Γ)
. (3.J)
Note that, without having to reorder the xi, we could write
∂x1 ∧ · · · ∧ ∂xm = ∧dim(V
h)⊥〈∂φ〉φ∈(V h)⊥ .
Put together, we get the statement. A similar argument works for Hochschild homol-
ogy.
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(d) Use the same method to prove the main result of [AFLS00] for V symplectic and
G < Sp(V ) finite:
HHi(Weyl(V )⋊G) ∼= k[Si]G, HHi(Weyl(V )⋊G) ∼= k[SdimV−i]G
where
Si := {g ∈ Γ | rk(g − Id) = i}.
Observe also that Si = ∅ if i is odd, and S2 = the set of symplectic reflections (as
defined in Example 2.7.8).
Hint: Apply the result of part (b) and the method of part (c). This reduces the result
to the case dimV = 2, and to computing HH•(Weyl1,Weyl1) and HH
•(Weyl1,Weyl1 · g)
for g ∈ SL2(k). Then you can see from the Koszul complexes that the first is k (or, this
can be deduced from Theorem 2.3.17 in the special case X = A2, or you can explicitly
compute it using the Van den Bergh duality HH2(Weyl1,Weyl1)
∼= HH0(Weyl1,Weyl1)
since Weyl1 is Calabi-Yau). The second you can see must be k[−2] since this is already
true for HH•(k[x, y],k[x, y] · g), and this surjects to gr HH•(Weyl1,Weyl1 · g).
4 Dglas, the Maurer-Cartan formalism, and proof of
formality theorems
Now the distinction between dg objects and ungraded objects becomes important (especially
for the purpose of signs): we will recall in particular the notion of dg Lie algebras (dglas),
which have homological grading, and hence parity (even or odd degree).
4.1 The Gerstenhaber bracket on Hochschild cochains
We turn first to a promised fundamental structure of Hochschild cochains: the Lie bracket,
which is called its Gerstenhaber bracket :
Definition 4.1.1. The circle product of Hochschild cochains γ ∈ Cm(A), η ∈ Cn(A) is the
element γ ◦ η ∈ Cm+n−1(A) given by
γ◦η(a1⊗· · ·⊗am+n−1) :=
m∑
i=1
(−1)(i−1)(n+1)γ(a1⊗· · ·⊗ai−1⊗η(ai⊗· · ·⊗ai+n−1)⊗ai+n⊗· · ·⊗am+n−1).
(4.A)
Definition 4.1.2. The Gerstenhaber bracket [γ, η] of γ ∈ Cm(A), η ∈ Cn(A) is
[γ, η] := γ ◦ η − (−1)(m+1)(n+1)η ◦ γ.
Definition 4.1.3. Given a cochain complex C, let C[m] denote the shifted complex, so
(C[m])i = C i+m.
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In other words, letting Cm denote the ordinary vector space obtained as the degree m
part of C•, so Cm by definition is a graded vector space in degree zero, we have
C =
⊕
m∈Z
Cm[−m].
Remark 4.1.4. The circle product also defines a natural structure on g := C•(A)[1] viewed
as a graded vector space with zero differential: that of a graded right pre-Lie algebra. This
means that it satisfies the graded pre-Lie identity
γ ◦ (η ◦ θ)− (γ ◦ η) ◦ θ = (−1)|θ||η|(γ ◦ (θ ◦ η)− (γ ◦ θ) ◦ η).
Given any graded (right) pre-Lie algebra, the obtained bracket
[x, y] = x ◦ y − (−1)|x||y|y ◦ x
defines a graded Lie algebra structure.
Exercise 4.1.5. (*) Verify the assertions of the remark! (The second assertion is easy, but
the first is a long computation.)
Exercise 4.1.6. In fact, the circle product was originally defined by Gerstenhaber in order
to prove that the cup product is graded commutative on cohomology. Prove the following
identity of Gerstenhaber, for γ1, γ2 ∈ C•(A):
γ1 ∪ γ2 − (−1)|γ1||γ2|γ2 ∪ γ1 = d(γ1 ◦ γ2)− ((dγ1) ◦ γ2)− (−1)|γ1|(γ1 ◦ (dγ2)).
Conclude from this identity that (a) the cup product is graded commutative, and (b) the
Gerstenhaber bracket is compatible with the differential, i.e., it is a morphism of complexes
C•(A)[1]⊗ C•(A)[1]→ C•(A)[1].
The remark and exercises immediately imply
Proposition 4.1.7. The Gerstenhaber bracket defines a dg Lie algebra structure on the
shifted complex g := C•(A)[1].
4.2 The Maurer-Cartan equation
We now come to the key description of formal deformations:
Definition 4.2.1. Let g be a dgla over a field of characteristic not equal to two. The
Maurer-Cartan equation is
dξ +
1
2
[ξ, ξ] = 0, ξ ∈ g1. (4.B)
A solution of this equation is called a Maurer-Cartan element. Denote the space of solutions
by MCE(g).
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The equation can be written suggestively as [d+ξ, d+ξ] = 0, if one defines [d, d] = d2 = 0
and [d, ξ] := dξ. In this form the equation is saying that the “connection” d+ ξ is flat:
Example 4.2.2. Here is one of the original instances and motivation of the Maurer-Cartan
equation. Let g be a Lie algebra and X a manifold or affine algebraic variety X . Then
we can consider the dg Lie algebra (Ω•(X, g), d) := (Ω•(X) ⊗ g, d), which is the de Rham
complex of X tensored with the Lie algebra g. The grading is given by the de Rham
grading, with |g| = 0. Then, associated to this is a notion of connection, defined as a
formal expression ∇α := d + α, where α ∈ Ω1(X, g); thus connections are in bijection with
g-valued one forms. (We will explain below for the relationship with the standard notion of
connections on principal bundles.) Associated to ∇α is the endomorphism of Ω•(X, g), given
by β 7→ dβ + [α, β].
The curvature of ∇α, denoted (∇α)2 or 1
2
[∇α,∇α], is formally defined as
(∇α)2 = (d+ α)2 = dα + 1
2
[α, α]. (4.C)
Then the Maurer-Cartan equation for α says that this is zero. This is clearly equivalent
to the assertion that the corresponding endomorphism to ∇α has square zero, i.e., it is a
differential on Ω•(X, g). In other words, Maurer-Cartan elements give deformations of the
differential on the de Rham complex valued in g (where α acts via the Lie bracket). In
general, this is a good way to think about the Maurer-Cartan equation, as we will formalize
following this example.
We explain the relationship with the standard terminology: If G is an algebraic or Lie
group such that g = LieG, then ∇α as above is equivalent to a connection on the trivial
principal G-bundle on X . Precisely, the connection on π : G×X → X associated to ∇α is
the one-form ω+π∗α ∈ Ω1(G×X, g), with ω the canonical connection on the trivial bundle,
and the curvature of ω + π∗α is the pullback π∗(dα + 1
2
[α, α]) of the curvature as defined
above.
Closely related to Example 4.2.2 is the following very important observation.
Proposition 4.2.3. Suppose ξ ∈ MCE(g).
(i) The map dξ : y 7→ dy + [ξ, y] defines a new differential on g. Moreover, (g, dξ, [−,−])
is also a dgla.
(ii) Maurer-Cartan elements of g are in bijection with those of the twist gξ by the corre-
spondence
ξ + η ∈ g↔ η ∈ gξ.
Definition 4.2.4. We call the dg Lie algebra (g, dξ, [−,−]) given by the above proposition
the twist by ξ, and denote it by gξ.
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Proof of Proposition 4.2.3. (i) This is an explicit verification: (dξ)2(y) = [ξ, dy]+ [ξ, [ξ, y]]+
d[ξ, y] = [dξ + 1
2
[ξ, ξ], y], and
dξ[x, y]− [dξx, y]− (−1)|x|[x, dξy] = [ξ, [x, y]]− [[ξ, x], y]− (−1)|x|[x, [ξ, y]] = 0,
where the first equality uses that d is a (graded) derivation for [−,−], and the second equality
uses the (graded) Jacobi identity for [−,−].
(ii) One immediately sees that dξ(η) + 1
2
[η, η] = d(ξ + η) + 1
2
[ξ + η, ξ + η], using that
dξ + 1
2
[ξ, ξ] = 0.
4.3 General deformations of algebras
Proposition 4.3.1. One-parameter formal deformations (A[[~]], ⋆) of an associative algebra
A are in bijection with Maurer-Cartan elements of the dgla g := ~ · (C•(A)[1])[[~]].
Proof. Let γ :=
∑
m≥1 ~
mγm ∈ g1. Here γm ∈ C2(A) for all m, since g is shifted.
To γ ∈ g1 we associate the star product f ⋆ g = fg +∑m≥1 ~mγm(f ⊗ g). We need to
show that ⋆ is associative if and only if γ satisfies the Maurer-Cartan equation. This follows
from a direct computation (see Remark 4.3.2 for a more conceptual explanation):
f ⋆ (g ⋆ h)− (f ⋆ g) ⋆ h =
∑
m≥1
~m · (fγm(g ⊗ h)− γm(fg ⊗ h) + γm(f ⊗ gh)− γm(f ⊗ g)h)
+
∑
m,n≥1
~m+n
(
γm(f ⊗ γn(g ⊗ h))− γm(γn(f ⊗ g)⊗ h)
)
= dγ + γ ◦ γ = dγ + 1
2
[γ, γ]. (4.D)
Remark 4.3.2. For a more conceptual explanation of the proof, note that, if we let A0 be
an algebra with the zero multiplication, so that C•(A0) is a dgla with zero differential, then
associative multiplications are the same as elements µ ∈ C2(A0) = g1 satisfying 12 [µ, µ] = 0,
where g = C•(A0)[1] as before. (This is the Maurer-Cartan equation for g.) If we now
take an arbitrary algebra A, we can set A0 to be A but viewed as an algebra with the
zero multiplication. Let µ ∈ C2(A0) represent the multiplication on A, hence [µ, µ] = 0
by associativity. Then, given γ :=
∑
m≥1 ~
mγm ∈ ~g1 = ~C2(A)[[~]], the product µ + γ is
associative if and only if, working in (C•(A0)[1])[[~]], we have
0 = [µ+ γ, µ+ γ] = [µ, µ] + 2[µ, γ] + [γ, γ].
Now, [µ, γ] = dA(γ), with dA the (Hochschild) differential on (C
•(A)[1])[[~]]. More con-
ceptually, this is saying that C•(A)[1] = C•(A0)[1]
µ, the twist by µ; cf. Proposition 4.2.3 and
Definition 4.2.4, as well as Lemma 4.11.1 below. Then, by Proposition 4.2.3, Maurer-Cartan
elements ξ ∈ MCE((C•(A)[1])[~]]) are the same as associative multiplications µ+ ξ. They are
µ modulo ~ if and only if ξ ∈ ~C•(A)[1][~]].
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Remark 4.3.3. The above formalism works, with the same proof, for formal deformations
over arbitrary complete augmented commutative k-algebras. Namely, associative multipli-
cations on A⊗ˆkR deforming the associative multiplication µ on A are the same as Maurer-
Cartan elements of the dgla C(A)[1]⊗ˆkR+.
4.4 Gauge equivalence
Recall from Example 4.2.2 the example of flat connections with values in g = LieG as solu-
tions of the Maurer-Cartan equation. In that situation, one has a clear notion of equivalence
of connections, namely gauge equivalence: for γ : X → G a map, and ι : G → G the
inversion map,
∇ 7→ (Ad γ)(∇); (d+ α) 7→ d+ (Ad γ)(α) + γ · d(ι ◦ γ).
Here, the meaning of γ ·d(ι◦γ) is as follows: the derivative d(ι◦γ) is defined, at each x ∈ X , as
a map d(ι◦γ)|x : TxX → Tγ(x)−1G, and then we apply the derivative of the left multiplication
by γ(x), dLγ(x) : Tγ(x)−1G → TeG, to obtain an operator γ · d(ι ◦ γ)|x : TxX → TeG = g.
We obtain in this way a one-form γ · d(ι ◦ γ) ∈ Ω1(X, g). (We may think of d + γ · d(ι ◦ γ)
formally as Ad(γ)(d); see also below for the case γ = exp(β).)
Now, restrict to the case γ = exp(β) for β ∈ O(X) ⊗ g, assuming that k = R or
C so exp is the usual exponential map (if we restrict to the case where G is connected,
then such elements γ generate G, so generate all gauge equivalences). By taking a faithful
representation, we may even assume without loss of generality that G < GLn and g < gln, so
γ and β are matrix-valued functions. We can then rewrite the above formula in a way not
requiring G or the definition of γ · d(ι ◦ γ) as:
α 7→ exp(ad β)(α) + 1− exp(ad β)
adβ
(dβ), (4.E)
where (adβ)(α) := [β, α], using the Lie bracket on g. The last term above can be thought
of as exp(adβ)(d)− d, where we set [d, β] = d(β), as explained in the following exercise:
Exercise 4.4.1. Verify (4.E). To do so, replace exp : g → G by its Taylor series, and
use the standard identity Ad(exp(β)) = exp(ad β) :=
∑
m≥0(ad β)
m, which holds formally
(setting Ad(exp(β))(f) = exp(β) · f · exp(−β) and ad(β)(f) = β · f − f · β), and follows
from the basic theory of Lie groups. Note also that, for α ∈ O(X) ⊗ g arbitrary, we have
([d, β])α := d(βα) − βdα = (dβ)α, so we can formally write [d, β] = d(β) as above. Then,
use all of this to expand and simplify γ · d(ι ◦ γ). Hint: write the latter, formally, as
Ad(exp(β))(d)− d, then apply all of the above.
The above discussion motivates the following general definition, where now g can be an
arbitrary dgla (no longer a finite-dimensional Lie algebra as above). From now until the
end of Section 4, k should be a characteristic zero field.
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Definition 4.4.2. Two Maurer-Cartan elements α, α′ ∈ g1 of a dgla are called gauge equiv-
alent by an element β ∈ g0 if α′ = exp(adβ)(α) + 1−exp(ad β)
β
(dβ), when this formula makes
sense: for us, we take either (a) k = R or C and g is finite-dimensional as above; (b)
g = h ⊗k R+ with h an arbitrary dgla and R a complete augmented (dg) commutative
algebra; or (c) With R as in (b), we can also take g = h⊗k R and β ∈ (R+g)0.
This definition is consistent with Definition 2.7.1:
Proposition 4.4.3. Two formal deformations (A[[~]], ⋆) and (A[[~]], ⋆′) are gauge equivalent,
i.e., isomorphic via a continuous k[[h]]-linear automorphism of A[[~]] which is the identity
modulo ~, if and only if the corresponding Maurer-Cartan elements of g = ~ · C(A)[[~]] are
gauge equivalent.
Here, the automorphism of A[[~]] does not respect the algebra structure on A: it is
just a continuous k[[~]]-linear automorphism. Being the identity modulo ~ means that the
automorphism Φ satisfies the property that Φ− Id is a multiple of ~ as an endomorphism of
the vector space A[[~]].
Proof. This is an explicit verification: Let φ be a continuous automorphism of A[[~]] which
is the identity modulo ~. We can write φ = exp(α) where α ∈ ~Endk(A)[[~]]; one can check
that exp(α) = 1 + α + α2/2! + · · · makes sense since we are using power series in ~. Let
γ, γ′ ∈ g1 be the Maurer-Cartan elements corresponding to ⋆ and ⋆′. Let µ : A⊗A→ A be
the undeformed multiplication. Then
exp(α)(exp(−α)(a) ⋆ exp(−α)(b)) = exp(adα)(µ+ γ)(a⊗ b)
=
(
µ+ exp(adα)(γ) +
1− exp(adα)
adα
(dα)
)
(a⊗ b), (4.F)
where the final equality follows because [µ, α] = dα.
4.5 The dgla of polyvector fields, Poisson deformations, and Ger-
stenhaber algebra structures
Let X again be a smooth affine algebraic variety over a characteristic zero field or a C∞
manifold. By the Hochschild-Kostant-Rosenberg theorem (Theorem 2.3.1), the Hochschild
cohomology HH•(O(X)) is isomorphic to the algebra of polyvector fields, ∧•O(X) Vect(X).
Since, as we now know, C•(O(X))[1] is a dgla, one concludes that ∧•O(X)Vect(X)[1] is also
a dg Lie algebra (with zero differential). In fact, this structure coincides with the Schouten-
Nijenhuis bracket:
Proposition 4.5.1. The Lie bracket on ∧•O(X) Vect(X)[1] induced by the Gerstenhaber
bracket is the Schouten-Nijenhuis bracket, as defined in Definition 2.3.7.
Such a structure is called a Gerstenhaber algebra:
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Definition 4.5.2. A (dg) Gerstenhaber algebra is a dg commutative algebra B equipped
with a dg Lie algebra structure on the shift B[1], such that (2.I) is satisfied.
Note that, by definition, a Gerstenhaber algebra has to be (homologically) graded; some-
times when the adjective “dg” is omitted one means a dg Gerstenhaber algebra with zero
differential. This is the case for ∧•O(X)Vect(X).
Remark 4.5.3. Note that the definition of a Gerstenhaber algebra is very similar to that of
a Poisson algebra: the difference is that the Lie bracket on a Gerstenhaber algebra is odd :
it has homological degree −1.
We easily observe:
Proposition 4.5.4. A bivector field π ∈ ∧2Vect(X) defines a Poisson bracket if and only
if [π, π] = 0. That is, Poisson bivectors π are solutions of the Maurer-Cartan equation in
∧•O(X)Vect(X)[1].
Exercise 4.5.5. Prove Proposition 4.5.4!
The same proof implies:
Corollary 4.5.6. Formal Poisson structures in ~ ·∧2O(X)Vect(X)[[~]] are the same as Maurer-
Cartan elements of the dgla ~ · (∧•O(X)Vect(X)[1])[[~]].
4.6 Kontsevich’s formality and quantization theorems
We can now make a precise statement of Kontsevich’s formality theorem. As before, we need
k to be a characteristic zero field for the remainder of Section 4.
Remark 4.6.1. Kontsevich proved this result for Rn or smooth C∞ manifolds; for the
general smooth affine setting, when k contains R, one can extract this result from [Kon01];
for more details see [Yek05], and also, e.g., [VdB06]. These proofs also yield a sheaf-level
version of the statement for the nonaffine algebraic setting. For a simpler proof in the
affine algebraic setting, which works over arbitrary fields of characteristic zero, see [DTT07].
We remark also that, recently in [Dol13], Dolgushev showed that there actually exists a
“correction” of Kontsevich’s formulas which involve only rational weights, which replaces
Kontsevich’s proof by one that works over Q.
The one parameter version of the theorem is
Theorem 4.6.2. [Kon03, Kon01, Yek05, DTT07] There is a map
Formal Poisson bivectors in ~ · ∧2Vect(X)[[~]]→ Formal deformations of O(X)
which induces a bijection modulo continuous automorphisms of O(X)[[~]] which are the
identity modulo ~, and sends a formal Poisson structure ~π~ to a deformation quantization
of the ordinary Poisson structure π ≡ π~ (mod ~).
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Remark 4.6.3. By dividing the formal Poisson structure by ~, we also get a bijection
modulo gauge equivalence from all formal Poisson structures to formal deformations, now
sending π~ to a deformation quantization of π; the way it is stated above generalizes better
to the full (multiparameter) version below.
We can state the full version of the theorem as follows:
Theorem 4.6.4. [Kon03, Kon01, Yek05, DTT07] There is a map, functorial in dg commu-
tative complete augmented k-algebras R = k⊕ R+,
U : Poisson bivectors in ∧2O(X) Vect(X)⊗ˆkR+ → Formal deformations (O(X)⊗ˆkR, ⋆)
which induces a bijection modulo continuous automorphisms of O(X)⊗ˆkR. Moreover, mod-
ulo R2+, this reduces to the identity on bivectors valued in R+/R
2
+.
To explain what we mean by “the identity” in the end of the theorem, we note that,
working modulo R2+, the Jacobi and associativity constraints become trivial. Similarly,
formal deformations over R/R2+ are given by (not necessarily skew-symmetric) biderivations
O(X)⊗k O(X)→ O(X)⊗ R+/R2+. Just as in the case where R = k[ε], up to equivalence,
these are given by their skew-symmetrization, a bivector ∧2O(X)Vect(X) ⊗ R+/R2+. Thus,
up to equivalence, both the domain and target reduce modulo R2+ to bivectors valued in
R+/R
2
+, and we can ask that the map reduce to the identity in this case.
4.7 Restatement in terms of morphisms of dglas
We would like to restate the theorems above without using coefficients in R, just as a
statement relating the two dglas in question. Let us name these: Tpoly :=
(∧•O(X)Vect(X))[1]
is the dgla of (shifted) polyvector fields on X , and Dpoly := C
•(O(X))[1] is the dgla of
(shifted) Hochschild cochains on X , which in the C∞ setting are required to be differential
operators.
These dglas are clearly not isomorphic on the nose, since Tpoly has zero differential and not
Dpoly. They have isomorphic cohomology, by the Hochschild-Kostant-Rosenberg theorem.
In this section we will explain how they are quasi-isomorphic, which is equivalent to the
functorial equivalence of Theorem 4.6.4.
First, the Hochschild-Kostant-Rosenberg (HKR) theorem (Theorem 2.3.1) in fact gives
a quasi-isomorphism of complexes HKR : Tpoly → Dpoly, defined by
HKR(ξ1 ∧ · · · ∧ ξm)(f1 ⊗ · · · ⊗ fm) = 1
m!
∑
σ∈Sm
sign(σ)ξσ(1)(f1) · · · ξσ(m)(fm).
This clearly sends Tm−1poly = ∧mO(X)Vect(X) to Dm−1poly = Cm(O(X),O(X)), since the target
is an O(X)-multilinear differential operator. Moreover, it is easy to see that the target is
closed under the Hochschild differential. By the proof of the HKR theorem, one in fact sees
that HKR is a quasi-isomorphism of complexes.
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However, HKR is not a dgla morphism, since it does not preserve the Lie bracket. It does
preserve it when restricted to vector fields, but already does not on bivector fields (which
would be needed to apply it in order to take a Poisson bivector field and produce a star
product). For example, [HKR(ξ1 ∧ ξ2),HKR(η1 ∧ η2)], for vector fields ξ1, ξ2, η1, and η2, is
not, in general, in the image of HKR: it is not skew-symmetric, as one can see by Definition
4.1.2.
The fundamental idea of Kontsevich was to correct this deficiency by adding higher order
terms to HKR. The result will not be a morphism of dglas (this cannot be done), but it will
be a more general type of morphism called an L∞ morphism, which we introduce in the
next subsection. The idea behind an L∞ morphism is as follows: If we know that φ : g→ h
has the property that φ[a, b] − [φ(a), φ(b)] is a boundary, say equal to dc, then we try to
incorporate the data of the c into the morphism, by defining a map φ2 : g ∧ g → h sending
a∧ b→ c, and more generally such that φ[x, y]− [φ(x), φ(y)] = dφ2(x∧ y) for all x, y. Then,
we also need to define φ3 : ∧3g → h as well, and so on. A full L∞ morphism is then a
sequence of linear maps φm : ∧mg→ h satisfying certain axioms.
Kontsevich therefore constructs an explicit sequence of linear maps
Um : Symm(Tpoly[1])→ Dpoly[1]
which satisfy these axioms, and hence yield an L∞ morphism. Kontsevich constructs the
Um using graphs as in §2.4, except that now we must allow an arbitrary number of vertices
on the real axis, not merely two (the number of vertices corresponds to two more than the
degree of the target in Dpoly[1]), and the outgoing valence of vertices above the real axis can
be arbitrary as well. As before, the vertices on the real axis are sinks. Note that U1 = HKR
is just the sum of all graphs with a single vertex above the real axis, and all possible numbers
of vertices on the real axis.
Then, if we plug in a formal Poisson bivector π~, we obtain the star product described in
§2.4,
f ⋆ g =
∑
m≥1
1
m!
Um(πm~ )(f ⊗ g),
i.e., the star product is U(exp(π~)), where U =
∑
m≥1 Um.
4.8 L∞ morphisms
One way to motivate L∞ morphisms is to study what we require to obtain a functor on
Maurer-Cartan elements. We will study this generally for two arbitrary dglas, g and h.
Given two augmented algebras (A,A+) and (B,B+), an augmented algebra morphism is
an algebra morphism φ : A → B such that φ(A+) ⊆ B+. We will always require our maps
of augmented algebras be augmented algebra morphisms. The following then follows from
definitions:
Proposition 4.8.1. Any dgla morphism F : g → h induces a functorial map in complete
augmented dg commutative k-algebras R = k⊕ R+,
F : MCE(g⊗ˆkR+)→ MCE(h⊗ˆkR+).
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However, it is not true that all functorial maps are obtained from dgla morphisms; in
particular, if they were, then all functorial maps as above would define functorial maps if
we replace R+ by arbitrary (unital or nonunital) rings, by the remark below. But this is not
true: with general coefficients the infinite sums in, e.g., §2.4 need not converge.
Remark 4.8.2. In fact, dgla morphisms also induce functorial maps in ordinary (not nec-
essarily complete augmented or even augmented) dg commutative k-algebras R, taking the
ordinary tensor product. However, the generalization to L∞ morphisms below requires com-
plete augmented k-algebras.
It turns out that there is a complete augmented dg commutative k-algebra B which rep-
resents the functor R 7→ MCE(g⊗ˆkR+). This means that R-points of Spf B, i.e., continuous
augmented dg algebra morphisms B → R, are functorially in bijection with Maurer-Cartan
elements of g⊗ˆkR. To see what B is, first consider the case where g is abelian with zero dif-
ferential. If R is concentrated in degree zero, then Maurer-Cartan elements with coefficients
in R+ are elements of g
1⊗ˆR. For any ungraded vector space V , the algebra of polynomial
functions on it is Sym(V ∗); so here one can consider B = Sym((g1)∗), and then elements in
g1 are the same as continuous algebra homomorphisms B → k. Taking the completion Bˆ of
B at the augmentation ideal (V ∗), continuous augmented algebra homomorphisms Bˆ → R
are the same as elements of g⊗ˆR+. But if we take cofficients in a graded ring R, then we
need to incorporate all of g, not just g1. Observing that g1 = (g[1])0, the natural choice of
graded algebra is Sym((g[1])∗). We wanted a completed algebra, so we take the completion
Sˆ(g[1])∗, which has the same continuous augmented maps to complete augmented rings R.
Then, the points of Sˆ(g[1])∗ valued in an ordinary (non-dg) complete augmented algebra R
are in bijection with elements of g1⊗ˆR, as desired.
Thus, we consider the completed symmetric algebra Sˆ(g[1])∗. In the case g is nonabelian,
we can account for the Lie bracket by deforming the differential on Sˆ(g[1])∗, so that the
spectrum consists of Maurer-Cartan elements rather than all of H1(g).
The result is the Chevalley-Eilenberg complex of g, which you may already know as the
complex computing the Lie algebra cohomology of g.
Remark 4.8.3. We need to consider here (g[1])∗ as the topological dual to g[1]. Since g is
considered as discrete (hence gi = lim →
V⊆gi f. d.
V is an inductive limit of its finite-dimensional
subspaces), the dual g∗ is the topological dg vector space
⊕
m∈Z(g
m)∗[m], where each (gm)∗
is equipped with a not-necessarily discrete topology, given by the inverse limit of the finite-
dimensional quotients (gm)∗ ։ V ∗, which are the duals of the finite-dimensional subspaces
V ⊆ gm:
(gm)∗ := lim
←
(gm)∗։V ∗ f.d.
V ∗.
This is an inverse limit of finite-dimensional vector spaces.7 It is discrete if and only if V is
finite-dimensional.
7Such a vector space is sometimes a pseudocompact vector space. Another term that appears in some
literature is formal vector space, not to be confused, however, with the notion of formality we are discussing
as in Kontsevich’s theorem!
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Definition 4.8.4. The Chevalley-Eilenberg complex is the complete dg commutative algebra
CCE(g) := (Sˆ(g[1])
∗, dCE), where d is the derivation such that dCE(x) = d
∗
g(x)+
1
2
δg(x), where
the degree one map δg : g[1]
∗ → Sym2 g[1]∗ is the dual of the Lie bracket ∧2g→ g.
Proposition 4.8.5. Let R = k⊕R+ be a dg commutative complete augmented k-algebra.
Then there is a canonical bijection between continuous dg commutative augmented algebra
morphisms CCE(g)→ R and Maurer-Cartan elements of g⊗ˆR, given by restricting to g[1]∗.
Proof. It is clear that, if we do not consider the differential, continuous algebra homomor-
phisms CCE(g) → R are in bijection with continuous graded maps χ : g[1]∗ → R+. Such
elements, because of the continuity requirement, are the same as elements xχ ∈ g[1]⊗ˆR+.
Then, χ commutes with the differential if and only if χ ◦ d∗g + 12(χ⊗ χ) ◦ δg = 0, i.e., if and
only if d(xχ) +
1
2
[xχ, xχ] = 0.
Corollary 4.8.6. There is a canonical bijection
{Functorial in R maps F : MCE(g⊗ˆR+)→ MCE(h⊗ˆR+)}
↔ {continuous dg commutative augmented morphisms F ∗ : CCE(h)→ CCE(g)}, (4.G)
where R ranges over dg commutative complete augmented k-algebras.
Proof. This is a Yoneda type result: given a continuous dg commutative augmented mor-
phism CCE(h) → CCE(g), the pullback defines a map MCE(g⊗ˆR+) → MCE(h⊗ˆR+) for
every R as described, which is functorial in R. Conversely, given the functorial map
MCE(g⊗ˆR+) → MCE(h⊗ˆR+), we apply it to R = CCE(g) itself. Then, by Proposition
4.8.5, the identity map CCE(g) → R yields a Maurer-Cartan element I ∈ g⊗ˆCCE(g)+ (the
“universal” Maurer-Cartan element). Its image in MCE(h⊗ˆCCE(g)+) yields, by Proposi-
tion 4.8.5, a continuous dg commutative augmented morphism CCE(h) → CCE(g). It is
straightforward to check that these maps are inverse to each other.
Definition 4.8.7. An L∞ morphism F : g→ h is a continuous dg commutative augmented
morphism F ∗ : CCE(h)→ CCE(g).
Remark 4.8.8. If we remove the requirement “augmented,” then one obtains so-called
curved L∞ morphisms.
Exercise 4.8.9. Show that a dgla morphism is an L∞ morphism. More precisely, show
that a dgla morphism g → h induces a canonical continuous dg commutative morphism
CCE(h) → CCE(g) (note that one can define a canonical linear map owing to the dual in
the definition of CCE (Definition 4.8.4); you need to show it is actually a morphism of dg
commutative algebras).
We will refer to F ∗ as the pullback of F . Thus, Corollary 4.8.6 can be alternatively stated
as
{Functorial in R maps F : MCE(g⊗ˆR+)→ MCE(h⊗ˆR+)}
↔ {L∞ morphisms F : g→ h}. (4.H)
Finally, the above extends to describe quasi-isomorphisms:
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Definition 4.8.10. An L∞ quasi-isomorphism is a L∞ morphism which is an isomorphism
on homology, i.e., a dg commutative augmented quasi-isomorphism F ∗ : CCE(h)→ CCE(g).
This can also be called a homotopy equivalence of dglas.
Theorem 4.8.11. If F is a quasi-isomorphism, then the above functorial map is a bijection
on gauge equivalence classes.
The theorem is part of [Kon03, Theorem 4.6], but is older and considered standard.
(For example, to see that quasi-isomorphisms admit quasi-inverses, see [Hin97]; this is the
dg version of the statement that a map of formal neighborhoods of the origin of two vector
spaces is an isomorphism if and only if it is an isomorphism on tangent spaces. Using this, the
statement reduces to showing that a quasi-isomorphism which is the identity on cohomology
is also the identity on gauge equivalence classes.)
Remark 4.8.12. In fact, the above theorem can be significantly strengthened: the Maurer-
Cartan set MCE(g⊗ˆR+) is not just a set with gauge equivalences, but in fact a simplicial
complex. The statement that MCE(g⊗ˆR+) → MCE(h⊗ˆR+) is a bijection on gauge equiv-
alences is the same as the statement that it induces an isomorphism on π0. In fact, a
quasi-isomorphism g → h induces a homotopy equivalence MCE(g⊗ˆR+) ≃ MCE(h⊗ˆR+)
[Get09, Proposition 4.9], which is stronger.
Remark 4.8.13. In fact, everything we have discussed above is an instance of Koszul du-
ality: the dgla g is (derived) Koszul dual to its Chevalley-Eilenberg complex CCE(g), a dg
commutative algebra; in general, if A and B are algebras of any type (e.g., algebras over an
operad) and A! is the (derived) Koszul dual of A (an algebra of the Koszul dual type, e.g.,
an algebra over the Koszul dual operad), then Proposition 4.8.5 generalizes to the state-
ment: Homotopy (i.e., infinity) morphisms A → B identify with Maurer-Cartan elements
in A!⊗ˆB (note that A!⊗ˆB, properly defined, always has a dgla or at least an L∞-algebra
structure). Similarly, Corollary 4.8.6 and (4.H) generalize to: Homotopy morphisms A→ B
are in bijection with functorial maps MCE(A⊗ˆC) → MCE(B⊗ˆC) where C is an algebra of
the Koszul dual type. (Note that, taking C = A!, the element in MCE(B⊗ˆA!) corresponding
to the original morphism is the image of the canonical element in MCE(A⊗ˆA!) corresponding
to the identity.)
4.9 Explicit definition of L∞ morphisms
Let us write out explicitly what it means to be an L∞ morphism. Let g and h be dglas. Then
an L∞ morphism is a continuous commutative dg algebra morphism F
∗ : CCE(h)→ CCE(g).
Since CCE(h) is the symmetric algebra on h[1]
∗, this map is uniquely determined by its
restriction to h[1]∗. We then obtain a sequence of maps
F ∗m : h[1]
∗ → Symm g[1]∗,
or dually,
Fm : Sym
m g[1]→ h[1].
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The F ∗m are the Taylor coefficients of F
∗, since they are the parts of F ∗ of polynomial degree
m, i.e., the order-m Taylor coefficients of the map on Maurer-Cartan elements.
The condition that F ∗ commute with the differential says that
F ∗(d∗h(x)) + F
∗(
1
2
δh(x)) = d
∗
gF
∗(x) +
1
2
δgF
∗(x).
Writing this in terms of the Fm, we obtain that, for all m ≥ 1,
dh ◦ Fm + 1
2
∑
i+j=m
[Fi, Fj]h = Fm ◦ dCE,g, (4.I)
where dCE,g is the Chevalley-Eilenberg differential for g.
Now, let us specialize to g = Tpoly and h = Dpoly, with Fm = Um for all m ≥ 1. In terms
of Kontsevich’s graphs, the second term of (4.I) involves a sum over all ways of combining
two graphs together by a single edge to get a larger graph, multiplying the weights for those
graphs. The last term (the RHS) of (4.I) involves summing over all ways of expanding a
graph by adding a single edge. The first term on the LHS says to apply the Hochschild
differential to the result of all graphs, and this can be suppressed in exchange for adding
to Kontsevich’s map U a term U0 : R = Sym0(Tpoly[1]) → Dpoly[1] which sends 1 ∈ R to
µA ∈ C2(A). (Recall that k = R for Kontsevich’s construction; this is needed to define the
weights of the graphs.)
4.10 Formality in terms of a L∞ quasi-isomorphism
We deduce from the preceding material that the formality theorem, Theorem 4.6.4, can be
restated as
Theorem 4.10.1. [Kon03, Kon01, Yek05, DTT07] There is an L∞ quasi-isomorphism,
Tpoly(X)
∼→ Dpoly(X).
The proof is accomplished for X = Rn in [Kon03] by finding weights wΓ to attach to
all of the graphs Γ described above, so that the explicit equations of the preceding section
are satisfied. These explicit equations are quadratic in the weights, and are of the form, for
certain graphs Γ, denoting by |Γ| the number of edges of Γ,∑
|Γ1|+|Γ2|=|Γ|
c(Γ,Γ1,Γ2)wΓ1wΓ2 +
∑
|Γ′|=|Γ|−1
c(Γ,Γ′)wΓ′ = 0,
for suitable coefficients c(Γ,Γ1,Γ2) and c
′(Γ,Γ′). In fact, the graphs that appear are all of
the following form: in the first summation, Γ1 ⊆ Γ is a subgraph which is incident to the real
line, and Γ2 = Γ/Γ1 is obtained by contracting Γ1 to a point on the real line. In the second
summation, Γ′ is obtained by contracting a single edge in Γ. The coefficient c(Γ,Γ1,Γ2) is a
signed sum of the ways of realizing Γ1 ⊆ Γ such that Γ2 = Γ/Γ1, and the coefficient c(Γ,Γ′)
is a signed sum over edges e in Γ such that Γ/e = Γ′.
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To find weights wΓ satisfying these equations, Kontsevich defines the wΓ as certain in-
tegrals over partially compactified configuration spaces of vertices of the graph, such that
the above sum follows from Stokes’ theorem for the configuration space CΓ associated to Γ,
whose boundary strata are of the form CΓ1×Γ2 or CΓ′ (the technical part of the resulting
proof involves showing that the terms from Stokes’ theorem not appearing in the desired
identity vanish).
Remark 4.10.2. In fact, Tpoly and Dpoly are quasi-isomorphic not merely as L∞ algebras
but in fact as homotopy Gerstenhaber (“G∞”) algebras, i.e., including the structure of
cup product (and additional “brace algebra” structures in the case of Dpoly). Although,
by Theorem 2.3.1, the HKR morphism is compatible with cup product on cohomology,8
the preceding statement is much stronger than this. In [DTT07] the main result actually
constructs a homotopy Gerstenhaber equivalence between Tpoly(X) and Dpoly(X), in the
general smooth affine algebraic setting over characteristic zero; in [Wil11], Willwacher com-
pletes Kontsevich’s L∞ quasi-isomorphism to a homotopy Gerstenhaber quasi-isomorphism
(which requires adding additional Taylor series terms). In fact, in [Wil11], Willwacher shows
that Kontsevich’s morphism lifts to a “KS∞ quasi-isomorphism” of pairs
(HH•(O(X)),HH•(O(X))) ∼→ (C•(O(X)), C•(O(X))),
where we equip the Hochschild homology with the natural operations by the contraction
and Lie derivative operations from Hochschild cohomology (i.e., the calculus structure),
and similarly equip Hochschild chains with the analogous natural operations by Hochschild
cochains.
4.11 Twisting the L∞-morphism; Poisson and Hochschild coho-
mology
Given a formal Poisson structure π~ ∈ MCE(~ · Tpoly(X)[[~]]) and its image star product ⋆,
corresponding to the element U(π~) ∈ MCE(~ ·Dpoly(X)[[~]]), we obtain a quasi-isomorphism
of twisted dglas,
Tpoly(X)((~))
π~ ∼→ Dpoly(X)((~))U(π~). (4.J)
This has an important meaning in terms of Poisson and Hochschild cohomology. Namely, the
RHS computes the Hochschild cohomology of the algebra (O(X)((~)),U(π~)), which follows
from the following result, cf. Remark 4.3.2:
Lemma 4.11.1. Let A0 be a vector space, viewed as an algebra with the zero multiplication,
and let A = (A0, µ) be an associative algebra with multiplication map µ ∈ C2(A0). Then
C•(A) = C•(A0)
µ.
The proof follows, as in Remark 4.3.2, because C•(A) and C•(A0) have the same un-
derlying graded vector space; the differential on C•(A0) is zero, and one checks that the
differential on C•(A) is the operation [µ,−] of taking the Gerstenhaber bracket with µ.
8We note that the analogous sheaf-theoretic statement for nonaffine smooth varieties is no longer true:
see, e.g., [CVdB10b, CVdB10a]
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Corollary 4.11.2. If µ, µ′ ∈ C2(A0) are two different associative multiplications on A0, then
setting A = (A0, µ) and A
′ = (A0, µ
′), we have C2(A′) = C2(A)µ
′−µ.
Thus, applying the corollary to the situation where A0 = O(X)[[~]], with µ the unde-
formed multiplication and µ′ the one corresponding to ⋆ (i.e., µ + U(π~)), we obtain the
promised
Corollary 4.11.3. HH∗(O(X)[[~]], ⋆) ∼= H∗(Dpoly(X)((~))U(π~)).
Similarly, we can interpret the first term as the Poisson cohomology of the Poisson algebra
(O(X)((~)), π~):
Definition 4.11.4 ([Bry88]). Let X be a smooth affine variety with a Poisson bivector π.
Then, the Poisson cohomology of X is the cohomology of the dgla Tpoly(X)
π.
Remark 4.11.5. The definition of Poisson cohomology in the general nonsmooth affine
context is quite different, and is expressed as the cohomology of a canonical differential on
the Lie algebra of derivations of the free Poisson algebra generated by O(X)∗[1], taking the
topological dual as in Remark 4.8.3. Note that this is completely analogous to the definition
of Hochschild cohomology, which can also be defined as the cohomology of a canonical
differential on the Lie algebra of derivations of the free associative algebra generated by
A∗[1] (in general, the analogous cohomology for an algebra A of any type is given as the
cohomology of a free algebra of the Koszul dual type generated by A∗[1] with a canonical
differential, cf. Remark 4.8.13). In the smooth affine case, one can show this coincides with
the above definition.
Corollary 4.11.6. Working over k((~)), the Poisson cohomology of (O(X)((~)), π~) isH∗(Tpoly(X)((~))π~).
We conclude:
Corollary 4.11.7. There are isomorphisms of graded vector spaces,
HP•(O(X)((~)), π~) ∼→ HH•(O(X)((~)), ⋆). (4.K)
In particular, applied to degrees 0, 1, and 2, there are canonical k((~))-linear isomorphisms:
(i) From the Poisson center of (O(X)((~)), π~) to the center of (O(X)((~)), ⋆);
(ii) From the outer derivations of (O(X)((~)), π~) to the outer derivations of (O(X)((~)), ⋆);
(iii) From infinitesimal Poisson deformations of (O(X)((~)), ⋆) to infinitesimal algebra de-
formations of (O(X)((~)), ⋆).
Remark 4.11.8. In fact, the above isomorphism (4.K) is an isomorphism of k((~))-algebras,
and hence also the morphism (i) is an isomorphism of algebras, and the morphisms (ii)–(iii)
are compatible with the module structures over the Poisson center on the LHS and the center
of the quantization on the RHS. This is highly nontrivial and was proved by Kontsevich in
[Kon03, §8]. More conceptually, the reason why this holds is that Kontsevich’s L∞ quasi-
isomorphism lifts to a homotopy Gerstenhaber isomorphism, as we pointed out in Remark
4.10.2.
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We can now sketch a proof of Theorem 2.3.17. Suppose that X = (X,ω) is an symplectic
affine variety or C∞ manifold equipped with its canonical Poisson bracket. Recall that
the symplectic condition means that ω is a closed two-form such that the map ξ 7→ iξ(ω)
defines an isomorphism ω♯ : Vect(X) → Ω1(X) between vector fields and one-forms. The
corresponding Poisson structure is given by (ω♯)−1 : Ω1(X) → Vect(X), namely, (ω♯)−1 =
π♯ : α 7→ iπα. For ease of notation, we will write π = ω−1.
Suppose thatX is symplectic as above. Then, [Bry88] shows that the Poisson cohomology
HP•(O(X)) is isomorphic to the de Rham cohomology of X . Now, let π~ := ~π be the
obtained Poisson structure on O(X)((~)); this corresponds to the symplectic structure ω~ :=
~−1ω. Then, working over k((~)), [Bry88] implies the first statement of the theorem.
For the second statement, we first caution that Theorem 2.7.7 cannot be applied in
general, since HH3(O(X)((~)), ⋆) ∼= H3DR(X)((~)), which need not be zero for general X .
Nonetheless, a versal family can be explicitly constructed: by (4.J), it suffices to construct a
versal family of deformations of the Poisson structure on (O(X)((~)), π~). Let α1, . . . , αk be
closed two-forms on X which map to a basis of H2DR(X). Then we obtain the versal family
of symplectic structures ~−1(ω + c1α1 + · · ·+ ckαk) over k((~))[[c1, . . . , ck]], and similarly the
versal family ~(ω + c1α1 + · · ·+ ckαk)−1 of Poisson deformations by inverting the elements
of this family.
4.12 Explicit twisting of L∞ morphisms
We caution that, unlike in the untwisted case, (4.K) is not obtained merely from the HKR
morphism. Indeed, even in degree zero, an element which is Poisson central for π~ need not
correspond in any obvious way to an element which is central in the quantized algebra. The
only obvious statement one could make is that we have a map modulo ~, where π~ = ~ · π+
higher order terms, with π an ordinary Poisson structure,
Z(O(X), π)← Z(O(X)[[~]], ⋆)/(~)
which is quite different (and weaker) than the above statement.
To write the correct formula for the isomorphism (4.K), we need to discuss functoriality
for twisting. Namely, given an L∞ morphism F : g → h and a Maurer-Cartan element
ξ ∈ MCE(g), we need to define an L∞ morphism F ξ : gξ → hF (ξ). Given this, we obtain the
twisted L∞ quasi-isomorphism (4.J), then pass to cohomology to obtain (4.K).
For Kontsevich’s morphism U , which is explicitly defined by U∗, this produces the HKR
isomorphism H•(Tpoly(X)) = ∧•+1O(X)Vect(X) → H•(Dpoly(X)) ∼= HH•+1(O(X)). However,
to apply this to the twisted versions Uπ~ : Tpoly(X)π~ → Dpoly(X)U(π~), we need an explicit
formula for the pullback (F ξ)∗. This is nontrivial by the observation at the beginning of the
subsection—on cohomology one does not obtain the HKR morphism.
By Proposition 4.2.3.(ii), there is a canonical map on Maurer-Cartan elements F ξ :
MCE(g)→ MCE(h):
Definition 4.12.1. Set F ξ(η) := F (η + ξ)− F (ξ).
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We extend this to a map MCE(g⊗ˆR+) → MCE(h⊗ˆR+) for all complete augmented R
functorially. Explicitly, this implies that the pullback (F ξ)∗ can be defined as follows:
(F ξ)∗ = T ∗ξ ◦ F ∗ ◦ T ∗−F (ξ), where Tξ(η) = η + ξ, so T ∗ξ (x) = x − ξ(x) for x ∈ g[1]∗ (and
ξ ∈ MCE(g) ⊆ g1, so ξ(x) = 0 if x ∈ (g[1]∗)m with m 6= 0). This extends uniquely to a
continuous augmented dg morphism.
Explicitly, the formula we obtain on Taylor coefficients F ξm is, for η1, . . . , ηm ∈ g,
F ξm(η1 ∧ · · · ∧ ηm) =
∑
k≥0
(
m+ k
k
)
F ξm+k(ξ
∧k ∧ η1 ∧ · · · ∧ ηm). (4.L)
Thus, the composition of (F ξ)∗ with the projection yields the map on cohomology,
H•(gξ)→ H•(hF (ξ)), x 7→
∑
m≥1
mFm(x ∧ ξ∧(m−1)). (4.M)
Note that this formula is not so obvious from the simple definition above: one has to be
careful to interpret that formula functorially so as to be given by conjugating F ∗ by a dg
algebra isomorphism.
Let us now explain a geometric interpretation, which was used by Kontsevich in [Kon03,
§8] (this also gives an alternative way to derive (4.M)). He observes that the cohomology of
the twisted dgla gξ is the tangent space in the moduli spaceMCE(g)/ ∼ to the Maurer-Cartan
element ξ. Here ∼ denotes gauge equivalence. This is because, if we fix ξ, and differentiate
the Maurer-Cartan equation d(ξ + η) + 1
2
[ξ + η, ξ + η] with respect to η, then the tangent
space is the kernel of d+ad ξ on g1, and two tangent vectors η and η′ are gauge equivalent if
and only if they differ by (d+ ad ξ)(z) for z ∈ g0. Functorially, this says that the dg vector
space (g, d + ad ξ) is the dg tangent space to the moduli space of Maurer-Cartan elements
of g, taken with coefficients in arbitrary complete augmented dg commutative algebras: this
is because, if you use such a complete augmented dg commutative algebra R which is not
concentrated in degree zero, then MCE(g⊗ˆR+) will detect cohomology of g which is not
merely in degree one. So its cohomology is the (cohomology of the) tangent space.
Therefore, we will adopt Kontsevich’s terminology and refer to (4.M) as the tangent map
(in [Kon03, §8], it is denoted by IT , at least in the situation of (4.J) with X the dual to a
finite-dimensional Lie algebra, equipped with its standard Poisson structure).
4.13 The algebra isomorphism (Sym g)g ∼→ Z(Ug) and Duflo’s iso-
morphism
Now let g be a finite-dimensional Lie algebra and X = g∗ = Spec Sym g the associated
affine Poisson variety. The Poisson center HP0(O(X)) = Z(O(X)) is equal to (Sym g)g. By
Remark 4.11.8, Kontsevich’s morphism induces an isomorphism of algebras
(Sym g)g[[~]] ∼→ Z(Sym g[[~]], ⋆). (4.N)
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Moreover, by Example 2.3.16 and Exercise 4.14.1, (Sym g[[~]], ⋆) ∼= U~g, so we obtain from
the above an isomorphism
(Sym g)g[[~]] ∼→ Z(U~g). (4.O)
We can check that this is actually defined over polynomials in ~, since the Poisson bracket
has polynomial degree −1 (i.e., |{f, h}| = |f | + |h| − 1 for homogeneous f and h), so that
the target of an element of (Sym g)g is polynomial in ~. Therefore we get a morphism
(Sym g)g[~] ∼→ Z(Tg[~]/(xy − yx − ~{x, y}), and further modding by (~ − 1) we obtain an
isomorphism
(Sym g)g ∼→ Z(Ug).
That such an isomorphism exists, for arbitrary finite-dimensional g, is a significant gen-
eralization of the Harish-Chandra isomorphism for the semisimple case; it was first no-
ticed by Kirillov and then proved by Duflo, using a highly nontrivial formula. By par-
tially computing his isomorphism (4.N), Kontsevich was able to show that his isomor-
phism (4.O) coincides with the Duflo-Kirillov isomorphism. The latter isomorphism is
given by the following explicit formula. Let symm : Sym g → Ug be the symmetriza-
tion map, x1 · · ·xm 7→ 1n!
∑
σ∈Sn
xσ(i) · · ·xσ(m). This is a vector space isomorphism (even
an isomorphism of g-representations via the adjoint action) but not an algebra isomor-
phism. However, it can be corrected to an isomorphism IDK : (Sym g)
g ∼→ Z(Ug) given
by IDK = symm ◦ Istrange, where Istrange : Sym g → Sym g is given by an (infinite-order)
constant-coefficient differential operator. Such operators can be viewed as formal power
series functions of g, i.e., elements of Sˆg∗, via the inclusions
Symm g∗ →֒ Homk(Sym• g, Sym•−m g).
In other words, if g has a basis xi with dual basis ∂i ∈ g∗, then an element of Sym g∗ is
a polynomial in the ∂i, i.e., a constant-coefficient differential operator, and Sˆg
∗ is a power
series in the ∂i.
Then, the element Istrange ∈ Sˆg∗, as a power series function of g, is expressed as
Istrange =
(
x 7→ exp
(∑
k≥1
B2k
4k(2k!)
tr(ad(x)2k)
))
, (4.P)
where B2, B4, . . . are Bernoulli numbers. Unpacking all of this, we see that Istrange(x
m)− xm
is a certain linear combination of elements of the form
xm−2(i1+···+ik) tr((adx)2i1) · · · tr((adx)2ik),
for i1, . . . , ik positive integers such that 2(i1 + · · ·+ ik) ≤ m and k ≥ 1.
Let us explain in more detail how to unpack Kontsevich’s isomorphism and see in the
process why it might coincide with the Duflo-Kirillov isomorphism. As explained in the
previous subsection, (4.N) is a nontrivial map, given by
f 7→ f +
∑
m≥1
(m+ 1)~mUm+1(f ∧ π∧m).
86
We are interested in the case that f is an element of the Poisson center of O(X)[[~]], which
means that f corresponds to a vertex (in the upper-half plane) with no outgoing edges (it is
a polyvector field of degree zero). Since π is a bivector field, the term π∧m corresponds to m
vertices in the upper-half plane with two outgoing edges. Thus, the above sum re-expresses
as a sum over all graphs in the upper half plane {(x, y) | y ≥ 0} ⊆ R2, up to isomorphism,
which have a single vertex labeled by f in the upper half plane with no outgoing edges and
m vertices labeled by π with two outgoing edges each. Moreover, we can discard all the
graphs where the two outgoing edges of a given vertex labeled by π have the same target,
i.e., we can assume the graph has no multiple edges, since π is skew-symmetric, and thus the
resulting bilinear operation (cf. §2.4) would be zero.
As a result, we conclude by counting that each vertex labeled by π has exactly one
incoming edge, and the vertex labeled f has m incoming edges, one from each vertex labeled
by π. We can express such a graph as a union of oriented m-gons labeled by π, with each
vertex of each m-gon pointing to a single additional vertex labeled by f . In the case where
there is a single m-gon, we put the vertex f in the center of the m-gon, and the resulting
graph looks like a wheel, so is called a wheel. We consider a general graph to be a union of
wheels (where the union is taken by gluing the vertices labeled f together to a single vertex).
As we explain in Exercise 4.14.4.(ii), the differential operator corresponding to an m-gon
is x 7→ tr((adx)m), and we explain in part (iii) that the differential operator attached to a
union of mi-gons is the product of these differential operators. Then, in part (iv), we deduce
that Kontsevich’s isomorphism should be obtained from a linear map Sym g → Ug sending
xm to a polynomial in x and tr((ad(x))j), as in the Kirillov-Duflo isomorphism.
Kontsevich shows that the weight of a union of wheels is the product of the weights of the
wheels. Moreover, by a symmetry argument he uses also elsewhere, he concludes that the
weight is zero when a wheel has an odd number of edges. This shows (see Exercise 4.14.4.(v)
below) that Kontsevich’s isomorphism must be the composition of symm and an operator of
the form (4.P) except possibly with different coefficients than B2k
4k(2k!)
.
Finally, Kontsevich shows that there can only be at most one isomorphism of this form,
so (without computing them!) his coefficients must equal the B2k
4k(2k!)
.
4.14 Exercises
Exercises from the notes: 4.1.5, 4.1.6, 4.4.1, 4.5.5, and 4.8.9.
Additional exercises:
Exercise 4.14.1. Let g be a finite-dimensional Lie algebra. Equip O(g∗) with its standard
Poisson structure. Show that, for Kontsevich’s star product ⋆ on Sym g associated to this
Poisson structure, one has
v ⋆ w − w ⋆ v = ~[v, w], ∀v, w ∈ g.
Hint: Show that only the graph corresponding to the Poisson bracket can give a nonzero
contribution to v ⋆ w − w ⋆ v when v, w ∈ g.
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Exercise 4.14.2. (*, but with the proof outlined) Prove, following the outline below, the
following slightly weaker version of the first statement of Theorem 2.7.7: there is a map
from formal power series γ =
∑
m≥1 ~
m · γm ∈ ~ · HH2(A)[[~]] to formal deformations of A
which exhausts all formal deformations up to gauge equivalence. (With a bit more work, the
proof below can be extended to give the first statement of the Theorem.) This is similar to
Exercise 3.8.2 and its proof.
Namely, use the Maurer-Cartan formalism, and the fact that, if C• is an arbitrary complex
of vector spaces, there exists a homotopy H : C• → C•−1 such that Id−(Hd + dH) is a
projection of C• onto a subspace of ker(d) which maps isomorphically to H•(C) (this is
called a Hodge decomposition; we remark that it always satisfies dHd = d). In this case,
let i : H•(C) ∼= im(Id−(Hd + dH)) →֒ C• be the obtained inclusion; we have C• =
i(H•(C))⊕ (dH +Hd)(C•), with (dH +Hd)(C•) a contractible complex.
In the case HH3(A) = 0, let H be a homotopy as above for C• := C•(A). Then, on
Hochschild three-cocycles Z3(A), dH|Z3(A) = Id is the identity. Now, if γ =
∑
m≥1 ~
m · γm ∈
~ · HH2(A)[[~]], we can construct a corresponding solution x of the Maurer-Cartan equation
MC(x) := dx+ 1
2
[x, x] = 0 as follows. Set x(1) := i(γ), so in particular dx(1) = 0. Then, also
MC(x(1)) ∈ ~2Z3(A). Set x(2) := x(1) − H ◦MC(x(1)). Then MC(x(2)) ∈ ~3C3(A)[[~]]. We
claim that MC(x(2)) ∈ ~3Z3 + ~4C3.
Lemma 4.14.3. Let g be any dgla, and suppose that z ∈ ~g1[[~]] satisfies MC(z) ∈ ~ng2.
Then, MC(z) ∈ ~nZ2(g) + ~n+1g3.
Proof. We have
dMC(z) = [dz, z] ≡ −1
2
[[z, z], z] (mod ~n+1),
but the RHS is zero by the Jacobi identity.
Thus MC(x(2)) ∈ ~3Z3(A) + ~4C3(A)[[~]]. Inductively for n ≥ 2, suppose that x(n) is
constructed and MC(x(n)) ∈ ~n+1Z3(A) + ~n+2C3(A)[[~]]. Then, we set x(n+1) := x(n) −H ◦
MC(x(n)), i.e., x(n+1) = (Id−H ◦MC)ni(γ). It follows from construction that MC(x(n+1)) ∈
~n+2C3(A)[[~]]. By the above lemma, it is in ~n+2Z3(A) + ~n+3C3(A)[[~]], completing the
inductive step. By construction, x(n+1) ≡ x(n) (mod ~n+1), so that x := limn→∞ x(n) exists.
Also by construction, x is a solution of the Maurer-Cartan equation.
One can show that the map x 7→ γ above yields all possible formal deformations of A up
to gauge equivalence, by showing inductively on m that it yields all m-th order deformations,
i.e., deformations over k[~]/(~m+1), for all m ≥ 1. This is because the tangent space to the
space of extensions of an m-th order deformation to (m+ 1)-st order deformations modulo
gauge equivalence is given by ~m+1 · HH2(A).
Exercise 4.14.4. (*) Here, following [Kon03, §8], we complete the steps from §4.13 above,
outlining why Kontsevich’s isomorphism (Sym g)g → Z(Ug) must be of the form (4.P) except
with possibly different coefficients than the B2k
4k(2k!)
there. In particular, we show here why
it is at least a power series in tr(ad(x)i), and how the desired formula follows from certain
properties of the weights.
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The description in §2.4 of polydifferential operators from graphs with two vertices on the
real line generalizes in a straightforward way to define operators
BΓ(γ) : O(X)⊗kn → O(X), γ : VΓ → Tpoly(X),
where Γ is an arbitrary graph in the upper-half plane with n (not necessarily two) vertices
on the real line, and γ : VΓ → Tpoly(X) is a function sending each vertex v to an element of
degree equal to one less than the number of outgoing edges from v (i.e., the corresponding
degree in ∧•O(X)Vect(X) is equal to the number of outgoing edges). Define this generalization,
or alternatively see [Kon03].
Now, let X = g∗ equipped with its standard Poisson structure, for g a finite-dimensional
Lie algebra. Recall the wheels from §4.13. Let Wm denote the wheel with m vertices labeled
π and one vertex labeled f . We are interested in the operators
BWm(−, π, . . . , π) : Sym g→ Sym g,
placing the vertex labeled f first, where π is the Poisson bivector on g∗.
(i) Show that BWm(−, π, . . . , π) is a constant-coefficient differential operator of order m,
i.e., that
BWm(−, π, . . . , π) ∈ Symm g∗.
(ii) In terms of Symm g∗ = O(g), show that BWm(−, π, . . . , π) corresponds to the polyno-
mial function
x 7→ tr((ad x)m), x ∈ g.
(iii) Now suppose that Γ is a graph which is a union (glued at the vertex labeled f) of k
wheels Wm1 , . . . ,Wmk . Show that, considered as polynomials in O(g) = Symm g∗,
BΓ(−, π, . . . , π) = x 7→
k∏
i=1
tr((ad x)mi).
(iv) Conclude that Kontsevich’s isomorphism
(Sym g)g[[~]] ∼→ Z(O(g∗)[[~]], ⋆) (4.Q)
has the form, for some constants cm1,...,mk , now viewed as an element of Sˆg
∗, i.e., a
power series function contained in the completion Oˆ(g),
x 7→
∑
k;m1,...,mk
cm1,...,mk ·
k∏
i=1
tr((adx)mi),
viewed as an element of Sˆg∗, i.e., a formal sum of differential operators (with finitely
many summands of each order). Note here that we allow m1, . . . , mk to all be inde-
pendent (and do not require, for example, m1 ≤ · · · ≤ mk).
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(v) Now, it follows from Kontsevich’s explicit definition of the weights cΓ associated to
graphs Γ, which are the coefficients of BΓ in the definition of his L∞ quasi-isomorphism
U , that
cm1,...,mk =
1
k!
k∏
i=1
cmi , and
cm = 0 if m is odd.
Using these identities (if you want to see why they are true, see [Kon03]), conclude
that (4.Q) is given by the (completed) differential operator corresponding to the series
(cf. [Kon03, Theorem 8.5])
x 7→ exp(∑
m≥1
c2m tr((ad x)
2m)
) ∈ Sˆg∗ = Oˆ(g).
5 Calabi-Yau algebras and isolated hypersurface sin-
gularities
The goal of this section, which may seem somewhat of an abrupt departure from previous
sections, is to introduce Calabi-Yau algebras (first mathematically defined and studied in
[Gin06]) and use them to study deformation theory. Our motivation is twofold: many of
the deformations we have studied can be obtained and understood by realizing algebras
as quotients of Calabi-Yau algebras and deforming the Calabi-Yau algebras, and second,
because Calabi-Yau algebras are a unifying theme appearing throughout this book. We
explain each of these motivations in more detail (in §5.1 and 5.2), before discussing first the
homological properties of these algebras (§5.3), then the remarkable phenomenon that they
are often defined by potentials (§5.4) and how that can be exploited to deform them (§5.5),
and finally how to use them to study deformations of isolated hypersurface singularities and
del Pezzo surfaces (§5.6), following Etingof and Ginzburg.
5.1 Motivation: deformations of quotients of Calabi-Yau algebras
We have seen above that, in many cases, it is much easier to describe deformations of
algebras via generators and relations than via star products (and note that, by Exercise
2.8.4, all formal deformations can be obtained by deforming the relations). For example,
this was the case for the Weyl and universal enveloping algebras, as well as the symplectic
reflection algebras, where it is rather simple to write down the deformed relations, but the
star product is complicated. More generally, given a Koszul algebra, one can easily study
the formal homogeneous (or filtered) deformations of the relations that satisfy the PBW
property, i.e., give a flat deformation, by using the Koszul deformation principle (Theorem
2.8.5, see also Theorem 1.10.17), even though writing down the corresponding star products
could be difficult.
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In our running example ofC[x, y]Z/2 = C[x2, xy, y2] = O(Nil sl2), one way we did this was
not by directly finding a noncommutative deformation of the singular ring C[x, y]Z/2 itself,
but rather by deforming either C[x, y] to Weyl1 and taking Z/2 invariants, or more generally
deforming C[x, y]⋊Z/2 to a symplectic reflection algebra H1,c(Z/2) and then passing to the
spherical subalgebra eH1,c(Z/2)e.
Another way we did it was by realizing the ring as O(Nil sl2) for the subvariety Nil sl2 ⊆
sl2 ∼= A3 inside affine space, then first deforming O(sl2) = O(sl∗2) to the noncommutative
ring Usl2, then finding a central quotient that yields a quantization of O(Nil sl2).
We would like to generalize this approach to quantizing more general hypersurfaces in
A3. Suppose f ∈ k[x, y, z] is a hypersurface. Then we claim that there is a canonical Poisson
bivector field on Z(f). This comes from the Calabi-Yau structure on A3, i.e., everywhere
nonvanishing volume form. Namely, A3 is equipped with the volume form
dx ∧ dy ∧ dz.
The inverse of this is the everywhere nonvanishing top polyvector field
∂x ∧ ∂y ∧ ∂z,
in the sense that the contraction of the two is the constant function 1. Now, we can contract
this with df and obtain a bivector field,
πf := (∂x ∧ ∂y ∧ ∂z)(df) = ∂x(f)∂y ∧ ∂z + ∂y(f)∂z ∧ ∂x + ∂z(f)∂x ∧ ∂y. (5.A)
Exercise 5.1.1. Show that this is Poisson. Show also that f is Poisson central, so that
the quotient O(Z(f)) = O(A3)/(f) is Poisson, i.e., the surface Z(f) ⊆ A3 is canonically
equipped with a Poisson bivector from the Calabi-Yau structure on A3.
Moreover, show that the Poisson bivector πf is unimodular : for every Hamiltonian vector
field ξg := iπ(dg) = {g,−} with respect to this Poisson bivector, we have Lξg(vol) = 0, where
vol = dx ∧ dy ∧ dz. Equivalently, Lπ(vol) = 0.
More generally (but harder), show that, for an arbitrary complete intersection surface
Z(f1, . . . , fn−2) in A
n, then
(∂1 ∧ · · · ∧ ∂n)(df1 ∧ · · · ∧ dfn−2)
is a Poisson structure. Show that f1, . . . , fn−2 are Poisson central, so that the surface
Z(f1, . . . , fn−2) is a closed Poisson subvariety, and in particular has a canonical Poisson
structure. Moreover, show that π is unimodular : for every Hamiltonian vector field ξg :=
iπ(dg) = {g,−}, we have Lξg(vol) = 0, where vol = dx1∧· · ·∧dxn. Equivalently, Lπ(vol) = 0.
From this, we can deduce that the same holds if An is replaced by an arbitrary n-
dimensional Calabi-Yau variety X , i.e., a variety X equipped with a nonvanishing volume
form, since the Jacobi condition [π, π] = 0 can be checked in the formal neighborhood of a
point of X , which is isomorphic to the formal neighborhood of the origin in An.
Now, our strategy, following [EG10], for deforming X = Z(f) ⊆ A3 is as follows:
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1. First, consider Calabi-Yau deformations of A3, i.e., noncommutative deformations of
A3 as a Calabi-Yau algebra. We should consider these in the direction of the Poisson
structure πf defined above.
2. Next, inside such a Calabi-Yau deformation A of O(A3), we identify a central (or more
generally normal) element Φ corresponding to f ∈ O(A3).
3. Then, the quantization of O(X) is A/(Φ).
In order to carry out this program, we need to recall the notion of (noncommutative) Calabi-
Yau algebras and their convenient presentation by relations derived from a single potential.
Then it turns out that deforming in the direction of πf is obtained by deforming the potential
of A3 in the “direction of f .” Since f is Poisson central, by Kontsevich’s theorem (Corollary
4.11.7), f deforms to a central element of the quantization.
5.2 Calabi-Yau algebras as a unifying theme
Recall Definition 3.7.9. These algebras are ubiquitous and in fact they have appeared
throughout the entire book:
1. A commutative Calabi-Yau algebra is the algebra of functions on a Calabi-Yau affine
algebraic variety, i.e., a smooth affine algebraic variety equipped with an everywhere
nonvanishing volume form;
2. Most deformations we have considered of Calabi-Yau algebras are still Calabi-Yau.
This includes:
(a) The universal enveloping algebra Ug of a finite-dimensional Lie algebra g which is
unimodular (tr(ad x) = 0 for all x ∈ g): this is Calabi-Yau of dimension dim g (and
without the unimodular condition, is twisted Calabi-Yau of the same dimension);
(b) The Weyl algebras Weyl(V ) (Calabi-Yau of dimension dimV );
(c) The skew-group ring O(V )⋊G for a vector space V and G < SL(V ) finite;
(d) All symplectic reflection algebras;
3. The invariant subrings Weyl(V )G for G < Sp(V ) finite, and more generally, all homo-
logically smooth spherical symplectic reflection algebras;
4. All NCCRs that resolve a Gorenstein singularity (as discussed in Wemyss’s notes);
5. All of the regular algebras discussed in Rogalski’s notes are either Calabi-Yau or at
least twisted Calabi-Yau. In particular, the quantum versions of An, with
xixj = rijxjxi, i < j,
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are Calabi-Yau if and only if, setting rji := r
−1
ij for i < j,
rijrji = 1, ∀i, j,
∏
j 6=m
rmj = 1, ∀m.
For instance, in three variables, we have a single parameter q = r12 = r23 = r31 and
then q−1 = r21 = r32 = r13.
5.3 Van den Bergh duality and the BV differential
Theorem 5.3.1. [VdB98] Let A be Calabi-Yau of dimension d. Then, fixing an isomorphism
HHd(A,A⊗ A) ∼= A yields a canonical isomorphism, for every A-bimodule M ,
HHi(A,M)
∼→ HHd−i(A,M). (5.B)
More generally, if A is twisted Calabi-Yau with HHd(A,A⊗ A) ∼= U , for U an invertible
A-bimodule, then HHi(A,U ⊗A M) ∼→ HHd−i(A,M).
We actually only will require that U be a projective right A-module (which is implied if
it is only left invertible, since then the functor U⊗A− : A-mod→ A-mod has a quasi-inverse
and hence preserves projectives).
Remark 5.3.2. The above theorem is easy to prove, as we will show, but it is an extremely
important observation.
Proof. This is a direct computation. For the first statement, using that HH•(A,M) =
H i(RHomAe(A,M)) and similarly HH•(A,M) = A⊗LAe M ,
RHomAe(A,M) ∼= RHomAe(A,A⊗ A)⊗LAe M ∼= A[−d]⊗LAe M.
The homology of the RHS identifies with HHd−•(A,M) (the degrees were inverted here
because HH• uses homological grading and HH
• uses cohomological grading). For the second
statement, replacing RHomAe(A,A⊗ A) by U [−d], we get
RHom•(A,M) ∼= U [−d]⊗LAe M = A[−d]⊗LAe (U ⊗LA M),
so that if U is projective as a right A-module, hence U ⊗LA M = U ⊗A M is an ordinary
A-bimodule, the homology of the RHS is HHd−•(A,U ⊗A M), as desired (and as remarked
above, invertibility implies projectivity as a right A-module).
Next, recall the HKR theorem: HH•(O(X)) ∼= ∧•O(X)Vect(X) when X is smooth. There
is a counterpart for Hochschild homology: HH•(O(X)) ∼= Ω•X , the de Rham complex, viewed
with zero differential. Moreover, there is a homological explanation of the de Rham dif-
ferential: this turns out to coincide with the Connes differential, which is defined on the
Hochschild homology of an arbitrary associative algebra.
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In the presence of the Van den Bergh duality isomorphism (5.B), this differential B yields
a differential on the Hochschild cohomology of a Calabi-Yau algebra,
∆ : HH•(A)→ HH•−1(A).
As pointed out in [EG10, §2],
Proposition 5.3.3. The infinitesimal deformations of a Calabi-Yau algebra A within the
class of Calabi-Yau algebras are parameterized by ker(∆) : HH2(A)→ HH1(A).
This is not necessarily the right question to ask, however: if one asks for the deformation
space of A together with its Calabi-Yau structure, i.e., isomorphism HHd(A,A⊗A) ∼= A, one
obtains:
Theorem 5.3.4. (De Vo¨lcsey and Van den Bergh) The infinitesimal deformations of pairs
(A, η) where A is a Calabi-Yau algebra and η an A-bimodule quasi-isomorphism in the
derived category D(Ae),
η : C•(A,A⊗ A) ∼→ A[−d],
is given by the negative cyclic homology HC−d−2(A). The obstruction to extending to second
order is given by the string bracket [γ, γ] ∈ HC−d−3(A).
You should think of cyclic homology as a noncommutative analogue of de Rham cohomol-
ogy, i.e., the homology of (HH•(A), B) where B is Connes’ differential above (although this
is not correct in general, and moreover there are three flavors of cyclic homology: ordinary,
negative, and periodic; it is the periodic flavor that coincides with the de Rham cohomology
for algebras of functions on smooth affine varieties).
5.4 Algebras defined by a potential, and Calabi-Yau algebras of
dimension three
It turns out that “most” Calabi-Yau algebras are presented by a (super)potential (as recalled
in the introduction, a precise version of the existence for general dimension is given in [VdB10]
when the algebra is complete; on the other hand counterexamples in the general case are
given in [Dav12]).
In the case of dimension three, potentials have the following form:
Definition 5.4.1. Let V be a vector space. A potential is an element Φ ∈ TV/[TV, TV ].
For brevity, from now on we write TVcyc := TV/[TV, TV ].
Definition 5.4.2. Let ξ ∈ Der(TV ) be a constant-coefficient vector field, e.g., ξ = ∂i. We
define an action ξ : TVcyc → TV as follows: for cyclic words [v1 · · · vm] with vi ∈ V ,
ξ[v1 · · · vm] :=
m∑
i=1
ξ(vi)vi+1 · · · vmv1 · · · vi−1.
Then we extend this linearly to TVcyc.
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Definition 5.4.3. The algebra AΦ defined by a potential Φ ∈ TVcyc is
AΦ := TV/(∂1Φ, . . . , ∂nΦ).
Definition 5.4.4. A potential Φ is called a Calabi-Yau (Calabi-Yau) potential (of dimension
three) if AΦ is a Calabi-Yau algebra of dimension three.
Example 5.4.5. For V = k3, A3 is defined by the potential
Φ = [xyz]− [xzy] ∈ TVcyc, (5.C)
since
∂xΦ = yz − zy, ∂yΦ = zx− xz, ∂zΦ = xy − yx.
Example 5.4.6. The universal enveloping algebra Usl2 of a Lie algebra is defined by the
potential
[efh]− [ehf ]− 1
2
[h2]− 2[ef ].
Example 5.4.7. The Sklyanin algebra with relations
xy − tyx+ cz2 = 0, yz − tzy + cx2 = 0, zx− xz + cy2 = 0,
from Rogalski’s notes is given by the potential
[xyz]− t[xzy] + c
3
[x3 + y3 + z3].
Example 5.4.8. As mentioned above, NCCRs of Gorenstein singularities are Calabi-Yau;
in Wemyss’s notes comments are made throughout that the examples given can be presented
by a potential. In fact, by [VdB10], any complete Calabi-Yau algebra of dimension three can
be presented by a potential; this means that, for any of the examples in Wemyss’s notes, at
least after completing at the ideal generated by all the arrows, the relations can be expressed
by a potential. In most cases there, the singularity is either already complete (a quotient
of C[[x1, . . . , xn]]), or else it is a cone (i.e., the relations are all homogeneous with respect
to some assignment of each variable to a weight) and the potential is as well, hence defined
without completing.
5.5 Deformations of potentials and PBW theorems
The first part of the following theorem was proved in the filtered case in [BT07] and in the
formal case in [EG10]. I have written informal notes proving the converse (the second part).
The theorem can also be viewed as a consequence of the main result of [VdB10].
Theorem 5.5.1. Let AΦ be a graded Calabi-Yau algebra defined by a (Calabi-Yau) potential
Φ. Then for any filtered or formal deformation Φ + Φ′ of Φ, the algebra AΦ+Φ′ is a filtered
or formal Calabi-Yau deformation of AΦ.
Conversely, all filtered or formal deformations of AΦ are obtained in this way.
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Now, let us return to the setting of O(A3) = AΦ, which is Calabi-Yau using the potential
(5.C). Let f ∈ O(A3) be a hypersurface. Then one obtains as above the Poisson structure
πf on A
3 for which f is Poisson central. As above, all quantizations are given by Calabi-Yau
deformations Φ + Φ′. Moreover, by Corollary 4.11.7, f deforms to a central element, call
it fΦ′ , of each such quantization. Therefore, one obtains a quantization of the hypersurface
(O(A3)/(f), πf), namely AΦ+Φ′/fΦ′ .
Next, what we would like to do is to extend this to graded deformations, in the case
that Φ is homogeneous, i.e., cubic: this will yield the ordinary three-dimensional Sklyanin
algebras. More generally, we will consider the quasihomogeneous case, which means that it
is homogeneous if we assign each of x, y, and z certain weights, which need not be equal.
This will recover the “weighted Sklyanin algebras.” Note that producing actual graded
deformations is not an immediate consequence of the above theorem, and they are not
immediately provided by Kontsevich’s theorem either. In fact, their existence is a special
case (the nicest nontrivial one!) of the following broad conjecture of Kontsevich:
Conjecture 5.5.2. [Kon01, Conjecture 1] Suppose that π is a quadratic Poisson bivector on
An, i.e., {−,−} is homogeneous, and k = C. Then, the star-product ⋆~ in the Kontsevich
deformation quantization, up to a suitable formal gauge equivalence, actually converges
for ~ in some complex neighborhood of zero, producing an actual deformation (O(An), ⋆~)
parameterized by |~| < ǫ, for some ǫ > 0.
As we will see (and was already known, via more indirect constructions), the conjecture
holds for πf with f ∈ O(A3) quasihomogeneous such that Z(f) has an isolated singularity
at the origin.
5.6 Etingof-Ginzburg’s quantization of isolated quasihomogeneous
surface singularities
In [EG10], Etingof and Ginzburg constructed a (perhaps universal) family of graded quan-
tizations of hypersurface singularities in A3. These essentially coincide with the Sklyanin
algebras associated to types E6, E7, and E8 (the E6 type is the one of Example 5.4.7).
Because these hypersurface singularities also deform to affine surfaces S \ E where S is a
(projective) del Pezzo surface and E ⊆ S is an elliptic curve, the family yields the universal
family of quantizations of these del Pezzo surfaces (in more detail, by [EG10, Proposition
1.1.3], the Rees algebra of O(S \E) is the homogeneous coordinate ring of the anti-canonical
embedding of S, so the Rees algebra of deformations of O(S \E) can be viewed as deforma-
tions of the projective del Pezzo surface). In this subsection, we will stick to the hypersurface
singularities and will not mention del Pezzo surfaces any further.
Suppose that x, y, and z are assigned positive weights a, b, c > 0, not necessarily all one.
Let d := a + b + c. Suppose f ∈ k[x, y, z] is a polynomial which is weight-homogeneous of
degree m. Then the Poisson bracket πf (5.A) has weight m−d. If we want to deform in such
a way as to get a graded quantization, we will need to have m = d, which is called the elliptic
case. For a filtered but not necessarily graded quantization, we need only that f be a sum of
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weight-homogeneous monomials of degree ≤ d. The case where f is weight-homogeneous of
degree strictly less than d turns out to yield all the du Val (or Kleinian) singularities A2/Γ
for Γ < SL(2) finite, which we discussed before.
So, to look for graded quantizations, suppose f is homogeneous of degree d. We also need
to require that Z(f) has an isolated singularity at the origin. In this case, it is well-known
that the possible choices of f , up to weight-graded automorphisms of k[x, y, z], fall into three
possible families, each parameterized by τ ∈ k:
1
3
(x3 + y3 + z3) + τ · xyz, 1
4
x4 +
1
4
y4 +
1
2
z2 + τ · xyz, 1
6
x6 +
1
3
y3 +
1
2
z2 + τ · xyz.
Let p, q, and r denote the exponents: so in the first case, p = q = r = 3, in the second case
p = q = 4 and r = 2, and in the third case, p = 6, q = 3, and r = 2. Note that ap = bq = cr;
so in the first case we could take a = b = c = 1; in the second, a = b = 1, c = 2; in the third,
a = 1, b = 2, and c = 3. Let TV ≤mcyc and TV
m
cyc be the subspaces of TVcyc of weighted degrees
≤ m and exactly m, respectively. Similarly define TV <mcyc = TV ≤m−1cyc . For a filtered algebra
A, we similarly define Am, A≤m, and A<m.
We define µ to be the Milnor number of the singularity of the homogeneous f above at
the origin, i.e.,
µ =
(a + b)(a+ c)(b+ c)
abc
= p+ q + r − 1.
Finally, we will consider more generally inhomogeneous polynomials replacing f above, of the
form P (x)+Q(y)+R(z), such that gr(P (x)+Q(y)+R(z)) = f and P (0) = Q(0) = R(0) = 0.
Clearly such f have µ parameters.
Similarly, we will consider potentials Φt,cP,Q,R of the form
Φt,cP,Q,R := [xyz]− t[yxz] + c(P (x) +Q(y) +R(z)). (5.D)
If we set t := eτ~, then working over k[[~]], with c ∈ k and P (x), Q(y), R(z) polynomials as
above, the algebra AΦt,c
P,Q,R
(recall Definition 5.4.3) is a deformation quantization of O(A3),
equipped with the Poisson bracket
πf , f = τ · xyz − c
(
P (x) +Q(y) +R(z)
)
.
Thus, for k = C, the graded algebras AΦt,c
P,Q,R
indeed give graded quantizations (for actual
values of ~) of the Poisson structures πf associated to all quasihomogeneous (when P , Q,
R are quasihomogeneous), and more generally all filtered polynomials f of weighted degree
≤ d. This is actually true for arbitrary values of a, b, c ≥ 1 with d = a + b + c, without
requiring that the homogeneous part of f have an isolated singularity at zero. This confirms
Kontsevich’s conjecture 5.5.2 in these cases, with ~ ∈ C convergent everywhere, up to the
fact that AΦt,c
P,Q,R
need not a priori correspond precisely to the Poisson structure ~ · πf , but
rather to some formal Poisson deformation thereof.
However, in this case, since the f above are all possible filtered polynomials of degree
≤ d, we can conclude that, for every f~ ∈ ~ · O(A3)≤d[[~]], letting ⋆f~ be the Kontsevich
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quantization of πf~ , there must exist Φ~ ∈ TV ≤dcyc [[~]] such that, via a continuous isomorphism
which is the identity modulo ~,
(O(A3)[[~]], ⋆f~) ∼= AΦ~ . (5.E)
Question 5.6.1. What is the relation between the parameters f~ and Φ~ above? In partic-
ular:
1. Does (5.E) send star products that, up to a gauge equivalence, converge for ~ in some
neighborhood of zero to potentials that, up to a continuous automorphism of TV [[~]],
also converge in some neighborhood of zero?
2. Is AΦt,c
P,Q,R
isomorphic (via a continuous k[[~]]-algebra isomorphism which is the identity
modulo ~) to Kontsevich’s quantization of ~ · πf (or some constant multiple), for
f = τ · xyz − c(P (x) +Q(y) +R(z)) (and t = eτ~)?
As stated above, if the second question had a positive answer, this would be enough to
confirm Conjecture 5.5.2 in this case.
Returning to the case that the degrees (a, b, c) are in the set {(1, 1, 1), (1, 1, 2), (1, 2, 3)},
i.e., that generic quasihomogeneous polynomials of degree d have an isolated singularity at
the origin, the main result of [EG10] shows that, for generic AΦ with Φ filtered of degree
≤ d = a + b + c, the algebra AΦ is in the family AΦt,c
P,Q,R
and the family provides a versal
deformation; moreover, the center is a polynomial algebra in a single generator, and quoti-
enting by this generator produces a quantization of the original isolated singularity, which
also restricts to a versal deformation generically:
Theorem 5.6.2. [EG10]
(i) Suppose that Φ ∈ TV dcyc is a homogeneous Calabi-Yau potential of weighted degree
d = a + b + c, where |x| = a, |y| = b, and |z| = c (which can be arbitrary). Then
for any potential Φ′ ∈ TV <dcyc of degree strictly less than d, Φ + Φ′ is also a Calabi-
Yau potential. Moreover, the Hilbert series of the associated graded algebra of the
Calabi-Yau algebra AΦ+Φ′ is
h(gr(AΦ+Φ′); t) =
1
(1− ta)(1− tb)(1− tc) .
(ii) There exists a nonscalar central element Ψ ∈ A≤dΦ+Φ′.
(iii) Now suppose that (a, b, c) ∈ {(1, 1, 1), (1, 1, 2), (1, 2, 3)} as above. Then, if Φ is generic,
then there exist parameters P,Q,R, t, c, as above, such that for all Φ′ ∈ TV <dcyc ,
AΦ+Φ′ ∼= AΦt,c
P,Q,R
.
Moreover, in this case, the center Z(AΦ+Φ′) = k[Ψ] is a polynomial algebra in one
variable, and the Poisson center Z(grAΦ+Φ′) = k[grΨ].
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(iv) Keep the assumption of (iii). The family {A
Φt
′,c′
P ′,Q′,R′
} restricts to a versal deformation of
AΦ+Φ′ in the formal neighborhood of (P,Q,R, t, c), depending on µ parameters. More-
over, the family {A
Φt
′,c′
P ′,Q′,R′
/Ψt
′,c′
P ′,Q′,R′} restricts to a versal deformation of AΦ+Φ′/(Ψ) in
the same formal neighborhood.
Question 5.6.3. Note that we did not say anything above about the family AΦt,c
P,Q,R
/(Ψt,cP,Q,R)
restricting to a versal quantization of the original singularity O(A3)/(f) for f = τ · xyz −
c
(
P (x) +Q(y) +R(z)
)
). More precisely, does the family of central reductions,
At~,~·c~Φ~·P
~
,~·Q
~
,~·R
~
/(Ψt~,~·c~~·P~,~·Q~,~·R~),
produce a versal deformation quantization, for P~(x), Q~(y), R~(z) ∈ O(A3)[[~]] and t~, c~ ∈
k[[~]] such that P = P0, Q = Q0, R = R0, c = c0, and t~ ≡ eτ~ (mod ~2)?
In the case that P,Q, and R are homogeneous, i.e., f = P (x) + Q(y) + R(z), we can
explicitly write out the central elements Ψ for the first two possibilities for f ([EG10, (3.5.1)]).
For the first one, f = 1
3
(x3 + y3 + z3) + τ · xyz, we get
Ψ = c · y3 + t
3 − c3
c3 + 1
(yzx+ c · z3)− t · zyx. (5.F)
For the second one, 1
4
x4 + 1
4
y4 + 1
2
z2 + τ · xyz, we get
Ψ = (t2 + 1)xyxy − t
4 + t2 + 1
t2 − c4 (t · xy
2x+ c2 · y4) + t · y2x2. (5.G)
For the third case, the answer is too long, but you can look it up at
http://www-math.mit.edu/~etingof/delpezzocenter.
Moreover, there one can obtain the formulas for the central elements Ψ in the filtered cases
as well.
5.7 Exercises
Exercise 5.1.1 from the notes.
6 Solutions to Exercises
Solution to Exercise 1.2.1. (a) WriteWeyln := A/(R) where A is the free algebra on x1, . . . , xn
and y1, . . . , yn, and R is the span of the defining relations xiyj − yjxi = δij , xixj − xjxi, and
yiyj − yjyi. We then have a unique homomorphism φ : A → D(An) by the assignment
φ(xi) = xi and φ(yi) = −∂i. We show that φ(R) = 0, and hence φ factors through a
homomorphism φ¯ : Weyln → D(An). This follows from a direct computation: to verify
xi(−∂j) − (−∂j)xi = δij , we check that xi(−∂j)(f) − (−∂j)(xif) = −(−∂j)(xi) · f = δijf ;
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then note that multiplication operators by xi and xj commute, as do partial derivative
operators ∂i, ∂j . It is clear that φ¯ is surjective, since it sends generators to generators.
(b) We need to show that φ¯ is injective. We first claim that Weyln is spanned by the
operators f ·P where f ∈ k[x1, . . . , xn] and P ∈ k[y1, . . . , yn] are monomials. This is easy to
see, because given any monomial in xi and yj, we can apply the relations to push the yj to the
right and the xi to the left, resulting in a linear combination of elements of the desired form.
Next, we claim that the resulting elements φ¯(fP ) are linearly independent (again assuming
f and P are monomials). This implies not only that φ¯ is an isomorphism, but in fact that
these elements fP form a basis of Weyln (note that, in Exercise 1.2.8 below, we will actually
see that this is a basis for arbitrary commutative rings k, and not merely for characteristic
zero fields; but note that φ¯ will no longer be an isomorphism in this generality).
It remains to prove the final claim. For a contradiction, suppose that a nonzero linear
combination F :=
∑
f,P λf,P φ¯(fP ) of such monomials is zero, with λf,P ∈ k. Let P be of
maximal degree such that λf,P 6= 0. Let g ∈ k[x1, . . . , xn] be the monomial corresponding to
P , i.e., such that, viewing g as a function in n variables, P = g(∂1, . . . , ∂n). Then, applying
the operator F to g, we get F (g) = cf where c ≥ 1 is a positive integer (specifically, if
g = xr11 · · ·xrnn , then c = r1!r2! · · · rn!). Since we assumed that k had characteristic zero, we
have cf 6= 0, which is a contradiction, since F was assumed to be zero. (Note that this proof
works when k is any ring of characteristic zero, not necessarily a field.)
Solution to Exercise 1.2.3. It is clear from the definition that the map φ : Weyln →Weyl(V )
such that φ(xi) = xi and φ(yi) = yi is a homomorphism. It is surjective since V is spanned
by the xi and yi. We only need to show it is injective. The kernel is (R) where R is the span
of the relations xy− yx− (x, y), for x, y ∈ V . We only need to show these are zero in Weyln.
To do so, write x and y as a linear combination of the xi and yi. Then xy − yx − (x, y)
decomposes as a linear combination of the defining relations of Weyln (where x and y are
replaced by basis elements).
Solution to Exercise 1.2.7. Following the hint, we showed above in the solution to Exercise
1.2.1.(b) that a basis for D(An) is of the desired form. Since the associated graded elements
of this basis are clearly a basis for SymV . It remains only to see that the degree of these
elements matches the description: under the additive filtration, xi and yi are both in degree
one, whereas under the geometric filtration, the xi are in degree zero and the yi are in degree
one.
Solution to Exercise 1.2.8. Setting k = Z, the result actually follows from the solution given
for Exercise 1.2.1.(b) above. But then, applying ⊗Zk gives the result for Weyln(k) defined
over an arbitrary rings k, again by the same relations (since Weyln(k) = Weyln(Z)⊗Z k). In
the case that k is a field and V is a vector space, we then know that Weyln = Weyl(V ) by
Exercise 1.2.3.
Solution to Exercise 1.3.4. Let φ : TV = gr(TV ) → grA be the tautological surjection.
We show that φ(R) = 0, so that it descends to a homomorphism φ¯ : B → grA. Indeed,
R = gr(R) = gr(E) ⊆ gr(TV ) = TV , which implies that φ(R) = 0.
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Solution to Exercise 1.4.2. The skew-symmetry and Jacobi identities for {−,−} follow im-
mediately from those identities for the commutator [a, b] = ab − ba, by taking associ-
ated graded, using the identities {grm a, grn b} = grm+n−d[a, b] and {grm a, {grn b, grp c}} =
grm+n+p−2d[a, [b, c]], for a ∈ A≤m, b ∈ A≤n, and c ∈ A≤p (which follow immediately).
The Leibniz rule is then equivalent to the statement that {grm a,−} is a derivation for
all a ∈ A≤m (and all m ≥ 0). This follows because [a,−] is a derivation already in
A: [a, bc] = [a, b]c + b[a, c]; we then apply grm+n+p−d, assuming a ∈ A≤m, b ∈ A≤n, and
c ∈ A≤p.
Solution to Exercise 1.4.3. If d is not maximal such that gr(A) is commutative, then [A≤m, A≤n] ⊆
A≤(m+n−d−1) for all m,n ≥ 0. Thus grm+n−d[A≤m, A≤n] = 0, and hence {grmA, grnA} =
0.
Solution to Exercise 1.4.4. For x, y ∈ g, we have {gr1 x, gr1 y} = gr1(xy − yx) = gr1{x, y}
(denoting the Lie bracket on g also by {−,−}), which is the bracket of (1.D). Then, (1.D)
follows from the Leibniz identity (indeed, it is clear that the Leibniz identity uniquely deter-
mines the Poisson bracket from the Lie bracket on generators, so there is a unique formula
for the LHS of (1.D), and it is easy to check this formula is the RHS).
Solution to Exercise 1.4.5. By Exercise 1.2.7 (solved above), we only need to identify the
Poisson bracket on grWeyl(V ) with the bracket on SymV . By the Leibniz rule, it suffices
to check this on homogeneous generators. In the case of the additive filtration, grV is
homogeneous of degree one, and we have uv − vw = (u, v) in Weyl(V ), matching {u, v} =
(u, v) in SymV , as desired. In the case of the geometric filtration, the same identity holds,
requiring u and v to be homogeneous (of degree zero or one) in V .
Solution to Exercise 1.5.2. By definition, Diff is nonnegatively filtered. We only need to
show that its associated graded algebra is commutative, i.e., that [Diff≤m(B),Diff≤n(B)] ⊆
Diff≤m+n−1(B). We prove this inductively on the sum m+ n. Applying ad(b) for b ∈ B, we
obtain by the Leibniz identity for commutators,
ad(b)([Diff≤m(B),Diff≤n(B)]) ⊆ [ad(b)(Diff≤m(B)),Diff≤n(B)]+[Diff≤m(B), ad(b) Diff≤n(B)]
⊆ [Diff≤m−1(B),Diff≤n(B)] + [Diff≤m(B),Diff≤n−1(B)],
and both terms on the RHS lie in Diffm+n−1(B) by the inductive hypothesis.
Solution to Exercise 1.9.5. (i) This is a matter of checking the definition. Given a rep-
resentation of Q, we let every path in kQ act by the corresponding composite of linear
transformations. Given a representation of kQ, we restrict the representation to the subset
Q ⊆ kQ to obtain a representation of Q.
(ii) More generally, if we fix (Vi), then every representation of the form (ρ, (Vi)) is clearly
given by the choices of linear operators ρ(a) : Vat → Vah for all a ∈ Q1.
Solution to Exercise 1.9.6. If there is only one vertex, then paths in the quiver are the same
as words in the arrows, which form a basis for the tensor algebra over kQ1.
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Solution to Exercise 1.9.8. For any vector space, T ∗V ∼= V ⊕ V ∗, canonically. Thus the
assertion follows from Exercise 1.9.5.(ii).
Solution to Exercise 1.9.10. (i) This follows because the relations are quadratic (hence ho-
mogeneous).
(ii) The associated graded space of the relations for Πλ(Q) identifies with the span of the
relations for Π0(Q), so by Exercise 1.3.4 we have a surjection grΠλ(Q)→ Π0(Q).
(iii) For the quiver Q with two vertices and one arrow, from one vertex to the other, we
can consider λ = (0, 1). Let a, a∗ be the two arrows in Q¯, with λat = 0 and λah = 1. Then
Πλ(Q) = kQ¯/(a
∗a, aa∗ − ah). Thus a∗(aa∗) = a∗ah = a∗ in Πλ(Q), but also (a∗a)a∗ = 0. So
a∗ = 0 in Πλ(Q), hence also in grΠλ(Q), but this is not true in Π0(Q).
Solution to Exercise 1.9.13. By definition, Repd(Πλ(Q)) is the subspace of the space of all
representations of Q¯ satisfying the relation µ(ρ) = λ · Id.
Solution to Execise 1.10.1. The first statement follows because the monomials given are
those in which xy and yx (which are zero) do not appear. The next statement, that
Aa,b = {0} for a 6= b, follows because in this case xyx = ax = bx implies x = 0, and
then 0 = xy = a and 0 = yx = b shows that, since one of a and b is nonzero, we obtain the
relation 1 = 0, i.e., Aa,b = {0}.
The final statement, that Aa,a ∼= k[x, x−1], follows because in this case the relations are
equivalent to y = ax−1. It is clear that a basis of k[x, x−1] is given by monomials in either
x or x−1 = a−1y, but not both, proving the next statement. Since the basis is the same as
for the case a = 0, we obtain that Aa,b is flat along the diagonal, as desired.
Solution to Exercise 1.10.2. (a) One way to correct this, that we will use below, is e =
−1
2
D2, f = 1
2
x2, and h = [e, f ] = −1
2
(xD +Dx).
(b) For this, we first compute that, in a highest weight representation of highest weight
m, the element C acts by 1
2
m2+m. Indeed, since C is central, it suffices to compute this on
the highest weight vector v, where (ef + fe + 1
2
h2)(v) = (h + 1
2
h2)(v) = (1
2
m2 +m)v. Thus
we only have to solve 1
2
m2 +m = −3
8
. We obtain the solutions −1
2
,−3
2
, as desired.
(c) It is clear that {1, x2, x4, . . .} is an eigenbasis under the operator h = −1
2
(xD +Dx),
with eigenvalues −1
2
,−5
2
,−9
2
, . . .. Moreover, it is clearly generated by the highest weight
vector 1. So this is a highest weight representation of highest weight −1
2
.
(d) We know that all finite-dimensional irreducible representations of sl2 are highest
weight representations, with nonnegative highest weights. Part (b) above shows that (Usl2)
η
does not admit such highest weight representations, hence it admits no finite-dimensional
irreducible representations. By the isomorphism of (a), neither does Weyl(V )G. For the final
statement, note that any finite-dimensional representation has an irreducible quotient, so the
existence of a finite-dimensional representation implies the existence of a finite-dimensional
irreducible representation.
Solution to Exercise 1.10.5. The first statement follows because a surjection of finite-dimensional
spaces is an isomoprhism if and only if the dimensions are equal. The second statement fol-
lows for the same reason, applied to each weight space individually.
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Solution to Exercise 1.10.6. (a) Notice that the defining relations form a Gro¨bner basis:
xy − yx− z, yz − zy − x, and zx− xz − y. Therefore, using the lexicographical ordering on
monomials with x < y < z, we can uniquely reduce any element to a linear combination of
monomials of the form xaybzc, just as for k[x, y, z]. (That is, since we have a Gro¨bner basis
for a filtered algebra A whose associated graded set is a Gro¨bner basis for the associated
graded algebra B = gr(A), we conclude that the canonical surjection B → gr(A) of Exercise
1.3.4 is an isomorphism.)
It is clear that this algebra is the enveloping algebra of the three-dimensional Lie algebra
with basis x, y, z satisfying [x, y] = z, [y, z] = x, and [z, x] = y. This must be isomorphic to
sl2 since the latter is the unique three-dimensional Lie algebra g which is semisimple, i.e.,
satisfying [g, g] = g. Alternatively, we can explicitly write an isomorphism with sl2, by the
assignment x = 1
2
(e− f), y = 1
2
(e+ f), and z = 1
2
h.
(b) For example, one can get a deformation which is not flat by setting [x, y] = x, [y, z] =
0, and [z, x] = y. This does not satisfy the Jacobi identity: [x, [y, z]] + [y, [z, x]] + [z, [x, y]] =
0+0+ [z, x] = y. Thus it will not be flat: the element y is generated by these relations, and
hence so is x since [x, y] = x. Thus the quotient by these relations is k[z].
(c) A Gro¨bner basis is again given by the defining relations, whose associated graded
relations are the defining relations for the skew product B := Sym(k2)⋊Z/2 = k[x, y]⋊Z/2,
independently of λ. Thus, letting A denote the Cherednik algebra we define here, we get an
isomorphism B → gr(A), which says (by our definition) that A is a flat deformation of B for
all λ.
(d) For the associated graded relations, we still get a semidirect product k[x, y] ⋊ Z/2,
where now the action of Z/2 is by ± Id on x, but is trivial on y. But for the Cherednik
algebra, we will get the relation
0 = [z, 1] = [z, [xy − yx]] = [z, x]y + x[z, y]− [z, y]x− y[z, x] = 2z(xy − yx),
and together with the relation xy − yx = 1 we get z = 0. Since z2 = 1 we get 1 = 0, so that
the algebra defined by these relations is the zero algebra.
Solution to Exercise 1.10.7. We identify Weyl(V ) with Weyln for dimV = 2n. To see that
Weyln ⋊ Z/2 is simple, first note that if you have an ideal generated by an element of the
form f ∈ Weyln, then it is the unit ideal, because Weyln itself is simple (this is easy to verify:
take commutators of f sequentially with generators xi or yi until we get a nonzero element
of k). Writing Z/2 = {1, σ}, we also have (fσ) = (fσ)σ = (f) = (1) for σ ∈ Z/2. Now
take an ideal of the form (a + bσ) for nonzero a, b ∈ Weyln. Again by taking commutators
with generators, we obtain that there is an element of the form (1+ cσ) for some c ∈ Weyln.
If c = 0, we are done. Otherwise, [x, 1 + cσ] = (xc + cx)σ, which cannot be zero since
gr(xc+ cx) = gr(xc) = gr(x) gr(c) 6= 0. We then get from above that ((xc+ cx)σ) = (1) and
hence our ideal is the unit ideal.
For WeylZ/2n , we can also do an explicit computation; alternatively, we can follow the
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hint. Namely, for f ∈ WeylZ/2n , note that f = efe. Thus,
WeylZ/2n · f ·WeylZ/2n = e(Weyln ⋊ Z/2)(efe)(Weyln ⋊ Z/2)e
= e(Weyln ⋊ Z/2)(f)(Weyln ⋊ Z/2)e = e(Weyln ⋊ Z/2)e = Weyl
Z/2
n .
Solution to Exercise 1.10.8. Following the hint, we see that if gr(C•) is exact, then so must
be C•. Thus, in the situation at hand, since gr(Q•)→ gr(M) is exact, so is Q• →M .
Solution to Exercise 1.10.11. (a) Given a codimension-one ideal, we have the algebra mor-
phism B → B/B+ = k, and given the algebra morphism, we can take its kernel, which has
codimension one.
(b) It is clear that TV/(TV )+ = k, so by (a) this is an augmentation.
(c) Let V ⊆ B+ be any generating subspace (e.g., simply V = B+); we then have a
canonical surjection of augmented algebras, TV → B. Since this is compatible with the
augmentation, the kernel must be in the augmentation ideal, (TV )+, so we can let R be this
kernel (or any generating subspace of the kernel).
(d) We follow the hint. The last two differentials become zero by construction, since they
involve multiplying V on k. Then the first homology is V .
(e) The second assertion (about the case that R is spanned by homogeneous elements)
follows because we can assume that R has minimal Hilbert series among subspaces spanned
by homogeneous elements which generate the same ideal, call it J . This is equivalent to the
given condition R ∩ (RV + V R) = {0}, for R spanned by homogeneous elements (hence, R
a graded subspace of TV ), which we can see because, for all m ≥ 2, Rm is a complementary
subspace in Jm to Jm ∩ (R≤(m−1)).
We now consider the assertion TorA(k,k) ∼= R. For the complex in the hint to be well-
defined, we need to show that the multiplication map TV ⊗R→ TV ·R is injective (hence
an isomorphism). To see this, for a contradiction, suppose that the kernel, call it K, is
nonzero, and that m ≥ 0 is the least nonnegative integer such that the projection of the
kernel to TmV ⊗ R is nonzero. By the assumption (RV + V R) ∩ R = {0} (in fact we only
need (TV )+R ∩ R = {0}), we must have m 6= 0. Take an element f ∈ K projecting to a
nonzero element of TmV ⊗R. Let (vi) be a basis of V and write f =
∑
i vifi for fi ∈ TV ⊗R.
Then we clearly have fi ∈ K as well for all i; but some fi must have a nonzero projection to
Tm−1V ⊗ R, a contradiction.
Let K be the kernel of the map B ⊗ R → B ⊗ V , and consider its inverse image K˜ ⊆
TV ⊗R ⊆ TV . Then it is clear that K˜ = (TV ·R)∩ (TV ·R ·TV+). Thus we can let S = K˜
(or any left TV -module generating subspace thereof), and we obtain the extension of the
resolution given in the hint. Applying ⊗Bk, and using the assumption R∩(RV +V R) = {0},
we get a complex S → R → V ։ k. We claim that the maps are zero. The map R → V
is zero by the assumption R ⊆ ((TV )+)2. The final step, showing that S → R is zero,
uses the full strength of the assumption R ∩ (RV + V R) = {0}. Namely, we can assume
S = K˜ = (TV ·R)∩ (TV ·R ·TV+). Then the kernel of S → R is (TV+ ·R)∩ (TV ·R ·TV+).
This is all of S, though, because if
∑
i firi =
∑
i gir
′
ih
′
i for fi, gi ∈ TV , hi ∈ TV+, and
ri, r
′
i ∈ R, then we can write fi = λi + f+i for f+i ∈ TV+, and we then have
∑
i λiri =
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−∑j f+j rj + ∑i(gir′ih′i) ∈ R ∩ (RV + V R), which must be zero. Hence fi = f+i , and
(TV+ · R) ∩ (TV · R · TV+) = (TV · R) ∩ (TV · R · TV+), so the map S → R is zero, as
desired.
Solution to Exercise 1.10.13. This follows from the previous exercise. Namely, in the graded
case, we can certainly assume B = TV/(R) where R is spanned by homogenous elements in
degrees ≥ 2. It follows from part (d) that V ∼= Tor1(k,k). If R is minimal, then it follows
from part (e) that R ∼= Tor2(k,k). Hence, if Tor2(k,k) is concentrated in degree two, B is
quadratic by taking minimal R. The converse is immediate from part (e) above.
Solution to Exercise 1.10.15. If we apply ⊗Bk to (1.O), we immediately get that (2) implies
(1). We show that (1) implies (2). Take a minimal graded projective resolution as in (1.O),
where by minimal we mean that the Hilbert series of the Vi are minimal (which uniquely
determines the resolution, inductively constructing B ⊗ Vi → B ⊗ Vi−1 so that h(Vi; t) is
minimal). Then Vi is in degrees ≥ i for all i. We show by induction that Vi is in degree
exactly i for all i. Indeed, if not, and m is minimal such that Vm is not only in degree
m, then applying ⊗Bk to the minimal resolution, we obtain that Torm(k,k) ∼= Vm is not
concentrated in degree m, a contradiction.
Solution to Exercise 1.10.16. (a) Taking associated graded, gr3(E ⊗ V ∩ (V + k) ⊗ E) ⊆
gr3(E ⊗ V ) ∩ gr3((V + k)⊗ E) = R⊗ V ∩ V ⊗R.
(b) The fact that the sequences are complexes is straightforward, and the exactness at
B⊗V , B, A⊗V , and A was already observed in Exercise 1.10.11.(d). Now, restrict the first
complex (which is a complex of graded modules) to degrees ≤ 3. Then, its exactness follows
from Exercise 1.10.11.(e), since in this case the degree ≤ 3 part of (R)V ∩ (TV )+ ·R is just
RV ∩ V R, which is S by definition.
(c) Note that the maps A⊗T → A⊗E and B⊗S → B⊗R are injective in degrees ≤ 3.
Restricting to degrees ≤ 3, the second complex deforms the first except possibly at A⊗ T .
Moreover, in this situation, the associated graded of the kernel of A⊗ E → A⊗ V must be
S in degree three; since E deforms R, this implies that the kernel lies in (V ⊕ k)⊗ E, and
hence must be (V + k)E ∩ EV (here the parentheses do not denote an ideal).
(d) The solution is outlined in the problem sheet.
Solution to Exercise 2.3.2. Here we note that, if B is finite-dimensional, then B[[~]] = B ⊗k
k[[~]], the ordinary tensor product (allowing only finite linear combinations). Explicitly, if
b1, . . . , bn is a basis of B, then B[[~]] is a free k[[~]]-module with basis b1, . . . , bn. Then, (2.E)
follows from the fact that bf ⋆ b′g = (b ⋆ b′)fg for b, b′ ∈ B and f, g ∈ k[[~]].
On the other hand, if B is infinite-dimensional, then this argument does not apply:
knowing b ⋆ b′ only will determine (b1f1 + · · ·+ bmfm) ⋆ (c1g1 + · · ·+ cngn) by k[[~]]-linearity,
for b1, . . . , bm, c1, . . . , cn ∈ B and f1, . . . , fm, g1, . . . , gn ∈ k[[~]]. So multiplying two series with
coefficients linearly independent in B will not be determined by k[[~]]-linearity from the star
product on B, i.e., (2.E) need not hold. (We will not attempt to construct a counterexample,
however.)
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Solution to Exercise 2.3.10. (a) This follows immediately from the formula: in particular,
xi ⋆ yj = xiyj +
1
2
~δij, yj ⋆ xi = xiyj − 12~δij , xi ⋆ xj = xixj , and yi ⋆ yj = yiyj. Also,
f ⋆ zi = fzi = zi ⋆ f for all f .
(b) This follows because e
1
2
~π =
∑
n≥0
1
n!
1
2n
~nπn, and πn decreases degree by 2n, so the
sum evaluated on any element f ⊗ g is finite.
(c) Since we have a star product defined over k[~], i.e., (O(X)[~], ⋆), we can quotient by
the ideal (~− 1) (which is not the unit ideal) and get back a star product which is obtained
from the above by setting ~ = 1; in particular it is clearly a filtered deformation of the
undeformed product.
(d) By part (a), the given map is a homomorphism, and it is clearly surjective. To test
injectivity, it suffices to show that the associated graded morphism is injective, but the latter
morphism is the identity. Uniqueness follows because the xi, yi, and zi generate the source
(they also generate the target, of course).
(e) If we show that the map, call it Φ, is an algebra morphism, then it will automatically
invert the morphism of (d), since it sends the generators xi, yi, and zi to the generators xi, yi,
and zi. We have to show that, for generators fi, gj ∈ {x1, . . . , xm, y1, . . . , ym, z1, . . . , zn−2m},
that, with multiplication taken in the Weyl algebra,
Φ(f1 · · · fn)Φ(g1 · · · gp) = Φ(f1 · · · fn ⋆ g1 · · · gp). (6.A)
The LHS can be expanded as
1
n!p!
∑
σ∈Sn,τ inSp
fσ(1) · · · fσ(n)gτ(1) · · · gτ(p). (6.B)
Now we can attempt to symmetrize this by applying the relations of the Weyl algebra. More
precisely, recall that an n, p-shuffle is a permutation θ ∈ Sn+p such that θ(1) < · · · < θ(n)
and θ(n+1) < · · · < θ(n+p). Let Shn,p ⊆ Sn+p be the set of all such shuffles, which has size
(n+p)!
n!p!
. For each θ ∈ Shn,p, and each summand fσ(1) · · · fσ(n)gτ(1) · · · gτ(p) of the above, we can
rearrange the terms according to the shuffle θ, by moving first fσ(n) to its proper place, then
fσ(n−1), etc.; each time we move an fi past a gj , we apply the relation figj = gjfi + [gj, fi].
Since the gj and fi are generators of the Weyl algebra, [gj , fi] ∈ k[[~]]. Doing this, we obtain
the following identity. Define the following index set we will use for the summation that
results:
Pairsn,p := {(I, J, ι) | I ⊆ {1, . . . , n}, J ⊆ {1, . . . , k}, ι : I → J bijective},
which is the set of partial pairings between {1, . . . , n} and {1, . . . , p}. Define the subset
Pairsθ = {(I, J, ι) ∈ Pairsn,p | ι(i) < θ(i), ∀i},
obeying the condition ι(i) < θ(i). For each 1 ≤ i ≤ n, let [fi] denote fi if i /∈ I, and otherwise
let it denote [fi, gι(i)] = {fi, gι(i)}. Let {gj} denote gj if j /∈ J and 1 otherwise. We then get
f1 · · ·fng1 · · · gp =
∑
(I,J,ι)∈Pairsθ
θ
( n∏
i=1
[fi]
n∏
j=1
{gj}
)
,
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where the θ rearranges the following n + p terms according to the permutation. Call the
RHS Rθ. We can then write the LHS as
n!p!
(n+p)!
∑
θ∈Shn,p
Rθ, a symmetrization. Applying this
to (6.B), one can check that we get the RHS of (6.A) identically. Namely, both yield the
following expansion: ∑
(I,J,ι)∈Pairsn,p
1
2|I
symm
( n∏
i=1
[fi]
n∏
j=1
{gj}
)
,
where now we take the product in the symmetric algebra and apply symm : SymV →
Weyl(V ). This is so because, by symmetry, both sides have to be a sum of the above form
but possibly with coefficients c(I,J,ι) replacing
1
2|I|
; the LHS of (6.A) has these coefficients
being the probability that, in a random ordering of f1, . . . , fn, g1, . . . , gp, we have fi occurring
before gι(i) (which is
1
2|I|
), and the RHS is 1
2|I|
by definition. See also [GS06, §4.3] for a similar
proof in the context of a Moyal product on algebras defined from quivers.
Solution to Exercise 2.3.11. Since π2 annihilates v ⊗ w when v, w are generators, it is im-
mediate that any quantization will satisfy the relations of part (a). Therefore the map given
is an isomorphism. The fact that it is the identity modulo ~ is equivalent to the statement
that the associated graded morphism is the identity endomorphism of O(An)[[~]], which is
immediate from the definition.
Solution to Exercise 2.7.2. As above, if A is finite-dimensional, then A[[~]] = A ⊗k k[[~]], so
the space of k[[~]]-linear endomorphisms of A is identified with Endk(A) ⊗ k[[~]], and every
element therein is continuous. Note that, if A is not infinite-dimensional, then a k[[~]]-linear
automorphism need not be continuous.
Solution to Exercise 2.8.1. (a) Here is a bimodule resolution of SymV :9
0→ SymV ⊗ ∧dimV V ⊗ SymV → SymV ⊗ ∧dimV−1V ⊗ SymV → · · ·
→ SymV ⊗ V ⊗ SymV → SymV ⊗ SymV ։ SymV, (6.C)
f ⊗ (v1 ∧ · · · ∧ vi)⊗ g 7→
i∑
j=1
(−1)j−1(fvj)⊗ (v1 ∧ · · · vˆj · · · ∧ vi)⊗ g
+(−1)jf ⊗ (v1 ∧ · · · vˆj · · · ∧ vi)⊗ (vjg). (6.D)
Cutting off the SymV term and applying Hom(SymV )e(−, SymV ⊗ SymV ), we get the same
complex, up to the isomorphism ∧dimV−iV ∗ ∼= ∧iV , which comes from contracting with
a nonzero element of ∧dimV V . Thus, we compute that HH•(SymV, SymV ⊗ SymV ) =
SymV [− dimV ], as desired.
9It actually can be directly obtained from the given resolution of k, if one notices that SymV is a Hopf
algebra: to go from the above resolution to the bimodule one, one applies the functor of induction from
SymV to (SymV )⊗2 (using the Hopf algebra structure); for the opposite direction, one applies the functor
⊗Sym V k (which exists for arbitrary augmented algebras).
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(b) The latter complex deforms to give a resolution ofWeyl(V ), given by the same formula
as above:
0→Weyl(V )⊗ ∧dimV V → Weyl(V )⊗ ∧dimV−1V → · · ·
→Weyl(V )⊗Weyl(V )։ Weyl(V ), (6.E)
f ⊗ (v1 ∧ · · · ∧ vi)⊗ g 7→
i∑
j=1
(−1)j−1(fvj)⊗ (v1 ∧ · · · vˆj · · · ∧ vi)⊗ g+
(−1)jf ⊗ (v1 ∧ · · · vˆj · · · ∧ vi)⊗ (vjg). (6.F)
As pointed out, to see it is a resolution, we only need to verify it is a complex, which is
straightforward. Now, if we cut off the last termWeyl(V ) and apply HomWeyl(V )e(−,Weyl(V )),
just as before we get the same complex as before applying this functor, so the homology will
again be concentrated in degree d: HH•(Weyl(V ),Weyl(V )⊗Weyl(V )) = Weyl(V )[− dimV ],
as desired.
(c) The fact that this forms a complex, call it P• (cutting off the Ug, setting P0 =
Ug ⊗ Ug), is a straightforward verification. Then, setting Q• := HomUge(P•, Ug ⊗ Ug), we
may not any longer get an isomorphic complex (this is related to the fact that Ug is not
Calabi-Yau in general, as we will see in the next exercise sheet), but the associated graded
complex is still the resolution of SymV , and hence it is still a deformation of the resolution
of SymV . Thus, by the same argument as before, Q• it is a resolution of its dimV -th
cohomology, HHdimV (Ug, Ug ⊗ Ug), which is a filtered deformation of the bimodule SymV
(i.e., it is a filtered Ug-bimodule whose associated graded SymV -bimodule is SymV ).
(d) The first paragraph is straightforward to verify explicitly following the details given.
For the final assertion, the first isomorphism is immediate from the first paragraph. For
the second, we can write Ugad = Z(Ug)⊕W where the center, Z(Ug), is the sum of all trivial
subrepresentations, and W is the sum of all nontrivial irreducible subrepresentations. Thus,
H•CE(W ) = 0 = H
CE
• (W ), and we obtain the final isomorphism since Z(Ug) = Z(Ug)⊗k k
(regarding the latter as the vector space Z(Ug) tensored with the trivial representation
k).
Solution to Exercise 2.8.3. Since the deformation of the quadratic relation is by a scalar term
only, denoting by E ⊆ V ⊗2+k the deformed relation, we have (referring to Exercise 1.10.16)
that T = E⊗V ∩(V +k)⊗E must equal E⊗V ∩V ⊗E. Next note that S = R⊗V ∩V ⊗R is
spanned by half of the undeformed Jacobi identity, [x, y]⊗z+[y, z]⊗x+[z, x]⊗y. Therefore,
the map gr(T )→ S is an isomorphism if and only if the given (deformed) Jacobi identity is
satisfied.
Solution to Exercise 2.8.4. (a) Given only A together with φ : A/~A ∼→ B, A is generated
by φ−1(V ) as a topological k[[~]]-module. This follows because it is so generated modulo
~, and A is ~-adically complete as it is a topologically free k[[~]]-module. So we have a
continuous surjection q : TV [[~]] → A. Now, for every element r ∈ R, we have q(r) ∈ ~A,
so there exists a power series r′ ∈ ~TV [[~]] such that q(r + ~r′) = 0. Let {ri} be a basis of
R and let {r′i} be as before. Let E be the span of the r′i. Then E → TV [[~]] → TV is an
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isomorphism onto R. We also have an obvious surjection ψ : TV [[~]]/(E) → A. Moreover,
the composition of this with the quotient to A/~ ∼= B clearly is the identity on V . We
have only to show that ψ is an isomorphism. To see this, consider the ~-adic filtration.
We get the surjection gr(ψ) : TV [[~]]/(R) → gr~(TV [[~]]/(E)) = gr~(A). It suffices to show
that this is an isomorphism. Composing with the isomorphism gr~(A)
∼= B[[~]], we obtain a
surjection TV [[~]](R) → B[[~]], which is nothing but the canonical isomorphism. So gr(ψ) is
an isomorphism, and hence so is ψ.
(b) Most of the details here are provided; we leave to the reader to fill in the missing
ones.
Solution to Exercise 2.8.6. Suppose A is a graded formal deformation over k[[~]] of a Koszul
algebra B. Since B is Koszul, it admits a graded free bimodule resolution P• → B, with
each Pi generated in degree i. The same argument as in Exercise 1.10.15.(d) (taking now the
~-adic filtration, instead of the weight filtration) shows that P• → B deforms to a graded
bimodule resolution P ~• → A, with each P ~i free over A of the same rank as Pi over B.
Moreover, P ~i is also generated in degree i, so A is Koszul over k[[~]].
Solution to Exercise 3.7.4. (a) We follow the hint. To see σ is a k-algebra homomorphism,
note that σ(ab) · 1 = 1 · ab = (1 · a) · b = σ(a) · 1 · b = σ(a)σ(b) · 1. Then σ(ab) = σ(a)σ(b)
because M is a free left module. It is clear that σ(1) = 1, and easy to check that σ is
k-linear. Then, let τ be defined by h · 1 = 1 · τ(h). Then it is clear that σ ◦ τ = τ ◦ σ = Id.
(b) This follows immediately from (a), noting that, as a graded module on either side,
M ∼= A (since M is generated in degree zero), and σ must be a graded automorphism.
Solution to Exercise 3.7.5. This follows from the hint: we only need to observe that the
given action on (3.E) is indeed compatible with the differential and outer bimodule structure.
More generally, if M is a Ae⊗B-module, then HH•(A,M) always has a canonical B-module
structure; in this case we can view M = A ⊗ A as an Ae ⊗ Ae-module, where the first Ae
acts via the outer action and the second Ae via the inner action.
Solution to Exercise 3.7.11. (a) We computed HH•(SymV, SymV⊗SymV ) and HH•(Weyl(V ),Weyl(V )⊗
Weyl(V )) in the last exercise sheet, as vector spaces. If we take care of the bimodule ac-
tion, we see that HHdimV (SymV, SymV ⊗ SymV ) really is SymV as a bimodule, since the
bimodule complex computing this is isomorphic to the original one computing SymV as a
bimodule. The same is true for Weyl(V ).
(b) The resulting complex is still exact because k[Γ] is flat over k (in fact, free), and
we haven’t changed the differential by applying ⊗kk[Γ]. We only need to check we get a
complex of A ⋊ Γ-bimodules, and this follows directly from the definition of the bimodule
structure. For the final assertion, note that, for general Γ < GL(V ), we can still consider
SymV ⋊Γ, and the above yields a bimodule resolution. Applying Hom(SymV )e(−, SymV ), we
get a complex computing HH•(SymV, SymV ⊗SymV ), and we get that this is (SymV )σ[−d],
where σ is the automorphism σ(v⊗γ) = det(γ)(v⊗γ). So this is trivial if Γ < SL(V ), which
yields that in this case SymV ⋊ Γ is trivial.
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Remark 6.0.1. For a general algebra B and automorphism σ, we have B ∼= Bσ as bimodules
if and only if σ is inner, i.e., of the form σ(a) = x−1ax for some invertible x ∈ B. In the
above situation of B = SymV ⋊ Γ, and σ(v ⊗ γ) = det(γ)(v ⊗ γ), one can check that σ is
not inner when Γ is not in SL(V ), so that actually SymV ⋊ Γ is Calabi-Yau (for Γ finite) if
and only if Γ < SL(V ).
Solution to Exercise 3.8.2. Let Γn :=
∑n
i=1 ε
iγi. Then, working in k[ε]/(ε
n+2), we have
[µ + Γn, µ + Γn] = δε
n+1, for some δ ∈ C2(A,A). Moreover, we claim that δ is a cocycle.
Using [µ,−] = d(−), we have
d[µ+ Γn, µ+ Γn] = 2[dΓn, µ+ Γn] = 2[dΓn,Γn] = 2[[µ,Γn],Γn].
Then, since [Γn] is a multiple of ε and [µ,Γn]+
1
2
[Γn,Γn] is a multiple of ε
n+1, the RHS equals
(modulo εn+2):
−[[Γn,Γn],Γn] = 0, .
by the Jacobi identity (which holds on cochains identically). Thus δ is indeed a three-cycle,
and defines a cohomology class [δ] ∈ HH3(A).
Now, to extend Γn to an (n+ 1)-st order deformation Γn+1 = Γn + ε
n+1γn+1, we need to
solve the equation [µ+ Γn+1, µ+ Γn+1] = 0 (modulo ε
n+2), which simplifies to
2d(γn+1) + δ = 0.
Hence, the condition to extend Γn to an (n + 1)-st order deformation is the condition that
the cohomology class [δ] ∈ HH3(A) is zero.
Finally, the space of choices of γn+1 is equal to d
−1(δ), which is an affine space on the
space of Hochschild two-cocycles. If we apply an automorphism of the form Φ = Id+εn+1(f),
we get that Φ◦ (µ+Γn)◦ (Φ−1⊗Φ−1) is nothing but µ+Γn+[εn+1f,Γn] = µ+Γn−εn+1(df).
So, up to these gauge equivalences, the space of extensions to an n+1-st order deformation
Γn+1 is an affine space on HH
2(A) (provided it is nonempty, i.e., δ is a coboundary).
Solution to Exercise 3.10.1. We computed HH•(Ug, Ug⊗Ug) as a vector space in the last ex-
ercise sheet. A little more work computes the bimodule structure. We find that HHdimV (Ug, Ug⊗
Ug) ∼= Ugσ for σ the automorphism σ(x) = x − tr(ad(x)) because tr(ad(x)) coincides
with the action of ad(x) on ∧dimV V . Therefore Ug is twisted Calabi-Yau, and actually
Calabi-Yau when tr(ad(x)) = 0 for all x (i.e., g is unimodular). For the final statement,
note that, if g = [g, g], then for some x
(i)
1 , x
(i)
2 ∈ g, we have x =
∑
i[x
(i)
1 , x
(i)
2 ], and hence
tr(ad(x)) =
∑
i tr([ad(x
(i)
1 ), ad(x
(i)
2 )]) = 0. It is clear that the adjoint action, hence also its
trace, is zero on an abelian Lie algebra, and we conclude that all reductive Lie algebras are
unimodular.
Remark 6.0.2. If tr(ad(x)) 6= 0 for some x, then Ugσ is not isomorphic to Ug, since the
automorphism σ is not inner. In fact, the only invertible elements of Ug are scalars, since
fg = 1 implies gr(f) gr(g) = 1 as Sym g has no zero divisors. (We remark that we could
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alleviate this by completing Ug at the augmentation ideal (g), in which case all elements not
in the ideal are invertible; however, σ does not preserve this ideal so it still cannot be inner.)
So Ug is Calabi-Yau if and only if g is unimodular.
Solution to Exercise 3.10.3. (a) The details for the first isomorphism (for Hochschild coho-
mology) are already given in the hint. We omit the similar computation for Hochschild
homology.
(b) Write A⋊ Γ =
⊕
g∈GA · g as an A-bimodule. For every pair of elements g, h ∈ Γ, we
have an isomorphism by conjugation, Ad(g) : HH•(A,A·h) ∼→ HH•(A,A·(ghg−1)). Therefore,
letting Ch := Ad(Γ) · h denote the conjugacy class, we obtain, as a Γ-representation,
HH•(A,A · Ch) ∼= HH•(A,A · h)⊗ k · Cg.
Now, for an arbitrary Γ-representation V , we have
V ⊗ (k · Cg) ∼= IndΓZh(Γ) V,
and taking Γ-invariants, we get
(V ⊗ (k · Cg))Γ ∼= V Zh(Γ).
Applying this to the above, and summing over all conjugacy classes, yields the desired
formula.
(c) The necessary details are in the hint (we omit the corresponding ones for Hochschild
homology).
(d) The necessary details here are also given; see [AFLS00] for the full details (it is only
a few pages).
Solution to Exercise 4.1.5. First, we verify the final assertion, that the skew-symmetrization
of a dg (right) pre-Lie product is a Lie bracket. This is because the pre-Lie identity, upon
skew-symmetrization, becomes a multiple of the Jacobi identity, and the compatibility with
the differential carries over to the skew-symmetrization.
Going back to the situation of C•(A)[1] for A an associative algebra, we have to check
that ◦ is a derivation and that it satisfies the right pre-Lie identity. The derivation property
follows from the fact that d(γ ◦ η) and d(γ) ◦ η+ (−1)|γ|γ ◦ (dη), applied to (a1⊗ · · ·⊗ am+n,
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are both
m∑
i=1
(−1)(i−1)(n+1)(a1γ(a2 ⊗ · · · ⊗ ai ⊗ η(ai+1 ⊗ · · · ⊗ ai+n)⊗ ai+n+1 ⊗ · · · ⊗ am+n)+
i−1∑
k=1
(−1)kγ(a1 ⊗ · · ·akak+1 · · · ⊗ ai ⊗ η(ai+1 ⊗ · · · ⊗ ai+n)⊗ ai+n+1 ⊗ · · · ⊗ am+n)+
i+n−1∑
k=i
(−1)kγ(a1 ⊗ · · · ⊗ ai ⊗ η(ai+1 ⊗ · · ·akak+1 · · · ⊗ ai+n)⊗ ai+n+1 ⊗ · · · ⊗ am+n)+
m+n−1∑
k=i+n
(−1)kγ(a1 ⊗ · · · ⊗ ai ⊗ η(ai+1 ⊗ · · · ⊗ ai+n)⊗ ai+n+1 ⊗ · · · akak+1 · · · ⊗ am+n)+
(−1)m+nγ(a1 ⊗ · · · ⊗ ai ⊗ η(ai+1 ⊗ · · · ⊗ ai+n)⊗ ai+n+1 ⊗ · · · ⊗ am+n−1)am+n
)
.
The basic point is that the terms on the LHS are all printed above: they involve multiplying
adjacent components either inside γ or inside η with a sign. The corresponding terms on the
RHS all occur with the same sign, and the RHS also has some terms which cancel pairwise,
of the form ±γ(a1 ⊗ · · · ⊗ aiη(ai+1 ⊗ · · · ⊗ ai+n) ⊗ · · · ⊗ am+n) and similarly replacing the
middle by η(a1 ⊗ · · · ⊗ ai+n−1)ai+n. One could (and should) think of this diagrammatically,
where η takes n successive inputs to one output, γ takes m successive inputs to one output,
and the multiplication map takes two successive inputs to one output, and then both the
LHS and RHS express as the same signed combination of diagrams.
A similar, but more involved, direct computation shows that the pre-Lie identity is sat-
isfied (see [Ger63]). The basic idea is that, diagrammatically, both sides are the ways of
applying η to some successive inputs and θ simultaneously to other successive inputs, and
finally applying γ to the result.
Solution to Exercise 4.1.6. (a) The identity is again a similar explicit computation; we refer
to [Ger63] for details. Both sides diagrammatically give the result of applying γ1 and γ2 each
to different blocks of successive inputs (so either γ1 to the leftmost or rightmost |γ1| inputs,
and |γ2| to the other inputs) and then multiplying the result, with an appropriate sign. On
the RHS, all other ways of applying γ1, γ2, and the multiplication cancel pairwise.
One can similarly verify the identity that the cup product is compatible with the differ-
ential, so it descends to a binary operation on cohomology. Using the identity, we see that
the LHS is a coboundary, hence the cup product is symmetric on cohomology, as desired.
Note that, since the cup product is associative on cochains, it is also on cohomology, so
we get a commutative graded algebra structure on Hochschild cohomology.
(b) Note that the Gerstenhaber bracket is the skew-symmetrization of the circle product,
and so d[γ1, γ2]− [dγ1, γ2]− (−1)|γ1 |[γ1, dγ2] is the skew-symmetrization of the LHS, which is
zero. So the Gerstenhaber bracket is indeed compatible with the differential, which implies
we obtain a Gerstenhaber bracket on Hochschild cohomology.
We remark that one can similarly directly verify the Leibniz identity for the Gerstenhaber
bracket on Hochschild cohomology (see [Ger63]).
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Solution to Exercise 4.4.1. Since we have assumed G < GLn and g < gln and k = R or C,
we can write
γ · d(ι ◦ γ) = exp(β) · d(exp−β) = Ad(expβ)(d) = exp(ad(β))(d) = exp(ad(β))− 1
ad(β)
(−dβ),
where Ad(expβ)(d) and exp(ad(β))(d) are just two formal expressions (standing for certain
infinite linear combinations of terms of the form βadβb, which are equal because Ad(exp−) =
exp(ad(−)) as formal series). This implies (4.E).
Solution to Exercise 4.5.5. From π ∈ ∧2Vect(X) we define the bracket {f, g} = π(f ⊗ g).
The skew-symmetry of the bracket is immediate from the skew-symmetry of π, and the
Leibniz rule follows from the fact that Vect(X) acts by derivations on O(X).
We need to check that [π, π] = 0 if and only if the Jacobi identity is satisfied. Write
π =
∑
i ξ
(1)
i ⊗ ξ(2)i , a skew-symmetric element of Vect(X)⊗2 (which is identified with the
image of
∑
i ξ
(1)
i ∧ξ(2)i under the skew-symmetrization map ∧2Vect(X)→ Vect(X)⊗2). Then
we have
[π, π] = 4
∑
i,j
[ξ
(1)
i , ξ
(1)
j ] ∧ xi(2)j ∧ ξ(2)i .
Let Φ =
∑
i,j[ξ
(1)
i , ξ
(1)
j ]⊗ xi(2)j ⊗ ξ(2)i . Then
Φ(f ⊗ g ⊗ h) = {{f, g}, h} − {{f, h}, g}.
Skew-symmetrizing and multiplying by four, we get
[π, π](f ⊗ g ⊗ h) = −8
3
({f, {g, h}}+ {g, {h, f}}+ {h, {f, g}}),
which implies that [π, π] = 0 if and only if the Jacobi identity is satisfied.
Solution to Exercise 4.8.9. Given a dgla morphism φ : g → h, we need to show that the
induced map φ∗ : Sˆ(h[1])∗ → Sˆ(g[1])∗ is a dg algebra morphism. It is clear that it is an
algebra morphism, since this only requires the map to be linear. We need to show it is
compatible with the differential. This follows from the fact that g → h is both compatible
with the differential and with the Lie bracket, since the differential dCE is the sum of two
terms, one corresponding to each. Namely, for ξ ∈ h[1]∗ and a, b ∈ g, we have
φ∗ ◦ dCE(ξ)(a⊗ b) = ξ([φ(a), φ(b)]) = ξ(φ([a, b])) = dCE ◦ φ∗(ξ)(a⊗ b),
φ∗ ◦ dCE(ξ)(a) = ξ(dφ(a)) = ξ(φ(da)) = dCE ◦ φ∗(ξ)(a).
Solution to Exercise 4.14.1. The Poisson bivector has degree −1, or equivalently, |π(f⊗g)| =
|f | + |g| − 1 when f and g are homogeneous. Hence, the only possible graphs that can be
nonzero applied to v⊗w for v, w ∈ g are those corresponding to the product, vw, the Poisson
bracket {v, w} = π(v ⊗ w), and finally π2(v ⊗ w). But, π2 is symmetric (since π is skew-
symmetric), and hence π2(v ⊗ w − w ⊗ v) = 0; similarly vw − wv = 0. Therefore the only
graph that can contribute to v ⋆ w − w ⋆ v is the one corresponding to the Poisson bracket,
{v, w} = [v, w]. We conclude that v ⋆ w − w ⋆ v = c~[v, w] for some c ∈ k. Then, the fact
that we get a deformation quantization implies that c = 1.
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Solution to Exercise 4.14.2. The necessary details are given already in the exercise sheet.
Solution to Exercise 4.14.4. The details below (and more) are all taken from [Kon03].
(i) To see that BWm(π, . . . , π) has order m, note that by construction it has m arrows
pointed at the vertex on the real line, and each arrow corresponds to differentiation. More-
over, since π has degree −1, this operator has degree −m; an operator of degree −m and
order m must be a constant-coefficient operator.
(ii) The formula is equivalent to the statement that, if we apply the wheel to the function
xm placed on the axis (for x ∈ g), we obtain tr((adx)m). Note that π(x ⊗ −) = ad(x)(−).
Let xi be a basis of g, and write ad(x) =
∑
i,j cijxi∂j for some cij ∈ k. Applying the wheel
to xm yields ∑
i1,i2,...,im
ci1i2ci2i3 · · · cimi1,
but this is nothing but tr((adx)m), as desired.
(iii) This follows immediately from the single wheel (k = 1) case, by definition of BΓ.
(iv) Kontsevich’s isomorphism must be expressed as a formal sum of graphs, and the
graphs must have exactly one vertex on the real line (since the underlying linear map of our
isomorphism is the restriction of a linear map from a single copy of Sym g to Sym g[[~]]). In
the graphs that apper, each vertex in the upper-half plane cannot have both of its arrows
pointing to the same vertex, since π is skew-symmetric. Also, each vertex in the upper-half
plane can be the target of at most one arrow, since π is linear: in more detail, if we write
π =
∑
j,k fjk∂j ∧ ∂k for fjk ∈ g, applying more than one partial derivative to fjk would
yield zero, hence BΓ = 0 if Γ is a graph with a vertex in the upper-half plane the target of
multiple arrows. Since every vertex in the upper-half plane is the source of two arrows, the
only possibility (to have BΓ 6= 0) is to have every vertex in the upper-half plane pointing to
both the vertex on the real line and one other vertex, such that each vertex in the upper-half
plane is the target of exactly one arrow. Such graphs are the union of wheels, so the result
follows from (iii).
(v) The stated results imply that the isomorphism is a sum of the form
x 7→
∑
m1,...,mk even
1
k!
cm1 · · · cmk tr((adx)m1) · · · tr((ad x)mk),
which coincides with the given formula (since the m1, . . . , mk can occur in all possible or-
derings, e.g., 2, 4 and 4, 2 both occur).
Solution to Exercise 5.1.1. More generally, if f1, . . . , fk ∈ O(An) cut out a variety X of
dimension n− k, then we can form
ΞX := i∂1∧···∧∂n(df1 ∧ · · · ∧ dfk) ∈ ∧n−kO(An)Vect(An),
a (n− k)-polyvector field on An. Note that, by construction, iΞX (dfi) = 0 for all i.
We claim that ΞX is unimodular in the sense that each vector field of the form ξ =
iΞX (dh1 ⊗ · · · ⊗ dhn−k−1) ∈ Vect(An) is divergence-free, i.e., Lξ(vol) = 0 with vol = dx1 ∧
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· · ·∧dxn the standard volume form onAn. Equivalently, i∂1∧···∧∂n(α) is unimodular whenever
α is an exact (n− 1)-form. This is a standard local computation, and it only uses that α is
closed: writing α =
∑
i fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn, we have i∂1∧···∧∂n(dα) =
∑
i
df−i
dxi
, which
is the same as the divergence of i∂1∧···∧∂n(α) =
∑
i fi∂i.
By construction, ΞX is parallel to X (since f1, . . . , fk vanish there); algebraically this is
saying that we have a well-defined map,
ΞX |X : O(X)⊗(n−k) → O(X), (g1 ⊗ · · · ⊗ gn−k) 7→ iΞX (dg1 ⊗ · · · ⊗ dgn−k),
which is skew-symmetric and a derivation in each component. As a result, so is [ΞX ,ΞX ],
which on X is obviously zero (in the case dimX ≥ 2 this is because its degree is greater than
dimX ; for dimX = 1 this is clear). Thus [ΞX ,ΞX ] = 0. In the case dimX = 2, this implies
that ΞX is a Poisson bivector on A
n (by Proposition 4.5.4). Finally, to see that fi are central
in this bracket, we recall the identity iΞX (dfi) = 0 above, but iΞX (dfi) is the Hamiltonian
vector field ξf := {f,−}.
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