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The MIT Press did a fairly good job in assembling the proceedings, although 
they managed to mess up the table of contents by providing wrong page numbers 
for the second half of the volume. 
Summing up: the proceedings give a good cross-section of research and develop- 
ment work in the logic programming community, with the possible exception of 
applications. The rapidly growing areas of constraint, concurrent and parallel logic 
programming are well represented, as well as the popular techniques of partial 
evaluation and abstract interpretation. The volume is a useful reading for anyone 
wishing to be kept up to date with the developments in the area of logic programming. 
Peter SZEREDI 
IQSOFT 
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Stan Raatz, Graph-Based Proof Procedures for Horn Clauses (Birkhiuser, Basel, 
Switzerland, 1990), Price SFr. 52.00/DM 62.00, ISBN 3-7643-3530-0, 0-8176-3530-O 
(paperback). 
This book orginates from the author’s Ph.D. Dissertation of 1987 at the University 
of Pennsylvania. As can be expected from a book published in the series Progress 
in Computer Science and Applied Logic, it is intended for scientists interested in 
research results of computational logic. The subject matter is proposals of graph- 
based proof procedures-which deviate from resolution-for logic programs consist- 
ing of general Horn clauses with and without equality. The programming system is 
called Hornlog, and it is claimed to reveal some of the weaknesses of most Prolog 
systems with respect to control, negation, equality, and sorts. The main contributions 
to the field of logic programming are solutions to some of the problems with negation, 
the methods of computations from programs expressed in the Hornlog language, 
the proofs of the soundness and completeness of the proof procedures, and the 
revealed computational implications of incorporating equality for certain classes of 
Horn clause programs by these proofs. Probably, there is a tradeoff between, on 
one hand, generality and expressiveness of a programming language, and, on the 
other hand, efficiency. This book can be seen as a study of this tradeoff aiming at 
a good logic programming language, but a study that is somewhat biased towards 
generality and expressiveness. The author is mainly concerned with showing that 
the logical consequences computed by the methods are both sound and complete 
with respect to the semantics of first-order logic with and without equality. In the 
context of logic programming, this means that the author aims at an agreement 
between the operational semantics of the method and its model-theoretic semantics. 
Furthermore, only the pure part of Prolog is studied. The author sketches an 
implementation of the proof procedure on an abstract parallel machine architecture 
of MIMD-type in an appendix. 
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The book can be divided into two parts; the first part treats the proof procedure 
for general Horn clauses without equality, and the second part treats an extension 
with equality of this proof procedure. The author defines a Hornlog program as 
consisting of general, many-sorted Horn clauses; general in the sense that arbitrary 
Horn clauses are allowed in a program, i.e., also Horn clauses without any positive 
literal. It is then possible to state some forms of negation that have sound model- 
theoretic semantics. Moreover, it is possible to extract indefinite answers in the form 
of a disjunction of substitutions that ordinary Horn clause programs do not allow. 
The author gives some short examples of the expressiveness in Hornlog, the counter- 
parts of which are not easily stated in ordinary logic programs. A query to the 
program has to be a disjunction of negated Horn clauses; the sets of variables of 
each negated Horn clause have to be disjoint. Hence, a query is equivalent to a 
negation of a conjunction of universally quantified Horn clauses. A program consists 
of three different sets of clauses: unconditional clauses, conditional clauses, and 
negative clauses. A query is separated into these categories and added to the program. 
The proof procedure is based on graph rewriting and a linear-time algorithm for 
showing unsatisfiability of ground Horn clauses. The proof procedure starts from 
an initial graph which has a separate branch for each negative Horn clause. The 
atoms of these clauses are then expanded by the other categories of clauses in the 
program. The author shows that if a problem is unsatisfiable it is enough to show 
unsatisfiability from one of these branches in the initial graph. In an expansion step 
of a node all clauses unifiable with the selected node are expanded at the same 
time. Furthermore, for reasons of completeness every node, at some time, must be 
guaranteed to be expanded. Hence, the proof procedure uses a breadth-first 
expansion of goals and an “or-parallel execution” of alternative clauses. An 
expansion step involves a rewriting of the graph by the substitution sets. A complete 
rewriting of the graph can be avoided by suitable implementation techniques, but 
essentially the expansion results in a graph which has an alternative subgraph for 
every clause unifiable with the expanded node. Every expansion step also involves 
a merging of nodes representing identical atoms demanding a redirection of arcs. 
A program can be executed under one of two disjoint protocols; you can ask for 
all solutions, or for a single solution. These protocols have consequences for how 
merging of nodes can be carried out. After each expansion step the graph is tested 
for unsatisfiability. The author claims that the cost of this test after each step is 
inexpensive-in comparison to the expansion step-due to the linear-time algorithm 
for testing unsatisfiability of ground clauses. 
The author points out that it is difficult to undo an expansion step. So, the proof 
procedure compares unfavourably with SLD-resolution on a single-processor 
environment due to costly backtracking to alternative clauses. Hence, the hope for 
the proposed proof procedure is on a parallel processor architecture. 
The author adopts the quite common point of view that incorporation of equality 
into logic programming results in a programming language with great flexibility and 
expressive power. However, this incorporation also introduces an additional compu- 
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tational complexity which is not easily handled. Moreover, the deduction mechanism 
of Prolog is SLD-resolution which is only defined for languages without equality. 
Hence, there is a need for an extension of SLD-resolution or a different deduction 
mechanism that can handle the logical properties of substitutions of equals for 
equals. This extension idea is not new; there have been numerous investigations of 
such extensions of resolution since the idea of paramodulation. However, it is worth 
noting that one of the reasons for the efficiency of Prolog is a deliberate choice of 
its inventors to avoid equality in the language due to its computational intractability. 
The author chooses an extension of the Hornlog method to admit programs in 
many-sorted, general Horn clause logic with equality. This is done by extending the 
graph-based proof procedure to allow an expansion step of an equality atom, and 
by replacing standard unification with unification modulo a set E of equations, the 
so-called E-unification, i.e., equality rewrite steps combined with standard 
unification. The idea of incorporating equality into unification without controlling 
the equality substitutions is questionable; strategies seem to be needed to cut down 
the great number of possible substitutions that can arise from a set of equations. 
Nevertheless, the problems of E-unification have been investigated extensively for 
some years now. E-unification does not possess the nice properties of standard 
unification. In particular, for two arbitrary terms and a set E of equations, it is, in 
general, undecidable whether or not these terms are E-unifiable. Furthermore, the 
set of all E-unifiers of two terms may also be infinite. However, for any recursively 
enumerable set E of equations, the set of all E-unifiers of two terms is also recursively 
enumerable. In order to attain a practical programming language it seems necessary 
to consider restrictions on the generality of E-unification. The author considers a 
restriction to the concept of a complete set of E-unifiers, as a counterpart to a most 
general unifier for standard unification. 
Two proof methods are presented. The first method is general and impractical. 
It applies to arbitrary sets of equational Horn clauses demanding a procedure which 
gives an explicit sequence of substitutions (for the rewriting steps) for every E-unifier. 
Even if this procedure is not computationally feasible, the author argues that it 
gives insight into the computational implications of incorporating equality for certain 
classes of Horn clause programs. So, after a discussion of the computational 
complexity and intractability of the first method, the author is led to consider a 
subcase of the set of arbitrary acceptable sets of Horn clauses, the so-called well- 
behaved set of Horn clause programs. Such a program is defined to consist of a set 
E of unconditional equations and a set of Horn clauses; no Horn clause in this set 
is allowed to have a head which is an equation. The second method assumes a 
procedure that enumerates a complete set of E-unifiers for this special class of 
programs. The first proof method is complete for procedures that enumerate all 
E-unifiers. The second proof method is complete for any procedure that enumerates 
a complete set of E-unifiers for the class of well-behaved Horn clause programs. 
Such an E-unification procedure always exists, but the efficiency problems of a 
particular E-unification procedure related to Hornlog with equality as a practical 
programming language are not dwelt upon. The author argues that these proof 
procedures and their constructive proofs allow him to identify classes that are 
almost hopelessly impractical and other classes that are promising, e.g., the well- 
behaved class. For instance, the author argues that the class of programs that allows 
a conditional set of rewrite rules is highly problematic, demanding methods which 
are not yet known to exist. Therefore, the author calls in question, e.g., the definition 
of the Eqlog language by Goguen and Meseguer which allows such conditional sets 
of rewrite rules. Moreover, the author argues that Jaffar, Lassez and Maher’s “Theory 
of Complete Logic Programs with Equality” (Journal of Logic Programming 3 
(1984)), consisting of a set of definite equality clauses, i.e., an equation conditional 
on other equations, and ordinary Horn clauses, requires a very powerful form of 
E-unification, the computational complexity of which is not treated by the originators 
of this theory. 
Finally, it is worth noting that the essence of this book is published in two articles 
in the Journal of Logic Programming with J.H. Gallier as a co-author; one in volume 
4, number 2 (June 1987), entitled “Hornlog: a graph-based interpreter for general 
Horn clauses”; the other in volume 6, numbers 1 and 2 (January/March 1989), 
entitled “Extending SLD resolution to equational Horn clauses using E-unification”. 
The material of the first of these articles is almost identical to the first half of the 
book. The main differences are that the book gives more detailed proofs of the 
soundness and completeness of the proof procedure, and that the article contains 
a more extensive discussion of the Hornlog system compared to other systems. The 
second half of the book is concerned with the extension of the Hornlog method 
with equality and the article treats the same subject for SLDE-resolution; some of 
the material is identical. 
Ake HANSON 
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Aaron Marcus, Graphic Design for Electronic Documents and User Interfaces (Addison- 
Wesley/ACM Press, Reading, MA, 1992), xii+266 pages, Price $31.25 (paperback), 
ISBN o-201-54364-8. 
This is a tutorial on the graphical side of user interface design. The book covers 
the more artistic and aesthetic aspects of graphic design but also considers usability 
aspects such as readability and information access. The author is well known in the 
field and has extensive experience in graphic interface design from many projects, 
some of which are used as examples in this book. 
This book interprets the term “electronic documents” as desktop published paper 
documents instead of documents presented electronically on the screen. Several 
chapters are devoted to typographical issues in desktop publishing and the design 
