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A q-ANALOG OF THE BINOMIAL DISTRIBUTION
ANDREW V. SILLS
Abstract. q-analogs of special functions, including hypergeometric functions,
play a central role in mathematics and have numerous applications in physics.
In the theory of probability, q-analogs of various probability distributions have
been introduced over the years, including the binomial distribution. Here, I
propose a new q-analog of the binomial distribution inspired by the classical
noncommutative q-binomial theorem, where the q is a formal variable in which
information related to the underlying binomial experiment is encoded in its
exponent.
1. Background and motivation
Many of the standard mathematical objects used in probability and statistics
(e.g. factorials, the gamma function, exponential function, beta function, binomial
coe¨fficients, etc.) have well-known q-analogs that play a central roˆle in the theory
of special functions (see Andrews et al., 1999) and basic hypergeometric series (see
Gasper and Rahman, 2004). A q-analog of a mathematical object A is a function
f(q) such that limq→1 f(q) = A and in some imprecise sense, f(q) retains some of
the remarkable properties possessed by A.
Box and Cox (1964) gave a q-analog of the exponential distribution, and there
are several known q-analogs of the normal (Gaussian) distribution: van Leeuwen and Maassen
(1995), Dı´az and Pariguan (2009); and the Tsallis distribution contains as special
cases q-analogs of the normal, exponential, and Weibull distributions (see Tsallis,
2009).
A number of q-analogs of the binomial distribution have been introduced over the
years, (see Dunkl, 1981; Kemp, 1987; Kemp and Kemp, 1991; Sicong, 1994; Kemp,
2002; Kim, 2012). All of these are based on the standard commutative version of
the q-binomial theorem (see, e.g., Andrews et al., 1999, p. 488, Theorem 10.2.1).
The q-generalization of the binomial distribution proposed here stems from the
noncommutative q-binomial theorem (Potter, 1950; Schu¨tzenberger, 1953). It re-
tains the ordinary binomial experiment setting (counting successes in n independent
Bernoulli trials), but the inclusion of the additional parameter q encodes additional
combinatorial information. Unlike the q-analogs of the exponential, normal, and
Weibull distributions just mentioned, where q can meaningfully assume a numerical
value within a specified range, the q presented herein is strictly a formal variable
with associated combinatorial information encoded in its exponent.
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2. Introduction
Let
Pk,m :=
{(λ1, λ2, . . . , λk) : m ≥ λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0 and each λj ∈ Z}.
Thus Pk,m can be thought of as the set of all partitions with at most k parts, none
of which is greater than m. If a given partition has less than k parts, we simply
pad on the right with zeros. For example,
P3,2 = {(0, 0, 0), (1, 0, 0), (1, 1, 0), (2, 0, 0),
(1, 1, 1), (2, 1, 0), (2, 1, 1), (2, 2, 0), (2, 2, 1), (2, 2, 2)}.
Equivalently, Pk,m can be visualized as the set of all Ferrers diagrams that fit
inside a rectangle k units high and m units wide (see Andrews, 1976, p. 6 ff).
If λ = (λ1, λ2, . . . , λk), we let |λ| := λ1 + λ2 + · · · + λk and call this the size
(or weight) of λ. Notice that Pk,m consists of partitions with sizes from 0 to mk
inclusive. Later, we will need to consider only those partitions of size t in Pk,m,
and note this set as Pk,m(t).
Let x and y be indeterminates that do not commute under multiplication. For
λ = (λ1, . . . , λk) ∈ Pk,n−k, let Q
λ denote the operator that permutes the factors
of xn−kyk by the product of transpositions
(1) Qλ :=
k∏
j=1
(n− k + j, n− k + j − λj).
The transposition, written in cycle notation, (i, j) applied to xn−kyk means we swap
the ith and jth factors of xn−kyk. The transpositions are not in general disjoint
and therefore their product is not commutative. We interpret the order of factors
in (1) as the j = 1 factor is applied first (rightmost), the j = 2 factor is applied
second (immediately to the left of the j = 1 factor), etc.
For example, with n− k = 5, k = 3, we have
Q(3,1,0)x5y3 = (8, 8)(7, 6)(6, 3)(xxxxxyyy)
= (8, 8)(7, 6)(xxyxxxyy)
= (8, 8)(xxyxxyxy)
= xxyxxyxy.
Theorem 1 (generalized non-commutative q-binomial theorem). For non-commuting
indeterminates x and y and the operator Qλ defined in (1),
(2) (x+ y)n =
n∑
k=0
∑
λ∈Pk,n−k
Qλxn−kyk.
Note that the operator Qλ acts as a generalization of the formal expression q|λ|.
Before proving Theorem 1, we will provide some context and motivation.
If we replace the operator Qλ with the |λ|th power of the indeterminate q (q
commutes with both x and y), we obtain the non-commutative q-binomial theorem,
usually attributed to M. P. Schu¨tzenberger (1953), but note also an essentially
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equivalent result due to H. S. A. Potter (1950). To state this theorem, we need the
usual q-binomial coe¨fficient:
(3)
[
n
k
]
q
:=
(1 − qn−k+1)(1 − qn−k+2) · · · (1− qn)
(1− q)(1 − q2) · · · (1− qk)
,
for 0 ≤ k ≤ n, and 0 otherwise. It is well known that (3) is a polynomial in
q of degree k(n − k), satisfies q-analogs of the Pascal triangle recurrence, and is
the generating function for the function that counts the number of members of
Pk,n−k (see Andrews, 1976, Chapter 3) of a given size:
(4)
[
n
k
]
q
=
∑
λ∈Pk,n−k
q|λ| =
k(n−k)∑
j=0
#Pk,n−k(j)q
j ,
where #Pk,m(j) is the number of partitions of size j into at most k parts, with
each part at most m.
Recall that the Potter–Schu¨tzenberger non-commutative q-binomial theorem
may be stated as follows:
Corollary 2 (non-commutative q-binomial theorem). If yx = qxy, then
(5) (x+ y)n =
n∑
k=0
[
n
k
]
q
xn−kyk.
To obtain Corollary 2 from Theorem 1, we replace the operator Qλ with the
formal variable q|λ| and use (4).
Of course, the q = 1 case of Corollary 2 (so that multiplication of x and y is now
commutative) is the ordinary binomial theorem:
Corollary 3 (ordinary binomial theorem).
(6) (x+ y)n =
n∑
k=0
(
n
k
)
xn−kyk.
Proof of Theorem 1. Observe that Eq. (4) provides the key link between Theorem 1
and Corollary 2; in fact the first equality of (4) is all we need to establish Theorem 1
given Corollary 2, the classical result of Potter–Schu¨tzenberger. 
3. On the binomial distribution
In the binomial experiment, we have n independent Bernoulli trials where the
probability of a “success” is some fixed value p, 0 < p < 1 and the probability of a
“failure” is 1− p.
Remark 4. We acknowledge immediately that there is an unfortunate conflict be-
tween the standard notations of probability and that of the theory of q-series.
Accordingly, here we avoid using q to stand for 1− p for the probability of a failure
on a Bernoulli trial, as “q” is used in the sense of q-series.
If Y is the random variable that counts the number of successes encountered
during the n independent Bernoulli trials, then we say Y is a binomial random
variable with parameters n and p, writing Y ∼ Bin(n, p) for short. Note that
P (Y = k) =
(
n
k
)
(1 − p)n−kpk,
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for k = 0, 1, 2, . . . , n, and that
n∑
k=0
P (Y = k) = 1
follows immediately by taking x = 1− p and y = p in (6).
Notice, however, that if we apply the same interpretation of x and y (i.e. proba-
bilities of failure and success respectively) to the context of Theorem 1, then we are
using the extra information preserved to track each possible sequence of n Bernoulli
trials. For example, consider the n = 4 case. There is a one-to-one correspondence
between terms generated by the left member of (2) and those generated by the
right member as follows, where F denotes failure and S denotes success, grouped
by the values of Y = 0, 1, 2, 3, 4:
Outcome LHS summand corresponding RHS summand
FFFF xxxx Q∅x4 = ()x4
FFFS xxxy Q(0)x3y = (4, 4)x3y
FFSF xxyx Q(1)x3y = (4, 3)x3y
FSFF xyxx Q(2)x3y = (4, 2)x3y
SFFF yxxx Q(3)x3y = (4, 1)x3y
FFSS xxyy Q(0,0)x2y2 = (4, 4)(3, 3)x2y2
FSFS xyxy Q(1,0)x2y2 = (4, 4)(3, 2)x2y2
SFFS yxxy Q(2,0)x2y2 = (4, 4)(3, 1)x2y2
FSSF xyyx Q(1,1)x2y2 = (4, 3)(3, 2)x2y2
SFSF yxyx Q(2,1)x2y2 = (4, 3)(3, 1)x2y2
SSFF yyxx Q(2,2)x2y2 = (4, 2)(3, 1)x2y2
FSSS xyyy Q(0,0,0)xy3 = (4, 4)(3, 3)(2, 2)xy3
SFSS yxyy Q(1,0,0)xy3 = (4, 4)(3, 3)(2, 1)xy3
SSFS yyxy Q(1,1,0)xy3 = (4, 4)(3, 2)(2, 1)xy3
SSSF yyyx Q(1,1,1)xy3 = (4, 3)(3, 2)(2, 1)xy3
SSSS yyyy Q(0,0,0,0)y4 = (4, 4)(3, 3)(2, 2)(1, 1)y4
If we consider the binomial experiment from the perspective of Corollary 2, we
have more information than in the ordinary binomial distribution, but not always
enough to uniquely identify each summand in the right member of (5) with a specific
sequence of successes and failures. (Notice, e.g., in the table below that outcomes
SFFS and FSSF both contribute a factor of q2x2y2 to the sum, and thus cannot be
distinguished at this level of refinement. To remedy this, we proposed Theorem 1.)
Once again, consider the n = 4 case in detail:
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corresponding
Y Outcome LHS summand RHS summand
0 FFFF xxxx x4
FFFS xxxy x3y
1 FFSF xxyx qx3y
FSFF xyxx q2x3y
SFFF yxxx q3x3y
FFSS xxyy x2y2
FSFS xyxy qx2y2
2 SFFS yxxy q2x2y2
FSSF xyyx q2x2y2
SFSF yxyx q3x2y2
SSFF yyxx q4x2y2
FSSS xyyy xy3
3 SFSS yxyy qxy3
SSFS yyxy q2xy3
SSSF yyyx q3xy3
4 SSSS yyyy y4
4. On the exponent of q
4.1. Interpretation of the exponent of q. An interpretation of the term qtxn−kyk
may be given as follows: consider an outcome of a binomial experiment with n tri-
als and k successes. Let sj count the number of failures that occur after the jth
success, and let
t :=
k∑
j=1
sj .
This outcome will be represented in the right member of (5) by the term qtxn−kyk.
4.2. The exponent of q as a random variable. If Sj denotes the random vari-
able that counts the number of failures after the jth success in a binomial exper-
iment with n independent Bernoulli trials and probability of success equal to p,
let
T :=
k∑
j=1
Sj .
(7) P (T = t) =
n∑
k=0
#Pk,n−k(t)(1− p)
n−kpk,
for t = 0, 1, 2, . . . , ⌊n/2⌋⌈n/2⌉; and 0, otherwise.
As an example, here is the previous table (n = 4 case of the binomial experiment)
grouped by values t of T , the exponent on q, rather than by the values of Y :
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corresponding
t Outcome LHS summand RHS summand
FFFF xxxx x4
FFFS xxxy x3y
0 FFSS xxyy x2y2
FSSS xyyy xy3
SSSS yyyy y4
FFSF xxyx qx3y
1 FSFS xyxy qx2y2
SFSS yxyy qxy3
FSFF xyxx q2x3y
2 SFFS yxxy q2x2y2
FSSF xyyx q2x2y2
SSFS yyxy q2xy3
SFFF yxxx q3x3y
3 SFSF yxyx q3x2y2
SSSF yyyx q3xy3
4 SSFF yyxx q4x2y2
Note that (7) is a pmf since clearly P (T = t) ≥ 0 for all t, and
⌊n/2⌋⌈n/2⌉∑
t=0
P (T = t) =
⌊n/2⌋⌈n/2⌉∑
t=0
n∑
k=0
#Pk,n−k(t)(1 − p)
n−kpk
=
n∑
k=0
[
n
k
]
1
(1− p)n−kpk
=
n∑
k=0
(
n
k
)
(1− p)n−kpk
= 1.
In order to prove Theorem 7 below, we will need to take certain weighted sums
of the coe¨fficients of
[
n
k
]
q
. These will be proved in the following lemmas.
Lemma 5. Let n and k be fixed nonnegative integers. Then
n∑
j=0
(
j #Pk,n−k(j)
)
=
(
n
2
)(
n− 2
k − 1
)
,
where we follow the convention that
(
n
−1
)
=
(
n
n+1
)
= 0 for all n.
Proof. Recall that #Pk,n−k(j) is given by the coe¨fficient of q
j in
[
n
k
]
q
. The desired
sum is therefore equal to
d
dq
[
n
k
]
q
∣∣∣∣∣
q=1
.
Letting
f(q) =
[
n
k
]
q
=
k∏
j=1
1− qn−k+j
1− qj
,
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and proceeding by logarithmic differentiation:
log f(q) =
k∑
j=1
{
log(1− qn−k+j)− log(1− qj)
}
,
thus
d
dq
f(q) =
[
n
k
]
q
k∑
j=1
{
jqj
1− qj
−
(n− k + j)qn−k+j−1
1− qn−k+j
}
.
To find f ′(1), put the j term over a common denominator, apply L’Hoˆpital’s
rule to find the limit as q → 1, and finally obtain
f ′(1) =
(
n
k
) k∑
j=1
n− k
2
=
(
n
k
)
(n− k)k
2
=
(
n
2
)(
n− 2
k − 1
)
.

Lemma 6. Let n and k by fixed nonnegative integers. Then
n∑
j=0
(
j2Pk,n−k(j)
)
=
(
n
k
)
k(n− k)
12
(
n+ 1 + 3k(n− k)
)
.
Proof. Here, the desired sum is equal to
d
dq
(
q
d
dq
[
n
k
]
q
)∣∣∣∣∣
q=1
.
The details of the derivation are straightforward, as in Lemma 5, but even more
tedious to do by hand; and therefore omitted. 
Theorem 7. The first two raw moments of the random variable T defined above
are given by
E(T ) =
(
n
2
)
p(1− p)
and
E(T 2) =
(
n
2
)
p(1− p)
(
2n− 1
3
+
(
n− 2
2
)
p(1− p)
)
,
and thus the variance
V (T ) =
(
n
2
)
p(1− p)
(
2n− 1
3
− p(1− p)(2n− 3)
)
.
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Proof.
E(T ) =
⌊n/2⌋⌈n/2⌉∑
t=0
t P (T = t)
=
⌊n/2⌋⌈n/2⌉∑
t=0
n∑
k=0
t#Pk,n−k(t)(1 − p)
n−kpk
=
n∑
k=0
(
n
2
)(
n− 2
k − 1
)
(1− p)n−kpk (by Lemma 5)
=
(
n
2
)
p(1− p)
n−2∑
k=1
(
n− 2
k − 1
)
(1− p)n−k−1pk−1
=
(
n
2
)
p(1− p).
E(T 2) =
⌊n/2⌋⌈n/2⌉∑
t=0
t2 P (T = t)
=
⌊n/2⌋⌈n/2⌉∑
t=0
n∑
k=0
t2#Pk,n−k(t)(1 − p)
n−kpk
=
n∑
k=0
(
n
k
)
k(n− k)
12
(
n+ 1 + 3k(n− k)
)
(1− p)n−kpk (by Lemma 6)
=
(
n
2
)
p(1 − p)
(
2n− 1
3
+
(
n− 2
2
)
p(1− p)
)
,
where the last equality follows hypergeometric summation (see, e.g. Petkovsˇek et al.,
1996).
We derive V (T ) in the usual way as E(T 2)− (E(T ))2. 
5. Conclusion
In this paper, we consider interpreting the Potter–Schu¨tzenberger non-commutative
q-binomial theorem, and a generalization thereof, as providing a refinement of the
binomial distribution. It seems plausible that other discrete probability distribu-
tions could be refined in an analogous way. This possibility will be explored in
future work.
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