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Abstract
In this article, it is proved that for any probability law µ over R with well defined expected
value and a given deterministic time t > 0, there exists a gap diffusion with the prescribed law at
the prescribed time.
The method starts by constructing a discrete time process X on a finite state space, where
Xτ has law µ, for a geometric time τ , independent of the diffusion. This argument is developed,
using a fixed point theorem, to give conditions for existence for τ an independent time with negative
binomial distribution. Reducing the time mesh gives a continuous time diffusion with prescribed law
for τ with Gamma distribution. Keeping E[τ ] = t fixed, the parameters of the Gamma distribution
are altered, giving the prescribed law for deterministic time. An approximating sequence establishes
the result for arbitrary probability measure over R.
1 Introduction
1.1 The Result and Method of Proof
In this article, it is proved that for any probability measure µ over R such that
∫
R
|x|µ(dx) < +∞,
with expectation denoted e0(µ) =
∫
R
xµ(dx), there exists a gap diffusion X in the sense of Kotani
Watanabe [10] and Knight [11], such that when X0 = e0(µ), L(Xt) = µ (where L denotes ‘law’). That
is, the probability measure µ is the law for the random variable Xt, the location of the process at a
specified fixed time t > 0. The article proves existence; no claims are made about uniqueness, although
the method of proof indicates how a solution may be approximated.
The proof proceeds in five steps:
1. Discrete time and finite state space are considered; conditions under which a suitable Markov
chain with a given distribution when stopped at an independent geometric time are established
(theorem 2.5, proved in section 3). The solution, when it exists is unique and the construction
is explicit.
2. This is then extended to establish conditions under which there exists a Markov chain with a
given distribution when stopped at an independent negative binomial time. This uses the fact
that a negative binomial variable is the sum of independent identically distributed geometric
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variables and uses a fixed point theorem (theorem 2.6, proved in section 4). The extension from
geometric to negative binomial times, proved in section 4, is the crux of the article.
3. The independent time τ ∼ NB(r, a) has expectation E[τ ] = ra(1−a) . Let (X
(a)
n )n≥0 denote the
discrete time chain such that X
(a)
τ has the prescribed terminal distribution. A piecewise constant
process (Y
(a,δ)
t )t≥0 is constructed, where Y
(a,δ)
nδ = X
(a)
n . Let T = τδ, then Y
(a,δ)
T has the prescribed
distribution. The parameter a ↑ 1 and δ is chosen such that raδ(1−a) = t. It follows that E[T ] = t
and V(T ) = t2
(
1
r +
δ
t
) δ→0
−→ t
2
r
r→+∞
−→ 0. For fixed r, as δ → 0, the distribution of T converges
to a Γ(r, tr ) distribution, while Y
(a,δ) converges to a continuous time Markov process Y˜ (r) on
the discrete state space, with the prescribed terminal distribution at the independent gamma
distributed time T (theorem 2.7, proved in subsection 5.1).
4. The limit r → +∞ is now taken; T converges to t in probability, while Y˜ (r) converges to a
continuous time Markov process on a discrete state space with the prescribed terminal distribution
at time t. (theorem 2.8, proved in subsection 5.2).
5. Finally, arbitrary state space is considered. The target measure µ is approximated by a sequence
of atomised measures µ(n), where the size of each atom is either approximately the size of the
atom of µ at that point, or approximately 12n if µ has no atom at that site. The sites of the atoms
define a finite state space and the previous arguments show existence of a gap diffusion Y (n) with
marginal distribution µ(n) at a prescribed time t > 0. An example shows how continuous time
Markov chains on finite state space can be described in the language of gap diffusions. Large n is
considered and, by taking subsequences, it is shown that there exists a string measure m∗ and a
corresponding gap diffusion process, which has marginal distribution µ = limn→+∞ µ
(n) at time
t > 0. This is the content of theorem 2.9, which is proved in sections 6 and 7, the first of these
to set up the background from Kre˘in strings, the second of these to prove the result.
1.2 Background
The problem of constructing a gap diffusion with a given law with compact support at an independent
exponential time has been discussed fully by Cox, Hobson and Obłój in [2]. The problem of constructing
a martingale diffusion that has law µ at a fixed time t has been solved by Jiang and Tao in [8] under
certain smoothness assumptions.
Recently, Martin Forde in [7] extended the work of Cox, Hobson and Obłój [2] to provide a process
with prescribed joint law for the process at an independent exponential time τ and its supremum over
the time interval [0, τ ]. The approach taken by Forde uses the correspondence between the resolvent and
the distribution of the process stopped at an exponential time. The argument requires the probability
measure to have a strictly positive density f on the region R = {(y, b) ∈ R2|y ≤ b, x0 ≤ b < +∞}
where y denotes the process value at the exponential time and b the value of the supremum over
the time interval and x0 =
∫
R yf(y, b)dydb. The argument is involved, but it should be possible to
a) consider the analagous discrete time processes on finite state space stopped at geometric times,
b) reduce the time discretisation to obtain continuous time process on finite state space stopped at
exponential times (and thus relax the condition on the density being strictly positive), c) apply a
similar fixed point theorem described here to extend the result to negative binomial times for discrete
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time steps and gamma times for a continuous time and d) hence take a limit to obtain an existence
result for deterministic times on arbitrary state space. The approximating procedure to obtain the
general result should be possible. This is a large agenda and the argument by Forde is already involved,
but the key ingredients and the role of the resolvent in the proof make the agenda outlined above look
possible.
Since writing this article, the author was made aware (on 19th May 2011) of a work dated 9th May
2011 submitted, but unpublished at the time of writing, by Ekström, Hobson, Janson and Tysk [6],
that solves the problem in a different way. The article [6] also approximates the target distribution
by atomic measures, but appeals to general results from algebraic topology to conclude existence of a
limit.
In [14], Monroe constructs a general symmetric stable process with a prescribed marginal at a fixed
time, but does not require that the resulting process has the martingale property.
It is hoped that the method presented here, although it only proves existence, may provide the
basis of a construction in cases of interest. The key to existence is showing that there exists a point
that satisfies a system of polynomial equations and there are reasonably efficient numerical methods
available for locating solutions to such systems of equations when they are known to exist. The
discussion in the conclusion indicates the further work necessary if this is to be developed into a
computationally efficient method.
1.3 Motivation
The subject of strong Markov processes generated by Krein-Feller generalised second order differential
operators is of great interest in its own right. More specifically, the inverse problem, of computing a
string m to give a solution f to the parabolic equation ∂f∂t =
∂2f
∂m∂x with prescribed initial condition at
t = 0 and prescribed behaviour at t = T > 0 is a long standing problem, of interest in mathematical
physics.
In recent years, the interest in the problem has been strongly renewed by applications to the field
of modelling financial markets. Since this is the current driving force for this problem in the applied
literature, the financial motivation will be discussed here.
The general motivating problem within finance is that of automating the pricing and risk manage-
ment of derivative securities. More specifically, it is the problem of pricing a wide of European style
options given the current market price of the underlying asset and market option quotes of European
call options at a range of strikes K for a term t or, more generally, several terms. Here the problem of
providing a process that meets a single smile is discussed, but the method could be extended relatively
easily to provide a piecewise time homogeneous process that meets given smiles at terms t1, . . . , tm.
The problem of constructing a process to facilitate option pricing is discussed by Peter Carr in [3], who
develops a suitable model, known as the local variance gamma model. This is a problem of practical
importance; from listed option prices, the problem of inferring option prices at non-listed strikes and
terms arises both on exchanges and with over-the-counter transactions. The problem of determining
the appropriate inputs for a model so that the output is consistent with a specified set of market prices
is known as calibration.
One of the simplest examples of a calibration procedure is the computation of the implied volatility
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from the Black Scholes formula. From a single option price, the volatility input for the Black Scholes
model is computed, so that pricing is consistent with the given market price. When several prices
are given, each with a different maturity, the instantaneous volatility can be considered as a piecewise
constant function of time, which jumps at each option maturity. When different strikes each with the
same maturity are considered, the implied volatility smile makes it difficult to extend the Black Scholes
model in a straightforward way to deal with the set of information.
Several ways have been suggested to deal with the fact that the implied volatility at a single
term is not constant as a function of the strike price and there are many ways to construct a model
that is consistent with a given set of arbitrage free market option prices. One approach is found in
Rubinstein [16], which presents a discrete time model, where the price process is a Markov process on
a binomial lattice. A continuous time and state version of Rubinstein’s model can be found in Carr
and Madan [4]. Madan and Yor [13] give an alternative way to construct a martingale diffusion that
is consistent with a volatility smile.
The approach of Peter Carr in [3] is essentially different; the resulting risk neutral process for
the price of an asset underlying a set of European options designed to meet a single smile is a time
homogeneous process, which is not a diffusion. It is based on a driftless time homogeneous diffusion,
which is run on an independent gamma clock. That is, if X denotes the driftless time homogeneous
diffusion, then the stock price process S is given by Sr = XΓr where Γ is an independent gamma
subordinator. A subordinator is a one dimensional Lévy process which is increasing almost surely; for
a gamma subordinator, the Lévy process is a gamma process. The gamma clock is normalised so that
Γt has an exponential distribution, where t is the maturity of the options whose prices are given or
observed.
This article considers the situation where, for a single fixed term t, the European call option, or
put option, prices are listed over the whole range of strikes K and shows existence of a risk neutral
measure under which the stock price process evolves according to a martingale diffusion where the
distribution at time t is that defined by the data.
2 Definitions and Results
2.1 Markov martingale random walks and gap diffusions
The following processes will be used in the article.
Definition 2.1 (Discrete time Markov martingale random walk on a finite state space). A discrete
time Markov martingale random walk (henceforth referred to as a DMRW) on a finite state space
S = {i1, . . . , iM} ⊂ R with i1 < i2 < . . . < iM is a martingale that is a time homogeneous Markov
process with a one step transition function P with entries Pj,k = P(Xt+1 = ik|Xt = ij) that satisfy the
following conditions: there is a q = (q1, . . . , qM ) ∈ {0} × [0, 1]
M−2 × {0} (taken as a row vector), that
is q1 = qM = 0, such that
1.
Pj,j = 1− qj, 0 ≤ qj ≤ 1 j ∈ {1, . . . ,M}
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2. For each j ∈ {2, . . . ,M − 1},
Pj,j−1 = qj
ij+1 − ij
ij+1 − ij−1
, Pj,j+1 = qj
ij − ij−1
ij+1 − ij−1
.
3. If k 6∈ {j − 1, j, j + 1}, then Pj,k = 0.
4. For each j ∈ {2, . . . ,M} and each y ∈ (ij−1, ij),
P(X0+ = ij |X0 = y) =
y − ij−1
ij − ij−1
P(X0+ = ij−1|X0 = y) =
ij − y
ij − ij−1
.
That is, if the initial value y of the process is not in S, then the process immediately jumps
(at time 0) to the value max{x ∈ S|x < y} or the value min{x ∈ S|x > y}, with probabilities
determined to ensure that the process is a martingale.
Notation The following notation will be used:
αj,j+1 =
ij − ij−1
ij+1 − ij−1
αj,j−1 =
ij+1 − ij
ij+1 − ij−1
αj,k = 0 k 6= j ± 1 (1)
Note that for each j ∈ {1, . . . ,M},
∑M
k=1 Pjk = 1.
This is a random walk with state space S whose transitions are only to nearest neighbours in S.
Definition 2.2 (Continuous time Markov martingale random walk on a finite state space). A con-
tinuous time martingale random walk(henceforth referred to as a CMRW) on a finite state space
S = {i1, . . . , iM} ⊂ R with i1 < . . . < iM is a martingale that is a time homogeneous Markov chain
that satisfies the following: there exists a λ = (λ1, . . . , λM ) ∈ {0}×R
M−2
+ ×{0} (taken as a row vector
with λ1 = λM = 0) such that
1.
P(Xs+r = ij ∀ 0 ≤ r ≤ t | Xs = ij) = e
−λjt ∀t ≥ 0 j = 1, . . . ,M
2. {
limh→0
1
hP(Xt+h = ij+1|Xt = ij) =
ij−ij−1
ij+1−ij−1
λj
limh→0
1
hP(Xt+h = ij−1|Xt = ij) =
ij+1−ij
ij+1−ij−1
λj ∀j = 2, . . . ,M − 1
3. For each j ∈ {2, . . . ,M} and each y ∈ (ij−1, ij),
P(X0+ = ij |X0 = y) =
y − ij−1
ij − ij−1
P(X0+ = ij−1|X0 = y) =
ij − y
ij − ij−1
.
Notations The following notation will be used throughout:
1. B denotes the σ algebra of Borel sets.
2. For a measure ν, defined over B(R), or the Borel sets of a subset of R, an atom at a point x ∈ R
is denoted by ν({x}), where {x} denotes the set containing the single point x ∈ R.
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Definition 2.3 (Continuous time gap diffusion on a continuous state space). Let W (., x) denote a
standard Wiener process, with initial condition W (0, x) = x. Let {φ(x)(t, z) : t ≥ 0, z ∈ R} denote
the local time of W (., x) Recall, for example, Revuz and Yor [15] chapter 6) that φ(x)(., .) is jointly
continuous and that
∫ s
0 1A(W (r, x))dr = 2
∫
A φ
(x)(s, z)dz for every A ⊆ B(R).
Let m∗ denote a measure over R, such that for two points L0 < L1, possibly L0 = −∞ and possibly
L1 = +∞, m
∗((a, b)) < +∞ for all L0 ≤ a ≤ b ≤ L1, −∞ < a < b < +∞, m
∗({L0}) = m
∗({L1}) =
+∞, m∗((−∞, L0)) = m
∗((L1,+∞)) = 0.
Let T (x, s) =
∫
R
φ(x)(s, z)m∗(dz) and let T−1(x, s) denote the inverse function of s 7→ T (x, s). Let
X(s, x) = W (T−1(x, s), x). (2)
Then X defines a strong Markov process on [L0, L1] such that P(Xt+s = L0|Xt = L0) for all t ≥ 0 and
all s ≥ 0 and P(Xt+s = L1|Xt = L1) = 1 for all t ≥ 0 and all s ≥ 0.
The process thus defined is the gap diffusion associated with m∗.
The definition is found in Kotani and Watanabe [10] page 245. The terminology gap diffusion to
describe such a process was first introduced by F. Knight. At approximately the same time, S. Kotani
and S. Watanabe introduced the terminology generalised diffusion to discuss the same type of process.
The reader is referred to F. Knight [11] and S.Kotani and S. Watanabe [10] for details.
Kotani and Watanabe in [10] develop the characteristic function, various properties and use it to
study properties of generalised diffusions. Knight in [11] considers the local time of the gap diffusion
and characterises the set of Lévy processes that can be obtained by varying the speed measure m∗.
2.2 Results
This subsection describes the main results for proving existence of processes with prescribed terminal
behaviour. Conditions under which a DMRW (definition 2.1) may be constructed, with prescribed
distribution when the process is stopped at an independent geometric distribution are given. The
construction is shown and the solution, when it exists, is unique. This is the content of theorem 2.5.
The quantity F defined in definition 2.4 appears in the explicit formula for the parameters q for the
DMRW with required terminal distribution at an independent geometric time given by equation (6).
When q ∈ {0}× [0, 1]M−2×{0}, equation (6) provides the unique solution to the problem; if not, then
there is no solution.
Next, the result is extended to show conditions guaranteeing existence of a DMRW with prescribed
behaviour when stopped at an independent negative binomial time. This is the content of theorem 2.6.
This is used to show that there exists a CMRW (definition 2.2) with prescribed behaviour when stopped
at an independent time with Gamma distribution. This is the subject of theorem 2.7. By taking an
appropriate limit, so that the coefficient of variation goes to zero, a CMRW with prescribed behaviour
at a deterministic time is obtained. This is the subject of theorem 2.8. By considering the cumulative
distribution function in the general case as the limit of cumulative distribution functions of variables
with finite state space, the general result, existence of a gap diffusion with a prescribed law at a fixed
time is obtained.
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Definition 2.4. Let p = (p1, . . . , pM ) (taken as a row vector) be a probability mass function, that is
pj ≥ 0 for each j ∈ {1, . . . ,M} and
∑M
j=1 pj = 1. Let S = {i1, . . . , iM} ⊂ R, i1 < . . . < iM be the
support of the probability mass function and e0(p), or simply e0 when it is clear which expectation is
meant, denote its expected value;
e0(p) = e0 =
M∑
j=1
ijpj .
Let l denote the coefficient such that il−1 < e0 ≤ il. Set
L(p, j) =

(ij+1−ij−1)
(ij+1−ij)(ij−ij−1)
(∑j−1
k=1(ij − ik)pk
)
2 ≤ j ≤ l − 1
(ij+1−ij−1)
(ij+1−ij)(ij−ij−1)
(∑M
k=j+1(ik − ij)pk
)
l ≤ j ≤M − 1
0 j = 1 or M
(3)
and
F(p, j) =
{
L(p,j)
pj
j ∈ {1, . . . ,M} when L(p, j) > 0
0 j ∈ {1, . . . ,M} when L(p, j) = 0
(4)
Notation Throughout, e0 will be used to denote the expected value of a probability distribution. If
p = (p1, . . . , pM ) represents a probability mass function over a finite set {i1, . . . , iM}, then the notation
e0 or e0(p) will be used to denote e0(p) =
∑M
j=1 ijpj. If µ is a probability measure over R with a well
defined expected value, then the notation e0 or e0(µ) will be used to denote e0(µ) =
∫
xµ(dx).
The following theorem is a discrete version of the first approach to the problem of finding a process with
prescribed terminal distribution at an exponential time by Cox, Hobson and Obłój [2]. Exponential
time is replaced by geometric time, which is its discrete analogue, and the argument is similar to the
use of the resolvent in [2]. In the discrete setting, the argument is similar and boils down to showing
that there exists a solution to a system of linear equations. Exploiting the idea that a diffusion at an
exponential time could be computed explicitly by considering the resolvent (the approach presented
below for geometric times) appeared earlier, in Peter Carr [3].
Theorem 2.5 (DMRW process at geometric time). Let τ denote a random time with probability
function
pτ (k) = P(τ = k) =
{
(1− a)ak k = 0, 1, 2, . . .
0 otherwise
That is τ ∼ Ge(a) (geometric distribution with parameter a). Let p = (p1, . . . , pM ) be a probability
mass function, satisfying minj∈{1,...,M} pj > 0. Let S = {i1, . . . , iM} ⊂ R, i1 < . . . < iM and suppose
that p, taken as a probability mass function over S has expected value e0 = e0(p) =
∑M
j=1 ijpj . Let
F be defined by equation (4). Then there is a DMRW X (definition 2.1) with state space S and one
step transition matrix P as in the definition, where τ is independent of X, such that for l satisfying
il−1 < e0 ≤ il, il−1, il ∈ S,
e0 − il−1
il − il−1
P(Xτ = ij |X0 = il) +
il − e0
il − il−1
P(Xτ = ij |X0 = il−1) = pj
if and only if
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max
k∈{1,...,M}
(
1
a
− 1
)
F(p, k) ≤ 1. (5)
The components of vector q are given by{
qj =
(
1
a − 1
)
F(p, j) j ∈ {2, . . . ,M − 1}
q1 = qM = 0.
(6)
Proof of theorem 2.5 This is the subject of section 3.
This is then extended, using a fixed point theorem (theorem 4.5), to negative binomial times. A
negative binomial time may be regarded as the sum of independent identically distributed geometric
times. For a NB(r, a) time (negative binomial, sum of r independent geometric times, each with
parameter a), this boils down to showing that there is a solution to a system of polynomial equations,
each of degree r. The fixed point theorem is required to give conditions under which there exists a
solution.
Theorem 2.6 (DMRW process at negative binomial time). Let S = {i1, . . . , iM} ⊂ R. Let p =
(p1, . . . , pM ) be a probability mass function satisfying minj∈{1,...,M} pj > 0. Suppose that p is a proba-
bility mass function over S, with expected value e0 = e0(p) =
∑M
j=1 ijpj. Let τ be a random time with
probability function
pτ (k) = P(τ = k) =

(
r + k − 1
r − 1
)
(1− a)rak k = 0, 1, 2, . . .
0 otherwise
(7)
That is, τ ∼ NB(r, a) (negative binomial with parameters r and a). Let q1 = qM = 0. Then there
exists an a0 ∈ [0, 1) such that for each a ∈ [a0, 1) there exists a q = (q1, . . . , qM ) ∈ {0}×(0, 1]
M−2×{0}
such that P (q) defined in definition 2.1 is the one step transition matrix for a Markov chain X with
state space S, independent of τ , such that
P(Xτ = ij |X0 = e0) = pj j = 1, . . . ,M.
Proof of theorem 2.6 The fixed point theorem to enable the result of theorem 2.5 to negative
binomial times, and the proof of theorem 2.6 are the subject of section 4.
Aside Note that
E[τ ] =
ar
1− a
= µ V(τ) =
ar
(1− a)2
= µ2
(
1
r
+
1
µ
)
where µ is used to denote E[τ ] and V denotes variance. The idea is to consider time steps of length δ,
where δ → 0, with a terminal time T = δτ , E[T ] = t. Then
E[T ] = t, V(T ) = t2
(
1
r
+
δ
t
)
δ→0
−→
t2
r
r→+∞
−→ 0.
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The result of theorem 2.6 may therefore be extended to show existence of a CMRW (definition 2.2) with
a prescribed distribution at a deterministic time t > 0. Formalising the argument outlined above is the
subject of theorems 2.7 and 2.8; theorem 2.7 gives existence of a CMRW with prescribed distribution
at an independent gamma time, while theorem 2.8 alters the parameters, keeping the expected value
fixed, to obtain a CMRW with a prescribed distribution at a deterministic time t > 0.
Theorem 2.7 (CMRW process at gamma time). Let S = {i1, . . . , iM} ⊂ R and let p = (p1, . . . pM)
(taken as a row vector) be a probability mass function over S, where minj∈{1,...,M} pj > 0. That is,∑M
j=1 pj = 1 and zero probability is assigned to x 6∈ S. Let e0 = e0(p) =
∑M
j=1 ijpj. Let τ be a random
time with probability density function
fτ (x) =
1
Γ(r)
(r
t
)r
xr−1e−rx/t x ≥ 0.
That is, τ ∼ Γ(r, tr ), gamma distribution with parameters r and
t
r where Γ denotes the Euler Gamma
function, which for integer r ≥ 1 is Γ(r) = (r − 1)!. For any integer r ≥ 1 and any t > 0, t ∈ R+,
there exists a CMRW process X on S satisfying definition 2.2 such that
P(Xτ = ij |X0 = e0) = pj j = 1, . . . ,M.
Proof of theorem 2.7 This is the subject of subsection 5.1.
Theorem 2.8 (CMRW process at a fixed time). Let S = {i1, . . . , iM} ⊂ R and let p = (p1, . . . pM)
(taken as a row vector) be a probability mass function satisfying minj∈{1,...,M} pj > 0. Suppose p is a
probability mass function over S and let e0 = e0(p) =
∑M
j=1 ijpj denote its expected value. For any
specified t > 0, there exists a CMRW process X with state space S satisfying definition 2.2 such that
P(Xt = ij |X0 = e0) = pj j = 1, . . . ,M.
Proof of theorem 2.8 This is the subject of subsection 5.2.
The final, and largest step is to take a limit and go from atomised probability measures with finite
numbers of atoms to arbitrary probability measures over R. This is the subject of theorem 2.9. The
proof of this theorem requires section 6 as preparatory material and section 7 to prove the convergence.
While the steps are routine, a substantial quantity of analysis is necessary to take the limit. Lemma 7.1
of section 7 uses the characterisation of Markov processes in terms of a time changed Wiener process,
where the time change is given in terms of the local time and the string measure to show that if the
strings converge appropriately, then the processes converge in a suitable sense. The task is therefore
to prove that, given a suitable approximating sequence of atomised measures approximating the target
measure, there is a convergent subsequence of strings with a well defined limit. Convergence is then
considered in two parts; firstly, convergence of part of the strings to a measure that is absolutely
continuous and convergence to the atomic part, corresponding to the atoms in the target measure.
Theorem 2.9 (Gap Diffusion). For any probability distribution function µ defined on R such that∫∞
−∞ |x|µ(dx) < +∞, let e0 =
∫∞
−∞ xµ(dx) denote its expectation. Let t be a fixed time t > 0. Then
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there exists a string measure m∗ over R such that d
2
dm∗dx is the infinitesimal generator of a gap diffusion
X where
P(Xt ≤ x|X0 = e0) = µ((−∞, x]) ∀x ∈ (−∞,+∞).
Proof of theorem 2.9 This is the subject of section 6 to define the machinery and section 7 to
prove the convergence.
3 Proof of theorem 2.5
This section is devoted to the proof of theorem 2.5, giving conditions under which there exists a DMRW
(definition 2.1) with a given distribution at an independent geometric time, together with an explicit
formula. The explicit formula is of crucial importance in the proof of theorem 2.6 where the existence
result is extended to negative binomial times.
Firstly, if τ ∼ Ge(a) (Geometric with paramter a) independent of X, then
P(Xτ = ik|X0 = ij) =
∞∑
m=0
P(Xm = ik|X0 = ij)P(τ = m) = (1−a)
∞∑
m=0
(aP )mj,k = (1−a)(I −aP (q))
−1
jk ,
where (aP )m = amPm and Pm is taken in the sense of multiplication of matrices, so that if the process
has initial distribution v at time 0+ and terminal distribution p at time τ , then p = (1 − a)v(I −
aP (q))−1.
The central part of the proof of theorem 2.5 is lemma 3.1. Lemma 3.1 gives an explicit computation
for the parameters q such that p(I−aP (q)) = (1−a)v for a specified measure p and a vector v specifying
the probability distribution at time 0+; if e0(p) 6∈ S, the process jumps into space S at time 0 according
to the rules described in definition 2.1, which gives the vector v. The system of equations is linear and
has an explicit solution. The proof of theorem 2.5 is then a simple corollary.
The quantity F of equation (4) definition 2.4 is of crucial importance in the whole construction; it
turns out (lemma 3.1) that it is the explicit formula for the parameters q for the DMRW with required
terminal distribution at an independent geometric time given by equation (6).
Lemma 3.1. Let p = (p1, . . . , pM ) denote a row vector such that minj pj > 0 and
∑M
k=1 pj = 1. Let L
and F be defined as in definition 2.4, αj,k by equation (1). Let e0 = e0(p) =
∑M
j=1 ijpj . Then there is
a unique row vector q = (q1, . . . , qM ) ∈ {0} × R
M−2
+ × {0} and matrix P (q) defined by
Pj,j(q) = 1− qj j = 1, . . . ,M
Pj,j−1(q) = αj,j−1qj, j = 2, . . . ,M
Pj,j+1(q) = αj,j+1qj j = 1, . . . ,M − 1
Pj,k = 0 k 6∈ {j − 1, j, j + 1} (j, k) ∈ {1, . . . ,M}
2
(8)
such that for each a ∈ (0, 1), if il−1 < e0 ≤ il, then P satisfies
(p(I − aP (q)))j =

0 j 6= l − 1, l
e0−il−1
il−il−1
(1− a) j = l
il−e0
il−il−1
(1− a) j = l − 1.
(9)
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The parameters q = (q1, . . . , qM ) satisfy
qj =
(
1
a
− 1
)
F(p, j) j ∈ {1, . . . ,M}. (10)
Proof of lemma 3.1 From the definition of P (q) in equation (8), equation (9) may be written as
pM = (1 − a)v (11)
where 
Mjj = 1− a+ aqj j = 1, . . . ,M
Mj,j+1 = −aqjαj,j+1 j = 1, . . . ,M − 1
Mj,j−1 = −aqjαj,j−1 j = 2, . . . ,M
Mj,k = 0 k 6∈ {j − 1, j, j + 1}
(12)
and
vj =

0 j 6= l − 1, l
e0−il−1
il−il−1
j = l
il−e0
il−il−1
j = l − 1.
Equation (11) gives a linear system of M equations and M − 2 unknowns (q2, . . . , qM−1), but∑
j
(p(I − aP (q))j =
∑
jk
pk(I − aP (q))kj =
∑
k
pk(1− a+ aqk − aqkαk,k−1 − aqkαk,k+1) = (1− a),
while
∑
j vj = 1. Furthermore,
∑
j
ij(p(I − aP (q))j
=
∑
jk
ijpk(I − aP )kj =
∑
k
pk(ik(1− a) + aikqk − ik−1aqkαk,k−1 − aik+1qkαk,k+1)
= (1− a)
∑
k
ikpk + a
M−1∑
k=2
pkqk
(
1− ik−1
ik+1 − ik
ik+1 − ik−1
− ik+1
ik − ik−1
ik+1 − ik−1
)
= (1− a)e0
while ∑
j
ijvj = il
e0 − il−1
il − il−1
+ il−1
il − e0
il − il−1
= e0.
It follows that there are at most M − 2 linearly independent equations with M − 2 unknowns and
hence at most one solution. It is now shown that qj : j = 2, . . . ,M − 1 given by equation (10) provides
a solution.
Consider q1 = qM = 0 and q2, . . . , qM−1 defined by equation (10). For 3 ≤ j ≤ l − 2,
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∑
k
pk(I − aP (q))kj
= (1− a)pj + (1− a)L(p, j)− (1− a)L(p, j − 1) − (1− a)L(p, j + 1)
= pj(1− a) + (1− a)
(ij+1 − ij−1)
(ij+1 − ij)(ij − ij−1)
j−1∑
k=1
(ij − ik)pk
−(1− a)
1
ij − ij−1
j−2∑
k=1
(ij−1 − ik)pk − (1− a)
1
ij+1 − ij
j∑
k=1
(ij+1 − ik)pk
= (1− a)
j−2∑
k=1
{
(ij+1 − ij−1)(ij − ik)
(ij+1 − ij)(ij − ij−1)
−
ij−1 − ik
ij − ij−1
−
ij+1 − ik
ij+1 − ij
}
pk
+(1− a)
{
(ij+1 − ij−1)(ij − ij−1)
(ij+1 − ij)(ij − ij−1)
−
ij+1 − ij−1
ij+1 − ij
}
pj−1
= 0.
For 2 = j ≤ l − 2,
∑
k
pk(I − aP )k2 = (1− a)p2 + (1− a)L(p, 2)− (1− a)L(p, 3)
= p2(1− a) + (1− a)
(i3 − i1)
(i3 − i2)(i2 − i1)
(i2 − i1)p1 − (1− a)
1
i3 − i2
2∑
k=1
(i3 − ik)pk
= (1− a)
{
(i3 − i1)(i2 − i1)
(i3 − i2)(i2 − i1)
−
i3 − i1
i3 − i2
}
p1 = 0.
For l + 1 ≤ j ≤M − 2,
∑
k
pk(I − aP )kj
= (1− a)pj + (1− a)L(p, j) − (1− a)L(p, j − 1)− (1− a)L(p, j + 1)
= pj(1− a) + (1− a)
(ij+1 − ij−1)
(ij+1 − ij)(ij − ij−1)
M∑
k=j+1
(ik − ij)pk
−(1− a)
1
ij − ij−1
M∑
k=j
(ik − ij−1)pk − (1− a)
1
ij+1 − ij
M∑
k=j+2
(ik − ij+1)pk
= (1− a)
M∑
k=j+2
{
(ij+1 − ij−1)(ik − ij)
(ij+1 − ij)(ij − ij−1)
−
ik − ij−1
ij − ij−1
−
ik − ij+1
ij+1 − ij
}
pk
+(1− a)
{
(ij+1 − ij−1)(ij+1 − ij)
(ij+1 − ij)(ij − ij−1)
−
ij+1 − ij−1
ij − ij−1
}
pj+1
= 0.
For M − 1 = j ≥ l + 1,
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∑
k
pk(I − aP )k,M−1 = (1− a)pM−1 + (1− a)L(p,M − 1)− (1− a)L(p,M − 2)
= pM−1(1− a) + (1− a)
(iM − iM−2)(iM − iM−1)
(iM−1 − iM−2)(iM − iM−1)
pM
−(1− a)
1
iM−1 − iM−2
M∑
k=M−1
(ik − iM−2)pk
= (1− a)
{
(iM − iM−2)(iM − iM−1)
(iM − iM−1)(iM−1 − iM−2)
−
iM − iM−2
iM−1 − iM−2
}
pM = 0.
For j = l−1,
∑M
k=1 ikpk = e0 gives
∑M
k=l+1 ikpk = e0−
∑l
k=1 ikpk and
∑M
k=1 pk = 1 gives
∑M
k=l+1 pk =
1−
∑l
k=1 pk. Using this,
∑
k
pk(I − aP )k,l−1
= (1− a)pl−1 + aql−1pl−1 − aql−2pl−2αl−2,l−1 − aqlplαl,l−1
= (1− a)
{
pl−1 +
(il − il−2)
(il − il−1)(il−1 − il−2)
l−2∑
k=1
(il−1 − ik)pk
−
1
il−1 − il−2
l−3∑
k=1
(il−2 − ik)pk
−
1
il − il−1
(
e0 −
l∑
k=1
ikpk − il + il
l∑
k=1
pk
)}
= (1− a)
{
il − e0
il − il−1
+
il − il
il − il−1
pl +
(
1 +
(il+1 − il)(il−1 − il)
(il+1 − il)(il − il−1)
)
pl−1
+pl−2
(
il − il−2
il − il−1
−
il − il−2
il − il−1
)
+
l−3∑
k=1
pk
(
(il − il−2)(il−1 − ik)
(il − il−1)(il−1 − il−2)
−
il−2 − ik
(il−1 − il−2)
−
il − ik
il − il−1
)}
= (1− a)
{
il − e0
il − il−2
}
as required. The computation giving
∑
k
pk(I − aP )kl = (1− a)
{
e0 − il−1
il − il−1
}
is similar. Lemma 3.1 follows.
Proof of theorem 2.5 Let q = (q1, . . . qM) ∈ {0} × (0, 1]
M−2 × {0} and let P (q) be the matrix
defined according to definition 2.1. Let X denote the discrete time Markov chain with one step
transition matrix given by P (q) and transitions defined in definition 2.1 and let τ denote a random
time, independent of X, with probability function
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p(τ = k) = ak(1− a) k = 0, 1, 2, . . .
Let P denote expectation with respect to both the random walk and the independent time τ . Then
the matrix P (q) provides a solution if and only if for each j ∈ {1, . . . ,M}
pj = P(Xτ = ij |X0 = e0) (13)
=
e0 − il−1
il − il−1
(1− a)
∞∑
k=0
((aP )k)lj +
il − e0
il − il−1
(1− a)
∞∑
k=0
((aP )k)l−1,j il−1 < e0 ≤ il
where (aP )k = akP k and, with P k, multiplication is in the sense of matrix multiplication. Set
G(q) =
∞∑
k=0
(aP (q))k, (14)
then G(q) is well defined for a ∈ (0, 1) and satisfies
G(I − aP ) = (I − aP )G = I. (15)
Therefore q provides a solution if and only if G(q) satisfies
pj =
e0 − il−1
il − il−1
(1− a)Glj(q) +
il − e0
il − il−1
(1− a)Gl−1,j(q) j = 1, . . . ,M il−1 < e0 ≤ il (16)
It follows that q ∈ {0} × (0, 1]M−2 × {0} provides a solution if and only if
M∑
k=1
pk(I − aP (q))k,j =

e0−il−1
il−il−1
(1− a) j = l
il−e0
il−il−1
(1− a) j = l − 1
0 j 6= l − 1 or l
if il−1 < e0 ≤ il, il−1, il ∈ S. By lemma 3.1, this system of equations has a unique solution, given by
equation (6). The unique solution satisfies q ∈ {0}× (0, 1]M−2×{0} if and only if inequality (5) holds.
The proof is complete.
4 The fixed point theorem and proof of theorem 2.6
In this section, theorem 2.6 is proved, establishing conditions under which there exists a DMRW
(definition 2.1) which, stopped at an independent negative binomial time, has a specified probability
distribution.
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Description Central to the proof is that a negative binomial variable τ ∼ NB(r, a) is the sum of r
independent geometric variables, each with parameter a. If τ ∼ NB(r, a), then
P(Xτ = ik|X0 = ij) =
∞∑
n=0
P(Xn = ik|X0 = ij)P(τ = n)
=
∞∑
n=0
(Pn(q))jk
(
n+ r − 1
n
)
an(1− a)r
= (1− a)r
∞∑
n=0
(
n+ r − 1
n
)
(aPn(q))jk
= (1− a)r(I − aP (q))−rjk
where Pn is taken in the sense of matrix multiplication of the one step transition matrices. It follows
that if v is the distribution of X0+ and p is the target distribution, then
p = (1− a)rv(I − aP (q))−r.
If the process is started from point e0 and e0 6∈ S, definition 2.1 describes the rules for the first jump
at time 0; v gives the distribution at time 0+. The system p(I − aP (q))r = (1 − a)rv is a system of
degree r polynomial equations; existence of solution is not straightfoward, let alone uniqueness, or any
explicit expression for the solution. This article limits itself to existence. Existence of an a0 < 1 such
that for all a ∈ [a0, 1) there exists a suitable q is established as follows. The equation can be expressed
as (1 − a)−(r−1)p(I − aP (q))r−1 = (1 − a)v(I − aP (q))−1. In order to use theorem 2.5, it has to be
shown that (1−a)−(r−1)
∑
j(p(I−aP (q))
r−1)j = 1 and (1−a)
−(r−1)
∑
j ij(p(I −aP (q))
r−1)j = e0(p).
This is the subject of lemma 4.1. Once this is established, it then follows, by theorem 2.5, that any
solution q satisfies{
qj =
(
1
a − 1
)
F
(
(1− a)−(r−1)p(I − aP (q))r−1, j
)
j ∈ {2, . . . ,M − 1}
0 j = 1,M
Existence of a range [a0, 1) such that for any a ∈ [a0, 1) there exists a solution q is now essentially a
fixed point theorem. Let λ =
(
a
1−a
)
q. Then (1 − a)−1(I − aP (q)) = N(λ) where the matrix N is
defined below. It follows that solutions satisfy λ = F(pN r−1(λ)) and theorem 4.5, gives existence of
λ ∈ {0} ×RM−2 × {0} that satisfies this equation, together with existence of a positive lower bound
and finite upper bound for the components of the fixed point. It follows that q =
(
1
a − 1
)
λ provides a
solution for a ∈ [a0, 1) where a0 satisfies
(
1
a0
− 1
)
maxj λj = 1, so that q ∈ {0} × [0, 1]
M−2 × {0}.
Lemmas 4.2 and 4.3 are technical lemmas used in the proof of theorem 4.5. Lemma 4.2, by finding
a probabilistic expression for the entries of the matrix N−(r−1) (defined below) that appears in the
proof of theorem 4.5, proves that the entries are non negative and that the rows sum to 1. Lemma 4.3
shows that for any p ≥ 1, the rows of Np sum to 1. Lemma 4.4 deals with the columns of N−p for
p ≥ 1, showing that they tend to zero if the corresponding component of λ goes to infinity.
Let h(p, λ) = pN r−1(λ), the notation used below. To construct a fixed point theorem, firstly the
function h has to be modified to form a function h˜
(ǫ)
where the entries are bounded from above and
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below to ensure existence of a fixed point for the modified problem. The difficulty is with letting ǫ→ 0
and showing that the components of λ(ǫ) are bounded from above and also bounded from below by
a constant strictly greater than 0, so that any limit point is a solution to the fixed point problem.
Lemmas 4.2, 4.3 and 4.4 play an integral part in this, their roles are described more fully below.
Notations For λ ∈ {0} × RM−2+ × {0}, define the M ×M matrix N(λ) by
Nj,j = 1 + λj j = 1, . . . ,M
Nj,j+1 = −λjαj,j+1 j = 1, . . . ,M − 1
Nj,j−1 = −λjαj,j−1 j = 2, . . . ,M
Nj,k = 0 otherwise.
(17)
where αj,k is defined in equation (1). For an M -row vector b ∈ R
M and λ ∈ {0} ×RM−2+ ×{0}, define
h = (h1, . . . , hM ) by
h(b, λ) = bN r−1(λ) (18)
Let P (q) be defined as in equation (8) and note that
1
1− a
(I − aP (q)) = N
((
a
1− a
)
q
)
. (19)
This is easily seen;
1
1− a
(I − aP (q))j,j =
1
1− a
((1− a) + aqj) = 1 +
(
a
1− a
)
qj
1
1− a
(I − aP (q))j,j+1 = −αj,j+1
(
a
1− a
)
qj
1
1− a
(I − aP (q))j,j−1 = −αj,j−1
(
a
1− a
)
qj.
It follows that
hj
(
p,
(
a
1− a
)
q
)
=
1
(1− a)r−1
M∑
k=1
pk((I − aP (q))
r−1)k,j. (20)
The following lemma shows that when p is a probability (that is pi ≥ 0 for each i = 1, . . . ,M and∑M
j=1 pj = 1), then for each λ, the components of h(p, λ) sum to 1 and
∑
j ijhj(p, λ) =
∑
j ijpj. This
means that if, furthermore, all the entries of h are positive, then it is a probability mass function.
When taken over S = {i1, . . . , iM}, it has the same expectation as p.
Lemma 4.1. Let p be an M row vector that satisfies pi ≥ 0 for each i ∈ {1, . . . ,M} and
∑M
j=1 pj = 1.
Let e0(p) =
∑M
j=1 ijpj, let λ ∈ {0} × R
M−2
+ × {0} and let h be defined in equation (18). Then
M∑
j=1
hj(p, λ) = 1 (21)
and ∑
j=1
ijhj(p, λ) = e0(p). (22)
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Proof For equation (21), let q = λmaxj∈{1,...,M} λj
, let λ∗ = maxj∈{1,...,M} λj and let a =
λ∗
1+λ∗ , so that
a
1−aq = λ. Using equation (20),
M∑
j=1
hj(p, λ) =
1
(1− a)r−1
M∑
k=1
pk
r−1∑
i=0
(−1)i
(
r − 1
i
)
ai
M∑
j=1
(P i)k,j
=
1
(1− a)r−1
r−1∑
i=0
(−1)i
(
r − 1
i
)
ai = 1.
For equation (22), let Xi denote the position at time i of the Markov chain with one step transition
matrix P given in definition (2.1) determined by q and recall that X is a martingale, so that
E[Xi|X0 = ik] = ik.
Then, defining a and q as above,
M∑
j=1
ijhj(p, λ) =
1
(1− a)r−1
M∑
j=1
ij
M∑
k=1
pk
r−1∑
i=0
(−1)i
(
r − 1
i
)
ai(P i)k,j
=
1
(1− a)r−1
M∑
k=1
pk
r−1∑
i=0
(−1)i
(
r − 1
i
)
aiE[Xi|X0 = ik]
=
1
(1− a)r−1
M∑
k=1
ikpk
r−1∑
i=0
(−1)i
(
r − 1
i
)
ai
=
M∑
k=1
ikpk = e0(p).
The following lemma gives a useful representation of p in terms of h and gives useful properties of
the inverse N−1 that will be used later. The crucial properties are that elements of N−1 are all non
negative and each row sums to 1, giving control on the entries. The characterisation of equation (23)
will be used in the following way: if a < 1, then E[τ(a)] < +∞. If qj = 0 for some j, then Pj,j = 1 and
P(Xτ(a) = im1 |X0 = im2) = 0 for m1 < j ≤ m2 or m1 > j ≥ m2, which will be used to show that a
contradiction is obtained if λ
(ǫ)
j
ǫ→0
−→ 0, the contradiction being that the process cannot get past site j.
The fixed point theorem 4.5 starts by finding a fixed point λ(ǫ) to an approximate equation and then
the limit ǫ → 0 is examined. It is shown, using equation (48) and lemma 4.2 that minj λ
(0)
j > 0 for
any limit point λ(0).
Lemma 4.2. Let r ≥ 2. Let p = (p1, . . . , pM ) be a probability mass function satisfying infj∈{1,...,M} pj >
0. Recall that h(p, λ) = pN r−1(λ) where N is defined by equation (17). Let λ ∈ {0}×RM−2+ ×{0}. Let
λ∗ = supj λj and let a0 =
λ∗
1+λ∗ . For any a ∈ [a0, 1), let τ(a) denote a random time with probability
function
P(τ(a) = k) = (1− a)r−1
(
r − 2 + k
k
)
ak k = 0, 1, 2, . . .
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and let X denote a DMRW (definition 2.1), where the initial transition at time 0 and subsequent one
step transitions are defined in definition 2.1, independent of τ(a), with parameter vector q =
(
1
a − 1
)
λ.
Then
(N−(r−1))jk = P(Xτ(a) = ik|X0 = ij). (23)
It follows that (N−(r−1))j,k > 0 for all λ ∈ {0}×R
M−2
+ ×{0} (that is λ2, . . . , λM−1 all strictly positive)
and that
∑
k
(N−1)jk = 1 ∀j ∈ {1, . . . ,M}. (24)
It also follows that
pk =
M∑
j=1
hj(p, λ)P(Xτ(a) = ik|X0 = ij). (25)
Proof For such a choice of a and q, it follows from equation (19) that
N−(r−1)(λ) = (1− a)r−1(I − aP (q))−(r−1) = (1− a)r−1
∞∑
k=0
(
r − 2 + k
k
)
(aP (q))k
so that
N−(r−1)m1,m2 (λ) = (1− a)
r−1
∞∑
k=0
(
r − 2 + k
k
)
akP(Xk = im2 |X0 = im1) (26)
and equation (23) follows from the definition of τ(a); equation (24) follows from summing over m2 in
equation (26). It follows from the definition of h given by equation (18) that
p = h(p, λ)N−(r−1)(λ)
and hence that, for k ∈ {1, . . . ,M},
pk = (1− a)
r−1
∞∑
i=0
(
r + i− 2
i
)
ai
M∑
j=1
hj(p, λ)(P
i)j,k
= (1− a)r−1
∞∑
i=0
(
r + i− 2
i
)
ai
M∑
j=1
hj(p, λ)P(Xi = ik|X0 = ij)
=
M∑
j=1
hj(p, λ)P(Xτ(a) = ik|X0 = ij)
thus establishing equation (25) and completing the proof of lemma 4.2.
Lemma 4.3. For all r ≥ 1,
∑
j(N
r)k,j = 1 for each k.
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Proof By construction, this is clear for r = 1;
∑
j
Nk,j =
{
−αk,k−1λk + (1 + λk)− αk,k+1λk = 1 k ∈ {2, . . . ,M − 1}
1 k ∈ {1,M}
For r ≥ 2, assume that the result is true for r − 1, then∑
j
(N r)k,j =
∑
i,j
(N r−1)k,iNij =
∑
i
(N r−1)k,i = 1.
The result follows by induction.
Lemma 4.4 gives important limiting behaviour of the entries of N−p for each p. Since it has been
established by lemma 4.2 that the entries are non negative and the rows sum to 1, lemma 4.4 is a
key step to showing that maxj supǫ λ
(ǫ)
j is bounded, where λ
(ǫ) is a fixed point for the approximating
problem in theorem 4.5.
Lemma 4.4. If λj → +∞ then (N
−1).j → 0 and consequently (N
−r).j → 0 (in the limit, each entry
of the jth column is identically equal to zero) for any integer r ≥ 1.
Proof of Lemma 4.4 Let βkj = (N
−1)kj . Then 0 ≤ βkj ≤ 1 by lemma 4.2 and β satisfies the
following system of equations:
−αk,k−1βk−1,j +
(
1 +
1
λk
)
βk,j − αk,k+1βk+1,j =
{
0 k 6= j
1
λj
k = j.
where αk,k−1βk−1,j = 0 when k = 1 by definition and αk,k+1βk+1,j = 0 when k = M by definition.
From the a priori bounds on βk,j from the previous lemma (0 ≤ βk,j ≤ 1), it follows that βk,j
λj→+∞
−→ 0
for all k = 1, . . . ,M .
Having stated and proved the preparatory lemmas, the fixed point theorem may be stated and proved.
Theorem 4.5 (Fixed Point Theorem). Let p = (p1, . . . , pM ) be a probability mass function satisfying
mink∈{1,...,M} pk > 0 over a set of points S = {i1, . . . , iM}, with expectation
∑M
j=1 ijpj = e0(p) ∈ R.
Recall that h(p, λ) is defined as in equation (18) and let F be defined as in equation (4). Assume that
p is fixed. There exists a λ ∈ {0} × RM−2+ × {0} satisfying
λ = F
(
h
(
p, λ
))
. (27)
This point satisfies
0 < min
j∈{2,...,M−1}
λj ≤ max
j∈{2,...,M−1}
λj < +∞ (28)
and
min
j∈{1,...,M}
hj(p, λ) > 0. (29)
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Proof of theorem 4.5. Part 1: Fixed point for an approximating problem Let h satisfy
equation (18). For 0 < ǫ < 1, let
C(λ, ǫ) =
M∑
j=1
(
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
∨ ǫ
)
(30)
and let h˜
(ǫ)
be defined as
h˜
(ǫ)
j (p, λ) =
1
C(λ, ǫ)
(
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
∨ ǫ
)
, (31)
so that
∑
j h˜
(ǫ)
j (p, λ) = 1. From equation (21) lemma 4.1, it follows directly that∑
k
(hk(p, λ) ∨ ǫ) ≥ 1,
since for each k, hk(p, λ) ∨ ǫ ≥ hk(p, λ) and
∑
j hk(p, λ) = 1.
From this, it follows directly that C(λ, ǫ) ≥ 1, which follows because ǫ ≥ ǫ∑
k(hk(p,λ)∨ǫ)
and hence
C(λ, ǫ) =
M∑
j=1
(
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
∨ ǫ
)
≥
M∑
j=1
(
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
∨
ǫ∑M
k=1(hk(p, λ) ∨ ǫ)
)
=
1∑M
k=1(hk(p, λ) ∨ ǫ)
M∑
k=1
(hk(p, λ) ∨ ǫ) = 1.
Furthermore, for each j ∈ {1, . . . ,M},
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
≤ 1
so that, for 0 < ǫ < 1,
∑M
j=1
(
hj(p,λ)∑M
k=1(hk(p,λ)∨ǫ)
∨ ǫ
)
≤
∑M
j=1(1 ∨ ǫ) = M . It therefore follows that
1 ≤ C(λ, ǫ) =
M∑
j=1
(
hj(p, λ)∑M
k=1(hk(p, λ) ∨ ǫ)
∨ ǫ
)
≤M.
Since
hj(p,λ)∑M
k=1(hk(p,λ)∨ǫ)
∨ ǫ ≥ ǫ, it follows that
inf
λ
min
j
h˜
(ǫ)
j (p, λ) ≥
ǫ
M
. (32)
Let
A(ǫ)(λ, p)(j) := F
(
h˜
(ǫ) (
p, λ
)
, j
)
j ∈ {1, . . . ,M}
where F is defined in equation (4).
Recall the definition of L in equation (3). It follows directly that for any probability distribution p
over {1, . . . ,M},
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L(p, j) ≤ max
j∈{2,...,M−1}
(ij+1 − ij−1)(iM − i1)
(ij+1 − ij)(ij − ij−1)
< +∞, (33)
and hence that
0 ≤ A(ǫ)(λ, p)(j) ≤
M
ǫ
max
j∈{2,...,M−1}
(ij+1 − ij−1)(iM − i1)
(ij+1 − ij)(ij − ij−1)
=: C(ǫ) < +∞.
for a constant C(ǫ). Then, for fixed p, A(ǫ)(., p) : {0} ×RM−2+ × {0} → {0} × [0, C
(ǫ)]M−2 × {0}. The
space {0} × [0, C(ǫ)]M−2 × {0} is a closed convex subset of RM . The following consideration shows
that, for fixed ǫ > 0, the map A(ǫ)(., p) is continuous. From the definition of h (equation (18)), it
follows that h(p, .) is a smooth function in λ. It therefore follows directly that h˜
(ǫ)
(p, .) is continuous
in λ and hence, using the lower bound (32), it follows directly from equation (4) that for any fixed
ǫ > 0, A(ǫ)(., p) is continuous in λ. It follows that the mapping A(ǫ)(., p) : {0} × [0, C(ǫ)]M−2 × {0} 7→
{0} × [0, C(ǫ)]M−2 × {0} has a fixed point λ(ǫ) by Schauder’s fixed point theorem, which states that if
K is a convex subset of a topological vector space V and T is a continuous mapping of K into itself
such that T (K) is contained in a compact subset of K, then T has a fixed point.
Part 2: showing supǫmaxj λ
(ǫ)
j < +∞. Let hǫ := h˜
(ǫ)
(p, λ(ǫ)). Then
λ(ǫ) = F(hǫ) (34)
so that, from the definition of L (equation (3)),
hǫ,jλ
(ǫ)
j = L (hǫ; j) j = 1, . . . ,M. (35)
It follows from equation (33) that
hǫ,j ≤
1
λ
(ǫ)
j
max
j∈{2,...,M−1
(ij+1 − ij−1)(iM − i1)
(ij+1 − ij)(ij − ij−1)
λ
(ǫ)
j →+∞
−→ 0. (36)
The aim of this part is to show firstly that supǫmaxj λ
(ǫ)
j < +∞ and the next part that infǫminj hǫ,j >
0. From this, it follows directly that any limit point λ of λ(ǫ) satisfies equation (27).
Set
p(ǫ) = hǫN
−(r−1)(λ(ǫ)), (37)
so that hǫ = h(p
(ǫ), λ(ǫ)). By construction, since each hǫ,j > 0 and
∑
j hǫ,j = 1, it follows using
lemma 4.2, where it is proved that (N−(r−1))ij ≥ 0 and
∑
j(N
−(r−1))ij = 1, that for each j,
0 ≤ p
(ǫ)
j ≤ 1.
Furthermore,
∑
j
p
(ǫ)
j =
∑
k
hǫ,k
∑
j
(N−(r−1))kj =
∑
k
hǫ,k = 1. (38)
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Also, it follows from lemma 4.4 that if λ
(ǫ)
j → +∞, then (N
−(r−1)(λ(ǫ))).j → 0.
Using the bounds on the components of hǫ together with this observation, it follows from equation
(37) that if λ
(ǫ)
j → +∞, then p
(ǫ)
j → 0.
From equation (21) lemma 4.1, it follows that
K(λ, ǫ) :=
∑
j
(
hj(p, λ) ∨ ǫ
)
≥ 1. (39)
From the definition of h (equation (18)), it follows that h(p, λ) is linear in p. Let
Cǫ = C(λ
(ǫ), ǫ) and Kǫ = K(λ
(ǫ), ǫ). (40)
Then, from the definition of hǫ,
hǫ,j =
1
CǫKǫ
hj(p, λ
(ǫ)) ∨
ǫ
Cǫ
= hj
(
p
CǫKǫ
, λ(ǫ)
)
∨
ǫ
Cǫ
.
Note, from above, that 1 ≤ Cǫ ≤M and Kǫ ≥ 1. Let N
(ǫ)
r−1 denote N
r−1(λ(ǫ)) with column k replaced
by a column where each entry is ǫKǫ for each k such that hǫ,k =
ǫ
Cǫ
. Since
∑
j pj = 1, it follows that
hǫ =
1
CǫKǫ
pN
(ǫ)
r−1. (41)
Let Sǫ = {β|hǫ,β =
ǫ
Cǫ
}. Now, by construction, note that
(N−(r−1)(λ(ǫ))N
(ǫ)
r−1)m1,m2 =
{
I(m1,m2) m2 6∈ Sǫ
ǫKǫ m2 ∈ Sǫ
(42)
where I(m1,m2) = 1 if m1 = m2 and I(m1,m2) = 0 if m1 6= m2. This follows because
∑
j N
−(r−1)
m1,j
= 1
for each m1. Let
Fǫ = N
−(r−1)(λ(ǫ))N
(ǫ)
r−1. (43)
Directly from equation (43), it follows that N
(ǫ)
r−1 = N
(r−1)(λ(ǫ))Fǫ so that, from equation (41),
hǫ =
1
KǫCǫ
pN (r−1)(λ(ǫ))Fǫ
and hence, from equation (37),
p(ǫ) =
1
KǫCǫ
pN (r−1)(λ(ǫ))FǫN
−(r−1)(λ(ǫ)). (44)
Let Λǫ be the matrix such that
Λǫ;m1,m2 =
{
1 m1 = m2, m2 6∈ Sǫ
0 otherwise.
That is, Λǫ is a diagonal matrix with entries Λǫ;m,m = 1 if m 6∈ Sǫ and Λǫ;m,m = 0 if m ∈ Sǫ, and let
Jǫ denote the matrix such that
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Jǫ;m1,m2 =
{
1 m2 ∈ Sǫ
0 otherwise.
That is, Jǫ has columns of 1s corresponding to elements of Sǫ and the remaining columns are columns
of 0s. Then, from equation (42) and the definition of Fǫ in equation (43), it follows that
Fǫ = Λǫ + ǫKǫJǫ.
From lemma 4.3, it follows that
∑
j N
(r−1)
m,j = 1 for each m, from which it follows that
N (r−1)(λ(ǫ))FǫN
−(r−1)(λ(ǫ)) = N (r−1)(λ(ǫ))ΛǫN
−(r−1)(λ(ǫ)) + ǫKǫJǫN
−(r−1)(λ(ǫ))
and hence from equation (44) that
p(ǫ) =
1
KǫCǫ
pN (r−1)(λ(ǫ))ΛǫN
−(r−1)(λ(ǫ)) +
ǫ
Cǫ
pJǫN
−(r−1)(λ(ǫ)). (45)
Since the elements of N−(r−1) are non negative and bounded by 1 and Cǫ ≥ 1, it follows that
lim
ǫ→0
ǫ
Cǫ
pJǫN
−(r−1)(λ(ǫ)) = 0.
For any invertible matrix M, the eigenvalues of M−1AM are the same as the eigenvalues of A. It
follows that the eigenvalues of N (r−1)(λ(ǫ))ΛǫN
−(r−1)(λ(ǫ)) are the eigenvalues of Λǫ; 0 with multiplicity
equal to the number of elements of Sǫ and the remaining eigenvalues all 1.
It now follows directly that if Kǫ
ǫ→0
−→ +∞, then p(ǫ)
ǫ→0
−→ 0, contradicting the fact that p
(ǫ)
j ≥ 0 for each
j and
∑
j p
(ǫ)
j = 1 for all ǫ ∈ (0, 1).
It follows that
sup
ǫ
Kǫ < +∞. (46)
It follows from the definition of Kǫ (equation (39) and (40)) and the conclusion (46) that
M∑
j=1
hj(p, λ
(ǫ)) ∨ 0 ≤ sup
ǫ
Kǫ < +∞.
Since
∑
j hj(p, λ) = 1 (lemma 4.1 equation (21)) for all λ ∈ {0} ×R
M−2
+ ×{0}, it follows directly that
supǫmaxj |hj(p, λ
(ǫ))| < +∞.
Let λ∗(ǫ) = maxj λ
(ǫ)
j and let N
∗(ǫ) = 1
λ∗(ǫ)
N(λ(ǫ)) (that is, divide every element by λ∗(ǫ)). Let
gj =
1
λ∗(ǫ)(r−1)
hj(p, λ
(ǫ)). Then if there is a sequence ǫn → 0 such that λ
∗(ǫn) n→+∞−→ +∞, it follows that
g
n→+∞
−→ 0 and hence that, for any limit point N∗ of N∗(ǫn),
0 = pN∗(r−1).
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But it follows from the construction of N∗ that the rank ρ of N∗ is the number of components of λ
such that limn→+∞
λ
(ǫn)
j
λ∗(ǫn)
> 0, where λ(ǫn) is a sequence that gives the limit point. This is seen as
follows: consider the lowest index k1 such that limn→+∞
λ
(ǫn)
k1
λ∗(ǫn)
> 0, then in N∗, the limit, column
k1 − 1 will have exactly one entry; element N
∗
k1,k1−1
will be the only non-zero element of column k1.
Suppose k1 < . . . < kρ are the relevant indices, then the columns (N
∗
.,k1−1
, . . . , N∗.,kρ−1) provide an
upper triangular matrix, with elements N∗kj ,kj−1 6= 0 and Np,kj−1 = 0 for all p ≥ kj + 1, proving that
N∗ is of rank ρ.
It follows that N∗(r−1) is of rank ρ and the non-zero rows of N∗(r−1) are those corresponding to
the indices k : limn→+∞
λ
(ǫn)
k
λ∗(ǫn)
> 0. Since the space spanned by the ρ rows is of rank ρ, it follows that
pk = 0 for each of these pk, which is a contradiction (since, by hypothesis, pk > 0 for each k).
Hence
sup
ǫ
λ∗(ǫ) < +∞. (47)
Part 3: showing infǫminj λ
(ǫ)
j > 0. Now suppose that λ
(ǫ)
j → 0 for some j ∈ {2, . . . ,M − 1}. Let
qǫ,j =
λ
(ǫ)
j
λ∗(ǫ)
and aǫ =
λ∗(ǫ)
1+λ∗(ǫ)
so that
q
ǫ
=
(
1
aǫ
− 1
)
λ(ǫ).
It follows from equation (47) that supǫ aǫ < 1, where the inequality is strict. It follows from lemma 4.2
equation (23), because qǫ,j → 0 while supǫ aǫ < 1 (the inequality is strict), that N
−(r−1)
kp (λ
(ǫ))→ 0 for
all (k, p) such that k ≤ j < p or k ≥ j > p. This follows from the following consideration: let τ(aǫ)
denote a random time with probability function
P(τ(aǫ) = k) = (1− aǫ)
r−1
(
r + k − 2
k
)
akǫ k = 0, 1, 2, . . .
independent of the DMRW (definition 2.1) with parameters q
ǫ
. Note that
sup
ǫ
E[τ(aǫ)] =
(r − 1)a∗
1− a∗
< +∞,
where a∗ = supǫ aǫ. If qǫ,j → 0 for some m1 ≤ j < m2 where m1 < m2, then
P(X
(ǫ)
τ(aǫ)
= im2 |X
(ǫ)
0 = im1) =
∞∑
k=0
P(X
(ǫ)
k = im2 |X
(ǫ)
0 = im1 , τ(aǫ) = k)P(τ(aǫ) = k)
=
∞∑
k=0
k∑
k1=0
P(X
(ǫ)
k1
= ij |X
(ǫ)
0 = im1)P(X
(ǫ)
k−k1
= im2 |X
(ǫ)
0 = ij)P(τ(aǫ) = k).
If qǫn,j → 0, then P(X
(ǫn)
k = im2 |X
(ǫn)
0 = ij) → 0 for all k. It follows from lemma 4.2 equation (23)
that
P(X
(ǫn)
τ(aǫn )
= im2 |X
(ǫn)
0 = im1) = (N
−(r−1))m1,m2(λ
(ǫn))→ 0
for all (m1,m2) such m1 ≤ j < m2. The proof that the result holds for m1 ≥ j > m2 is similar.
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Furthermore, it follows from equation (35) (L is defined in equation (3)) that for any sequence with
limit point λ(0) such that λ
(ǫn)
j → 0 for some j, if j ≤ l − 1 then hk(p, λ
(0)) ≤ 0 for all 1 ≤ k ≤ j − 1
and if j ≥ l then hk(p, λ
(0)) ≤ 0 for all j + 1 ≤ k ≤M .
It follows, using
p = h(p, λ)N−(r−1)(λ), (48)
and taking λ = λ(0) and considering the zeroes ofN−(r−1)(λ(0)) that if j ≤ l−1, then p1 ≤ 0, . . . , pj−1 ≤
0, which is a contradiction. If j ≥ l, then pj+1 ≤ 0, . . . , pM ≤ 0, which is a contradiction.
It follows that any limit point λ satisfies the bounds of (28) and consequently that
h0,1 > 0, . . . h0,M > 0,
consequently that h(p, λ) = h0 and hence that (29) is satisfied and that λ satisfies equation (27). The
theorem is proved.
Corollary 4.6. Let λ ∈ {0} × RM−2+ × {0} be a solution to equation (27) where minj pj > 0. Let
λ∗ = maxj∈{2,...,M−1} λj . Then λ
∗ < +∞ and for all a ∈ [a0, 1), where a0 =
λ∗
1+λ∗ , q(a) =
(
1
a − 1
)
λ
satisfies
q(a) =
(
1
a
− 1
)
F
(
h
(
p,
(
a
1− a
)
q(a)
))
. (49)
Proof This follows directly from the preceding theorem.
Proof of theorem 2.6 Let P denote the probability measure with respect to both the random walk
X and the independent random time τ . There is a solution to the problem if and only if there is a
q ∈ {0} × [0, 1]M−2 × {0} such that the matrix P (q) constructed according to definition 2.1, which is
the one step transition matrix for a discrete time Markov chain X, satisfies
pj = P(Xτ = ij |X0 = e0) (50)
= (1− a)r
∑∞
k=0
(
r + k − 1
r − 1
)(
il−e0
il−il−1
((aP (q))k)l−1,j +
e0−il−1
il−il−1
((aP (q))k)l,j
)
il−1 < e0 ≤ il.
Define G(q) by
G(q) =
∞∑
k=0
(
r + k − 1
r − 1
)
(aP (q))k, (51)
then G(q) satisfies
G(q)(I − aP (q))r = (I − aP (q))rG(q) = I. (52)
Using equation (51), q ∈ {0} × (0, 1]M−2 × {0} is a solution to equation (50) if and only if
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pj = (1− a)
r
(
e0 − il−1
il − il−1
Gl,j(q) +
il − e0
il − il−1
Gl−1,j(q)
)
j = 1, . . . ,M il−1 < e0 ≤ il (53)
Recall the function h defined in equation (18) satisfies equation (20). It follows that
1
1− a
M∑
k=1
hk
(
p,
(
a
1− a
)
q
)
(I − aP (q))k,j =
1
(1− a)r
M∑
k=1
pk((I − aP (q))
r)k,j
=
1
(1− a)r
r∑
k=1
pkG
−1
k,j(q).
From equation (53), using hk to denote hk
(
p,
(
a
1−a
)
q
)
, it follows that q ∈ {0} × (0, 1]M−2 × {0} is a
solution if and only if (using the expression in equation (50) for p)
M∑
k=1
hk(I − aP (q))k,j =
1
(1− a)r−1
M∑
k=1
pkG
−1
k,j(q)
= (1− a)
e0 − il−1
il − il−1
M∑
k=1
Gl,k(q)G
−1
k,j(q) +
il − e0
il − il−1
M∑
k=1
Gl−1,k(q)G
−1
k,j(q)
=

il−e0
il−il−1
(1− a) j = l − 1
e0−il−1
il−il−1
(1− a) j = l
0 j ∈ {1, . . . ,M}\{l − 1, l}
(54)
if il−1 < e0 ≤ il. From this, it follows that for any solution q ∈ {0} × (0, 1]
M−2 × {0},
hk = (1− a)
 il − e0
il − il−1
∞∑
j=0
aj(P (q)j)il−1,ik +
e0 − il−1
il − il−1
∞∑
j=0
aj(P (q)j)il,ik
 il−1 < e0 ≤ il
for k = 1, . . . ,M and therefore, for a ∈ (0, 1), for any solution q ∈ {0} × (0, 1]M−2 ×{0}, hj is positive
for each j. From lemma 4.1, it follows that h is a probability function on S = {i1, . . . , iM} such that∑M
j=1 ijhj = e0(p).
It follows from lemma 3.1 that q satisfying equation (54) satisfies
qj =
(
1
a
− 1
)
F
(
h
(
p,
(
a
1− a
)
q
)
, j
)
j = 1, . . . ,M. (55)
It follows from corollary 4.6 that there exists an a0 < 1 such that for all a ∈ [a0, 1) there is a
q ∈ {0} × (0, 1]M−2 × {0} satisfying equation (55). The proof of theorem 2.6 is complete.
5 Proofs of theorems 2.7 and 2.8
This section presents the proofs of theorems 2.7 and 2.8. Theorem 2.7 states that for any prescribed law
p over S = {i1, . . . , iM} and T ∼ Γ
(
r, tr
)
a random time with a gamma distribution, there is a CMRW
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(definition 2.2) X, such that for T independent of X, P(XT = ij |X0 = e0(p)) = pj for j = 1, . . . ,M .
Theorem 2.8 takes the limit as r → +∞, with E[T ] = t fixed. It follows that T → t in law, from
which it follows that for any t > 0, there is a CMRW X such that P(Xt = ij|X0 = e0(p)) = pj for
j = 1, . . . ,M , the subject of theorem 2.8.
Theorem 2.7 is proved using theorem 2.6. Let τ ∼ NB(r, a) and T (δ) = τδ. For fixed r, the
parameters a and δ are chosen such that E[T (δ)] = t. As δ → 0 and a ↑ 1, T (δ)
(d)
−→ Γ
(
r, tr
)
.
Subsection 5.1 deals with the proof of theorem 2.7, while subsection 5.2 deals with the proof of
theorem 2.8.
5.1 Proof of theorem 2.7
By theorem 2.6, there exists an a0 such that for all a ∈ [a0, 1), if τ ∼ NB(r, a) (negative binomial with
parameters r and a), then there exists a DMRW X (depending on the parameter a), independent of
τ , such that
P
(
Xτ = ij |X0 = e0(p)
)
= pj.
The one step transition probability matrix of X is P (q) (following definition 2.1), where q =
(
1
a − 1
)
λ,
where λ is a fixed point of equation (27). For fixed r ≥ 1, let T (δ) = τδ and choose δ such that
E[T (δ)] = t. Then, since E[T (δ)] = raδ(1−a) = t, it follows that a =
1
1+( rδt )
giving q = rδt λ.
Choose δ sufficiently small such that a > a0; that is
δ < δ0 =
t
r
(
1
a0
− 1
)
.
Lemma 5.1. Let L(T (δ)) denote the law of T (δ). Then, as δ → 0,
L(T (δ))
δ→0
−→ Γ
(
r,
t
r
)
.
That is, let T denote a random variable with the limiting distribution, then T has a Gamma dis-
tribution. This may be expressed as: T = X1 + . . . ,Xr, where Xj ∼ Exp(
r
t ) and X1, . . . ,Xr are
independent.
Proof of lemma 5.1 Firstly,
P(T (δ) = nδ) =
(
n+ r − 1
r − 1
)(
rδ
t
)r 1
(1 + rδt )
n+r
n = 0, 1, 2, . . .
and, for T ∼ Γ
(
r, tr
)
,
P(nδ ≤ T < (n+ 1)δ) =
1
(r − 1)!
(r
t
)r ∫ (n+1)δ
nδ
xr−1e−rx/tdx
=
1
(r − 1)!
∫ r(n+1)δ/t
rnδ/t
yr−1e−ydy
It follows that
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rδ
t(r − 1)!
min
y∈
[
rnδ
t
,
r(n+1)δ
t
] yr−1e−y ≤ P(nδ ≤ T < (n+ 1)δ) ≤
rδ
t(r − 1)!
max
y∈
[
rnδ
t
,
r(n+1)δ
t
] yr−1e−y
from which it follows that for any s > 0, with n = [s/δ], using Stirling’s formula,
lim
δ→0
∣∣∣∣∣ P(T (δ) = nδ)P(nδ ≤ T < (n+ 1) δ) − 1
∣∣∣∣∣ = limδ→0
∣∣∣∣∣∣
(n+r−1)!
(r−1)!n!
(
rδ
t
)r
(1 + rδt )
−(n+r)
1
(r−1)!
(
r
t
)r
sr−1δe−rs/t
− 1
∣∣∣∣∣∣
= lim
δ→0
∣∣∣∣∣e−(r−1)(1 + r−1n )n+r−(1/2)nr−1δr−1(1 + rδt )−(n+r)sr−1e−rs/t − 1
∣∣∣∣∣
= lim
δ→0
∣∣∣∣∣e−(r−1)(1 + r−1n )n+r−(1/2)(1 + rδt )−(n+r)e−rs/t − 1
∣∣∣∣∣ = 0.
From this, it follows that
lim
δ→0
sup
s≥0
∣∣∣P(T (δ) ≤ s)− P(T ≤ s)∣∣∣ = 0
and the result follows.
Let Y
(δ)
s = X[s/δ]. Convergence in distribution in the sense of finite dimensional marginals is outlined.
That is, for any 0 < s1 < . . . < sn ≤ t and any (ik0 , . . . , ikn) ⊂ S
n, convergence of
P
(
Y (δ)s1 = ik1 , . . . , Y
(δ)
sn = ikn |Y
(δ)
0 = ik0
)
=
n∏
j=1
P
(
Y (δ)sj = ikj |Y
(δ)
sj−1 = ikj−1
)
.
is outlined. Note that
P
(
Y (δ)sj = ikj
∣∣∣Y (δ)sj−1 = ikj−1 ) = P
(
Y
(δ)
δ
[
sj
δ
] = ikj
∣∣∣∣∣Y (δ)δ[ sj−1
δ
] = ikj−1
)
.
For any 0 < s1 < s2 < +∞,
P
(
Y
(δ)
s1+r = ij ∀ 0 < r < s2
∣∣∣ Y (δ)s1 = ij) = (1− qj)f(s2) = (1− rδt λj
)f(s2)
where f(s2) is either [s2/δ] or [s2/δ] + 1. It follows that
P
(
Y
(δ)
s1+r = ij ∀ 0 < r < s2
∣∣∣ Y (δ)s1 = ij ) δ→0−→ exp{−(rt λj) s2} . (56)
Let τ (δ)(ij) denote a random variable with cumulative distribution function
P(τ (δ)(ij) ≤ s) =
{
1−
(
1− rδt λj
)[s/δ]
δ > 0
1− exp
{
− rst λj
}
δ = 0
(57)
and let
τ
(δ)
0 (ij0), τ
(δ)
1 (ij1), τ
(δ)
2 (ij2), . . .
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denote independent random variables such that τ
(δ)
n (ij)
(d)
= τ (δ)(ij) for all n ≥ 1 and all ij ∈ S. Then
P
(
Y
(δ)
δ[ sδ ]
= ij
∣∣∣Y (δ)0 = ik) = P(τ (δ)0 (ik) > s; j = k) (58)
+
∞∑
n=1
∑
a1,...,an−1
P
(
τ
(δ)
0 (ik) +
n−1∑
m=1
τ (δ)m (im) < s < τ
(δ)
0 (ik) +
n−1∑
n=1
τ (δ)m (im) + τ
(δ)
n (ij)
)
×P(a1, . . . , an−1, ij)
where the notation P(a1, . . . , an−1, ij) denotes the probability that at the first n jump times, the
sequence of sites the process visited was a1, . . . , an−1, ij . It follows from equation (57) (details omitted)
that
lim
δ→0
sup
s>0
max
(j,k)∈{1,...,M}2
∣∣∣∣∣P
(
τ
(δ)
0 (ik) +
n−1∑
m=1
τ (δ)m (am) < s < τ
(δ)
0 (ik) +
n−1∑
n=1
τ (δ)m (am) + τ
(δ)
n (ij)
)
−P
(
τ
(0)
0 (ik) +
n−1∑
m=1
τ (0)m (am) < s < τ
(0)
0 (ik) +
n−1∑
n=1
τ (0)m (am) + τ
(0)
n (ij)
)∣∣∣∣∣ = 0
for each n ≥ 1 and that
lim
δ→0
sup
s>0
max
(j,k)∈{1,...,M}
∣∣∣P(τ (δ)0 (ik) > s; j = k)− P(τ (0)0 (ik) > s; j = k)∣∣∣ = 0.
From this, it follows (details omitted) that the processes Y (δ) converge, in the sense of convergence of
finite dimensional marginals, to a process Y . In particular, Y satisfies
lim
δ→0
sup
s>0
max
(j,k)∈{1,...,M}2
∣∣∣∣P(Y (δ)δ[ sδ ] = ij
∣∣∣Y (δ)0 = ik)− P (Ys = ij |Y0 = ik )∣∣∣∣ = 0. (59)
Note that, for all δ ∈ (0, δ0),
P(Y
(δ)
T (δ)
= ij |Y
(δ)
0 = e0) = pj.
It is required to show that this also holds in the limit; namely, P(YT = ij |Y0 = e0) = pj. Firstly,
|P(Y
(δ)
T (δ)
= ij |Y
(δ)
0 = e0)− P(YT = ij |Y0 = e0)| ≤ |P(Y
(δ)
T (δ)
= ij|Y
(δ)
0 = e0)− P(YT (δ) = ij |Y0 = e0)|
+|P(YT (δ) = ij |Y0 = e0)− P(YT = ij |Y0 = e0)| = I + II.
For I,
|P(Y
(δ)
T (δ)
= ij |Y
(δ)
0 = e0)− P(YT (δ) = ij |Y0 = e0)|
≤
∞∑
n=0
∣∣∣P(Y (δ)nδ = ij |Y (δ)0 = e0)− P(Ynδ = ij |Y0 = e0)∣∣∣P(T (δ) = nδ)
≤
∞∑
n=0
∣∣∣P(Y (δ)nδ = ij |Y (δ)0 = e0)− P(Ynδ = ij |Y0 = e0)∣∣∣ P(T (δ) = nδ)
P(nδ ≤ T < (n+ 1)δ)
P(nδ ≤ T < (n+ 1)δ)
=
∫ ∞
0
gn(x)fT (x)dx
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where fT is the density function of T and
gn(x) =
∣∣∣P(Y (δ)nδ = ij|Y (δ)0 = e0)− P(Ynδ = ij |Y0 = e0)∣∣∣ P(T (δ) = nδ)
P(nδ ≤ T < (n+ 1)δ)
nδ ≤ x < (n + 1)δ.
It now follows directly from equation (59) and dominated convergence that I
δ→0
−→ 0.
For II, let fT denote the probability density function of T , then
|P(YT (δ) = ij |Y0 = e0)− P(YT = ij |Y0 = e0)|
≤
∞∑
n=0
∣∣∣∣∣P(Ynδ = ij |Y (δ)0 = e0)P(T (δ) = nδ)−
∫ (n+1)δ
nδ
P(Yt = ij |Y0 = e0)fT (t)dt
∣∣∣∣∣
≤
∞∑
n=0
P(Ynδ = ij |Y
(δ)
0 = e0)
∣∣∣(P(T (δ) = nδ)− P(nδ ≤ T < (n+ 1)δ))∣∣∣
+
∞∑
n=0
∫ (n+1)δ
nδ
|P(Ynδ = ij |Y0 = e0)− P(Yt = ij |Y0 = e0)| fT (t)dt
= II(i) + II(ii). (60)
For II(i),
∞∑
n=0
P(Ynδ = ij |Y
(δ)
0 = e0)
∣∣∣(P(T (δ) = nδ)− P(nδ ≤ T < (n+ 1)δ))∣∣∣
≤
∞∑
n=0
P (nδ ≤ T < (n+ 1)δ)
∣∣∣∣∣1− P(T (δ) = nδ)P(nδ ≤ T < (n+ 1)δ)
∣∣∣∣∣ δ→0−→ 0
For II(ii),
max
n
max
t∈[nδ,(n+1)δ]
|P(Ynδ = ij |Y0 = e0)− P(Yt = ij |Y0 = e0)|
δ→0
−→ 0
from which it follows that II(ii)
δ→0
−→ 0.
The proof of theorem 2.7 is complete.
5.2 Proof of theorem 2.8
By theorem 2.7, for any integer r ≥ 1, any given t > 0 and any given fixed probability measure
p over a finite state space S = {i1, . . . , iM}, there exists a CMRW (definition 2.2) X
(r) such that
P
(
X
(r)
T = ij |X
(r)
0 = e0(p)
)
= pj, where T is independent of X
(r) and satisfies T ∼ Γ(r, tr ). Let
h(r) satisfy h(r)(p, λ) = pN r−1(λ). This is equation (18), where the parameter r is explicitly stated,
because the task here is to let r→ +∞. Let λ(r) denote the fixed point, satisfying equation (27) from
theorem 4.5. From the proof of theorem 2.7, the Markov chain X(r) remains on a ij for an exponential
holding time τ (r)(ij) which satisfies P
(
τ (r)(ij) ≥ s
)
= exp
{
− rst λ
(r)
j
}
. This is the content of equation
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(57). Now set ρ
(r)
j =
r
tλ
(r)
j and let ρ
(r)∗ = maxj∈{2,...,M−1} ρ
(r)
j . Suppose that supr ρ
(r)∗ = +∞. It
follows that there is a j ∈ {2, . . . ,M − 1} and a sequence (rn)n≥1 such that ρ
(rn)
j → +∞. Then, for
ij ≥ e0 and k ∈ {j + 1, . . . ,M}, or ij ≤ e0 and k ∈ {1, . . . , j − 1},
pj+1 ≤ 1− P(τ
(rn)(ij) > T ) = 1−
∫ ∞
0
P(τ (rn)(ij) ≥ x)fT (x)dx
n→+∞
−→ 0
where fT denotes the density function of a Γ
(
r, tr
)
random variable. This contradicts the fact that
minj∈{1,...,M} pj > 0. Therefore, supr ρ
(r)∗ < +∞ and therefore there exists a limit point ρ of (ρ(r))r≥0.
Let Tr ∼ Γ
(
r, tr
)
. Then E[Tr] = t and V(Tr) =
t2
r
r→+∞
−→ 0, so that for any ǫ > 0, it follows from
Chebychev’s inequality that
P (|Tr − t| > ǫ)
r→+∞
−→ 0.
Let (ρ(rn))n≥1 denote a subsequence such that limn→+∞maxj∈{1,...,M} |ρj − ρ
(rn)
j | = 0. Let X
denote the CMRW process on S = {i1, . . . , iM} with holding intensities ρ. Then for each j and each
r, P(X
(r)
Tr
= ij) = pj. Furthermore,
lim
n→+∞
max
j∈{1,...,M}
|P(X
(rn)
Trn
= ij)− P(X
(rn)
t = ij)| = 0
and
lim
n→+∞
max
j∈{1,...,M}
|P(X
(rn)
t = ij)− P(Xt = ij)| = 0
so that
P(Xt = ij) = pj j = 1, . . . ,M.
The theorem is proved.
6 Kre˘in’s Strings and Markov processes
The discussion so far has been about finite state spaces and constructing Markov processes, both
discrete and continuous time, that have a given marginal at an independent random time with a
certain specified distribution (geometric, negative binomial, gamma), then taking a limit to obtain a
specified deterministic time, with the requirement that the process is a martingale, which jumps only
to nearest neighbours.
The remainder of the discussion is the extension to prove existence of a Markov martingale of
diffusion type with specified distribution at a specified time t > 0, for an arbitrary specified distribution
µ, such that
∫∞
−∞ |x|µ(dx) < +∞, over R. This is the content of theorem 2.9.
The process in question, in the generality required, is discussed by Kotani and Watanabe in [10],
where it is called a ‘generalised diffusion’ and by Knight in [11], where it is called a ‘gap diffusion’.
The term ‘skip free diffusion’ is also used in the literature, emphasising that the movement is between
nearest neighbours.
Section 6 gives the background on Kre˘in’s strings, their relation to Markov processes and the
results on spectral theory that are needed for some technical lemmas. Section 7 then considers a
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limiting sequence of atomised measures and shows that a subsequence of the corresponding processes
converge to a well defined gap diffusion with the prescribed terminal distribution.
6.1 Kre˘in’s strings
Kre˘in defined a string on an interval [0, l], for l ≤ +∞, where l is the length of the string and, for any
Borel set A ∈ B([0, l]), m(A) corresponds to the mass of the string on set A. The string is ‘tied down’
at the point 0. Kre˘in was interested in the dynamics of the string. He introduced the second order
operator d
2
dmdx (defined formally later) with this in view. He developed the theory of such operators
in [12]; their spectral properties were studied in [9]. They are discussed at length in the book [5]. The
reader is referred to these works for proofs of results about strings that are stated here without proof.
This operator may be seen as the infinitesimal generator of a Markov process, which Kre˘in did not
have in view. To give a full description of the Markov process, Kre˘in’s operator was altered to accom-
modate Dirichlet boundary conditions at the left end point, as found in Kotani and Watanabe [10].
Notation Throughout, the following notations will be used:
1. For an interval, a square bracket denotes that the end point is included; a curved bracket denotes
that it is not included. For x < y, (x, y) includes neither x nor y, [x, y] includes both x and y,
[x, y) includes x but not y and (x, y] includes y but not x.
2. For x ∈ R, [x] denotes the integer part of x. That is,
[x] = max{z ∈ Z|z ≤ x}.
3. f ′−(x) denotes the left derivative; limh→0
f(x)−f(x−h)
h and f
′
+(x) denotes the right derivative
f ′+(x) = limh→0
f(x+h)−f(x)
h .
4.
∫ b
a signifies integration over the half closed interval a < x ≤ b. Similarly,
∫ b
a− indicates that the
mass x = a is included while
∫ b−
a− includes the mass of a but excludes the mass of b.
Definition 6.1 (Kre˘in String). A string measure m∗ is defined as a measure over B(R), that satisfies
the following properties: there is a non-decreasing càdlàg (right continuous, left limits) function, M,
defined on (−∞,+∞) such that M(0) = 0 and for x > −∞, M(x) > −∞ and for x < +∞,
M(x) < +∞. Let l0 = sup{x|M(x) = infzM(z)} and l1 = inf{x|M(x) = supzM(z)}. If l1 < +∞,
there is a point L1 ∈ [l1,+∞) and if l0 > −∞ there is a point L0 ∈ (−∞, l0] (L1 = +∞ if l1 = +∞
and L0 = −∞ if l0 = −∞) such that
m∗((a, b]) =M(b)−M(a) L0 ≤ a ≤ b < L1
m∗({L1}) = +∞ and m
∗((L1,+∞)) = 0 if L1 < +∞
m∗({L0}) = +∞ and m
∗((−∞, L0)) = 0 if L0 > −∞
(61)
m∗ is used for construction of the Markov process according to Kotani and Watanabe [10] with
cemetaries L0 and L1.
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The gap diffusion process of definition 2.3 has infinitesimal generator G∗ = d
2
dm∗dx . As S. Kotani
points out and proves in appendix 1 of [10], pp 250 - 254, the operator G∗ defines a self adoint, positive
semidefinite operator on the Hilbert space L2([L0, L1],m
∗); the difference between the string of Kac
and Kre˘in and m∗ discussed by Kotani is the difference between Neuman boundary conditions at l0
and Dirichlet boundary conditions at L0.
Notation For A ∈ B(R),
‖f‖2L2(A,m∗) =
∫
A
f2(x)m∗(dx) and 〈f, g〉L2(A,m∗) =
∫
A
f(x)g(x)m∗(dx)
with the convention that if h(x) = 0 and m∗({x}) = +∞, then h(x)m∗({x}) = 0.
6.2 The differential operator
The differential operator G∗ associated with a string m∗ is defined by
G∗f =
d
dm∗
f ′+,
where f ′+ and f
′
− denote right derivatives and left derivatives respectively. The formal definition is
taken ‘under the integral’ and is given in equation (62).
When L1 − L0 < +∞, the operator G
∗ = d
2
dm∗dx , restricted to D(G
∗), the domain of the operator
(defined below), is a self adjoint, negative definite, densely defined operator on the Hilbert space
L2([L0, L1],m
∗). The relevant results from [12], [9] and [5] with modifications to the Dirichlet boundary
conditions at L0 given by Kotani in appendix 1 to [10], are summarised below.
Definition 6.2 (Operator domains: L1 − L0 < +∞, m((L0, L1)) < +∞). Let m
∗ be a string defined
from a function M using equation (61), with L1 − L0 < +∞ and m
∗((L0, L1)) < +∞, L0 and L1 are
as in definition 6.1. The domain D0(G
∗) is defined as the space of functions f defined on the whole
real line R that satisfy the following property: there is a function g such that
f(x) = f(L0) + f
′
−(L0)(x− L0) x ≤ L0
f(x) = f(L0) + f
′
−(L0)(x− L0) +
∫ x
L0
∫ y
L0−
g(z)m∗(dz)dy x ≥ L0∫ L1
L0−
g2(z)m∗(dz) < +∞
(62)
Such a function g is written g = G∗f .
The domain D−(G
∗) is defined as
D−(G
∗) = D0(G
∗) ∩ {f |f(x) = 0 ∀x ≤ L0}. (63)
The domain D+(G
∗) is defined as
D+(G
∗) = D0(G
∗) ∩ {f |‖f‖L2([L0,L1],m∗) + ‖G
∗f‖L2([L0,L1],m∗) < +∞} ∩ {f(x) = 0 ∀x ≥ L1}. (64)
The domain D(G∗) is defined as
D(G∗) = D−(G
∗) ∩D+(G
∗). (65)
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This implies that for L1 − L0 < +∞, m
∗((L0, L1)) < +∞ and m
∗({L0}) = m
∗({L1}) = +∞, any
f ∈ D(G∗) satisfies f(x) = 0 ∀x ∈ (−∞, L0]∪ [L1,+∞) and G
∗f(L0) = G
∗f(L1) = 0; if G
∗f(L1) 6= 0,
then m∗({L1})(G
∗f(L1))
2 = +∞ and hence ‖G∗f‖L2([L0,L1],m∗) = +∞, similarly for G
∗f(L0).
Definition 6.3 (Operator domains: L1 − L0 = +∞). Let m
∗ be a string defined from a function M
using equation (61) where L1 − L0 = +∞. The domain D0(G
∗) is defined as the space of functions f
defined on the whole real line R that satisfy the following property: if L0 > −∞, there is a function g
that satisfies equation (62). If L0 = −∞, then there is a function g such that
f(x) = f(a) + (x− a)f ′−(a) +
∫ x
a
∫ y
a− g(z)m
∗(dz)dy
∀ −∞ < a < x < +∞∫ y
x− g
2(z)m∗(dz) < +∞ ∀−∞ < x < y < +∞.
(66)
Such a function g is written g = G∗f . If L0 > −∞, then D−(G
∗) is defined by equation (63). If
L0 = −∞, then D−(G
∗) is defined as
D−(G
∗) = D0(G
∗) ∩ {f | lim
a→+∞
f ′−(a) = 0, lima→+∞
f(a) = 0}.
If L1 − L0 = +∞, then
D+(G
∗) = D0(G
∗) ∩ {f |‖f‖L2([z1,z2],m∗) + ‖G
∗f‖L2([z1,z2],m∗) < +∞}
∩{f | limb→+∞ f(b) = 0, limb→+∞ f
′
+(b) = 0}
∀ −∞ < z1 < z2 < +∞, z1 ≥ L0, z2 ≤ L1.
(67)
The domain D(G∗) is defined as D(G∗) = D−(G
∗) ∩ D+(G
∗).
The following theorem, stated without proof, describes the spectral theory that will be used.
Theorem 6.4. Let m∗ be a string defined by equation (61) such that L1−L0 < +∞ andm
∗((L0, L1)) <
+∞. The set D(G∗) is a dense subset of L2([L0, L1],m
∗). Every f ∈ D(G∗) has left limits and right
derivatives, satisfies f ′−(L0) = f
′
+(L1) = 0, f(x) = 0 for x ∈ (−∞, L0] ∪ [L1,+∞) and the operator
G∗ : D(G∗) → L2([L0, L1],m
∗) defined by G∗f = ddm∗ f
′
+ is well defined, self adjoint and non negative
definite. Let (ηk,−λk)k≥0 denote the sequence of eigenfunctions / eigenvalues. Then infk λk > 0.
Proof The result, including the strictly positive lower bound on the spectrum under the hypotheses
that L1 − L0 < +∞ and m
∗((L0, L1)) < +∞, is found in appendix 1, by S. Kotani, to [10].
6.3 The string associated with a CMRW (definition 2.2)
This subsection shows how the holding intensities for the sites are related to the string measure for the
continuous time martingale Markov random walk on a finite state space. Let S = {i1, . . . , iM} ⊂ R,
i1 < . . . < iM . Assume there are two constants 0 < c < C < +∞ where the inequalities are strict such
that c < minj∈{2,...,M−1} ǫj ≤ maxj∈{2,...,M−1} ǫj < C and that minj∈{2,...,M} ij − ij−1 > 0. Let
M˜(x) =

0 x < i2∑k
j=2 ǫj ik ≤ x < ik+1 k = 2, . . . ,M − 2∑M−1
j=2 ǫj x ≥ iM−1
M(x) = M˜(x)− M˜(0).
(68)
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In the notation of the definition, l0 = i2 and l1 = iM−1. Let L1 = iM > iM−1 and L0 = i1 < i2. Let
m∗ denote the string defined from M by equation (61). Then m∗({ij}) = ǫj for j = 2, . . . ,M − 1,
m∗({i1}) = m
∗({iM}) = +∞. The generator G
∗ satisfies{
G∗f(ij) =
1
m∗({ij})
(
f(ij+1)−f(ij )
ij+1−ij
−
f(ij)−f(ij−1)
ij−ij−1
)
j ∈ {2, . . . ,M − 1}
G∗f(i1) = G
∗f(iM ) = 0
(69)
This can be expressed as
G∗f(ij) =
1
m∗({ij})
(ij+1 − ij−1)
(ij − ij−1)(ij+1 − ij)
(
ij − ij−1
ij+1 − ij−1
f(ij+1)− f(ij) +
ij+1 − ij
ij+1 − ij−1
f(ij−1)
)
(70)
The operator G∗ is the generator of a CMRW (definition 2.2) with holding intensities{
λ(ij) :=
(ij+1−ij−1)
m({ij})(ij−ij−1)(ij+1−ij)
j = 2, . . . ,M − 1
λ(i1) = λ(iM ) = 0
(71)
For j ∈ {2, . . . ,M − 1}, when it jumps from ij , it jumps to ij−1 with probability
ij+1−ij
ij+1−ij−1
and to ij+1
with probability
ij−ij−1
ij+1−ij−1
. Note that
ij+1 − ij
ij+1 − ij−1
ij−1 +
ij − ij−1
ij+1 − ij−1
ij+1 = ij j = 2, . . . ,M − 1.
If the process arrives at iM , it remains there for all subsequent time; if it arrives at i1, it remains there
for all subsequent time. The process is therefore a martingale.
6.4 The transition semigroup and differential equations
Let X denote the gap diffusion, definition 2.3, with state space (−∞,+∞) ∩ [L0, L1], associated with
the string measure m∗. Let P denote the transition probability function; that is, P(s;x,A) = P(Xs ∈
A|X0 = x). Let G
∗ denote the second order differential operator corresponding to m∗.
Consider L1 − L0 < +∞, m
∗((L0, L1)) < +∞. For A ∈ B((L0, L1)), P(s; ., A) ∈ L
2([L0, L1],m
∗),
since P(s;L0, A) = P(s;L1, A) = 0. Let ck(s,A) = 〈P(s; ., A), ηk〉L2([l0,L1],m∗) and let ck(A) =
ck(0, A) =
∫
A ηk(y)m
∗(dy).
Since G∗ is the infinitesimal generator of X, it follows that ∂∂sP(s;x,A) = G
∗P(s;x,A), from which{
∂
∂sck(s,A) = −λkck(s,A)
ck(0, A) =
∫
ηk(x)m(dx)
(72)
and hence
P(s;x,A) =
∞∑
k=1
ck(A)e
−λktηk(x).
Lemma 6.5. For any A ⊂ (L0, L1), for all s > 0, P(s; ., A) ∈ D(G
∗).
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Proof For L1 − L0 < +∞, from the definition, the only point that has to be proved is that∫ L1
L0−
(G∗P(s;x,A))2m∗(dx) < +∞. This follows, because G∗P(s;x,A) = −
∑∞
k=1 ck(A)λke
−λktηk(x).
Since λ2e−2λs ≤ 1
s2
e−2 (the bound independent of λ, obtained by differentiation), it follows that∫ L1
L0−
(G∗P(s;x,A))2m∗(dx) <
1
s2
e−2
∫ L1
L0−
(P(s;x,A))2m∗(dx) <
1
s2
e−2m∗((L0, L1))
and the result follows directly from the definitions for L1 − L0 < +∞.
For L1 − L0 = ∞, the important feature is the upper bound λ
2e−2λs < 1s2 e
−2. A limiting sequence
may be employed; for −∞ < z1 < z2 < +∞, L0 ≤ z1 < z2 ≤ L1 and A ∈ B((L0, L1)), let X denote
the process generated by G∗, let τz1 = inf{s|Xs ≤ z1}, τz2 = inf{s|Xs ≥ z2} and let X˜
z1,z2 be the
process defined by
X˜z1,z2s =

Xs 0 ≤ s < τz1 ∧ τz2
z1 s ≥ τz1 ∧ τz2 τz1 ≤ τz2
z2 s ≥ τz1 ∧ τz2 τz1 > τz2 .
(73)
Then X˜z1,z2 is the process associated with the string measure
m∗z1,z2(A) =
{
m∗((z1, z2) ∩A) z1 6∈ A, z2 6∈ A
+∞ z1 ∈ A or z2 ∈ A.
(74)
Set
P˜z1,z2(s;x,A) = P
(
{Xs ∈ A ∩ (z1, z2)} ∩
{
z1 < inf
0≤r≤s
Xr ≤ sup
0≤r≤s
Xr < z2
}
|X˜0 = x
)
.
Let Pz1,z2 denote the transition probability for the process associated with the string measure m
∗
z1,z2
and note that P˜z1,z2(s;x,A) = Pz1,z2(s;x,A ∩ (z1, z2)). The quantity P˜z1,z2(s, x,A) is non decreasing
as z1 ↓ L0 and z1 ↑ L1 and
P(s;x,A) = lim
z1↓L0
lim
z2↑L1
P˜z1,z2(s;x;A) ∀x ∈ (L0, L1), ∀A ∈ B((L0, L1)).
The result follows from the definition of D(G∗) together with the upper bound on λ2e−2λs which is
independent of the eigenvalue for s > 0.
For x ≤ L0, P(s, x,A) = 1 if L0 ∈ A and 0 otherwise. For x ≥ L1, P(s, x,A) = 1 if L1 ∈ A and 0
otherwise; the process X is a martingale if the initial condition x satisfies x ∈ [L0, L1].
The following lemma helps to describe the structure of the transition probability; equation (75) shows
that the transition probability may be decomposed as a symmetric function, within the domain of the
operator in both space variables for all t > 0, integrated against the measure. This decomposition is
well established (see, for example, Borodin and Salminen [1] for the absolutely continuous setting).
Lemma 6.6. There exists a function q such that q(s;x, y) = q(s; y, x) for all (x, y), s ≥ 0, satisfying
q(s; ., .) ∈ D(G∗)×D(G∗) for each s > 0, such that, for A ∈ B((L0, L1)), the transition probability may
be written
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P(t;x,A) =
∫
A
q(t;x, y)m∗(dy) A ∈ B((L0, L1)) x ∈ R. (75)
For L1−L0 < +∞ and m
∗((L0, L1)) < +∞, let (−λk, ηk)k≥0 denote the eigenvalues and eigenfunctions
corresponding to the complete orthonormal base of the operator G∗ associated with m∗. The function
q(t;x, y) may be written
q(t;x, y) =
∑
k
e−λktηk(x)ηk(y). (76)
Proof First consider L1−L0 < +∞. From equation (72), it follows that P(t;x,A) =
∑
k ck(t, A)ηk(x)
where
ck(t, A) = e
−λkt
∫
A
ηk(x)m
∗(dx).
It follows that P satisfies equation (75) with q defined by equation (76). For L1−L0 = +∞, consider the
restricted processes of equation (73) associated with the restricted strings of equation (74), with Pz1,z2
the transition probability for the restricted process. Since Pz1,z2(s;x,A ∩ (z1, z2)) is non decreasing
as z1 ↓ −∞ and z2 ↑ +∞ for all A ∈ B((L0, L1)), it follows that the functions qz1,z2(t;x, y) from
equation (76) for the restricted string are non decreasing as z1 ↓ −∞ and z1 ↑ +∞ and the function
q(t; ., .) = limz1↓−∞ limz2↑+∞ qz1,z2(t; ., .) satisfies the criteria.
7 Proof of theorem 2.9
This section is devoted to the proof of theorem 2.9, that for any probability measure µ over R such
that
∫∞
−∞ |x|µ(dx) < +∞, and any fixed t > 0, there exists a gap diffusion (definition 2.3) X such that
for all x ∈ R, P(Xt ≤ x|X0 = e0(µ)) = µ((−∞, x]).
The result of theorem 2.8 is used as the starting point for the proof. The measure µ is approximated
by a sequence µ(n) where for each n, as a function of x, µ(n)((−∞, x]) is a step function. For each µ(n),
theorem 2.8 gives a process, for which there is an associated string measure m∗(n). The characterisation
of the Markov process associated with a stringm∗ is given in definition 2.3. This turns out to be a useful
characterisation for showing that convergence of strings implies convergence of associated processes.
That is the subject of lemma 7.1. After this is established, the remainder of the proof of theorem 2.9
involves showing that convergence of µ(n) to a measure µ implies existence of a convergent subsequence
of strings.
Lemma 7.1. Let (m∗(n))n≥1 denote a sequence of strings, defined according to definition 6.1 equation
(61), with L0,n and L1,n as left and right cemetaries respectively for the string m
∗(n), L0,n ↓ L0 > −∞
and L1,n ↑ L1 < +∞. Assume that there is a string measure m
∗, with left and right cemetaries L0 and
L1 such that
lim
n→+∞
sup
z
|m∗(n)((L0,n, z ∧ L1,n))−m
∗((L0, z ∧ L1))| = 0. (77)
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Let X(n) denote the Markov process associated with m(n)∗ according to definition 2.3 and X the Markov
process associated with m∗. Then for each z ∈ (L0, L1), any sequence (zn)n≥1 such that zn → z and
zn ∈ (L0,n, L1,n) for each n and any t < +∞,
lim
n→+∞
sup
w∈R
∣∣∣P(X(n)t ≤ w|X(n)0 = zn)− P (Xt ≤ w|X0 = z)∣∣∣ = 0.
Proof Let W denote a standard Wiener process started from 0 and let φ(s, a) denote its local time
at site a ∈ R, at time s ≥ 0. Let
T (n)(z, s) =
∫
R
φ(s, a− z)m∗(n)(da), T (z, s) =
∫
R
φ(s, a− z)m∗(da).
Note that, for each a, φ(r, a) is nondecreasing in r, continuous in both r and a and limr→+∞ φ(r, a) =
+∞ for each a ∈ R. Define
T (n)−1(z, s) = inf
{
r|
∫
R
φ(r, a − z)m∗(n)(da) ≥ s
}
, T−1(z, s) = inf
{
r|
∫
R
φ(r, a − z)m∗(da) ≥ s
}
.
Then, from definition 2.3, X(n) has representation X(n)(t, z) = z +W (T (n)−1(z, t)), while X(t, z) has
representation X(t, z) = z+W (T−1(t, z)). The result now follows from this characterisation ofX(n) and
X, together with continuity of W and the continuity of its local time giving limn→+∞ T
(n)−1(zn, t)→
T−1(z, t) almost surely, from which convergence of the laws follows.
Proof of theorem 2.9 Let µ denote the target measure. Define the points xn,j as
xn,1 = inf{z|µ((−∞, z]) ≥
1
2n }
xn,j+1 = inf
{
z > xn,j|µ((−∞, z]) − µ((−∞, xn,j ]) ≥
1
2n
}
until either µ((−∞, xn,j+1]) = 1 or 1− µ((−∞, xn,j+1]) <
1
2n
Mn = max{k : µ((−∞, xn,k]) < 1}.
Let p(n) = (p
(n)
1 , . . . , p
(n)
Mn
) denote the probability mass function defined by
p
(n)
1 = µ((−∞, xn,1])
p
(n)
j = µ((xn,j−1, xn,j]) j = 2, . . . ,Mn − 1
p
(n)
Mn
= 1− µ((−∞, xn,Mn−1 ]),
over {xn,1, . . . , xn,Mn} with expectation
e0(p
(n)) =
Mn∑
j=1
xn,jp
(n)
j .
Then, by theorem 2.8, for each n there exists a CMRW (definition 2.2) X(n) with a finite state space
Sn = {xn,1 . . . , xn,Mn} such that P(X
(n)
t = xn,j|X
(n)
0 = e0(p
(n))) = p
(n)
j .
Note that, for j = 1, . . . ,Mn−1,
P
(
X
(n)
t ≤ xn,j|X
(n)
0 = e0(p
(n))
)
= µ((−∞, xn,j]) j = 1, . . . ,Mn.
Furthermore, it follows that
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e0(p
(n))→ e0(µ) :=
∫ ∞
−∞
xµ(dx).
Note that, by construction, for any n < +∞, −∞ < xn,1 ≤ xn,Mn < +∞, xn,1 is non-inreasing in n
and xn,Mn is non-decreasing in n. Let Q0 = limn→+∞ xn,1 and Q1 = limn→+∞ xn,Mn ; Q0 possibly −∞
and Q1 possibly +∞.
Let
S = {x|µ({x}) > 0}. (78)
S is the set of atoms of µ. Let m∗(n) denote the string corresponding to the process X(n). Then
there is a non decreasing function M(n), with M(n)(0) = 0, M(n)(xn,2) > −∞, M
(n)(xn,Mn−1) < +∞
whose points of increase are {xn,2, . . . , xn,Mn−1}, from which the string m
∗(n) may be constructed using
equation (61), with L0 = xn,1 and L1 = xn,Mn.
Lemma 7.2. For any −∞ < x < y < +∞, there is a constant C(x, y) < +∞ such that
sup
n≥1
m∗(n)((x ∨ xn,1, y ∧ xn,Mn)) < C(x, y) < +∞ (79)
Proof of lemma 7.2 Assume not, then there exists a pair (x, z) such that −∞ < x < z < +∞
and either an n ≥ 1 such that m∗(n)((x ∨ xn,2, z ∧ xn,Mn)) = +∞ or a subsequence (nj)j≥1 such that
limj→+∞m
∗(nj)((x ∨ xnj ,1, z ∧ xnj ,Mnj )) = +∞.
Assume the first case. Then there is an n > 1 and a point xn,k ∈ (x, z), where 2 ≤ k ≤ Mn − 1, such
that m∗(n)({xn,k}) = +∞. If xn,k > e0(p
(n)), then from equation (71), it follows that
P
(
X
(n)
t ≤ z|X
(n)
0 = e0(p
(n))
)
= 1 ∀t ≥ 0,
and, consequently µ((−∞, z]) = 1 for some z ≤ xn,Mn−1, contradicting the hypotheses on µ.
If xn,k < e0(p
(n)), then P
(
Xt ≥ xn,k|X0 = e0(p
(n))
)
= 1 for xn,k ≥ xn,2, again a contradiction.
Now consider the second case; suppose that for all (x′, z′) such that −∞ < x′ < z′ < +∞, m∗(n)((x′ ∨
xn,1, z
′ ∧ xn,Mn)) < +∞ for each n, but that there is a pair (x
′, z′), x′ > Q0 and z
′ < Q1 and a
subsequence (nj)j≥1 such that limj→+∞m
∗(nj)((x′ ∨ xnj ,1, z
′ ∧ xnj ,Mnj )) =∞. Let
z˜ = inf{z′| lim
j→+∞
m∗(nj)((x′ ∨ xnj ,1, z
′ ∧ xnj ,Mnj )) =∞}
and, for this z˜, let
x˜ = lim
ǫ↓0
(
sup{x′| lim
j→+∞
m∗(nj)((x′ ∨ xnj ,1, (z˜ + ǫ) ∧ xnj ,Mnj )) =∞}
)
.
Note that x˜ = z˜. Consider the representation X(n)(s, x) = W (T (n)−1(x, s), x) from definition 2.3, where
T−1 is the inverse function of T (n)(x, s) =
∫
R
φ(x)(s, z)m∗(n)(dz). By the continuity of φ(x), it follows
that limj→+∞ T
(nj)(x, s) = +∞ if φ(x)(s, z˜) > 0. If z˜ > e0(µ), it follows that limj→+∞ P(X
(nj)
t >
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z˜|X
(nj )
0 = e0(p
(nj))) = 0 and if z˜ < e0(µ) then limj→+∞ P(X
(nj)
t < z˜|X
(nj )
0 = e0(p
(nj))) = 0, a
contradiction in both cases.
Lemma 7.2 is proved.
Proof of theorem 2.9 (continued) Recall the definition of S in equation (78), the set of points
where µ has an atom. Since µ is a probability measure, there are at most a countable number of
elements of S. Note also that for each x ∈ S, there is an N such that for all n > N , x = xn,kn(x) for
some kn(x).
The remainder of the proof splits the string functions (M(n))n≥1 into two parts, a part that con-
verges by the Ascoli Arzela theorem to a continuous function and a part that converges to a function
that increases by jumps.
Set xn,0 = xn,1 −
1
2n and define M˜
(n) by M˜(n)(xn,0) = 0 and, for j = 0, 1, . . . ,Mn − 1,
M˜(n)(x) =
{
M˜(n)(xn,j) +
x−xn,j
xn,j+1−xn,j
(M(n)(xn,j+1)−M
(n)(xn,j)) x ∈ [xn,j, xn,j+1], xn,j+1 6∈ S
M˜(n)(xn,j) x ∈ [xn,j, xn,j+1], xn,j+1 ∈ S.
Let ̂˜M(n)(x) = M˜(n)(x)− M˜(n)(0). For −∞ < x < y − δ < +∞, let
ǫx,y(δ) = lim sup
n→+∞
sup
z∈[xn,1∨x,xn,Mn∧y−δ)
sup
z≤z′<z+δ
|M˜(n)(z′)− M˜(n)(z)|.
Lemma 7.3.
lim
δ→0
ǫx,y(δ) = 0 ∀ −∞ < x < y < +∞.
Proof of lemma 7.3 If lim supδ→0 ǫx,y(δ) = c > 0, for some c > 0 and some (x, y), then there is a
sequence (xnj , δnj ,M˜
(nj))j≥1 such that δnj ↓ 0 and such that there exists an x and y such that
lim
j→+∞
(M˜(nj)(xnj + δnj )− M˜
(nj)(xnj )) ≥ c > 0, −∞ < x < inf
j
xnj ≤ sup
j
xnj < y < +∞.
Consider a limit point x∗ of xnj . If x
∗ 6∈ S, then
lim
n→+∞
P
(
X
(n)
t = x
∗|X0 = e0
(
p(n)
))
= 0.
If x∗ ∈ S then, by the construction of p(n), there exists an N such that for each N ≥ n,∣∣∣P(X(n)t = x∗|X0 = e0 (p(n)))− µ({x∗})∣∣∣ ≤ 12n−1 . (80)
Note that
P
(
X
(n)
t ∈ [x
∗ − δ, x∗ + δ]|X0 = e0
(
p(n)
))
= P
(
X
(n)
t = x
∗|X
(n)
0 = e0
(
p(n)
))
+ P
(
X
(n)
t ∈ [x
∗ − δ, x∗ + δ]\{x∗}|X
(n)
0 = e0
(
p(n)
))
and that
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P(
X
(n)
t = x
∗|X
(n)
0 = e0
(
p(n)
))
→ µ({x∗}).
It follows that, in all cases,
lim
δ↓0
lim
n→+∞
P
(
X
(n)
t ∈ [x
∗ − δ, x∗ + δ]\{x∗}|X
(n)
0 = e0
(
p(n)
))
= 0. (81)
The aim is to show that if limδ→0 ǫx,y(δ) = c > 0, then equation (81) does not hold, leading to a
contradiction.
Set
g(n)(s, x) = P
(
X(n)s ∈ [x
∗ − δ, x∗ + δ]\{x∗}|X
(n)
0 = x
)
.
Let q(n)(t;x, y) be the element of D(G∗(n)) × D(G∗(n)) from lemma 6.6 such that P(n)(t;x,A) =∫
A q
(n)(t;x, y)m∗(n)(dy) for A ∈ B((xn,1, xn,Mn)). It follows that
g(n)(s, x) =
∑
xn,k∈[x∗−δ,x∗+δ]\{x∗}
q(n)(x, xn,k)m
∗(n)({xn,k}).
If limδ→0 ǫz1,z2(δ) = c > 0, then for any x ∈ (z1, z2),
lim
δ↓0
lim inf
n→+∞
g(n)(t, x) ≥ c lim inf
n→+∞
q(n)(t;x, x∗). (82)
It holds that
lim inf
n→+∞
q(n)(t; e0(p
(n)), x∗) = lim inf
n→+∞
q(n)(t; e0(µ), x
∗).
The following argument shows that lim infn→+∞ q
(n)(t; e0(µ), x
∗) > 0, where the inequality is strict.
If e0(µ) < x
∗, let τ (n) = inf{s|X
(n)
s ≥ x∗} and y∗n = inf{xn,k|xn,k ≥ x
∗}. If e0(µ) > x
∗, let τ (n) =
inf{s|X
(n)
s ≤ x∗} and y∗n = inf{xn,k|xn,k ≤ x
∗}. Then
q(n)(t; e0(µ), y
∗
n) =
∫ t
0
P(τ (n) ∈ ds|X
(n)
0 = e0(µ))q
(n)(t− s; y∗n, y
∗
n).
It follows the construction that lim infn→+∞ q
(n)(s; y∗n, y
∗
n) > 0; otherwise it follows from the construc-
tion that lim infn→+∞ q
(n)(s; y∗n, .) ≡ 0 and, using the fact that m
∗(n)((xn,1∨a, xn,Mn ∧ b)) < C(a, b) <
+∞, that lim infn→+∞ P
(n)(s; y∗n, (a ∨ xn,1, b ∧ xn,Mn)) = 0 for all −∞ < a < b < +∞, a ≥ Q0 and
b ≤ Q1, implying that there is a subsequence (nj)j≥1 such that limj→+∞P
(nj )(s; y∗nj , (Q0, Q1)) = 0,
from which it follows that µ({Q0}) + µ({Q1}) = 1, from which m
∗(n)((Q0, Q1)) = 0 for all n ≥ 1,
which is a contradiction.
It follows that limδ→0 ǫx,y(δ) = 0 for all −∞ < x < y < +∞ and the lemma is proved.
Proof of theorem 2.9 (concluded) Recall that Q0 = limn→+∞ xn,1 and Q1 = limn→+∞ xn,Mn . It
follows, by the Arzelo-Ascoli theorem that for any −∞ < x < y < +∞ satisfying x ≥ Q0 and y ≤ Q1,
there is a subsequence ̂˜M(nk) and a limit point ̂˜Mx,y such that
lim
k→+∞
sup
z∈[x,y]
∣∣∣∣̂˜Mx,y(z)− ̂˜M(nk)(z)∣∣∣∣ = 0.
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For −∞ < x < y < +∞, it follows from weak convergence and compactness arguments that there exists
a subsequence {m
∗(nkj )({z})|z ∈ S}, where (nkj)j≥1 is a subsequence of the (nj)j≥1 used for the contin-
uous part, and a limit point {θx,y(z)|z ∈ S} such that for any β satisfying |β(z)| <
1
1+C(0,0∨z)2+C(0∧z,0)2
,
∑
z∈S:xnkj
,2≤z≤xnkj
,Mnkj
−1
m
∗(nkj )({z})β(z)
j→+∞
−→
∑
z∈S|Q0<z<Q1
θx,y(z)β(z).
Now let
fx,y(z) =
{ ∑
w∈[0,z]∩S θx,y(w) z ≥ 0
−
∑
w∈[z,0)∩S θx,y(w) z ≤ 0
Define Mx,y as
Mx,y(z) =

̂˜Mx,y(x) + fx,y(x) z ≤ x̂˜Mx,y(z) + fx,y(z) z ∈ (x, y)̂˜Mx,y(y) + fx,y(y) z ≥ y.
LetM be a limit point ofMx,y in the sense that there exists a sequence (xi, yi)i≥1 such that xi ↓ −∞,
yi ↑ +∞ and limi→+∞
∫
γ(z)(Mxi,yi(z)−M(z))dz = 0 for all γ such that
∫
|γ(z)|(1 + C(z ∧ 0, 0)2 +
C(0, z ∨ 0)2)dz < +∞. Such a limit exists by the usual convexity and compactness arguments.
Let m∗ denote the string measure constructed from M using equation (61) with L0 = Q0 and
L1 = Q1. Then for each −∞ < x < y < +∞ such that Q0 ≤ x < y ≤ Q1, by construction, there is a
subsequence (m∗(nj))j≥1 such that
lim
j→+∞
sup
z∈[x,y]
∣∣∣m∗(nj)((x ∨ xnj ,1, z ∧ xnj ,Mnj ))−m∗((x ∨Q0, z ∧Q1))∣∣∣ = 0. (83)
Let m
∗(n)
x,y be defined as the restriction of m∗(n) according to equation (74) and X(n);x,y the correspond-
ing process according to equation (73); similarly for m∗x,y and X
x,y. Let (nj)j≥1 denote a sequence for
which equation (83) holds. It follows from lemma 7.1 that for any z ∈ (x ∨Q0, y ∧Q1) and sequence
znj such that znj ∈ (x ∨Q0, y ∧Q1) for each j and zn,j → z,
lim
j→+∞
sup
w
∣∣∣P(X(nj);x,yt ≤ w|X(nj );x,y0 = znj)− P (Xx,yt ≤ w|Xx,y0 = z)∣∣∣ = 0.
It also follows from the above description that, for any z1, z2 ∈ (Q0, Q1),
lim
x↓−∞
lim
y↑+∞
P(Xx,yt ≤ z2|X
x,y
0 = z1) = P(Xt ≤ z2|X0 = z1).
and for any z1, z2 ∈ (xn,1, xn,Mn) that
lim
x↓−∞
lim
y↑+∞
P(X
(n);x,y
t ≤ z2|X
(n);x,y
0 = z1) = P(X
(n)
t ≤ z2|X
(n)
0 = z1).
From this, it follows that for any z ∈ R and sequence (xj, yj) such that xj ↓ −∞ and yj ↑ +∞, there
exists a subseqence (nj)j≥0 such that
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P(Xt ≤ z|X0 = e0(µ)) = lim
j→+∞
P(X
(nj);xj ,yj
t ≤ z|X
(nj);xj ,yj
0 = e0(p
(nj)))
= lim
j→+∞
P(X
(nj)
t ≤ z|X0 = e0(p
(nj))) = µ((−∞, z]).
and hence there exists a string measure m∗ and a gap diffusion X with infinitesimal generator d
2
dm∗dx
that satisfies
P(Xt ≤ z|X0 = e0(µ)) = µ((−∞, z]) ∀z ∈ R.
8 Conclusion
For a given marginal distribution µ at a given fixed time t > 0, with a well defined expectation e0(µ),
this article proves existence of a gap diffusion which, when started at e0 at time 0, has this distribution
at time t. The motivation for the problem that is currently receiving substantial attention, is from
mathematical finance. It is described in the introduction; a list of call option prices for a given
maturity t implies, at least approximately, a probability distribution for the stock price at maturity.
For purposes of calibration, it is of interest to recover a time homogeneous equivalent martingale
measure that produces this marginal distribution at the fixed time in question.
The article gives existence in full generality for measures with compact support. The theorem of
interest to practitioners is theorem 2.8, on a finite state space. Although the theorem only states
existence, the crux of the problem is locating a vector λ that satisfies equation (27). For fixed r,
this is a system of polynomial equations, each of degree r and algorithms exist for locating solutions.
For fixed r, a solution provides a martingale that has the correct marginal for a time Tr with Γ(r,
t
r )
distribution. As r → +∞, the random variable Tr approaches the deterministic time t; for all ǫ > 0,
limr→+∞ P(|Tr − t| > ǫ) = 0.
It is the limit of ρ = rλ(r) that is of interest and hence a limit point, as r → +∞ of solutions to
ρ = rF
(
pN r−1
(ρ
r
))
.
Suitable approximations to this problem should be achievable, since the structure of N is relatively
straightforward. It is therefore possible that the ideas used here in the proof of existence may provide
a method for estimating an appropriate martingale diffusion.
Acknowledgements The author acknowledges the seminar that Jan Obłój gave in Warsaw on 24th
March 2011, which introduced the author to the problem and thanks him for an interesting presentation.
He also thanks him for a communication by electronic mail on 19th May 2011, informing him about
the article by Ekström, Hobson, Janson and Tysk [6] and the article by Monroe [14].
The author also thanks two anonymous referees, both of whom made invaluable comments, which
led to substantial improvements with the revision and, in particular to a referee who pointed out that
the method of proof extended easily from measures with compact support to measures over the whole
43
real line and who also suggested using the characterisation of the Markov process in terms of the string
and local time of the Wiener process, which proofs that were substantially more elegant than those of
the original.
Literature Cited
[1] Borodin, A.N., Salminen, P. [2002] Handbook of Brownian Motion - Facts and Formulae 2nd
edition, Birkäuser, Basel.
[2] Cox, A.M.G., Hobson, D., Obłój, J. [2010]Time-homogeneous diffusions with a given marginal at
a random time ESAIM: PS, doi: 10.1051/ps/2010021 (to appear in a special volume in honour of
Marc Yor).
[3] Carr, P. [2009]Local Variance Gamma Option Pricing Model seminar given at KTH
http://www.math.kth.se/pdefinance/2009/presentations/Carr.pdf
[4] Carr, P. and Madan, D. [1998] Determining Volatility Surfaces and Option Values from an Implied
Volatility Smile Quantitative Analysis of Financial Markets, Vol II, M. Avellaneda, ed., pp 163 -
191
[5] Dym, H., McKean, H.P. [1976] Gaussian processes, function theory and the inverse spectral problem
Academic Press, New York, Probability and Mathematical Statistics, vol. 31
[6] Ekström, E., Hobson, D., Janson, S., Tysk, J. [2011] Can time-homogeneous diffusions produce
any distribution? preprint
[7] Forde, M. [2011] A diffusion-type process with a given joint law for the terminal level and supremum
at an independent exponential time Stoch. Proc. App., vol. 121 pp 2802 - 2817
[8] Jiang, L., Tao, Y. [2001] Identifying the volatility of underlying assets from option prices Inverse
Probabl. 17 1 pp 137 - 155
[9] Kac, I.S., Kre˘in, M.G. [1958] Criteria for the discreteness of the spectrum of a singular string Izv.
Vysš. Uc˘ebn. Zaved. Matematika (2(3)), pp 136 - 153
[10] Kotani, S. and Watanabe, S. [1982]Krei˘n’s spectral theory of strings and generalized diffusion
processes Functional analysis in Markov processes (Katata / Kyoto 1981) Lecture Notes in Math-
ematics vol. 923, Springer, Berlin.
[11] Knignt, F.B. [1981]Characterisation of Lévy measures of inverse local times of gap diffusions
Seminar on stochastic processes 1981 Progr. Prob. Statist., vol. 1, Birkhauser Boston, Mass pp 53
- 78
[12] Kre˘in, M.G. [1952] On a generalisation of investigations of Stieltjes Doklady Akad. Nauk. SSSR
(N.S.) 87 pp 881 - 884
[13] Madan, D.B. and Yor, M. [2002] Making Markov martingales meet marginals: with explicit con-
structions Bernoulli 8 pp 509 - 536
[14] Monroe, I. [1972] Using additive functionals to embed preassigned distributions in symmetric stable
processes Trans. Amer. Math. Soc. 163 pp 131 - 146
[15] Revuz, D. and Yor, M. [1991] Continuous Martingales and Brownian Motion Springer-Verlag
[16] Rubinstein, M. [1994] Implied Binomial Trees Journal of Finance 49 no 3 pp 771 - 818
44
