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Abstract：　From　a　standpoint　of　the　stochastic　ltg－Volterra　equation　and　the　canonical　repre－
sentation　of　Gaussian　processes　（［13］　and　［2］），　we　investiga－te　self－similar　processes　derived
from　fractional　Brownian　motions　（［10］）．　ln　particular，　we　generalize　a　key　property　of
T－positivity　that　was　assumed　in　Okabe’s　theory　for　stationary　Gaussian　processes　（［15］　一一
［17］）．
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Sl．　lntroduction
　　The　present　paper　is，　in　some　sense，　a　continuation　of　the　author’s　previous　papers
［11］A一［14］．　As　was　mentioned　in　lntroduction　of　［13］，　a　fractional　Brownian　motion
Bh（t）　with　exponent　h＃1，　O〈h〈2，　has　these　important　properties：
（i）　Gaussian　in　distribution；　（ii）　self－similarity．；　（iii）　stationarity　of　the　increments；
（iv）　the　fractional　nature．　（dt）h　of　the　variance　of　the　infinitesimal　increment
dB，（t）＝、B，（t十dt）rBh（の．　This　last　property　refuses　one　to　apply　a・familiar　stochastic
Ito－Volterra　equation　of　the　form
（1－1）　　　・yω一｛∫tk（t，・u）dY（u）｝d・＋・・dB・（の，
where　Bo（t）　is　a　standard　Brownian　motion　that　expresses　the　innovation　process　of　a
Gaussian　process　Y（t）　，　t）O．
　Keeping　such　a　fractional　nature　of　Bh（t）　in　mind，　we　here　deal　with　two，self－similar
Gaussian　processes　Xh，　i（t．）　and　Xh，　2（t）　，　which　express　the　odd　and　even　parts　of　the　frac－
tional　Brownian　motion，　respectively．　Their　canonical　representations　were　obtained　in
27
　　　　　　　　　　　　　　Fractional　Brownian　Motion　and　Generalized　KMO－Langevin　Equat｛on．．
［10］：
（1－2）　　．X・，・，（t）一C・∫訴緬）u・・一1）／・嫌），
where　we　see　that　the　kernelプち，　i（s）～（∫2－1）㊥一1）／2，　as　8＝t／u↓1．　In　order　to　grasp　the
main　termσ（沼。（のin　a　stochastic　equation　like（1－1）for　Such　processes，　we　are　naturally
led　to　operate　the　frac毛ional　derivative　1）αof　orderα；（h－1）／2，to　study　new　processes
Yh，　i（の＝一DαXh，　i（のin§2．　Then　we　get
（1－3）　　．　　　Yh，　i（t）一C、∫詠（’／・）dB。ω．
with　a　finite　positive　value　gh，　i（1）．
　This　canonical　representation（1－3）of　the　transformed　process｝完，　i（t）enables　us　to　write
（1－4）　鵡ω一｛7∫；扁’／u）u－1dB・ω｝dt＋砺dB・（tい・・，
w・th　p・・・・…．E・n・tan・・h．一C・・9・，i（1）an・ブh，i（・）一一・・島・煽（・）（…P…t・・n　1）．
Associated　with（1－4），　we　need　consider　the　resolvθntθquation　for　the　Volterra　kernel
r（t，・u）一．ブh，i（t／u）（ahU）一1，
（1－5）　．　漁）・綱一∫ン（・の・（v，・u）d・，・〈u＜t．
Whenever　we　find　a　solution　k（t，のof　this　integral　equation，　we　can　reach　our　goal　in§2，
i．e．，　the　following　stochastic　Ito－Volterra　equation　that　is　shown七〇be　equivalent　to（1－4）
above（cf．［2］，Chapter　6）：
（1－1・）　　d・Y・，・，（t）一｛∫lk（t，・u）翌旦＋・h・B・（の，　t…　℃
Indeed，　we　are　going　to　prove　the　existence　of　such　a　solution　k（t，　u）of（1－5）in　the　sim－
plest　case　O＜h＜1and　i＝1（Theorem　2）．　Since　the　kernel　r（t，　u）does　not　satisfy　a　famil－
iarム2－integrability　condition
　　　　　　　　　　　　　　　　　　　　　　　∫1｛∫1・・（・・）轍・・・…any　T＞・，
we　follow　our　approach　take垣n［11］．　Namely，　we　show　the　following　inequality　instead：
（1－6）．　　、∫lir（・・）1du＜1　f・・any・t・・．
Then　we　easily　find　a　desired　solutionん（t，　u）in　the　L。。一space，　by　means　of　a　well－known　ex－
panslon
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（1－7）　　　　　　　　　　　　　　　　　　　　　　　　　　k（t，u）；　一　Σ r＠）（t，　u），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　n＝1
r（n）（t，¢の，n＝1，　2，　…　　，　being　the　iteraもed　kernels　of　7（t，　zの　（［19〕）．
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In　g　3，　we　take　up　another　approach　toward　a　KMO－Langevin　equation　deseribing　the
fractional　Brownian　motion．　By　a　well－known　change　of　parameter，　any　self－similar
Gaussian　process　can　be　transformed　into　a　stationary　Gaussian　process．　Stationary　proc－
esses　Zh，　i（x），　x　EI　R，　thus　transformed　trom　Xh，　i（t），　t　l　O，　turn　out　to　have　a　notable
structure　of　their　spectral　density　functions．　With　this　observation　in　mind，　we　are　going
to　discusS　a　generalization　of　T－positivity　（　＝reflection　positivity＝＝OS　positivity，　also　used
as　a　terminology）．
In　fact，　we　investigate　a　KMO－Langevin　equation　for　a　general　mu｝tiple　Markov　station－
ary　Gaussian　process　Z（x）　having　a　correlation　function　r（　1　x－y　1　）　expressible　as　follows：
　　（1－8）　r（t）＝Zpi　exp［一ait］，　t　20，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1　’
with　O〈ai〈a2〈　’”　〈aN〈　oo　，　and　Pi　iE　O　for　every　i．　Let　｛Ui（x）｝iN＝i　be　a　sequence　of　mu－
tually　independent　Ornstein－Uhlenbeck　processes　with　correlation　functions　exp　［一aM　x－g　1　］　，
1≦i≦ハ1．Then　our　process　Z（x），independent　of　all　Ui（x）such　that　Pi〈0，　satisfies　the
following　equality　in　distribution：
　　　　　　　　　　　　　　　　　　　　　　　　N　　一　N　　（1－9）　Z（x）十　Z　Vmax｛一pi，　O｝　Ui（x）＝　Z　Vmax　｛pi，　O｝　Ui（x）．
　　　　　　　　　　　　　　　　　　　　　　　歪漏1　　　　　　　　　　　　　　　　　　　　　i＝1
1n　case　pi＞o　for　all　i，　the’垂窒盾モ?唐刀@z（x）　＝＝　iE　VIZ」；ui（x）　becomes　T－positive，　for　which　the
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ棒1
author　has　discussed　the　KM20－Langevin　equation　in　［12］　and　［13］．
Now　we　are　ready　to　state　our　assumptions．　ln　addition　to　the　usual　condition
（1－8・）　・（・）一1，．．島・（・＋）一一・・／・＜・，and∫1・（t）dt一τ2＞・，
we　impose　more　general　condition　than　that　of　T－positivity：
　　（SC）　’　The　number　S（Po，　pi，　’”，　PN，　PN＋i）　of　sign　changes　of　the　extended　sequence
　　　　　　　　　　　｛pi｝pt・＝’oi　is　equal　to　2，
where　we　always　set　Po＝PN＋i＝　一1　in　the　present　paper．　A　good　example　including　nega－
tive　pi　and　satisfying　（SC）　comes　from　a　suitable　approximation　to　Zh，　i（x），　1〈h〈2，
mentioned　above．　On　the　other　hand，　for　O〈h〈　1，　each　stationary　process　Zh，．i（x）　turns
out　to　be　T－positive　（see　Remark　2）．
Under　the　present　assumption　of　（SC），　which　contains　the　cise　of　T－positivity，　we　are
going　to　study　the　spectral　density　function
（1－1・）　φ（・）一∫雲。．・xp［i・・］・（［・Ddx／・・煮・μ・／・（λ2＋・2），
and　find　its　AI－1　distinct　roots　｛ibj｝，”・＝一ii　with　O〈bi〈b2〈　…　〈　bN－i〈　oo　．　ln　view　of　the
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，。。t、圃告1　and　th，．　P。les｛i・、｝A。fφ（λ）di、t・ib。t，d。n　th，　p。、itive　im。gina・y。ki、，
the　associated　outer　function　o（λ）is　concluded　to　admit　three　different　expressions：
　　　　　　　　　　　　　　　　　　　　　　　　　エ　　　　　　　　　　　　　エ　　　　　　　　　　　　　エ　　　　　　　　　　　　　　　　　　　・（λ）一σn畝＋の／H　（iλ＋α、）一σΣ痴λ＋αん）ヨ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　k＝・1　　　　　　　　　　　fO＝1ゴ＝1　　（1－11）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　エ　　ユ　　　　　　　　　　　　　　　　　　　　　　＝σ｛（iλ十σo）十iλΣ（Zj・（iλ十の一1｝一1．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノー1
By　these　neat　expressions（1－11），　we　are　able　to　proceed　on　the　lines　of　Okabe’s　theory．
（［15］～［17］），to　establish　the　canonical　representation　of　Z（x）and　the　KMO－Langevin
equation　describing　the　time　evolution　of　Z（の（Theorem　3）．
　The　final　topic（Proposition　4）is　to　discuss　in　detail　the　particular　case　2V＝3without　the
above　restriction（SC）．　Namely，　when　p1＞0，p2＜．　O　andρ3＞0　（which　means　that
S（po，ρ1，一・，ρ4）＝4），we　take　up　a　sufficient　condition　that　still　guarantees　the　validity
of（1－11）．　In　the　general　N　case，　however，　such　an　attempt　would　cause　us　difficulties．
g2．　Fractional　Brownian　motion　and　fractional　calculus
This　section　is　devoted　to　a　study　of　stochastic　lto－Volterra　equations　for　self－similar
Gaussian　processes　which　are　derived　from　the　fractional　Brownian　motion　Bh（t）　by　using
fractional　calculus．　ln　order　to　find　a　stochastic　equation　for　Bh（t）　，　the　main　difficulty
comes　from　that　fractional　nature　E［（dBh（t））2］　＝（dt）h’mentioned　in　g　1．　We　therefore
use　the　fractional　derivative　1）、　of　orderα＝（h－1）／2，and　define　a　new　process　y（の
having　this　nice　property：
　　（2－1）　　　　　　E［（dy（の）2］一σ2dt＋o（dt）（σ＞0），
which　is　expected　to　provide　us　with　a　stochastic　Ito－Volter．ra　equation　of　Y（のin　terms　of
a　standard　Brownian　motion　Bo（t）　．
Let　Bh（x）　，　一〇〇〈x〈　oo　，’　denote　a　fractional　Brownian　motion　with　exponent　h　iE　1，
O〈h〈　2　（［7］　and　［8］）．　That　is，　Bh（x）　is　a　centered　Gaussian　process　such　that　its　covari－
ance　func’狽奄盾氏@rh（x，　y）　is　given　by
　　（2－2）　Fh（x，　y）＝｛lxih十lglh－ix－yih｝／2，　一〇〇〈x，　y〈oo．
We　here　study　two　self－similar　Gaussian　processes　．Xh，　i（t）　on　［O，　oo）　，　which　are　derived
from　Bh（x）　in　the　following　way：
（2一・）
@｛愛：1：1：1諺：：1：ll：：ll：に傷：1：1：
30
　　　　　　　　　　　　　　　　　　　　　浜松医科大学紀要　一般教育　第10号．（1996）
This　pair　of　processes　corresponds　to　the　odd　and　even　parts　of　the　original　process
Bh（x）　，　and　we　see　that　Xh，　i（t）　and　Xh，　2（t）　are　rnutually　independent．　The　covariance　func－
tion　of　Xh，　i（のbecomes
（2－4）　［kll［ll　li：i，（i．＋」，）i一一1：：，）］｝，Ci’，一，，，，．，，　gllill・
and　we　calculate　the　variance　of　the　infinitesimal　increment　dXh，　i（t）　for　every　t＞O：
　　　　　　　　　　　　　E［（dXh，　i（t））2］　＝　（clt）h一（一1）i2h－i｛（t十dt）h十th－2（t十dt／2）h｝
　　（2－5）
　　　　　　　　　　　　　　　　　　　　　　　　　＝（dt）h一ト0（（dt）2），　　i＝1，　2．
　As　was　stated　in§1，　we　know　the　canonical　representation　of　Xh，　i（の：
（2’6）　Xh，i（t）＝Chflfh，i（t／u）u（h－i）／2dBo（u），　t20，
where　Ch；（V｝i－h／r（（h十1）／2）F（1－h／2））i／2　and　the　kernel　function　fh，　i（s），　s）1，
takes　the　following　form　（［10］）：
（2－7）　Cill：lilililBlili1122i，一，．s：（．2一，）（h－i）／2．一2d．．
　Now　we　introduce　the　fractional　derivative　D．　of　order　a＝（h－1）／2，　to　define　new
Gaussian　processes
’（2’8）　．　Yh，i（t）＝＝DaXh，i（t），　t＞O・
The　explicit　form　of　D．　is　giveri　in．　terms　of　the　fractional　integral　IB　of　the　Holmgren－
Riemann－Liouville　type　’i　［5］　）　：
（2－9）　（IB¢）（t）’@＝＝’rftr／　ft，（t－u）B－i¢（u）au，　t＞O．
Indeed，　we　have，　for　O〈h〈1，
（2‘10）Y・・i（t）　・　（1一・X・・　・D）ω＝・（（F－1）／・）∫1（t一・）τ謌ﾗ纐・
and　for　1〈h〈2，
　　　　　　　　　　　　　　　　　Yh・　i（t）　＝＝　’Slt」（li－aXh，　i）　（t）
　　（2－10’）
　　　　　　　　　　　　　　　　　　　　　　一。（（，±）／，）農［∫1（t一・）（1－h）／2瓦漁］・
　By　（2－6）　and　（2－10），　for　O〈h〈1　we　can　write
　　　　　　　　　　　　Yh・　i（t）　＝　Ch　．f1　｛一irt／Z）111］XSJ＞i（：　h）／i72）　．fi（t－u）r（h”）／2fh，　i（u／v）　du｝　dBo（v）　．
Then，　putting　p　一＝（u－v）／（t一の∈（0，1）a耳d　s＝t／v∈（1，00），the　above　integral　in
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1　i　becomes
　　　　　　　　　　　　　　，（　　（h－1）／2（レん）／2）（t一の（1一・・／・∫1（1一・）一…1）／2f・，i（レ・＋・’ん）の
　　　　　　　　　　　　　一弄拓野際（1一・）　＋1㌦（1一・＋・・）⑫
which　we　denote　simply　by　gh，　i（s）　．
　By　（2－7），　we　compute　gh，　i（s）　as　follows：．
，，一，，，　／l：［1．il；lg・i（，ilililiil，（：IIIi：lil－il’，hilid3／，ii，1i．」．h，i／，3，，，r，，．，，
　　　　　　　　　＋（・一1）∫1｛（・一・＋・・）・｝（h－1）／2（1一・＋・・）一2（1一・）（’一h’／2dp／・（（・一h）／・）．
We　thus　arrive　，at　the　following　canonical　representation　of　Yh，　i（t）　in　the　first　case
O＜んく1：
（2－12）　Yh，　i（　t）　＝　Ch　f：　gh，　i（t／u）　dBo’（u）．
Here，　the　kernal　function　gh，　i（s）　was　given　by　（2－11）．．
　We　can　similarly　proceed　to　the　canonical　representation　of　Yh，　i（t）　in　the　second　case
1〈h〈2．　By　（2－6）　and　（2－10’），　we　are　led　to　set
　　　　　　　　　gh・i（s）＝一ff（／5Sb72s’3－ih）　2）　’Sltr［（s－i）（9－h）／2f：（i－p）（i－h）／2fh，，（i－p＋ps）dp］，
and　we　obtain　（2－12）　also　in　this　case．　The　exat　form　of　the　kernel　gh，　i（s）　follows　easily
from　（2－7）：
　　　　　　　　　　　ghi　i（s）　＝＝　f：｛（2－p＋ps）p（1－p）一i｝（h－i）／2dp／r（（3－h）／2）
　　　　　　　　　　　　．一（s－1）f：（2－p＋ps）（h＝3）／2p（h＋i）／2（1－p）（’一h）／2dp／r（（1－h）／2），
（2－11’）　（　g，，　’C（，）　＝　Jg　｛（1　＋p　（，一1）（h－D／2｝　｛（2　一p　＋ps　）p（1　一p）一i｝　（hT’）／2
　　　　　　　　　　　　　（1－p＋ps）一2dp／r（（3－h）／2）一（s－1）fg（2－p＋ps）（h－3）／2p（h＋2）＞2
　　　　　　　　　　　　　（1－P）（1一の／2（1－p一トー1）s）一1の／r（（1一ん）／2）。
　Now，　we　are　in　a　position　to　derive　stochastic　equations　for　our　self－similar　processes
Yh，　i（t），i一一　1，　2．　Noting　that　the　two　expressions　（2－11）　and　（2－11’）　yield　the　same　value
gh，1（1）＝gh，2（1）＝2（h－1）／2r（（h十1）／2），we　can　set
　　　　　　　　　　　　　　　ah　＝　Ch　gh，　i（1）　＝　（2hLiVJI－hr（（h十1）／2）／r（1－h／2）．）　’／2
　　（2－13）
　　　　　　　　　　　　　　　　　一　（2h　sin（zh／2）r（（h＋　1）／2）F（h／2　4一　i）／VJi一）i／2　〉　o．
32
浜松医科大学紀要　一般教育　第．10号（1996）
Then　the　canonical　representation　（2－12）　enables　us　to　write
（2－14）　d・Y・，・，（・t）一←∫1ブ煽（t／・）u一’・B・（・）｝d・・＋・a・・dB・ω・t＞・，
where　we　put
　　　　　　　　　　　　　　　　　　　　　　　　　　偏s）一一。羨σ偏（s），∫＞1・
The　explicit　forms　of　／’h，　i（s）　follow　immediately　from　（2－11）　and　（2－11’），　although　we　do
not　go　into　details　here．
We　can　summerize　the　above　discussiOns　as　follows：
Proposition　1．　The　self－similaic　Gaussian　process　Yh，　i（t）　defined　by　（2－8）　admits　the　ca－
nonical　representation　（2－12）　as　well　as　the　expression　（2－14）　for　the　infinitesimal　incre－
ment　d　Yh，　i（t）　・
We　are　ready　to　face　the　main　problem　in　this　section．　Under　some　condition　that　guar－
antees　the　existence　of　a　solution　of　the　resolvent　equation
（2－15）．・（t，・u）＋プ・緬）（…）一1一∫1ブ・緬）（・hの一’・（・耽
for　every　O　〈　u　〈　t，　we　reach　the　following　stochastic　lto－Volterra　equation　as　an　equivalent
equation　to　（2－14）　above：
’（2－16）　　d・Y，，・，（・）・一｛∫lk（・・）dY，，，（u）｝蜘疎い〉・，
where　the　kernel　k（t，　u）　is　taken　to　be　a　soluion　of　（2－15）．
In　the　present　paper，　we　must　be　contented　with　finding　a　solution　of　（2－15）　only　in　the
pmtse　O〈　h〈　1　and　z　1　；　The　remaining　cases　as　well　as　the　multiparameter　cases　studigd　in
［10］　are　planned　to　be　discussed　in　a　forthcoming　paper．
In　the　case　O〈h〈1，　we　obtain
　　　　　　　　ブ・1（・）一｛・h（1一・）／・・（（1一・）／・）｝∫1（・一・＋・・）（h『3）／2｛・（1一・）一1｝（h＋1）／2の
　　　　　　　　　　　　　　＝　oh　dh　f：（2　一P＋ps）（h－3）／2　｛p　（1　一p）一’｝　（h’i）／2dp　〉　o，
which　is　decreasing　with　lim　］’h，　i（s）　＝O．　Here　we　simply　set
　　　　　　　　　　　　　　　　　　　　s－oo
　　　　　　　　　　　　　　　　　　　　　　　　　　　dh　＝：：　［z2Z　sin　nz］1．一a－h）／2／Z・
In　order　to　show　a　key　estimate　（1－6）　in　g　1　for　this　continuous　kernel
（2L17）　r（　t，　u）　＝」h，　i（t／u）（oh　u）一i　＝＝　一Ch（ah　u）Ji－SltTgh，　i（s）Fs－t／u，
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we　observe　that　gh，1（s）is　positive　and　decreasing　with　lim　g盈，1（8）；0．Then　we　have
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　s→oo
　　　　　　　　　　　　　　∫lir（t，・u）1du一∫：r（1，・u）du一一・・砺1∫1｛農・h，・1（・）｝・一id・
　　　　　　　　　　　　　　　　　　　　　　　　　　一1一（・h，・1（1））『’∫1・h，・（・）・一・d・＜1，
which　implies　that　an　operator　7｝defined　by
（2－18）　伽）（t）一∫1・（t，・u）φω・・…anyφ∈・．．（（・，・・）），
is　a　contraction　operator　on五。。（（0，0c））。　Hence　the　resolvent　equation（2－15）can　be
solved　in　a　familiar　manner（cf．［11コand［19］）．　Namely，　we　get　the　following　for　each
（t，u）　such　that　O＜u＜た
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　
　　（2－19）　　　　　k（ちの＝一Σ［（Tr）nr（・，の］（の＝一Σr（n）（t，　u），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　n＝O　　　　　　　　　　　　　　　　　　　　　　n＝1
withγ（1）＝r（t，　zのand　for　n≧2，　　　　　　　　　　　　　　　．・
　　　　　　　　　　　　7ω（t，　u）一∫…∫．　　r（ちのゆ1，V2）…r（Vn－1，　U）dv。．1…dVl．
　　（2－20）
　　　　　　　　　　　　　　　　　　　　　　｛u＜v。一1＜…〈v1＜t｝
We　have　thus　proved　the　main　result　in　this　section．
Theorem　2．　The　self－similar　Gaussian　process　Yh，1ωwith　exponent　O＜h＜1，admits　the
、t。，h。、ti，　lt。．V。lterra。quati。n（2－16）with　kern，1’　k（t，．u）一一S。…（t，。），where
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　n＝1
r（n）（t，zの　are　the　iterated　kernels　of（2－17）．
　　　　§3．Generalization　of　T－positivity　and　KMO：Langevin　equation
In　this　sectiofi　we　transform　those　self－similar　proceSses　Xh，　i（の，　t≧0，　into　stationary
processes　Zh，　i（x）　，　x　EI　R　，　to　see　a　notable　structure　of　their　spectral　density　functions，
which　leads　us　to　investigate　a　generalization　of　T－positivity．　The　KMO－Langevin　equation
for　each　N－ple　Markov　stationary　Gaussian　process　Z（x）　discussed　here　takes　this　form：
（3－1）　dZ（x）　＝odW（x）一dx［qoZ（x）＋　fXm　．．　｛i＃1　q」　exp［一b」（x－y）］｝　dZ（Y）］　，
where　o，　qo＞O，　O〈bi〈b2〈・”〈　bNm　i〈　oo，　qj　iE　O，　and　IV（x），　x　E　R，　is　a　Wiener　process
（standard　Brownian　motion　on　R　）．　Under　the　assumption　of　T－positivity　（cf．　［15］　一一　［17］，
and　also　［2］），　we　have　qj＞O　for　all　」’一一　1，　2，’”，N－1．　ln　the　present　paper，　however，　we
would　rather　be　interested　in　stationary　processes　that　are　not　T－positive　but　satisfy　the　as－
sumption　（SC）’唐狽≠狽?п@in　g　1，　for　which　q」〈O　holds　for　some　i　ln　the　case　1〈h〈2，　the　ap－
proximate　processes　Z乏ケ）（の，ハ1＝2，3，…，discussed　in　Remark　2　constitute　a　good
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example　of　such　processes．
　Let　us　begin　with　studying　a　couple　of　stationary　Gaussian　processes　that　are　related　to
the　fractional　Brownian　motion．　From　the　self－similar　process　Xh，　i（t）defined　in　the　pre－
vious　section，　we　change　parameter　to　define　a　stationary　qaussian　process
　　（3－2）　　　　　　　　　Z煽（x）＝e－heLXIh，　i（e2つ／rh，　i（1，1），　x∈R，
and　calculate　its　correlation　function
　　　　　　　　　　　　　　　r、，、i（lxl）一E［Zh，　i（x）Zh，　i（0）］一e－ha　rh，　i（e2x，1）／rh，　i（1，　1）
Explicitly　we　get，　for　t≧0，
　　　　　　　　　　　　　γh，1（t）＝（cosh　t）h一（sinh　t）h
　　（3－3）　　　　　　　　　　　　　　　　　　　・・
　　　　　　　　　　　　　　　　　　＝21　ん｛h　exp［一（2－h）t］十Σ（多＋1）exp［一（彰十2－h）t］｝，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝1
and
　　　　　　　　　　　　　　　γh，2（t）＝（22－h－1）　1｛22－hcosh（ht）一（cosh　t）h一（sinh　t）h｝
　　（3－3’）　　　　　　　　　　　　　　　　　　　　・・
　　　　　　　　　　　　　　　　　　　　　一（2－2h一’）一1｛exp［一ht］・一Σ（易）exp［一④一h）t］｝．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴー1
　Note　that　in　the　above　expansions，　both（多＋1）＞O　and（多）＜Oho豆d　for　O＜h＜land
ブ＝1，2，…，which　tells　us　th母t　the　processes　Zh，1（のand　Zh，2（x）are　both　IP－positive　when
O＜h＜1．On　the　other　hand，　when　O≦h＜2，we　have　the　opposite　inegualities　for　allブ．
　The　spectral　density　functionφh，　i（λ）and　the　canonical　representation　of　Zh，　i（x）were　ob－
tained　in［10］．：
　　　　　　　　　φh，1（λ）一（2㌦）一’｛h（2－h）（λ2＋（2－h）2）一1．．
　　　　　　　　　　　　　　　　　　　　　　（3－4）　　　　　＋Σ（差＋1）（》＋2－h）（λ2＋（彰＋2－h）2）一1｝
　　　　　　　　　　　　　　　　　　ゴ漏1
　　　　　　　　　　　　　　　＝h（2h＋2π）一ltB（（iλ十2－h）／4，　（h十1）／2）12／」B（（h十1）／2，1－h／2）
and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　φh，2（λ）；｛（2－2h－1）π｝一i｛h（λ2十h2）一LΣ（多）（劣一h）（．λ2十（毎一h）2）｝1｝
　　　　　　　　　　　　　　　　　　　　　　　　　　．　　　　　　　　　ゴー1
（3璽4’）　一h｛（2・一2h＋・）。｝一1（λ・＋伽2）・）（Z・＋h・）一l
　　　　　　　　　　　　　　　IB（（iλ＋4－h）／4，（h＋1）／2）1・／B（（h＋1）』／2，1－h／2），
B（p，q）being　the　beta　function．　The　callonical　representation　is　then　written　in．the　form
（3一・）　　Z・，，（・）　＝＝・・（恥（1，1））一1／四三。。F・，i（・一・）・W（y），
and　the　canonical　kernel　Fh，　i（t），t＞0，is　expressible　as　follows：
　　　　　　　　　　　　　　　　　　　Fh，1（t）＝exp［一（2－h）t］｛1些exp［一4t］｝（h－1）／2
（3’6）　．　　一S（・・一2・／・）（一1）㌔。p［一（、、＋，一、）t］，
　　　　　　　　　　　　　　　　　　　　　　　　　　k＝0
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and
　　　　　　　　　　　　Fh，2（の＝exp［一（4－h）t．］｛1－exp［一4t］｝（h－1）／2
（3’6’） @．＋・・xp［一ht］∫1・xp［一（・一・h）・］｛1一・xp［一・u］｝・・一1）／・a・．
Remark　1．　It　deserves　to　mention　that　the　self．similar　process
（3－7）　　　　Xh，。（t）・・＝｛Xh，1（の＋xl，，（の｝／拒，　t≧O
and　the　associated　stationary　process
　　（3－2’）　　　　　　　　　　　　Zん。（．：r）＝e－heXh，　o（e2x），　：r∈R
hav，　th。、ame　ch。，a，ters　a、　Xh，　i（t）and・Zh，、ω‘ii－1，2），，especti。，ly．．Thi、　p，。cess
Xh，　o（t）　is　nothing　but　the　res七riction　of　parameter　of　Bh（x），and　its　canonical　representa－
tion　was　studied　ih［9］（see　also［11］）．　Here　it　should　be　noted　that　the　correlation　func－
tionγh，　o（Ix一！ノD　of　Zん，　o（x）　is　given　by
　　　　　　　　　　　　　　　　　γh，o（t）＝（cosh　ht）一2h－1（sinh　t）h
　　（3－3”）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　QQ
　　　　　　　　　　　　　　　　　　　　　　＝2－1｛exp［一ht］　一Σ（ク）（一1）ゴexp［一（勿一h）t］｝，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝l
which　is　T－positive　when　O＜h＜1，but　not　so　when　1＜h＜2．　In　addition，　we　have
（・一5’）　　Z…ω一2（h”2）／2i・一ll・h∫Z．。F…（・一・即ω・
and　the　canonical　kernel、Fh，　o（x）takes　the　analogous　form　to（3－6）：for　O＜んく1，
　　　F、，。（t）＝・e－ht｛∫i一∵・（1一・）・・一・・／・d・＋B（1一励＋1）／・）｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　＝B（1－h，（h十1）／2）exp［一ht］一Σ（（㌻量！／2）（一1）ノ（ブーh）　lexp［一（勿一h）t］，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ己1
and　for　1＜1z＜2，
　　　　　　　　　　　　　　　　　　　　　　　　F・，・（’）一・　∫1一，tU一・（1一・）（h－3）／2du．
Inspired　by　these　results　on　the　processes　Zh，　i（x）　（i＝O，　1，　2）　that　are　transformed
from　a　single　fractional　Brownian　motion　Bh（x）　，　we　are　now　going　to　consider　a　general
stationary　Gaussian　process　Z（x）　having　a　correlation　function　r（lxl）　of　the　form
　　（3－8）　r（t）＝ZPiexp［一ait］，　t）O，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i；1
where　O〈ai〈a2〈”’〈aN〈oo　and　Pi　iE　O　for　any　i．’@lf　all　Pi　are　positive，　the　process
Z（x）　becomes　T－positive．　Our　processes　Zh，　i（x）　（i一一　1，　2　and　O）　having　those　correlation
functions　（3－3）　，　（3－3’）　and　（3－3”　），　actually　correspond　to　the　infinite　case　N＝＝　oo　，　but　a　ful1
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diseussion　would　need　a　lot　of　space．　Hence　in　the　present一　paper，　’we　restrict　ourselves　to　the
finite　case　N〈　oo　in　which　Z（x）　turns　out　to　be　an　N－ple　Markov　Gaussian　process．
　The　purpose　of　the　discussions　below　is　to　obtain　a　stochastic　lto－Volterra　equation　（3－1）
of　the　KMO－Langevin　type　beyond　that　familiar　framework　of　T－positivity．　We　impose　a
normalization　condition　like　this：
　　　　　　　　　　　　　　　　　　　ノV　　　　　　　　N　　　　　　　　　　　　　　　　　　　　　／V
　　（3－8’）　Z　Pi　一一　1，　Z　pi　ai＝a2／2＞O，　and　Z　pi／ai　＝：　T2　＞O，
　　　　　　　　　　　　　　　　　　i－1　i＝1　i＝一1
which　yields　r（O）＝1，　：81t’7（O＋）　＝　ra2／2〈O，　and　．f：r（t）dt：＝＝　T2＞O．　As　a　direct　cori’se－
quence　of　（3－8’），　we　should　observe　that
　　　　　　　　　　　　　　　　　　　　E［（dZ（x））2］＝2（γ（0）二γ（（ix））＝σ2dx．十．　o（dx）．
The　spectral　density　function　¢（Z）　of　Z（x）　then　becomes
（3－9）　qs（z）　＝＝n－i　SE　p，　ai（A2＋a，2）一i，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i一一1
which　is　expressible　as
（3－9’）　e5（A）＝02h（Z2）／2n　fi　（Z2＋a，2），
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　歪＝I
with
　　　　　　　　　　　　　　　　　　　　　　　　　　　ハr　　　　　lv
　　　　　　　　　　　　　　　　h（x）　＝20－2　．Z．　pi　ai’．R．　（x十aj2）　＝＝　xN－i十cixN－2十”’十cN－i
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ己1ゴ＝1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ブ≠i
being　q　polynomial　of　degree　N一　1　．
Now，　our　task　is　to　prove　this　assertion　（see　Theorem　3　below）：　if　the　sequence　｛Pi｝ii
satisfies　the　assumption　（SC）　stated　in　g　1，　then　the　above　polynomial　h（x）　has　N－1　dis－
tinct　roots　一bj2’　with　O〈　bi〈　b2〈　”’〈　bN－i〈　oo．　This　gives　us　another　useful　expression
revealing　the　positiveness　o’?@¢5（A）　fot　real　A　：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ハr　　　　　　．　　　　　　　ハ「　　（3－9”）　gb　（A）　＝：　a2　．fi　（A2十b，・2）／27T　．li［．　（Z2十ai2）．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴ＝1　　　　　　　　　　　　　i一一1
1n　addition，　when　a　seuence　｛ai｝iN－i　is　regarded　as　fixed，　the　following　relation　combining
two　sequences　｛b」｝）N・一一ii　and　｛pi｝iN一一・i　with　．ilE．　pi＝1　is　valid：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝＝1
　　　　　　　　　　　　　　　　　　　　N－1　　　一　N　　（3－10）　MUi（bj2－ai2）＝2a－2aipi　li　（ak2－ai2），　I　S　is”：N．
　　　　　　　　　　　　　　　　　　　　ゴー1　　　　　　　　　　　　　　　　　　　髪；｝
It　follows　from　（3－9”）　that　the　corresponding　outer　function　c（Z）　such　that　1　c（Z）　12＝2z¢（Z）　，
takes　the　following　form：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　N－1　N　　（3－11）　’　c（Z）　一〇　U．　（iZ十bj）／　．II．（iZ　十ak）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ブー1　　　　　　 　　　　　　　　　　　　　　　k＝1
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The　decomposition（3－11）of　a　rational　function　o（λ）in　terms　of　its　roots｛ibゴ｝作11　and
poles｛iak｝盛l　then　enables　us　to　write　　　　　響
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　エ　　ユ　　（3－11’）　　．　　・（λ）一σ｛（iλ＋q。）＋iλΣの・（iλ＋わゴ）τ1｝一’，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴー1
and
　　（3－11”）　　　　　　　　　o（λ）＝σΣrk（iλ十aκ）一1，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　k＝1
where　we　have
　　　　　　　　　　　　　　　　　ガ　　　　ガ　ユ　　　　　　　エ　　　　　　　　　エ　　　
　　（3－12）　　．（10＝Hai／Hb，・，（乃・＝一H（α一bゴ）／わブH（bκ一∂ゴ），1≦ブ≦N－1，
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1　　　　　　　　 ゴ＝l 　　　　　　　　　　　　　　　　　k；1i；1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　κ≠ゴ
and
　　　　　　　　　　　　　　　　　　　　　　　　　　ガ　ユ　　　　　　　　　　　（3－12’）　．　・＝、恥7・・）ろ只（・一・・）・1≦k≦N・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　‘≠κ
　As　is　well　known（see［15］～［17］and　also［2］，　Chapter　5），　such　neat　expressions（3－
11）～（3－11”）contain　all　infor．mati6n　we　need．　In　fact，　the　time　evolution　of　z（x）can　be
described　by　the　KMO－Langevin　equation（3－1），and　we　obtain　the　canonical　representation
（3－13）　　Zω一∫干．．｛急・・xp［如一y）］｝・晒）・
Furthermore，　this　expression（3－13）yields　a　relation　combining　two　sequences｛ri｝窪1　and
｛pi｝A，which　is　given　by
　　（3－14）　．　　　　　　Σri　rs／（ai十aκ）＝Piσ一2，　1≦i≦1V．
　　　　　　　　　　　　　　　　　　　　　　　　　ん＝1
Now　w6　are　ready　to　state　and　prove　our　main　result，　which　includes　the　above－mentioned
assertion　for　the　polynomial　h（x）in（3－9’）．
Theorem　3．（i）Suppose　that　a　functionγ（’）of　the　form（3－8）satisfies　the　condition（SC）
of　sign　changes　of．opi｝‘璽l　as　well　as　the　normalization　condition（3－8’）．　Thenγ（lx－gl）
is　a　correlation　function　of　a　certain　stationar’凵@Gauss an　process，　which　has　a　spectral　den－
sity　function　of　the　form（3－9”）with　O＜bl＜わ2＜…＜bN－1〈Q。　given　by（3－10）．
（ii）The　stationary　Gaussian　process　Z（x）arising　in（i）admits　the　KMO－Langevin　equa－
tion（3－1）and　the　canonical　represen七ation（3－13），where　all　coefficients　required　are　given
by（3－12）and（3－12’）．
Proof．　lt　remains　to　prove　（i）．　Putting　Z＝iVl’C　consider　the　function
　　　　　　　　gb（t）　＝＝　ngb　（iVi一）　＝　＝N　pi　ai（一t＋ai2）一i　＝＝　02　h（一t）／2　fi　（一t＋ai2），　ost〈　oo　．
　　　　　　　　　　　　　　　　　　　　　　　i＝1　i一一1
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Then　we　observe　that
　　　　　　　　　　　　¢（O）　＝＝　Z　pi　a，一・　’　＝：＝　T2　〉　O，　¢（ai2g　）　＝　±　（sign　pi）　oo，　i＝　1，　…，　IV，
　　　　　　　　　　　　　　　　　　乞＝1
and
　　　　　　　　　　　　　　　lim　t¢（t）　＝＝　一　lim　Z　pi　ai｛1十ai2／（t－ai2）｝　＝　一〇2／2〈　O．
　　　　　　　　　　　　　　　t．　oo　t一　ee　i一一1
Here　it　should　be　noted　that　our　convention　Po＝＝pN＋i＝　一1　mentioned　in　S　1　and　corre－
sponding　to　the　ends　ao＝O，　aN＋i＝　oo　of　the　interval　［O，　oo）．，　turns　out　to　be　consistent
with　the　above　sign　rule　ofψ（のat　every　interior　point　ai2．
　Now，　taking　into　account　the　sign　changes　ofψ（のon［0，0Q），we　can　find　at　least　one
root　in　the　i－th　subinterval　（αi2，α諄1）　if　1）4pi＋1＞0，　i＝0，　1，・。・，ハ1．　Our　conditiqn　（SC）
then　tells　us　that　the　number　＃｛i；　PiPi＋i＞O｝　is　just　equal　to　N－1　（　＝the　degree　of　the
polynomial　h（x））　which　concludes　that　ip（t）　has　exactly　N－1　distinct　roots　bj2，
1　S）’　：一｛；　N一　1　，　and　hence　the　expression　（3－9”　）　follows．　We　have　thus　completed　the　proof　of
Theorem　3．
Remark　2．　From　the　expansions（3－3）～（3－3”）of　rh，　i（の，those　stationary　Gaussian　processes
Zh，　i（x）（i＝1，　2，　O）　naturally　possess　their　approximate　processes　Zh（，ty一）（x），　N＝：：2，　3，　”’．
That　is，　the　correlation　function　rh（，cr・）（t）　of　each　Zibl・）（x）　is　defined　in　the　form　（3L8）　with
　　　　　　　　　αゴ＝4ブー2－h，　1）ゴ＝21－h（2クー1），　　1≦ブ≦1＞；　for　i＝1，
　　　　　　　　　ai＝＝h，　pi＝＝　（2－2h－i）Ti，　aj＝4（1’一1）一h，　pi＝一（2－2h一’）一’（2，h・．2），　2＄］’！一gN，
　　（3－15）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　for　i＝2，
　　　　　　　　　ai　＝：　h，　Pi　＝＝　2－i，　a」　＝2（］’一1）一h，　p」　＝2－i（一1）」　（」　h一），　2　S’　S一　N，．　for　i＝　o，
which　satisfies　the　assumptions　req’uired　in　Theorem　3．　For　these　processes　Zh（S　）（x）　，　we　can
therefore　write　the　KMO－Langevin　equations　of　the　form　（3－1）　by　using　these　coefficients
｛ah‘N’），　qo．（nl，）i，魚（盈，　bi（謬）i，1≦ブ≦N－1｝．Then　we　wish　to　observe　the　asymptotic　behavior
of　these　coefficients　as　N　goes　to　oo　，　which　seems　Vo　be　difficult．　Here　we　only　note　the　fol－
lowing　result　on　｛bi（hN，）i｝，N・＝一i　：
（i）　ln　the　case　O〈h〈1：　aj〈bj，（ff，）i〈aj＋i　for　all　1’＝1，　2，　’”；
（ii）　ln　the　case　1〈h〈2：　a2〈bifNh？i〈a3　（i＝1，　2），　ai〈biSNh？o〈a2，
　　　　　　　　　　　　　　　　　　　　　　andαゴ＋1＜bi（h．）i〈αノ＋2　for　allブ＝2，3，…　．
Now，　we　come　to　the　final　topic．　ln　the　smallest　case　N＝＝　2，　the　condition　（SC）　covers　all
possibilities：　1）　Pi，　P2＞O，　2）　Pi〈O，　P2＞O，　and　3）　Pi＞O，　p2〈O，　which　imP｝y　that，
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respectively，　1）　ai〈bi〈a2’with　qi＞O，　2）　bi〈ai〈a2　with’qi〈O，　and　3）　ai〈a2〈bi　with
ql＜0．　In　the　next　caseハr＝3，however，　there　is　one　possibility（pl＞0，1）2＜O　and　l）3＞0）
that　escapes　from　our　restriction　（SC）．
Proposition　4．　Suppose　that　a　functionγ（のof　the　form（3－8）with　1＞＝3，p1＞0，p3＞q
and　Pi十P3＞1　satisfies　the　following　inequality’
（3－16）　．　p＝　：｝　ai2／2一　Sl］　ptai3／02＞Vliaia2a3　T／o
　　　　　　　　　　　　　　　　　　　　　　　　　　i一一1　i＝1
as　well　as　the　condition　（3－8’）．　Then　r（1x－y1）　is　a　correlation　function　having　a　spectral
density　function　¢（A）　of　the　form　（3－9”）．　Furthermore，　we　have
　　　　　　　　　　　　　ai〈bi〈b2〈ai＋i　if　ai2〈p〈aigb　i＝O，　1，　2，　3　（ao＝＝O，　a4＝＝　oo）．
Proof．　The　polynomial　h（x）　appeared　in　（3－9’）　is　easily　calculated　as　follows：
　　　　　　　　　　　　　　　　　　　　　　　　　　　h（x）　＝x2十　2px十2（aia2a3　T／o）2，
which　has　the　discriminant　D＝p2－2（aia2a3　T／a）2＞O．　We　can　therefore　write
　　　　　　　　　　　　　　　　　　h（x）一（針わ12）（x＋わ、2），bブ2一ρ＋（一1）亙万，卜1，2．
Recalling　the　rule　of　sign　changes　described　in　the　proof　of　Theorem　3，　we　see　that　the　roots
bi　b22　of　ip（t）　，　as　well　as　their　middle　point　p，　lie　in　the　same　interval　（ai2，ai2＋i）　under　the
present　conditions．　This　completes　the　proof　of　Proposition　4．
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