Similarity-based diagnosis of large active systems is supported by reuse of knowledge generated for solving previous diagnostic problems. Such knowledge is cumulatively stored in a knowledge-base, when the diagnostic session is over. When a new diagnostic problem is to be faced, the knowledge-base is queried in order to possibly find a similar, reusable problem. Checking problem-similarity requires, among other constraints, that the observation relevant to the new problem be subsumed by the observation relevant to the problem in the knowledge-base. However, checking observation-subsumption, following its formal definition, is time and space consuming. The bottleneck lies in the generation of a nondeterministic automaton, its subsequent transformation into a deterministic one (the index space of the observation), and a regular-language containmentchecking. In order to speed up the diagnostic process, an alternative technique is proposed, based on the notion of coverage. Besides being effective, subsumption-checking via coverage is also efficient because no index-space generation or comparison is required. Experimental evidence supports this claim.
INTRODUCTION
Discrete-event systems (DESs) (Cassandras and Lafortune, 1999) are dynamic systems, typically modeled as networks of components. Each component is a communicating automaton (Brand and Zafiropulo, 1983 ) that reacts to input events by statetransitions which possibly generate new events towards other components. Diagnosis of DESs is a challenging task that has been tackled since a decade via different approaches, either based on artificial intelligence (Pencolé, 2000; Rozé and Cordier, 2002; Console et al., 2002; Pencolé and Cordier, 2005) or automatic control techniques (Sampath et al., 1995; Sampath et al., 1996; Chen and Provan, 1997; Sampath et al., 1998; Zad et al., 1999; Cassandras and Lafortune, 1999; Lunze, 2000; Debouk et al., 2000; Schullerus and Krebs, 2001) . Within the domain of a class of asynchronous DESs (Baroni et al., 1999; Lamperti and Zanella, 2003; Lamperti and Zanella, 2004; Lamperti and Zanella, 2006b) , called active systems, a diagnosis approach has been proposed that is based on similarity techniques (Lamperti and Zanella, 2006a; Cerutti et al., 2007) with the aim of pursuing reuse of knowledge when solving a diagnostic problem. The idea is to store into a knowledgebase the data structures generated for solving each diagnostic problem. When a new problem is to be faced, instead of solving it from scratch, the knowledge-base is first browsed in order to find a previously-solved diagnostic problem that is 'compatible' with the new one. If so, the knowledge relevant to the old problem can be exploited to solve the new problem, thereby speeding up the diagnostic process. Among other constraints, such compatibility requires that the observation relevant to the problem in the knowledge-base subsume the observation relevant to the new problem. Such an observation is temporal in nature, and is represented by a DAG. The problem lies on the mode in which subsumption is checked, which, according to the definition of subsumption, is based on a containment relationship between the regular languages of the index spaces of the observations. The index space is a deterministic automaton whose generation (and comparison) may require considerable computational resources. So, this paper proposes an alternative, more efficient, approach for checking observation-subsumption that avoids index-space manipulation, by reasoning on the specific properties of the observations. When an active system reacts, it generates a sequence of observable labels, called the signature of the reaction. However, what is actually perceived by the external observer is a relaxation of the signature S. Such a relaxation is called a temporal observation. Formally, let L be the finite domain of all the observable labels the active system can generate, possibly including the null label ε. A temporal observation is a (not necessarily connected) DAG
where N is the set of nodes, with each N ∈ N being marked with a non-empty subset of L , and A : N → 2 N is the set of arcs. A '≺' temporal precedence relationship among nodes of the graph is defined as follows:
The set of labels marking a node N is the extension of N, written N . Thus, the relaxation of the signature S into O involves three kinds of uncertainty:
• Logical uncertainty: each single observable label in the signature S is instead perceived as a set of candidate labels, possibly including the null label ε. All labels in N but one are spurious, with just one being the actual label. 1 • Temporal uncertainty: the absolute temporal ordering of the signature S is relaxed to partial temporal ordering. If N ≺ N ′ in O , where ℓ and ℓ ′ are the actual labels in N and N ′ , respectively, then ℓ precedes ℓ ′ in S. However, not all precedence relationships between nodes in N are known.
• Node uncertainty: additional spurious nodes that involve ε (among other labels), are possibly inserted 2 .
As such, O implicitly incorporates several candidate signatures, where each candidate is determined by selecting one label from each node in N without violating the temporal constraints imposed by the precedence relationships. The set of all the candidate sig-
Among such candidates is the actual signature S. Like for nodes, all candidate signatures but one are spurious. The mode in which the signature S demeans 1 If the actual label is ε, it means that no label was actually generated by the system. Note how the extension of a node in N cannot be the singleton {ε}.
2 In a spurious node, the actual label is ε, with all the other labels being spurious. to observation O is assumed to be unknown. 3 As explained i,n (Lamperti and Zanella, 2002) , such a degradation may be caused by the multiplicity of the communication channels that convey observable labels from the system to the observer (temporal uncertainty), and to noise (logical uncertainty). However, although unknown, S is assumed to be preserved within O . Example 1. Shown in Fig. 1 are the graphs of two (both logically and temporally uncertain) observations, namely, from left to right,
incorporates the first observable label, namely a. Then, either N ′ 2 or N ′ 3 follows, each of which involves two candidate labels, where ε is the null label. The last generated node is N ′ 4 , with a and ε being the final candidate labels. The extension of the observation, namely O 2 , includes the candidate signatures ac, ad, abc, abd, aca, ada, acb, adb, abca, abda, acba, adba , each of which is obtained by selecting one label for each node without violating the temporal constraints, where the null label ε has been removed.
Within the diagnostic process it is inconvenient to reason on the observation O as is, mostly because the explanation-oriented diagnostic reasoning requires some sort of observation-indexing. Such an indexing is more naturally performed based on a surrogate of the observation, called the index space, namely Isp(O ). This is a deterministic automaton with the property that its regular language is the ex-
In other words, the set of strings generated by each path in Isp(O ), from the initial state to a final state, equals the set of candidate signatures relevant to O .
As detailed in (Cerutti et al., 2007) , the generation of the index space of O requires two steps, namely:
• Yielding the nondeterministic automaton, called the prefix space of O , where each node identifies the set of consumed nodes in N up to now; • Generating the deterministic automaton equivalent to the prefix space, in fact the index space. 4 Furthermore, as explained shortly, the role of the index space comes into view for checking observationsubsumption too.
Example 2. Shown in Fig. 2 are the index spaces of observations O 1 (left) and O 2 (right) displayed in Fig. 1 . It is easy to check that the regular language of each index space equals the extension of the relevant observation (the set of candidate signatures), where each string of the language corresponds to a path in the index space, from the initial state to one of the final states (with the latter being double circled in the figure) . In particular, Example 1 offers evidence that
In similarity-based diagnosis of DESs (Lamperti and Zanella, 2006a) , it is essential to understand whether the solution of the diagnostic problem ℘ ′ at hand can be supported by the knowledge yielded for solving a previous (different) diagnostic problem ℘, with the latter being stored in a knowledge-base. 
The subsumption relationship is defined in terms of regular-language containment, relevant to the corresponding index spaces, precisely: observation O . Such an approach, based on the generation of the index space and on regular-language containment-checking, may be prohibitive in real applications. In order to cope with this complexity, we need some alternative checking-techniques.
CHECKING SUBSUMPTION
The systematic nature of checking based on the formal definition of subsumption stems primarily on its lack of prospection (short-sightedness). As a matter of fact, such a systematic technique does not perform any kind of reasoning on the given observations. Assume the problem of testing O ⋑ O ′ , namely the checking problem. The idea is to find out some conditions that either imply or are implied by such a relationship. If these conditions can be checked using a reasonable amount of computational (space and time) resources, then chances are that we can give an answer to the checking problem efficiently. Specifically, if a necessary condition N c is violated, then the answer to the checking problem will be no. Dually, if a sufficient condition S c holds, then the answer will be yes. However, if either N c holds or S c is violated, then the checking problem remains unanswered. Necessary conditions and sufficient conditions relevant to the checking problem are given in Theorem 1 and Theorem 2, respectively. As shown shortly, these conditions are eventually incorporated within Algorithm 1 (see below). 
Proof. The proof is by contradiction. To prove con-
Assume the contrary, namely n ′ > n.
where
poral sequences relevant to O are long at most n.
To prove condition (6), we have to
To prove condition (7), we have to show that
cluding k ≥ 0 occurrences of the same label, where
On the other hand, no temporal sequence
Proof. Condition (9) is entailed by condition (7) have n 1 = 5, n 2 = 4, n 1ε = 3, n 2ε = 2. As a matter of fact, both conditions (5) and (6) hold. More- , a, b, b, b, b, c, d, f , ε, ε, ε] and a, b, c, d, ε, ε] , condition (7) holds too.
The conditions necessary for subsumption stated in Theorem 1 can be easily checked. Thus, they correspond to the first actions of the checking algorithm. If one of them is violated, the check terminates immediately with a negative answer. Otherwise, the check continues by testing a sufficient condition of subsumption based on the notion of coverage given in Definition 1 below. Roughly, O covers O ′ when O is a relaxation of O ′ , inasmuch as an observation is a relaxation of a system signature. 
With reference to the observations displayed in Fig. 1 , it is easy to show that O 1 O 2 . Assume the subset of
It is easy to check that temporal coverage occurs. For
Theorem 2 and Note 1 offer evidence that coverage is only sufficient for subsumption, not necessary.
However, in practice, if coverage does not hold, it is unlikely for subsumption to hold. Note that, since coverage entails subsumption, the conditions in Theorem 1 are necessary for coverage too.
Theorem 2. Coverage entails subsumption:
Proof. The proof is based on Definition 1 and Definition 2 (the latter given below).
Definition 2. (Sterile sequence)
The sterile sequence ofÑ ,
is a sequence of subsets of N ε , called sterile sets, inductively defined as follows:
0 is defined by the following two rules:
is defined by the following two rules:
, is recursively defined as follows:
To prove the theorem, it suffices to show that each candidate signature S in the index space of O ′ is also a candidate signature in the index space of O , namely:
According to Theorem 1 in (Lamperti and Zanella, 2002) , S is the sequence of labels obtained by selecting, without violating the precedence constraints of A ′ , one label from each node in N ′ , and by removing all the null labels ε. Let
be the ordering of N ′ relevant to the choices of such labels. Accordingly, the sequence L ′ of the chosen labels can be written as
5 An ordering of a set is a sequence involving all and only the elements in the set, without duplicates.
while the candidate signature S is in fact
We need to show that there exists an ordering N of N fulfilling the precedence constraints imposed by A , from which it is possible to select a sequence L of labels,
such that the subsequence of non-null labels in L equals S:
Note how N (as well as any other ordering of N ) can be represented as a sequence of nodes inN , with each node being interspersed with (possibly empty) subsequences N ε i of nodes in N ε , specifically 
We also assume that, given the sequence Ñ ′ 1 , . . . ,Ñ ′ i of chosen
N k is the nodeN h inN , and each N ε k is an ordering of N ε k . We have to show that, once chosen the next label ℓ ∈ Ñ ′ i+1 , thereby determining L ′ i+1 and S ′ i+1 , it is possible to choose a nodeÑ i+1 ∈N that includes ℓ, and N ε i+1 as an ordering of N ε i+1 from which ε is chosen, thereby determining L i+1 such that S i+1 = S node N a ∈ N a has been considered already. Two cases are possible: either N a ∈ N ε or N a ∈N . In the first case, N a is a node in the sterile set N ε 0 and, hence, it has been considered in N ε 0 already (see Basis). In the second case (N a ∈N ), letN h be the node inN corresponding to N a . We consider a pathN h N →N j . Since betweenN h andN j are only nodes in N ε , temporal coverage implies that and choose label ε for each of such nodes, thereby leading to the conclusion that S i+1 = S ′ i+1 .
Note 1. Coverage is stronger than subsumption, namely:
To be convinced, it suffices to show an example in which subsumption holds while coverage does not. Fig. 3 . 
Consider two observations
, O = (N , L , A ) and O ′ = (N ′ , L ′ , A ′ ), where N = {N 1 , N 2 }, N ′ = {N ′ 1 , N ′ 2 }, L = L ′ = {a}, A = {N 1 → N 2 }, A ′ = / 0, and N 1 = N 2 = N ′ 1 = N ′ 2 = {a}, as displayed in
TESTING COVERAGE
In this section we give an abstract, pseudo-coded implementation of subsumption-checking via coverage. Specifically, Algorithm 1 tests both the necessary conditions of Theorem 1 and the coverage relationship. A tracing of the algorithm on observations in Fig. 1 is provided in Example 6. If such a call succeeds, the current activation of CovStep succeeds too. If not, the loop is iterated and a new node in F is tried. If the computation exits the loop in a natural way, it means that no node can be associated with N ′ within this computational context, thereby causing the current activation of CovStep to fail (line 28). 7 The nearest ancestors of a node are not necessarily its parents, since a parent node may not belong to R (N ), as it is included in N ε .
8 When a spare node is consumed, ε is retained in M because. at line 38, all instances of ε relevant to spare nodes were removed from M already. begin {CovStep} 10.
function Covers(O
if |R | = n ′ then return true end-if; 11.
Pick up a node N ′ ∈ (N ′ − C ′ ) with parents in C ′ ; 12.
N a := the set of nearest ancestors of N in R (N );
end-if 20.
end-if 21.
end-if; 22.
end-if 27.
end-for; 28.
return false 29. end {CovStep}; 30. begin{Covers} a,a,b,b,b,b, c, d, f , ε, ε} {a,a,b,c,d ,ε,ε}
Relevant details are given in Table 1 , with Id being the identifier of the call, while the other columns indicate the actual parameters of the call (observation nodes are identified by the corresponding subscripts). The computation is described by the following steps, where item numbers stand for activation identifiers, namely Id. Table 1) .
is performed at line 17 (Id = 3 in Table 1 ). 
Proof (sketch). To prove equivalence (22), we first show 
The proof is by contradiction. CovStep at line 17. In the second case, the same association will be created after a number of recursive calls of CovStep at line 23, as all calls to CovStep are assumed to fail (including the one creating such association). Thus, in any case, the first choice of N ′ will led to an association (N, N ′ ) which is in R * too.
(Induction) Assume, in the current call to CovStep, 
EXPERIMENTAL RESULTS
A number of experiments were carried out in order to assess the coverage approach to subsumption checking based on different classes of observations. We ran subsumption checking using two different algorithms prototyped in Haskell functional language (Thompson, 1999) , namely Subsumes and Covers. The former is strictly based on the definition of subsumption and requires testing index-space (automaton) containment. We considered three classes of observations, namely disconnected, connected, and linear. In disconnected observations, no temporal constraints are given among nodes, thereby maximizing temporal uncertainty. Instead, in connected observations, each node is temporally linked with other nodes. Linear observations are a subclass of connected observations where no temporal uncertainty occurs. The experimental results in this paper refer to connected observations. In order to stress the computation, we chose observations for which subsumption hold, so that the necessary conditions in Theorem 1 always hold. Shown in Fig. 5 is the response time for the two algorithms, with the x-axis marked by the number of nodes in the involved observations. Precisely, the yaxis indicates the time for Subsumes (dashed line, on the left) and Covers (plain line, on the right) to emit the relevant verdict. Considering the different scale of the y-axis, the comparison is striking in favor of Covers. Displayed in Fig. 6 is the maximum space allocation for the two algorithms, which shows how no considerable difference exists between them. 
CONCLUSIONS
A technique for checking observation-subsumption in diagnosis of DESs has been proposed. This check is required to pursue similarity-based diagnosis, where the solution of a diagnostic problem is possibly supported by the solution of a previously-solved problem stored in a knowledge-base. The solution to such checking-problem can be provided strictly based on the definition of observation-subsumption, which requires the generation and comparison of the index spaces of the two observations, where an index space is an acyclic automaton. Since index-space generation and processing are computationally complex, an alternative technique has been envisaged and formally defined in this paper, which exploits a number of necessary conditions, as well as a sufficient condition, for subsumption to hold. The latter is based on the notion of coverage, which allows the direct comparison of the two observations without any index-space generation or manipulation. The new approach has been tested and compared with the previous (systematic) approach. Experimental results indicate that the technique is considerably worthwhile as to time complexity. However, since the implementation is based on a pure functional language, chances are that implementing it through a more efficient general-purpose language is bound to still better figures.
