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Abstract: Bayesian analysis of functions and curves is considered, where warping and
other geometrical transformations are often required for meaningful comparisons. We
focus on two applications involving the classification of mouse vertebrae shape outlines
and the alignment of mass spectrometry data in proteomics. The functions and curves
of interest are represented using the recently introduced square root velocity function,
which enables a warping invariant elastic distance to be calculated in a straightfor-
ward manner. We distinguish between various spaces of interest: the original space,
the ambient space after standardizing, and the quotient space after removing a group
of transformations. Using Gaussian process models in the ambient space and Dirichlet
priors for the warping functions, we explore Bayesian inference for curves and func-
tions. Markov chain Monte Carlo algorithms are introduced for simulating from the
posterior, including simulated tempering for multimodal posteriors. We also compare
ambient and quotient space estimators for mean shape, and explain their frequent simi-
larity in many practical problems using a Laplace approximation. A simulation study is
carried out, as well as shape classification of the mouse vertebra outlines and practical
alignment of the mass spectrometry functions.
MSC 2010 subject classifications: Primary 62F15, 62P10.
Keywords and phrases: Ambient space, Dirichlet, Gaussian process, Quotient Space,
Shape, Warp.
1. Introduction
We consider statistical analysis of functions and curves where some form of registration
or time warping is of interest. We focus on two applications involving classification
of mouse vertebrae shape outlines in evolutionary biology and the alignment of mass
spectrometry data in proteomics. Both applications require methods which can take
account of arbitrary reparameterizations of the functions or curves of interest. In order
∗To whom correspondence should be addressed. We thank David Hitchcock and Huiling Le for their
comments, and acknowledge the support of a Royal Society Wolfson Research Merit Award and EPSRC
grant EP/K022547/1.
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to help choose appropriate methods and models we first describe three different spaces
of interest: the original space, the ambient space and the quotient space. The choice
of space in which to specify the statistical model is important, as it determines what
type of mean estimation and subsequent statistical analyses are carried out. Our main
contribution is to introduce a Bayesian approach to the analysis of functions and curves,
which is demonstrated to be effective in the two applications. Inference is carried out
using Markov chain Monte Carlo simulation, and prior beliefs about the amount of
time warping or registration are included as part of the model.
We wish to consider applications where the functions or curves of interest may not be
in alignment. For example, in the study of growth curves of children it makes sense
to consider a time warping of the curves so that the curves match up in a biologically
meaningful way. Children reach various stages of development such as puberty at dif-
ferent times, and so when comparing growth curves it is sensible to first align the curves
in time and then compare the different heights and growth rates of the children us-
ing the time-warped curves (Ramsay and Li, 1998). The function registration problem
has been considered by a large number of authors, including Kneip and Gasser (1992);
Silverman (1995); Ramsay and Li (1998); Kneip et al. (2000) and Srivastava et al. (2011b),
among many others. Quantities such as a population mean function and a population
covariance function can then be estimated in the space of curves after alignment. In
addition to the amplitude variability of the functions post registration, it is also of in-
terest to analyze the variability in the registration transformations themselves, which is
also known as phase variability. When analyzing curves in two or three dimensions we
have additional potential invariances, such as translation, rotation and possibly scale
invariance.
As a motivating example consider the functions in Figure 1, which are two mass spec-
trometry scans from a larger dataset. In the left hand plot of Figure 1 it can be seen that
the scans are not well aligned, as the large peaks are not in the same positions in the
x-axis. The goal of the alignment is to register the curves with a transformation of the
x-axis so that peaks representing the same peptides can be compared between individ-
uals. After registration using the methodology of this paper it is clear in the right hand
plot of Figure 1 that all of the large peaks have been lined up. In this application it is
suspected that much of the alignment can be accounted for by a translation of the x-
axis, and so we develop a Bayesian method for alignment which can place strong prior
information on the space of translations, if desired. The estimation of the alignments
is obtained using the posterior mean of the warping functions, and inference is carried
out using Markov chain Monte Carlo simulation. Further details are discussed in Sec-
tion 6.3 after the methodology has been introduced, and we also consider a problem
in shape analysis where it is of interest to classify vertebrae on the basis of the outline
shape.
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FIG 1. Mass spectrometry scans, before registration (left) and after registration (right).
2. The spaces of interest
2.1. Original, ambient and quotient spaces
Consider data of interest in the form of functions or curves
fi(t) : [0, 1]→ Rm, i = 1, . . . , n.
In functional data analysis (Ramsay and Silverman, 2005) the function f(t) is typically
inm = 1 dimension. In statistical shape analysis (Klassen et al., 2003) the curve f(t) is
usually in m = 2 or m = 3 dimensions. In practice we cannot observe a complete con-
tinuous function but rather a finite set of discrete points {f(tj) ∈ Rm : j = 1, . . . , k},
where the function is observed at times tj , j = 1, . . . , k.
In a general form of the registration problem let us first consider the different spaces of
interest. Each object f is located in the original space (e.g. a space of functions, a space
of curves in Rm, or a space of landmark co-ordinates). The original space is where we
represent the raw objects under study.
It is very common to standardize the objects with a preliminary transformation, such
as centering or rescaling so that the objects have unit norm, or perhaps taking a deriva-
tive with respect to time to be translation invariant. These initial transformations are
simple in nature and carried out individually on each object, very much in the spirit of
standardizing variables to have zero mean and unit variance in univariate statistics, or
taking first differences in time series. The standardized object f∗ is now represented in
the ambient space S. Given that it is straightforward to transform to the ambient space,
we will assume from now on that this initial standardization has been carried out.
Finally we wish to investigate the equivalence class [f ] ∈ Q which is obtained by
removing transformations γ ∈ G from the standardized f∗, where G is a group of
transformations and Q = S/G is a quotient space. An important observation is that in
order to compute distances in the quotient space, optimization over the transformation
group G is required.
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This notion of equivalence class and quotient space is precisely that introduced by
Kendall (1984) for the representation of the shapes of k landmarks in Rm, where k >
m. The k landmarks are points located in m dimensions which represent the important
features of the objects under study. In this situation the original space is the space
of landmark co-ordinates Rkm \ {0}; the ambient space S is the pre-shape sphere
S(k−1)m−1 of landmark coordinates which are Helmertized (or centered) to remove
location and scaled to have unit size; and the quotient space is Kendall’s shape space
Σkm after quotienting out G = SO(m) = {R : RTR = RRT = Im, det(R) =
1}, where SO(m) is the special orthogonal group of m × m rotation matrices. See
Kendall et al. (1999) for a detailed description of the geometry of this space.
In functional data analysis the registration group is a transformation of the domain of
the function, for example a translation γ(t) = t+c, affine transformation γ(t) = at+c,
or the full group of diffeomorphic transformations γ : [0, 1]→ [0, 1], such that γ is 1-1
and onto. The functions themselves lie in the original space, are then standardized to
the ambient space, and then finally are decomposed such that the amplitude variability
is represented in the quotient space and the phase variability is contained in the group
of transformations G.
In curve analysis the registration of interest is the transformation of the domain, and
in addition we may wish to register using the translation, rotation and scaling of the
curve. In this case the curves lie in the original space, standardized versions lie in the
ambient space, then the shapes of the curves are represented in the quotient space. The
main spaces used in this paper are given in Table 1.
Original object Ambient space Distance Quotient space distance
X ∈ Mk×m Z = HX
‖HX‖
∈ S(k−1)m ‖Z1 − Z2‖ infΓ∈SO(m)‖Z1 − Z2Γ‖
{f(t) : t ∈ R} q = f˙
|f˙|1/2
∈ L2 ‖q1 − q2‖2 infγ∈G‖q1 − q2 ◦ γ‖2
{f(t) : t ∈ Rm} q = f˙
‖f˙‖1/2
∈ L2 ‖q1 − q2‖2 infγ∈G,Γ∈SO(m)‖q1 − (q2 ◦ γ)Γ‖2
TABLE 1
Three examples of original objects, ambient spaces, ambient space distances and quotients spaces. Row 1:
k landmarks in m dimensions, where H is a Helmert sub-matrix used for removing translation and Γ is an
m×m rotation matrix; row 2: 1-D functions, with warp γ ∈ G a re-parameterization of time; row 3:
curves in m-D with warp γ a re-parameterization of arc-length and Γ is a rotation matrix in m-dimensions.
For our analysis of functions and curves, the original space and the ambient space S are
standard classical spaces, such as L2, L2 × · · · × L2 or Sd−1, where statistical models
can be relatively easily formulated, and inference carried out.
In terms of statistical modelling and inference, working with objects in the group G
of transformations is more challenging, but can be undertaken. The geometry of the
group is usually relatively simple and well understood. However, the quotient space
can be considerably more complicated in some situations. For example, the similarity
shape space of a finite set of landmarks in three dimensions is very complicated, being
a non-homogeneous space with singularities (Le and Kendall, 1993).
So, an important question is: in which space shall we define our statistical model, the
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original, ambient or quotient space? Since the transformation from the original to the
ambient space is quite straightforward, the main issue is whether we should consider
models in the ambient space or the quotient space. Ultimately the choice of model will
depend on the goals of the study and what we are trying to make inference about.
Let us first consider two data objects X1 and X2, which could both be standardized
functions, curves, landmarks or any other type of object in an ambient space S. How
close are X1 and X2, ignoring arbitrary registrations γ1, γ2 ∈ G? Let [X1] and [X2]
denote the amplitudes (or shapes) of X1, X2. A natural distance between the amplitude
functions is in the quotient space:
d([X1], [X2]) = inf
γ∈G
d(X1, X2 ◦ γ),
where we must also have the isometric property
d([X1 ◦ γ∗], [X2 ◦ γ∗]) = d([X1], [X2]),
where an arbitrary common transformation γ∗ can be applied to both objects and the
quotient distance remains unchanged. This property is also known as a parallel orbit
property, in that the orbits (transformations of an object by γ∗) are parallel, and it is also
known as “right-invariance”. This property is a necessity when thinking about practi-
cal statistical analyses which are invariant to transformations. If we apply an arbitrary
transformation to our data then clearly all distances must remain invariant.
2.2. Statistical models and inference
Consider a distribution for a random object X , where it is the equivalence class up to
transformations in γ ∈ G that is of interest. We have several choices for specifying a
distribution. We could model X in the ambient space with a population mean
µA = arg inf
ν∈S
∫
S
d(x, ν)2h(x)dx, (1)
where h(x) is the probability density function (p.d.f.) of X . If d(·, ·) is the L2 or Eu-
clidean norm then µA = E[X ] =
∫
xh(x)dx. The key location parameter of interest
is then the amplitude (shape) of µA written as [µA].
Statistical models in the ambient space are quite straightforward to specify because
the ambient space is usually not complicated. For example we specify a stochastic
process/probability distribution for X , and then choose some coordinates in the quo-
tient space, which we write as U = [X ] together with registration parameters γ ∈ G.
We can specify a probability distribution for X and transform from X to U (where
U = X ◦γ−1 ∈ Q and γ ∈ G). Likelihood based inference about µA up to transforma-
tions γ is then carried out after marginalization, i.e., after integrating out the transfor-
mations γ from the distribution of X . This approach was used by Mardia and Dryden
(1989); Dryden and Mardia (1991, 1992) in landmark shape analysis for example.
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Alternatively, we could model the equivalence class U = [X ] directly in the quotient
space with population Fre´chet (1948) mean
µQ = arg inf
µ∈Q
∫
Q
d(u, µ)2h(u)du, (2)
where h(u) is the p.d.f. ofU , and d(·, ·) is an intrinsic distance in the space. An intrinsic
distance is the length of the shortest geodesic path between two points, where the path
remains in the space at all times. The minimized value of the expected squared distance
is known as the Fre´chet variance, and we assume that a global minimum is obtained.
If instead only a local minimum has been found, we denote this as the Karcher mean
(Karcher, 1977).
Also, we could consider extrinsic distance between two points, where a space is em-
bedded in a higher dimensional Euclidean space. The extrinsic distance is taken as the
Euclidean distance between the points in the embedding space. The population extrin-
sic mean
µE = arg inf
µ∈Q
∫
Q
dE(u, µ)
2h(u)du, (3)
where dE(·, ·) is an extrinsic distance. Models can be specified in the quotient space
itself and we can perform inference on µQ or µE . The method requires optimization
over the γ parameters in order to compute the intrinsic distances in the shape spaces.
This is the approach used in Procrustes analysis (Goodall, 1991) in landmark shape
analysis.
Type of mean Notation Reference
Ambient space mean function µA Equation (1)
Quotient space/Fre´chet/Karcher mean function µQ Equation (2)
Extrinsic mean function µE Equation (3)
Ambient space mean vector µA([t]) Section 5.1
Quotient space mean vector µQ([t]) Section 5.1
TABLE 2
Notation for the types of population means
A summary of the notation for the different types of population means considered in
the paper is given in Table 2. In the next section we shall describe some methods for
computing distances and carrying out inference in quotient spaces for functions and
curves. Then, in the following section we introduce our main approach to modelling
using a Bayesian procedure in the ambient space.
3. Quotient space
3.1. SRVF and quotient space
Let f be a real valued differentiable curve function in the original space, f(t) : [0, 1]→
R
m
. From Srivastava et al. (2011a) the Square Root Velocity Function (SRVF) of f is
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defined as q : [0, 1]→ Rm, where
q(t) =
f˙(t)√
‖f˙(t)‖
,
and ‖f‖ denotes the standard Euclidean norm. After taking the derivative, the q func-
tion is now invariant under translation of the original function, and is thus in the ambi-
ent space. The main interests of this paper consider situations when m = 1 for func-
tions and m = 2 for planar shapes. In the one dimensional functional case the domain
t ∈ [0, 1] often represents ‘time’ rescaled to unit length, whereas in two and higher
dimensional cases t represents the proportion of arc-length along the curve.
Let f be warped by a re-parameterization γ ∈ G, i.e., f ◦ γ, where γ ∈ G : [0, 1] →
[0, 1] is a strictly increasing differentiable warping function. The SRVF of f ◦ γ is then
given as
q∗(t) =
√
γ˙(t)q(γ(t)),
using the chain rule. There are several reasons for using the q representation instead of
directly working with the original curve function f . One of the key reasons is that we
would like to consider a metric that is invariant under re-parameterization transforma-
tion G. The elastic metric of Srivastava et al. (2011a) satisfies this desired property,
dElastic(f1 ◦ γ, f2 ◦ γ) = dElastic(f1, f2),
although it is quite complicated to work with directly on the functions f1 and f2. How-
ever, the use of the SRVF representation simplifies the calculation of the elastic metric
to an easy-to-use L2 metric between the SRVFs, which is attractive both theoretically
and computationally.
If we define the group G to be domain re-parameterization and we consider an equiv-
alence class for q functions under G, which is denoted as [q], then we have the equiv-
alence class [q] ∈ Q, where Q is a quotient space after removing arbitrary domain
warping. First consider the functional case in m = 1 dimension. An elastic distance
(Srivastava et al., 2011a) defined in Q is given as the following
d(q1, q2) = d([q1], [q2]) = inf
γ∈G
‖q1 −
√
γ˙q2(γ)‖22 = dElastic(f1, f2),
where ‖q‖2 = {
∫ 1
0 q(t)
2dt}1/2 denotes the L2 norm of q. For the m = 1 dimensional
case the elastic metric is equivalent to the Fisher-Rao metric for measuring distances
between probability density functions. If q1 can be expressed as some warped version
of q2, i.e., they are in the same equivalence class, then d([q1], [q2]) = 0 in quotient
space. This elastic distance is a proper distance satisfying symmetry, non-negativity
and the triangle inequality. Note that we sometimes wish to remove scale from the
function or curve, and hence we can standardize so that
∫ 1
0
q(t)2dt = 1. (4)
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In this case the ambient space would be the Hilbert sphere S∞. In the m ≥ 2 di-
mensional case it is common to also require invariance under rotation of the origi-
nal curve. Hence we may also wish to consider an elastic distance (Joshi et al., 2007;
Srivastava et al., 2011a) defined in Q given as
d([q1], [q2]) = inf
γ∈G,Γ∈SO(m)
‖q1 −
√
γ˙q2(γ)Γ‖2.
The m = 2 dimensional elastic metric for curves was first given by Younes (1998).
3.2. Quotient space inference
Inference can be carried out directly in the quotient space Q, and in this case the pop-
ulation mean is most naturally the Fre´chet/Karcher mean µQ. Given a random sample
[q1], . . . , [qn] we obtain the sample Fre´chet mean by optimizing over the warps for the
1D function case (Srivastava et al., 2011b):
µˆQ = arg inf
µ∈Q
n∑
i=1
inf
γi∈G
‖µ−
√
γ˙i(qi ◦ γi)‖22.
In addition for the m ≥ 2 dimensional case (Srivastava et al., 2011a) we also need to
optimize over the rotation matrices Γi where
µˆQ = arg inf
µ∈Q
n∑
i=1
inf
γi∈G,Γi∈SO(m)
‖µ−
√
γ˙i(qi ◦ γi)Γi‖22.
This approach can be carried out using dynamic programming for pairwise matching,
then ordinary Procrustes matching for the rotation, and the sample mean is given by
µˆQ =
1
n
n∑
i=1
√
˙ˆγi(qi ◦ γˆi)Γˆi.
Each of the parameters is then updated in an iterative algorithm until convergence.
4. A Bayesian ambient space model
4.1. The likelihood for functions
Our main approach is to consider a model in the ambient space, and then remove the un-
wanted transformations by marginalization. Since the q-function is a continuous func-
tion in the ambient space, naturally we consider a general stochastic process as the
modelling framework for q, and we first consider the m = 1 dimensional case. We
assume a zero mean Gaussian process for the difference of two 1D q functions, i.e.,
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{q1 − q∗2 |γ} ∼ GP , where q1 is untransformed and q∗2 is warped by a fixed reparam-
eterization γ, i.e. q∗2(t) =
√
γ˙(t)q2(γ(t)). The relative alignment function γ, contains
the parameters of interest.
If we use q1([t]) and q∗2([t]) to denote k + 1 finite points of q1(t) and q∗2(t) respec-
tively, then the joint distribution of these k finite differences is a multivariate normal
distribution based on the Gaussian process assumption, i.e,
{q1([t])− q∗2([t])|γ} ∼ Nk(0k,Σk×k).
To simplify the problem, we assume Σk×k = 12κIk×k , where κ is a concentration
parameter, although more general covariance functions, such as the Gaussian or Mate´rn
functions, could be used.
4.2. Prior distributions
If we treat the re-parameterization function γ ∈ G: [0, 1]→ [0, 1] as a strictly increas-
ing cumulative distribution function (c.d.f.), then this c.d.f. can be approximated by a
set of equally spaced points along its domain [0, 1] and linear interpolation. Let γ([t])
denote {γ([ti]), i = 0, 1, 2, . . . ,M}, the finite collection of M + 1 discretized points
and [ti] = iM , then we have γ([t0]) = γ(0) = 0 and γ([tM ]) = γ(1) = 1. Further,
if we let pi = γ([ti+1]) − γ([ti]) for i = 1, 2, . . . ,M , we have 0 < pi < 1 and∑M
i=1 pi = 1. If we denote pM = (p1, p2, . . . , pM ) and treat pM as a random vector,
we can assign a Dirichlet prior to pM |γ([t]), i.e., π(pM ) ∼ Dirichlet(a1, . . . , aM ).
We take equal ai = a here, writing Dirichlet(a). For a = 1 the prior distribution is
uniform and larger values of a lead to transformations which are more concentrated on
γ˙ = 1 (i.e. translations). In the limit as M → ∞ the warping function is a Dirichlet
process. The choice of M is user specific, but it should be less than the number of dis-
crete points in the q functions, i.e. M < k. The prior distribution for the concentration
parameter κ is taken as a Gamma(α, β) distribution, independent of γ. We use a fairly
non-informative prior throughout with α = 1, β = 1, 000, and hence we have prior
mean E[κ] = αβ = 1, 000 and prior variance αβ2 = 1, 000, 000.
4.3. Pairwise function comparison
Combining the prior for γ([t]) and κ with the likelihood model for finite differences of
two q functions, the posterior distribution for {γ([t]), κ} given (q1([t]), q2([t])) is
π(γ, κ|q1, q2) ∝ κp/2e−κ‖q1([t])−
√
γ˙(q2([t])◦γ)‖2π(γ)π(κ).
In the above model, p represents the degrees of freedom in the model. If there is no
unit scale length constraint (4) for q, then p would be calculated as follows: p = km,
where k is the number of finite points taken from the q function, and m is the original
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function space dimension, i.e., m = 1 for functions and m ≥ 2 for curves in higher
dimensions. One degree of freedom will be lost in the constrained case (4) and thus
p = km− 1.
In order to carry out inference on the warping function γ and concentration parameter
κ, we use a Markov chain Monte Carlo (MCMC) algorithm to simulate from the joint
posterior distribution. The concentration parameter κ is updated using a Gibbs sampler
as the conditional posterior for κ given all other parameters is still Gamma distributed.
For γ([t]) with M + 1 points, a shift in γ([ti]) is proposed at each discrete point (i =
1, ...,M − 1) and accepted/rejected according to a Metropolis-Hastings step. Note that
γ([t0]) = 0 and γ([tM ]) = 1 are both fixed and thus are not updated. The resulting
Markov chain is irreducible and aperiodic, and hence after a large number of iterations
we have simulated dependent values from the posterior distribution.
4.4. Multiple functions
If we are interested in multiple functions or curves, we can specify a mean process
for q functions in the ambient space, i.e., E(q∗i ) = µA, where q∗i =
√
γ˙iqi(γi) is a
warped version of qi through some underlying fixed γi. Based on the Gaussian process
assumption again, we have
{q∗i ([t])− µA([t])|γi([t]), µA([t])} ∼ N(0k,Σk×k)
for i = 1, 2, . . . , n, where n is the number of q functions of interest. We take the prior
distribution of µA to be a zero mean Gaussian process with large variance, independent
of all other parameters. The joint posterior density for (µA, γ1, . . . , γn) is then
π(µA, γ1, . . . , γn|q1, . . . , qn) ∝ κnp/2e−κ
∑n
i=1 ‖µA([t])−q∗i ([t])‖2π(µA)π(γ1, . . . , γn)π(κ)
To simulate from the posterior distribution we again use an MCMC algorithm, con-
sisting of pairwise MCMC updates from each curve to the current mean µA([t]) and a
Gibbs update for µA([t]) itself.
In order to compute the posterior mean estimate µˆA([t]) it is helpful to standardize in
each MCMC iteration such that the Karcher mean of the warping functions from µA to
each qi is the identity function, i.e. ˙ˆγ = 1.
4.5. Curve Warping
In the m ≥ 2 dimensional case, we consider a Gaussian process for the difference of
two vectorized q functions in a relative orientation Γ, i.e., {vec(q1 − q∗2)|γ,Γ} ∼ GP ,
where q∗2 =
√
γ˙q2(γ)Γ. The matrix Γ ∈ SO(m) is a rotation matrix with param-
eter vector θ. If we assign a prior for rotation parameters (Eulerian angles) θ corre-
sponding to rotation matrix Γ, then the joint posterior distribution of (γ([t]), θ), given
(q1([t]), q2([t])) is
π(γ, θ|q1, q2) ∝ κp/2e−κ‖q1([t])−q
∗
2
([t])‖2π(γ)π(θ)π(κ),
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where γ, θ, κ are independent a priori. Throughout the paper we take Γ to have a Haar
(uniform) prior on the space of rotation matrices.
For the multiple curves case, define q∗i (t) =
√
γ˙i(t)qi(γi(t))Γi and µA = E(q∗i ) for
fixed γi and Γi, and we assume
µA([t])− q∗i ([t]) ∼ N(0km,Σkm×km)
for fixed (γi,Γi), i = 1, . . . , n. The joint posterior for (µA, γ1, . . . , γn,Γ1, . . . ,Γn) is
π(µA, γ1, . . . , γn,Γ1, . . . ,Γn|q1, . . . , qn) ∝
κnp/2e−κ
∑n
i=1 ‖µA−q∗i ‖2π(µA)π(γ1, . . . , γn)π(Γ1, . . . ,Γn)π(κ),
with warps, rotations and κ independent a priori. Sampling from the posterior distri-
bution is carried out through exactly the same procedure as when m = 1 but with an
extra Metropolis-Hastings update for rotation angles.
5. Properties
5.1. Asymptotic properties
Let us write φ for the vector of all the parameters in {(γi,Γi), i = 1, . . . , n.}, and
consider µA to be represented by a piecewise linear function connecting a finite number
k points given by km-vector µA([t]). The marginal posterior density for ambient space
inference is given by
πA(µA([t]), κ|X) =
∫
φ
π(µA([t]), κ, φ|X)dφ. (5)
The posterior mode estimator of (µA([t]), κ) is written as (µˆA([t]), κˆ) and is obtained
by maximizing (5). If the prior distribution of (µA([t]), κ) is uniform then (µˆA([t]), κˆ)
is the maximum likelihood estimator. If the prior is absolutely continuous in a neigh-
bourhood of µA([t]) with continuous positive density at µA([t]) and the distribution sat-
isfies certain regularity conditions (including differentiable in quadratic mean with non-
singular Fisher information matrix IµA([t])), then consistency and asymptotic normality
follow. Subject to the conditions of the Bernstein-von Mises theorem (van der Vaart,
1998, p141), we have
√
n(µˆA([t])− µA([t]))→ N( 1√
n
n∑
i=1
I−1µ ℓ˙µA([t])(Xi), I
−1
µA([t])
)
in total variation norm as n → ∞, where ℓ˙µA([t])(Xi) is the derivative of the log-
likelihood corresponding to observation i. If µˆA is a piecewise linear function obtained
from the vector µˆA([t]), because µˆA([t]) is consistent for µA([t]) we can equivalently
state that µˆA → µA in probability as n → ∞, and hence the ambient space mean is
imsart-generic ver. 2013/03/06 file: wc-ild-xzh.tex date: March 16, 2018
Cheng et al./Bayesian registration 12
consistent. Allassonnie`re et al. (2007) and Allassonnie`re et al. (2010) give detailed dis-
cussion of consistency in ambient space models, in particular for deformable templates
in image analysis.
The sample Fre´chet mean vector µˆQ([t]) is consistent for the population Fre´chet mean
vector µQ([t]) (Kendall, 1990; Le, 1991) provided the distribution has support within
a regular geodesic ball, and hence the corresponding piecewise linear function µˆQ is
consistent for µQ.
5.2. Comparison of the quotient and ambient space methods
In general the population Fre´chet mean µQ in the quotient space and the ambient space
mean µA do not have the same amplitude/shape, and hence the sample Fre´chet mean
can be inconsistent for the ambient space mean. Likewise the sample ambient space
mean can be inconsistent for the population Fre´chet mean. It is most natural therefore
to use the appropriate estimators given the choice of mean that is to be estimated. If we
are interested in the amplitude/shape of the population ambient space mean [µA] then
we use ambient space inference, while if we are interested in the population Fre´chet
mean then we use the sample Fre´chet mean. As we see below there are situations where
the sample ambient space and Fre´chet estimators are very similar, and so our choice
between them may be made on other grounds in this case, such as ease of computation.
When the prior distributions are uniform in the parameters an identical estimator to the
sample Fre´chet mean µˆQ is obtained from the posterior mode in the Bayesian model
of the previous section. If the priors are not uniform then the posterior mode is in fact
a penalized quotient estimator, with the objective function
µˆpen = arg inf
µ∈Q
n∑
i=1
inf
γi∈G,Γi∈SO(m)
{− logπ(µ, κ, γi,Γi|q1, . . . , qn)}
for the curve case.
Note that in many practical situations the ambient space estimator and penalized quo-
tient space estimators are quite similar. One reason for the similarity in practice is due
to a Laplace approximation, and the marginal posterior density (for ambient space in-
ference) is given by
πA(µ, κ|X) =
∫
φ
π(µ, κ, φ|X)dφ. (6)
whereas the penalized quotient space estimator is obtained by maximization of
πQ(µ, κ|X) ∝ sup
φ
π(µ, κ, φ|X). (7)
where X = {q1, . . . , qn}. Often we can consider πQ(µ, κ|X) in (7) to be a good
approximation to the marginal density (6) where the integral is approximated using
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Laplace’s method:
∫
φ
π(µ, κ, φ|X)dφ =
∫
φ
b(φ) exp{−Ar(φ)}dφ
≈ b(φˆ)
(
2π
A
)p/2
|Σφˆ|1/2 exp{−Ar(φˆ)}
∝ sup
φ
b(φ) exp{−Ar(φ)}
∝ πQ(µ, κ|X).
where the gradient of r(φ) is zero at φˆ, Σφˆ is the inverse of the positive definite Hessian
matrix of r(φ) at φˆ andA is a constant. Laplace’s approximation is exact when (φ|µ, κ)
is multivariate Gaussian, i.e. r(φ) is a quadratic form in φ and b(φ) is constant.
5.3. Multimodality
Multimodality of the posterior distribution can often be an issue with registration of
functions and curves. Simulated tempering (Geyer and Thompson, 1995) is a powerful
simulation technique designed to overcome problems in moving between local modes
of the posterior. The key idea is to first jump from the “cold” temperature (target distri-
bution), where it is difficult to move out of a local mode to a “hot” temperature where
movement between modes is easier and then jump back to the “cold” temperature.
Using this procedure, the MCMC algorithm can explore the sample space in a more
efficient manner.
Let π(ω) ∝ e−U(ω) be the unnormalized density which is the so called “cold” distribu-
tion, where ω is the parameter vector. Often π(ω) has multiple local modes when the
dimension of ω is high. In order to jump out of local modes in the updating algorithm,
we need to make larger moves in the sampling space. Let πi(ω) be a sequence of T
unnormalized densities where πi(ω) ∝ π(ω)βi for 0 ≤ βi < 1 and i = 1, . . . , T .
Following Liu (2001) and Gramacy et al. (2010) βi is taken as:
βi = (1 + δβ)
1−i
which is geometric spacing with δβ > 0. The simulated tempering algorithm is then
given as follows (Geyer and Thompson, 1995):
• Given πi(ω) update ω using a Metropolis-Hastings step or Gibbs step.
• Generate j = i ± 1 using probabilities qi,j , where q1,2=qT,T−1=1 and qi,i+1 =
qi,i−1 = 12 if 1 < i < T .
• Accept the proposal with probability min(r, 1) where
r =
πj(ω)wjqj,i
πi(ω)wiqi,j
.
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Note that wj is the prior weight related to πj(ω) such that each πj(ω) is explored
uniformly, i.e., the MCMC algorithm spends an equal amount of time in each of the
T densities. In practice, the use of simulated tempering requires much tuning, and we
use a simple strategy where the number of chains to run is T = 10 and the spacing
parameter δβ = 1√NT is used where NT is chosen such that the acceptance rate amongjumping across chains is controlled to be roughly between 20% to 40%. Note that the
wi need to be approximated from a preliminary run in which all wi are set equal. Based
on the preliminary run, the wi is estimated to be wi ∝ 1/ni where ni is the number
of samples that the MCMC algorithm takes from chain i. The number of iterations in
the tuning pre-run is taken as 50, 000. In case any ni are equal to 0, δβ is decreased to
δβ =
1
K
√
NT
with K = 2, 3, . . . until all ni > 0. The sampling of κ is straightforward
at each level, via a Gibbs sampler
π(κ|γ, q1, q2) ∝ Γ(ki(p
2
+ α) + 1− ki, ki(β + ||q1 −
√
γ˙(q2 ◦ γ)||2)),
and the sampling of γ is via
πki(γ|κ, q1, q2) ∝ {e−κ||q1−
√
γ˙(q2◦γ)||2π(γ)}ki .
6. Simulations and applications
6.1. Simulation Study
We consider now a simulation study to compare estimation properties of the quotient
and ambient space estimators. The quotient space estimator µˆQ is obtained by mini-
mizing Σni=1‖µ−
√
γ˙i(qi ◦γi)‖22 using dynamic programming while the ambient space
estimator µˆA is obtained using the point-wise mean of posterior samples from MCMC
iterations after convergence.
In a single Monte Carlo simulation repetition, a sample of q-functions in one dimen-
sion is generated through the model qi([t]) =
√
γ˙iµA(γi([t])) + ei([t]), where ei ∼
N(0k,Σk×k),Σ = σ2Ik×k and γi ∼ Dirichlet(1) for i = 1, . . . , n.
Both µˆQ and µˆA are computed and their Fisher-Rao distances to the underlying true
µA are calculated. Note that since the goal is to estimate µA in the ambient space, it
is expected that µˆA will be more appropriate than µˆQ. The MCMC algorithm for µˆA
is run for 50, 000 iterations with a 25, 000 iteration burn-in period. The prior for γ in
the Bayesian model is taken as Dirichlet with a = 1, i.e. uniform. Given specific com-
binations of sample size n ∈ {5, 10, 20, 30, 50, 100, 200} and error standard deviation
σ ∈ {0.1, 0.3, 0.5, 1}, 100 Monte Carlo repetitions are run and the arithmetic means of
squared Fisher-Rao distances from both estimators to µA are recorded.
Four examples for µA are considered, which are all scaled to have unit length and unit
time. The functionsµA in examples I,II,III,IV given in Figure 2 are evaluated at k equal
to 51, 51, 101, 51 points respectively, and the warping functions are parameterized us-
ing M + 1 points, where M is equal to 10, 10, 20, 10 respectively. The underlying µA
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functions in example I and IV are piecewise linear, example II is a mixture of three
normal densities, and example III is the derivative of the difference of two Gamma
functions (in fact it is the derivative of the canonical haemodynamic response function
often used to model the blood oxygen level dependent signals in fMRI (Glover, 1999)).
The corresponding distances from both estimators are given in Figure 3.
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FIG 2. The true µA(t) functions used for simulation study. From left to right we denote the functions as
Example I,II,III and IV respectively.
From Figure 3 we that see that when σ is smaller, the average squared distance between
the estimate and true value is smaller, and as n increases in general the average squared
distance becomes smaller. When σ is small (0.1), the performance of both estimators is
almost equivalent. However, for larger σ in nearly all cases there is an advantage in us-
ing the ambient space estimator. One possible explanation could be over-warping of the
quotient estimator to the noisy data due to the optimization over warpings, compared
to the integration over warpings in the ambient space estimator. For large σ ≥ 0.5 both
procedures are clearly biased for these values of n, but it must be borne in mind that the
signal to noise ratio is very low in these cases and so the estimation is very challenging
and the discrete implementation will have an important effect. Overall, from these ex-
amples it does seem that there is an advantage in using the ambient space estimator as
we expect, although this is at the expense of at least twice the computational time.
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FIG 3. The logarithm of the mean square Fisher Rao distance to the true mean µA versus logarithm of
sample size n. The full line is the ambient space estimator and the dotted line is the quotient space estimator.
The colours are red (σ = 0.1), green (σ = 0.3), blue (σ = 0.5) and cyan (σ = 1).
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6.2. 2D Mouse vertebrae
A two-dimensional application is the study of the shape of the second thoracic (T2) ver-
tebrae in mice (Dryden and Mardia, 1998). Three groups of mouse vertebrae are avail-
able: 30 Control, 23 Large and 23 Small bones. The Large and Small group underwent
genetic selection for large/small body weight, whereas the Control group consists of
unselected mice. Each bone is represented by a curve consisting of 60 points which are
determined through a semi-automatic procedure. Six landmarks are placed at points of
high absolute curvature and then nine pseudo-landmarks are equally-spaced inbetween
each pair of landmarks. The main interests here include carrying out pairwise regis-
tration, obtaining mean shapes and credibility intervals, and carrying out classification
based on the registered shapes. It is very common in many application areas classify
objects using shape information (Dryden and Mardia, 1998), and for example in study-
ing the fossil record there is a need to classify bones from individuals into groups using
size and/or shape as there is usually little or no other information available.
We start our analysis by performing a pairwise comparison from the ambient space
model, and we use the MCMC algorithm for pairwise matching with 50, 000 iterations.
The q-functions are obtained by initial smoothing, and then normalized so that ‖q‖2 =
1. The registration is carried out using rotation through an angle θ about the origin,
and a warping function γ. The original and registered pair (using a posterior mean)
are shown in Figure 4 and the point-wise correspondence between the curves and a
point-wise 95% credibility interval for γ(t) are shown in Figure 5. The start point of
the curve is fixed and is given by the left-most point on the curve in Figure 5 that has
a red line connecting the two bones. The narrower regions in the credibility interval
correspond well with high curvature regions in the shapes. Convergence of the MCMC
scheme was monitored by trace plots. We also applied the multiple curve registration,
as shown in Figure 6.
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FIG 4. Unregistered curves on left and registration through γˆ(t)A on right.
In order to investigate the differences between the new Bayesian method and standard
generalized Procrustes analysis on the 60 landmarks we consider a classification study.
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FIG 5. Correspondence based on γˆ(t)A and 95% credibility interval for γ(t). One of the bones is drawn
artificially smaller in order to better illustrate the correspondence.
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FIG 6. The original curves from Small group, without and with registration.
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For classification method A, the three group means are obtained through classical gen-
eralized Procrustes analysis (Goodall, 1991) using the shapes package in R (Dryden,
2013) and each test curve is assigned to the trained group which is closest in terms of
Procrustes distance. The Procrustes distance is calculated by minimizing the Euclidean
sum of squares between the landmark configurations using translation, rotating and
scale. For method B, the three group means are obtained using the posterior mean from
the Bayesian model and each test curve is classified based on the elastic distance to the
mean (i.e. using amplitude variability). For method C, all training dataset curves are
registered in one pooled group using generalized Procrustes analysis and the Procrustes
registered curves are used as the training data. Each test curve is aligned to the mean by
ordinary Procrustes analysis. A Support Vector Machine (SVM) (Chang and Lin, 2001)
is then trained on the registered training curves and applied to the registered test curves.
For method D, all training dataset curves are registered through the Bayesian model
and their warped, registered versions are used as the training data. Each test curve is
aligned to the mean by pairwise registration using MCMC. An SVM is then trained on
the MCMC registered training curves and applied to the registered test curves.
A total of 100 Monte Carlo repetitions are run for each exercise, where the training
data and test data are sampled from each group without replacement. In a single Monte
Carlo repetition, 16 curves from the Small group, 20 from the Control group and 16
from the Large group (about two-thirds of the original data) are randomly selected
as the training data, while the remaining 24 curves are used as the test data. Method
A gives an 80% correct classification rate for the test data, and method B gives 78%
correct classification. In method C, the classification rate increases rate to 87% while
method D has the highest classification rate of 92%. It is interesting to see that method
A (Procrustes) does a little bit better than method B (Bayesian), although they are very
similar. We see an overall improvement in methods C and D compared to A and B. The
main difference here is that methods C and D are using hyperplanes to classify between
distributions for each group, rather than shape distances which are isotropic in nature.
Method D demonstrates the advantage in using the Bayesian MCMC method for regis-
tration with warping, rather than just using the equally spaced pseudo-landmarks with
no warping.
6.3. Mass spectrometry data
Consider a one-dimension functional dataset of Total Ion Count (TIC) chromatograms
of five individuals with acute myeloid leukemia, each with three replicates. The data
were made available and described by Koch et al. (2013) at the Mathematical Bio-
science Institute (MBI), Columbus, Ohio, workshop on Statistics of Time Warpings
and Phase Variations, November 2012.1 After pre-processing, each of the 15 observa-
tions contains 2001 data points (intensities) from a truncated scan time of 20 to 220
minutes, with linear interpolation at the same time points of all 15 TIC curves. We car-
ried out some further pre-processing including baseline extraction (using cubic spline
1http://mbi.osu.edu/2012/stwresources.html
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λ = 5) and smoothing for larger time points where excessive noise exists (with a cubic
spline λ = 0.4). Some initial analysis at the workshop was carried out by Cheng et al.
(2013), and there was a suggestion that the posterior exhibits signs of multimodality
and that the Bayesian MCMC algorithm can become stuck in a local mode. In the anal-
ysis here we use simulated tempering from Section 5.3 and compare the results to when
using the algorithm without simulated tempering.
We first consider a pairwise Bayesian registration between two TIC curves. The es-
timated warping function γˆA is taken as the posterior mean of MCMC samples after
convergence and the prior for γ is taken as Dirichlet(1), with M = 40 in the piecewise
linear approximation. In order to deal with the multimodality of the posterior, simulated
tempering is employed (Geyer and Thompson, 1995) where ten levels of temperature
are included and the initial phase for tuning to estimate the weights used in moving be-
tween levels is 50, 000 iterations. The two curves before and after alignment are given
in Figure 1 as seen earlier, and all the peaks look well aligned. Convergence of the
MCMC algorithm is monitored by traceplots of concentration parameter κ and the log
posterior, and there are no obvious violations of convergence (not shown).
When multiple curves are under consideration, a set of (γˆ1, . . . , γˆn) are taken from
MCMC samples. Again the convergence of the MCMC algorithm is checked by the
traceplots of the concentration parameter κ and log posterior, which seem fine for these
data (not shown). For this particular dataset 14 spiked proteins in the data have been
identified in each scan by the experimenters, which can be regarded as an answer key.
If the registration results agree with the answer key, then the positions of the 14 spiked
proteins should coincide after registration.
To indicate the posterior variability of warping functions under different priors, realiza-
tions of the warping functions are taken from the MCMC simulation and are shown in
Figure 7. The registration results based on these samples of warping functions are also
shown in Figure 8. The first row of integers corresponds to the warped spike positions
for individual 1, replicate 1. The second row corresponds to individual 1, replicate 2,
etc. In the ideal scenario of perfect alignment we should have all sets of numbers in
14 vertical columns. In this analysis the MCMC algorithm was run for 50,000 itera-
tions (after tuning the weights for simulated tempering) and we display every 1000th
value after the burn-in period of 25,000 iterations, i.e. each number is shown 25 times.
From Figure 8, we see that the main variability when γ ∼ Dirichlet(1) lies in the po-
sition of 1, where the curve is flatter and thus contains less information, while when
γ ∼ Dirichlet(100) the variability is so small that the different numbers are only
slightly different, indicating a very tight posterior distribution. We see that the regis-
tration results under both priors look reasonably good as most positions line up in a
vertical line. However, we do notice that the stronger prior clearly helps the alignment
at positions 1, 12, 13 and 14.
From Figure 8 the use of simulated tempering provides an improvement in the MCMC
algorithm compared to not using it, where there is a danger of becoming stuck in local
modes. Using simulated tempering and a = 100 all but two spike 2’s and all but one of
the spike 12’s are well aligned. Since the data mainly exhibit translational effects for
registration, the strong prior (a = 100) is particularly appropriate here.
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FIG 7. Samples of groups of warping functions when γ ∼ Dirichlet(1) and γ ∼ Dirichlet(100). The top
and bottom rows indicate the results without and with simulated tempering respectively.
7. Discussion
In this paper we state the distinctions between three spaces of interest: the original, am-
bient and quotient space. We compare the ambient space estimator and quotient space
estimator in simulation studies, and explain the similarity in certain situations through a
Laplace approximation. An important component is that we incorporate prior informa-
tion about the amount of warping, which is particularly useful in the mass spectrometry
application, where too much warping is not desirable. Naturally the choice of prior is
important and will of course be problem specific, however in the mass spectrometry
data it was clear that translations are particularly important, and our prior is weighted
strongly towards this feature.
Note that for matching between two functions we also can use multiple alignment,
which also involves estimating the mean function, instead of the pairwise method. Al-
though the multiple alignment method appears to be a less efficient approach due to
the need for the mean function as parameters, it does have the property that the prior
would be invariant under a common reparameterization of both curves.
Although we have focused on 1D and 2D applications the Bayesian methodology can
be extended to higher dimensions, for example analysing the shape of 3D surface
shapes using the square root normal fields (Jermyn et al., 2012).
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