Remanufacturing cost prediction is conducive to visually judging the remanufacturability of End-of-Life (EOL) products from economic perspective. However, due to the randomness, non-linearity of remanufacturing cost and the lack of sufficient data samples. The general method for predicting the remanufacturing cost of EOL products is very low precision. To this end, a data-driven based decomposition-integration method is proposed to predict remanufacturing cost of EOL products. The approach is based on historical remanufacturing cost data to build a model for prediction. First of all, the remanufacturing cost of individual EOL product is arranged as a time series in reprocessing order. The Improved Local Mean Decomposition (ILMD) is employed to decompose remanufacturing cost time series data into several components with smooth, periodic fluctuation and use this as input. BP neural network based on Particle Swarm Optimization (PSO-BP) algorithm is utilized to predict the cost of each component. Finally, the predicted components are added to obtain the final prediction result. To illustrate and verify the feasibility of the proposed method, the remanufacturing cost of DH220 excavator is applied as the sample data, and empirical results show that the proposed model is statistically superior to other benchmark models owing to its high prediction accuracy and less computation time. And proposed method can be utilized as an effective tool to analyze and predict remanufacturing cost of EOL products.
Introduction
Traditional manufacturing industry is under increasing pressures to be resource efficiency, thus to consume less resources and to reduce pollution on the environment [1] . Remanufacturing is a significant value-recovery approach industrial process that can return End-of-Life (EOL) products to as-good-as-new ones [2~4], thus releases the huge hidden economic value of EOL products. It is becoming a strategic emerging industry in many countries, e.g. China and USA [5] . However, at present, there is an urgent need for an efficient and effective decision-making system to decide whether an EOL product should be remanufactured. The assessment and decision-making of remanufacturability for EOL products should be, concentrated on both technical and economic feasibility. To this end, some evaluation models and reliability theories for remanufacturability have been presented. Zhang et al. [6] established a decision model for the remanufacturing of used parts from the perspective of predicting the remaining service life. A remanufacturing evaluation model in which technical feasibility, economic and environmental benefit [7, 8] were considered in a product remanufacturing analysis system based on Analytic Hierarchy Process (AHP) and Case-Based Reasoning (CBR) [9] . On the basis of quantifying the cost, environmental impact and dismantling time of the remanufacturing process, Lee et al. [10] proposed a multi-objective methodology for determining the appropriate EOL options for components. Similarly, Liu et al. [11] also used cost, environmental impact and labor time as indicators to measure the sustainability of EOL products.
Although the above methods and models have provided valuable guidelines for the remanufacturing decision-making in enterprises, there still remain some notable limitations. Since most of these methods can only evaluate the remanufacturability of a product qualitatively rather than quantitatively, these may lead to inefficient and inaccurate results for decision-makings, and the misinterpretation results may even result in a financial loss. Therefore, there are limited real-world applications of these approaches. Our anecdotal evidences suggested that if the overall remanufacturing cost of EOL products is less than 50%-80% of that of the manufacture of new products, then the remanufacturing is profitable [12] . Predicting the remanufacturing cost of EOL products accurately will paramount for decision making regarding whether or not an EOL product should be remanufactured.
Nevertheless, remanufacturing cost prediction is faced with many difficulties. Not only is the remanufacturing cost affected by uncertain market factors, but also as a special manufacturing process, remanufacturing faces many uncertainties, e.g., the remanufacturing rate of recycled products, the arrival time of the EOL products, reprocessing route, the quantity of recycled products, and the purchase quantity of new parts, etc. These factors of remanufacturing cost make it difficult to create a model to predict remanufacturing cost that possesses, good nonlinear approximation ability. To this end, this paper takes the prediction of remanufacturing cost for EOL products as the research objective, focuses on the decomposition of less sample data and adopts a well-fitted algorithm, and the prediction accuracy of the model is further improved. In the current researches, the remanufacturing cost prediction models can be divided into two categories: traditional linear prediction methods (such as vector auto-regression) and intelligent algorithm model with high fitting accuracy. As for traditional linear models, linear regression models, Grey Theory (GT) methods, etc. have popularly been used for remanufacturing cost prediction. For instance, according to the statistical characteristics of the random distribution of product remanufacturing cost, Liu et al. [13] established a linear regression model to predict the remanufacturing cost for EOL products. In view of the difference of remanufacturing cost due to the failure severity of the machine tools, Zhang et al. [14] established a cost analysis and prediction model of remanufactured machine tools based on the method of job cost and CBR. Goodall et al. [15] also used CBR to estimate the cost of remanufacturing activities under uncertain circumstances. Sabharwal and Garg [16] developed a model to evaluate the economic viability of remanufacturing using graph theory and calculated the cost-benefit indices of five common products. Based on the remanufacturing process of heavy-duty engines, and analyzing the influencing factors of remanufacturing cost, Sang et al. [17] used GT to establish a state-based remanufacturing cost prediction model.
In terms of intelligent algorithm model, Support Vector Machine (SVM), Artificial Neural Network (ANN) and Least Squares Support Vector Regression (LSSVR) have become the most popular methods for remanufacturing cost prediction, and they are actually superior to traditional linear methods. For example, Qin et al. [18] proposed a neural network based cost model to estimate the remanufacturing cost of an engineering machinery hydraulic cylinder. Considering the randomness uncertainty and limited available data samples of remanufacturing cost, a new method based on SVM was proposed by Xiang et al. [19] to predict the remanufacturing cost. Zhang et al. [20] combined the semi-supervised learning algorithm with the LSSVR to predict the remanufacturing cost of EOL components and parts in the case of a small number of samples. Furthermore, Gao Ting [21] developed a remanufacturing cost prediction model using BP neural network to estimate the cost of remanufacturing of EOL hydraulic cylinders. But these intelligent models also have some shortcomings, such as parameter sensitivity, potential over-fitting, input is difficult to define, low prediction accuracy due to small amount of data, etc.
To do so, a data-driven based decomposition-integration approach is proposed to predict remanufacturing cost of EOL products. In general, the decomposition-integration prediction model consists of three steps, including decomposition of original data, individual prediction of each decomposition mode, and integrated prediction [22, 23] . Significantly, because of their good functions in internal factors identification, prediction accuracy, etc., similar decomposition-integration models have achieved good results in prediction. Zhang et al. [24] introduced Empirical Mode Decomposition (EMD) to decompose wind power sequence, and experiments showed that this method can effectively reduce the errors and improve the prediction accuracy. Qiu et al. [25] presented a decomposition-integration method for short-term electricity price forecasting by utilizing the EMD, Kernel Ridge Regression (KRR) and Support Vector Regression (SVR), and results show that the data decomposition method can effectively improve the prediction accuracy. Lu et al. [26] used the Ensemble Empirical Mode Decomposition (EEMD) and Auto Regressive and Moving Average model (ARMA) to establish a decomposition-integration learning paradigm, which effectively predicted the grid price of power grids. In addition, similar decomposition-integration models have achieved good results in the prediction of power load [27] [28] [29] , air passenger traffic [30] and so on. The above researches show that the decomposition-ensemble strategy can significantly improve the performance of the prediction model. However, adapting decomposition-integration approach in remanufacturing cost prediction has not been addressed before. This model can effectively avoid the disadvantages of low prediction accuracy caused by the small amount and large randomness of data, and is especially suitable for remanufacturing cost prediction.
This paper proposes a decomposition-integration approach based on data-driven to predict the remanufacturing cost of EOL products, which can support remanufacturing decision and implementation. The approach is based on historical remanufacturing cost data to build a model for prediction. The method involves three main steps, i.e., data decomposition, individual prediction and integrated prediction. At the first stage, the remanufacturing cost of individual EOL product is arranged as a time series in reprocessing order. Then the Improved Local Mean Decomposition (ILMD) is employed to decompose these time series into a series of components with smooth, periodic fluctuation. Multiple different data sequences can be obtained by data decomposition by ILMD method to compensate for the low prediction accuracy caused by the small amount of data. The second stage is the individual prediction for each component of decomposition. Thus, one specific Artificial Intelligence (AI) technique, i.e., BP neural network based on Particle Swarm Optimization (PSO-BP), is utilized to model and predict all modes. The final stage is integrated prediction, which adds the prediction results of the modes at the same time point to obtain the final results. To illustrate and verify the feasibility of the proposed method, the remanufacturing cost prediction of an excavator is applied as case study, and seven benchmark models (including two single AI models and five similar decomposition-integration models) are introduced for comparison purpose. Specifically, the innovations in this paper focus on the following three aspects: (1) The data decomposition by ILMD is to obtain the smooth and periodic data components of remanufacturing cost time series, and transform the small sample data into a large amount of data. Decomposed data can improve the accuracy of prediction results. (2) A decomposition-integrated prediction model combining ILMD and BP algorithm is proposed to predict the remanufacturing cost of EOL products. The BP neural network is improved by Particle Swarm Optimization algorithm, which plays an important role in improving the prediction accuracy. (3) Through the direct data input model, the data-driven method makes the prediction results more objective and accurate. Empirical research shows that the proposed method is feasible.
Model Development
There are two main obstacles to remanufacturing cost prediction of EOL products. One is that the uncertainty of the remanufacturing process leads to the cost instability, the traditional linear prediction is difficult. The other is that the scale of the remanufacturing industry is limited, and the amount of available data accumulated is less, which results in the low accuracy of the prediction. For this purpose, a data-driven method for predicting the remanufacturing cost of EOL products is proposed in this section, which is the cost prediction model based data decomposition-integration. The remanufacturing cost of EOL products is affected not only by processing process, etc., but also by the relationship between supply and demand in the market. Therefore, the remanufacturing cost change with time, so these data can also be regarded as time series data. Arrange the cost of the product into time series data according to the time sequence of product remanufacture, time series prediction model can be established to predict the future remanufacturing cost of EOL products.
In this model, time series data are decomposed by ILMD, which makes the data capacity increase, and the decomposed components are periodic and stable. Cost prediction is performed by using the PSO-BP algorithm to avoid nonlinear and non-stationary of data. The model has the following three advantages: (1) The amount of data is expanded by data decomposition, which is very suitable for remanufacturing cost prediction with a small amount of sample data. For example, the original data has 100 groups, which are decomposed into 7 components, and each component also has 100 sets of data, so after decomposing, there are a total of 700 groups. (2) Data decomposition reduces the order of magnitude of data, making each component periodic and easy to calculate. (3) By decomposing the data, the original non-stationary and irregular cost sequence can be decomposed into some steady and regular components, and the prediction accuracy is improved finally. Section 2.1 generally explains the proposed model, and Sections 2.2-2.4 describe in detail the three main stages of the model and the techniques/methods used in each stage.
Overall structure of the proposed model
In order to improve the prediction accuracy, the data-driven based decomposition-integration approach is proposed for predicting remanufacturing cost of EOL products, as shown in Fig. 1 . The proposed method consists of three main stages, i.e., the historical cost data is decomposed into several data sequences with different characteristics by ILMD, and a powerful AI intelligent algorithm (i.e., PSO-BP) is employed to predict each mode separately, then the integrated prediction obtains the final results by adding the prediction results of the respective decomposition modes at the same time point. Fig. 1 Framework of data-driven based decomposition-integration model for remanufacturing cost prediction
Step 1: Data decomposition
The remanufacturing cost of individual EOL product is arranged as a time series according to the order of repair. And through the data cleaning, that is, the data that deviates far from the average value is eliminated to ensure the accuracy of the prediction. The time series ) ,...,
and one residue ) (t uk by using ILMD technology.
Step 2: Individual prediction
In the second step, the PSO-BP algorithm, is used as a predictive tool for each mode. Thus, the prediction results ) (t ri of the corresponding component can be obtained.
Step 3: Integrated prediction
The predicted values of all PF components and margins are added together to obtain the final predicted value, i.e.,
and
→ t u is the predicted value of the margin at time t . In particular, the direct addition method is simple, but is more reliable and can reduce computational complexity.
The above three main steps and related techniques of the proposed method are detailed in Sections 2.2 to 2.4, respectively.
Data decomposition
At the stage of data decomposition, an effective data decomposition technique, i.e., the ILMD, is used. To improve the accuracy of the cost modelling, some researchers tried to decompose the time series by using the data decomposition method, mine the components of the data information at different time scales. An appropriate prediction model is established for different components, and the prediction effect is improved to a certain extent. The more widely used decomposition methods are EMD [31] , EEMD [32] , local mean decomposition (LMD) [33] , and each decomposition method has its own advantages and deficiencies. The classic LMD uses the moving average method for calculating the local mean function and the envelope estimation function. For low frequency signals, this produces a significant error [34] . Therefore, the classic LMD method will not achieve a better decomposition effect. The improved LMD (ILMD) has been applied in this paper. The cubic mean square interpolation method is used to replace the original moving average method to obtain its local mean function and envelope estimation function. The ILMD does not need to be recalculated, and its error is small, so it has great advantages in computational efficiency and accuracy. The decomposition process of ILMD is as follows:
(1) Find all the local extreme points i n of the original signal ) (t x , and then find the average of all the adjacent extreme points. The formula is as follows:
Connect all adjacent average values i m with a straight line, and then use cubic spline interpolation to obtain its local mean function ) ( 11 t m .
(2) Calculate the envelope estimate:
All adjacent envelope estimates i a a are connected by a straight line, and the envelope estimation function ) ( 11 t a is obtained by cubic spline interpolation.
(3) Separate ) ( 11 t m from the original signal to get )
, which is calculated as follows: is a pure FM signal, that is its envelope evaluation function 1 ) (
and its termination condition is 1 ) ( lim 1 = ∞ → t a n n . Without affecting the decomposition effect, a variation range ∆ can also be set in order to reduce the number of iterations, and the iteration is stopped when
1 t a n is satisfied. is a monotonic function. As follows:
Finally, the original signal ) (t x can be expressed in the following form:
Individual prediction
Intelligent algorithms are the best tools for applying in the individual prediction stage due to its good adaptability and fitting ability. For this reason, researchers in remanufacturing cost prediction apply AI prediction and computational intelligence such as ANN, SVM, and LSSVR to such highly random, non-linear, non-stationary complex systems. Among many AI models, ANN have excellent features such as large-scale distributed parallel processing, nonlinear, self-organizing, self-learning, and associative memory, which can be used as an advanced means of cost prediction. The neural network (NN) can be used for time series prediction, which refers to using a neural network to approximate a time series, and the first k values 1 , , , , . Described as follows:
That is, the neural network is used to fit the function F and use it to derive future values. In the prediction process, the obtained prediction value can be used as an input of the next prediction to calculate further prediction values for iterative multi-step prediction.
As a kind of ANN, BP neural network is the most widely used due to its good approximation ability and mature training methods. BP neural network is a multilayer feedforward neural network (MFNN), which can approximate any nonlinear continuous function with arbitrary precision, has strong fault tolerance and fast processing speed, and is suitable for prediction. Therefore, Particle Swarm Optimization BP neural network is introduced as an individual predictive tool for components in this research.
BP neural network
BP neural network, one of the most widely used neural network models, is a multilayer feedforward network which propagates in the opposite direction of error [35] . The topological structure of the BP neural network model comprises input layer, hidden layer and output layer. The learning process of BP network is divided into two stages:
(1) Input a known learning sample, and calculate the output of each neuron from the first layer of the network backward through the set network structure and the weight and threshold of the previous iteration.
(2) Modify the weight and threshold, and calculate the influence (gradient) of each weight and threshold on the total error from the last layer, and modify the weights and thresholds accordingly.
The above two processes are repeated alternately, and the error is transmitted back to the layer by layer to correct the weight and threshold between the layers until the convergence is reached. The PSO fitness function adopted in this paper is determined according to this rule.
In neural network training, the so-called "over-fitting" problem may occur. The sample error for the training set can be small, but the error is large for new samples other than the training set. That is the network remembers the trained samples, but lacks the ability to generalize the new samples. This paper improves the generalization ability of the network by correcting the network error performance function and the error performance adjustment rate.
PSO algorithm
PSO is an intelligent optimization algorithm that can optimize the internal structure of BP neural network, improve the convergence speed, effectively prevent falling into local extremum, and quickly search for global optimal solution.
Suppose the velocity and position vector of particle i are ) , , , (
Where 1 c and 2 c are acceleration coefficients; ) (t p id and ) (t p gd are the optimal positions of particle i and particle group at time t ; 1 r and 2 r are random numbers between 0 and 1; ω is inertia factor.
PSO-BP model
In the process of cost prediction, since the initial parameters of the network are randomly set, it may cause a large error or non-convergence in the process of network training. Therefore, PSO is used to improve the initial parameters of BP neural network. In the process of optimization, each particle individual is a set of weights and thresholds. After the particle finds the optimal position, the information carried by the particle is the optimal weight value and threshold value. The information is assigned to the network and then trained and predicted. The algorithm flow of the PSO-BP model is shown in Fig. 2 . The prediction steps of PSO-BP model are as follows:
Step 1: The BP neural network is initialized, and the data is normalized.
Step 2: Initialization parameters. Determine the velocity max v , min v , position max x , min x , 1 c , 2 c , 1 r , 2 r , max w and min w , population number N , maximum iteration number T , objective function E , minimum error e in the PSO algorithm.
Step 3: Randomly generate N particles pop , each of which is a set of potential solutions, the N group weight threshold.
Step 4: Set the e as the index, the fitness values of each particle are calculated, and best P and best G are obtained by comparison.
Step 5: When the number of iterations reaches T or the fitness value E < e , the particle pop at this time is output. Otherwise, let the number of iterations 1 + = t t and return to step 3.
Step 6: The optimal solution of the PSO algorithm is employed as the initial weight and threshold of the BP neural network for cost prediction.
Step 7: The BP neural network is trained and tested with the normalized cost data, and the error is compared with the actual cost. If the error is met, the prediction result is output, otherwise go to step 2. 
Integrated prediction
In the stage of integrated prediction, BP neural network or linear regression etc., can be employed to obtain the final result. However, the integration of results by direct addition has an irreplaceable advantage in terms of calculation speed and accuracy. ( . Therefore, a simple but effective integration method is adopted, i.e., the ADD.
Case study
In order to verify the effectiveness of the proposed method, the remanufacturing cost prediction of the excavators DH220 in a construction machinery company is taken as the case study. The company specializes in the remanufacturing of construction machinery, the main products are various types of excavators (e.g., model DH220). As shown in Fig. 3 , it is the DH220 excavator and the remanufacturing process of excavator. An empirical study is designed in Section 3.1 and the results of the experiment are further discussed in Section 3.2. Fig. 3 Excavator of model DH220 and remanufacturing process of excavator
Experiment design

Data descriptions and prediction process
Hereon, the historical remanufacturing cost of DH220 excavator from June to December 2017 in a remanufacturing company is used as the original sample, for a total of 85 sets of data, as shown in Table 1 . After data cleaning to eliminate outliers, a total of 80 sets of data are valid and can be used as input to the predictive model, as shown in Fig. 4 . The sample data are divided into two subsets, i.e., the preceding 2/3 of total observations are selected as the training data input model, and the last 25 sets of data are used as test samples to detect the accuracy of the prediction model. The data-driven based decomposition-integration model proposed in this paper is adapted to predict the remanufacturing cost of the excavator. The prediction processes are as follows: Step 1: Preprocess the historical data, make the data into a time series in the order in which they are remanufactured. Time series data of a single product is expressed as ) ,
which is the number of the t-th product, and c represents the cost.
Step 2: ILMD decomposition. The time data sequence obtained in the Step 1 is decomposed according to the method of improving the local mean decomposition. After the decomposition, the simulation result finally obtains 4 components ( ) 4 , 3 , 2 , 1 ( , = i PFi and 1 margin (represented by 5 R ).
The decomposition of the latter 25 sets of data is mainly employed for subsequent predictions.
Step 3: Train the BP neural network. For BP neural network, it must be trained to get the suitable network that is for prediction. Hereon, BP neural network is established for the 4 components and 1 margin obtained in the second step, and they are trained separately. The input layer of BP neural network has 6 nodes and the output layer has 1 node. The number of hidden layer nodes is determined during the experiment. The preceding six values of time series are enlisted as input to predict the following values, and so on. The training method and rules are as follows: the first group of data (each group of 6 values) is only used as the input of the second group of data, and the other groups of data are used as both the output of the previous set of data and the input of the next set of data. The parameters are optimized by PSO algorithm to improve its convergence speed and prediction accuracy.
Step 4: BP neural network prediction. The prediction process proposed model is shown in Fig. 5 employed as the input to obtain the predicted value.
Step 5: Find the predicted value. Finally, all the predicted values of the PF component and the margin are added together to obtain the final predicted value. 
Evaluation criteria
In order to more accurately and reasonably describe the predictive performance of various prediction methods, two indicators are selected here as evaluation criterion, i.e., mean square error (MSE) and mean absolute percent error (MAPE). The expressions of these two error indicators are:
where i c is the actual cost value, → i c is the predicted cost value, N is the total number of predicted values.
Benchmark models
In this paper, some other prediction models are introduced, and some of the mainstream prediction techniques are utilized as benchmark models, which are compared with the proposed models, so as to verify the superiority of the proposed model. Accordingly, the most popular AI single model (such as SVM) and a similar decomposition-integration model are formulated.
The existing mainstream prediction techniques are roughly divided into two categories, i.e., traditional metrological models and artificial intelligence models. Therefore, in the field of artificial intelligence, a general BP neural network and a BP neural network based on Particle Swarm Optimization are selected as the benchmark model. For the decomposition-integration model, some typical decomposition methods such as EMD, EEMD, LMD, etc., combined with the same individual prediction and integrated prediction methods as the benchmark model.
Ultimately, there are seven benchmark models, including two popular AI single models (BP and PSO-BP), and five similar decomposition-integration models (i.e., EMD-PSO-BP, EEMD-PSO-BP, LMD-PSO-BP, ILMD-SVM, ILMD-BP), which are compared with proposed model (i.e., ILMD-PSO-BP). In these abbreviations, the first part and second part (the last two or one acronym) correspond to data decomposition and individual prediction techniques, respectively. The results of the original cost data decomposition are shown in Fig. 6 . It can be clearly seen that sequence data of historical remanufacturing cost for the excavator is decomposed into five modes, i.e., four kinds of PFs and one margin (R5). As can be seen from Fig. 6 , the original sequence is decomposed into several simple waveforms. Each waveform shows obvious regularity, and all kinds of prediction techniques are better for the prediction of time series with single or few composite trends. At the same time, appropriate prediction models can be selected according to the characteristics of each component. In this way, the accuracy of the whole prediction can be improved by the individual prediction of each component. Therefore, the PSO-BP model is used to predict the components, and then the final prediction results are obtained by adding.
Prediction results
Data decomposition results
Prediction results and comparative analysis
The results of the remanufacturing cost prediction based on the ILMD and PSO-BP neural network models are shown in Fig. 7. From Fig. 7 , it is known that the predicted value of the remanufacturing cost time series is quite close to the actual value. To further illustrate effects of proposed modeling and prediction for remanufacturing cost, the prediction effects of the seven benchmark models presented in Section 3.1.3 are compared, as shown in Fig. 7 .
As for prediction accuracy, Fig. 8 reports the MAPE and MSE criteria for the prediction of different models using the same data. Three main significant conclusions can be obtained from the figure. First of all, the performance of the proposed method is significantly better all benchmark models approach, including the corresponding single AI model or a similar decomposition-integration prediction method, with minimal MAPE and MSE values in all cases. Further results show that the proposed decomposition-integration prediction method can significantly improve the performance of the model.
Second, when the proposed model (i.e., ILMD-PSO-BP) is compared with tow single AI models (i.e., BP and PSO-BP), the performance of the former is significantly better than that of the single model. Especially in all cases, the MAPE and MSE values of the ILMD-PSO-BP model are much smaller than the MAPE and MSE values of BP (or PSO-BP). It can be considered that the decomposition-integration model can help to explore the inherent hidden relationship of the remanufacturing cost, thereby further improving the prediction accuracy.
Third, the decomposition-integration model using ILMD as a decomposition technique (i.e., ILMD-PSO-BP) is more accurate and effective than the other methods (i.e., EMD-PSO-BP, EEMD-PSO-BP, LMD-PSO-BP, ILMD-SVM, ILMD-BP) in most cases. This shows that in data analysis, ILMD is a more efficient decomposition method than its original form LMD and the common two technologies EMD/EEMD, because it successfully solves the problem of mode mixing. Generally speaking, an important conclusion is that the proposed prediction model can statistically prove superior to all considered benchmark models in terms of remanufacturing cost prediction EOL products. Especially in various models, it can be seen from the comparison of results of MSE and MAPE that the proposed model achieves the highest prediction accuracy. In addition, the computational time of the proposed method is relatively short, further illustrating the efficiency of the model. The above results testify the feasibility of the proposed method in predicting performance, so corresponding decomposition-integration method can be utilized as an effective tool for remanufacturing cost analysis and prediction. Fig. 7 The prediction results of the proposed decomposition-integration method A data-driven based decomposition-integration method has been presented for predicting remanufacturing cost of EOL products. Actually, three main steps are involved in the model, i.e., data decomposition by ILMD to generate several new components, individual prediction for each decomposed component by an AI tool ((i.e., PSO-BP)), and integrated prediction via adding the predicted values of all components for obtaining final prediction results. In the proposed data-driven prediction model, all the decomposed components are deeply analyzed to reduce the computational complexity and improve the prediction accuracy.
In the case study, the proposed method is applied to the predict the remanufacturing cost of EOL excavators. Above all, the accuracy of the method is verified by comparing the predicted value with the actual value of samples, and furthermore, it is compared with seven benchmark models. The results show that the proposed data-driven based decomposition integration model is more advantageous than all the considered benchmark models in terms of improving prediction accuracy and reducing the computational cost. And it can be utilized as an effective tool to analyze and predict remanufacturing cost of EOL products.
Besides remanufacturing cost data, this method can be applied to other prediction tasks, such as power load forecasting, wind power forecasting, etc., particularly for data with small data volume, strong randomness, and unclear internal relationships. In addition, based on the interesting "data-driven modeling" idea, by formulating data decomposition, individual prediction and integrated prediction technology, other more powerful decomposition-integrated models can be developed accordingly. These issues will be resolved in subsequent studies.
