Abstract-High temperatures and non-uniform temperature distributions have become a serious concern since they limit both performance and reliability of Integrated Circuits (IC). With computer architect's concern to position microarchitecture blocks in a processor, faster thermal models can be developed at the cost of hiding finer grain details such as circuit or transistor level information. Several methods to quickly estimate the surface temperature profiles of microarchitecture blocks have been investigated in recent years. HotSpot simulator is widely used in computer architecture community. SESCTherm is another architecture level thermal simulator which has shown good performance and modularity in modeling. Recently Power Blurring (PB) method has been developed for both steadystate and transient thermal analysis of standard and 3D chips. While some of these methods are validated against finite element and Green's function based techniques, there are no detailed comparisons of the accuracy and speed for some common applications. In this paper we present the steady-state and transient temperature distributions calculated by these three architecture level thermal simulators. A detailed comparison taking into account the accuracy and the computation speed is performed. Our results indicate that Power Blurring has the potential to be a promising architecture level thermal simulator for fast calculation of temperature profile from the input power map in a realistic package which, in turn, is a key ingredient for full self-consistent simulations.
I. INTRODUCTION
Increasing on-chip power density due to the shrinking of transistor size in the CMOS VLSI has resulted in elevated temperature in integrated circuit (IC) chips. Temperature nonuniformity across the chip leads to hot spots. This effect and the elevation in temperature are critical issues because of their impact on both the performance and the reliability of IC chips [1] .
In addition, the increasing leakage power and its exponential dependence on the temperature require more attention to thermal-aware simulations and optimizations. Hence precise thermal profile is essential for accurate analysis of performance, reliability, and power management.
Generally, thermal simulations and design optimizations have been done under steady-state worst case conditions due to the high computational cost, causing reliance on the use of conservative margins in thermal designs. However, temperature non-uniformity evolves over time and hot spots can be transient. As the thermal budget becomes increasingly tight, the worst case approach becomes too costly and ineffective. Even with the state-of-the-art tools, chip-level transient thermal simulation with realistic package configuration is too expensive for physical design optimization or performance verification in the packaged environment. Additionally, in early stage of chip design, specific package information and thermal boundary conditions may not be available. In such cases, a fast thermal analysis method is highly desired [2] . Fast thermal simulations also allow optimization of the chip during architecture evaluation.
Our experiments show that in a fast power and thermal simulation for a processor, thermal simulation takes up to 20% of the time budget for a single core system. A multicore system might need even more time for thermal simulation. Hence accuracy as well as speed of the thermal model directly impacts the productivity in the evaluation phase of processor design.
This work provides the base for comparison of accuracy and speed of three different thermal simulation methods. We study three fast thermal analysis methods, namely, HotSpot [3] , SESCTherm [4] , and Power Blurring [5] . We provide a detailed comparison between the methods in both steady-state and transient thermal analysis.
The reminder of the paper is organized as follows. Section II, provides a background for PB and other simulators. In section III, a steady-state and a transient case study is discussed and the results of the three methods are compared. We conclude the paper in section IV.
II. BACKGROUND

A. Power Blurring method
The PB method has its theoretical basis on the Green's function method and the methodological basis on image blurring used in image processing. Given a power distribution map of an IC, it can be thought of as an image, and the temperature distribution of the IC chip can be regarded as a blurred image of the power map. To perform the image blurring, a filter mask is required. A filter mask is equivalent to an impulse response, which is nothing but the Green's function of the system. The impulse response can be obtained by using Finite Element Analysis (FEA) tool such as ANSYS. To create a mask, a point heat source is applied to the center of the chip. An example of a packaged IC chip structure and the thermal mask are shown in Fig.1 . The thermal profile for a given power map is obtained when the thermal mask is convolved with the given power map. The advantage of the PB technique is that it can be applied to realistic chip geometries where analytical Green's function cannot be obtained.
For a complicated power dissipation profile, the PB method reduces the calculation time by three orders of magnitude compared to the Finite Element Analysis (FEA) [6] , [7] . Since a point heat source at the center and that at the edge of the IC surface produce different peak temperatures and slightly different temperature profiles, usually three FEA simulations are needed in order to implement the power blurring technique for an arbitrary heat dissipation profile. The PB method was further improved by applying the Method of Image which takes into account the symmetry of the heat dissipation in a finite size chip [6] . Additionally, another error reduction step, deemed Intrinsic Error Compensation step, is used to improve the results [6] . This takes into account the three-dimensional geometry of the heat sink and the fact that a uniform power dissipation profile does not produce a constant temperature distribution everywhere in the chip. The PB method has been used in both steady-state and transient thermal simulations and is validated against experimental methods [6] , [8] , [9] .
To consider the temperature dependency of silicon thermal conductivity, the method is extended to a self-consistent procedure or Adaptive Power Blurring [10] . It has also been shown that the temperature profile with resolution comparable to a single transistor stage/logic block size (5×5 μm 2 ) and for one million mesh points on the surface of chip can be acquired [7] . At such a fine resolution, FEM method such as ANSYS would be often limited by the number of mesh points and the computation times will be very long. 
B. HotSpot
Architecture level simulators are designed to calculate temperature profiles which are accurate for the experiments at architecture level (block sizes in millimeter range), and still fast enough to allow for simulation of long dynamic temperature traces on the order of seconds. Their main feature, small computation time compared to detailed finite element models, comes at the cost of accuracy. However, this allows architects to study thermal and performance trade-offs in their system design. For that, a lot of details typically considered in a full thermal design, is deliberately neglected. 
HotSpot is one of the thermal simulators widely used in computer architecture community. It is based on an equivalent circuit of thermal resistances and capacitances that correspond to the micro-architecture blocks. The essential aspects of the thermal package are also taken into account [3] . HotSpot solves the heat differential equations describing the RC circuit at each time step using a fourth-order Runge-Kutta method. The number of iterations for the RungeKutta solver is adaptive, to account for the different number of iterations required for convergence at different sampling intervals. HotSpot is already configurable for purposes of modeling new floorplans. HotSpot can model steady-state as well as transient cases. It can be run in two levels of accuracy: block model and grid model. While block level simulation has higher speed, the grid model is more accurate due to smaller spatial granularity of elements. We compare our method with the HotSpot in grid mode.
C. SESCTherm
SESCTherm is a thermal modeling infrastructure based on finite-difference analysis techniques. At the core of SESCTherm is a finite-difference model (FEM). Finite-difference analysis involves taking a problem and segmenting the problem into smaller pieces. SESCTherm divides the chip, package and associated components into a series of regular cross sectional regions. Each region is a quadrilateral, and no two cross sectional regions have abutting sides that are of different height or length. Each cross-sectional region is called a temperature node, and each region has a series of properties. To accurately characterize complex materials and dimensions, SESCTherm subdivides regions by material and geometry. This means that each temperature node is considered to be one material or an approximation of a combination of materials. Further, this means that any irregular shape is approximated by a combination of quadrilateral regions. Each node of a thermal system can be considered either a heat source, heat sink, thermal capacitance, or thermal resistance. SESCTherm also updates the material properties as the temperature changes. It could support stacked layers of die and has models for interconnect layer, package and mainboard, as well as bulk silicon and silicon-on-insulator. To model temperature dependent material properties, SESCTherm updates material properties periodically based upon temperature variations. It supports configurable spatial granularity for different levels of accuracy. Unlike HotSpot, The meshing system is a consolidation of grid and block modes in which floorplan edges are extended and then each resulted region is meshed based on a given granularity [4] . However, the cores of the differential equation solver for both HotSpot and SESCTherm are based on the same algorithm.
III. CASE STUDIES
To compare the three methods, we used two floorplans. One models the power dissipation profile of a typical out-of-order mobile processor, and the other one is a simple 4×4 grid. We configured each tool with the same parameters in terms of heat-sink and package characteristics.
A. Error Metrics
In order to study the accuracy of each method, we calculated the relative error compared to that of ANSYS, which is a standard FEM tool for thermal analysis, using Equation. 1. In all simulations ambient temperature is set to 35
• C. 
B. Methodology Validation
The convection coefficient between the heat sink and air is obtained using Equation. 3. In this equation R is the convection resistance between the heat sink and air, A is the surface area of the heat sink, and h is the equivalent convection coefficient.
The convection resistance between heat sink and air is 0.1 K/W , and the surface area of the heat sink is 36 cm 2 . This results in a convection coefficient of 0.2778 W/m 2 K. For ANSYS and Power Blurring we used this value of convection coefficient for our simulations. To make sure the overall chip and package models for all four methods match, and make the comparison fair, we perform one step of calibration before doing the evaluation. For that, instead of setting the parameters in HotSpot and SESCTherm to match the 0.2778 W/m 2 K, we try to adjust the convection coefficient to such a value that the overall average error is minimized. Then we evaluated the relative error values. For example in the steady-state case study, the initial average error obtained for HotSpot and SESCTherm were 19 % and 26 %, respectively. After applying this adjustment procedure, the average errors are minimized to 6 % and 15 %, which is shown in next section (Table.II In order to achieve the minimum average temperature error in HotSpot, we explicitly changed the value of convection resistance to 0.13 K/W . This is equivalent to 0.2137 W/m 2 K for convection coefficient which is a factor of 1.3 smaller than its real value (0.2778 W/m 2 K). In the case of SESCTherm, the error reduction procedure was different. SESCTherm does not allow the user to explicitly specify a value for convection resistance. Instead, it computes this value based on the given geometric and material properties, as well as the parameters of the cooling solution.
C. A steady-state case study
For steady-state thermal comparison, we used the power map from a typical mobile processor model. The dimensions of the chip and its cooling solution are set according to Fig. 1 and Table I . The power map, the floorplan of the device as well as the results obtained by three methods are shown in Fig. 2 and Fig. 3 , respectively. It should be mentioned that in order to obtain these results, a 64×64 meshing size was used, which is a default grid size in HotSpot [11] . This meshing also results in 266×177μm 2 granularity which is fairly finegrained for thermal evaluation of a processor at architecture level. Table II summarizes the computation time, the absolute temperature error range, maximum error, the average error, and error in the hottest spot of the chip for each of the PB, HotSpot and SESCTherm methods. From Fig. 3 and Table II , it can be concluded that the PB method offers a more accurate result while its execution time is shorter than the SESCTherm and HotSpot. The latter delivers a more accurate result compare to SESCTherm, although it cannot provide the temperature profile with accuracy and resolution of the PB method. Since SESCTherm does not support a separate method for steady state analysis, we do not report the execution time for this case. In order to obtain the static result using SESCTherm, we have applied the power input and obtained the temperature profile after a long period of time to be able to consider it as steady-state response. The computation time for ANSYS is 56s. In ANSYS we have used the sparse equation solver algorithm in which the time complexity is of the order of O (n 2 ), for a thermal circuit with n nodes, while the time complexity of the FFT algorithm used in PB method is of the order of O (nlog(n)). SESCTherm and HotSpot use traditional integration based solvers for which the lower bound of the computation time complexity is of the order of O (n c ) where c is a number between 1.5 to 2 [12] . Considering these orders, one can see that by increasing the number of nodes in thermal grid model, the computation time of the PB method increases with asymptotically slower rate than the other methods. The error of PB compare to ANSYS in the hottest spot of the chip is only 0.14%, while it is 12.9% for HotSpot, and 13.1% for the SESCTherm simulator. The maximum error of 13% for the PB method relative to ANSYS in the entire profile is due to a temperature difference of 0.6
• C (39.1-38.5). Since this small change of temperature occurs at the very edge of the chip, in which the temperature is much lower than the center and very close to ambient temperature (35
• C), it will result in a large error value (see Equation. 1) even though it is in fact a negligible change. The maximum errors in the HotSpot and SESCTherm simulators are 4 and 5 degrees temperature differences, respectively. The average error and absolute temperature error range in Table II indicate that the PB method accurately estimates the temperature distribution throughout the chip.
All the aforementioned error values are obtained after adjustment of convection coefficient in HotSpot and SESCTherm. In Fig. 4a and Fig. 4b a comparison between the cross sections of steady state results of these methods, with the nominal value of convection coefficient i.e. 0.2778 W/m 2 K, is presented.
As mentioned, the procedure of meshing in SESCTherm is different from other methods. Based on a known granu-larity, structure of the blocks, and aspect ratio of the chip, SESCTherm automatically determines the meshing. In this case study, the meshing size, for the specified 230μm spatial granularity, is 79×53. This results in an asymmetric plots for the diagonal view of the temperature profile as it can be seen in Fig. 3b . To be able to calculate the relative error, the matrix dimensions of temperature profiles must be the same. Therefore, we interpolated the temperature profiles obtained by SESCTherm to 64×64 matrices. This, in turn, might add some inaccuracy to the relative error results obtained by SESCTherm, even though it does not change the average error. The cross sections of the interpolated result are also indicated in Fig. 3 . 
D. A transient case study
Transient simulations are performed for a power train input. The coarse power maps are shown in Fig. 5 . We used a 1×1 cm 2 chip with a cooling solution similar to the one shown in Fig. 1 . The chip has been meshed with 64×64 grid size. The resulting temperature profiles at t=0.15s and 0.35s are presented in Fig. 6a, and Fig. 6b , respectively. In Table III a detailed comparison between the three methods is presented. The errors calculated in the table are for the time t=0.15s and 0.35s. The maximum error of 18% in PB corresponds to 1
• C absolute error. This occurs at the edge of the device where the temperature value is close to the ambient temperature and leads to a very small value in the denominator of the error function. A same argument is valid for large errors in HotSpot and SESCTherm and their absolute error values has to be considered which are provided in Table. III. The execution time for the PB method was 194 seconds while this value was 290, 697, and 27858 seconds for the SESCTherm, HotSpot, and ANSYS, respectively. As it can be seen the PB method is about 1.5, and 4 times faster than SESCTherm and HotSpot, respectively. PB also provides more accurate results. It should be mentioned that the PB method relies on two FEA simulations (or measurements) giving the unit impulse response at the center of the chip and the additional correction factor from uniform power dissipation profile. These calculations could be done offline, so the main advantage of PB is in multiple thermal simulations when different placements of the IC blocks are studied. All the matrix arithmetic calculations in that PB method have been done in MATLAB. While this is flexible and it allows the use of image processing tools, it is anticipated that direct implementation of the matrix convolution in a higher level program (e.g. C) can increase significantly the speed of the PB method. Finally, we have investigated the evolution of error over time in the PB method. As it can be seen in the Fig. 7 , when the device is on and power being dissipated, the maximum absolute temperature error over the entire chip is less than 2
• C. Furthermore, it is shown that the absolute error in the hottest spot over the entire chip with power blurring method is less than 0.2
• C.
IV. CONCLUSION
Fast and accurate thermal model enables in depth thermal evaluation in processor design. This work compares three different thermal models, namely Power Blurring (PB), HotSpot and SESCTherm. HotSpot and SESCTherm are two standard architecture level simulators, and PB method has been recently proposed for thermal simulations. To perform the comparison, we adjusted the convection coefficient to such a value that the overall average errors in HotSpot and SESCTherm are minimized. This adjustment is a fitting parameter which does not have a scientific justification and could be different for different packages or even for different power profiles. Having validated the comparison methodology, both steadystate and transient case studies have indicated that the PB method can provide more accurate temperature profiles with shorter execution times. This is advantageous for in depth exploration of trade-offs in early stages of processor design process. Another application is in very high precision thermal simulation with micron scale power dissipation profile. Computation time for power blurring which is a surface(2D) matrix convolution scales much better than the volume 3D meshing techniques. These results demonstrate that power blurring has the potential of becoming a promising thermal simulation tool in architecture level.
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