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We have experimentally investigated the transitions of collective motions of bacterial cells in
a shallow circular pool using the bacterial species Bacillus subtilis. In our previous paper, we
reported that the collective motions were classified into the six phases on a phase diagram with the
two parameters, the reduced cell length λ and the cell density ρ. In the present study, we focused
on the sharp transitions at λ ∼= 0.1(≡ λC1) with low values of ρ between the random motion phase
and the one-way rotational motion phase. By introducing the order parameter Q which measures
the aligned cell motion along the circumferential direction of a pool, the transitions at λ = λC1
were clearly characterized. Based on the detailed observations of single-cell trajectories in a pool,
we verified that the effect of cell-noise interactions was widely distributed. We conclude that, even
in such random environment, sharp transitions of collective motions were caused by the cell-cell
interactions at λ = λC1.
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1 Introduction
Various types of ordered behavior including construction of vortex-like structures were observed in flocks
of birds, schools of fish, marches of social insects, and migrations of bacteria1–9). It was also reported
that the elongating bacteria produced complicated structures in folding and filling processes on an agar
surface by cell multiplications10,11).
Migrating bacteria in a growing colony show a variety of collective behavior depending on environ-
mental conditions, although bacterial colony is one of the simplest biological systems12–15). Vicsek et
al. proposed a statistical mechanics model called the self-propelled particle (SPP) model to demonstrate
such collective motions16–20). Their model shows the dynamical phase transition such that the ordered
motions with aligned directions suddenly emerge from chaotic motions in the self-propelled particle sys-
tem at a critical noise amplitude or at a critical particle density. The origin of the transition is considered
to be the competition between the effect that each particle tends to be aligned in the averaged direction
of its neighboring particles and the individual fluctuation of moving directions due to noise effect. The
hydrodynamic motions of cells including creation and annihilation of vortices have been also universally
observed in growing colonies of several bacterial species6,7). Wioland et al. reported that cells in a
highly concentrated bacterial droplet formed a single stable vortex which can rotate both clockwise and
counterclockwise directions in the droplet21). By comparing their experimental results with a model,
they argued that the global confinement condition and the curvature of droplet boundaries play impor-
tant roles in realizing such a steady state having a single vortex in the system. Similar self-organized
structures involving vortices and clusters have been reported also in other confinement systems22–27).
In experimental study, however, it is generally difficult to verify which is the essential for emergence
of collective motions among cell-cell interactions, cell-boundary interactions, and individual fluctuations
due to noises.
In our previous study, we experimentally investigated collective motions of bacterial cells in a shallow
circular pool using bacterial species Bacillus (B.) subtilis28). The pools were made on the surface of an
agar plate, in which collective motions of rod-shaped bacterial cells were observed. We introduced two
relevant parameters, the reduced cell length λ, which was defined as the ratio of averaged cell length to
a pool diameter, and the average cell density ρ. As shown by the phase diagram (Fig. 1), the observed
collective motions have been classified into the six dynamical phases; the phases of the random motion
(Fig. 2(a)), the turbulent motion (Fig. 2(b)), the one-way rotational motion (Fig. 2(c)), the two-way
rotational motion (Fig. 2(d)), the random oscillatory motion (Fig. 2(e)) and the ordered oscillatory
motion (Fig. 2(f)). In the random motion phase, bacterial cells move independently and randomly
in a pool. In the turbulent motion phase, bacterial cells make groups showing hydrodynamic motions
with creation and annihilation of vortices. In the one-way rotational motion phase, bacterial cells move
counterclockwise along the brim of a pool keeping their axes in parallel with the brim. It suggests that
the brim of a pool acts as a nearly slip boundary for a bacterial cell. Remark that in Ref. 21, however
the interface of a droplet acts as a nearly no-slip boundary. In the two-way rotational motion phase,
bacterial cells move counterclockwise in the outer region of a pool and clockwise in the inner region of a
pool. In the random oscillatory motion phase, bacterial cells move forward and backward repeatedly in
their axial directions. In this phase, the axial oscillatory motions of bacterial cells seem to be individually
random and uncorrelated. In the ordered oscillatory motion phase, on the other hand, if we observe the
system for a sufficiently long time-period, intermittent ordering of the axial directions of bacterial cells
is observed. As indicated in Fig. 1 by two dashed lines perpendicular to the λ axis, there are two critical
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values of λ, λC1 ∼= 0.1, λC2 ∼= 0.2. Crossing these two lines in the phase diagram, drastic changes occur
in collective motions.
In the present study, we focused on the transitions at λ = λC1 in the low values of ρ between
the random motion phase and the one-way rotational motion phase. The transitions at λ = λC1
were characterized by introducing the order parameter Q which measures the aligned cell motion in a
circumferential direction of a pool. If the reduced cell length λ increases with a constant cell density ρ,
then more collisions between cells occur and the alignment effect of neighboring cells is enhanced. In
this sense, λ is a parameter representing the coupling strength of cell-cell interactions.
In order to study cell-boundary interactions and individual fluctuation of bacterial motions due to
cell-noise interaction, we have examined the systems in which only a single bacterial cell is moving in a
pool. As a matter of course, no cell-cell interactions exist in such single cell systems. The order parameter
Q˜ for the one-way rotational motion phase, which was properly defined for the single cell systems, did
not show any systematic dependence on λ. We found instead that Q˜ approximately linearly depended
on the average value vave of cell speed. We verified that vave was determined by the frequency of change
of moving direction in each trajectory of a cell. Change of moving direction of a cell will be attributed
to irregularities on the bottom and the brim of a shallow pool (the surface of an agar plate) which can
not be controlled in our setting of experiments.
Combining the experimental results of the original systems with a lot of bacterial cells and the single
cell systems, we conclude that the transitions at λ = λC1 from the random motion phase to the one-way
rotational motion phase were caused by the cell-cell interactions in the systems involving uncontrolled
cell-noise interactions.
All through the experiment, we used the wild-type strain OG-01 of bacterial species called B.
subtilis12). B. subtilis cells are rod-shaped with peritrichous flagella and swim straightforwardly in
water by bundling and rotating their flagella. When a small amount of cells are inoculated on the sur-
face of semisolid agar plates, they form a colony by cell motility and multiplication. Growing colonies
present five different patterns depending on the two environmental parameters Ca (the concentration of
agar) and Cn (the concentration of nutrient)12). In particular, when Ca is intermediate (7 g/L < Ca <
8.5 g/L) and Cn is high (Cn > 10 g/L), the interface of a growing colony repeatedly advances (in the
migration phase) and rests (in the consolidation phase), finally yields a concentric-ring pattern. The
bacterial cells at the growing front of a concentric-ring pattern have been observed to repeat elongation
and contraction, synchronizing with the periodic colony growth12,29).
Shallow circular pools are made on the surface of an agar plate by scattering glass beads on the
growing front of a concentric-ring pattern and then by removing the glass beads28). Bacterial cells
trapped in a pool show a variety of collective motions. We can control λ by changing the timing of
making pools on the growing front, since the cell length of bacteria is different at the different time in
the growing front in the concentric-ring pattern formation. Thanks to the local fluctuation of the cell
density at the growing front, a variety of pools with different cell densities ρ can be made.
This paper is organized as follows. In Sect. 2, we explain the experimental procedures. Experimental
results are given in Sect. 3. In Sect. 4, we give a discussion on our experimental results. Sect. 5 is
devoted to giving the conclusion and discussing future problems.
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Figure 1: Phase diagram of collective motions of bacterial cells in a shallow circular pool with two
parameters of λ and ρ. Two vertical dashed lines show the critical values λC1 ∼= 0.1 and λC2 ∼= 0.2, at
which the collective motions are changed drastically.
(a)
(b)
(c)
(d)
(e)
(f)
Figure 2: Snapshots of the six phases of collective motions of B. subtilis in a shallow circular pool.
Each scale bar indicates 10 µm. (a) the random motion, (b) the turbulent motion, (c) the one-way
rotational motion, (d) the two-way rotational motion, (e) the random oscillatory motion, and (f) the
ordered oscillatory motion.
4
2 Experimental Procedure
First, we prepared semisolid agar plates by following the procedures explained below. 5 g of sodium
chloride (NaCl), 5 g of dipotassium hydrogen phosphate (K2HPO4) and 30 g of Bacto-Peptone (Becton,
Dickinson and Co.) as nutrient were dissolved in 1 L of distilled water. The environmental parameter
Cn was set to 30 g/L by adjusting the concentration of Bacto-Peptone. Then, the solution was adjusted
to pH 7.1 by adding 6N hydrochloric acid (HCl). Furthermore, the solution was mixed with 8.3 g of
Bacto-Agar (Becton-Dickinson and Co.), which determines the softness of semisolid agar plates. The
environmental parameter Ca was set to 8.3 g/L by adjusting the concentration of Bacto-Agar. The
environmental condition given by these Ca and Cn values generates a typical concentric-ring pattern of
B. subtilis colonies. The solution was autoclaved at 121◦C for 15 min, and 20 ml of the solution was
poured into each sterilized plastic petri dish of 88 mm inner diameter. The thickness of the semisolid
agar plates was about 3.2 mm. After solidification at room temperature for 60 min, the semisolid agar
plates were dried at 50◦C for 90 min.
Next, we prepared bacterial suspension with an optical density of 0.5 at a wavelength of 600 nm.
We inoculated 3 µl of the bacterial suspension on the surface of each semisolid agar plate. The optical
density of 0.5 corresponds to a bacterial density of about 104 cells per µl. The semisolid agar plates were
left at room temperature for about 60 min to dry the bacterial suspension droplet.
Then, we incubated the semisolid agar plates in a humidified box at 35◦C and 90% RH. Bacterial
cells at the inoculation spot grew and multiplied by cell division without migration during the lag-
phase period of about 7 h. After the lag-phase, the first migration started and two-dimensional colony
expansion was observed. About 2 h later, they stopped migrating and entered the first consolidation
phase. They did not move but underwent cell division actively for about 5 h. Afterwards, they exhibited
the migration phase and the consolidation phase alternately. Thus, we obtained a concentric-ring pattern
of the bacterial colonies.
After that, we scattered glass beads of 50 ± 2 µm diameter (Unikita, SPM-50) in the vicinity of
the growing front of a concentric-ring pattern at the start of the third migration phase or the third
consolidation phase of a colony growth. After we removed the beads from the agar surface using adhesive
tape, circular pools were made on the surface. Bacterial cells under a bead were trapped and were
moving in a pool. The pool depth was about 1 µm, which was much smaller than the pool diameter.
The thickness of each bacterial cell was about 0.5 µm, which was approximately the same scale of the
pool depth. As a result, two-dimensional motions of bacterial cells were realized in the pools. During
an observation period which was set to be 10 min corresponding to the half of a cell division cycle, cell
length was almost constant. We have confirmed that there were no inflow of bacterial cells into a pool
and no outflow of bacterial cells from a pool. Therefore, the cell density ρ was almost constant and
the collective motions of bacterial cells were stationary during an observation period. Furthermore, the
water was always supplied to a pool from the agar surface, so that we were able to observe the motions
of bacterial cells for relatively long time periods, which were typically more than 10 min.
We observed and video-recorded the collective motions of bacterial cells at 30 Hz with a high-speed
microscope (Keyence, VW-9000) linked to an optical microscope (Nikon, DIAPHOT-TMD). We defined
the area of a circular pool as the area covered by the trajectories traced by bacterial cells in the time
duration 10 min. The pool diameter was calculated from the area of a pool. In the above analysis, we
used an image and motion analysis library (OpenCV). On the other hand, we measured cell lengths in
a snapshot captured from the video by hand. The cell density in each pool was given by dividing the
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total area of bacterial cells in a pool in a snapshot by the area of a pool. To acquire the velocity field
of bacterial motion in the random motion phase and the one-way rotational motion phase, we used a
particle image velocimetry (PIV) software (Library, Flow-PIV).
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3 Experimental Results
3.1 Transition between the random motion phase and the one-way rotational
motion phase
3.1.1 Introducing the order parameter
In order to clarify the differences between the cell motions in the random motion phase and in the one-
way rotational motion phase, we focused on the circumferential direction component of cell velocity in a
pool as explained in the following.
We performed time-series measurements at intervals of 1/30 s of the local bacterial velocity fields
in the range of 0.05 < λ < 0.20. One observation period is 60 s, so that each time-series measurement
consists of 1,800 discrete velocity fields. The typical velocity fields of cell motions in the random motion
phase and in the one-way rotational motion phase are shown on the snapshots in Figs. 3(a) and 3(b),
respectively.
We put the origin of two-dimensional coordinates at the center of a circular pool and introduce the
polar radius r and the polar angle θ. In order to analyze the velocity fields, we consider a lattice of a
square mesh of spacing 1.88 µm on a circular pool and use the polar coordinates (r, θ) to specify the
lattice points. At each lattice point (r, θ), Sˆ(r, θ) is defined as a unit tangent vector in the circumferential
direction of a pool, where the positive direction is assumed to be in the counterclockwise direction.
At each time t, the velocity vectors V (t; r, θ) were measured and their normalized vectors Vˆ (t; r,
θ) were obtained by V (t; r, θ)/|V (t; r, θ)| at all lattice points (r, θ). Then we defined the local order
parameter q(t; r, θ) by the following inner product
q(t; r, θ) = Vˆ (t; r, θ) · Sˆ(r, θ), (1)
at each time t and at each lattice point (r, θ). Then for each r, we have averaged q(t; r, θ) over observation
time-period T = 60 s (by summing over 1,800 discrete velocity fields at different times) and averaged
over polar angles θ ∈ [0, 2pi). That is, we have obtained a discretized approximation on the lattice for
the quantity
q(r) = 1
T
∫ T
0
dt
1
2pi
∫ 2pi
0
dθ q(t; r, θ). (2)
Since the radius a of pool was distributed28), we introduced the normalized radius coordinate as R = r/a.
The R-dependent order parameter was then defined by
Q(R) = q(aR). (3)
By the definition mentioned above, if all cells are in the counterclockwise one-way rotational motion at
any place in a pool, we have Q(R) = 1 for each R ∈ (0, 1), while if cell motions are completely random,
Q(R) = 0 for each R ∈ (0, 1). Hence, Q(R) will play the order parameter for the one-way rotational
motion phase.
Figure 4(a) shows the profiles of Q(R) for λ = 0.07 < λC1 and λ = 0.17 > λC1, where λC1 ∼= 0.1.
The profiles have a maximum value at R ' 0.8, while Q(R) ' 0 for R . 0.5. From now on, we focused
on the maximum value, and define the order parameter Q of the one-way rotational motion phase as
Q = max
R
Q(R). (4)
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3.1.2 Behavior of order parameter Q
Figure 4(b) shows the λ-dependence of the order parameter Q in the vicinity of λC1. There we plotted
Q only for the range of 0.11 ≤ ρ ≤ 0.30 by the following reasons. The upper limit ρ ' 0.30 is the
threshold value between the one-way rotational motion phase and the two-way rotational motion phase
as shown in Fig. 1. In the one-way rotational motion phase, bacterial cells were often observed near
the brim of a pool, so that the local cell density near the brim was effectively higher than the density
ρ averaged over the whole pool. When ρ ≥ 0.11, bacterial cells filled the outer region of a pool and
the one-way rotational motion became stable. As shown in Fig. 4(b), Q has been kept at small values
' 0.3 for λ ≤ λC1 ∼= 0.1, while it is evident that Q increases in λ for λ ≥ λC1. The quantity Q = Q(λ)
indeed works as the order parameter for the one-way rotational motion phase. (Strictly speaking, the
order parameter for the one-way rotational motion phase should be zero in the random motion phase.
A possible improvement of the definition of order parameter will be proposed in Sect. 4.)
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(a) (b)
(a) (b)
(a) (b)
364f
365f
Figure 3: Typical velocity fields are shown for the random motion phase at λ = 0.07 in (a) and for the
one-way rotational motion phase at λ = 0.17 in (b). The velocity fields are overlaid on the snapshots of
bacterial cells, in which the orientations of velocity vectors are indicated by arrows with colors assigned
as shown by the color ring.
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(a)
(b)
Figure 4: Measurement of the order parameter Q. (a) The profiles of Q(R) for λ = 0.07 < λC1 (blue
triangles) and for λ = 0.17 > λC1 (red squares), where λC1 ∼= 0.1. Both profiles have maximum values
around R ' 0.8, while have Q(R) ' 0 for R . 0.5. (b) The values of Q are plotted against λ for
0.11 ≤ ρ ≤ 0.30. For λ ≤ λC1 ∼= 0.10, Q has been kept at small values ' 0.3, while Q evidently increases
in λ for λ ≥ λC1.
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3.2 Effects of cell-boundary interactions and cell-noise interactions
3.2.1 Characterization of cell motions in the single cell systems
In order to examine the effects of cell-boundary interactions and cell-noise interactions on the transitions
between the random motion phase and the one-way rotational motion phase, we have examined the
single cell systems such that only one bacterial cell is moving in each pool. In the original systems with a
lot of bacterial cells in each pool, the cell-cell interactions will be effective. They may cause the tendency
of the bacterial motions to make the individual direction of motion to be aligned with the averaged
moving-direction of the neighboring cells, and also the repulsive effects between bacterial cells. As a
matter of course, no cell-cell interactions exist in the single cell system.
First, we performed tracking a bacterial cell in each single cell system at intervals of 1/30 s for the
time duration 600 s. Again we use the two-dimensional polar coordinate system with the origin set at
the center of a pool. For each trajectory of the geometric center of a cell, we have obtain a time series
of 18,000 polar coordinates (r(t), θ(t)). Figure 5(a) shows a typical realization of trajectory for 1 s.
Then, we have evaluated the time-series velocity vectors v(r(t), θ(t)) from the differences of successive
polar coordinates (r(t), θ(t)). We calculated the inner products of the normalized velocity vectors vˆ(r(t),
θ(t)) defined as v(r(t), θ(t))/|v(r(t), θ(t))| and the unit tangent vectors sˆ(r(t), θ(t)) defined as the unit
vectors in the circumferential direction of a pool at the polar coordinates (r(t), θ(t)). The positive
direction of sˆ(r(t), θ(t)) is assumed to be in the counterclockwise direction. We checked the behavior of
the time-average of the inner products defined as
Q˜(T ) = 1
T
T∑
t=0
vˆ(r(t), θ(t)) · sˆ(r(t), θ(t)), (5)
by changing the averaging time duration T . Figure 5(b) shows Q˜(T ) as a function of T . This approached
asymptotically to the value for T = 600 s which is shown by the dotted line in Fig. 5(b). By this
consideration, we defined the order parameter Q˜ for the single cell systems by Q˜(600); Q˜ = Q˜(600).
3.2.2 Behavior of order parameter Q˜
Figure 6(a) shows the plots of the order parameter Q˜ against λ in the range of 0 < λ < 0.20. We note
that Q˜ was always positive, which implies that bacterial cells tend to move counterclockwise along the
brim of a pool. This is due to the cell-boundary interactions. The values of Q˜ were widely distributed
between 0 and 1, and seemed to have no systematic dependence on λ. The critical value λC1 found in
the original collective motions become meaningless in the single cell systems.
Then, we study the average of bacterial cell speeds v(= |v(r(t), θ(t))|) over the time duration 600 s,
which is denoted as vave. Figure 6(b) shows the plots of the order parameter Q˜ against the time-average
speed vave. Q˜ seemed to increase in proportion to vave.
3.2.3 Distributions of cell speed v
In order to know what determines time-average speed vave of a bacterial cell in the single cell systems,
we compared the distributions of cell speed v in time for different values of vave. Figure 7(a) shows
the histograms of the cell speed v for different values of vave. Each histogram was made from 18,000
successive cell speeds |v(r(t), θ(t))|. The bin range was set from 0 to 100 µm/s with the bin width 1
µm/s. The total area of the histograms were normalized to be one, so that they give probability densities.
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The three vertical lines indicate the values of vave of each histogram which are 20.5 µm/s (dotted line),
35.2 µm/s (dashed line) and 51.1 µm/s (solid line) from the left. These values of vave are also shown
by the colored circles in Fig. 6(b). The probability densities of speeds have two peaks. One of them is
almost at v ∼= 0 µm/s and another one is at larger values v & 30 µm/s. The trajectories of a bacterial
cell for the different values of vave in Fig. 7(a) are shown for 60 s in Fig. 7(b). Namely, the left, the
middle and the right pictures in Fig. 7(b) correspond to the distributions of v for vave = 20.5 µm/s, 35.2
µm/s and 51.1 µm/s in Fig. 7(a), respectively. The trajectories seemed to become uncomplicated as vave
increased.
Here, we checked the dependence of vave on λ. Figure 7(c) shows that the values of vave were widely
distributed between 10 µm/s and 60 µm/s, and did not seem to have any systematic dependence on λ.
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(a)
(b)
					(0)Q~
0[s]
Figure 5: Tracking a bacterial cell in the single cell system. (a) Trajectory of the geometric center of
a bacterial cell for 1 s. (b) Time-average of the inner products Q˜(T ) defined by Eq. (5) is shown as a
function of averaging time T .
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(a)
(b)
!"#$
Figure 6: Behavior of the order parameter Q˜ in the single cell systems. (a) The order parameters Q˜ are
plotted against λ (0 < λ < 0.2). (b) The order parameters Q˜ are plotted against vave.
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Figure 7: Comparison of the distributions of cell speed v. (a) The probability densities of cell speed v
distributed in time are shown for the different values of vave, 20.5, 35.2, and 51.1 µm/s. These values
correspond to the colored circles in Fig. 6(b). (b) The trajectories of a bacterial cell for the different
values of vave in (a) are shown for 60 s. The left, the middle, and the right pictures correspond to the
distributions of v for vave = 20.5, 35.2, and 51.1 µm/s, respectively. (c) The values of vave are plotted
against λ.
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4 Discussion
In this section, we discuss the transitions of collective motions of bacterial cells in a shallow circular
pool between the random motion phase and the one-way rotational motion phase, when the reduced cell
length λ was changed in the vicinity of λC1.
First we view the dependence of Q on λ shown in Fig. 4(b). Change of the behavior of Q was
recognized at λ = λC1. From the microscopic observation for λ ≥ λC1 (in the one-way rotational motion
phase), we found that the bacterial cells were localized in the outer region of a pool and were moving
counterclockwise along the brim of a pool. (The outer region is defined as the range of 0.6 ≤ R ≤ 1.0
from the profile of Q in Fig. 4(a).) As shown by Fig. 4(a), the value of R at which Q(R) attained its
maximum was about 0.8. Therefore the order parameter Q defined by maxRQ(R) indicates the typical
value of Q(R) for bacterial cell motions. On the other hand, from the microscopic observation, we found
that also in the systems with λ ≤ λC1 (in the random motion phase) the bacterial cells in the outer
region of a pool seemed to have a tendency to move counterclockwise along the brim of a pool. This
tendency is thought to be due to the cell-boundary interactions. As a result, the values of Q were in
the range of 0.2 ≤ Q ≤ 0.4 even for λ ≤ λC1 as shown in Fig. 4(a). We considered, however, the typical
behavior of bacterial cell motions for λ ≤ λC1 should be measured in the inner region of a pool apart
from the cell-boundary interactions. Then, here we redefine the order parameter Q as the value of Q(R)
at R = 0.3 (the middle position of the inner region). Figure 8 shows the dependence of Q on λ, in which
the values of Q became almost zero for λ ≤ λC1.
The behavior of Q reminds us the dynamical phase transition in SPP model1,16,17). In SPP model,
the transition of the collective motion of self-propelled particles is caused by the competitive relation
between the effect that the individual moving direction is aligned with the averaged moving direction
of its neighboring particles and the fluctuation of moving direction due to noise effect. There, for a
specified particle, neighboring particles are defined as the particles in a circle of some given radius
(interaction radius) centered at the position of the focused particle. The transition occurs at the critical
noise amplitude or at the critical particle density in SPP model. On the other hand, in our experiment
the transitions were observed at the critical value of the reduced cell length λC1. From the microscopic
observation, we saw that rod-shaped bacterial cells had the tendency to be aligned their moving directions
each other. This tendency seemed to be monotonically increasing as the length of bacterial cells increased.
Therefore, λ is considered to correspond to the interaction radius in SPP model.
Next we discuss the effect of cell-noise interactions. We have examined the single cell systems and
defined the order parameter Q˜ for the one-way rotational motion phase. Figure 6(a) shows the plots
of the order parameter Q˜ against λ. The values of Q˜ were widely distributed between 0 and 1 for
0 < λ < 0.2. No critical value λC1 was found in the plots of Q˜ in the single cell systems having no
cell-cell interaction. This result indicates that the transitions between the random motion phase and the
one-way rotational motion phase are caused by the cell-cell interactions.
Finally, we consider the dependence of Q˜ on vave. The distributions of cell speed v for different values
of vave had two peaks as shown in Figure 7(a). One of them was almost at v ∼= 0 µm/s and another one
was at v & 30 µm/s. When the frequencies of the peaks at v ∼= 0 µm/s were low and those at v & 30
µm/s were high, vave became large. Therefore, we can say that vave is determined by the ratio of the
frequencies at v ∼= 0 µm/s to the frequencies at v & 30 µm/s. In the microscopic observation, a moving
bacterial cell was observed to stop to change its direction. Hence the frequency of the peak at v ∼= 0
µm/s represents the frequency of the change of moving direction. In other words, vave is considered to
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have a monotonically decreasing dependence on the frequency of the change of moving direction. Fig.
7(b) shows the trajectories of a bacterial cell for the different values of vave. There we see that, as vave
increased, the trajectories became uncomplicated. When vave = 54.3 µm/s, the trajectory was almost
circular and Q˜ was 0.97. In this case the frequency of the change of moving direction was almost zero
and the distribution of v had only one peak as shown in Fig. 9. Furthermore, we have observed that a
bacterial cell sometimes changed its moving direction at the same positions in a pool. Some irregularities
may exist on the bottom and the brim of a pool (the surface of an agar plate). Note that the pool had a
depth about 1 µm, which was the same scale with a diameter of a bacterial cell (' 0.5 µm). Therefore,
we attributed the change of moving direction of a bacterial cell to the cell-noise interactions between
each bacterial cell and irregularities on the surface of a pool. By the above considerations, the behavior
of a bacterial cell in the single cell systems was suggested to be dependent on the competition between
the cell-boundary interactions and the cell-noise interactions.
17
Figure 8: The dependence of the redefined order parameter Q on λ.
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Figure 9: One peak histogram for the distribution of cell speeds v when vave = 54.3 µm/s.
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5 Conclusion and Future Problems
In SPP model1,16,17), the transitions between disordered state and ordered state are caused by changing
the particle density or the noise amplitude. The critical values exist for each parameter. In other words,
the dynamical transitions are realized by the competitions between the effects that each particle tends
to be aligned in averaged direction of its local neighborhood particles and the fluctuation of moving
directions due to noise effect. While in our experiment, only by controlling λ, the transitions between
the random motion phase and the one-way rotational motion phase occur at λ = λC1.
In our experiment, the transitions were observed in the original systems, but were not observed in
the single cell systems (see Figs. 4(b) and 6(a)). Thus the transitions were considered to be induced by
the effect of cell-cell interactions.
In the single cell systems, when the average-speed vave was sufficiently high, a bacterial cell had the
strong tendency to move counterclockwise along the brim of a pool. This yielded a large value of the
order parameter Q˜. When vave was low, on the other hand, we obtained a small value of Q˜ as shown in
Fig. 6(b). As shown in Fig. 7(c) vave did not depend on λ.
As discussed in Sect. 4, the value of vave is considered to represent the intensity of noise effect. On the
other hand, λ represents the effective length which affects the repulsion and the alignment of bacterial
cells. That is, λ provides the interaction range of the cell-cell interaction. Fig. 7(c) implies that these
two factors were uncorrelated.
From the above considerations, we conclude the following. In the present experimental systems, we
were able to control the interaction range between bacterial cells by changing λ, but were not able to
control the noise intensity. Such a situation is well described in Fig. 4(b) and Fig. 8, which show the
λ-dependence of the original order parameter Q defined in Sect. 3.1.1 and its modified version defined
in Sect. 4. The scattering of the plots of Q in these graphs is caused by the noise effect, which were not
controlled. Nevertheless, the parameter λ is still relevant to describe the transitions, since the critical
value λC1 seemed to be fixed at ∼= 0.1 so that the order parameter Q evidently increased in λ for λ & 0.1,
while the dependence of Q on λ was negligible for λ . 0.1 for all systems which we examined.
In the present work, we have studied three different effects, which are caused by the cell-cell interac-
tions, the cell-boundary interactions, and the cell-noise interactions, respectively. By properly changing
the definition of the order parameter Q, we reduced the effect of cell-boundary interaction in the random
motion phase in the description of the transitions using Q. Although the effect of cell-noise interactions
was not able to be controlled in our systems, and hence the obtained values of Q were scattering, we
have verified that a critical value λC1 was well defined as the threshold at which the λ-dependence of
Q definitely changed. We conclude that in the transitions between the random motion phase and the
one-way rotational motion phase, the cell-cell interactions give the primary effect.
More detailed study of the cell-noise interactions and of the cell-boundary interactions are required
in order to give more precise description of the transitions including critical phenomena. In the present
paper we have reported our work on the transitions at λ = λC1 with low values of ρ. The transitions at
λ = λC1 with higher values of ρ (between the turbulent motion phase and the two-way rotational motion
phase) as well as those at λ = λC2 will be important future problems. Extensions of SPP model suitable
to describe the present experimental results are also required.
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