









但し，A は n 次半正定値対称行列であり，B は m × n
行列，Om は m 次零行列である。また，f と g はそれぞれ













行列 U を m 次正定値対称行列とする。この時，（A, BT）









































































































ア ル ゴ リ ズ ム（Q-PreconditionedIterativeSolution
MethodoftheUzawa-type）
Foraninitialguessy0,
Solve1x0  = A（U）
-1f（U）－ BTy0）;





Computeyk+1 = yk +αk pk ;
Computerk+1 = rk －αk wk ;
Solve3uk = Q
-1rk+1 ;





サイズに独立な定数 γ > 0 に対して  A ≤ γ を満たすこと















2 1 ε  を満たす前処理行
列 U と Q（但し，0< ε≪1）を計画することができれば
高速な数値解法を提案することができる。従って，本研
究では実際的な問題に対して理論的に保証された性質の




数として表すことにする。また，Ik を k 次単位行列とし




いく。そこで，A（U）≡ A+BT UB を正則行列として，B を





















ここに，L は LLT = BBT を満たす m 次の正則行列である。
行列 V と W を m 次正定値対称行列とする。この時，A
（V）: = A+BT VB が正定値であり，B が full-rowrank なら
ば，A（V+W）-1 =A（V）-1 －A（V）-1 BT （W -1+BA（V）-1 BT）-1 BA
（V）-1であることから以下の等式が成り立つ［10］。




-1= Im －（Im + S（V）
-1 W-1）-1であること
から以下の等式を得る。
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た上でκ2 ∙ λmin（S（κ1 Im））≫1を満たすようにκ2を十分
大きく定めると U=（κ1 +κ2）Im は問題（1.2）に対する
良い前処理となる。
2.2　二重前処理
定理：（A, BT）と B を full-rowrank と仮定する。この










ここで， A ≡ ( )A V ， L ≡ ( )BBT
1
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T TBB S V BB A V 
λmax
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2κ
 A V .







































κ A B BB BT T








で，有界な開領域を Ω ⊂ R2 （但し， x y,( )∈R2として，
Ω ⊂ R2上のk-thorderのL2-Sobolev空間を Hk Ω( )と表し，Ω ⊂ R2




更に， S Hh ⊂ Ω( )01 を分割幅 hに依存する有限要素近似
空間とし， ϕi i










( ) ( ) ×1 2 2, ，f = ( )∈f Ri c であり，ν>0
は緩和パラメータである。






上記で得られた近似解近 u u u Sh h h h
1 2 3( ) ( ) ( ) ∈, , と以下を満
たす u Sh h
4( ) ∈ により（3.1）の近似解 u Hh ∈ Ω( )02 はHer-
mitespline 関数［13］により構成することが可能である。
H v H v on0
1 1 0Ω( ) ≡ ∈ Ω( ) = ∂Ω{ }; ,
H v H v v v on0









2 2ν ∆   f
min
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A B A2 3 1= =  とすると，（3.2a）-（3.2b）は（1.1）に対
応した以下の鞍点型問題となる。但し， n m= 3 であり，











例１： Ω = ( )0 1 2, において，厳密解を u u* * ,= ( )x y を以
下により定める。
上記関数に対して，ランダムにデータポイントが
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( ) × ( ) ×,
a a z zij j i L ij j i i
1 3 1 2
2





ϕ ϕ ϕ, , , ,
b bij j i L ij j i L
1 2
2 2
















































































































































u* , sin sin .x y xy x y x y( ) = ( ) −( ) −( )π π π4 2 2 21 1 2 3
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u* , sin sin .x y xy x y x y( ) = ( ) −( ) −( )π π π4 2 2 21 1 2 3









































（Cholesky 分解および Gauss の消去法）を用いて，A+BT 




が，この場合，行列の次元に関わらず A1 5 3334≤ . と評価











































Preconditioner      





































Preconditioner      
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Preconditioner      






































行列 Aが正定値の場合に論文 [7] において提案された
前処理法を拡張して，行列Aが半正定値の場合における
鞍点型問題に対して，BBT を二重に適用した二重前処理
法を提案した。前処理行列を BBT とすることにより条件
数の見積もりが容易に可能となると共に，多くの数理モ
デルにおいて A は行列サイズに無関係な定数で抑えら
れることが殆どであり，大規模計算が必要となる鞍点型
問題においては計算コストが抑えられる理論的に保証さ
れた有効な前処理を提案することが出来た。
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