The Longest Common Increasing Subsequence problem (LCIS) is a natural variant of the celebrated Longest Common Subsequence (LCS) problem. For LCIS, as well as for LCS, there is an O n 2 algorithm and a SETH-based quadratic lower bound. For LCS, there is also the Masek-Paterson O n 2 / log n algorithm, which does not seem to adapt to LCIS in any obvious way. Hence, a natural question arises: does any sub-quadratic algorithm exist for the Longest Common Increasing Subsequence problem? We answer this question positively, presenting a O n 2 / log a n algorithm for some a > 0. The algorithm is not based on memorizing small chunks of data (often used for logarithmic speedups, including the "Four Russians Trick" in LCS), but rather utilizes a new technique, bounding the number of significant symbol matches between the two sequences.
Introduction
The Longest Common Increasing Subsequence problem (LCIS) is a variant of the well-known and extensively studied Longest Common Sequence (LCS) problem. The LCS is formulated as follows: given two integer sequences A = (A [1] , . . . , A [n] ) and B = (B [1] , . . . , B [n] ), determine another sequence C which is a subsequence of both A and B, of maximal possible length. In the LCIS variant, we require C to be a strictly increasing subsequence. For LCS, a simple algorithm working in O n 2 time complexity was published in 1974
by Wagner and Fischer [14] . The complexity was later brought down to O n 2 log n (for constant alphabet size) by Masek and Paterson, using a technique informally called the "Four Russians trick" [10] . Some improvements has been made since then (in particular, [7] shaves another logarithm, down to O n 2 log log n log 2 n even with arbitrary alphabet size), but no true sub-quadratic, O n 2− algorithm has been found. Indeed, there is even some evidence that a better algorithm might in fact not exist: it was shown by Abboud, Backurs and Vassilevska-Williams [1] , as well as by Bringmann and Künnemann [4] that a truly sub-quadratic algorithm for LCS would yield a 2 δn algorithm for SAT, with some δ < 1, thus refuting the Strong Exponential Time Hypothesis (which states, roughly speaking, that such an algorithm is impossible). Hence, if we believe that SETH is true, then we must accept that no fast algorithms for LCS will ever be found.
As for LCIS, it is arguably one of the most interesting variants of LCS: neither of these problems seems to be reducible to each other (unless we count the reduction of LCIS to 3-sequence LCS [8] , which does not help much). Therefore no algorithm or hardness result for LCS can be easily translated to a corresponding result for LCIS. The "obvious" dynamic programming algorithm for LCIS is O n 3 , the first O n 2 algorithm was given in [15] , and possibly the simplest one was explicitly stated in [16] (though it seems to have been known earlier in folklore). A conditional lower bound was proven in [6] : it turns out that, as for LCS, any O n 2−ε algorithm for LCIS would refute Strong Exponential Time Hypothesis. The proof is based on a reduction to the Orthogonal Vectors problem, like the one in [1] , but the reduction itself needs quite different gadget construction.
The LCIS problem has been studied quite extensively, and other algorithms have been proposed: Sakai [12] found an algorithm which can retrieve the LCIS in linear space, Kutz et al. [9] presented an algorithm that works in (roughly speaking) O (n · d) time, where d is the output size (i.e. the length of LCIS). Chan et al. [5] proved that LCIS can be found in O (r log log n), where r is the number of matching pairs of symbols (i.e. the pairs (x, y) with
A[x] = B[y]
). These algorithms work much faster for some specific cases (for example, they are sub-quadratic for "random" inputs with any reasonable notion of "randomness"), but no algorithm that achieves o n 2 worst-case complexity has been given so far. Arguably, one of the reasons is that the "Four Russians Trick" does not seem to adapt to current dynamic-programming LCIS algorithms -at least, not in any easy way. Therefore, it appears natural to ask the question: Is there any mildly sub-quadratic (i.e. o n 2 
) algorithm for LCIS?
This paper gives a positive answer to this question, by presenting an O n 2 (log log n) 2 log 1/6 n algorithm for LCIS. To achieve that, a new technique is introduced: we do not try to precompute the results for small chunks of data, as in LCS algorithms. Instead, we employ another idea, somewhat similar to the one in [5] : we iterate over matching pairs of symbols. Considering all the pairs would be too slow, so we choose a useful subset of them -so-called significant pairs. We prove that there are o n 2 such pairs, and propose an algorithm that exploits this fact.
Basic notions and paper outline
Let A and B be the input sequences -for most of the paper, it is convenient to allow A and B to have different lengths. Later, for the final complexity results, we will assume |A| = |B|. We use array-like notation for elements of A and B, i.e. [2] , . . .). We will refer to the elements of A and B as symbols, remembering that the symbols are in fact integers, and thus can be compared with each other.
Definition 1 (Matching pair).
A pair of indices (x, y) for some
, we can say that (x, y) is a σ-matching pair, or simply a σ-pair. We also say that σ is the symbol of (x, y) and sometimes write σ = symbol(x, y).
Definition 2 (Orders on pairs).
Let (x, y) and (x , y ) be matching pairs.
Definition 3 (Common increasing subsequence). A common increasing sequence of A and B is a sequence of matching pairs
Our main problem, of course, is to find the longest possible common increasing subsequence. Sometimes, we wish to consider only some prefixes of A and B, for which we will need the following two definitions: Remark 6. For (x, y) ≤ (x , y ) we have lcis → (x, y) ≤ lcis(x , y ).
A sequence realizing lcis → (x, y) must have some pair (x , y ) as the next-to-last element (providing that lcis → (x, y) ≥ 2). Clearly, lcis → (x , y ) = lcis → (x, y) − 1. We call such a pair the predecessor of (x, y). There may be multiple candidates for the predecessor, so we break the ties first by y, then by x. Formally:
(x , y ) has the minimal possible y of all pairs satisfying (1), (3) (x , y ) has the minimal possible x of all pairs satisfying (1) and (2) .
Definition 8. For a matching pair (x, y) with lcis
The algorithm for LCIS in [5] iterates over all matching pairs in A and B. There may be, however, as much as Θ(n 2 ) of them -it is easy to construct an example of such sequences by including a lot of equal elements. Observe, though, that some of the matching pairs may not really matter in the solution -for example, if
, then a matching pair (x + 1, y) for any y is as good as (x, y), and we could drop A[x + 1] from A altogether. We generalize this observation to form the notion of a significant pair, which is the central concept of this paper, allowing us to construct the desired faster algorithm for LCIS.
Claim 10. If (x, y) is a matching pair, then π(x, y), if exists, is a significant pair.
Proof. Easy from the tie-breaking rule in the predecessor definition: let (x , y ) = π(x, y). If (x , y ) is not significant, then there is a better candidate for the predecessor.
Having defined the significant pairs, we propose the following two theorems, which together form our main result. The first bounds the number of such pairs, the second proposes an algorithm that exploits this bound: Theorem 11. For any A, B with |A|, |B| ≤ n, the number of significant pairs is at most 
The obvious consequence of Theorems 11 and 12 is the following:
There is an algorithm which finds LCIS of two n-element sequences in O n 2 (log log n) 2 log 1/6 n time complexity.
The rest of the paper is devoted to proving the two main theorems: in Section 3 we prove Theorem 11, whereas Section 4 presents and analyzes the algorithm of Theorem 12.
3

Counting significant pairs
Consider two sequences A, B with |A|, |B| ≤ n. Suppose that lcis(|A|, |B|) ≥ 1 -if there are no common elements in A and B, there is nothing to be proven. We can also assume n ≥ 2. For the sake of analyzing significant pairs between A and B, we shall modify the sequences a little bit. First, we can assume, without loss of generality, that A and B contain only positive integers (adding any constant to all the elements does not change anything). Then we pad both the sequences, inserting a prefix of dummy elements P n = (−2n, −2n + 1, −2n + 2, . . . , −1) in the front, obtaining new sequencesÂ andB. More precisely, we putÂ = P n • A and B = P n • B, where • is the operator of sequence concatenation. These new elements now contribute to all previous common increasing subsequences, increasing their lengths by exactly 2n. This does not change the significance of any "old" matching pairs, i.e. any significant pair (x, y) present in A and B remains a significant pair (2n + x, 2n + y) inÂ andB. Therefore the number of significant pairs can only increase in this operation, so it is enough to prove the inequality of Theorem 11 forÂ andB. The padding operation also ensures that for every matching pair (x, y) with x, y > 2n we have lcis → (x, y) > 2n, allowing us to compute up to 2n predecessors of (x, y). The crucial step of the proof starts with fixing a symbol σ and bounding only the number of significant σ-pairs, which we will then sum up over all possible σ. Without loss of generality we remove all elements greater than σ fromÂ andB, as they do not affect the significance of any σ-pair.
The predecessor matrix
Recalling all previous assumptions, we have sequencesÂ andB which are both padded with P n and do not contain symbols greater than σ. We wish to bound the number of significant σ-pairs between them. Let a = |Â|, b = |B| and = lcis(a, b). Because of padding we know that 2n < a, b ≤ 3n and that > 2n. It is easy to see that for every y > 1 we have lcis(a, y − 1) ≥ lcis(a, y) − 1. Therefore, if we iterate y downwards from b to 1, lcis(a, y) takes all values between and 1. In particular, there must exist elements
We define the predecessor matrix M as an n × n matrix of matching pairs. For 1 ≤ j ≤ n we consider the longest common increasing sequence realizing lcis(a, b j ) and define M [1, j] as its last element (x * , y * ). If there are multiple possibilities, we pick the one with minimal y * and then with minimal x * . We then define
. In other words, below every pair in M we put its predecessor.
Observe that if we pick, instead of some b j , another b j such that lcis(a, b j ) = lcis(a, b j ) = − j + 1, we will get exactly the same M [1, j] , and thus the same M [i, j] for all i = 1, 2, . . . , n. Thus, the matrix M does not depend on the choice of b 1 , . . . , b n , but only onÂ andB.
We begin with a technical lemma about M which will be useful later:
Proof. As a is the last element ofÂ, if y < b j , then it would be (x, y) ≤ (a, b j ), which would imply lcis(a,
In this section, we will to symbols ofÂ andB as colors, imagining that every entry (x, y) in M is painted with a color corresponding to symbol(x, y), the common value ofÂ[x] and B [y] . In every column of M the colors are strictly decreasing, and thus different. Hence, no color can have more than n entries in M . It is also evident that two entries in M must correspond to different elements inÂ andB if they have different colors. The main lemma of this section states, roughly, that the rows of M do not contain too few colors: Proof. Consider all k that are powers of 2: k = 2 q for 1 ≤ q ≤ log n . Suppose that for every such k we can find some n δ columns of M which have at most δ · 2 q colors in total in rows 1, 2, . . . , 2 q − 1. Let submatrix M q consist of these columns and rows
Observe that a particular color can be q-strong for at most 4δ
2 distinct values of q, otherwise -as all M q 's are disjoint -there would be more than n entries of that color in M , which is impossible.
The other (not q-strong) colors can make up for at most half ( 
this is at least 4n and certainly exceeds |B|. The contradiction proves that at least one k = 2 q for some q must satisfy the statement.
The σ-pairs
Now we can address the main issue: bounding the number of significant σ-pairs. Let A σ (resp. B σ ) be the set of all positions x withÂ[x] = σ (resp.B[x] = σ). Consider a bipartite graph G σ with the set of vertices V (G σ ) = A σ ∪ B σ , and the edge set E(G σ ) = {(x, y) ∈ A σ × B σ : (x, y) is a significant pair}. Our main goal is to bound the number of edges in G σ .
We start with a simple observation:
Proof. The first claim easily follows from the fact that lcis(x, y i ) ≥ lcis(x, y i+1 ) + 1, which is part of the definition of the significant pair. The second proof is essentially identical.
Lemma 17. There exists some k such that there is no k-bad element in the suffix ofÂ of length kδ .
Proof. Pick an arbitrary k. Let Y be the suffix ofÂ with length kδ and assume that some element y ∈ Y is k-bad. Let |Â| = a and let (y, c 1 ), . . . , (y, c r ) be the significant pairs from the definition above. We can assume that c 1 > c 2 > . . . > c r . We now want to find c 1 , c 2 , . . . , c r such that:
To do that, we set c 1 = c 1 , and for i > 1, we pick c i+1 = c i+1 if lcis(a, c i+1 ) < lcis(a, c i ).
If not, we define c i+1 to be the largest element with lcis(a, c i+1 ) = lcis(a, c i ) − 1. Observe that in the second case we know that lcis(a, c i+1 ) ≥ lcis(a, c i ) > lcis(a, c i+1 ), so always c i ≤ c i .
Inequality (1) we derive: Remark 18. The total number of edges incident to small vertices is at most |A σ | · Proof. We use induction on |Â|. The minimal length of a padded sequence is |Â| = 2n + 1 -i.e. with only one non-dummy element -and in this case we have |E| ≤ |B σ |. Suppose now that we have someÂ with |Â| = a, and have already proven the statement for all A with |A | < a.
From Lemma 17 we know that for some k, the suffix Y ofÂ of length kδ does not contain any bad elements. We can use that to bound the number of edges between Y and B. Let us initially place k tokens on every σ-element ofB and consider all elements of Y , starting from the last one. For every σ-element x ∈ Y we look at all its neighbors and remove one token from each of them, whenever they still have one. Observe that if at least n/δ neighbors of x were already tokenless, than x would be a bad element, as it would have at least n/δ neighbors, each previously having encountered k edges. Therefore, every x must be able to take a token from at least half of its neighbors. As there are only k · |B σ | tokens to be removed, the total number of edges L(Y ) cannot exceed 2k|B σ | ≤ |Y | · 2|Bσ| δ . Now observe that we can apply the induction hypothesis toÂ − Y , obtaining
We can now finally prove Theorem 11 and bound the total number of significant pairs:
Proof of Theorem 11. We want to show that for any A, B with |A|, |B| ≤ n, the number of significant pairs is at most . We already know that is enough to prove it for padded sequencesÂ andB. For a fixed σ, the number of significant σ-pairs is, from Remark 18 and Lemma 19, at most
Summing this over all possible symbols σ (and using the fact that σ (|A σ | + |B σ |) = |Â| + |B| ≤ 6n), we get that the total number of significant pairs does not exceed 
Algorithm
To implement our algorithm, we need a specific data structure -an associative array which can store a number of elements ordered by their keys. We assume the keys to be distinct integers between 1 and n. This data structure A must provide the following operations:
Insert(A, s) -adds the element s to A, Delete(A, x) -removes the element having key x from the A (we assume that this is called only for x ∈ A ), Find(A, x) -returns the element whose key is x if there is one, or NULL otherwise, Next(A, x), Prev(A, x) -returns the first element whose key is larger (respectively, smaller) than x.
To achieve the desired running time, we need all these operations to work in O (log log n) complexity (possibly amortized), and van Emde Boas queue [13] does exactly that. While the standard implementation requires O (n) space (and thus O (n) initialization time -which would be too much for us), there is also a randomized version ( [11] ) that needs only O (m) time and space, where m is the maximal number of elements on the queue. In Appendix A we show how to construct a deterministic van Emde Boas queue with O m + n log c n time and space bounds, with c being any desired constant. These bounds also suit our needs.
The algorithm takes, as the input, two integer sequences A and B with |A| = |B| = n. Its main idea is to consider all symbols from A and B in increasing order (there are at most 2n of them, so we can sort them in O (n log n)). For every symbol σ, the algorithm finds and stores all significant σ-pairs. For that, we employ n van Emde Boas queues Q 1 , Q 2 , . . . , Q n , with every Q k storing the significant pairs (x, y) with lcis → (x, y) = k, sorted by x. For convenience, we define Q = Q 1 ∪ . . . ∪ Q n . Whenever some Q k contains two pairs (x, y) ≤ (x , y ), we drop (x , y ) from Q k . Informally, we can do it because (x, y) can replace (x , y ) in every situation. This leads to the following invariant:
Claim 20 (Algorithm invariant). For every k, all pairs (x, y) ∈ Q k are in strict increasing order with respect to x and in strict decreasing order with respect to y.
To keep the invariant, we modify Insert() into the following Insert-Inv() procedure. It only inserts a pair (x, y) if there is no smaller pair already, and after inserting it removes all larger pairs.
Algorithm 1 New version of Insert() keeping the invariant
check for other pairs with key x 3: if (x , y ) = null and y ≤ y then 4:
end if 6: if (x , y ) = null and y > y then 7: Delete(x ) 8:
return 12: end if 13: Insert(Q k , (x, y))
14:
repeat now we remove all (a, b) ≥ (x, y), restoring the invariant 15: 
The amortized complexity of Insert-Inv() is O (log log n): the loop in lines 14-19 deletes an element with every iteration (so it cannot do more iterations than the total number of elements in queue), and outside the loop there is only a constant number of standard queue operations.
Apart from queues Q 1 , Q 2 , . . . , Q n we will also need, for every symbol σ, two van Emde Boas queues X σ and Y σ which store positions of all σ-symbols in A and B, respectively:
These structures do not change during the algorithm, and their sole purpose is finding σ-symbols closest to a given position. Now we are ready to introduce the main idea of the algorithm. Recall that we assume that the number of significant pairs between A and B is at most O n 2 t with t = t(n) = Θ (log p n) for some p. We iterate over all the symbols, dividing them into two categories: frequent -appearing more than
Let us start with informal sketch of the algorithm behavior for both cases. The frequent symbols are easier: for every such symbol σ we iterate through all previously found pairs, and for every (x, y) ∈ Q we find the next occurrence of σ after A[x] (say, A[x * ]) and the next occurrence y * of σ in B after y. In other words, we find a σ-pair (x * , y * ) for which (x, y) is a predecessor. As we will ensure that Q contains only significant pairs (and thus cannot get too big) and there are no more than √ t frequent symbols, the total complexity will fit into desired limits.
To handle infrequent symbols, observe that every such symbol in A can form a matching pair with at most n √ t elements of B. Hence, there are at most n 2 √ t matching pairs on infrequent symbols, so we can iterate through all of them. The hardest part is to determine, for every infrequent pair (x, y), the value of lcis → (x, y). For that, we will need a separate subroutine and a non-trivial analysis. The whole algorithm is presented below:
Algorithm 2 LCIS by significant pairs
for all σ -symbols in increasing order do
3:
T ← ∅ for storing new pairs 4: if σ occurs less than n/ √ t times in B then if σ is infrequent. . .
5:
for all x : A[x] = σ do fix x. . . k ← ComputeNextPair(x, y, k) using a special subroutine 9:
end for 12: end for 13: else If σ is frequent. . .
14:
for k = 1, 2, . . . , n do 15: for all (x, y) ∈ Q k do every pair (x, y) ∈ Q may be a predecessor. . .
16:
x ← Next(X σ , x) 17: return largest k with Q k = ∅ 28: end procedure Before analyzing the algorithm, we must explain the Reduce() and ComputeNextPair() subroutines. Reduce(T ) is very simple: it receives an unsorted set T of triples. A triple (x, y, k) means that we have found a common increasing subsequence ending at (x, y) of length k. There may be, however, multiple triples for the same pair (x, y) and we want to keep only the one with highest k. To achieve that, we sort T lexicographically -each coordinate is at most 2n, so we can do three bucket-sorts, each having complexity O (n + |T |). Now we can easily recognize the desired triples:if the next triple after (x, y, k) is (x, y, k ) with k > k, then we drop (x, y, k) from T .
The ComputeNextPair() procedure takes three arguments: positions x ∈ A, y ∈ B, such that A[x] = B[y] = σ, and an integer k. It assumes that all significant pairs for every symbol σ < σ are already found, and that lcis → (x, y) ≥ k. The goal of the subroutine is to find the exact value of lcis → (x, y). Observe that it is equivalent to finding the predecessor of (x, y) -determining the largest ≥ k − 1 for which there is a pair (x , y ) ≺ (x, y) with lcis → (x , y ) = .
We can guess , and verify whether there exists a right pair (x , y ) ≺ (x, y) in Q : if there is one, then Prev(Q , x) ≤ (x, y). Also, if some is valid, then all smaller values are valid as well: if lcis → (x , y ) = , then lcis → (π(x , y )) = − 1 and π(x , y ) ≺ (x, y). This allows us to do a binary search for :
Algorithm 3
Finding lcis → (x, y), with assumption that it is at least k
end while 6 :
while p < q do so we can do the real binary search
s ← p+q 2
10:
if Prev(Q s , x) ≺ (x, y) then 11: p ← s
12:
else 13: q ← s − 1
14:
end if 15: end while 16: return p 17: end procedure The first part of the algorithm finds d for which d/2 ≤ | − k| < d. The second one is a binary search on the interval [k, k + d). Therefore, the algorithm makes at most 2 log d = 2 · log(lcis → (x, y) − k) + 1 steps, each step invoking a queue operation once.
Let us now go back to the main algorithm, proving its correctness:
Lemma 21. After processing a symbol σ, the following three facts hold:
For every significant σ-pair (x, y) with lcis First, suppose that σ is infrequent. The pair (x , y ) is then found in Q k−1 by ComputeNextPair() and thus lcis → (x, y) is properly computed. Therefore, (x, y) is assigned to Q k , unless it gets dislocated by some smaller pair (x * , y * ). Either way, (1) and (2) is proven for infrequent pairs, and (3) is true from (2) and the invariant -if there is an insignificant pair (x, y) in some Q k , then there exists some significant (x , y ) ≤ (x, y) with lcis → (x , y ) = k, and thus by (2) some (x , y ) ≤ (x , y ) is also in Q k . But (x, y) and (x , y ) cannot both be in Q k unless (x, y) = (x , y ) = (x , y ), so (x, y) is significant. Now let us consider the case when σ is frequent. Suppose first that (x, y) is significant. The algorithm must at some point consider (x , y ). If the next σ symbol in A after x is not x but some z, then lcis → (z, y) = k, so (x, y) would not be significant. By the same argument, the next σ symbol in B after y must be y. Therefore the triple (x, y, k) is added to T . Observe that no (x, y, k ) with k > k may also be in T -this would have been caused by another pair (x * , y
To complete the proof, we will show that if a σ-pair (x, y) is insignificant, the algorithm never adds it to T . Suppose otherwise, that some (x, y, k * ) is added to T . We know that there is some other significant σ-pair (x , y ) with (x , y ) ≤ (x, y) and lcis
k (from the definition of significance), and we already know that (x , y , k) is at some point added to T . Let the adding of (x, y) be caused by some pair (z, v) ∈ Q k * −1 , and the adding of (x , y ) -by some (z , v ) ∈ Q k−1 . There must be z ≤ z, as the first occurrence of σ
Now we know that (3) is true for frequent σ, and (1) is also easily obtained -the values of lcis → (x, y) are calculated correctly for significant (x, y) in Q, and insignificant pairs are never added to Q.
Corollary 22. The algorithm correctly returns the value of longest common increasing sequence of A and B.
Proof. Let k be the value of LCIS and let (x, y) be a significant pair with lcis → (x, y) = k.
From Lemma 21 we know that some pair (x , y ) ≤ (x, y) must be in Q k at the end of the algorithm. Therefore the algorithm returns at least k. On the other hand, for every k > k, Q k = ∅, as any pair in it would contradict statement (1) Proof. We know that m ≤ n √ t , as σ is infrequent. Recall also that t = Θ (log p n) for some
. . , m, assuming y 0 = 0. The i-th call to ComputeNextPair() requires O (log i ) steps of binary search, with every step having O (log log n) complexity from queue operations. Therefore, the whole procedure works in O (log log n · m i=1 log i ). Consider two cases:
, then the Jensen equality yields:
With m ≤ n/ √ t, the total complexity in both cases is O n(log log n)
Proof of Theorem 12. We already know that the algorithm correctly computes lcis (A, B) . It remains to determine its complexity.
There are O (n) van Emde Boas queues. Each of them is initialized in constant time if we use randomized version [11] , or in O (n/ log c n) if we choose the version from Appendix A with some large c. Either way, total complexity is O n 2 / log c n , which is fast enough.
We first analyze the cost for infrequent symbols -it is dominated by the calls of
ComputeNextPair(). By Lemma 23 the cost is O
n(log log n)
Now let us move on to frequent symbols. For every such symbol, we iterate over all Q. But we know Q only contains significant pairs, therefore |Q| = O n 2 t . As every iteration needs only a constant number of queue operations, the total cost for a single symbol is O n 2 log log n t .
We also know that |T | ≤ |Q|, as every pair of Q can add at most one element to T . The cost of Reduce(T ) is then O (n + |Q|), which is dominated by previous O n 2 log log n t term.
Finally, observe that there are at most √ t frequent symbols (otherwise there would be |B| > n), so the final complexity in this case is O n 2 log log n √ t .
Final remarks and open problems related to LCIS
We have shown an algorithm for LCIS that breaks the O n 2 barrier, but there still appears to be plenty of room for improvement and further work on this matter. First, the bound in Theorem 11 for the number of significant pairs may not be tight. In Appendix B we give an example of two sequences A and B having Ω (log n) 1/3 . Also, the algorithm itself might be improved to work in O s · (log log n) k , where s is the number of significant pairs. Taking all this into account, we conjecture that there is an O n 2 (log log n) k log n algorithm which uses the significant pairs technique.
The second question related to LCIS stems from the papers [3] and [2] : we know that there is a constant c ≤ 7 such that an O n 2 log c n algorithm for LCS would lead to unexpected breakthroughs in circuit complexity. Can a similar statement be made for LCIS?
The final matter that seems worth discussing (if somewhat vague) is whether this technique can be applied to any other problem, or if going below O n 2 with LCIS has some other interesting consequences. 
A A modified van Emde Boas queue
In this section we show how to modify van Emde Boas queue to use, for some constant c, at most O m + n log c n , where n is the universe size (the elements' keys are integers between 1 and n), and m is the number of elements on the queue. Our version retains O (log log n) worst-case complexity of all operations.
For convenience, assume that n = 2 2m for some integer m and let s = 2 m = √ n. For any integer x with x ≤ n let:
lo(x) = (x mod s) be the number consisting of m least significant bits of x, hi(x) = x/s the number consisting of m most significant bits of x.
Thus x = lo(x) + hi(x) · s. Recall that a standard van Emde Boas queue T of size n consists of: recursive queues U 1 , . . . , U s of size s -each U i stores the elements with keys x for which hi(x) = i; a single structure H which stores the indices i for which U i 's are nonempty; a single queue V of size s, storing the indices of nonempty U i 's -the same data as in H, but stored differently, in a recursive queue; two integers Min(T ) and Max(T ), keeping the minimal and the maximal element of T .
We will analyze the Next(T, x) operation for x / ∈ T -the other ones are very similar. This operation works as follows:
Let i = hi(x) and check in H if U i is nonempty; If U i is empty, we find the next nonempty U i for some i > i, by a single call i = Next(V, i). Then the answer is Min(U i ), which we can find in constant time; If U i is nonempty but x = Max(U i ), we do as before -find next nonempty U i for i > i and return Min(U i ); If U i is nonempty and x < Max(U i ), the answer is Next(U i , lo(x)).
In any case we do one operation on H, a single recursive call (either to V or some U i ) and some constant-time calls to Min() or Max(). The original implementation of van Emde Boas [13] uses a simple 0/1 array as H (i.e. H[i] = 1 iff U i is nonempty). This is the easiest approach, but H needs √ n bits on the first recursion level, n 3/4 on the second, n 7/8 on the third, and so on, up to n bits at the deepest level of recursion. The total space needed can go up to O (n), and all H's need initialization. As we use n van Emde Boas queues in our algorithm, that would bring the complexity up to O n 2 , which we do not want to happen. An alternative (presented in [11] ) is to use a hashtable as H. The algorithm is now randomized, but every H needs space proportional to the number of stored elements, and initialization is constant-time. The complexity is now O (m), where m is the total number of elements in T , which is all right for our algorithm.
We can, however, de-randomize the algorithm, by simply cutting off several deepest levels of recursion. More precisely, we set a threshold of K = log c n and we replace every recursive structure T with size |T | ≤ K 2 with a standard dictionary on integers (for example, a red-black tree). For the structures H on higher levels we use original 0/1 arrays. As |H| is always O |T | , the largest H still left has size at most K, so the total memory bits used by all H is n/K. The dictionaries, on the other hand, use O (m) space. Every procedure
