There are a number of ways in which one can examine the differences among the four sets of estimates once they have been obtained, and the second part of the paper is concerned with this topic. On a strictly statistical level, one can compare the 3SLS and FIML estimates via the Hausman (1978) test to test the hypothesis that the error terms are normally distributed. In the same vein, one can compare the 2SLS and FIML estimates via the Hausman test to test the hypothesis that the model is correctly specified. There are, however, as will be discussed, some practical problems that arise when trying to use the Hausman test in the present context, and the current application of the test has only been partly successful. On a more informal level, one can examine the sensitivity of the dynamic prediction accuracy of the model and the sensitivity of policy effects in the model to the alternative estimates. The results of these comparisons are also presented below.
Introduction
The purpose of this paper is to report on results of estimating the model in Fair (1976) Although it has not been possible in the past to compute FIML and 3SLS estimates of large-scale nonlinear models,' an algorithm has recently been developed by one of the authors [Parke (forthcoming) ] that now makes this feasible. The computation of these estimates is discussed in the first part of the paper. for the relevant equations of the model, and so the model should be thought of as one with nonlinear coefficient restrictions and no serially correlated errors. All references to the covariance matrides of the coefficient estimates in the following discussion are for the coeff%ient estimates incfusiw of the estimates of the serial correlation coefticients.
The notation
The notation in this paper follows closely the notation in Amemiya (1977) . Write the model as .C(Y,, X,, %) = Uil> i=l,...,n, t=1,...,r
where yC is an n-dimensional vector of endogenous variables, X, is a vector of predetermined vari?bles, and ni is a vector of unknown coetllcients. Assume that the first m equations are stochastic, with the remaining uit (i= m-t-1,. _, n) identically zero for all t. Assume also that (I+, , u,,) is independently and identically distributed as multivariate N(O,Z). The other assumptions regarding (1) are as in Amemiya (1977) . Let J, be the nxn Jacobian matrix whose ij element is @Jay, (if =I,,
.,a), and let S be the m x m matrix whose ij element is sij, where sij = T - 'CT_ , uirujg (i,j= 1 ,,.,, m) . Also, let I+ be the T-dimensional yuector (Uil,. ..,&)I, and let u be the m.T-dimensional vector I,, _, u,~,. ., urnI,, .,umT)'. Assume for now that there are no constraints among the ajs, and let ? denote the k-dimensional vector (a;,. ..,aJ of all the unknown coefficients.
(There are no unknown coefficients in the identities.) Finally, let G; be the ki x Tmatrix whose rth column is Zh&,x,, r,)/&, where ki is the dimension of ai, and let G' be the k x m Tmatrix, where k = Ck I ki.
Two-stage least squares (ZSLS)
2SLS estimates of CL; (say &) are obtained by minimizing An estimate of the covariance matrix of z$ (say Vzii) is where i;j is Gi evaluated at gi and tii = T-'cf=, $2, &=f;&, art, ti). The 2SLS estimator in this form is presented in Amemiya (1974) .
If where &ii= T-' X:=, G,Cj,
2.5. Three-stage least squares (JSLS) 3SLS estimates of c( (say 2) are obtained by minimizing
with respect to u, where 2 is a consistent estimate of 1 and Z is a TxK matrix of predetermined
variables. An estimate of the covariance matrix of i (say i;) is where i; is G evaluated at 2. i-is usually estimated from the 2SLS estimated residuals. This estimator is presented in Jorgenson and Laffont (1974) . See also Amemiya (1977 The computational problem with this estimator is that it requires inverting the middle matrix in brackets. This matrix is of dimension K* =z:='=,K,, which is generally a large number. In the present application K* is 350, and it did not appear feasible to invert a matrix this large. In some applications, however, it may be feasible to invert this matrix. This estimator has the advantage that it is the natural full information extension of 2SLS when different sets of tirst-stage regressors are used. This estimator is a special case of one of the 3SLS estimators in Amemiya (1977, p. 963) , namely the estimator determined by his equation (5.4) where S, is the first matrix in brackets of (10) For purposes of this study, the estimated covariance matrix of the OLS estimates was taken to be (3) for D;=I. The discussion in the second paragraph of subsection 2.4 is relevant here also. In particular, note that the CochraneOrcutt iterative technique can be used to minimize (2) if the nonlinearity in co&cients is due solely to the presence of the serial correlation coefficient.
3. The computation of the estimates As noted in the previous section, the iterative procedure in Fair (1970) was used for the 2SLS estimates of the equations that were estimated under the assumption of first-order serial correlation of the error terms. Otherwise, a standard 2SLS package was used.5 The ZSLS technique has been the primary method used to estimate the successively updated versions of the model, and the estimates of the 182 coeflicients of the current version presented in Fair (1978) are 2SLS estimates. This set of estimates is the starting point for the present study. For this set a different & matrix was used for each of the 26 equations estimated by 2SLS. (Three of the 29 stochastic equations have no right-hand-side endogenous variables and so were estimated by OLS.) The variables used for each Zi matrix are presented in Table 2 -5 in Fair (1978) . The number of variables in a given matrix varies from 11 to 31.
Although there are 182 unknown co&cients in the model, only 107 were estimated by 3SLS and FIML in this study. The other 75 coefficients were set equal to their 2SLS estimates. This was done because it seemed unlikely that 98 observations were enough to estimate all 182 coeflicients by FIML.6 The choice of the coefficients to exclude from estimation is arbitrary. We chose to exclude coefficients that seemed (in a loose sense) to be the least important in the overall model. The 75 excluded coefficients were all the coefficients in 13 equations and the coefficients of strike dummy variables in 5 of the remaining 16 equations.
With respect to the treatment of the 75 coefficients, it should be noted that even though the structural coeficients of 13 equations were not estimated by 3SLS and FIML, these equations were not dropped from the model. For ' The TSCORC and INST options in the TSP regression program were used for these estimates. It should be noted, however, that the TSCORC option was modified to use formula (i) in footnote 3 to compute the covariance matrix. The standard TSCORC option assumes that Q,I?_, is zero when computing the covariance matrix. Also, both the TSCORC and INST options divide the sum of squared residuals by T-k, when computing the estimated variance, where ki is the number oi coelfcients estimated, whereas for present purposes all SUE of rquares have been divided by 7 6For a linear model Sargan (1975) has proved Klein's (1971) conjecture that the FIML estimator is unidentified if the number of observations is less than the number of endogenous plus predetermined variables. In the present model there are 140 diflererent endogenous plus predetermined variables in the 29 stochastic equations (counting differen: nonlinear functional forms of the same variable as different variables). Although the enact conditions for identification are not known for nonlinear models, the difference between 140 and 98 was large enough to lead us to doubt that the FIML estimator is identified for the whole model. example, z and S were still taken to be 29 x 29 matrices, and J, was still taken to be 97 x 97. This procedure allow-s the correlations between the error terms in the 13 non-estimated equations and the err01 terms in the 16 estimated equations to have an effect on the coefficients estimates of the 16 estimated equations. ' The 3SLS estimates were obtained using the algorithm described in Parke (forthcoming).
58 variables were chosen for the Z matrix. This set of variables was chosen to correspond roughly to the union of the sets of variables in the 16 relevant Zi matrices. although not every variable in this union was chosen. (Had every variable in the union been chosen, the number of variables in the Z matrix would have been close to the total number of observations.)
A list of these variables is available from the authors upon request. The 2SLS residuals were used to compute f.
The matrix D in (8) For OLS and ZSLS it was handled by tint estimating one ol the equations (the price equation) unrestricted and then using these coeficienr estimates and the restriction to eliminate one of the coefficients from the other equation (the wage equation). This way of accounting bar the restrictions which is discussed in more detail in Fair (1978, pp. Ii-13) , affects only the cae&ient estimates of the wage equation.
In computing the covariance matrices for all four estimators, the 75 non-estimated cceficients were taken as fixed, and so aii lour estimated cwariance matrixes had dimension 106 x 106. desired accuracy, we decided to take the estimates at this point to be the 3SLS estimates.
With respect to the 3SLS covariance matrix, the algorithm does not compute G, and so extra work is involved at the end to obtain the corariance matrix. For present purposes the derivatives that make up e were computed numerically, and then (@D&l was obtained.
The total time involved in these calculations was about 3.2 minutes. The FlML estimates were obtained using the same algorithm. Computing L in (11) once for a given value of a also requires a large number of calcnlations~ but there are again cost savings that can be made. These swings are as follows. First, when the coefficients of only one equation are changed by the algorithm, which is most of the time, only one row and one column of S are affected. The average cost of computing S is thus much less than it would be if all the rows and co1umns had to be computed anew each time a new value of Lwas needed. Second, the Jabobian matrix .I, is very sparse (333 non-zero elements out of 9409), and so considerable saving can be achieved by using a sparse matrix routine to take its determinant.
Third, it turns out, as reported in Fair (1976, ch. 3) , that a fairly good approximation to CL, log1J,I is (T/Z)(loglJ,l +log1J,1 *# > 1 %=number of coefficients that changed by mom than 1.0 percent fnxn the previous iteration; approximate cost of one minute=$12.48 without discounts; 80% discount given for large overnight jobs. Two Jacobiam 'Six Jacobiam to be computed instead of 98. Unlike the first two savings, however, this third saving does require that an approximation be made. The exact value of L is not being computed by the algorithm, and the hope is that the error involved in this approximation is nearly constant for different sets of coefficient values. As will be discussed, this seems to be the case for the present results.
The results of computing the FIML estimates are presented in the second half of table 1. For the first 28 iterations two Jacobians (J1 and J,,) were computed per evaluation of L, and for the remaining 15 iterations six Jacobians (Ji, .I,,, J,,, J,,, J,*, J,,) were computed. When six Jacobians were computed, c:= 1 log IJ,l was approximated by first computing the six values of log /J,I, t = 1,20,39,59,78,98, and then interpolating linearly between pairs. When two Jacobians are used, the cost of computing L once varies from 0.20 seconds when only one equation has been affected to 0.64 seconds when all equations have been affected. When six Jacobians are used, the corresponding numbers are 0.37 seconds and 0.85 seconds. The total time for the 43 iterations was about 121 minutes. On the 43rd iteration no coefficient changed by more than 10 percent of its sample standard error, and the change in the objective function was very small. Again, balancing the cost of further iterations against the desired accuracy, we decided to take the estimates at this point to be the FIML estimates.
With respect to the Jacobians, the results of switching from twp to six Jacob&s after iteration 28 suggest that little is lost by using only two. The change in Lwhen the six-Jacobian approximation replaced the two-Jacobian approximation, while about 100 points, merely reflects a different bias of the six-Jacobian approximation.
The stability of the bias is more important than its absolute value because adding a constant bias has no effect on the likelihood maximization.
The close agreement of the two-and six-Jacobian results can be seen in the small change (only 0.22 points) on iteration 29, the first using six Jacobians.
If the change to six Jacobians were important, the likelihood change would have been larger and the coefficients would have changed much rno~e.~ The second derivatives that are needed for the FIML covariance matrix in (12) were computed numerically. The total time involved in this was about 52.6 minutes.
Some serious problems were encountered in computing this matrix, but for present purposes it is unnecessary to go into this. The exact way that this matrix was finally obtained is explained in Parke (forthcoming).
The co&dent estimates and the Hausman tests
The estimates of the 106 unrestricted coefficients and their estimated standard errors are presented in table 2. The coefficient estimates in table 2 are not in themselves very useful for descriptive purposes because they require knowledge of the model, and an explanation of the model is beyond the scope of this paper. Of more interest for present purposes are the last three columns in table 2, and these will be discussed along with the discussion of the Hausman tests. (12), respectively. In principle, thereftire, the hypothesis of normality can be tested by computing m and comparing it to, say, the critical x2 value at the 95 percent confidence level. In the present case, however, ?3 -v4 is not positive definite. This can be easily seen from the second to last column in table 2. Each number in this column is the square root of the ratio of a diagonal element of ?s to the corresponding diagonal element of &. A necessary condition for vs -va to be positive definite is that all these numbers be greater than one, and this is clearly not the case. In fact, only 5 of the 106~ numbers are greater than one, with the average value of all the numbers being 0.83. In other words, on average the 3SLS standard errors are less than the FIML standard errors.
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One possible reason for the fact that the estimated 3SLS standard errors are generally smaller than the estimated FIML standard errors is the following. As noted above, 58 variables were used in the Z matrix for the 3SLS estimates, which with only 98 observations means that quite good fits are obtained in the first-stage regressions. In other words, the predicted values of the endogenous variables from the first-stage regressions are quite close to the actual values. In the case of the FIML estimates, on the other hand, we know from Hausman's (1975) The situation is more favorable for comparing the 3SLS and 2SLS estimates, where every diagonal element of tiL is greater than the corresponding diagonal element of ii,. This can be most easily seen from the third-tolast column in table 2. In this case, however, because of the use by 2SLS of some first-stage regressors not used by ?SLS, 3SLS is not necessarily asymptotically more efficient than 2SLS. The Hausman test is thus not, strictly speaking applicable. and in fact pz -?, is not positive definite in the present case. For 4 of the 16 estimated equations, the relevant diagonal block of vz -vs is not positive definite, and so the entire matrix is obviously not positive definite.
In spite of the above problem, we have used the 2SLS and 3SLS estimates to compute the m-statistic for each of the 106 coefficients one at a time and for each of the 12 equations for which the diagonal block of vz ~ i$ is positive definite. I" The m-values for the 106 coefficients are presented in the last column of table 2. The critical x2 value at the 95 percent confidence level for these numbers (one degree of freedom) is 3.84, and as can be seen from the table, only two of the numbers exceed this value. The null hypothesis of correct specification is thus accepted in 104 of the 106 cases. (Remember that the alternative hypothesis in each of these cases is that there is misspecification somewhere in the model other than in the particular equation that includes the coefficient.) Similar results were achieved when the test was applied one equation at a time (rather than one coefficient at a time). In none of the 12 cases was the m-value greater than the critical x2 value at the 95 percent contidence level. These results are thus encouraging regarding the specification of the model, but because of the above problem, they must be interpreted with considerable caution. It appears that many more observations are needed before the Hausman test can be used with much confidence for models like the present one.
Dynamic prediction accuracy'
Since macroeconometric models are used to make predictions more than one period ahead, it is of wme interest to examine the sensitivity of the dynamic prediction accuracy of the model to the four sets of estimates. This is particularly true of the 3SLS and FIML estimates, since they have never been computed for a model of this type before. For present purposes both static and dynamic predictions for the four sets were made for two periods, the estimation period (1954.1-1978.11 ) and the last 10 quarters of the estimation period (1976.1-1978.11 )." The root mean squared errors (RMSEs) from these predictions for 6 selected variables are presented in table 3.12 As can be seen from the table, the results differ very little across estimators for the static predictions.
The results are also fairly close for the 'dynamic predictions, although there is somewhat more variance across estimators in this case. Even in this case, however, there is no obviously superior estimator.
The fact that the r&ults in table 3 do not discriminate between the 2SLS and 3SLS estimates is consistent with the Hausman test results discussed in the previous section. The one perhaps surprising result in table 3 is that the "Because of the possible small-sample problem Ior the FIML estimator d&cursed in section 3, no observations were excluded irom the estimation period to be used for outside-sample predictions. Therefore, all the RMSEs in table 3 are for within-sample predictions.
"In Fair (1980~3) an alternative procedure to the RMSE procedure is proposed for estimating the predictive accuracy of a model. This procedure has certain advantages over the RMSE procedure, such as accounting for the fact that variances of forecast errors are not constant across zime, but because it requires successire re-estimation of the model, it was not used in this siudy. This procedure also provides a quite different way of examining the e&zcta of misspecification than does the Hausman test, and given the problems encountered in this study in applying the Hausman test; the Fair procedure may turn out to be more practical.
OLS RMSEs are so close to the others. In spite. of some fairly large differences between the OLS coefficient estimates and the others in 
Policy effects
Since macroeconometric models are also used for policy purposes, it is of interest to examine the sensitivity of policy effects in the model to the four sets of estimates. Results that pertain to this issue are presented in table 4. The numbers in this table were constructed for each set of estimates as follows. First. a base forecast was made for the 1978. IV-1982.IV period, with guessed values used for the exogenous variables. The same exogenous values were used for each set of estimates. From this base path the real value of government purchases of goods (XC) was increased by 10 billion dollars at an annual rate and a new forecast was generated. The effects of this change on two variables, real GNP and the GNP deflator, are presented in table 4. Each number in the table is the difference between the predicted value of the variable after the change and the predicted value before the change.13
The OLS results for real GNP in table 4 are more expansionary than are the results for the other three estimators. The sum of the real GNP increases ova the 17 quarters is 41.5 billion dollars for OLS, compared to 36.0, 36.0, and 37.9 for ZSLS, 3SLS, and FIML, respectively."'
The OLS estimates of the real GNP multipliers are thus larger than the others, a conclusion that is consistent with simple textbook examples of the simultaneity bias of OLS estimates. Although not shown in the table, a similar result shows up for the predictions of the money supply (MI). The sum of the Ml increases over the 17 quarters was 42.8 for OLS, compared to 23.3, 19.2, and 22.5 for 2SLS, 3SLS, and FIML, respectively.
With respect to the results for the GNP deflator in table 4, the OLS results are slightly more inflationary than are the others.
Since the OLS estimators are the only inconsistent estimates of the four sets (assuming correct specification and normality of the error terms), it is encouraging that the policy effects from the OLS estimates differ more from the others than do the others from themselves. In other words, the results in table 4 do appear to discriminate against OLS, something which was not true of the RMSE results in table 3.
Summary and conclusion
This study has demonstrated that it is feasible to obtain full information estimates of a fairly large nonlinear model. As can be seen from table 1, these estimates are still not,,.cheap, but the algorithm that has been used in this study does appear to have greatly increased their computational feasibility. Due possibly to small sample problems the present attempt to use the Hausman test to examine the differences among the ZSLS, 3SLS, and FIML estimates was at b&t only partly successful. Neither the difference between '%ee Fair (198Ob) for a more detailed discussion of 0~s experiment. The ZSLS results in table
