We develop a family of new interior penalty discontinuous Galerkin methods for the Keller-Segel chemotaxis model. This model is described by a system of two nonlinear PDEs: a convection-diffusion equation for the cell density coupled with a reaction-diffusion equation for the chemoattractant concentration. It has been recently shown that the convective part of this system is of a mixed hyperbolic-elliptic type, which may cause severe instabilities when the studied system is solved by straightforward numerical methods. Therefore, the first step in the derivation of our new methods is made by introducing the new variable for the gradient of the chemoattractant concentration and by reformulating the original Keller-Segel model in the form of a convection-diffusion-reaction system with a hyperbolic convective part. We then design interior penalty discontinuous Galerkin methods for the rewritten Keller-Segel system. Our methods employ the central-upwind numerical fluxes, originally developed in the context of finite-volume methods for hyperbolic systems of conservation laws.
Introduction
The goal of this work is to design new Discontinuous Galerkin (DG) methods for the twodimensional (2-D) Keller-Segel chemotaxis model, [13, 28, 29, 30, 35, 37] . The DG methods have recently become increasingly popular thanks to their attractive features such as:
• local, element-wise mass conservation;
• flexibility to use high-order polynomial and non-polynomial basis functions;
• ability to easily increase the order of approximation on each mesh element independently;
• ability to achieve almost exponential convergence rate when smooth solutions are captured on appropriate meshes;
• block diagonal mass matrices, which are of great computational advantage if an explicit time integration is used;
• suitability for parallel computations due to (relatively) local data communications;
• applicability to problems with discontinuous coefficients and/or solutions;
• The DG methods have been successfully applied to a wide variety of problems ranging from the solid mechanics to the fluid mechanics (see, e.g., [3, 7, 14, 15, 17, 20, 22, 40] and references therein).
In this paper, we consider the most common formulation of the Keller-Segel system [13] , which can be written in the dimensionless form as ρ t + ∇ · (χρ∇c) = ∆ρ, c t = ∆c − c + ρ, (x, y) ∈ Ω, t > 0, (1.1) subject to the Neumann boundary conditions:
∇ρ · n = ∇c · n = 0, (x, y) ∈ ∂Ω.
Here, ρ(x, y, t) is the cell density, c(x, y, t) is the chemoattractant concentration, χ is a chemotactic sensitivity constant, Ω is a bounded domain in R 2 , ∂Ω is its boundary, and n is a unit normal vector.
It is well-known that solutions of this system may blow up in finite time, see, e.g., [26, 27] and references therein. This blow-up represents a mathematical description of a cell concentration phenomenon that occurs in real biological systems, see, e.g., [1, 8, 10, 11, 16, 38] .
Capturing blowing up solutions numerically is a challenging problem. A finite-volume, [21] , and a finite-element, [34] , methods have been proposed for a simpler version of the Keller-Segel model, ρ t + ∇ · (χρ∇c) = ∆ρ, ∆c − c + ρ = 0, in which the equation for concentration c has been replaced by an elliptic equation using an assumption that the chemoattractant concentration c changes over much smaller time scales than the density ρ. A fractional step numerical method for a fully time-dependent chemotaxis system from [41] has been proposed in [42] . However, the operator splitting approach may not be applicable when a convective part of the chemotaxis system is not hyperbolic, which is a generic situation for the original Keller-Segel model as it was shown in [12] , where the finitevolume Godunov-type central-upwind scheme was derived for (1.1) and extended to some other chemotaxis and haptotaxis models. The starting point in the derivation of the central-upwind scheme in [12] was rewriting the original system (1.1) in an equivalent form, in which the concentration equation is replaced with the corresponding equation for the gradient of c: ρ t + ∇·(χρw) = ∆ρ, w t − ∇ρ = ∆w − w, w ≡ (u, v) := ∇c.
This form can be considered as a convection-diffusion-reaction system U t + f(U) x + g(U) y = ∆U + r(U), (1.2) where U := (ρ, u, v) T , f(U) := (χρu, −ρ, 0) T , g(U) := (χρv, 0, −ρ) T , and r(U) := (0, −u, −v) T . The system (1.2) is an appropriate form of the chemotaxis system if one wants to solve it numerically by a finite-volume method. Even though the convective part of the system (1.2) is not hyperbolic, some stability of the resulting central-upwind scheme was ensured by proving its positivity preserving property, see [12] .
A major disadvantage of the system (1.2) is a mixed type of its convective part. When a high-order numerical method is applied to (1.2), a switch from a hyperbolic region to an elliptic one may cause severe instabilities in the numerical solution since the propagation speeds in the elliptic region are infinite. Therefore, in order to develop high-order DG methods for (1.1), we rewrite it in a different form, which is suitable for DG settings:
3) c t = ∆c − c + ρ, (1.4) u = c x , (1.5) v = c y , (1.6) where the new unknowns ρ, c, u, v satisfy the following boundary conditions:
∇ρ · n = ∇c · n = (u, v) T · n = 0, (x, y) ∈ ∂Ω.
(1.7)
The new system (1.3)-(1.6) may also be considered as a system of convection-diffusion-reaction equations kQ t + F(Q) x + G(Q) y = k∆Q + R(Q), (1.8) where Q := (ρ, c, u, v) T , the fluxes are F(Q) := (χρu, 0, −c, 0) T and G(Q) := (χρv, 0, 0, −c) T , the reaction term is R(Q) := (0, ρ − c, −u, −v), the constant k = 1 in the first two equations in (1.8) , and k = 0 in the third and the fourth equations there. As we show in §3, the convective part of the system (1.8) is hyperbolic.
In this paper, we develop a family of high-order DG methods for the system (1.8). The proposed methods are based on three primal DG methods: the Nonsymmetric Interior Penalty Galerkin (NIPG), the Symmetric Interior Penalty Galerkin (SIPG), and the Incomplete Interior Penalty Galerkin (IIPG) methods, [4, 18, 19, 39] . The numerical fluxes in the proposed DG methods are the fluxes developed for the semidiscrete finite-volume central-upwind schemes in [32] (see also [31, 33] and references therein). These schemes belong to the family of non-oscillatory central schemes, which are highly accurate and efficient methods applicable to general multidimensional systems of conservation laws and related problems. Like other central fluxes, the central-upwind ones are obtained without using (approximate) Riemann problem solver, which is unavailable for the system under consideration. At the same time, a certain upwinding information-one-sided speeds of propagation-is incorporated into the central-upwind fluxes.
We consider Cartesian grids and prove the error estimates for the proposed high-order DG methods under the assumption of boundedness of the exact solution. We also show that the blow-up time of the exact solution is bounded from above by the blow-up time of the solution of our DG methods. In numerical tests presented in §6, we demonstrate that the obtained numerical solutions have no negative values and are oscillation-free, even though no slope limiting technique has been implemented. We also demonstrate a high order of numerical convergence, achieved even when the final computational time gets close to the blowup time and the spiky structure of the solution is well developed.
The paper is organized as follows. In §2, we introduce our notations and assumptions, and state some standard results. The new DG methods are presented in §3. The consistency and error analysis of the proposed methods are established in Sections 4 and 5 (some proof details are postponed to Appendix A). Finally, in §6, we perform several numerical experiments.
Assumptions, Notations, and Standard Results
We denote by E h a nondegenerate quasi-uniform rectangular subdivision of the domain Ω (the quasi-uniformity requirement will only be used in §5 for establishing the rate of convergence with respect to the polynomials degree). The maximum diameter over all mesh elements is denoted by h and the set of the interior edges is denoted by Γ h . To each edge e in Γ h , we associate a unit normal vector n e = (n x , n y ). We assume that n e is directed from the element E 1 to E 2 , where E 1 denotes a certain element and E 2 denotes an element that has a common edge with the element E 1 and a larger index (this simplified element notation will be used throughout the paper). For a boundary edge, n e is chosen so that it coincides with the outward normal.
The discrete space of discontinuous piecewise polynomials of degree r is denoted by
where P r (E) is a space of polynomials of degree r over the element E. For any function w ∈ W r,h , we denote the jump and average operators over a given edge e by [w] and {w}, respectively:
for an interior edge e = ∂E e are the corresponding polynomial approximations from the elements E 1 and E 2 . We also recall that the following identity between the jump and the average operators is satisfied:
[
For the finite-element subdivision E h , we define the broken Sobolev space
with the norms
where · s,E denotes the Sobolev s-norm over the element E.
We now recall some well-known facts that will be used in the error analysis in §5. First, let us state some approximations properties and inequalities for the finite-element space.
Lemma 2.1 (hp Approximation, [5, 6] ) Let E ∈ E h and ψ ∈ H s (E), s ≥ 0. Then there exist a positive constant C independent of ψ, r, and h, and a sequence ψ h r ∈ P r (E), r = 1, 2, . . . , such that for any q ∈ [0, s]
Lemma 2.2 (Trace Inequalities, [2] ) Let E ∈ E h . Then for the trace operators γ 0 and γ 1 , there exists a constant C t independent of h such that
where e is an edge of the element E.
Lemma 2.3 ([39]
) Let E be a mesh element with an edge e. Then there is a constant C t independent of h and r such that
Lemma 2.4 ([4, 9]) There exists a constant C independent of h and r such that
where |e| denotes the measure of e.
Lemma 2.5 (Inverse Inequalities) Let E ∈ E h and w ∈ P r (E). Then there exists a constant C independent of h and r such that
6)
We also recall the following form of Gronwall's lemma:
Lemma 2.6 (Gronwall) Let ϕ, ψ, and φ be continuous nonnegative functions defined on the interval a ≤ t ≤ b, and the function φ is nondecreasing. If
In the analysis below we also make the following assumptions:
• Ω is a rectangular domain with the boundary ∂Ω = ∂Ω ver ∪ ∂Ω hor , where ∂Ω ver and ∂Ω hor denote the vertical and horizontal pieces of the boundary ∂Ω, respectively. We also split the set if interior edges, Γ h , into two sets of vertical, Γ ver h , and horizontal, Γ hor h , edges, respectively;
• The degree of basis polynomials is r ≥ 2 and the maximum diameter of the elements is h < 1 (the latter assumption is only needed for simplification of the error analysis). 
respectively. Hence, the convective part of (1.8) is hyperbolic. We now design semidiscrete interior penalty Galerkin methods for this system. We assume that at any time level t ∈ [0, T ] the solution, (ρ, c, u, v) T is approximated by (discontinuous) piecewise polynomials of the corresponding degrees r ρ , r c , r u , and r v , which satisfy the following relation: r max r min ≤ a, r max := max{r ρ , r c , r u , r v }, r min := min{r ρ , r c , r u , r v },
where a is a constant independent of r ρ , r c , r p , and r q . Our new DG methods are formulated as follows. Find a continuous in time solution
which satisfies the following weak formulation of the chemotaxis system (1.3)-(1.6): 6) and the initial conditions:
Here, (w ρ , w c , w
rv,h are the test functions, σ ρ , σ c , σ u and σ v are real positive penalty parameters. The parameter ε is equal to either −1, 0, or 1: these values of ε correspond to the SIPG, IIPG, or NIPG method, respectively.
To approximate the convective terms in (3.3) and (3.5)-(3.6), we use the central-upwind fluxes from [32] :
Here, a out , a in , b out , and b in are the one-sided local speeds in the x-and y-directions. Since the convective part of the system (1.3)-(1.6) is hyperbolic, these speeds can be estimated using the largest and the smallest eigenvalues of the Jacobian 
Remark. If a out − a in = 0 at a certain element edge e, we set
there. Notice that in any case, the following inequalities,
are satisfied. From now on we will assume that a out −a in > 0 and b out −b in > 0 throughout the computational domain.
Consistency of the Numerical Scheme
In this section, we show that the proposed DG methods (3.3)-(3.6) are strongly consistent with the Keller-Segel system (1.3)-(1.6).
Proof: We first multiply equation (1.3) by w ρ ∈ W ρ rρ,h and integrate by parts on one element E to obtain
(4.1) Notice that continuity of ρ and u implies that at the edge e, ρ 
Summing now equation (4.1) over all elements E ∈ E h , using the jump-average identity (2.1), adding the penalty terms ε e∈Γ h e {∇w ρ · n e }[ρ] and σ ρ e∈Γ h
, and using the Neumann boundary conditions (1.7), we obtain that the solution of the system (1.3)-(1.6) satisfies equation (3.3) . A similar procedure can be applied to show that the solution of (1.3)-(1.6) satisfies equations (3.4)-(3.6) as well. This concludes the consistency proof.
Error Analysis
In this section, we prove the existence and show the convergence of the numerical solution using the Schauder's fixed point theorem, [24] .
In the analysis below we will assume that the exact solution of the system (1.3)-(1.6) is sufficiently regular for t ≤ T , where T is a pre-blow-up time. In particular we will assume that
which is needed for the h-analysis (convergence rate with respect to the mesh size), or
which is needed for the r-analysis (convergence rate with respect to the polynomial degree).
Notice that these assumptions are reasonable since classical solutions of the Keller-Segel system (1.1) are regular (before the blow-up time) provided the initial data are sufficiently smooth, see [26] and references therein. We denote by ρ, c, u, and v the piecewise polynomial interpolants of the exact solution components ρ, c, u, and v of the Keller-Segel system (1.3)-(1.6) and assume that these interpolants satisfy the approximation property (2.2). We then use the idea similar to [36] and define the following subset of the broken Sobolev space:
where C, C ρ , C c , C u , and C v are positive constants (which will be defined later) independent of h and the polynomial degrees (r ρ , r c , r u , r v ), and the parameters s ρ , s c , s u , and s v denote the regularity of the corresponding components of the exact solution. Clearly the subset S is a closed convex subset of the broken Sobolev space and it is not empty since it contains the element ( ρ, c, u, v). We first show that the functions in S are bounded.
and M v independent of h, r ρ , r c , r u , and r v , such that
Proof: From the definition of the subset S, we have
Using the inverse inequality (2.6), we obtain
This estimate implies that sup
which, together with the hp approximation property (see Lemma 2.1), yields the first bound in (5.3). The remaining three estimates in (5.3) are obtained in a similar manner. We now define the solution operator A on S as follows:
As before, the central-upwind numerical fluxes are utilized in (5.
where the one-sided local speeds are:
Notice that the inequalities similar to (3.10), 10) which are needed in our convergence proof, are satisfied for the local speeds defined in (5.9) as well (for simplicity, we assume that a out −a in = 0 and b out −b in = 0 throughout the computational domain).
We now show that the operator A is well-defined by proving existence and uniqueness of Equations (5.6)-(5.7) can be rewritten as
The bilinear form on the left-hand side (LHS) of equation (5.11) is coercive since for all ϕ ∈ W u ru,h ,
It is also continuous on W u ru,h ×W u ru,h , while the linear form on the right-hand side (RHS) of (5.11) is continuous on W u ru,h . Hence, there exists a unique solution of (5.11). The same argument is true for equation (5.12) . This concludes the proof of the lemma.
Our next goal is to show that the operator A maps S into itself and that A is compact. By the second Shauder fixed-point theorem, [24] , this will imply that the nonlinear mapping
Theorem 5.3 Let the solution of (1.3)-(1.6) satisfy the assumption (5.1). Then for any
We introduce the following notation:
It follows from the consistency Lemma 4.1 that the exact solution of (1.3)-(1.6) satisfies not only equation (3.3) but also the similar equation
where (χρu) 
Subtracting equation (5.15) from (5.4) and choosing w ρ = τ ρ , we obtain
Next, we bound each term on the RHS of (5.16) using standard DG techniques. The quantities ε i in the estimates below are positive real numbers, which will be defined later. We begin with the first term on the RHS of (5.16). The Cauchy-Schwarz inequality yields:
As before, we denote by E 1 and E 2 the two elements sharing the edge e. Then, using the inequality (2.5), we obtain
and hence, using the fact that |e| ≤ √ h, we end up with the following bound on T ρ 1 :
Consider now the second term on the RHS of (5.16). From Lemma 5.1 we know that φ u is a bounded function, hence T ρ 2 can be bounded as follows:
Next, we bound the third term on the RHS of (5.16) as
Using (5.10) and (5.13), the first term on the RHS of (5.19) can be estimated by
We now use the Cauchy-Schwarz inequality, the trace inequality (2.3), the inequality (2.5), the assumption (3.2), the approximation inequality (2.2), and the bound on φ u from Lemma 5.1 to obtain the bound on I:
A similar bound can be derived for the second term II on the RHS of (5.19). To estimate the last term on the RHS of (5.19), we first use (5.13) and the definition of the one-sided local speeds (5.9) to obtain
Then, using the Cauchy-Schwarz inequality, the trace inequality (2.3), and the approximation inequality (2.2), we bound III as follows:
Combining the above bounds on I, II, and III, we arrive at Using the Cauchy-Schwarz inequality, Young's inequality, and the approximation inequality (2.2) for ρ, we obtain the following bound for the term T The term T ρ 8 is bounded using the Cauchy-Schwarz inequality, the trace inequality (2.4), and the approximation inequality (2.2): , we use our assumption on the smoothness of the exact solution together with the Cauchy-Schwarz inequality and the approximation inequality (2.2) to obtain the following bounds:
Consider now the term T ρ 13 . We first use (5.13) to obtain
Then we apply the Cauchy-Schwarz inequality and the approximation inequality (2.2), which result in
The bound on the term T Next, we apply Gronwall's Lemma 2.6 and take the supremum with respect to t of the both sides of (5.32): where
, and T only. According to the definition on page 9, the estimate (5.33) implies that φ Let us recall that our goal is to show that the operator A has a fixed point. Equipped with Theorem 5.3, it remained to prove that A is compact. To this end, we need to show that A is continuous and equicontinuous. 
be two solutions of (5.4)-(5.7). We denote by ( 
We now bound each term on the RHS of (5.36).
The term R 1 can be bounded using the Cauchy-Schwarz inequality, Young's inequality, and the inequality (2.5):
Next, applying the Cauchy-Schwarz and Young's inequalities and using the boundedness of ||φ u || ∞,Ω , established in Lemma 5.1, we obtain the following bound on R 2 :
Using the Cauchy-Schwarz and Young's inequalities and the fact that φ ρ L,n ∈ S, we bound the term R 3 by
We then use the Cauchy-Schwarz inequality, the inequality (2.5), and the first numerical flux formula in (5.8) to estimate R 4 : e . Hence, we can apply the Cauchy-Schwarz inequality and the inequality (2.5) to R 5 so that it is bounded by
The terms R 6 , R 7 , R 8 , and R 9 are similar to the terms R 2 , R 3 , R 4 , and R 5 estimated in (5.38), (5.39), (5.40), and (5.41), respectively. Therefore, we obtain
42)
44) 
where the penalty parameter σ ρ is chosen sufficiently large so that the coefficient (σ ρ − C) is nonnegative. We now integrate the latter inequality with respect to time from 0 to t and apply Gronwall's Lemma 2.6 to obtain
Finally, taking the supremum over t and since φ ρ,0 L = 0, we arrive at
This inequality together with the similar inequalities for φ c , φ u , and φ v , which can be obtained in an analogous way, imply continuity of the operator A.
Applying similar techniques to the difference (φ
2 ) and using the fact that (φ u , φ v ) ∈ S, one can show that the operator A is equicontinuous.
Equipped with Lemma 5.4, we conclude that the operator A is compact. Hence, by the second Schauder fixed-point theorem, [24] , it has at least one fixed point (ρ DG , c DG , u DG , v DG ), which is the DG solution of (3.3)-(3.6). For this solution, we establish the convergence rate results, stated in the following theorem.
Let the solution of the Keller-Segel system (1.3)-(1.6) satisfies the smoothness assumption (5.2). If the penalty parameters σ ρ , σ c , σ u , and σ v in the DG method (3.3)-(3.9) are sufficiently large and r min ≥ 2, then there exist constants C ρ and C c , independent of h, r ρ , r c , r u , and r v such that the following two error estimates hold: Proof: The solution ρ of the Keller-Segel model blows up if ρ L ∞ (Ω) becomes unbounded in either finite or infinite time (see, e.g., [26, 27] ). Therefore, in order to prove the theorem we need to establish an L ∞ -error bound. Consider interpolant ρ From Theorem 5.5 we have the following L 2 -error bound: From the last estimate the statement of the theorem follows.
Numerical Example
In this section, we demonstrate the performance of the proposed DG method. In all our numerical experiments, we have used the third-order strong stability preserving Runge-Kutta method for the time discretization, [23] . No slope limiting technique has been implemented. The values of the penalty parameters used are σ ρ = σ c = 1 and σ u = σ v = 0.01. We note that no instabilities have been observed when the latter two parameters were taken zero, however, since our convergence proof requires σ u and σ v to be positive, we only show the results obtained with positive σ u and σ v , which are almost identical to the ones obtained with σ u = σ v = 0. We consider the initial-boundary value problem for the Keller-Segel system in the square domain [− ]. We take the chemotactic sensitivity χ = 1 and the bell-shaped initial data ρ(x, y, 0) = 1200e −120(x 2 +y 2 ) , c(x, y, 0) = 600e −60(x 2 +y 2 ) .
According to the results in [25] , both components ρ and c of the solution are expected to blow up at the origin in finite time. This situation is especially challenging since capturing blowing up solution with shrinking support is extremely hard.
In Figures 6.1-6 .4, we plot the logarithmically scaled density, ln(1+ρ DG ), computed at different times on two different uniform grids with h = 1/51 (Figures 6.1 and 6. 3) and h = 1/101 ( Figures  6.2 and 6.4) . The results shown in Figures 6.1-6 .2 have been obtained with quadratic polynomials (i.e., r ρ = r c = r u = r v = r = 2), while the solution shown in Figures 6.3-6 .4 have been computed with the help of cubic polynomials (i.e., r ρ = r c = r u = r v = r = 3).
Numerical convergence of the scheme is verified by refining the mesh and by increasing the polynomial degree. As one can see, the computed solutions in a very good agreement at the smaller times (t = 1.46 · 10 −5 , 2.99 · 10 −5 , and 6.03 · 10 −5 ). However, at time close to the blowup time (t = 1.21 · 10 −4 ) the maximum value of ρ DG grows while its support shrinks, and no mesh-refinement convergence is observed: the numerical solution keeps increasing when the mesh is refined. Using Theorem 5.6, we can conclude that in this example, the blow-up time of the exact solution is less or equal to the blow-up time of the DG solution, which is approximately t DG b ≈ 1.21 · 10 −4 . We note that even though no slope limiting or any other positivity preserving techniques have been implemented, the computed solutions have never developed negative values and are oscillation-free. (bottom right).
Finally, we check the numerical order of the convergence of the proposed DG method. We first consider the smooth solution at a very small time t = 1.0 · 10 −7 and test the convergence with respect to the mesh size h for the fixed r = 2 (piecewise quadratic polynomials). Since the exact solution for the Keller-Segel system is unavailable, we compute the reference solution by the proposed DG method on a fine mesh with h = 1/128 and using the fifth-order (r = 5) piecewise polynomials. We then use the obtained reference solution to compute the relative L 2 -and relative H 1 -errors. These errors are presented in Table 6 .1. From this table, one can see that the solution numerically converges to the reference solution with the (optimal) second order in the H 1 -norm which confirms the theoretical results predicted by our convergence analysis. Moreover, the achieved third order of convergence in the L 2 -norm is optimal for quadratic piecewise polynomials.
We then test the convergence of the proposed DG method with respect to the degree r of piecewise polynomials for the fixed h = 1/32. The obtained results, reported in Table 6 .2, show that the error decreases almost exponentially when the polynomial degree increases (this is a typical situation when DG methods capture smooth solutions).
We also compute the L 2 -errors with respect to the reference solution, for the solutions plotted on Figures 6.1 and 6.2 at times t = 2.99 · 10 −5 and t = 6.03 · 10 −5 . These times are close to the blowup time and the solutions develop a pick at the origin. The obtained errors are reported in Table 6 .3. As one can see, even for the spiky solutions, the convergence rate is very high though it, as expected, deteriorates as t approaches t Table 6 .3: Relative L 2 -errors at two different times; r = 2 is fixed. 
Subtracting equation (A.13) from (5.6) and choosing w u = τ u , we obtain and bound each term on the RHS of (A.14).
To estimate the term T Hence, using the Cauchy-Schwarz inequality, Young's inequality, the inequality (2.5), and applying the assumption (3.2), we arrive at the following bound for T A similar bound can be derived for the second term on the RHS of (A.16). The third term on the RHS of (A.16) is similar to the third term on the RHS of (5.19), hence it can be bounded by 
