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HIGH-LEVEL SYNTHESIS FRAMEWORK FOR CROSSTALK MINIMIZATION IN
VLSI ASICS

Hariharan Sankaran
ABSTRACT

Capacitive crosstalk noise can affect the delay of a switching signal or induce a glitch on a
static signal causing timing violations or chip failure. Crosstalk noise depends on coupling
parasitics, driver strength, signal timing characteristics, and signal transition patterns. Layout
level crosstalk analysis techniques are generally pessimistic and computationally expensive for
large designs due to lack of design flexibility at lower-levels of design hierarchy. The architectural
decisions such as type of interconnect architecture, number of storage and execution units, network
of communicating units, data bus width, etc., have a major impact on the quality of design
attributes such as area, speed, power, and noise. To address all these concerns, we propose a highlevel synthesis framework to optimize for worst-case crosstalk patterns on coupled nets, a
floorplan driven high-level synthesis framework to minimize coupling capacitance, and an on-chip
technique to dynamically detect and eliminate worst-case crosstalk pattern on bus-based macro-cell
designs.
Due to Miller coupling effect, the switching activity pattern on adjacent nets may increase the
effective capacitance seen by a victim net and thereby it may cause a worst-case signal delay on
the victim net. However, signal activity pattern on coupled nets are dependent on data
correlations which in turn depend on resource sharing. The resource sharing in turn depends on
scheduling, allocation, and binding during high-level synthesis flow. Therefore, we propose a

viii

Simulated Annealing (SA) based design space exploration of HLS design subspace, bus line reordering, and encoding subspaces to optimize for worst-case crosstalk pattern in bus-based macrocell designs. We demonstrate that the proposed framework will aid layout level techniques in
eliminating false positive violations. We also propose an SA based algorithm to explore floorplan
and HLS subspaces to optimize coupling capacitances in bus-based macro-cell designs. We have
integrated an RTL floorplanner in HLS flow to estimate coupling capacitances between bus lines.
Crosstalk analysis using Cadence Celtic shows that the designs generated by the proposed
framework results in less number of crosstalk violations compared to designs generated through
traditional ASIC design flow. We also propose an on-chip crosstalk detection and elimination
technique that dynamically detects and eliminates worst-case crosstalk pattern with minimum area
penalty compared to other layout level techniques reported in the literature.
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CHAPTER 1
INTRODUCTION

Advances in the field of very large scale integrated circuit (VLSI) technology have enabled
integration of circuit components such as transistors, resistors, capacitors, and wires on a very
small scale. According to ITRS07 (International Roadmap for Semiconductors) the projected
feature size of a transistor by 2015 is 10nm [1]. As technology shrinks interconnects which serve
as arteries (or veins) in a digital system are also scaled along lateral dimensions i.e., the wires are
becoming thicker and narrower to reduce the resistance and in turn reduce propagation delay. The
wire spacing also decreases as the technology leaps into ultra deep submicron (UDSM) regimes.
Above 180nm technology nodes circuit parameters such as area, power, and delay used to be
the de facto metrics designers used to focus on while designing VLSI ASICs. For technology
nodes of 180nm or below the designers are forced to consider signal integrity issues during early
stages of the design cycle. Coupling induced crosstalk is considered as the first-order signal
integrity problem in deep submicron (DSM) chips. In DSM regime, the contribution of on-chip
coupling capacitances (or parasitic capacitances) between tall and thin wires in close proximity
account for more than 50% of total wire capacitance [2]. Due to the large on-chip capacitance
between the wires the interconnect delay has become the dominating metric in determining the
performance of a system. Even though the technology is scaled down, the chip area remains the
same (100 mm2 for a standard large chip), and more and more circuit components are packed into
the fixed area, thereby, increasing the interconnect density and associated coupling capacitances
between the closely spaced wires.

1

Figure 1.1. Capacitive and inductive noise peak voltage normalized by Vdd [98]

In this work, we consider only capacitive coupling and ignore inductive coupling. Inductive
crosstalk effects will be more severe for high frequency designs and is difficult to account for at
higher levels of design abstraction. This is so, because the inductance depends on return path of a
current loop which in turn depends on power or ground network which is available only during the
power planning stage of physical design synthesis phase. Figure 1.1 shows the crosstalk noise
effects due to capacitance and inductance for the current technology nodes [98]. As it can be seen,
for advanced technology nodes the impact of capacitive crosstalk effects are more pronounced than
inductive crosstalk. This is due to the fact that as technology shrinks the interconnect spacing is
also reduced which in turn increases the ratio of coupling capacitance to total capacitance as
shown in Figure 1.2.

1.1

On-chip signal crosstalk
On-chip signal crosstalk may cause violation of timing constraints by hastening or delaying the

signal transition or logic failure by inducing a glitch or spurious signal transition on the victim
wire. On-chip crosstalk induced noise is dependent on following parameters:

2

Figure 1.2. Contribution of coupling capacitance in nanometer technology [99]

L

M

R

Figure 1.3. First order capacitance model [2]

Coupling capacitance: In Figure 1.3 the capacitances Ctop and Cbot represent wire-tosubstrate capacitances and Cadj denotes the coupling capacitances between the middle (M)
wire with the wires to its left (L) and right (R). The above configuration is called a first
order coupling capacitance model because coupling capacitances due to immediate
adjacent nets alone are considered. The signal transitions on net L or R or both may
induce a voltage change on net M through charging or discharging of coupling

3

capacitances (Cadj) between them and thereby, inducing noise on wire M leading to timing
or functional violation on circuits driven by net M. Even though the wires will have some
coupling capacitance with wires that are farther away the effect of these coupling
capacitances are generally minimal. This is so, because coupling capacitances between the
wires decrease with separation distance and thereby reducing their [2].
Driver strength: The signal strength on a net depends on the size of the driver. If a signal
is driven by a large gate then the actively driven net will strongly oppose the signal
transitions from its neighbors thereby, minimizing the impact of coupling capacitance
induced noise. For example, Figure 1.4-A shows the circuit where the victim net (v) is
driven by an inverter and shares coupling capacitance with its immediate neighbors.
Figure 1.4-B shows the crosstalk noise effects on net v driven by inverters inv_4 (i.e.
inv_x represents the minimum width of the transistor multiplied by factor x) and inv_12. It
can be seen that the crosstalk noise at both the receiver input and output of net v is
significantly less for inv_12 compared to that for inv_4. However, sizing up the driver of
victim net may in turn interfere and induce crosstalk noise on its neighbors a_1 and a_2
[4, 5, 6, 96].
Signal transition patterns among the coupled nets: Crosstalk violations depend on data
patterns. In other words, crosstalk depends on temporal correlation between the coupled
signal nets. For example, in Figure 1.3, if the signal on the middle line (M) switches in a
direction opposite to signal transitions on the left (L) and right (R) wires then due to
Miller coupling effect the signal transition on the middle line (M) will be delayed [7].
Miller coupling effect or factor (MCF) describes the effect of signal transition pattern on
coupling capacitances seen by a net. In other words, it describes the multiplicative factor

4

a_2

(A)

(B)
Figure 1.4. Impact of driver sizing (A) Circuit depicting a victim net and aggressor nets
(B) Crosstalk noise effects on a victim net due to driver sizing [5]

5

for coupling capacitances. In the first order coupling capacitance model, the MCF can
vary from 4 to 0 based on the signal transition pattern on coupled nets. For example, in
Figure 1.1 the effect of coupling capacitance seen by M could be as high as 4.Cadj to as
low as zero.
Signal timing characteristics (i.e. slew rate, skew, signal switching time window): Slew
rate is a measure of rate of change of a signal from high to low or low to high. The
difference in switching time between a net and its neighbors is defined as a skew. Signal
timing window represents the duration between the earliest and the latest possible arrival
time of a signal computed during static timing analysis. The signal timing characteristics
such as slew rate and skew determine the amount of delay/speedup is induced on a net
when the adjacent nets are switching in the opposite direction and vice versa [8, 97].
Figure 1.5 shows the signal timing window for both victim (V) and aggressor nets (A1 and
A2). In Case 1, the sweep line intersects A2 and victim (V) timing window. If the sweep
line is pulled from left to right then the sweep line will intersect nets A1 and V timing
windows. However, the sweep line will never intersect both the aggressors (A1 and A2)
and victim (V) timing window. Therefore in Case 1 the impact of crosstalk noise on
victim net will be due to one of the aggressor nets (A1 or A2) and not both. In Case 2, the
sweep line intersects the timing window of all three nets and in this scenario the victim net
will suffer from noise contribution from both the aggressor nets.

1.2

ASIC design flow in DSM regime
Rapid progress in VLSI technology is forcing the designers to constantly evolve the design

flow to meet the power and performance requirements as well as to ensure circuit reliability in
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A1

A1

V

V

A2

A2

timing window
sweep line
Figure 1.5. Crosstalk noise computation based on signal timing characteristics [8]

modern VLSI systems. It also forces the electronic design automation (EDA) community to
develop automated tools to analyze and fix signal integrity issues without any manual intervention.
Figure 1.6 shows the sequence of steps to be followed for designing ASICs in deep submicron
regime [2]. The first step in the design flow is to specify the functional requirements as a
behavioral model. Generally, designers prefer to use Hardware Description Languages (HDL) such
as VHDL or Verilog to capture the behavior of the system followed by functional verification of
the behavioral specification. A commonly employed strategy is to partition a complex system into
modular blocks. Such a strategy allows for logic reuse which in turn helps verification efforts
because it reduces the number of modules that needs to be validated. Design time is also reduced
by allowing multiple groups to work on different modules simultaneously. A good partitioning is
also critical because the quality of design optimization that can be done during high-level synthesis
(HLS) depends on such a partition. High-Level Synthesis (HLS) is the process of automatically
translating a behavioral specification represented as a CDFG (Control Data Flow Graph) into a

7

Behavioral
Synthesis

System behavior
in HDL

LVS/DRC/ERC

RTL

Tapeout

Logic Synthesis

Gate level
netlist

Floorplan

Place & Route
layout

RC Extraction
ECOs
SPEF
netlist

Crosstalk
Analysis
TWF and
Slews

HDL: Hardware description
language
RTL: Register-transfer level
RC: Resistance and
capacitance
SPEF: Standard parasitic
exchange format
LVS: Layout versus
schematic
DRC: Design rule check
ERC: Electrical rule check
TWF: Timing window file
ECO: Engineering change
order

Static Timing
Analysis

Figure 1.6. ASIC design flow [2]
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register-transfer level data path (RTL) and a behavioral controller [10]. To accomplish this task a
HLS engine performs the following tasks:
Scheduling: In this step, operations in a DFG are assigned to a particular time step for
execution while satisfying the predecessor and successor constraints imposed on the
operations.
Allocation: In this step, required number of functional resources is assigned to implement
the operations defined in the DFG.
Binding: In this step, the operations are assigned to a specific instance of a functional
resource.
Register allocation and binding: Based on the scheduled information, registers are shared
by the functional resources.
Interconnect generation: interconnects is the lifeline of any digital system. They may be
classified into three types: (a) Point-to-point multiplexer based interconnects; (b) Shared
bus-based interconnects; and (c) Hybrid (multiplexer and bus-based).
Datapath and control generation: A datapath consists of functional, storage, and
interconnect units. While a controller is implemented as a finite state machine and
generates control signals for controlling the data flow in the datapath.
The next step is to verify the generated RTL for functional correctness followed by logic
synthesis where the RTL netlist is synthesized into gate level netlist. The following checks are
carried out on gate level netlist to ensure that the design meets the user constraints:
Gate level netlist simulation to verify functional correctness
Gate netlist power analysis to confirm that the design meets the power targets
Static Timing Analysis (STA) to ensure that the design meets the targeted performance
requirements

9

The logic synthesis is followed by floorplanning which determines the relative positions of the
modules based on the connectivity, creation of pad-ring, placement of I/O pads with area
minimization as the primary objective function. Based on the floorplan information packaging
feasibility study is conducted to ensure that the ASIC will confirm to packaging requirements. In
the placement stage, the actual positions for the modules are determined based on the timing/area
requirements followed by power grid construction to meet the power demands of the ASIC.
Routing is carried out next and is generally carried out as a two-step process: (a) Global routing;
and (b) Detailed routing. Global routing determines the regions through which the nets might be
routed. On the other hand, detailed routing determines the exact route between pins of various
communicating modules [11]. After routing, RC extraction is carried out to obtain the SPEF
(Standard Parasitic Extraction Format) netlist containing the extracted coupling capacitances, wireto-substrate capacitances, and resistance information for interconnects in the design.
In prior technologies (0.25μm or above) the wire-to-substrate capacitances are more dominant
and coupling capacitances are generally ignored. Therefore, in the design flow only power and
delay analysis were carried out. For technology nodes of 180nm or below, the design engineers
and EDA tool developers are forced to evolve the design flow to incorporate crosstalk analysis to
ensure signal integrity. The next step in the design flow involves running static timing analysis
with extracted SPEF netlist to generate signal timing windows and slew information required for
crosstalk aware delay analysis. Crosstalk induced glitch and delay analysis are carried out to
identify problem noise nets. A problem noise net is a net which may cause functional or timing
violation in a design. Most of the existing techniques and EDA tools attempt to eliminate crosstalk
violations by employing techniques such as wire segment re-arrangement [12], wire re-ordering
[13], wire spacing [14], buffer insertion [15], and shield line insertion [16] to minimize coupling
parasitcs among the interconnects. Once the design passes the crosstalk violation check a series of
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design checks are performed:
LVS (Layout versus schematic) – LVS check is done to verify whether all the
interconnections in the schematic are exactly replicated in the layout. It also performs
checks to establish physical equivalence such as transistor W/L, and capacitor or resistor
value in the schematic and layout netlist.
DRC (Design rule check) – DRC check is done to verify that a given layout conforms to
the fabrication rules recommended by the vendor for the particular technology node.
Typically DRC checks for geometric and connectivity rules such as width, spacing, layer
connectivity, etc., are carried out.
ERC – Electrical rule check is done to ensure proper electrical connections (i.e., power
and ground connections) by checking for proper contacts in well and substrate to prevent
latch-up effect and electromigration. It also detects electrical faults such as open and short
circuits in the layout.

1.3

Need for high-level crosstalk optimization
Experts both in academia and industry are unanimous in their opinion that crosstalk induced

signal integrity issue is a major design challenge in DSM regime. The current set of EDA tools are
generally built on pessimistic assumptions, thereby, causing them to report too many violations
including significant percentage of false positives. Fixing all such violations is expensive in terms
of design time and chip real estate. From Figure 1.4 it is also clear that the state-of-the-art EDA
tools target eliminating crosstalk violations only during or after routing phase in the design flow.
Such layout level optimization techniques target minimizing coupling capacitance as the only
metric to eliminate crosstalk violations. However as discussed in Section 1.1 crosstalk is a function
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of not only the coupling capacitance but also driver strength, signal timing characteristics, and
signal transition patterns.
Most of the layout level techniques generally ignore data dependent nature of crosstalk
violations. For example, if two neighboring nets are strongly coupled and are always going to
switch simultaneously in the same direction then the effect of coupling between them will be zero
due to Miller coupling effect. However, layout level analysis and optimization techniques
generally ignore such data dependent nature of crosstalk violations and may flag such nets as
problem noise nets. In addition, layout level crosstalk repair techniques are expensive in terms of
computational time for large designs due to lack of design flexibility at lower levels of design
hierarchy. Design flexibility means the ability to easily modify or explore different solutions in a
short period of time. For example, to insert a shield line on a routed design may require rip and reroute of several nets. A major disadvantage of layout level crosstalk optimization techniques is that
the majority of design decisions which determine the chip area, interconnections between the
modules, number of interconnects, resource sharing, type of communication architecture, etc., are
taken at higher levels of design abstraction. All these high-level design decisions have a major
impact on the quality of the final layout and by ignoring decisions taken at these levels and
focusing on optimizing crosstalk at the lowest level drastically increases the complexity of
problem. The works proposed in [17] and [18] have shown the impact of these parameters on
meeting the performance constraints in a design. Therefore, we are motivated to explore
techniques at higher levels of design abstraction to eliminate crosstalk violations.
Crosstalk optimization at the higher level of design abstraction has the inherent advantage of
fast design space exploration i.e., it is easier to evaluate the cost of a solution and implement
actions to modify one solution to another. For example, to add an extra functional resource during
allocation phase requires just updating the count for number of instances of that particular resource
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and evaluating some analytical expression to determine the cost of such a move. On the other
hand, to implement such a move and to evaluate its effect at layout level will be costly because
there might not be enough area to accommodate additional resource without major modifications
to fixed layout. Therefore, we are motivated to explore ways to eliminate crosstalk by developing a
high-level framework that will optimize two primary crosstalk metrics: signal transition patterns,
and coupling capacitance.
A key challenge for crosstalk estimation or optimization at higher level of abstraction is the
non-availability of neighborhood details for interconnects until the routing stage in the design
flow. Therefore, it limits the level at which the crosstalk issues can be handled as evidenced by
multitude of research works during physical design stage of design flow. This scenario is evident
in a point-to-point interconnect architecture where the neighborhood details are known only after
detailed routing. Therefore, crosstalk analysis and repairs can be done only at layout level.
Alternatively, in a bus-based interconnect architecture the neighborhood is partially defined even
before the physical design stage of ASIC design flow. Buses are interconnects shared by various
communicating units thereby reducing the number of connections in a design compared to pointto-point interconnect architecture. In a bus-based design, key design decisions such as number of
buses, number of bus drivers, type of bus drivers (i.e., multipliers, adders, registers, etc.), and bus
width are made during high-level synthesis. These design decisions have a direct impact on
interconnect structure in final layout. In addition, signal transition pattern on coupled nets are
dependent on data correlations which in turn depend on resource sharing. The resource sharing in
turn depends on scheduling, allocation, and binding during high-level synthesis flow. Therefore,
we propose a high-level framework for reducing the impact of Miller coupling effect (MCF) on
coupled signal nets and a unified high-level and physical synthesis framework for minimizing
coupling capacitance in bus-based macro-cell designs. We also propose an on-chip crosstalk
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Unified high-level and physical
synthesis framework to minimize
coupling capacitance

High-level framework
to minimize worstcase crosstalk pattern

Figure 1.7. Proposed high-level frameworks to reduce crosstalk noise violations

detection and elimination technique to dynamically detect and eliminate the impact of worst-case
crosstalk patterns in bus-based macro-cell designs. Figure 1.7 shows the proposed high-level
framework and on-chip technique to reduce the impact of coupled signal transition patterns and
unified framework to minimize coupling capacitance on bus-based macro-cell designs.
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1.4 High-level framework for worst-case crosstalk pattern minimization during high-level
synthesis
Crosstalk estimation based on pessimistic analysis might report significant number of false
violations. On the other hand, an over optimistic estimator may lead to chip failure. Low level
estimation and optimization techniques are inherently pessimistic in nature because they ignore
data pattern dependent nature of crosstalk violations. Therefore, we propose a high-level synthesis
framework to optimize worst-case signal transition pattern in coupled signal nets. Worst-case
signal transition pattern is also commonly referred to as worst-case crosstalk pattern. Figure 1.8
shows an example of worst-case crosstalk pattern on a 4-bit bus due to temporal correlation. In
Figure 1.8-A the value on bus at time tn-1 is “1101” and “1010” at time tn. Due to temporal
correlation, bit b1 switches in a direction opposite to that of its neighbors thereby inducing a worstcase delay on b1 due to Miller coupling effect. Similarly, bit b2 in Figure 1.8-B also suffers worstcase delay.
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Figure 1.8. Examples of worst-case crosstalk pattern on a 4-bit bus due to temporal correlation

The proposed approach is as follows: We profile the data flow graph (DFG) for a design by a
typical input sequence and synthesize it to an RTL netlist through our HLS system. We formulate
the problem as simulated annealing based design space exploration problem. We define low
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temperature and high temperature moves for each of the HLS tasks (schedule, allocate, and bind)
and a set of crosstalk aware moves implementing bus line re-ordering and data transfer invert
encoding moves. The primary objective is to minimize the number of worst-case crosstalk patterns
with latency (schedule length), and number of functional, storage, and interconnect resource
minimization as secondary goals. Experiments were conducted on DSP benchmarks under latency
constraint, resource constraint, and no constraint environments. The results also show a significant
number of nets (>50%) to be crosstalk free (i.e., nets with zero worst-case coupling transition).
The proposed framework aids the layout level analysis techniques in filtering out false positive
violations. This is so, because layout level analysis tools may flag many of the nets to be noise
nets due to large coupling capacitance between the bus lines under default worst-case scenario
(i.e., the adjacent nets will simultaneously switch in opposite direction). Experimental results show
that upto 75% of nets under resource constraints, 70% of nets under latency constraints, and on
average 55% of nets under resource and latency constraints were found to be crosstalk free i.e.,
they do not require any repairs at layout level even if they are reported as noise nets by pessimistic
crosstalk estimation tool, thereby, eliminating a significant percentage of false positive violations.
Results also show that on average 50% of worst-case signal transitions were optimized over all the
buses in a design under resource and latency constraints.

1.5 Floorplan driven high-level synthesis framework for crosstalk noise minimization in
macro-cell based designs
We have also developed a floorplan driven high-level synthesis tool to produce crosstalkimmune designs. We formulate the problem as a Simulated Annealing based design space
exploration of HLS and floorplan subspaces to eliminate crosstalk noise violations by optimizing
coupling parasitics in bus-based interconnects. The motivation behind the proposed approach is in
a bus-based communication architecture in which the interconnect resources (buses) are shared by

16

functional (FU) and storage units. A bus is a group of signal wires that run adjacent to each other
connecting various communicating units. The coupling parasitics between the neighboring wires
is proportional to its overlap length. By reducing the length of interconnects (or buses) the
coupling capacitances between the neighboring nets are also reduced, which in turn, reduces
coupling noise on victim nets. The bus length is dependent on the relative locations of
communicating modules in a floorplan and module interconnections from HLS binding phase. It
is also well known that scheduling and allocation have direct impact on HLS binding decisions.
Therefore, we have proposed a framework to simultaneously explore HLS design subspace and
floorplan subspace to optimize crosstalk noise. To validate the proposed approach, the synthesized
RTL designs (with an associated floorplan) are placed and routed by Cadence-SOC Encounter.
Cadence Fire & Ice, a parasitic extraction tool, is used to extract the coupling parasitics and the
crosstalk analysis is performed with Cadence Celtic, a layout level coupling noise analysis tool
employing static noise analysis technique. Experimental results for five benchmarks (DCT, EWF,
FFT, mpeg-motion vector function, and ARF) demonstrate that the proposed approach can reduce
crosstalk violations by as much as 96% (in 180 nm technology node) with an average reduction of
89% over the designs synthesized with traditional sequential flow with 10% area penalty.

1.6

On-chip dynamic crosstalk pattern detection and elimination technique
We present an on-chip crosstalk pattern detection and elimination circuit to eliminate worst-

case coupling transition pattern. ASIC designs are generally synchronous systems. So, in a busbased interconnect architecture the bus cycle time has to be set based on the propagation delay of
worst-case crosstalk pattern. However, designs based on such pessimistic estimate are not
desirable because not all the signal transitions might result in worst-case propagation delay and
will adversely impact the performance of the system. We propose an on-chip worst-case crosstalk
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pattern detection and elimination circuit which dynamically detects and eliminates the worst-case
crosstalk pattern. A worst-case crosstalk happens due to temporal correlation between the data
transmitted on a bus in the previous clock cycle and the data to be transmitted in the current cycle.
The proposed technique eliminates worst-case crosstalk by postponing the transmission of data
pattern which might cause worst-case delay by one clock cycle and instead transmits a logic zero
value on the bus during the current clock cycle. This allows the design to operate at higher clock
frequency and suffers a penalty of one clock cycle only when a worst-case crosstalk pattern occurs.
The proposed technique and SA based worst-case crosstalk pattern minimization framework
complement each other very well. Because SA based HLS framework generates an RTL netlist
optimized for worst-case crosstalk pattern. By implementing the dynamic on-chip technique on
such designs significantly reduces the speed penalty (i.e., one clock cycle per detection) incurred to
eliminate worst-case crosstalk pattern. Similarly, the proposed technique enhances the robustness
of SA based framework as the proposed high-level framework optimizes designs based on input
data profiles. In real time, if the input data trace has different characteristics compared to the input
data profile then it may cause crosstalk violations on buses. In such a case, the proposed technique
provides an additional layer of security by dynamically filtering out such violations.

1.7

Organization of this dissertation
The rest of the dissertation is organized as follows:
Chapter 2 defines basic crosstalk related terminology and notations used in this
dissertation. It also presents a literature survey on crosstalk estimation and optimization at
different levels of design abstraction.
Chapter 3 proposes the high-level synthesis framework for worst-case crosstalk pattern
minimization in VLSI ASICs. A hardware architecture model generated by the framework
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is presented. We present details on Simulated Annealing based design space exploration
of high-level synthesis, re-ordering and encoding subspace to minimize worst-case
crosstalk pattern.
Chapter 4 presents floorplan driven high-level synthesis framework for minimizing
crosstalk noise by optimizing coupling parasitics. This chapter discusses the need for tight
integration between high-level synthesis and physical design synthesis. We show the
impact of high-level and low level decisions on crosstalk noise metric for bus-based
macro-cell designs. This chapter discusses physical design procedure for generating a busbased macro-cell designs using commercial Place & Route tool. We present an
experimental flow for crosstalk analysis using Cadence Celtic crosstalk analyzer. The flow
helps to demonstrate that the designs synthesized by the proposed framework have less
crosstalk violations than that of the designs by the traditional ASIC design flow.
Chapter 5 proposes a dynamic on-chip crosstalk detection and elimination scheme to
eliminate worst-case crosstalk pattern. We present results to show how the proposed
scheme and SA based framework for crosstalk pattern minimization complements each
other well. This chapter demonstrates the effectiveness of proposed scheme over shielding,
double spacing, and encoding approaches.
Chapter 6 draws conclusions and provides directions for the future work.
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CHAPTER 2
BACKGROUND AND RELATED WORK

Aggressive scaling and dense packing of interconnects in modern VLSI integrated circuits
have exacerbated signal integrity problems. Such problems arising due to on-chip crosstalk
between neighboring wires become more pronounced at deep sub-micron regime. Recently, onchip signal crosstalk due to coupling capacitances have become the focus of the research for nanoscale designs. In Section 2.1, we first present the crosstalk related terminology that will be used
throughout this dissertation. Section 2.2 discusses the effects of crosstalk on circuit reliability.
Section 2.3 surveys the works proposed for crosstalk estimation. Section 2.4 discusses the
techniques proposed to optimize crosstalk at various levels of design hierarchy. Section 2.5
outlines the Simulated Annealing based optimization algorithm and its applications to solve CAD
related problems.

2.1

Crosstalk related terminology and definitions
We first define crosstalk related terminology that is widely used in the literature as well as in

this dissertation.
Victim net and aggressor net: A victim net is a net whose signal can be influenced by the
neighboring nets. A net which influences the signal transitions of its neighbors is an
aggressor net. Technically speaking, every net acts as an aggressor and/or victim.
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Figure 2.1. Crosstalk noise effects in a two aggressor model

Two aggressor model: A model in which a victim net has two aggressor nets (one on each
side) as shown in Figure 2.1. Each net is driven by and drives a standard inverter load. Vp
is the noise voltage induced due to coupling capacitances as measured on the victim
signal.
Crosstalk pattern and Miller coupling factor: A set of signal transitions on victim and
aggressor(s) that will affect the timing or induce glitch on victim net is generally referred
to as crosstalk pattern. In a two aggressor model, the aggressors and a victim are
represented as (A2, V, A1). The effective capacitance of victim net (V) according to
Miller coupling factor (MCF) is represented as [2, 74, 75]:

Ceff

Cg Cc ΔV ΔA1
E

Cc ΔV ΔA2
E

(2.1)

where ΔV is the voltage change on victim wire and ΔA1 and ΔA2 are voltage changes
on aggressor nets. E represents the supply voltage. Cc and Cg denotes the coupling
capacitances between the victim and aggressor nets and wire to substrate capacitance.
Miller coupling factor describes the factor by which the coupling capacitances will be
multiplied based on signal transition pattern on coupled nets. Table 2.1 shows Miller
coupling effect due to different switching patterns in a two aggressor model. The terms
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signal transition pattern and coupled signal transition pattern are also used frequently to
refer to crosstalk patterns.
Example 1: Consider both the aggressors in Figure 2.1 are switching from 0 to 1and
the victim net is switching from 1 to 0. The effective capacitance seen by the victim
net (V) for the supply voltage E = 5V is:
ΔV = 5 – 0 = 5V
ΔA1 = 0 – 5 = -5V
ΔA2 = 0 – 5 = -5V
substituting values of E, ΔV, ΔA1,and ΔA2 in Equation 2.1 we get,

Ceff

Cg Cc 5 ( 5)
5

Cc 5 ( 5)
5

Cg 4Cc

Example 2: Consider only one aggressor A1 in Figure 2.1 is switching from
0 to 1 and the other aggressor net A2 is idle at logic „0‟ (i.e., there is no
switching). The victim net is switching from 1 to 0. In this scenario, the effective
capacitance seen by the victim net for the supply voltage E = 5V is:
ΔV = 5 – 0 = 5V
ΔA1 = 0 – 5 = -5V
ΔA2 = 0 – 0 = 0V
substituting values of E, ΔV, ΔA1,and ΔA2 in Equation 2.1 we get,

Ceff

Cg Cc 5 ( 5)
5

C c 5 ( 0)
5

Cg 3Cc

Worst-case Crosstalk Pattern: In a two aggressor model, a worst-case crosstalk pattern
refers to the signal transition pattern that causes a worst-case propagation delay on a net.
This happens when the signals on both the aggressor nets switch in a direction opposite to
that of the victim net as shown in Table 2.1 for which the Miller coupling factor is 4 [7],
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18] . Therefore, the effective capacitance (Ceff) of a victim net will be equal to Cg + 4Cc
and this will lead to worst-case propagation delay on victim net. The signal transitions „↑‟,
„↓‟, and „-„ represents signal transition from logic „0‟ to logic „1‟, logic „1‟ to logic „0‟,
and no transition.
Table 2.1. Effects of signal transition patterns on coupling capacitances of a victim net [18]
Miller Coupling
Factor
0
1
2
3
4

2.2

Coupling Transition Patterns
(A2,V,A1)
(↑,↑,↑) (↓,↓,↓)
(-,↑,↑) (-,↓,↓) (↑,↑,-) (↓,↓,-)
(-,↑,-) (-,↓,-) (↑,↑,↓) (↑,↓,↓)
(↓,↑,↑)(↓,↓,↑)
(-,↑,↓) (-,↓,↑)(↑,↓,-)(↓,↑,-)
(↑,↓,↑)(↓,↑,↓)

Referred to as
No Coupling
Cc
2Cc
3 Cc
4 Cc

Effects of crosstalk on reliability of digital circuits
The on-chip signal crosstalk may cause two types of failure based on the signal transition

pattern:
Timing Failure (Setup or Hold time violations)
Functional Failure
The propagation delay of a signal is dependent on the resistance and capacitances of the wire
in addition to gate delay. For a circuit shown in Figure 2.1 the total load capacitance seen by the
driving gate is sum of vertical capacitances (Cg) and lateral or coupling capacitances (Cc). The
coupling capacitance (Cc) is determined based on parameters such as wire length (L), layer type,
wire spacing (d), and thickness. Due to Miller coupling effect, the propagation delay is also
dependent on signal transition patterns on these wires.
Figure 2.2 shows the impact of worst-case crosstalk pattern induced delay on a victim net (V).
In Figure 2.2, Vv1(t) is the voltage waveform on the victim net in the absence of coupling
capacitance and Vv2(t) waveform represents the delay induced due to worst-case crosstalk pattern.
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Figure 2.2. Crosstalk delay effects on a victim net due to worst-case signal transitions on victim
and aggressor nets

In other words, when both the aggressors switch in the same direction as victim net the total
capacitance is Ceff = Cg i.e., coupling capacitance (Cc = 0) will have no effect on delay. If both the
aggressors switch in the opposite direction to that of victim wire (V) then the worst-case delay is
shown by waveform Vv2. This increase in delay due to aggressors (A1 and A2) can cause a signal
to arrive too late at a flip-flop causing setup time violation.
Figure 2.3 shows an example circuit illustrating the effects of crosstalk induced glitch on a
victim net (V) leading to functionality failures. In the example circuit a victim net is driving a reset
input of a flip-flop. As shown in Figure 2.3 the victim net is static (i.e. remains constant at logic
„0‟ or „1‟) and aggressor nets are switching in the same direction. This might induce a glitch on the
reset line (or victim net) based on the coupling capacitances between the neighboring nets. A
glitch on the reset line is fatal as it can reset the output of the flip-flop leading to functional
failures. Therefore, to tackle the crosstalk induced delay and functional failures requires efficient
crosstalk estimation and optimization techniques.
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Figure 2.3. Crosstalk noise induced functional failure

2.3

Crosstalk noise estimation models
Circuit attributes such as power, area, delay, switching activity, and coupling noise can be

estimated and optimized at different levels of design hierarchy. Estimation models at lower levels
of design hierarchy are more accurate but are computationally expensive. On the other hand, highlevel estimation techniques are less accurate but enable the designer to fix any violations at the
earliest possible design stage with more degrees of freedom still available for exploration. Based
on the abstraction level the crosstalk estimation models can be broadly classified into two groups:
Low level crosstalk estimation
High-level crosstalk estimation

2.3.1

Low level crosstalk noise estimation

A very straight-forward and an accurate noise estimation technique is to simulate the entire
circuit using circuit level simulation tools such as SPICE [32]. Such techniques are
computationally expensive and not feasible for designs with millions of transistors. Researchers
have proposed several model reduction techniques to estimate coupling noise [19, 20, 21]. In such
techniques, the circuit is modeled as a noise graph. Then, coupling noise waveform is calculated at
each node in the graph. The calculated noise is then propagated through the graph network and
tests are performed to check for noise stability and sensitivity at every node in the design. The
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Figure 2.4. Crosstalk noise computation in a charge sharing model [2]

nodes that fail the test are identified as gates susceptible to functional failures. Such reduction
techniques are still computationally expensive for designs with a large set of interconnect wires.
They are not suitable to estimate coupling noise in iterative design flow for fixing crosstalk
induced violations during physical design synthesis phase. Devgan [22] has proposed an elegant
method to compute coupling noise estimates between wires based on final value theorem [23]. The
proposed technique is simple in the sense that it allows coupling noise to be estimated in the same
manner as done by employing the well known Elmore delay model [24]. The simplicity of the
approach has allowed the proposed technique to be incorporated in the Elmore model for crosstalk
noise optimization [25]. Devgan‟s metric estimates an upper bound on coupling noise for RC and
overdamped RLC interconnects. Though Devgan‟s method ensures an upper bound on the noise
induced it suffers from two limitations: (a) it is overly pessismistic and may not be suitable for
system with fast switching transitions at the gate outputs i.e., signals with fast slew rates; and
(b) The amplitude of induced noise is determined independent of ground capacitances and
resistances of victim and aggressor nets. In other words, Devgan‟s noise metric ignores the effect
of net length on coupling noise amplitude. Therefore, its accuracy is limited to short wires.
Kuhlmann and Sapatnekar [26] proposed a method based on Devgan‟s metric addressing the
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above mentioned limitations. The crosstalk noise is estimated based on a closed form expression
considering the sink capacitances and conductance of victim and aggressor nets.
Another commonly used model to compute the peak noise on a victim net is the charge
sharing model [2]. In this model a circuit is modeled as a capacitive voltage divider to compute the
noise on a victim net. Figure 2.4 shows an example of charge sharing model where the victim net
is actively driven and the driver of the victim net supplies current to oppose the transition or noise
induced by the aggressor net. In such a scenario, the peak noise is dependent on the time constant
ratio k of the aggressor to the victim net. The voltage change on victim net is computed according
to Equation 2.2.
Cadj

ΔVvictim

Cgnd

v

Cadj

1
ΔVaggressor
1 k

(2.2)
k

aggressor
victim

Raggressor (Cgnd a Cadj )
Rvictim(Cgnd v Cadj )

Vittal et al. [3, 27] have derived analytical expressions to compute the crosstalk noise
amplitude and noise pulse width based on modifications to charge sharing model. Vittal‟s model
also addresses the combined impact of pulse width and noise amplitude to determine coupling
noise induced violations. It also accounts for drive strengths of victim and aggressor nets.
Equation 2.3 provides the bound on noise pulse amplitude for the circuit shown in the Figure 2.6.

Vp
1

C2
Cx

1
C
R1
1 1
R2
Cx

(2.3)

In Figure 2.5, Node O refers to a victim net and node M denotes neighboring aggressor.
Resistance R1 is the driver resistance of aggressor and R2 is the output resistance of victim net.
While C1 and C2 represent wire-to-ground capacitances of aggressor and victim nets respectively
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Figure 2.5. Circuit modeling an aggressor and victim net to compute crosstalk noise amplitude
[27]

and Cx is the coupling capacitance between the aggressor and victim nets. Vittal‟s model has been
utilized by routers [27] to eliminate the coupling noise induced effects.
The coupling noise introduced by an aggressor net on a victim is calculated using
Equation 2.2. A victim net may have many aggressors along its path as shown in Figure 2.6. Here
the victim net (V) has four aggressor nets and every aggressor may induce crosstalk noise on the
victim net and it may not be possible to evaluate all possible switching combinations to determine
the total coupled noise voltage on a victim. Therefore, superposition theorem is widely used to
calculate the total noise voltage on a victim net. In superposition theorem, the coupling noise due
to each individual aggressor is computed separately assuming all the other aggressor nets are
driven to ground and the total coupling noise is calculated as sum of coupling noise due to
individual aggressors [22, 28, 29].

2.3.2

High-level crosstalk noise estimation

In [30], Gupta and Katkoori have proposed two high-level techniques to estimate the
probability of crosstalk events on the signal lines in a system bus. Due to non-availability of
parameters such as resistance, capacitance, and signal timing characteristics at higher levels of
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Figure 2.6. An example of a victim net coupled to multiple aggressors along its path [27]

design abstraction, the authors have proposed statistical techniques to estimate crosstalk
probability based on transition patterns on signal nets. In proposed statistical enumerative
approach, they analytically estimate the bit-level crosstalk probability based on word-level
statistical parameters such as mean, standard deviation, and lag-1 temporal correlation. The word
level statistical parameters reflect signal transition pattern on the nets in a design. The time
complexity of statistical enumerative approach is determined to be exponential with respect to bus
width. Therefore, they have proposed an improved statistical non-enumerative approach with
linear time complexity. Experimental results for the statistical estimators have shown that the
proposed high-level estimation technique is reasonably accurate with average errors in the range of
7%-12% when compared against HSPICE simulations for buses ranging from 8 to 32 bits.
Gupta et al. have also proposed a floorplan based crosstalk estimation technique for macrocell based designs [31]. In this technique a floorplanner and a global router is integrated with the
statistical estimation flow [30]. The floorplanner determines the relative locations of the modules
and global router provides approximate routes for each net in the design. This information is
utilized by the word-level statistical estimators to estimate the crosstalk probability of a net with
respect to its neighboring aggressor nets. The crosstalk susceptibility information generated by the
statistical engine may then be used to fix crosstalk violations. In [32], Gupta and Katkoori have
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proposed an optimization technique during behavioral synthesis that searches for crosstalk aware
binding solutions based on the results of high-level statistical estimation models.

2.4

Crosstalk optimization
Over the years, researchers have proposed many crosstalk optimization techniques during the

physical design synthesis phase. Generally, crosstalk optimization is considered to be more
effective at post detailed routing phase. This is so, because coupling parasitics extraction after
detailed routing is more accurate, due to the availability of complete neighborhood details and
dependence on statistical models for coupling capacitance extraction is completely eliminated [34,
35].

2.4.1 Post-layout crosstalk optimization techniques
Some of the most widely implemented post-processing techniques are: changing the wire
spacing between crosstalk sensitive nets, wire re-ordering techniques which attempts to change the
adjacencies among the wires, wire perturbation techniques which attempt to re-arrange wire
segments to influence coupling noise characteristics and gate or transistor sizing techniques.
Figure 2.7 shows an example of impact of wire perturbation in reducing coupling capacitances
between the adjacent wires. Hanchate and Ranganathan [34] have proposed a game-theory based
multimetric optimization approach to optmize crosstalk delay, power, and noise during post
detailed routing phase by determining optimal wire size for the nets. Majority of the above
mentioned postprocessing techniques are geared towards optimizing crosstalk by minimizing
coupling capacitances between the adjacent wires. A major drawback of such post-processing
techniques is it may have very little freedom to explore for new solutions. This is so, because most
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Figure 2.7. An example of wire perturbation technique to minimize coupling capacitance between
adjacent nets [33]

of the layout is fixed and to rip and re-arrange even few noise sensitive nets may be time
consuming because it may have an adverse impact on its neighbors.
Hanchate and Ranganathan have also proposed a game-theory based post layout gate sizing
technique to simultaneously optimize crosstalk delay and noise [4]. In this work, the authors
attempt to minimize crosstalk by determining optimal drive strength for every net in the design. As
crosstalk noise on a net depends on size of the gates driving the victim net and aggressor net. If the
victim net is driven by a large gate then the current supplied by the gate will be strong enough to
oppose the transitions induced by the aggressors. But the victim net itself will become a dominant
aggressor for its neighbor thereby causing crosstalk violations on the neighbors. The techniques
proposed in [4, 36, 37] attempt to solve the cyclical dependency by determining ideal gate size for
crosstalk sensitive nets.

2.4.2 Routing-level crosstalk optimization techniques
The next high level of design abstraction at which crosstalk optimization is attempted is during
routing phase of physical design synthesis. Generally routing is done as a two step process: Global
routing followed by detailed routing. Crosstalk optimization during detailed routing has more
freedom compared to post layout optimization techniques. Typically the crosstalk-aware routers
start with an initial routing solution and iteratively improve the routing based on the crosstalk
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constraints. Techniques employed during iterative improvement includes wire segment re-ordering
[33], wire re-arrangement [37, 39], changing track and layer assignments [40, 41], and in some
cases shield insertion [16, 17]. The proponents of optimization during global routing have
pointed out that the routing flexibility to fix violations is limited during detailed routing phase.
This is because during detailed routing the routes of a net are adjusted locally i.e., within a small
routing region thereby the effectiveness of optimization partially depends on global routing
solutions. In global routing, a set of regions in which the wire will go through is determined but
the actual route of the wires and its neighbors are available only during detailed routing phase. So,
optimization during global routing utilizes approximated coupling extraction information to
determine crosstalk sensitive nets [43, 44, 45, 46]. Therefore, considering crosstalk noise
optimization at higher levels comes at the cost of reduced accuracy in estimating coupling
parasitics and noise nets. However, it enhances the range of solutions that can be explored for
crosstalk noise optimization [30, 32]. Researchers have also proposed optimization methods during
the placement stage of physical design synthesis [47, 48].

2.4.3.

Encoding techniques

In Section 2.1 we discussed the importance of signal transition patterns and its impact on
crosstalk induced delay and noise due to Miller coupling effect. Research works targeting worstcase crosstalk pattern elimination implement encoding schemes to prevent coupling transitions on
a victim and aggressor nets that induces maximum delay on a victim net [49, 50]. The motivation
for employing encoding techniques to prevent worst-case coupling transitions is based on the
successful implementation of encoding techniques to optimize dynamic power [51, 52, 53]. There
is a close similarity between optimizing for power and crosstalk in terms of switching activity i.e.,
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channel
Figure 2.8. Communication model for crosstalk prevention coding technique

to optimize dynamic power, self transition activity on a net has to be reduced and to optimize
crosstalk, coupling transition activity has to be minimized. There are several research works which
try to minimize both self and coupling transitions to achieve low power and crosstalk delay
elimination [54, 55, 56, 57].
The works proposed in the literature that target optimizing worst-case signal transition patterns
can be broadly classified into two types:
Preventive techniques
Reactive techniques
A preventive technique completely eliminates the occurrence of worst-case crosstalk pattern
i.e., the signal on a victim net never switches in a direction opposite to that of its aggressor nets.
Bus encoding techniques [49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59] proposed in the literature are
examples of preventive techniques. Figure 2.8 shows the communication protocol for encoding
techniques. At the sender side of the bus is an encoder which maps the actual data words to
encoded data generally referred to as codewords before they are transmitted over the bus (or
channel). A codebook defines the mapping between data words to codewords. A fundamental
requirement for all crosstalk prevention coding technique is no two successive codewords can
cause adjacent nets to make transition in opposite direction. Figure 2.9 shows a set of valid and
invalid transitions. A codeword is said to be connected to another codeword if it results in a valid
transition from one to other or viceversa. A neighborset of a codeword is defined as a set of
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Figure 2.9. Examples of valid and invalid codeword transitions

codewords to which it is connected to and its degree is the size of neighbor set. The authors in [59]
have derived asymptotic bounds on number of additional wires required for different types of
encoding techniques such as memory based encoding (unpruned and pruned) and memoryless
coding techniques.
In unpruned code with memory based encoding technique there is no restriction on codewords
that are allowed in the codebook i.e., all possible n-bit values could be a codeword. The authors in
[59] have proved that the codebook size is at its minimum for class 1 codewords. A class 1
codeword is a codeword with alternating sequence of 0 and 1 bits. For example, 0101 and 1010
are 4-bit class 1 codewords. Figure 2.10 shows the additional bit overhead for unpruned memory
based encoding technique From the figure it is clear that the number of additional bit lines
required to encode a 32-bit bus is about 44%. The authors in [59] have also presented a pruning
algorithm to eliminate class 1 codewords from the codebook. Analysis of pruned code with
memory has shown that the wiring overhead could be reduced to 25%.
A memoryless encoding techniques uses a single unchanged codebook i.e., every codeword in
the codebook should be able make a transition to every other codeword defined in the codebook.
The problem of finding largest such codebook is similar to finding the largest clique in a graph,
where each node in a graph represents a codeword and every valid transition between codewords is
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Figure 2.10. Overhead in terms of number of additional bit lines required for encoding derived
based on asymptotic bounds [59]

Figure 2.11. Overhead comparison between memoryless encoding and memory based encoding
techniques in terms of number of additional wire requirements [59]

represented by an edge. Figure 2.11 shows the percentage overhead comparison for memoryless
and memory based encoding techniques. From Figure 2.11 it is clear that pruned code with
memory requires lesser number of wires compared to memoryless encoding technique. However,
logic overhead is more for memory based encoding techniques because codebook in encoder and
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Figure 2.12. Implementation details of crosstalk aware variable cycle transmission method [18]

decoder circuits is dependent on previous value transmitted on the bus. On the other hand,
memoryless encoding has single unchanged codebook.
In a reactive technique, a corrective or counteractive action is taken to nullify the effect of
worst-case crosstalk pattern. Lin, Vijaykrishnan, Kandemir, and Irwin [18] have proposed a
crosstalk aware interconnect technique where data is transmitted at different rates depending on
the data pattern. In their work, a crosstalk analyzer circuit at the sender side of the bus compares
the data to be transmitted in the current cycle with the data transmitted in the previous cycle.
Depending on the type of crosstalk pattern classified according to Miller coupling effect (types of
crosstalk pattern, refer Table 2.1) the number of cycles required to transmit the data is dynamically
determined. Figure 2.12 shows the implementation details of crosstalk aware variable cycle
transmission approach [18].
Generally in a bus-based design the clock cycle time is determined based on worst-case
propagation delay on bus lines, which will be due to worst-case coupled signal transitions (i.e.,
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MCF =4). However, a major drawback of designing clocks to account for worst-case scenario is it
may drastically affect the performance of the system. In other words, in a design not all signal
transitions will lead to worst-case coupled signal transition and therefore designs with a slower
clock may not provide a performance efficient solution. According to the variable cycle
transmission work, if the current data value causes a worst-case coupled signal transition on a bus
with respect to previous data value, then the data to be transmitted on the bus is kept valid for four
clock cycles to compensate for propagation delay due to crosstalk noise. Similarly, for coupled
signal transitions which causes 3Cc crosstalk patterns and 2Cc crosstalk patterns the data is kept
valid for three and two clock cycles respectively. In addition, the crosstalk analyzer circuit incurs a
latency of one clock cycle to identify the signal transition pattern. The proposed technique incurs
an area overhead of 32% for interconnects of length 2mm and is found to be more attractive for
long interconnects for which the area overhead reduces significantly.

2.4.4 Profile based worst-case crosstalk pattern optimization techniques
Research works that target crosstalk estimation or minimization at higher levels of abstraction
has the advantage of quick design exploration compared to works at lower levels of design
abstraction. The popularity of research works at higher level is quite evident in the case of area,
delay, and power optimization in CMOS circuits [60, 61, 62, 63, 64, 65].

Due to non-availability

of physical level information research works at higher level of design abstraction focus on
minimizing worst-case coupling transition among coupled nets. Lyuh, Kim, et al. [67] have
proposed a bus synthesis algorithm to simultaneously optimize self-transition activity and crosstalk activity for power minimization given in Equation 2.4 during behavioral synthesis.
Pdyn = (XT. Cs + YT. Cc).Vdd2
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(2.4)

where Cs and Cc are self and coupling capacitance and Vdd is the supply voltage. XT and YT
represents number of self and coupling transitions for T clock steps. The self transition activity
(XT) is calculated based on number of rising or falling transitions on individual bus lines. On the
other hand coupling transition activity (YT) is calculated based on miller coupling factor between
adjacent lines. The synthesis problem addressed in this work is, given a scheduled DFG and
execution profile for the data transfers; find an optimal assignment of data transfers to buses and
best possible bus-line order to minimize Pdyn defined in Equation 2.4.
The bus synthesis algorithm proposed in [67] has two parts: (a) bus binding algorithm; and (b)
bus line re-ordering algorithm. Lyuh‟s work focuses on minimizing power by incrementally
determining optimal bus binding and bus-line ordering solution at each time step. The authors
have formulated the bus binding problem as a bipartite weighted matching problem (BWMP)
which is optimally solved at each time step through Hungarian method. To determine bus-line
order the authors have formulated the problem as minimum weighted path cover problem
(MPWC). However, MPWC is a NP-complete problem and authors have used a heuristic
algorithm called C-Order to determine bus-line order to minimize coupling transition activity
among neighboring nets. It is well-known that HLS problems are NP-complete and solving for
optimal solution incrementally at each time step may not produce global optimal solution.
E. Naroska, S-J. Ruan et al. [76] have proposed genetic algorithm based multi-level encoding
and wire re-ordering technique to minimize power and crosstalk noise on instruction buses.
According to this approach wires are grouped into pairs and each pair is then encoded through
encoding blocks. The wires could be paired and encoded at multiple levels to further optimize
dynamic power. However, each level of encoding logic introduces additional delay to the datapath.
In order to optimize coupling transition activity an optimal set of wire ordering has to be found.
Since, number of coupling transition also depends on finding optimal set of wire pairing with
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similar temporal characteristics the authors have proposed genetic algorithm based design
exploration of wire pairing and bus-line re-ordering subspace.

2.4.5 Unified high-level and physical design synthesis framework
Researchers in the past have proposed high-level synthesis framework which takes into
account the cost of interconnects to optimize for area/delay [100, 101, 102, 103]. However,
majority of these works donot consider physical layout information to estimate the cost of
interconnects, instead use simple estimates such as number of interconnects/ multiplexers to
determine the interconnect cost. The popularity of floorplan driven high-level synthesis is quite
evident from number of research works that have been proposed to optimize for area/delay/power
metrics [104, 105, 106, 107, 108]. However, much of the earlier works ignored effects of coupling
transition activity and to the best of author‟s knowledge the unified framework proposed by Zhong
and Jha [66] was the first work to consider cross-coupled capacitance for interconnect power
optimization.
The framework proposed by Zhong and Jha [66] utilizes profiling based technique to
minimize switching activity among interconnects and uses floorplan information to estimate the
wire length and determine effective switched capacitance for every net in the design.

From

Equation 2.1 it is clear that the effective capacitance of a net is dependent on both coupling
capacitance and switching patterns among the neighboring nets. Therefore, the authors have
defined two power models: (a) a global power model; and (b) a local power model; to determine
the total power consumption in wires. A global power model is used to determine the wire length
based on RTL floorplan information and a local power model to determine switching capacitance
of a wire based on switching activity of the neighbors. The framework employs an iterative
improvement algorithm which explores HLS and floorplan subspaces to minimize dynamic power
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consumption in a design. In addition, the framework also includes techniques such as signal gating
with filler values and selection of optimal network topology (i.e., fully dedicated, minimum
spanning tree, trunk-based etc.) to reduce interconnect power due to spurious signal transition on
the datapath units and nets in a design.

2.5

Summary
In this chapter we have presented the following:
Crosstalk related terminology and definitions that will be used in this dissertation
Impact of crosstalk on signal integrity and circuit reliability
Crosstalk estimation models at different levels of design abstraction
Existing research works on optimizing parameters that have direct impact on coupling
noise during different stages of design abstraction.
It is evident from this survey that crosstalk optimization is a complex problem and depends on

multiple parameters such as coupling capacitance, driver strength, signal transition patterns (or
temporal correlation), and signal timing characteristics (i.e. slew rate, skew, and signal switching
time). It also clear that maintaining signal integrity is of paramount importance to ensure circuit
reliability and to meet targeted performance requirements. Existing research works have firmly
established that crosstalk is the biggest signal integrity challenge facing the VLSI designers in the
design of reliable high speed nano-scale VLSI circuits. We also observe that most of the layout
level techniques optimize crosstalk by minimizing coupling capacitance while ignoring the impact
of Miller coupling effect. To address this defect, researchers have proposed several encoding
techniques to eliminate worst-case switching pattern among coupled nets. Recently, researchers
have proposed bus binding techniques to determine optimal bus binding solutions to eliminate
worst-case crosstalk patterns on coupled nets. However, there are very few research works that
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attempt to optimize crosstalk during behavioral synthesis. The reasons being, lack of enough
physical details to estimate crosstalk noise at higher levels of design abstraction. However, in busbased interconnects the interconnect neighborhood is partially defined even before physical design
synthesis phase. In addition, many key architectural decisions that have a direct impact on
interconnects are taken during architecture synthesis phase and high-level optimization also has the
advantage of fast design space exploration compared to layout level techniques. Moreover, a
unified high-level and physical design framework offers the advantage of considering final layout
level effects in high-level decision making process resulting in better optimization of
area/delay/power metrics. Therefore, we are motivated to develop a high-level framework for
crosstalk noise optimization during behavioral synthesis by reducing coupling capacitance and
worst-case switching activity pattern among adjacent nets. To estimate coupling capacitance
requires physical layout level details and switching activity pattern depends on data correlations
which in turn depends on resource sharing. Therefore, we are motivated to explore unified highlevel and physical design synthesis approach to estimate and optimize coupling capacitance. To
influence data correlations on buses we are motivated to explore HLS, encoding, and bus reordering design subspace and also explore the possibility of dynamic crosstalk detection and
elimination schemes to optimize for worst-case coupling transition patterns on on-chip buses.
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CHAPTER 3
SIMULTANEOUS SCHEDULING, ALLOCATION, BINDING, RE-ORDERING, AND
ENCODING FOR CROSSTALK PATTERN MINIMIZATION DURING HIGH-LEVEL
SYNTHESIS

Crosstalk patterns are dependent on data correlations which in turn depend on resource
sharing. The resource sharing in turn depends on scheduling, allocation, and binding during highlevel synthesis flow. Therefore, we propose simultaneous scheduling, allocation, binding, reordering, and data transfer invert encoding to influence data correlations and generate crosstalk
optimized designs. Compared to a sequential HLS flow, it is well known that simultaneous
exploration of scheduling, allocation, and binding subspaces can produce high quality designs [68,
69, 70, 71, 72, 73].
A key challenge encountered by researchers for tackling crosstalk estimation or optimization at
higher levels of abstraction is the non-availability of physical details (such as track and layer
assignment, wire length, and wire spacing details for all the nets) to estimate coupling parasitics.
The physical details required to estimate coupling parasitics are available only after routing phase.
A bus-based interconnect architecture offers a platform where the adjacent neighbors are clearly
defined even before physical design synthesis. A bus-based interconnect architecture is an ideal
architecture for techniques (such as encoding, reordering, etc.) that target optimizing worst-case
crosstalk pattern and as well as for layout level techniques (such as wire perturbation, wire sizing,
wire separation, layer assignment, shielding etc.) which target minimizing coupling parasitics.
The proposed approach targets worst-case crosstalk pattern minimization in bus-based macrocell designs. The proposed technique may not completely eliminate crosstalk in all the buses;
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however it generates solutions in which several buses are free of crosstalk. Further it identifies bus
lines prone to crosstalk. These details can be utilized by layout level crosstalk optimization tools to
eliminate crosstalk through shield insertion, increased wire spacing, wire perturbation, buffer
insertion, wire sizing etc., on nets identified as crosstalk prone by proposed HLS technique.
The proposed approach is as follows: we profile the data flow graph (DFG) for a design by a
typical input sequence and synthesize it to a RTL netlist through our HLS system. We formulate
the problem as simulated annealing based design space exploration problem. We have defined low
temperature and high temperature moves for each of the HLS tasks (schedule, allocate, and bind)
and a set of crosstalk aware moves implementing bus line re-ordering, and data transfer invert
encoding moves. Experiments were conducted on nine DSP benchmarks under latency constraint,
resource constraint, and no constraint environments. The proposed approach resulted in
minimizing worst-case crosstalk patterns in the range of 29-82% and up to 75% of buses were
found to be immune to crosstalk. The results also show a significant number of nets (>50%) to be
crosstalk free (i.e., nets with zero worst-case coupling transitions).
The main contributions of this work is we propose a SA based simultaneous exploration of
scheduling, allocation, binding, reordering, and data transfer invert encoding design subspaces to
minimize worst-case crosstalk patterns. The proposed framework is best suited for filtering out
false positive violations reported by pessimistic layout level crosstalk analysis tool which ignores
the effects of signal switching pattern and thereby flagging significant number of false violations.
The rest of the chapter is organized as follows: Section 3.1 presents the motivation for the
proposed work. Section 3.2 elaborates on bus-based interconnect architecture for macro-cell
designs. Section 3.3 defines the problem that is to be tackled. Section 3.4 discusses different types
of simulated annealing moves and the proposed worst-case crosstalk pattern optimization
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framework. Section 3.5 presents and discusses the results for nine DSP benchmark circuits.
Section 3.6 summarizes the proposed approach.

3.1

Motivation
During high-level synthesis, since the physical layout details are not yet defined, it will be

difficult to control the coupling parasitics. However, we can effectively control the crosstalk
patterns. The impact of crosstalk pattern induced delay and techniques for optimizing worst-case
crosstalk transitions have been a hot research topic among the research community [18, 30, 49, 50,
66, 67, 76]. Therefore, we are motivated to explore HLS subtasks such as scheduling, allocation,
and binding to minimize worst-case crosstalk patterns. In addition, we also explore bus line reordering and encoding techniques that affect crosstalk producing switching activity directly. The
data transfer invert encoding move is a simple move with minimum area overhead and is different
from the traditional bus invert encoding proposed by Stan and Burleson [77]. The data transfer
invert encoding inverts the entire data sequence associated with the data transfer. Therefore, the
associated area overhead is for only those data transfers selected for encoding by SA (for each bitline of the data transfer, one source inverter, and one inverter for every sink).
During the architecture exploration phase, we can explore different bus binding solutions for
the data transfers. The reasoning behind such an approach is that the data transfers bound to a bus
influences data correlations in bus lines. The data correlations on bus lines can cause worst-case
coupling transitions due to Miller coupling effect. Therefore, exploring for best bus binding
solution can eliminate worst-case coupling transitions on bus lines and prevent crosstalk induced
noise or delay in those bus lines. Simultaneous exploration of scheduling, allocation, and binding
subspaces can vastly increase the range of bus binding solution subspace. In addition to HLS
design space exploration, ordering among bus lines are explored because they directly influence
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the data correlations which in turn influence worst-case coupling transitions on signal nets (or bus
lines). The motivating factor behind implementing data transfer invert encoding scheme is to
manipulate data correlations among data transfers with minimal area overhead. It is well known
that simulated annealing is a simple and efficient meta-heuristic algorithm capable of finding
global optimal solution in combinatorial optimization problems. It has been widely used in HLS
related problems to minimize power, delay, and area [68, 69, 70, 71, 72, 73, 78].

3.2

Bus-based interconnect architecture for macro-cell designs
For macro-cell designs, the most commonly used interconnect architectures are: (a)

multiplexer based point to point interconnects, and (b) bus-based interconnects. For multiplexer
based designs the net locality details are available only after routing phase. Therefore, for
multiplexer based interconnect designs routing driven or post layout crosstalk optimization
techniques are generally very effective. Most widely employed crosstalk optimization techniques
for multiplexer based point to point interconnects are wire perturbation, layer and track
assignment, wire sizing, and crosstalk driven routing techniques.
In bus-based designs, the adjacent neighbors (left and right neighbors) for each net are clearly
defined. Bus-based interconnects has this inherent advantage of clarity in neighborhood even
before routing phase. Therefore, techniques such as bus-reordering, encoding, bus binding during
HLS, and our proposed work can be employed effectively to control worst-case coupling
transitions which in turn help in minimizing or eliminating crosstalk completely before physical
design synthesis. There are many HLS systems such as Midas [79], CATHEDRAL-II [80], AUDI
(a behavioral synthesis system developed by our research group in USF) [32, 109] etc. that can
generate bus-based interconnect architecture for multi-processor and macro-cell based designs.
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Figure 3.1. Hardware architecture synthesized by AUDI HLS system

Figure 3.1 shows an example of bus-based interconnect architecture for macro-cell based
designs generated by AUDI HLS system. A synthesized design consists of a datapath and
controller subsystem. A datapath subsystem consists of execution units, storage units, and
interconnects. For bus-based interconnects the bus arbitration logic include sets of tri-state buffers.
Researchers have proposed many bus driven floorplan techniques [81, 82, 83] to generate layouts
for macro-cell designs with bus-based interconnect architecture. Figure 3.2 shows a floorplan for
macro-cell based DCT design with bus-based interconnect architecture generated through
Cadence-SoC Encounter. In macro-cell designs, the hard macros (execution units and storage
units) are routed using lower level metal layers and top two metal layers are generally reserved for
generating bus macros. For example in Figure 3.2 we used layers (metal1-metal3) for routing
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Figure 3.2. An example floorplan with bus-based interconnect architecture for macro-cell based
EWF design synthesized through Cadence-SOC Encounter

inside the macro-cells (such as execution units and storage units). Metal Layers 4 and 5 were used
for buses. From this discussion, we can conclude that in a bus-based interconnect architecture the
crosstalk related issues such as noise and delay can be addressed effectively by minimizing or
eliminating worst-case crosstalk pattern even before physical design synthesis.

3.3

Problem formulation
We first define few relevant HLS and crosstalk terminology and then formulate the problem

solved in this chapter.
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3.3.1 HLS related definitions and terminology
Data Flow Graph (DFG) is a graph, G(V, E), such that every vi

V, represents a high-level

operation and eij=(vi, vj) E, represents a data transfer from the operation represented by vi to that
of vj.
Timestamp of vi, T(vi) is the time step in which the operation represented by vi is
scheduled to be performed.
Execution Trace of data transfer eij: TR(eij) is the sequence of word values transferred by
eij.
Lifetime of a data transfer eij: T(eij) = [ Testart
, Teend
], where Testart
( Teend
) is the time step in
ij
ij
ij
ij
which the data transfer has started (ended). In other words, Testart
= T(vi) and Teend
= T(vj)
ij
ij
where eij=(vi, vj).
Two data transfers eij and epq are compatible if and only if their lifetimes do not overlap
(i.e., they can be bound to same bus) i.e., T(eij)

T(epq) = NULL.

Crosstalk event type, Ci, is one of the eight types of worst-case event for the two-aggressor
model.
Crosstalk switching activity of type Ck, X(eij, epq, Ck), due to two data transfers eij and epq is
defined as the total number of Ck events when execution traces of eij and epq i.e., TR(eij)
and TR(epq) are interleaved.

3.3.2 Crosstalk optimization
Given a data flow graph, G, the problem at hand is to perform operation scheduling, resource
allocation, operation and data transfer binding, bus line re-ordering, and data transfer invert
encoding such that the following cost function (О) is minimized:
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(3.1)
where Ε accounts for crosstalk, Γ for resource utilization, and Δ for speed. Crosstalk event (Ε) is
defined as:

2

Wk.X(e mn , e pq , C k )
j emn ,e pq E j k 1

(3.2)

Wk is the relative weight for the crosstalk events. In this work, Ck is one of the two worst-case
events (↓,↑,↓) and (↑,↓,↑). In other words, we consider crosstalk patterns for which the Miller
coupling factor is 4. The inner summation computes the total cross talk producing activity of type
Ck between the adjacent data transfers emn and epq i.e., emn data transfer occurs before epq data
transfer. The next summation iterates over all data transfers in partition Ej which can be bound to a
single bus. The outermost summation iterates over all partitions (buses).
Γ gives the summation of each type of resource allocated multiplied by relative weight for
each resource type and is defined as:
t

Wr

Wt . R t

(3.3)

Wt

(3.4)

t

Wt is the relative weight for resource type „t‟ and Rt specifies the number of resources allocated for
each resource type „t‟. The relative weight Wt is set proportional to the complexity of the resource
module. For example, an n-bit multiplier carries more weight compared to an n-bit adder or
subtractor module. Δ accounts for performance and is defined as:
Wl.Sl

where Wl is the relative weight for latency and Sl is the length of the schedule.
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(3.5)

3.3.3 Cost function under latency constraints
The cost function (Оlat) under latency constraints reduces to
lat

norm

(3.6)

norm

The crosstalk events (Εnorm), resources (Γnorm) are normalized so that they are in the same scale.
Normalization function is defined as:

Enorm

((E / E

max) * R max

)R

E max

2 * Einit

(3.7)

max

(3.8)

/ R max

norm

(3.9)

Einit is the cumulative sum of crosstalk events for the initial solution to SA and Rmax is the
maximum number of FU resources needed to implement all the operations and is determined from
ASAP scheduling. The constant factor 2 is determined empirically. E/Emax and Γ/Rmax scales down
the number of crosstalk events (Ε) and resources (Γ) to a real number between 0 and 1. Since the
number of crosstalk events will be in thousands and number of resources will be in tens, a small
increase in number of resources (Γ/Rmax) might dwarf significant decrease in crosstalk events
(E/Emax) in the cost function. So, we scale the crosstalk events to nullify the effect by multiplying
with Rmax in Equation 3.7.

3.3.4 Cost function under resource constraints
The cost function (Оres) under resource constraint environment reduces to
res

norm

(3.10)

norm

Similarly normalized crosstalk events (Enorm) and latency (Δnorm) are defined as:

Enorm

((E /(2 * E

init)) *

/

norm
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max

)/

max

max

(3.11)
(3.12)

max

1.5 *

init

(3.13)

Δinit is the latency of the initial solution. The constant factor 1.5 is determined empirically. We
apply the same reasoning described in the above sub-section (Section 3.2.3) to calculate Enorm
value.

3.3.5 Cost function under no constraints
The cost function (Оnocon) under no constraints reduces to Ε alone. This is accomplished by
setting the weights Wr and Wl to zero and Wk to one.
nocon

Wk 1;Wr

3.4

E

0;Wl

(3.14)

0

(3.15)

Simulated Annealing based crosstalk pattern minimization
Simulated annealing (SA) is a general meta-heuristic for combinatorial optimization capable of

finding global optima and has been explored in the past for HLS [68, 69, 70, 71]. Our main goal
is to simultaneously explore design sub-spaces with scheduling, allocation, binding, and crosstalk
aware moves to synthesize crosstalk optimized design. For large design spaces, SA can be
computationally expensive. In case of HLS problems, even complex DFGs have limited number of
operations constrained by the predecessor/successor relationships. Thus, it is justified to employ
SA for crosstalk activity optimization.
Theoretically speaking, initial solution to SA engine has no bearing on the final solution [84].
Therefore, the initial solution is generated using sequential design flow. All three HLS sub-tasks
combined with re-ordering and invert encoding introduce data correlations. The proposed SA
searches for a solution with correlations that result in less crosstalk.

51

Data Correlations Example: Consider the DFG shown in Figure 3.3 with 4 add and 2
multiply operations. All data transfers are 4 bits wide. Bus B2 carries the output (f) of
operation a2 (at T=2) and is shared by g (at T=3) and out (at T=4). This binding results in
a worst-case crosstalk pattern (on 3 LSBs) because of temporal data correlation on bus B2
during T=2 and T=3. If g is bound to bus B1 then there will be no crosstalk event.

3.4.1 Simulated Annealing moves
Four classes of moves (α, β, γ, and χ) are defined:
Scheduling Moves: explore the temporal space by migrating operations to other valid time
steps.
α1: An operation (say O) and a time step (say T) are selected randomly. O is
migrated to T if and only if O can be executed in T (eg., a3 in Figure 3.3 can be
moved to T=3 resulting in the possibility of e sharing B1 with h provided e and h
are compatible).
Allocation Moves: allocate additional functional resources such as multipliers, adders, etc.,
and busses.
β1: Bus allocate and rebind: A new bus is allocated and a random set of
compatible data transfers are selected and bound to the new bus (eg., In Figure
3.3, add a new bus B4 and bind n and g to B4).
β2: Functional unit allocate and reschedule/rebind: An operation is selected
randomly. Based on the type of selected operation, additional resource is allocated
and bound to the operation (eg., In Figure 3.3, allocate a new adder and move the
operation a1 from time step 1 to 2). Allocate moves directly help scheduling
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moves (α), and binding moves (γ). Because availability of additional functional
unit allow operations to be re-scheduled at different time steps which in turn
changes the lifetimes of the data transfers resulting in better bus binding
solutions. Similarly, by adding more bus resources results in more freedom for bus
binding moves to explore new solutions.
Binding Moves: help explore the binding solution space.
γ1: Data transfer exchange: two data buses are chosen randomly. For these two
buses, we will determine pairs of swappable data transfers. Then, we randomly
choose a pair and swap them (eg., swap e and f bound to bus B1 and B2 in Figure
3.3.)
γ2: Data transfer migration: We randomly select a bus and then randomly choose
a data transfer. Then, we enumerate all candidate buses to which this data transfer
can be migrated. A random candidate is chosen and the data transfer is migrated.
(eg., In Figure 3.3, migrate g to B1).
Crosstalk Aware Moves: directly affect the crosstalk activity of a bus.
χ1: Bus line reordering: is an effective technique to improve the crosstalk activity,
because the neighboring aggressors for a victim line can be directly influenced.
(In Figure 3.3, eg., re-order the bit lines of B2 ).
χ2: Invert encoding of a data transfer: can effectively reduce the switching
activity at the cost of area/speed overheads. In the context of high-level synthesis,
we explore invert encoding scheme. (For example, invert the data-transfer f. In
Figure 3.3 this move is shown by the redundant pair of inverters (in dashed
boxes). Note that when this move is implemented, the net effect is that bus B2
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will be shared by the data transfers { f , g}. In other words, the word values
appearing on the bus will be cycled in the order: f and g.)
Note that the invert encoding move that we explore as χ2 move is different from the traditional
bus-invert encoding as proposed by Stan and Burleson [77]. The key difference is that the businvert encoding scheme works on a word value basis i.e., the new word (say y) is compared with
the previous word (say x) on the bus and then y or y is transmitted (which ever results in least
activity). Bus invert encoding incurs area overhead i.e., logic to compute the activity savings
between the new and old values. On the other hand, the χ2 move inverts the entire data sequence
associated with the data transfer. The associated area overhead is as follows: for each bit-line of
the data transfer, one source inverter and one inverter for every sink.

3.4.2 Signal generation, DFG profiling, and cost function evaluation
Auto Regressive Moving Average (ARMA) model was used to generate correlated data
stream. ARMA models are widely used in speech [85] and video coding applications [86]. ARMA
models were also used as statistical signal generation models in the work proposed by Ramprasad,
Shanbag, and Hajj [87]. Gupta and Katkoori [30] have used ARMA statistical model in their intrabus crosstalk estimation using word level statistics work. ARMA models are commonly employed
to represent stationary signals and also to represent signals obtained from sources such as speech,
audio, and video [87]. In the proposed work, we use ARMA models to generate correlated data
streams for DSP applications. The DFG is simulated with the input data stream obtained from
ARMA model to generate the execution traces for each data transfer in the DFG. At each
temperature, after the moves have been implemented the cost function Equation 3.1 is evaluated
for the entire data path. For each data bus, the resultant data stream is constructed by using the bus
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Figure 3.3. Scheduled DFG, a possible bus-based datapath, and an execution trace for profiling the DFG
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binding information as well as the execution traces associated with the data transfers. The
following example illustrates the crosstalk activity computation for a bus.
Example: Bus B2 in Figure 3.3 is bound with three data transfers, namely, f, g, and out
and the respective sources are add operation a2, multiply operation m2, and a4. The
sequence of bus writes is: a2 → m2 → a4 → a2, which follows from the scheduled time
stamps of the source operations. If f0, f1, f2,… is the data stream of f, g0, g1, g2,… is that
of g, and out0, out1, out2 … of out then the resulting data sequence on B2 is f0, g0, out0,
f1, g1, out1, f2, g2, out2…□

3.4.3 Cooling schedule parameters
Initial temperature (T0): of SA cooling schedule is a temperature where exp(-ΔCij/T0) ≈ 1
(in other words virtually all the transitions are accepted), where ΔCij is the cost change
from move i to move j. Researchers have proposed many ways to empirically determine
the initial temperature [84]. We used the following equation to determine the initial
temperature:

T0

C
ln (

0

1

)

(3.16)

where ΔC+ is the average cost of uphill move and X0 is the acceptance ratio. From
Equation 3.16 T0 is determined to be 1000 for FIR and FFT benchmarks and for DCT and
EWF benchmarks, T0 is found to be 2000.
Stop criterion: The stop criterion is specified by the number of consecutive SA moves for
which the solution remains the same (in other words, the solution has converged). In this
work, we empirically set the limit to 60.
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Cooling rate: The annealing schedule is given by:
T n = λn T 0

0.0 < λ < 1.0

(3.17)

Where λ is known as the “cooling rate” and is set to 0.95, Tn is the temperature in the nth
iteration.
Table 3.1. Experimental setup and purpose of experiments

Experimental Setup

CLASS I
Bus binding (γ) and
Crosstalk aware moves (χ)
to minimize frequency of
worst-case coupling
transitions
(Original cost function)

CLASS II
Scheduling (α), Allocation
(β), Binding (γ), and
Crosstalk aware moves (χ)
to minimize frequency of
worst-case coupling
transitions
(Original cost function)

CLASS III
Scheduling (α), Allocation
(β), Binding (γ), and
Crosstalk aware moves (χ)
to maximize number of
crosstalk free nets
(Modified cost function)

Type of experiments

Purpose of
experiments

Experiment 1
(only one set of move is
enabled)

Effectiveness of
individual SA
moves
(bus binding (γ) and
crosstalk aware
moves (χ))

Experiment 2
(simultaneous
exploration of γ and χ )

Best case savings
for bus binding (γ)
and crosstalk aware
moves (χ)

Experiment 3
(simultaneous
exploration of HLS, reordering, and encoding)

Best case savings
under latency
constraints

Experiment 4
(simultaneous
exploration of HLS, reordering, and encoding)

Best case savings
under resource
constraints

Experiment 5
(simultaneous
exploration of HLS, reordering, and encoding)

Best case savings
under no constraints
(resource or latency)

Experiment 6
(simultaneous
exploration of HLS, reordering, and encoding)
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To test the
effectiveness of cost
function to
minimize frequency
of worst-case
transitions and
maximize number of
crosstalk free nets

3.5

Experimental results
The proposed crosstalk activity minimization algorithm is implemented in C language and its

effectiveness was evaluated on nine data-path intensive DSP benchmarks. We conducted three
classes of experiments (Class I, Class II, and Class III). Table 3.1 gives a summary of experimental
setup and the purpose of each experiment. The goal of experiments under Class I setup is to
analyze the effectiveness of bus binding, bus line re-ordering, and data transfer invert encoding
moves in optimizing worst-case crosstalk patterns. We conducted two types of experiments under
Class I setup (bus binding, re-ordering, encoding moves alone are enabled). In experiment 1 (Class
I), we gathered results to evaluate the performance of each move in terms of minimizing worstcase crosstalk patterns. In other words, we desired to test the range of solutions each move could
explore independently and contributions of each move in terms of worst-case crosstalk pattern
minimization. In the rest of the paper, we will refer to worst-case crosstalk pattern minimization as
savings (%). In experiment 2 (Class I), we perform simultaneous exploration of bus binding, reordering, and encoding subspaces by enabling both binding moves (γ) and crosstalk aware moves
(χ). Results obtained under Class I experimental setup demonstrate that significant savings are
possible by exploring bus binding, bus re-ordering, and encoding techniques.
In Class II experimental setup the proposed SA based approach simultaneously explores entire
HLS subspace (scheduling, allocation, and binding), bus line re-ordering and data transfer invert
encoding subspaces. We conducted three types of experiments under Class II setup. In experiment
3, SA explores for best solution under latency constraints. Experiment 4 is conducted to achieve
best savings under resource constraints. In experiment 5, the proposed SA approach explores HLS,
re-ordering, and encoding subspaces under no constraint (resource and latency) environment.
In Class I and Class II experimental setup, the cost function is defined to minimize the number
of worst-case coupling transitions on all the nets. The results from this experimental setup also

58

show that a significant number of nets are crosstalk free. In other words, a crosstalk free net is
defined as a net with zero worst-case coupling transitions. This raise a question about our cost
function definition, i.e., is it better to define a cost function to maximize number of crosstalk free
nets instead of minimizing the frequency of worst-case patterns. Thus, in Class III experimental
setup we modified the cost function to account for number of crosstalk free nets and collected
results under no constraint, latency constraint, and resource constraint environment.
The input signals for the experiments are generated based on the ARMA equation.
x(n) = µx γ(n) + σx + ρx x(n − 1)

(3.18)

where μx, σx, and ρx are the word-level statistical parameters, namely, mean, standard
deviation, and temporal correlation coefficient. Equation 3.18 is a first order ARMA model as the
value of signal x(n) is dependent only on its prior value. This temporal dependence is modeled as
temporal correlation coefficient (ρx). The noise term γ(n) is discrete and has a standard normal
distribution. By varying these parameters, different data streams can be generated. Temporal
dependence of the signal x(n) on its previous value can be varied by temporal correlation
coefficient (ρx). Table 3.2 lists the correlated signals generated using first order ARMA equation.
The generated signal values are represented in 16-bit or 32-bit binary 2‟s complement
representation.
Table 3.2. Data environments
Signal Environment
SIG-1
SIG-2
SIG-3

ARMA Equation
2γ(n) + 40 + 0.35 x(n − 1)
γ(n) + 29 + 0.27 x(n − 1)
1.3γ(n) + 18 + 0.6 x(n − 1)

The experiments were conducted on five different test sets generated from the same signal
environment as the profile data set. We generated 6 correlated data streams of length 1000 vectors
for every data environment (refer Table 3.2). One data stream is used to profile the DFG and five
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data streams are used as test sequences. The DFG is scheduled using force directed scheduling
algorithm. For every operation type minimum number of resources are allocated and bound by
employing greedy allocation and binding algorithm that minimizes the functional unit area. Based
on the lifetime of the data transfers they are partitioned and bound to buses using left edge
algorithm. The solution thus obtained is used as an initial solution by simulated annealing
algorithm. The savings reported for each experiment is obtained by comparing crosstalk optimized
final solution with the initial solution.

3.5.1 Class I experiments (Bus binding, Re-ordering, and Encoding)
The number of worst-case crosstalk patterns in a bus is dependent on data correlations which
in turn is dependent on bus binding solutions. Therefore, we first conducted experiments to
ascertain the individual impact of bus binding, re-ordering, and data transfer invert encoding
moves. Figure 3.4 shows the results obtained for individual SA moves on different benchmarks.
Figure 3.4 compares the contributions on nine benchmarks to evaluate the effectiveness of binding
moves (γ), individual crosstalk aware moves such as bus line reordering and invert encoding of
data transfer, and combination of crosstalk aware moves (χ). From Figure 3.4 we can make the
following observations: (a) reordering move is the most effective move; (b) re-ordering combined
with inversion is even better; (c) the binding moves and inversion moves by themselves are less
effective in the case of FIR filter. This can be explained by the fact that FIR filter has limited
concurrency; therefore, limited opportunities for bus binding space exploration; (d) In the case of
DCT, FFT, and EWF the binding move is reasonably effective.
We conducted another set of experiment to analyze the effectiveness of simultaneous exploration
of bus binding, re-ordering, and data transfer invert encoding moves and its impact on savings (% of
worst-case crosstalk pattern reduction). Table 3.3 shows the results obtained for nine benchmarks for a
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single data environment (SIG-1). ARMA signal generation model was used to generate six different
data streams from the same signal model. From Table 3.3, we can observe that in general the
simultaneous exploration of binding, re-ordering, and encoding can yield greater savings.

3.5.2 Class II and III experiments (Simultaneous exploration of Scheduling, Allocation,
Binding, Re-ordering, and Encoding Subspaces)
In Class II experimental setup we perform simultaneous exploration of scheduling, allocation,
binding, re-ordering, and encoding subspaces. Since number of time steps required to execute a
task and number of available functional resources are critical factors in determining the
concurrency, simultaneous exploration of HLS subspace may produce optimal bus binding
solution and a superior design compared to that produced by a sequential flow. We conducted
three experiments to evaluate the proposed approach.
Experiment 3 analyzes the crosstalk minimization under latency constraints.
Experiment 4 measures the savings under resource constraint.
Experiment 5 measures crosstalk minimization in an unconstrained environment.
The experiments were conducted on 16-tap FIR (low-pass, high-pass, and band-pass), 32-tap
FIR (low-pass, high-pass, and band-pass), 8-point DCT, 8-point FFT, and 5th order elliptic wave
filter benchmarks. FIR filters were designed in MATLAB according to required filter
specifications (low-pass, high-pass, and band-pass). The filter coefficients generated for specific
filter specification along with the correlated data stream generated by ARMA model were used to
profile the DFG. In case of DCT and FFT benchmarks constants, twiddle factors, and correlated
data were used to profile the DFG. We selected 8-point DCT and FFT benchmarks because they
are widely used in multimedia applications. The proposed approach is implemented as a part of,
AUDI, our behavioral synthesis system. The HLS benchmarks are synthesized on 2048MB Sun
Ultra dual processor workstation with processor speed of 450MHz.
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Figure 3.4. Worst-case crosstalk savings for individual SA moves under Class-I experimental setup
(Experiment 1)

Table 3.3. Percentage savings in single data environment

Benchmarks
FIR-16 (LP)
FIR-32 (LP)
FIR-16 (HP)
FIR-32 (HP)
FIR-16 (BP)
FIR-32 (BP)
DCT
FFT
EWF

Test1
45.83
38.22
51.08
46.11
54.97
52.03
36.20
59.34
32.01

Test2
43.59
39.62
48.94
47.07
55.01
51.23
36.66
62.17
30.86
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Savings (%)
Test3
44.11
39.98
48.06
47.56
53.03
50.35
36.39
61.31
30.23

Test4
43.10
39.04
50.24
46.33
54.40
50.40
36.31
61.89
31.22

Test5
43.49
38.51
48.63
46.28
55.24
52.51
35.16
61.50
31.35

Tables 3.4, 3.5, and 3.6 tabulate the results obtained. The description of columns in each table
is as follows. Column 1 reports the design and the complexity (number of taps and filter order).
Column 2 lists the data environments. Columns 3-7 report the crosstalk savings. Columns 8-9
report the additional number of resources and control time steps utilized by final crosstalk
optimized design compared to initial solution generated through traditional HLS flow. Column 10
reports the percentage of buses on which the worst-case coupling transitions are eliminated
completely. While column 11 reports the number of nets (%) in a design with zero worst-case
transitions. Column 12 reports the number of inverters required for implementing data transfer
invert encoding scheme.
Experiment 3 under latency constraints: Table 3.4 shows the results for experiment 3
under latency constraints. The objective of this experiment is to determine the best case
savings achievable under user defined latency constraint with minimum resource penalty.
We can make the following observations: (a) the crosstalk reduction is in the range of
37%-73% (FFT benchmark provides as high as 73%); (b) the percentage of buses for
which no ground shielding is required ranges from 12-60%; (c) FIR and EWF benchmarks
do not result in any bus that is entirely crosstalk free. But, a significant number of lines (or
nets) within a bus are found to be crosstalk free (i.e., zero worst-case coupling
transitions) as shown in column 11; (d) For all the benchmarks a significant number of
nets (> 50%) are found to be crosstalk free thereby reducing the number of shield line
requirements by more than half; and (e) Column 12 reports the number of inverters
required to accomplish the data transfer invert encoding scheme.
Experiment 4 under resource constraints: Table 3.5 shows the results obtained under
resource constraints for the nine DSP benchmarks. The following observations could be
made from Table 3.5: (a) for FFT design, comparing with Table 3.4 it can be that
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observed for S2 and S3 the savings under resource constraints is 2-7% more than the
savings under latency constraints; (b) DCT under latency constraints produces marginally
better savings compared to savings under resource constraints; (c) for FIR filter savings
under resource constraints and latency constraints are approximately same except for
FIR-16 High pass filter, savings as high as 65% are obtained compared to 58% under
latency constraints; (d) FFT benchmark under latency constraints gave better results for
percentage of buses with zero crosstalk producing events. While for DCT benchmark the
difference is minimal; and (e) it is clearly evident that a significant number of nets are
crosstalk free under both latency and resource constraint environment.
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Crosstalk Savings (%)
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20
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0
FIR-16 FIR-32 FIR-16 FIR-32 FIR-16 FIR-32
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DCT

FFT

EWF

Benchmarks

Figure 3.5. Average crosstalk savings comparison between Class-I and Class-II experiments for
SIG-1 data environment
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Experiment 5 under no constraints: This experiment is conducted to evaluate the savings
under no latency and resource constraint environment. The SA approach is given full
freedom to explore complete HLS solution subspace. From Table 3.6 we make the
following observations: (a) FFT benchmark produced savings as high as 84% compared to
73% achieved under resource and latency constrained environment; (b) percentage of
buses without any crosstalk producing events is better for FFT benchmark under no
constraints compared to results with constraints; (c) as expected the savings under no
constraint are better compared to those with resource or latency constraints; (d) savings as
high as 86% of crosstalk free nets is obtained under no constraint environment; and (e)
comparing the results for experiments 3 and 4 versus experiment 5 clearly demonstrates
that significant savings could be obtained under resource or latency constraints.
Figure 3.5 compares the average worst-case crosstalk savings of Class-I and Class-II
experiments for SIG-1 data environment. It is clearly evident from Figure 3.5 that Class II (i.e.,
Exp-3, Exp-4, and Exp-5) experiments results in better savings than Class-I experiment (Exp-2).
Because under Class-I experimental setup, SA explores bus-binding, re-ordering, and inversion
design subspace. While in Class-II experiments, SA also explores scheduling and allocation subspaces to produce crosstalk optimized designs. The average execution time for each of the
benchmark is under 12 minutes (this includes profiling, SA run, and crosstalk computation for 5
test cases).
Experiment 6 - Comparison with Modified Cost Function: We modified the cost function
described in Section 3.2.2 to target number of crosstalk free nets rather than reducing the
frequency of worst-case coupling transitions in all the nets in a design. In other words, SA
explores design space to produce a design in which majority of nets are crosstalk free i.e.,
the number of worst-case transitions in those nets will be zero.
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Table 3.4. Best case savings under latency constraints (x= multiplier, + = adder, - = subtractor, B = no. of additional buses, R. P = resource
penalty, S. P = speed penalty)
Savings (%) Worst-case alone
Benchmarks
FIR-16
(LP)
FIR-32
(LP)
FIR-16
(HP)
FIR-32
(HP)
FIR-16
(BP)
FIR-32
(BP)

DCT

FFT

EWF

Data
Env
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3

Test1

Test2

Test3

Test4

Test5

50.29
39.28
49.88
42.23
48.56
55.06
52.81
47.29
57.14
56.27
48.54
49.02
57.82
45.34
44.93
55.17
41.12
47.15
40.55
32.53
41.14
72.30
64.67
69.15
37.51
36.18
42.07

49.15
38.77
49.34
42.16
48.38
55.42
52.79
45.20
56.90
56.75
49.02
50.65
58.17
44.09
47.82
53.28
42.35
49.98
41.40
35.07
37.60
73.52
65.37
68.31
36.87
35.44
41.44

48.71
38.26
51.87
41.60
48.90
58.63
51.74
43.79
58.32
55.03
47.45
49.97
59.62
41.75
46.83
53.97
42.65
49.03
40.17
34.66
36.90
72.68
65.07
66.36
36.87
35.76
41.93

48.68
38.01
50.54
42.46
49.50
55.23
53.30
43.44
57.05
56.91
47.86
49.14
58.13
43.91
44.92
53.39
42.47
47.38
39.96
35.25
37.80
73.28
65.30
66.61
36.82
37.67
40.80

49.00
38.57
51.56
41.02
49.51
57.63
52.49
43.13
58.20
56.55
49.41
50.83
57.02
43.26
43.29
54.18
43.37
50.11
38.48
33.12
35.79
72.66
65.96
67.86
37.68
35.78
41.69

Res.Usage
Details
x,+,-,B
2,1,0,1
1,2,0,1
2,1,0,1
2,0,0,1
2,0,0,1
1,1,0,1
1,1,0,1
1,1,0,1
2,1,0,1
2,1,0,1
1,3,0,1
2,3,0,1
2,2,0,1
2,1,0,1
1,1,0,1
1,1,0,1
2,2,0,1
2,4,0,1
1,0,2,4
2,0,1,4
1,0,1,4
0,0,1,4
1,3,4,4
1,1,1,3
0,2,0,4
1,2,0,4
2,1,0,4
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%
Speed
Penalty
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

% Buses with no
crosstalk
producing events
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
33.33
12.50
16.7
60.0
45.0
52.63
0
0
0

% nets with no
crosstalk
producing events
51.8
49.4
54.1
49.4
50.6
56.5
56.4
54.1
57.6
50.6
51.8
51.8
54.1
50.6
55.3
49.1
49.1
50.6
52.7
48.0
55.3
69.3
63.2
70.9
47.5
48.1
53.8

No. of
inverters
255
306
340
391
442
476
340
289
221
425
442
391
391
340
442
442
408
493
352
240
264
288
208
176
432
312
384

Table 3.5. Best case savings under resource constraints (x= multiplier, + = adder, - = subtractor, B = no. of additional buses, R. P = resource
penalty, S. P = speed penalty)
Savings (%) Worst-case alone
Benchmarks
FIR-16
(LP)
FIR-32
(LP)
FIR-16
(HP)
FIR-32
(HP)
FIR-16
(BP)
FIR-32
(BP)

DCT

FFT

EWF

Data
Env
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3

Test1

Test2

Test3

Test4

Test5

47.87
39.98
48.43
42.11
45.31
51.13
59.28
51.62
64.38
54.09
49.15
50.32
55.81
44.25
44.42
57.30
43.19
50.12
39.71
31.71
39.97
72.20
72.60
70.71
38.72
34.25
42.05

47.03
37.62
49.67
41.59
45.93
51.42
56.57
51.63
64.13
54.31
49.73
50.06
56.26
44.41
44.53
57.92
45.34
49.74
37.66
32.97
39.77
73.38
73.24
69.16
37.32
33.65
43.09

46.51
38.01
49.29
40.07
44.68
48.94
56.01
51.03
65.24
53.76
48.31
49.83
57.55
43.86
44.72
56.66
43.72
49.87
35.49
29.26
38.60
72.94
72.71
67.77
37.82
34.59
41.38

47.39
37.86
50.01
39.54
45.00
52.42
59.38
50.45
63.99
54.62
49.97
48.61
56.89
43.19
43.27
56.17
43.98
49.92
37.13
32.52
37.11
73.49
72.29
68.14
38.36
35.89
43.36

48.14
37.73
50.17
39.19
45.85
53.27
57.54
50.19
65.07
54.91
49.92
50.85
56.13
44.52
43.11
56.81
43.61
49.04
34.39
31.57
37.98
72.19
73.02
68.67
38.78
33.81
41.62

Res.Usage
Details
x,+,-, L
0,0,0,5
0,0,0,3
0,0,0,4
0,0,0,6
0,0,0,6
0,0,0,5
0,0,0,6
0,0,0,2
0,0,0,4
0,0,0,4
0,0,0,6
0,0,0,5
0,0,0,4
0,0,0,4
0,0,0,5
0,0,0,5
0,0,0,5
0,0,0,6
0,0,0,4
0,0,0,6
0,0,0,4
0,0,0,2
0,0,0,2
0,0,0,4
0,0,0,1
0,0,0,2
0,0,0,2
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%
Speed
penalty
29.4
17.6
23.5
17.6
17.6
14.7
35.2
11.8
23.5
11.7
17.6
14.7
23.5
23.5
29.4
14.7
14.7
17.6
23.5
35.2
23.5
13.33
13.33
26.66
6.2
12.4
12.4

% Buses with no
crosstalk
producing events
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
25
16.7
12.5
42.1
40.0
52.63
0
0
0

% nets with no
crosstalk
producing events
52.9
51.8
51.8
50.6
54.1
54.1
58.8
50.6
60.0
50.6
57.6
55.3
54.1
50.6
51.8
48.2
51.8
50.6
51.2
53.8
50.6
68.1
69.7
76.3
47.1
49.2
53.2

No. of
inverters
272
306
306
340
425
442
374
306
272
391
425
391
357
323
408
408
425
442
376
216
312
272
256
192
360
336
336

Table 3.6. Best case savings under no constraints (x= multiplier, + = adder, - = subtractor, B = no. of additional buses, R. P = resource
penalty, S. P = speed penalty)
Savings (%) Worst-case alone
Benchmarks

Data
Env

FIR-16
(LP)

SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3
SIG-1
SIG-2
SIG-3

FIR-32
(LP)
FIR-16
(HP)
FIR-32
(HP)
FIR-16
(BP)
FIR-32
(BP)

DCT

FFT

EWF

Test1
55.63
45.32
58.55
46.80
49.18
62.52
63.43
54.77
59.21
67.05
52.52
51.65
68.36
53.28
57.84
64.01
52.64
55.35
42.53
33.91
43.21
84.05
75.41
75.44
41.73
37.03
44.58

Test2
53.91
44.01
58.14
44.78
48.88
61.31
60.18
51.43
57.70
66.43
53.46
51.54
67.07
52.80
57.08
63.78
53.17
53.52
41.69
32.51
41.43
84.46
75.77
74.07
40.54
36.85
43.74

Test3
53.45
42.77
57.69
44.63
50.56
62.90
62.10
51.79
58.91
65.05
53.10
52.03
65.06
53.26
58.64
61.71
52.65
53.48
44.73
36.25
45.12
84.31
75.21
73.17
40.45
36.77
44.25

Test4
54.79
43.83
58.93
46.43
49.40
61.73
61.79
51.30
57.26
66.71
54.25
49.72
64.77
53.26
55.60
63.20
54.23
56.30
43.26
34.72
43.93
84.02
75.29
72.90
41.17
38.76
43.46

Test5
56.12
45.17
59.10
45.28
49.06
62.58
60.66
51.99
59.72
65.58
52.24
52.76
66.79
52.79
56.59
63.37
53.70
53.04
41.25
35.35
42.56
84.09
75.82
74.54
40.58
37.50
44.19

Res.Usage
Details
x,+,-,B,L

%
Speed
penalty

% Buses with no
crosstalk
producing events

2,1,0,1,3
2,2,0,1,3
3,1,0,1,3
2,1,0,1,4
3,1,0,1,2
2,1,0,1,1
3,1,0,1,4
2,1,0,1,2
2,1,0,1,3
2,1,0,1,2
2,1,0,1,2
2,1,0,1,4
1,2,0,1,3
2,1,0,1,2
2,1,0,1,3
2,1,0,1,4
2,2,0,1,3
2,2,0,1,3
2,3,3,4,3
1,3,4,4,3
1,2,3,4 ,3
1,1,0,4,3
2,3,4,4,2
2,1,0,4 ,2
1,2,0,3,2
1,1,0,3,1
2,1,0,4,1

17.6
17.6
17.6
11.7
5.8
2.9
23.5
11.7
17.6
11.7
5.8
11.7
23.4
11.7
17.6
11.7
8.8
8.8
17.6
17.6
17.6
20
13.3
13.3
12.4
6.2
6.2

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
8.3
16.7
16.7
75.0
50.0
57.14
0
0
0
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% nets with no
crosstalk
producing events
54.1
52.9
52.9
50.6
51.8
55.3
61.3
57.5
58.8
56.5
57.6
60.0
60.0
58.8
55.3
49.1
52.9
52.9
57.2
58.0
64.0
81.3
79.5
86.3
48.4
51.1
56.4

No. of
inverters
221
323
323
442
496
510
306
323
221
425
442
391
408
357
425
442
476
527
352
272
288
256
208
192
312
384
432

A possible by-product of exploration with modified cost function is it may increase the
frequency of worst-case transitions in other nets. The problem at hand is to minimize the
cost function (Оmod):

(3.19)

mod

where η accounts for number of crosstalk sensitive nets, Γ for resource utilization, and Δ
for latency measured in terms of control steps. Figure 3.7 shows the percentage of
crosstalk nets for designs generated using original cost function (O) and modified cost
function (Omod) under no constraint (resource or latency) environment. It is very interesting
to see that the percentage of crosstalk free nets for original and modified cost function are
approximately the same. In some cases the original cost function produces marginally
better results in terms of percentage of crosstalk free nets compared to modified cost
function. This clearly shows that the cost function to minimize the frequency of worst-case
coupling transitions (original cost function) in all the nets also generates designs in which
a significant percentage of nets are entirely crosstalk free. This experiment clearly justifies
the effectiveness of our original cost function defined to minimize the frequency of
number of worst-case coupling transitions. Figure 3.6 and 3.8 also shows the percentage
of crosstalk free nets between original versus modified cost function under latency and
resource constraints are approximately equal.

3.5.3 Comparison with other approaches
To the best of author‟s knowledge the work proposed by Lyuh, Kim, and Kim [67] is the only
approach that tries to minimize crosstalk activity during high-level synthesis. The primary goal of
their approach is to simultaneously minimize self transition and coupled transition activities to
optimize power. They have proposed a bus binding and bus line reordering algorithm to minimize
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worst-case transitions. They have formulated the bus binding problem as a bipartite weighted
matching problem which is solved optimally at each time step through Hungarian method. The bus
line re-ordering problem is solved through a heuristic algorithm (C-Order).
We could not quantitatively compare our results with that of work proposed in [67] due to the
fact the authors did not report resource/latency details for the benchmarks, and as well as
percentage of savings for worst-case coupling transitions alone through their proposed bus
synthesis algorithm. While qualitative comparison between the two approaches suggests solving
or finding optimal bus binding solution at each time step might result in sub-optimal solution
which is the case with the work in [67]. On the other hand, we have formulated the problem as SA
based design space exploration where we simultaneously explore HLS subspace (scheduling,
allocation, and binding), bus line re-ordering, and encoding subspaces. As it is well known
simulated annealing based exploration has a better probability of finding global optimal solution
compared to heuristic approaches. Another qualitative difference between the two approaches is
the number of resources is fixed in [67] but our proposed approach explores allocation subspace to
find optimal resource requirements.
Shin and Sakurai have proposed a coupling driven bus design for low power [88]. In their
work, they have proposed a heuristic bus line ordering scheme to minimize coupling transitions.
The authors in [88] have compared their heuristic approach with SA based bus line ordering
scheme. The results show SA based bus line ordering produces marginally better results compared
to the proposed heuristic approach in [88].

From Figure 3.4 and Table 3.3 we can see our

proposed SA based bus binding, re-ordering, and encoding scheme clearly results in better savings
compared to SA scheme exploring only bus line ordering subspace. From this discussion, we can
conclude that the proposed approach will clearly result in better savings compared to the heuristic
approach in [88].
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Figure 3.6. Comparison of percentage of crosstalk free nets for original cost function versus
modified cost function under resource constraints

3.6

Conclusions
In this work, we demonstrate the feasibility of optimizing crosstalk early in the design flow.

Crosstalk is a function of data correlations and physical characteristics. Since we do not have
physical details, we focus on the data correlations. The proposed simultaneous algorithm attempts
to optimize correlations during HLS flow that result in reduced crosstalk for bus-based
interconnect architecture for macro-cell designs. We have also demonstrated that the proposed
algorithm yields significant crosstalk reduction under both resource and latency constraints.
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Figure 3.7. Comparison of percentage of crosstalk free nets for original cost function versus modified cost function under no constraints
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Figure 3.8. Comparison of percentage of crosstalk free nets for original cost function versus modified cost function under latency
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CHAPTER 4
FLOORPLAN DRIVEN HIGH-LEVEL SYNTHESIS FOR CROSSTALK NOISE
MINIMIZATION IN MACRO-CELL BASED DESIGNS

To optimize coupling noise induced delay or glitch during high-level synthesis is challenging
due to lack of enough low-level layout details. Researchers have successfully implemented unified
behavioral and physical design synthesis techniques to minimize interconnect delay and power
[89, 90, 91, 92, 93, 94] in VLSI designs. Pasricha, Dutt, Bozorgzadeh, et al. [17] have proposed
floorplan-aware bus architecture synthesis (FABSYN) to synthesize cost-effective bus-based
communication architectures that satisfy performance constraints in a SOC design. To the best of
our knowledge, the proposed work is the first significant work to employ unified approach to
optimize for crosstalk violations in an ASIC. We also validate the design using industrial crosstalk
analysis tool (Cadence Celtic). In the proposed approach we integrate a high-level synthesis (HLS)
engine and a RTL floorplanner that aids in estimating low-level physical details. Such a floorplan
driven approach can take into account the effect of high-level design (i.e., scheduling, allocation,
and binding) decisions and floorplan decisions to optimize coupling noise and use this information
to synthesize crosstalk optimized RTL design with an associated floorplan. The computational
complexity of such an integrated approach is very less when compared to that of the physical
design tasks (placement, global/detailed routing).
In the proposed approach, we have developed a floorplan driven high-level synthesis tool to
produce crosstalk-immune designs. We formulate the problem as a Simulated Annealing based
design space exploration of HLS and floorplan subspaces. To estimate the coupling noise on
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signal nets requires neighborhood information for each victim net. This is the case with the busbased interconnect architecture for which the neighborhood is clearly defined even before the
global/detailed routing phase. The motivation behind the proposed approach is in a bus-based
communication architecture the interconnect resources (buses) are shared by functional (FU) and
storage units. A bus is a group of signal wires that run adjacent to each other connecting various
communicating units. The coupling parasitics between the neighboring wires is proportional to its
overlap length. On reducing the length of interconnects (or buses) the coupling capacitances
between the neighboring nets are reduced which in turn reduces coupling noise on victim nets.
The bus length is dependent on the relative locations of communicating modules in a floorplan and
module interconnections from HLS binding phase. It is also well known that scheduling and
allocation have direct impact on HLS binding decisions. Therefore, in this work we have
proposed a framework to simultaneously explore HLS design subspace and floorplan subspace to
optimize crosstalk noise. The problem at hand is to optimize the cost function which is a weighted
sum of estimated floorplan area, latency (schedule length), and the number of crosstalk prone
buses. The number of crosstalk prone buses are determined by characterizing the technology node
a priori to determine the critical net length (denoted by Lcrit), which is the minimum bus length
above which the bus may suffer crosstalk noise. The effect of a high-level decision is evaluated by
updating the floorplan and identifying crosstalk prone buses (i.e., those buses exceeding Lcrit).
Based on the computed cost, SA moves are employed to reduce the number of crosstalk prone
buses, while trying to optimize latency and floorplan area as secondary goals. To validate the
proposed approach, the synthesized RTL designs (with an associated floorplan) are placed and
routed by Cadence-SOC Encounter. Cadence Fire & Ice, an industry standard parasitic extraction
tool, is used to extract the coupling parasitics. The crosstalk analysis is performed with Cadence
Celtic, a layout level coupling noise analysis tool employing static noise analysis technique.
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Experimental results for five DSP benchmarks indicate that the proposed approach helps in up to
96% reduction in crosstalk violations (as reported by Celtic) with an average overhead of 10% of
chip area. We compared our approach with the traditional sequential HLS flow followed by
floorplanning phase.
The rest of the chapter is organized as follows: Section 4.1 describes the technology
characterization to determine critical bus length (Lcrit). Section 4.2 presents a motivational
example. Section 4.3 describes in detail the proposed floorplan driven HLS for crosstalk
minimization. Section 4.4 reports the experimental results. Section 4.5 summarizes the proposed
framework for crosstalk noise optimization.

4.1

Technology characterization for critical bus length calculation
Due to lack of complete physical information, at the behavioral level it is not feasible to

calculate the peak noise amplitude accurately. However, we can estimate the crosstalk indirectly
by estimating the amount of coupling between the victim and the aggressor nets. This is in turn a
function of the bus length to which the data transfers are bound. For each metal layer, we
conducted characterization experiments to determine the critical bus length (Lcrit) which is defined
as the minimum bus length above which the bus will be subject to cross talk noise.

L
A1
V

d

A
2

d

Vp

Figure 4.1. Characterization circuit to determine the critical length for crosstalk noise in 180nm
technology node
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Lcrit ≈ 1500um

Figure 4.2-A. Characterization plot for critical length determination
with inter wire separation = 3 lambda, Vdd=1.8V, technology node = 180nm

Lcrit ≈ 3000um

Figure 4.2-B. Characterization plot for critical length determination
with inter wire separation = 6 lambda, Vdd=1.8V, technology node = 180nm
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Lcrit ≈ 6000um

Figure 4.2-C. Characterization plot for critical length determination
with inter wire separation = 9 lambda, Vdd=1.8V, technology node = 180nm

The characterization circuit consists of three nets i.e., two aggressors (A1 and A2) and one
victim as shown in Figure 4.1. The two circuit parameters that can be varied are the net length (L)
and the net separation (d). Each net is driven by and drives a standard inverter load. Vp is the
noise voltage as measured on the victim signal. Figure 4.2-A to 4.2-C show the characterization
plots for three separation distances of d = dmin, 2dmin, and 3dmin for 180nm technology node. Each
plot shows two curves one each for VL and VH noise voltages. The supply voltage is Vdd = 1.8V.
For a threshold noise of Vp = 0.4Vdd = 0.72V, the critical lengths are marked off in the plots.
Specifically, for d = dmin =3λ, Lcrit ≈ 1500um, for d = 2dmin =6λ, Lcrit ≈ 3000um, and for d = 3dmin =
9λ, Lcrit ≈ 6000um where λ is the feature size.
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4.2

Motivational example
Figure 4.3-A and 4.3-B shows an example of a scheduled DFG with corresponding resource

and interconnect binding information. The floorplan for the scheduled, allocated, and bounded
DFG is shown in Figure 4.3-C. In Figure 4.3-C the bus B1 acts as a communication channel
between multiplier (M1) and register (R1). B2 is shared by subtractor (S1), multiplier (M1), and
register (R2) blocks. While bus B3 is shared by a subtractor (S2) and register (R3) module, and B4
connects adder (A1) to register (R4). As it can be seen in Figure 4.3-C, B2 is the longest bus and
its length may be greater than the critical bus length determined in the previous subsection (refer
section 4.1). Therefore, Bus B2 has a high probability of being susceptible to coupling noise
induced glitch due to large coupling parasitics between the bus lines. Most of the research works
proposed in the literature focuses on minimizing the overall floorplan area and total bus area [81,
82, 83], while ignoring the signal integrity problem that may arise in nano-scale bus-based
designs. To the best of author‟s knowledge, the proposed approach is the first work to address
crosstalk noise optimization in a bus-based communication scheme by integrating HLS and
floorplanner. The floorplanner determines the relative positions of functional, storage, and
interconnect resources based on binding information from HLS phase. It is also well known that
the floorplan area also depends on number of resources used which is determined during allocation
phase or based on scheduled DFG and wire length is partially dependent on binding information.
From the above discussion it is clear that the HLS subtasks and physical design tasks are
interdependent. Thus, we are proposing a floorplan driven high-level synthesis approach which
has an inherent advantage of fast design space exploration to optimize crosstalk noise by reducing
coupling parasitics and to optimize crosstalk noise at higher levels of abstraction requires
estimating coupling parasitics which is possible only during physical synthesis.
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Figure 4.3. Motivational example (A) Scheduled DFG (B) A possible resource and interconnect binding information for DFG (C) One
possible floorplan for the DFG
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As described earlier, bus B2 is prone to crosstalk noise violation. Figure 4.4 shows the effect
of high-level design decision on optimizing coupling parasitics and crosstalk noise. In Figure 4.4
the data transfers that are bound to register R2 and R3 are swapped i.e., data transfers m, p were
bound to R2 and n, o were bound to R3 (see Figure 4.3). The floorplan in Figure 4.4 shows the
modified interconnect structure due to changes in register bind decisions. The length of bus B2
which is identified as crosstalk prone (> Lcrit) has been shortened considerably and may become
less than Lcrit thereby eliminating the probability of coupling noise induced glitch violation.
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Figure 4.4. An example of physical synthesis driven HLS to optimize crosstalk noise in bus-based
macro-cell design
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This example clearly illustrates the fact that by integrating HLS and floorplan decisions it is
possible to optimize crosstalk noise violations at higher levels of design abstraction.

4.3

SA framework for floorplan driven HLS to minimize crosstalk violations
The main objective of the proposed floorplan driven HLS is to synthesize RTL netlist with

associated floorplan so that the resulting layout has minimum crosstalk violations. Simulated
annealing is extensively used to solve wide variety of intractable problems including HLS problem
[68, 69, 70, 71]. We justify applying SA framework to minimize crosstalk violations because: (a)
of its successful application to HLS domain; (b) simultaneous HLS-floorplanning problem can be
easily formulated; (c) the nature of SA is such that it refines the initial solution; i.e., a floorplan is
incrementally built taking into account the effect of HLS decision(s); and (d) for HLS problems, as
the DFG sizes are reasonable (few hundred nodes), the execution times are reasonable.
Given an input DFG the goal is to minimize number of crosstalk prone buses while optimizing
the latency and floorplan area as secondary goals. The cost function (C) is defined as:

C W1 * latnorm W2 * FPareanorm W3 * Xtalkbusnorm

(4.1)

Where latnorm is the normalized latency (number of control steps), FParea is the normalized
floorplan area, and Xtalkbusnorm is the estimated number of crosstalk prone buses. W1, W2, and W3
are the relative weights. In this work, we set W1=0.25 W2=0.05 and W3=0.70 which are
determined empirically. Latency is normalized with respect to the ASAP schedule length. FParea
is normalized with respect to the area of the datapath for a parallel schedule. Xtalkbus is
normalized with respect to the total number of edge bits in the DFG.
Figure 4.5 shows the flow chart of the SA framework. The input is a DFG, resource
constraints, technology related data (Lcrit), and RTL library information. In the framework, the
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Figure 4.5. Flow diagram for SA based floorplan driven HLS for crosstalk optimization
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floorplan is represented as a sequence pair [95]. Two sets of moves are defined: (a) HLS moves;
and (b) Floorplan moves.
The following are the HLS-related moves:
Scheduling move alters the priority of operations in a list schedule. We employ list
scheduling algorithm.
Allocation move allocates or de-allocates FU resources such as adders, subtractors,
multipliers, etc.
Binding moves re-assigns module binding i.e., assigning an operation to a different
module instance or swap module bindings of compatible modules.
The following are the floorplanning related moves which alter the sequence pair representation to
explore floorplan solution space.
changing module orientation
swap module positions and
re-locate a module instance.
Given a bus with a set of bound data-transfers, the bus synthesis and floorplanning problem is
to determine the bus length as well as its location. This problem is solved by drawing a largest
rectangle such that the centers of all the modules involved are contained by the rectangle. We
illustrate this by an example. Consider five modules (A, B, C, D, and E) whose placements are as
shown in Figure 4.6. The encompassing rectangle is shown with a dotted line. The synthesized
bus is shown by a thick line and bisects the rectangle length wise. The length of the bus is equal to
the length of the encompassing rectangle. The framework could be easily extended to
accommodate bus-based floorplanning techniques proposed in [81, 83]. We reserve two layers for
bus routing and those two metal layers are not used for routing inside the macro-cells. In other
words, buses can run freely over any macro-cell blocks.
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Figure 4.6. Illustration of bus synthesis and floorplanning step

4.4

Experimental results
The proposed SA based framework for crosstalk noise minimization has been implemented in

C and run on a SUN UltraSPARC 2. To validate the effectiveness of the proposed approach we
tested it on five data flow intensive DSP benchmarks. The synthesized RTL netlist generated by
the framework is then placed (adhering to the floorplan) and routed using Cadence-SOC
encounter. Cadence Fire & Ice parasitic extractor is used to extract parasitics from the routed
design. Finally, the Cadence Celtic crosstalk noise analysis is employed to determine number of
crosstalk violations.

4.4.1 Experimental setup and flow
Figure 4.7 shows the detailed experimental flow to determine the number of crosstalk
violations in a design. The commercial tools used are Cadence-SOC Encounter, Cadence Fire &
Ice parasitic extractor, Cadence Library generator (LibGen), and Cadence Celtic Crosstalk noise
analyzer. A digital macro-cell is a predefined module that implements a simple or complex digital

85

180nm technology
standard cell
library

Inputs: DFG, user
constraints, and RT
Library dimensions

Macro-cell
layouts

Proposed SA
framework

LEF
Files
Synthesized
RTL netlist
(verilog)

Floorplan
(placement
commands)

Technology
file (.tch)

Cadence-SOC
encounter
Routed design
(def file)

LibGen
(Cadence cell
library)

Fire & Ice parasitic
extraction
SPEF netlist with
coupling parasitics

Timing window
file and timing
constraints

Cadence Celtic
Crosstalk
Analyzer

Characterized noise
library for macrocells (UDN, cdB,
or ECHO)

# of noise nets

Figure 4.7 Experimental flow

function that will be used frequently in a design. The complexity of a macro-cell block may vary
from few hundred gates to few thousand gates. The macro-cell based design technique offers the
designer the advantage of dividing the system into small independent blocks so as to reduce the
overall complexity of a design. The macro-cell blocks aids in design reuse i.e., implementing a
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digital function that will used frequently in a design such as multipliers, adders, filters etc. A soft
macro block doesnot have a fixed physical layout structure. It represents just a netlist of logic
gates. A hard macro block has fixed physical dimensions such as width and height. A hard macro
block is generated from a synthesized gate-level netlist implementing the required functionality
and the macro-cell layout is generated using standard cell place and route methodology. In our
proposed experimental flow, the synthesized gate-level netlist for each macro is generated by
AUDI HLS system. We employed OSU 180nm technology standard cell library [110], NCSU
design Kit, and Cadence-SOC Encounter to generate macro-cell layouts. Cadence LibGen was
used to create a binary view of all the macro-cell layouts. This step is necessary and it enables fast
extraction of parasitic information, since the macro-cells are used as building blocks for more
complex systems. For every macro-cell layout we run Cadence Fire & Ice Parasitic extractor and
Cadence Celtic crosstalk analysis and any crosstalk violations are fixed before the macro-cell is
used for building larger designs.
The inputs to the proposed SA based floorplan driven HLS framework are CDFG, user
constraints such as latency (in terms of control time steps), maximum number of resources to be
used, etc., and physical dimensions ie., height and width of hard macros representing the RTL
modules. The proposed framework generates a crosstalk noise optimized floorplan and
corresponding synthesized RTL netlist. Cadence-SOC Encounter is used to route the synthesized
netlist based on the generated crosstalk optimized floorplan information. Cadence Fire & Ice
Parasitic extractor is used to extract the coupling parasitics for the entire design as SPEF netlist
(Standard Parasitic Extraction Format).
Cadence Celtic crosstalk analysis tool requires SPEF netlist, characterized noise library model
(UDN model) for the macro-cells in a design, and routed design (DEF netlist). The user defined
noise model (or UDN) allows the user to specify the noise tolerance limit at each input pin of a
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macro-cell. Celtic employs static noise analysis to propagate noise from inputs to outputs for each
macro-cell instance in a design. This analysis is based on calculating the worst-case noise
waveforms on each input and output nodes of the cell instance. Celtic assumes all possible worstcase scenarios i.e., all the neighboring signal nets switch at the same time unless it is prohibited by
logic or timing constraints. If the worst-case noise waveform of a net driving an input pin of a
macro-cell is greater than the user defined noise threshold (UDN) then Celtic marks the
corresponding net as crosstalk prone net. In our experimental setup, we set the threshold to be
40% of VDD for combinatorial cells and 25% of VDD for sequential cells. In other words, if the
worst-case peak noise amplitude of a net that is driving a combinatorial block such as adder,
multiplier etc., is greater than 40% of VDD then the corresponding net is detected as a noise net.
Similarly, if the worst-case peak noise amplitude of a net driving a sequential block is greater than
30% of VDD then the corresponding net is considered to be a noise net. We have selected these
values based on the recommendations found in the Celtic User Manual [8].

4.4.2 Results and discussions
To validate the effectiveness of proposed approach we compared the number of noise nets
reported by Celtic for designs optimized through proposed framework versus multiplexer-based
designs generated through traditional HLS flow followed by floorplanning, placement, and
routing. The traditional HLS flow involves running scheduling, allocation, and binding
sequentially, followed by multiplexer-based interconnect, datapath, and control generation.
Cadence-SOC Encounter is then used to place and route the synthesized RTL netlist. We
conducted experiments under latency constrained environment. Latency is defined in terms of number
of control time steps.
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Table 4.1 shows the benchmark details for five HLS benchmarks they are: 8-point DCT, 5th
order elliptic wave filter, FFT, mpeg for motion vector decoding, and auto regression filter (ARF)
[113]. DCT, FFT, and filters (EWF, ARF) benchmarks are selected because they are utilized in
majority of DSP applications. mpeg for motion vector decoding has highest level of parallelism
and moderate size. Column 2 lists the number of operations for each benchmark. Column 3-4
shows the number of data transfers and minimum latency. Column 5 lists the extent of parallelism
available in benchmarks.
Table 4.1 Benchmark details
BMs

# of
nodes

# of
edges

Critical
path length

Parallelism

DCT
EWF
FFT
mpeg
ARF

43
34
36
32
28

35
47
28
29
30

7
14
6
6
8

6.14
2.43
6.00
5.33
3.5

Table 4.2 tabulates the results for the benchmarks synthesized by our proposed framework and
traditional sequential HLS flow. Column 2-3 reports the area for traditional and proposed flow.
Column 4-5 reports the average number of nets and macros in synthesized design. Column 6 lists
the number of buses in the design synthesized through proposed framework. Column 7-8 tabulates
the number of noise nets reported from Celtic crosstalk noise analysis. Column 8 reports the
percentage reduction in number of crosstalk violations. Column 9 reports the latency constraint
under which the benchmarks are synthesized by the proposed flow and traditional flow. Column
10 lists the area penalty for the proposed framework versus traditional HLS flow. Column 10
reports the SA execution time. For DCT, the floorplan driven approach provides the best result by
minimizing 96% of noise nets. For EWF, the crosstalk violations are reduced by 75% while for
FFT it is 96%. The proposed framework reduces crosstalk violation by 84% and 94% for mpeg
benchmark used for motion vector decoding and auto regression filter benchmark.
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On average the proposed framework reduces the number of noise nets by 89%. These results
demonstrate convincingly that crosstalk noise can be optimized during early stages of design cycle.
The results also clearly demonstrate the superiority of the proposed approach. Figures 4.8-4.10
compares the coupling noise distribution of nets in the proposed framework and traditional
sequential flow. Cadence Celtic crosstalk analyzer was used to measure the crosstalk noise
amplitude of nets in a design. The crosstalk noise amplitude distribution is divided into four
regions. Region 1 shows the percentage of nets with peak noise amplitude greater than 0.8V (>
0.8V). Region 2 shows the percentage of nets with crosstalk noise amplitude between 0.6V and
0.8V. Region 3 shows nets between 0.4V and 0.6V and Region 4 shows the net distribution
between 0.2V and 0.4V. As stated earlier, peak noise amplitude greater than 0.54V (30% of Vdd)
on nets that drive the sequential block and greater than 0.72V (40% of Vdd) on nets that drive the
combinatorial block are considered as noise nets.
In Figure 4.8-A, 4.9-B, and 4.10, for DCT, mpeg, and ARF benchmarks the percentage of
nets in Region 2 (0.6V-0.8V) for proposed framework is less compared to traditional flow. While,
for FFT and EWF benchmarks the traditional flow results in lesser number of nets in Region 2
(0.6V-0.8V) compared to proposed work. Even though the proposed framework results in higher
percentage of nets in Region 2 the number of noise nets for proposed SA framework is very low
(refer Table 4.2) compared to sequential HLS flow. In other words, a majority of nets falling in
Region 2 (0.6v-0.8V) are nets driving combinatorial blocks and the noise amplitude in those nets
and is less than 0.72V (40% of Vdd). Since, the proposed SA driven framework simultaneously
explores both floorplan and HLS decisions it could explore for solutions for which the buses
driving the sequential block are of smaller length compared to buses driving combinatorial blocks.
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Table 4.2. Crosstalk noise violations in proposed framework versus designs synthesized through traditional HLS flow
BMs

DCT
EWF
FFT
mpeg
ARF

Area (mm2)
Seq
14.55
10.15
34.81
10.91
10.08

SA
14.55
10.15
41.76
12.96
11.33

# of
nets

# of
Buses

# of
Macros

3909
2632
8648
4154
4219

36
25
30
34
32

18
18
23
28
26

# of noise
nets
Seq
SA
54
2
56
14
69
3
19
3
18
1
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Savings
(%)

Latency
(csteps)

96.3
75
95.6
84.2
94.4

14
16
9
9
10

Area
Penalty
(%)
0
0
16.6
18.33
12.35

SA exec.
Time
(min)
17
15
14
14
13

> 0.8V

0.6V-0.8V

0.4V-0.6V

0.2V-0.4V

(A)

> 0.8V

0.6V-0.8V

0.4V-0.6V

0.2V-0.4V

(B)
Figure 4.8. Crosstalk noise amplitude distributions for multiplexer based point to point
interconnects (Seq. HLS flow) versus bus-based interconnects synthesized through proposed
framework for (A) DCT benchmark and (B) EWF benchmark
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> 0.8V

0.6V-0.8V

0.4V-0.6V

0.2V-0.4V

(A)

> 0.8V

0.6V-0.8V

0.4V-0.6V

0.2V-0.4V

(B)
Figure 4.9. Crosstalk noise amplitude distributions for multiplexer based point to point
interconnects (Seq. HLS flow) versus bus-based interconnects synthesized through proposed
framework for (A) FFT benchmark and (B) mpeg benchmark
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> 0.8V

0.6V-0.8V 0.4V-0.6V 0.2V-0.4V

Figure 4.10. Crosstalk noise amplitude distributions for multiplexer based point to point
interconnects (Seq. HLS flow) versus bus-based interconnects synthesized through proposed
framework for ARF benchmark

Figures 4.11-4.15 shows the crosstalk optimized bus-based floorplan for DCT, EWF, FFT,
mpeg –motion vector decoding function, and ARF benchmarks. The long and narrow vertical and
horizontal blocks are bus macros. The bus macros are a set of wires running in parallel connecting
the communicating modules. We have reserved two metal layers for bus routing; metal4 serves as
a vertical interconnect and metal5 as a horizontal interconnect. In other words, the routing inside
the macro-cells utilizes only three metal layers. This allows the buses to run freely over the macrocells constituting execution and storage units.
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4.5

Summary
In the proposed framework work, we demonstrate the feasibility of optimizing coupling

parasitics during high-level synthesis. The proposed approach simultaneously explores both HLS
and floorplan subspaces to synthesize bus-based designs with minimum crosstalk violations.
Coupling capacitance estimation is made possible by integrating an RTL floorplanner with HLS
engine. Experimental results from commercial tools show the proposed approach generates better
crosstalk immune designs than traditional ASIC design flow.
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Figure 4.11. Crosstalk optimized bus-based floorplan generated by proposed floorplan driven HLS
for DCT benchmark
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Figure 4.12. Crosstalk optimized bus-based floorplan generated by proposed floorplan driven HLS
for EWF benchmark
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Figure 4.13. Crosstalk optimized bus-based floorplan generated by proposed floorplan driven HLS
for FFT benchmark

98

Figure 4.14. Crosstalk optimized bus-based floorplan generated by proposed floorplan driven HLS
for mpeg benchmark
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Figure 4.15. Crosstalk optimized bus-based floorplan generated by proposed floorplan driven HLS
for ARF benchmark
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CHAPTER 5
ON-CHIP DYNAMIC WORST-CASE CROSSTALK PATTERN DETECTION AND
ELIMINATION FOR BUS-BASED DESIGNS

In this chapter, we present an on-chip crosstalk pattern detection and elimination circuit to
eliminate worst-case coupling transition pattern. In high speed nanometer designs the coupling
capacitances between the adjacent wires on same metal layer dominate the total wire capacitance
causing large delay variations and also compromise the noise immunity of the signal. The effect of
coupling capacitances on signal propagation delay is further influenced by signal transition
patterns on the victim and neighboring aggressor nets. As described in chapter two, a worst-case
coupling transition pattern in a two aggressor model occurs when the signals on both the aggressor
nets switches in a direction opposite to that of a victim net. In a two aggressor model such a worstcase coupling transition pattern is generally referred to as 4Cc crosstalk pattern.
The 4Cc crosstalk pattern causes the maximum increase in the propagation delay of a signal
and may lead to setup time violation if the signal drives an input of a flip-flop or latch. In a busbased interconnect architecture this effect is more acute because the bus cycle time has to be
designed based on the propagation delay of worst-case crosstalk pattern. Design based on such
pessimistic estimate is not desirable because not all signal transitions might result in worst-case
propagation delay and thus will adversely impact the performance of the system. Therefore, we
propose an on-chip worst-case crosstalk pattern detection and elimination circuit which
dynamically detects the worst-case crosstalk pattern (or 4 .Cc crosstalk patterns) and eliminates it
by postponing the transmission of data pattern for one clock cycle and instead transmit logic zero
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value on the bus during the current cycle. The proposed technique incurs a penalty of one clock
cycle per detection and elimination of worst-case pattern. The area overhead of the proposed
technique is also minimal when compared to other crosstalk optimization techniques such as
shielding, double spacing, and encoding techniques.
The rest of the chapter is organized as follows: Section 5.1 presents a motivational example.
Section 5.2 describes in detail the proposed dynamic crosstalk pattern detection and elimination
scheme. Section 5.3 reports the experimental results. Section 5.4 draws conclusions.

5.1

An illustrative example
Figure 5.1 shows a scheduled DFG, a corresponding functional resource and bus binding

solution, and a sample execution trace. As it can be seen in Figure 5.1 the DFG has 4 add and 2
multiply operations. All data transfers are 4 bits wide (i.e., bus width is 4 bits). Data transfer e is
bound to Bus B1. Bus B2 is shared by data transfers f, g, and out and B3 is shared by n and h. The
buses are shared based on the lifetime of the data transfers. In other words, two data transfers can
share a bus if and only if their lifetimes do not overlap. For the sample execution trace shown in
Figure 5.1 the bus B2 will transmit f = “0101” at T=2 and g = “1010” at T=3 on bus B2. This will
lead to worst-case crosstalk pattern on three LSBs of bus B2 i.e., in bus B2 bit b1 is flanked by bits
b0 and b2 on either side. Due to temporal correlation between f and g, the bit b1 transitions from 1
(at T=2) to 0 (T=3) and the neighbors b0 and b2 transitions from 0 to 1. This causes a worst-case
coupled signal transitions between b2, b1, and b0 and will increase the propagation delay on bus B2
due to Miller coupling effect. The most straight forward approach is to perform static timing
analysis to calculate the worst-case delay for a bus. Based on this conservative estimate, the bus
cycle time is fixed to avoid crosstalk noise induced delay failures.
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Figure 5.1. (A) Scheduled DFG, (B) A sample execution trace, and (C) A possible bus-based
datapath
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Timestep

1
2
3
4
5

Original design
Operation
Data
transfer
a2
f
m2
g
a4
out

Data
0101
1010
1100

With proposed scheme
Operatio
Data
Data
n
transfer
a2
f
1010
all zero
0000
m2
g
1010
a4
out
1100

Figure 5.2. Execution trace on bus B2 for original design versus proposed scheme

As an alternative to this pessimistic scheme, we propose a more efficient dynamic crosstalk
detection and elimination scheme to automatically detect and eliminate worst-case crosstalk noise
induced delay with minimum speed penalty. In the proposed approach the worst-case crosstalk
pattern is eliminated by manipulating the temporal correlation between adjacent data transfers
bound to a bus. For example, considering the same execution trace as discussed above at T=2 the
bus B2 will transmit f = “0101”. At T=3, the data transfer g = “1010” will be forbidden for
transmission on bus B2. Instead an all zero data pattern (“0000”) will be transmitted on B2 at T=3
and all the operations at T=4 (a4, adder operation) and later will be postponed by one clock cycle.
At T=4, the data transfer g = “1010” will be transmitted on bus B2 thereby eliminating worst-case
crosstalk induced delay due to data patterns of f and g.
Figure 5.2 shows the execution trace on bus B2 for the design with and without proposed
dynamic detection and elimination circuit. For the example shown in Figure 5.2 the proposed
approach incurs a penalty of one clock cycle when a worst-case crosstalk pattern is detected. The
output of operation m2 (g) which causes a worst-case coupling transition with output of a2 (f) is
delayed for one clock cycle and the design takes five clock cycles to complete its execution. The
advantage of proposed approach is it can result in higher clock frequency, because the worst-case
crosstalk induced propagation delay never happens thereby enhancing the performance of designs.
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5.2

Proposed on-chip worst-case crosstalk pattern detection and elimination technique
The proposed technique operates in two stages: (a) Stage 1- crosstalk detection; and (b) Stage

2 - worst-case coupling transition pattern elimination. In the first stage the crosstalk detection unit
checks for the occurrence of worst-case crosstalk pattern. This is accomplished by comparing the
data transmitted on a bus in the previous cycle with the data that will be transmitted in the current
clock cycle. In other words, every word is checked for violation before it is transmitted on the bus.
Figure 5.3 shows a gate-level circuit implementing the proposed crosstalk detection technique for
one bus line (b1). The bit sequence {p0, p1, p2} represents the data transmitted in the previous
clock cycle and {c0, c1, c2} denotes the data to be transmitted in the current cycle. Figure 5.3
shows a scenario where a signal in bit b1 is transitioning from logic „1‟ to logic „0‟ (i.e.,
p1=1c1=0), while, its neighboring bits b0 and b2 are switching in opposite direction (p0=0c0=1,
p2=0c2=1) and vice versa. Because of Miller coupling effect such opposite transitions will lead
to worst-case propagation delay on b1.
Technically speaking, each and every bus line acts as an aggressor or victim net. Therefore, a
4-bit bus requires an array of four such gate-level circuits to detect the occurrence of “010” and
“101” pattern in previous and current data transmitted on a bus. Similarly, a second array of four
gate-level circuits is required to detect “101” and “010” pattern in previous and current data.
Figure 5.4 shows an example of crosstalk detection unit for a 4-bit bus. In Figure 5.4, a 4-input
OR-gate ensures that each and every wire in a bus is free from worst-case coupling transition. In a
bus-based interconnect architecture as the buses are synchronized with respect to a clock, it is
required that all the individual lines comprising a bus must be crosstalk free. The output of 4input OR- gate will be 1 if there is a violation in at least one bus line. Therefore, when there is a
violation in the current data it will be postponed for one clock cycle. Instead bus will be reset
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Data
transmitted
in previous
clock cycle

Data to be
transmitted
in current
clock cycle

p0
p1
p2
c0
c1
c2

Data to be
transmitted
in current
clock cycle

Data
transmitted
in previous
clock cycle

c0
c1
c2
p0
p1
p2

Figure 5.3. Gate-level circuits for worst-case crosstalk pattern detection

implying logic „0‟ will be transmitted on the bus during current cycle. In the following cycle, the
original data will be transmitted on the bus i.e., after a delay of one clock cycle.

5.2.1 AUDI design framework
Given a CDFG, we first synthesize the design through AUDI behavioral synthesis system
[109]. The output of AUDI is a RT-Level datapath and a behavioral controller. A behavioral
controller implements a state machine and generates required control signals for the datapath units.
It also responds to the status or feedback signals from the datapath. The controller operates during
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c1 c0
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p1

CD_ signal
Figure 5.4. Proposed crosstalk detection and elimination scheme implementation on a 4-bit
bus

positive clock cycle and datapath is set to operate during negative clock cycle. Figure 5.5 shows
bus-based communication architecture for a RTL datapath and controller generated by AUDI. The
storage units, execution units, bus arbitration logic, and interconnects are components that
constitute a datapath subsystem. The buses are long interconnects that are shared by the execution
and storage units. As it can be seen in Figure 5.5 that there are two channels of communication
they are: (a) Buses that are driven by the outputs of execution units (b1-b4); and (b) buses that are
sourced by storage units (b5-b6). For the design generated by AUDI shown in Figure 5.5 the
buses b1-b4 are synchronized to transmit data produced by the execution units during the negative
clock cycle and buses b5-b6 sourced by registers transmit data during positive clock cycle. This is
done to avoid race condition and to enable comparison between previous and current data without
incurring additional delay for crosstalk detection.
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Figure 5.5 Typical bus-based interconnect structure generated by AUDI

5.2.2 Modified RTL design model implementing proposed technique
Figure 5.6 shows the modified RTL datapath and controller design implementing the proposed
approach. Each execution and storage unit is fitted with individual crosstalk detection units (CD)
and buffers. The buffer holds the data transmitted on a bus during the previous cycle. Figure 5.6
also shows multiple instances of crosstalk detection units and buffers within each execution and
storage modules. This is due to the fact the execution and storage modules are sourcing more than
one bus and the total number of instances per module depends on the number of buses driven by
each module. For example in Figure 5.6, the output of multiplier is driving two buses b1 and b2.
Therefore, there are two instances of buffers and crosstalk detection units (Figure 5.4 shows the
crosstalk detection unit for a 4-bit bus). The multiplier and adder module in Figure 5.6 share the
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Figure 5.6. Modified architecture implementing proposed crosstalk detection and elimination
technique

bus b1 implying at any time step only one of the module will be allowed to transmit the data on
bus b1. However, one could argue that instead of having an instance of crosstalk detection unit in
each execution unit driving the bus it would be better to have just one global crosstalk detection
unit for each bus and thereby incurring less area penalty. On the other hand, an equally effective
counter argument is by having a local instance of crosstalk detection unit and buffer for each bus
will ensure shorter interconnects between the execution unit and the crosstalk detection unit. The
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shorter interconnects are unlikely to suffer crosstalk noise effects. This is similar to cache and main
memory trade-off to optimize the performance of a system. This is just an implementation issue
and designers are free to choose any implementation style to suit their requirements.
Figure 5.7-A to C shows the implementation details of proposed scheme on a bus-based
macro-cell design synthesized through HLS engine shown in Figure 5.6. For the sake of clarity
Figure 5.7-A shows only the crosstalk detection and elimination circuit for bus b1. Bus b1 is
shared by multiplier and adder blocks. A crosstalk detection unit (CD) (refer Figure 5.3) compares
the output of an execution unit (i.e., current data from multiplier or adder) with the data
transmitted on the bus in the previous clock cycle stored in a buffer. Figure 5.7-B shows the buffer
synchronized with respect to a clock. Since the buses driven by execution units are synchronized to
transmit data only during negative cycle, the buffer also remains enabled during negative clock
cycle. Figure 5.8 shows the circuit implementation of proposed crosstalk elimination scheme. The
clk signal to the crosstalk elimination (CE) block ensures the data is transmitted only during the
negative clock cycle. The wr_mult/wr_add signal from the controller ensures that only one of the
blocks is sourcing the bus at any time step. For the example circuit shown in Figure 5.8, the
output of the MULT block (i.e., current data) will be transmitted on bus b1 only if wr_mult is 1
and CD_signal is 0. In case of detection of worst-case crosstalk pattern, CD_signal will be 1 and if
wr_mult is also 1 then the transmission of actual data from the multiplier will be postponed for one
clock cycle, instead the crosstalk elimination unit will transmit a logic „0‟ data value on the bus.
As already explained in Section 2 that the transmission of logic „0‟ value eliminates the occurrence
3Cc and 4Cc crosstalk patterns on buses.
Figure 5.9-A shows the finite state machine implementation of behavioral controller for
scheduled, allocated, and bound DFG in Figure 5.1 and Figure 5.9-B shows the block diagram for
the AUDI generated RTL model. The controller is synthesized such that each time step is mapped
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Figure 5.7. Block diagram for crosstalk detection and crosstalk elimination circuit in bus-based
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Figure 5.8. Crosstalk elimination circuit

to one clock cycle. The duration of clock cycle is determined by the worst-case propagation delay
of a bus. By eliminating the worst-case propagation delay which occurs due to worst-case coupling
transitions, the designs can employ faster clocks and thereby enhance the performance of the
design. The first state is an idle state and at the assertion of start signal the primary inputs are
latched on to the registers. The state machine implemented is a mealy model i.e., the outputs are
function of both inputs and present state. The inputs to the controller are feedback signals (or
flags) from the datapath units and the crosstalk detect signal (CD_signal) from crosstalk detect
unit. The controller generates signals to control the operations of datapath units. Figure 5.9-A
shows the state transitions and the corresponding outputs (i.e. the control signals) generated at
each control step (or time step). The state transitions occur only in the absence of worst-case
crosstalk violation (i.e., CD_signal = „0‟). If there is a crosstalk violation (CD_signal = „1‟) then
the state machine loops in the same state and the output of the controller (i.e., control signals) will
remain the same. The controller maintains the same set of control signals until the actual data is
transmitted on the bus and latched on to the register thereby ensuring functional correctness of a
design.
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Figure 5.9. AUDI controller (A) Mealy model based state diagram for DFG shown in Figure 5.1
(B) Block diagram depicting the RTL model synthesized by AUDI with proposed crosstalk
detection scheme

5.3

Experimental results
We first synthesize the behavioral specification of a design using AUDI behavioral synthesis

tool. The synthesized VHDL netlist is modified to incorporate the proposed technique and is
simulated using Cadence NCSim simulator. Experiments were conducted to verify the functional
correctness of the modified RTL design with crosstalk detection unit. Figure 5.10 shows a
snapshot of simulation results for IIR filter design. The first instance of worst-case crosstalk
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Figure 5.10. Simulation results for IIR filter design implementing the on-chip crosstalk elimination
technique

pattern occurs on Bus1 (i.e. Bus1_out). As shown in Figure 5.10 the data transmitted on the bus
when the state machine is in state S4 is “0010” and the data to be transmitted when the current
state is S5 is “0101”. However, this will lead to a worst-case crosstalk pattern on Bus1. Therefore,
instead of transmitting current data “0101” on Bus1 the bus is reset to zero thereby eliminating

Table 5.1. Characteristics of different data transmission methods [18]
Bus
Transmission
methods
ORI
CPC
DBS
SHD
DYN

Cg
(fF/mm)

Cc
(fF/mm)

Number
of wires

Normalized
cycle time

36.3
36.3
53.1
36.3
36.3

115.1
115.1
60.4
115.1
115.1

32
53
32
63
33

3.28
2.76
1.95
1.76
1.00
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worst-case crosstalk pattern induced delay on the bus. Then in the next control step (i.e. at S6) the
data “0101” which should have been transmitted during S5 gets transmitted after a delay of one
clock cycle. Similarly, another instance of crosstalk violation on Bus0 (i.e. Bus0_out) is
eliminated by the proposed technique. The proposed approach can also be implemented easily
across various bus-based designs such as on-chip memory buses, on-chip buses of a
microprocessor, bus-based macro-cell designs, etc.
Table 5.1 is reproduced from crosstalk aware variable cycle transmission work in [18]. The
authors in [18] have compared the effectiveness of their proposed technique (DYN) versus other
transmission techniques such as Original (ORI), Crosstalk prevention codes (CPC), Double
spacing (DBS), and Shielding (SHD). In the original transmission method (ORI) the bus cycle
time is fixed based on the pessimistic estimate of worst-case propagation delay i.e. Tclk = (Cg +
4Cc)Rtotal. CPC transmission technique implements encoding scheme to eliminate worst-case
crosstalk pattern (4Cc). Therefore, the bus cycle time is Tclk = (Cg + 3Cc)Rtotal. DBS implies double
spacing method where the spacing between adjacent bus lines is set to two times the minimum
wire separation for a given target technology. For this experiment, the authors in [18] considered
0.25μm technology and the wire separation are set to 0.64μm. Since coupling capacitance is
inversely proportional to extent of wire separation increasing the separation will result in reduced
Cc as shown in Table 5.1 (refer row 3, column 2). SHD refers to shielding where Vdd or Ground
lines are inserted between every pair of wires. By having shield wires on either side prevents
simultaneous switching in opposite direction on adjacent wires thereby eliminating 4Cc and 3Cc
crosstalk patterns. Therefore, the bus cycle time is set based on propagation delay for 2Cc
crosstalk pattern i.e. Tclk = (Cg + 2Cc)Rtotal.
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The authors used Predictive Technology Model (PTM) [111] to calculate the coupling
capacitance (Cc), ground capacitance (Cg), and the resistance (Rtotal) for interconnects of length
2mm, 5mm, and 10mm. The width (w), separation (s), thickness (t), and height (h) of
interconnects are set to 0.32μm, 0.32μm, 0.58 μm, and 0.7μm [18]. In Table 5.1, columns 2-3 list
the coupling and ground capacitances calculated based on PTM model. Column 4 lists the number
of wires required in each transmission method. CPC employs encoders so extra wires are required
to send the encoded data to avoid worst-case crosstalk pattern. In shielding (SHD) method, a Vdd
or ground wire is sandwiched between every pair of wires thereby increasing the number of wires
to 63 for a 32-bit bus. The cycle time for each method is listed in column 5 calculated based on
worst-case propagation delay on buses for each transmission method (summarized in Table 5.2)
normalized with respect to that of DYN method.

Table 5.2. Bus cycle time calculation based on worst-case propagation delay
Bus Transmission
methods
ORI
CPC
DBS
SHD
DYN

Worst-case
propagation delay
(Cg + 4Cc)Rtotal
(Cg + 3Cc)Rtotal
(Cg + 4Cc)Rtotal
(Cg + 2Cc)Rtotal
(Cg + Cc)Rtotal

As explained earlier the proposed scheme can be implemented on any bus-based design. We
compare our proposed technique with the techniques listed in Table 5.1 for a 32-bit on-chip
microprocessor bus. The coupling capacitance (Cc) and ground capacitances (Cg) will be the same
as other transmission methods except for DBS. The number of wires will be 33 (32-bit bus + 1
CD_signal bit). In the Section 5.2 we presented crosstalk detection unit for eliminating 4Cc
crosstalk pattern and this could be easily extended to detect 3Cc crosstalk pattern with additional
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Figure 5.11. Distribution of coupling signal transition pattern for SPEC2000 benchmark suite [18]

circuitry similar to the one shown in Figure 5.3. The bus cycle time is set to the propagation delay
for 2Cc crosstalk pattern and the normalized cycle time is 1.76 with respect to DYN transmission
method.
The authors in [18] have used Simplescalar 3.0 tool-set and SPEC2000 CINT [112]
benchmark suite to simulate the performance of the data bus connecting the processor datapath and
L1 D-cache. Figure 5.11 shows the data distribution based on the coupling signal transition
pattern for SPEC2000 benchmark suite reproduced from [18]. Figure 5.12 shows the performance
of transmission methods in terms of number of bus cycles used for transmission normalized with
respect to bus cycle time shown in Table 5.1.
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Figure 5.12. Performance comparison of proposed approach versus other transmission methods
implemented in [18]

In Figure 5.12 we compare the performance of the proposed approach versus all the other
transmission methods implemented in [18]. It can be seen that SHD is the best and DBS results
comes second for all the benchmarks except for mcf. SHD and DBS yield good performance at
the expense of large area overhead. In case of SHD, the total bus area will be two times greater
than that of ORI, DYN, and proposed transmission methods. In case of DBS, the increased wire
separation between each pair of adjacent wires will lead to a large area penalty. The proposed
approach and DYN transmission method are really competitive across all benchmarks except for
mcf benchmark. On average, the proposed approach incurs a penalty of 18 more clock cycles than
DYN transmission method. From Figure 5.11 we can see that for mcf benchmark 65% of
transitions belong to Cc signal transition patterns and having a faster clock will clearly enhance the
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performance. Which is the case with DYN method whose normalized clock time is 1.0 compared
to 1.76 for the proposed approach. In other words, the total cycle time to transmit 65% of Cc
pattern is 65.0 for DYN and 65 * 1.76 = 114.4 for proposed approach. However, the proposed
approach incurs less area penalty compared to DYN, because DYN method requires additional
circuitry to detect 2Cc signal transition pattern. Another interesting observation is that the
proposed methodology is efficient in handling 4Cc and 2Cc crosstalk patterns. While, DYN
method will work well for 3Cc and Cc crosstalk patterns. Table 5.3 shows the normalized cycle
time for transmitting different signal patterns using DYN and the proposed method. For example,
the proposed technique takes two clock cycles to transmit 4Cc transition pattern i.e., Tclk(4Cc) =
1.76 * 2 = 3.52 normalized cycle time. While DYN takes four clock cycles or Tclk(4Cc) = 1 * 4 =
4.00 normalized cycle time.

Table 5.3. Normalized bus cycle time to transmit different coupling signal transition pattern in
DYN and proposed transmission method
Bus Transmission
methods
DYN
Proposed

Norm. bus transmission time for
different transition patterns
4.Cc
3.Cc
2.Cc
Cc
4.0
3.0
2.0
1.0
3.52
3.52
1.76
1.76

Figure 5.13 shows the performance comparison in terms of number of bus cycles for DYN and
proposed approach for negating the impact of 4.Cc and 3.Cc crosstalk patterns on propagation
delay. The bus cycle time will be set to propagation delay for 2.Cc crosstalk pattern. From Figure
5.13 it is clear that the proposed approach is better than the DYN transmission method for all the
benchmarks in SPEC2000 benchmark suite. On average, DYN approach takes 152 clock cycles
compared to 138 clock cycles for the proposed approach. This is due to the fact the proposed
approach takes two clock cycles to transmit 4Cc or 3Cc signal transition patterns. On the other
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Figure 5.13. Performance comparisons between DYN and proposed approach to negate 4Cc and
3Cc signal transition pattern induced delay

hand, the DYN approach will take 4 and 3 clock cycles respectively to transmit 4Cc and 3Cc signal
transition patterns. Hence, we could conclude that for benchmarks with significant percentage of
4Cc signal transition patterns the proposed approach ensures better performance than DYN
method with same area penalty.
We also conducted experimental analysis on four HLS benchmarks synthesized by AUDI HLS
framework. Table 5.4 shows the characteristics of different techniques for synthesized designs.
Synthesized DCT netlist has 32 buses each 32 bit wide (32*32=1024). EWF, FFT, and IIR
benchmarks have 15, 8, and 3 buses respectively. Columns 2-5 report the number of wires
required to implement the buses for different benchmarks. Column 6 reports the normalized bus
cycle time calculated based on equations in Table 5.2 and RC values in Table 5.1. Column 7
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reports the bus area overhead. SHD results in highest bus area overhead followed by ENC and
DBS compared to ORI. On the other hand, the proposed approach incurs a small penalty of 3%
compared to ORI.

Table 5.4. Characteristics of designs implementing different crosstalk delay optimization
techniques

ORI
CPC
DBS
SHD
Proposed

DCT
1024
1696
1024
2048
1056

No. of wires
EWF FFT
480
576
795
954
480
576
960
1152
495
594

IIR
96
159
96
192
99

Norm.
cycle time
1.86
1.43
1.10
1.00
1.00

Norm.
bus area
1.00
1.66
1.50
2.00
1.03

Figure 5.14 shows the data distribution for four HLS benchmarks obtained by profiling the
designs for three different signal environments (S1, S2, and S3). The data patterns are classified
based on the Miller coupling factor (MCF). The input signals for the experiments are generated
based on the ARMA equation [30, 87]:
x(n) = µx γ(n) + σx + ρx x(n − 1)

(5.1)

where μx, σx, and ρx are the word-level statistical parameters, namely, mean, standard
deviation, and temporal correlation coefficient. The ARMA equation in (1) is a first order ARMA
model as the value of signal x(n) is dependent only on its prior value. This temporal dependence is
modeled as temporal correlation coefficient (ρx). The noise term γ(n) is discrete and has a standard
normal distribution. By varying these parameters, different data streams can be generated.
Temporal dependence of the signal x(n) on its previous value can be varied by temporal
correlation coefficient (ρx).
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Figure 5.14. Data pattern distribution based on MCF for HLS benchmarks

Figure 5.15 shows the performance of different techniques normalized in terms of number of
clock cycles required to transmit the data patterns shown in Figure 5.14. It can be seen that
designs with SHD technique results in best performance. On average it improves performance by
60% compared to Orig (or ORI) design. This is due to the fact that the inserted shield wires
eliminate worst-case propagation delay due to 4Cc and 3Cc crosstalk patterns. Therefore, it takes
only one clock cycle to transmit any type of data pattern. A major drawback of SHD is it incurs
~100% area overhead and is impractical for very large designs. DBS comes second best with
average performance improvement of 53% and also incurs a significant area penalty (~50%)
compared to ORI (or Orig) design. On the other hand, the proposed technique provides 23%
performance improvement over ORI with a bus area penalty of just 3%. While ENC is marginally
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Figure 5.15. Performance comparison of proposed approach versus other crosstalk delay reduction
techniques

better for benchmarks with high percentage of 4Cc crosstalk patterns compared to proposed
technique. On average, ENC enhances performance by 30% with an area penalty of 66%. In
addition, ENC requires CODECs and our technique requires CD and CE units to eliminate worstcase crosstalk patterns. Table 5.5 shows the logic overhead for the proposed technique in terms of
percentage of additional gates required to implement CD and CE blocks compared to ORI design.
Even though the proposed technique incurs an additional logic overhead compared to techniques
with no logic overhead such as SHD and DBS, this overhead is very small compared to bus area
overhead of SHD and DBS schemes. In other words, for interconnects of any length the logic
overhead of proposed technique will remain constant. On the other hand, for SHD and DBS
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techniques due to additional wires and spacing requirements the bus area will increase with
increase in interconnect length.

Table 5.5. Logic overhead
Benchamrks

Logic Overhead

DCT
EWF
FFT
IIR

38%
20%
25.6%
24%

The proposed on-chip crosstalk detection and elimination circuit will improve performance
further for designs synthesized using our proposed SA based worst-case crosstalk pattern
minimization framework described in Section 3.1. Figure 5.16 shows the percentage of worst-case
crosstalk pattern minimized for HLS benchmarks synthesized through our proposed SA based
framework. It reports the average worst-case savings presented in Table 3.5. We observed that
the proposed on-chip crosstalk technique incurs a speed penalty of one clock cycle per worst-case
crosstalk violation. By reducing the frequency of worst-case signal transitions the speed penalty
will decrease further thereby enhancing the overall performance of the design. Implementation of
proposed dynamic on-chip technique on such designs resulted in an average performance
improvement of 28% compared to ORI. The on-chip technique also enhances the robustness of
designs synthesized by SA framework, as the SA based framework optimizes designs based on a
given data environment. A general limitation of all profile driven optimization techniques is what
will happen if the real-time input traces have different characteristics such as mean, standard
deviation, and temporal correlation from that of input data profile. In such a scenario, the proposed
on-chip elimination technique provides an extra layer of security by ensuring crosstalk violations
are filtered out completely and thereby ensuring signal reliability. From the above discussion, we
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Figure 5.16. Percentage of worst-case crosstalk pattern minimized for HLS benchmarks by
proposed SA based framework

can conclude that the proposed technique and proposed SA based framework works well in unison
enhancing the performance and robustness of designs.

5.4

Conclusions
We have presented an on-chip crosstalk detection and elimination circuit to dynamically

eliminate worst-case crosstalk patterns with minimum speed penalty. This is accomplished by
transmitting a worst-case crosstalk elimination pattern (logic „0‟) per worst-case crosstalk
detection. The technique can be easily incorporated in the HLS flow or could be added separately
as a macro block to a synthesized RTL or gate netlist. The proposed approach also requires less
chip area compared to shielding, double spacing, and encoding techniques.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK

Crosstalk noise is a function of metrics such as coupling parasitics, driver strength, signal
timing characteristics, and coupled signal transition patterns. Experts have pointed out that one in
five chips fail due to crosstalk induced signal integrity issue. Due to the criticality of problem and
the tight schedule generally associated with a project to maintain the competitiveness in market it
is critical to optimize for crosstalk at all stages of design cycle. Therefore, we have proposed a
high-level synthesis framework to optimize for coupled signal transition pattern in bus-based
macro-cell designs. The partial neighborhood definition available in bus-based designs is explored
judiciously during high-level synthesis process to minimize number of crosstalk violations. In
addition, optimization at higher levels of design abstraction offers the advantage of fast design
space exploration which is exploited by the proposed Simulated Annealing based framework to
minimize worst-case transition pattern thereby eliminating worst-case noise delay on buses. We
have shown that a worst-case crosstalk pattern is dependent on data correlations which in turn
depend on resource sharing which in turn is dependent on high-level synthesis tasks. So, the
proposed framework simultaneously explores the HLS, re-ordering, and encoding subspaces to
minimize worst-case crosstalk patterns. Results have shown that the proposed high-level
framework benefits the low level crosstalk analysis and repair tools by eliminating false positive
violations thereby reducing the number of noise nets and the time required to repair and fix
crosstalk violations.
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We have also proposed another high-level framework based on Simulated Annealing based
design space exploration for eliminating problematic noise nets by optimizing another critical
crosstalk metric, the coupling capacitance. Estimation of coupling capacitances requires physical
level details such as neighborhood information, length of overlap, and wire spacing details for
every net in the design. In bus-based macro-cell designs the neighborhood is predefined and wire
spacing between the bus lines are constant. So, to estimate overlap length we integrated a
floorplanner with the high-level synthesis engine. We have characterized the technology node to
determine the critical bus length, which is the minimum bus length above which the bus may
suffer crosstalk noise. The framework explored high-level and low level design decisions and
generated designs with minimum number of crosstalk prone nets. The optimized design was then
placed and routed using Cadence-SOC Encounter. Cadence Celtic tool was then employed to do
layout level crosstalk analysis. Experimental results from Cadence Celtic have validated the
effectiveness the proposed floorplan driven high-level synthesis framework.
Finally, we proposed a dynamic on-chip crosstalk detection and elimination technique to
eliminate worst-case crosstalk patterns with minimum performance penalty. The proposed
technique eliminated worst-case crosstalk pattern by delaying the transmission of actual data and
instead transmitting a logic zero data value per detection of worst-case event on buses. It was also
shown that the proposed technique complements the SA based framework and the results have
validated the claim.
The directions for future work to optimize crosstalk at higher levels of design abstraction are
listed here:
In the floorplan driven high-level synthesis framework we have presented a simple
procedure to determine the bus length and its location. A drawback of this simplified
procedure is it will not find optimal location for buses. Therefore, a better solution to this
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problem is to perform bus driven floorplanning [81], [83].
Combination of proposed SA frameworks will allow simultaneous optimization of
coupling capacitance and signal transition pattern.
Inclusion of static timing analysis might enhance the accuracy of our proposed high-level
optimization framework.
The run time of SA based work to optimize worst-case crosstalk pattern could be
drastically improved by employing a high-level estimation technique such as intra-bus
crosstalk estimation technique proposed by Gupta and Katkoori [30] instead of input
profiling employed in this work.
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