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We develop a global graph transformation to obtain estimates for certain 
invariant manifolds of a class of area preserving diffeomorphisms with symmetries. 
The existence of homoclinic or heteroclinic points and the analyticity of the angle 
between the invariant manifolds at them is proved for the H&non and the standard 
maps. A lower bound of this angle is given for a large set of values of the 
parameters. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
We consider the problem of existence and transversality of homoclinic 
and heteroclinic points for two dimensional area preserving maps of the 
form 
F(x, Y) = (Y, --x + WY)). (1.1) 
As examples we present a particular study of a family which contains the 
H&non map [9], 
Fah, Ax, Y) = (1 + Y - ux2, bx), 
in the conservative case (b = -l), when it has real tixed points; and the 
standard map 
F6(x, y) = (x + y + E sin X, y + E sin x). 
McGehee and Meyer [12] considered the question of the existence of 
homoclinic points for area preserving maps, and proved that, for such class 
of maps, the homoclinic points are stable under perturbations. Also, in [6] 
Fontich deals with the same problem, and gives a necessary and sutlicient 
condition for the existence of such points, in terms of a vector field 
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associated, for small area preserving perturbations of the identity (or 
reducible to them). 
The Melnikov method [13, 71 gives a tool to detect transversal 
homoclinic points for diffeomorphisms which arise as Poincare maps of 
perturbations ofintegrable flows. This method has been extended to more 
general diffeomorphisms by Easton [4]. However, to apply it, one must 
know the unperturbed homoclinic orbit explicitly, and it only gives the 
result for small enough perturbations. Apart from the Poincare maps, very 
few concrete xamples are known which can be given a rigorous proof of 
existence ofhomoclinic points. 
For the dissipative H&on map, Marotto [11] proved the existence of 
transversal homoclinic points for small enough positive values of b 
considering itas a perturbation fa one dimensional map with a snap- 
back repellor. Misiurewicz and Szewc [14] proved the same result for the 
“classical” case: a= 1.4 and b = 0.3. They made a particular study of the 
behaviour of points and tangent vectors under the iteration fthe map, in 
suitable r gions, tocontrol the position of the invariant manifolds and their 
tangent spaces. In contrast o our case, when b is positive Fa,b reverses 
orientation. Devaney [3], using geometrical methods, proved the existence 
of a homoclinic point for the conservative H non map, but the transver- 
sality does not follow from his method. 
The special form (1.1) guarantees that it is a composition of two involu- 
tions. Diffeomorphisms with this property appear as Poincare maps of 
reversible flows and have been considered by Devaney [2]. The existence 
of the involutions implies certain symmetries for the invariant manifolds. 
Using these symmetries we get estimates on the invariant manifolds and 
their tangent vectors by characterizing them as graphs of limits of func- 
tional sequences, using a kind of “global graph transform ethod.” These 
estimates applied to some explicit examples can be used to prove the 
existence of homoclinic or heteroclinic points and their transversality. On 
the other hand, in the examples one may obtain more careful estimates 
than in the general situation. 
In Section 2 we describe the general setup and we give some results for 
the invariant manifolds. InSection 3 we deal with the Henon map and in 
Section 4 with the standard map. In both cases we prove the existence of
homoclinic and heteroclinic points, respectively, and the analyticity of the 
function which gives the angle between the invariant manifolds at one of 
them. Moreover a positive lower bound for that angle is constructed for a 
large set of values of the parameters. Finally in Section 5 some conclusions 
and remarks are given. 
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2. THE INVARIANT MANIFOLDS OF THE ORIGIN 
We consider the map F: R* + R* defined by 
Fb, Y) = (Y, --x + 2Gb)h (2.1) 
where G: R + R is a function of class C*. F is an area preserving 
diffeomorphism whose inverse is given by 
F-‘(x, y) = (2G(x) - y, x). 
To have pO= (0,O) fixed and hyperbolic we assume that G(0) =0 and 
d=DG(O)> 1. Then the eigenvalues of DF(p,) are I=d+ (d*- l)l’* 
and 1-i = d - (d* - l)“* and the corresponding eigenvectors are (1, A) and 
(1, A-‘). In this case, the sets 
W”(pO) = {p E R*, lim F”p = po}, 
W”(p,,) = (p E R*, lim F-“p = p,,}, 
called stable and unstable invariant manifolds, respectively, are invariant, 
immersed submanifolds of R* of the same class as F, containing p,,, and 
their tangent spaces at it are spanned by (1, A-‘) and (1, A), respectively. 
A point q#po, is called homoclinic if qE W”(po) n W’(p,,). If there 
exists another hyperbolic point p1 #po, q is called heteroclinic f
qc W”(p,) n W”(pj), i#j. In both cases, we call q transversal if 
T, W”(p,) + T, w”(pj) = [w*. 
F can be represented asthe composition of two involutions, F = I2 0 I,, 
with 
Z,(x, Y)= (Y, xl, 
Z,(x, Y) = (x, Y - XY - G(x))). 
Zr is the symmetry with respect o the y = x axis, and Z2 is the “vertical” 
symmetry with respect o the graph of y = G(x). This representation 
provides a geometrical interpretation of F. We have the relations 
F-‘=Z,oZ 29 
F-“oI,=Z,oF”, 
F-“oZ~=Z~OJ’“-~ 
F”oI, =I,oF-‘““‘, 
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which imply symmetries for the invariant manifolds. From now on we shall 
simply write W” and W” for WS(po) and W”(p,,), 
PROPOSITION 2.1. Ifp~ W” then Z,(p), Z&)E W”. Zfp~ W” then Z,(p), 
Z,(P) E W”. 
ProoJ To prove that some point q belongs to W” it is enough to 
prove that lim F-“(q) = 0. Hence from lim F-“(Z,(p)) = lim ZI(F”(p)) =
Z,(lim F”(p)) = It(O) = 0 and lim F-“(Z,(p)) = lim Z,(F”-‘(p)) = 
Z,(lim F”- l(p)) = Z,(O) = 0, we get the first part of the proposition. The 
second part is proved in the same way. 1 
We shall study the left hand branches of W” and W”. For that, we 
further assume on G that there exists an interval (a, 0) where D’G is strictly 
positive. Since DG(0) > 1 there exist numbers b, c, a <b < c < 0, such that 
[b, 0] is the maximal interval in [a, 0] such that G(x)-x < 0 on (b, 0), 
and c is the minimum of G on [b, 01, so that G 1 cc,O, is invertible. 
Let G-l: [G(c), 0] + [c, 0] be its inverse. Clearly G(c)< G(b)< b and 
G-’ > G on (b, 0) (see Fig. 1). 
Our purpose is to obtain information on pieces of the invariant 
manifolds by characterizing them as limits of monotone functional sequen- 
ces. We shall define the sequences inductively so that, given a function fk, 
the next one, fk+ 1 is taken as a function such that its graph is the image 
by F of the graph of fk. Thanks to the symmetries fk+ 1 is obtained by 
taking the inverse of fk and then the “vertical” symmetric of it with respect 
G(c) 
a I b C L 
FIG. 1. A qualitative graph of G. 
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to y = G(x). This is nothing else than the graph transform method [ 101. In 
a precise way we define the sequences (fk) and (gk) by fk: [ak, 0] --t R and 
g,: [/Ik, 0] -+ R starting with suitable al and fi, a<a, 6 6, and 
gl(x)=u-,l~z,,O,)rl (XL (2.2) 
and inductively 
h(x) = 2+)-g,- ,(xL 
&(X)=u-kI[rk,O,)-l (x)9 
(2.3) 
with ak=max(bk-,, a,) and Sk=fk(rk), where zk is the intimum value of 
z such that fk is invertible on [z, 01. 
We shall consider two possibilities: thecase of monotonically increasing 
sequences and the case of monotonically decreasing ones. For the first we 
introduce the classes Hl and Hll in the following way: we say that 
fi : [al, 0] -+ IR is of class H 1 if it is a C2 function such that 
(1) f1(0)=0, Wl(O)3~. 
(2) D’fi 20 on (aI, 01, and fi has a unique minimum on [a,, 01, 
say rl. 
(3) G-f,>0 on Cb,O) and 2G-(f,I,,,,,,)~‘-f,>O, on (a2,0) 
where a2 = max(fi(r,), aI). 
If in addition fi satisfies 
(4) 2DG - D(fi I [r,, 01 )-l-W<O, on (a2,0), 
we say that it is of class H 11. 
Remark. The functions f,(x) =1x and S:(x) =2G(x) restricted to 
[a, 0] are of class H 11. Indeed, conditions (1) and (2) are easily verified 
for both functions. On [b, 0), q(x) = G(x) -Ix >O because ~(0) =O, 
Dq(O) < 0, and D’q(x) 20. On [a, 0), 2G(x) -f;‘(x) -fi(x) = 2G(x) - 
(A-’ + 1)x = 2(G(x) - DG(O)x) = D2G(?j)x2 > 0 with < E (a, 0). Moreover 
its derivative is 2(DG(x) - DG(0)) = 2D2G(<‘)x < 0 with 5’ E (a, 0). For f: 
we have G(x) -f:(x) = -G(x) > 0 on [b, 0) and 2G(x) -f:-‘(x) -f;(x) 
= -(2G)-‘(x)>Oon[a,,O).M oreover its derivative is -D(2G)-’ (x) < 0 
on (a2, 01. 
To deal with the second case we introduce the classes H2 and H22. We 
say that fi: [al, 0] + R is of class H2 if it is a C* function such that 
(1) fi(0)=O,fi(al)~a,, and 1 <Dfl(0)<A. 
(2) D’f, 20 on (al, 0] and fi h as a unique minimum on [a,, 01, say 
Tl. 
(3) 2G-(f,I,q,o, )-l-f, <O on [a,, 0). 
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If, in addition, it satisfies 
(4) 2DG-D(f,I,,,,,, )-‘-Of, >O on [a,, 01, 
we say that it is of class H22. 
The next results give some properties on the convergence of (fk) and 
(gk) and on their limit functions which we shall call f and g. 
THEOREM 2.2. Let (fk) and (gJ be the sequences deftned by (2.2) and 
(2.3) with fi either of class Hl with a ,< ~1, <b or of class H2. Then 
(1) (ak) and (Pk) converge to some values tl and fi and /I <a < b. 
(2) ( fk) is monotone, increasing tf fi is of class H 1 or decreasing zffi 
is of class H2. 
(3) (fk) and kk) are untformly convergent o functions f and g on 
[a, 0] and [fi, 01, respectively, except in the H2 case that (gk) converges 
untformly on compact sets contained in (fi, 01. However, we can extend g to 
B by conintuity. 
(4) f(O)=g(O)=Oandf(x)=2G(x)-g(x)forallxE[a,O]. 
(5) We have that W; = {(x, g(x)), XE [a, 0]} c W” and WY = 
{(x,f(x)), XC [a, 01) = W”. 
(6) D’f> 2D*G on (a, 0] and D*g<O on (p, 0). 
(7) f has a unique minimum z on [a, 01, f(z) = b, and (f 1 Cr, Oj)-l = g. 
THEOREM 2.3. Let (fk) and ( gk) b e e me as in Theorem 2.2, with fI d f d 
either of class H 11 or of class H22. Then 
(1) (Dfk) is monotone, decreasing zffi is of class H 11 and increasing 
if fi is of class H22. 
(2) (Dfk) and (Dg,) converge unzformly to Df and Dg on compact sets 
contained in (a, 0] and (p, 01, respectively. 
To prove these theorems we need some lemmas. 
LEMMA 2.4. Let (fk) and (gk) be the sequences defined by (2.2) and (2.3) 
with fI of class H 1 and a < a, 6 b (see Fig. 2). Then for k 2 2 we have: 
(1) fkEC2((ak,0]), it is continuousat k, andbaa,>a,-,. 
(2) fd0) =O, Sk >fL 1 on Cap, O), and G >fk on Cb, 0). 
(3) Dfk(0)aA andDZf,>D*G>O on (ak,O). 
(4) There exists a unique minimum of fk at TIE [a,, 0). 
(5) gkEC*((Bk, O]), it iS COntinUOUS at Pkr and G(c)>/?,>/?--l. 
(6) gk@)=O, gk<gk-1 On [bk, 01, and G-‘<gk On [G(c), 0). 
(7) D&(o)<~-’ andD*&<o On (flk,o-,. 
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FIG. 2. The convergence to W”, with f, of class Hl. 
ProoJ The lemma is easily proved for k = 2. Assuming that it is true for 
k - 1, k > 3, the general case is proved as follows: 
(1) The first inequality holds because al < b and jjk- 1 < G(c) 6 b. By 
the definition of elk and (5), ak=max(pk_l,a,)~max(Bk_,,a,)=a,_,. 
The remaining part follows from (2.3) and (5). 
(2) It is a consequence of (6). For the first part we use that 
fk - fk-, = g,- z - g,- 1 on [a,, 01, and for the second we observe that 
G-fk=gk-l-G>gk-l-G-l on [b,O]. 
(3) We apply (7) to the relations Dfk(0)=2d-Dgk-1(0) and 
D2fk = 2D2G - D’g,_ 1. 
(4) Since fk is continuous on [Q, 0] it has a minimum at some 
point rk. It is unique because D2fk > 0 on (ak, 0). 
(5) Since fk is strictly increasing in [r,, 01, g, is well defined and it 
is of class C2 on (Bk, 0] and continuous at ‘$. We have that Bk = fk(Tk) >
fk--I(~k)~fk--(Zk--)=Bk-- because t&l is the minimum of fk--l. 
Moreover Bk = fk(tk) < fk(c) < G(c). 
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(6) The inequalities follow from (2) and the delinitions of g,, g, ~ i, 
and G-r. 
(7) The first inequality follows from Dg,(O) = (Dfk(0))-l and the 
second one from D’g, = -(D2fk/(Dfk)‘) o g,. [ 
LEMMA 2.5. Let (fk) and (gk) be the sequences defined by (2.2) and (2.3) 
with fi of class H 11. Then for k 2 2 we have: 
(1) Dfk-WLl ~0 on (ak, 0). 
(2) Dgk-DDgk-,>O on (Pk,O). 
ProoJ For k = 2 it is easily proved. Actually (1) is true by the definition 
of H 11. Supposing that it is true for k - 1, k 2 3, (1) follows from 
Dfk-Dfk-l= -(Dg,-,--Dg,-,) and (2) from Dgk=(Df,)-‘og,> 
(DfA-‘ogADfk-ZIOgk-l=Dgk-l. I 
Similar arguments let us prove analogous lemmas as in the previous 
case. 
LEMMA 2.6. Let (fk) and (gk) be the sequences deflned by (2.2) and (2.3) 
with fi of class H2. Then for k > 2 we have: 
(1) fkEC2((ak,0]) anda,=a,. 
(2) fk(0) = 0 and Ax <fAx) <fkpl(x) on C% 0). 
(3) Dfk(0) > 1 and D’fk > D2G on (ak, 0). 
(4) There exists a unique minimum of fk at Z~E [ak, 0). 
(5) gkEC2((Pk,01) andPk<Pk-l<aI. 
(6) gk(0)=O andI-'x>gk(x)>gk-,(x) on CBk-l,O). 
(7) Dg,(O) < 1, and Dgk > 0 and D*g, < 0 on (flk, 01. 
LEMMA 2.7. Let (fk) and (gk) be the sequences defined by (2.2) and (2.3) 
with fi of class H22. Then for k > 2 we have: 
(1) Dfk-Dfk-->O on (al,O). 
(2) Dgk-Dgk-, <O on (Bk--ly Oh 
Proof of Theorem 2.2. The sequences (ak) and (fi,J converge because 
they are monotone and bounded. The inequality follows from ak = 
max(Pk-, , ai). Condition (2) is already proved in Lemmas 2.4 and 2.6. 
For (3), (4), and (5) we should distinguish the Hl case from the H2 one. 
In the first case, (gk) is convergent in [fi, 0] because for all x E C/3,0], 
(gk(x)) is monotonically decreasing and bounded from below. Indeed 
gktX) 2 gk(b) > gk(8k) = Tk > ak 3 a1. From (2.3), (fk) is also convergent. 
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Let g and f be the corresponding limits. Since g, are monotone and con- 
vex functions, g also is, and then it is continuous on (/I, 0). g is continuous 
at 0 because in a neighbourhood of it G-’ < g < 0 and G-‘(O) = 0. To see 
that g is continuous at b we write O<g(x)-g(b)= (g(x)-ggk(x))+ 
(gk(x) -gk(j3)) + (gk(B)-g(B)) and we observe that the first erm is 
negative and the second and third ones are easily bounded because of the 
convergence of (gk(/?)) and the continuity of g,. Now the uniform 
convergence follows from Dini’s theorem. The uniform convergence of (fk) 
readily follows from (2.3). Also from (2.3) it is clear that f(x) = 
2G(x) - g(x) and that f(0) = g(0) = 0. 
To prove (5) it is enougi to prove that F”(x, g(x)) tends to (0,O). 
If we denote g’“‘(x) = (g 0 . . . og)(x) we can show by induction that 
F”(X g(x)) = (g(“)(x) g’“+ I) (x)). Indeed, for n = 0 it is true. If it is true for 
n-1: na1, F”(x,gix))=F(g’“-l’(x), g(“)(x))=(g’“‘(x), -g’“-‘)(x)+ 
2G( g’“‘(x))) = (g’“‘(x), g’“+ ‘) (x)), where we have used that -f(t) + 
2G(t) = g(t) with t = g(“)(x). The inequality gk(b) > gk(Bk) = rk 2 ak > Bk- 1 
implies that g(p) > /I. If g(B) > fl by the convexity of g, g(x) > x on [/I, 0). 
If g(p) = /I, /I E [a, 01, and we have that f(B) = /I. From (4) we see that 
G(B) = fl. Now suppose that there exists ome point x,, E (p, 0) such that 
g(x,,) = x0. As before we would have G(x,) = x0, but this is a contradiction 
because, by the convexity of G on [a, 01, there exist at most two zeros of 
G(x) -x on this interval (we remain with G(0) = 0). Finally, since 
x < g(x) < 0 for all x E (p, 01, g’“‘(x) tends to zero. By the stable manifold 
theorem, g is of class C2. In particular the point (/I, g(b)) also belongs to 
W”. The other inclusion follows from (4) and the symmetries generated by 
the involutions. 
In the H2 case, (gk(x)) is monotonically increasing and bounded from 
above by I-lx. This fact and (2.3) imply the convergence of (gk) and 
(fk). Let g and f be again the corresponding limits. g is increasing and 
convex. For any x> fl, there exists ljk such that Ijk < x and then 
g(X) > g(Pk) > gk(Bk) = zk > ak = aI > Bk > 8. By the COnVeXity Of g We have 
that g(x) > x on (/I, 0) and then we can prove (5) as in the Hl case. Then 
g is of class C2 and in particular is continuous. Dini’s theorem implies the 
uniform convergence. Now we define g(p) = limp+ g, which exists because 
g is monotone. The remainder of (3) and (4) follows easily from (2.3). 
To prove (6) and (7) we notice that since D2fk >2D2G>0, although 
(D2fk) may not converge to D’f, we have that D’j> 2D2G > 0. Then f is 
strictly convex and has a unique minimum at some point r E [a, 01. By the 
symmetries f(r) = fi and (f ) rs, Oj)-’ = g. 1 
Proof of Theorem 2.3. By step 1 in Lemma 2.9 Dfk converges. The 
result is obtained by showing that Dfk converges to Df (otherwise we get 
a contradiction) and applying Dini’s theorem. 1 
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We present two related lemmas which will be used in the next section. 
LEMMA 2.8. Let Z be an interval of R and f: Z -+ R be a function such that 
IfI GM,, and lD’f[ GM, on I. Then, if [x0, x~+~(M,/M,)“~] cl or 
[x0 - 2(M,/M,)1’2, x0] c Z, we have that IDf(x,)j < 2(M,M,)“2. 
Proof: It is an standard application of Taylor’s theorem. 1 
LEMMA 2.9. Let Z be a bounded interval of R and (fk) a sequence of 
functions of class C” untformly convergent on Z to a function f, with 
SENU {CO}, ~32. Zf (-l)rD’fk>O on Zfor k>2 and2<r<s, then 
(1) f is of class Csm2 on I-inf I. 
(2) For 0 <r <s- 2, (Drfk) converges uniformly to D’f on compact 
sets contained in I-inf I. 
Proof: Step 1. First we prove by induction that Drfk is pointwise 
bounded on int Z (int stands for topological interior). The case r = 0 holds 
by hypothesis. Suppose it is true for r - 1, 1 <r <s- 1. If D’fk is not 
pointwise bounded there exists a E int Z and a subsequence D’fki(a) which 
tends to cc or - cc according to the sign of ( - 1)‘. We suppose that r is 
odd. The other case is analogous. Now we take b lint Z such that a < b. 
Applying the mean value theorem, taking into account that D’+‘fk > 0, we 
get 
with a < 4 < b, but this gives a contradiction because D’-‘fk is pointwise 
bounded. 
Step 2. Now we prove the lemma by induction over r. The case r = 0 
is true by hypothesis. Suppose that it is true for r - 1, 1 < r < s - 2. We 
shall give the details for r odd. If r is even they are analogous. Let K be 
a compact set contained in I’ = I- inf Z and let 01= inf Z and a = inf K. 
Clearly ci < a. 
By Step 1 we know that D’+ tfk((cr + a)/2) is bounded, and by hypothesis 
we have that D’+ ‘fk < 0. Then, for x > (a + a)/2 
O<D”tfk(x)cDr+1fk((~+a)/2), 
and hence D’+ ‘fk is uniformly bounded on K, = [ (c1+ a)/2, a] u K Let 
M> l/2 and E be such that 
ID’+ ykl < M on K,, (2.4) 
and 0 <E < (a - a)/2. Since D’-‘fk is uniformly convergent on K,, there 
exists n, such that for all n, m>n, and XEK,, ID’-‘f,(x)-Dr-‘f,,,(x)I < 
~~/8A4. Our purpose is to apply Lemma 2.8 to (P~,~ = D’- ‘fn - D’-‘f,,,. 
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By (2.4) we have that ID2q,,, < 2M on Ki. Also, for all x EK, 
x - 2((~~/8M)/2M)“~ = x - s/2M > a - E > (a + a)/2. Then Lemma 2.8 
implies that for all x E K 
Imt,,(x)l = Iwin(x)-D’f,(~)l <E, 
so that (Pf,) is uniformly convergent. Furthermore lim D’f, = 0”’ and f 
is of class C’. If s = cc, this is true for all Y > 0, and then f is of class 
C”. 1 
When dealing with concrete examples, the fact that the considered 
sequences are monotone will let us locate homoclinic or heteroclinic points. 
If the sequences of the derivatives are also monotone, we shall bound the 
tangent vectors of the invariant manifolds at them and prove, in some 
cases, transversality. 
Remarks. 1. With suitable hypothesis on G we can study the right 
hand branches of the invariant manifolds. However, we can also change 
coordinates to send them to the other side of the origin. 
2. Using the symmetries we can extend or define new functions o 
that their graphs represent he next pieces of the invariant manifolds. 
3. THE HBNON MAP 
We consider the class of area and orientation preserving quadratic maps 
of the plane with a fixed point [S]. Their elements are conjugated, by 
means of translations and linear changes of variables, in an analogous way 
as in [S, 161, to one of the following diffeomorphisms: 
(i) F,(x,y)=(y,-x+2y2+2cy), ~21, 
(ii) Fd(x, y) = (dx, &‘y + x2), d#O, 
(iii) F(x,y)=(x,y+x+x’), 
(iv) F(x,y)=(-x,-y+x+x2). 
The family (i) containts all such maps with interesting dynamics, in the 
sense that they have recurrences. In fact the maps (ii), (iii), and (iv) have 
first integrals: H(x, y) =xy + dx3/(1 -d3) for (ii) with d# 1, H(x, JJ) =x 
for (ii) with d= 1 and (iii), and H(x, y) = x2 for (iv). Thus we are 
interested in the study of F,. For c = 1, the origin is the only fixed point, 
and it is parabolic. For c > 1 it has two fixed points, the origin which is 
always hyperbolic and the point (1 - c, 1 - c) which is elliptic for 1 < c < 3, 
parabolic for c = 3, and hyperbolic for c > 3. The Henon map [9], 
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is area and orientation preserving when b = -1. For that value of b it has 
fixed points for a 2 - 1, and under such circumstances, F,, b is conjugated 
to some map F,. 
FC has the form (2.1) with G(y) = y2 + cy. The corresponding involutions 
are 
Il(X, Y) = (Y, x), 
12(x, Y) = (x, -y + 2x2 + 2c.X). 
Let us fix our attention to the invariant manifolds of the hyperbolic point 
(0,O). Let f, be the limit function of the sequence (fk), considered in 
Section 2, corresponding to F,, whose graph is contained in W”. The main 
results of this section are, 
THEOREM 3.1. For c > 1 there exists a homoclinic point p, = (pC, pC) # 
(0,O) on the intersection of gruph(f,) with y =x. 
Thanks to the symmetries, the angle between the invariant manifolds at 
the homoclinic point pC= (pC, p,) is given by the function rp: (1, co)+ [w 
defined by 
cp(4 = 2 arctgW(c) + l)lWW - 1 I), 
where O(c) = Of&.). 
(3.1) 
THEOREM 3.2. (1) cp is an analytic function on (1, co). 
(2) For c> 1.78, 
v(c) > 2 arctgC(t(c) + l l(t(c) - I 1 > 0, 
where t(c)= 1 - [l+ 16(c- 1)2/(2c- l)]“‘. 
3.1. The Invariant Manifolds 
We consider c > 1 fixed. In what follows many quantities will depend on 
c although we will not make it explicit. 
For that example we take fi = 2G which is of class Hll. The special 
properties of G allow us to have more complete versions of Theorem 2.2 
and Lemma 2.4. Some of these results are not strictly necessary to prove 
transversality but give important information on the invariant manifolds. 
In particular they let us determine the radius of convergence of the 
functions f and g. 
LEMMA 3.3. Let (fk) and (gk) be defined by (2.2) and (2.3), with fi = 2G 
and IZ, <min(/?i, b)=min(-c2/2, 1 -c). Given c> 1, for k>2, besides the 
conclusions of Lemma 2.4, we have: 
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(1) “h E CY(~k, 01). 
(2) (-l)rD’fk>Ofor r>2 and (-l)‘(Drfk-~rfk_l)>Ofo~ r31 
on (IQ, 01. Moreover 1irn.l Dfk= -cc. 
(3) There exists a unique nk E (1 -c, 0) such that fk(qk) = 1 -c. 
Furthermore ylk 2 jjk > (1 - c)/(2c - 1) > 1 - c, with l]k as defined in 
Lemma 3.5, and nk _, > ylk. 
(4) There exists a unique Z~E (CQ, 0) such that Dfk(Tk)=O and 
(5) gkECCC((Dk,O])Undfik<(l-c)(4c-3)/(2c-l)<l-C. 
(6) gk > -0 On [flk? 0). 
(7) (-l)‘D’gk<o and (-l)‘(D’g,-D’g,-,)<O for r>l on 
(Pk, 01. Moreover limb: Dg, = co. 
Before beginning with the proof we give two lemmas from calculus. 
LEMMA 3.4. Let I be an interval of R and f: I -+ [w be a COD function such 
that Df>O, D’f>O, and(-l)‘D’f>Ofor r>3. Then f-‘:f(I)+Iisa 
C” function which satisfies (-l)‘+’ D’f-’ > 0 for r > 1. 
Proof: For r= 1 we use that Of-‘= (Df of-‘))‘, and for r> 1 we 
prove by induction that the rth derivative off-’ is a sum of terms of the 
form 
a[DktfDktf...Dk”f(Df)-P]of~‘, (3.2) 
with aEZ, PEN, and 2<k,,k, ,..., k < r, all of the terms with the same 
sign, one of them having the form 
b[(Dy)‘- ’ (Df ))(zr- “10 f-‘, 
which is strictly different from zero. 1 
LEMMA 3.5. Let c > 1 and let (ijk) be the sequence defined by 
ijl = (-c+ ((c2- 1)2 + 1)“*)/2 and rj+k+l czs the biggest solution of 
2x2 + (2c - ijk/( 1- c)) x - 1 + c = 0. Then (fk) is bounded, monotonic&y 
decreasing, and has limit (1 - c)/( 2c - 1). 
Sketch of the Proof A simple calculation gives the recurrence relation 
tjk+l= [tjk/(l -c)-2c+((@k/(l -c)-2c)*+8(1 -c))1’2]/4. 
We call ii;+, the other solution of the quadratic equation. By induction, 
one can prove that rfb -=C 1- c < ?jk. To study the difference qk - fk + , we 
define cp(x)=x-[x/(1-c)-2c+((x/(1-c)-2c)*+8(1-c))”*]/4 for 
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x > q* = 2c( 1 - c) + (c - 1)(8(c - 1))‘j2. By a direct computation one 
checks that for x> r~*, Dq(x) < 1 and D2~(x) >O. Now we take 
r=(l-c)/(2c-l)>l-c. W e h ave cp(q) = 0, and for x > @, 0 -C&(X) < 1 
and q(x) > 0. From that, one easily gets that q(x) < x - f for x > ii. Using 
that inequality, it follows by induction that qk > rf for all k. Since p(qk) = 
ylk - qk + i, (fk) is monotonically decreasing, and finally, lim (p(fk) = 0 
implies that lim fk = q. 1 
Proof of Lemma 3.3. The lemma is easily proved for k = 2. We assume 
that it is true for k - 1, k 2 3. 
(1) It follows from (2.3) and (5). 
(2) We apply (7) to the relations Dfk(x) = 4x + 2c-Dg,- 1(x), 
D2fk = 4 - D2g,- i, and Drfk = -Drgk- 1 for r > 2, and Drfk - Drfkfk- 1= 
-(D’gk- 1 - D’g,-,) for r 30. 
(3) By the hypothesis ofinduction we know that g,-,(l-c)=tl-i. 
Then fk( 1 - c) = 2( 1 - c) - qk- i < 1 - c. Also fk(0) = 0 > 1 - c so that the 
equation fk(x) = 1 - c has a solution qk E (1 - c, 0) which is unique because 
D2fk > 0. We try to solve fk(x) = 1 - c or equivalently 2x2 + 2cx - 1 + c = 
g,- i(x). Since D’g, < 0 we have that g,-,(x) < rlk- ,x/(1 -c) for all 
x E (1 -c, 0). Then 21: + 207, - 1 + c = g,- l(qk) > qk- l~k/(l - c) > 
vkjjk- i/( 1- c); that is, r,~~ satisfies the inequality 2x2 + (2c - fk- i/ 
( 1 - c))x - 1 + c > 0 which has the interval solution ( - ‘x), &) u (Ifk, CC ) 
with r& < 1 - c < fk. Hence qk > qk > (1 - c)/(2c - 1). Furthermore, from 
f,(l-c)<l-cand fk(~k-i)>fkPI(rk-l)=l-~weget that ylk<~k-l. 
(4) From (2) of Lemma 2.4 and (3) it is immediately seen that there 
exists rk E (Q, 0) such that Dfk(tk) = 0. It is unique because D2fk > 0. From 
Dfkp i(rk) > Dfk(zk) = 0 we get that tk E (r&i, 0). 
(5) Since fk is strictly increasing in (r,, 01, gk is well defined and it 
is of class c O” on (bk, O]. Furthermore flk = fk(zk) < fk( 1 - c) = 2( 1 - c) - 
ylk-i<(l -c)(4c-3)/(2c-1). 
(6) It follows from gk(x) > gk(Pk) = tk > r1 = -c/2. 
(7) The first part is proved in Lemma 3.4. For the second part we 
consider D’g, and D’gk- i as sums of terms of the form (3.2). By (2), on 
(/Ik,O] we have that O<(Dfk~I)-p.f~~l<(Dfk)~pof~~l<(Dfk)-p.f~l 
for any PEN. Also from (2), if j is even -Dif”f;l>~]k-lof;l> 
PfkP,of;:,>O because @+‘fk--l<O, and if j is odd pfkof;‘< 
o’fk _, 0 f; I < D’fk ~ I 0 f;:, < 0 because Dj+ ‘fk ~i > 0. Then the modulus 
of any term of Drgk _ i is less than the corresponding one of Drgk and has 
the same sign. Hence the second part readily follows. Furthermore 
lim@ Dgk=hl,:(Dfk)-‘= CO. 1 
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A consequence of Lemma 3.3 is that a = fl, -c2/2 = fl, < /I < 
(1 -c)(4c-3)/(2c- l), and -c/2 = r1 <T ~0. The next proposition is 
analogous to Theorem 2.2. 
PROPOSITION 3.6. Let ( fk) and (gk) be defined as in Lemma 3.3. Besides 
the conclusions of Theorem 2.2 we have: 
(1) For all r> 1, (Drfk) and (D’g,) converge uniformly to D’f and D’g 
on compact sets contained in (a, 01. 
(2) f and g are of class C O” on (a, 01. 
(3) (-l)‘D’f>Ofor r>2 and(-l)‘D’g<Ofor r>l on (a,O]. 
(4) lim,+ Df = --a~ and lim,, Dg= 03. 
Proof. Conditions (1), (2), and (3) follow immediately from Lemma 2.9 
and (2) and (7) of Lemma 3.3. Condition (4) follows from the relations 
liy Dg=liy(Df)-‘= co, 
and 
l;T Df =1:$(4x+2c-Dg)= -co. 1 
At this point it is not difficult to prove that f and g are analytic func- 
tions and to determine the radius of convergence of their Taylor series. 
This will be a consequence of a slight generalization of the so-called 
Bernstein theorem [ 1 ] : 
THEOREM 3.7. Let f E C*((u, b], [w) satisfying the condition that there 
exists an n E N such that for any r > n and XE (a, b] we have E( - 1)’ 
D’f(x) 20, with E = +_l. Then the Taylor series Ckm,O Dkf(b)(x- b)k/k! 
converges to f(x) on (a, b]. 
THEOREM 3.8. The Taylor series of f and g at zero have radius of 
convergence R = a. 
Proof: We have that R>a by Theorem 3.7 and R<a by (4) of 
Proposition 3.6. 1 
As a matter of fact, in the same way as in the proofs of (3) of Lemma 3.3 
and Lemma 3.5, one can obtain that 
g(x)>g*(x)= [-cx+x(c*+2x- 1)“‘]/(2X- l), 
505/87/l-2 
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and so 
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f(x) <2x2 + 2cx - g*(x), 
for max(cl, (1 - c2)/2) < x < 0. The proof is very tedious and we omit it. 
Until now we have obtained one piece of the left hand branches of W” 
and W”. By means of the symmetries we can obtain the other pieces. For 
instance if we define h: [cr, f(~)] + [IX, tJ by h(x)= (fj ra,r,)-* (x) one 
easily gets that graph(h) c W”. 
3.2. Homoclinic Points and Transversality 
Now we shall prove the existence of homoclinic points of F, for any 
c > 1. We begin with a general result. 
Let Fix I, = {(x, y), y =x} and Fix Z2 = {(x, y), y = G(x)} be the fixed 
point sets of I, and I,. 
PROPOSITION 3.9. Zf p # (0,O) belongs to either W” n Fix I, or 
W” n Fix Ii, i = 1, 2, then it is a homoclinic point. 
Proof It is an easy consequence of Proposition 2.1. a 
Proof of Theorem 3.1. From Theorem 2.2 and Proposition 3.6 we know 
that f(u) > f(z) = a and f(z) = a < t. Then there exists p E (CI, r) such that 
f(p) = p. The point (p, p) is homoclinic by Proposition 3.9. 1 
In order to emphasize the dependence off on c we write 
f *(c, x) =fc(x). (3.3) 
We consider f* defined on V= {(c,x)~[W~, c~(l, co), a,<x<O}. Since 
F, is analytic both with respect to its variable and c, by the analytic 
dependence of the invariant manifolds with respect to parameters, f * is 
analytic. Although this is a standard result, in the Appendix we shall give 
a direct proof of this fact which gives information on the derivatives off * 
with respect o c. In the expression of the angle cp given by (3.1) we write 
@Cc) = D, f *(c, P(C)). 
Proof of Theorem 3.2. In the proof of Theorem 3.1 we have seen that 
p E (CI, z) so that Of,(p) < 0. Since p verifies the equation f *(c, x)-x = 0, 
and D,[f *(c, x)-x] = Of,(x)- 1, which is negative at x = p, we can 
apply the implicit function theorem to get that p(c) is analytic. Then B(c) 
is analytic and also q(c) is. 
To show that pC is transversal we shall obtain a lower bound for the 
angle of intersection between W” and W” at it. To do that we will need two 
lemmas. First we introduce some notation. Let 6 E (p, 0), depending on c, 
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be such that f(6) < 6 and Of(S) < 0. Let @ be a polynomial function of 
degree two satisfying 
0) 6 > O(6) >A@, 
(ii) 0 2 D@(6) 2 Of(S), 
(iii) 0 <D*@(6) <D2f(S). 
From (i) and (iii) it follows that there exists a unique s<6 such that 
Q(s) = s (see Fig. 3). 
LEMMA 3.10. With the above notation, we have that Of(p) <D@(s). 
Proof: We consider two possibilities: 
(a) For all x E [p, 6) we have Q(x) >f(x). 
(b) There exists X,,E [p, 6) such that @(x0) =f(xo). 
In the first case s>p. Indeed, if not, f(,u)=pas= Q(s)> Q(p). Then 
D@(s) > Df(s) > Of(p) because D*(@ -f) < 0 and D’f > 0. In the second 
case x0 is unique because D(@ -f) > 0. Then Q(p) <f(p) = p and so 
Q(S)- Q(p) as--,u. Hence, since D@<O, we have that s<p. Finally 
Q(s) = s < p =f(p) and the end of the proof follows from the next lemma 
with b=x,. m 
FIGURE 3 
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LEMMA 3.11. L.etf:[a,b]+iRbeofclassC2,and~:R+Rbeapoly- 
nomial function of degree two, with (1) f(b) = Q(b), (2) Of(b) < D@(b) < 0, 
and (3) D2f(x)>D2@(b)>0 for all XE [a, b]. Then zfs~[w and TV [a, b] 
are such that Q(s) < f(t) we have that D@(s) > Of(t). 
Proof. We suppose that s < t; otherwise the result is clear. The 
hypotheses imply that Of < D@ and f > @. Having fixed t E [a, b] we 
define s(x) = @(x- t +s) and Y(x) = @x)-f(x) on [t, b]. It is 
immediately seen that Y(t) < 0, Y(b)>O, and DY(x)<DY(t)= 
D@(s) - Df( t) for all x > t. If we suppose that D@(s) - Df( t) < 0 then, by 
the mean value theorem, Y(b) - Y(t) = DY(r)(b - t) < 0 with 5 E (t, b), 
which gives the contradiction Y(b) < 0. m 
Now we take 6 = 1 -c. Denoting by rl the limit of the sequence (qk) 
of Lemma 3.3 and using the uniform convergence of (fk) we have 
that f(q) = 1 - c so that g( 1 - c) = q > (1 - c)/(2c - 1). Also, by (4) of 
Theorem2.2 we have f(l-c)=2(1-c)2+2c(l-c)-g(l-c)<(1-c) 
(4c - 3)/(2c- 1). Developing Df by Taylor’s theorem at 0, and taking into 
account the sign of the derivatives, we have that 
Df(l-c)<A,+~A,(~-c)+~A,(~-c)~, (3.4) 
where A, = D”f (0)/n! (see also the Appendix). We call E(c) the right hand 
side of (3.4). A straightforward calculation shows that 
A,=c+(~~-l)~‘~, 
A2 = 1 + (2c- 1)(c2 - 1)“2/((c - 1)(2c + l)), 
A 3= -l/(c(c- 1)(2c+ l)‘(c2- 1)“‘) 
and that DE(c) < 0 for c > 1.7. Since E( 1.78) < 0 we have that Df (1 - c) < 0 
for c > 1.78. To apply Lemma 3.10 we define @ by Q(x) = (1 - c)(4c - 3)/ 
(2c - 1) + 2(x - 1 + c)~. First we must look for s. Another straightforward 
calculation gives that s(c) = (5 - 4c - [16(c - 1)2/(2c - 1) + 1]1’2)/4, 
D@(s(c))= 1- [l+ 16(c- 1)2/(2c- 1)]1’2, and D,D@(s(c))cO for c> 1. 
Since Dcb(s(1.78)) < -1.19 we have that for c> 1.78, D@@(c)) < -1.19 
and that, by Lemma 3.10, Df(p) < -1.19. Then the angle cp defined by 
(3.1) is positive. 
4. THE STANDARD MAP 
The standard map is usually given by 
Fe(x) y) = (x + y + E sin x, y + E sin x), 
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First we change variables by S(x, y) = (y, --x + y) to transform it to the 
desired form (2.1). We obtain 
F,(x,y)=(y,-x+2y+ssiny), 
so that G(y) = y + (s/2) sin y and the corresponding involutions are 
Zlb, Y) = (Y, xl 
Z,(x, y) = (x, -y + 2x + E sin x), 
We shall study FE for E > 0. The fixed points are (ka, kz), k E Z. If E > 0, for 
k even they are hyperbolic and for k odd they are elliptic. Let f, be, as in 
the previous sections, such that its graph is contained in W”, the unstable 
manifold of (0,O). The main results of this section are Theorems 4.1 and 4.2 
stated below. 
THEOREM 4.1. For E > 0 there exists a heteroclinic point of the form 
qE = (PL,, -PC - 271). 
By the symmetries of F, the angle between the invariant manifolds at 
(pE, -pE - 2x1) is given by 
(P(E) = 2arcM(@(E) - 1 M@(E) + 111, 
where O(E) = Df&). Then we have 
THEOREM 4.2. (1) cp is an analytic function on (0, co). 
(2) For &>e,,=6/(5t)> 1.39 we have that DfC(pE)> 1 and hence the 
angle (P(E) > 0. In fact 
(P(E) > 2arctg((&E) - l)l(&~) + 1 )I, 
where a(.~) > 2 + E cos(a,) - [2 + E cos(ul/s) - (s* + 4ral/s)-‘/‘] -I, a, = 
2n(l+s)-‘, ~=l+ts, r=-(6/5-s)/a,, and t = (88/30x) sin(5x/8) > 0.862. 
To simplify the notation we shall not write the dependence of F and 
some other quantities on E unless we were interested to stress it. Let 
p. = (0,O) and p1 = ( - 27r, -271) (see Fig. 4). 
PROPOSITION 4.3. Zf there exists qE W” n ((x, y), y = -x - 27c}, then it 
is heteroclinic and q E W”(p,). Moreover, the angle between W” and W”(p,) 
is twice the angle between between W” and the line through q with direction 
vector (1, 1). 
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FIG. 4. Invariant manifolds of Fe. 
Proof: First we prove that PE W” if and only if (pi -p) E W”(pl). 
Indeed, if z = (x, y) is any point of R2, F(p, -z) = ( -27c-yy, 
27r + x - 471- 2y + E sin( - 27c - y)) = p1 - F(z). Then it is easily seen by 
induction that P”(p, - z) = p1 -F”(z). Hence the claim follows because 
F”(p) tends to p0 if and only if F”(p, -p) tends to pi. If qE W”(pO) n 
{(x, y), y = -x- 27c}, by the symmetries of F described in Section 2, 
Z,(q)E W”n {(x, y), y= -x- 271) and, by the above property, 
P1- Z,(q) = 4 E W”(Pl). 
On the other hand, if there exists f such that q E graph(f) c W”, by the 
symmetry generated by Ii, Z,(q) E graph(f-‘) c W” and by the above sym- 
metry h(x) = -271 -f’( -2n - x) is such that q E graph(h) c W”(p,). The 
moreover part follows from Z%(p) = Of-‘( -27~ -p) = (Df(p))-I. In case 
Of(p) =O, Of-‘( -271 -,u) = cc and Dh(p) = co, so that the angle is 7r/2 
and the moreover part still holds. 1 
In order to show the existence of a heteroclinic point, we shall bound the 
unstable manifold of p0 by using the iterative scheme described in 
Section 2. We begin with fi(x) = sx and determine s so that fi is of class 
H2 in the interval with endpoints 0 and the intersection of fi with 
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y= -x-27~ Th is will give a lower bound for the position of the 
heteroclinic point. For the estimates of the angle we shall look for a 
sharper estimate of s, but only being valid for E bigger than some value E,,. 
Theorem 4.1 is contained in the next more precise proposition. 
PROPOSITION 4.4. For E > 0 there exists a heteroclinic point of the form 
q = (p, -p - 271) with p > -4~~(2 + E + (Ed + 4)“2)p1. For E > Ed = 6/(5t) >
1.39 we have that p > -2x(2 + Et)-’ where t = (88/30n) sin(57c/8) > 0.862. 
Prooj Given fr(x) =sx, graph(f,) meets y = -x- 27~ at x = 
-27c(l +s)-‘. We take c1r = -2n(l +s)-’ and we look for s such that fi 
is of class H2. Conditions (1) and (2) hold if 1 <s < 1. We notice that in 
such case -X < tlI < 0. To deal with condition (3) we define the function 
@,(x)=(2G-f;‘-f,)(x)=2x+&sinx-s-lx-sx. 
We should prove that it is negative on [cr,, 0). Since Q,(O)=0 and 
D2@r(x) = -E sin x > 0 on [LX,, 0) c (--n, 0) it would be sufficient toprove 
that @,(a,) < 0. Using that 
sin x > x(71 - x)/n, on (0, ~1, (4.1) 
we get that 
Ql(a,)=27c(s- l)‘/(s’+~)--E sin(27c(s+ 1)-l) 
<2n(s- l)(s+ 1)-l [@-1)/S-&&+ l)], 
and hence we can choose s = a/2 + ((~/2)~ + 1)li2, which certainly is less 
than A. 
By Theorem 2.2, the sequence (fk) converges to f on [LX,, 01. By 
Proposition 4.3, finding a heteroclinic point is equivalent to finding an 
intersection of graph(f) with y = -x - 2n, which also is equivalent to 
finding a zero of Y(x) =f(x) +x + 271. Since Y(y(cr,) =f(a,) + c(, + 27~ < 
f,(a,)+a,+2n:=O, because of the choice of aI, and Y(O)=251>0, 
Bolzano’s theorem assures the existence of such a zero, say p. 
To get the second bound we look for s of the form s = 1 + tc. As before 
it is enough to prove that aI < 0. Now this condition reads 
We have that Y(s(E,,)) = 0. To see that for E > E,,, ql(a,) < 0 is equivalent 
to seeing that Y(s) < 0 for s > 11/5. We divide the interval (1 l/5, 03) 
into four parts: J, = (11/5, 1 + ,/2], J, = (1 +,/2,3], J= (3, 71, and J, = 
(7, co). The derivative of Y is DY(s)=2~(s+ 1)-2 [t(2s+ 1 --‘)s-‘+ 
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cos(27r(l +s)-‘)I and its sign only depends on the sign of Y(s) = t(2s+ 
1 -s’)s-*+cos(2rr(l +s)-‘). On J,, Y(s)< 14t/121 +co~(271(2+J2)-~) 
c 0 and on J2, Y(s) is negative because both terms are. Hence DY(.s) < 0 
and also Y(s) c 0 on J1 u J2. On J4, we bound Y(s) using (4.1) and we get 
Y(s)<27c(s-l)(s+1)-1 [c/s-(l+s)-‘1 
=27r@-l)((t-l)S+t)(S3+2S2+S)-i<0. 
Finally on J3, DY(s)= -2t(s+ 1)X3+271(1 +s)-* sin(2n/(l +s))= 
27r( 1+ s)-* [sin(27c/( 1 + s)) - (t/x)(1 + s~‘)~] > 27r( 1+ s))* [sin(rr/4) - 
(t/7r)(4/3)3] > 0, which implies that 9 has at most one zero on J, and then 
DY also. Since Y(3) < 0, DY(3) < 0, and Y( 7) < 0, if there were some 
point s, such that Y(u(s,) > 0, there would be a maximum and minimum 
points of.YI, on the topological interior of J3 and then two zeros of DY 
which is a contradiction. 1 
As in the previous section we define f*(&, X) =fJx). It is an analytic 
function. By Propositions 4.3 and 4.4 we can define the angle between the 
invariant manifolds at (p, -p - 271) by 
(P(E) = 2 arctgtt@te) - 1 )/C@(E) + 1 )I, 
where O(E) = D,f*(c, P(E)). 
Proof of Theorem 4.2. As in Theorem 3.2 we should prove that ~1 
depends analytically on E. p verifies f *(.s, x) +x + 21r = 0. To apply the 
implicit function theorem we have to check that D, f *(s, CL) > -1. Suppose 
that the opposite holds. Since D’f > 0, for x < p we would have that 
f(x)> --X--X, but since we know that a, <p and f(ct,) < fi(a,)= 
-a, - 271, we get a contradiction. To prove the second part let y,(x) = 
sx + rx*, with s and r as defined above. We shall call (&) the sequence 
defined by (2.2) and (2.3) with first erm yi. We claim that for E > so Ti is 
of class H22. Indeed, 
and the remainder of conditions (1) and (2) are easily verified. To deal with 
conditions (3) and (4) we define 
We have that Q*(x) = @i(x) +x$,(x) where @, is the function defined in 
the proof of Proposition 4.4 with fi(x) = sx and 
b,(x)=~-‘-rx-2(~+(~*+4rx)~~*)~‘. 
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We have that 
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Da;,(x) = r[- 1+4(?+4rx)-1’2 (s+ ($2 +4rx)“2)-*] 
<~~~(C(,)<r[-1+500/(J21(11+J21)*)1<0, 
and since $i (0) = 0, then $I (x) > 0. Hence, as we have seen in Proposi- 
tion 4.4 that @i is negative, Q2 also is. 
Now we study the sign of DQ2 = 2 -t- E cos x - (s* + 4rx)-‘/* - s - 2rx. 
We have that DcB2(al) = 2 + E cos a, - (s* - 4s + 24/5)-l’* -s + 2(s - 6/5) 
> s(t + cos c~i) - l/2 > 2s/5 - l/2 > 0. For 1 l/5 <s Q 3, rxl 6 -7c/2. In that 
range of parameters, on [ai, -n/2] we have that 
D*@,(x)= --E sin x+2r[(s* +4r~)-~‘*- l] 
>.ssin(27r(l +s)-1)+2r[(s2-2r7r)-3’2- l] 
> E sin(5@3) + 8(5 ,/5/27 - 1)/(5n) 
> 9E/10 - 3110 > 0. 
Then DG2 is positive on [pi, -423. On [ - 1r/2,0], D3G2(x) = --E cos x - 
12r*(s* + 4rx)- 5’2 is negative and hence, since D@*(O) = 2 + E-S-~ -s = 
1 + (1 - t).s - (1 + CC)-’ > 0, DQ2 also is positive. Once we have seen that 
Ti is of class H22, we can write Of(p)> Df(a,)=2DG(cr,)- Dg(a,) = 
2 DG(a,) - (Dfg(a,)))-’ > 2 DG(a,) - (DT*(g(a,)))-‘. Since by Proposi- 
tion 4.4, f(x) <fi(x) = sx then g(x) > s-lx, and so 
Df(p)>2 DG(cr,)- [2 DG(a,/s)-(s*-4+24/(5s))-“*I-‘. 
For &= E,,, the lower bound is bigger than 1. Furthermore if EKES, its 
derivative with respect o E is easily computed to be positive. 1 
5. CONCLUSIONS AND REMARKS 
We have considered a class of area preserving maps which contains the 
standard and the conservative Htnon maps and we have deduced some 
explicit estimates on the invariant manifolds of the origin. These estimates 
have been used in these examples to prove the existence of transversal 
heteroclinic and homoclinic points for a big set of values of the parameter. 
Morevover the angle between the invariant manifolds at one of the “clinic” 
points is a non-zero analytic function of the parameter. This function can 
have, at most, a sequence of zeros accumulating to the value when the 
considered fixed point loses hyperbolicity. Then, as it is well known, see 
24 E. FONTICH 
[15], for instance, the Bernoulli shift can be embedded as a subsystem, 
except, eventually, for a denumerable set of values of the parameter. 
The difficulty in obtaining a lower bound for the angle of intersection, 
for values of the parameter near the one that the hyperbolic point becomes 
parabolic, is that it becomes exponentially small. However, very careful 
numerical experiments let us conjecture that, in both examples, the angle 
is always positive. 
APPENDIX 
Here we give a direct proof of the analyticity off* defined by (3.3). This 
will be done by studying in detail the behaviour of the coefficients ofthe 
Taylor series. Ifwe represent an invariant manifold as a graph of a function 
f and we write F,(x, y) = (@(x, y), !P(x, y)) the invariance condition will 
be 
f(w? f(x))) = w9 f(x)), 
which in our case reads 
f(f(x)) = --x + w-(X))2 + 24x). (A.1) 
If we write f(x) = C,“= I A,x”, from (A.l) we get 
and 
n-1 n-l 
2 c AjA,ej- c A,,, c Ai;..Ai,,, (A;+A,-2c), 
j=l m=2 ilf ... +i,=n 
(A-2) 
for n 2 3. 
We have two solutions for A, because the invariance condition is the 
same for W” and W”. The sign + corresponds to W” and the sign - to 
W”. We shall write A,, for the coefficients corresponding to W” and B, for 
the one corresponding to W”. We remind the reader that A, and B, depend 
on c. We begin by studying the coefficients B, rather than A, because it is 
easier. 
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PROPOSITION A. 1. B,(c) is of class C co on ( 1, co ) for all n 3 1. Further- 
more 
C-1) k+“+’ DkB,(c)>O, (A.3) 
for any ce(l, co), kk0, a&n> 1. 
Proof The differentiability statement is immediately checked by induc- 
tion. The second part is proved by induction over 12, and for each it, by 
induction over k. If n = 1, B,(c) = c - (c* - l)l’* and (A.3) is checked in a 
straightforward way. Now we suppose that (A.3) is true for m <n and any 
k. We claim that 
(A.4) 
where Mvi, = (By+’ + B, -2c)j+’ and NY’,+ I is a sum of terms which 
are products of Bi, 1 < i < n, and their derivatives of order less than or 
equal to k. Furthermore the sign of any term of Nt’, + , is ( - 1 )k + ‘+j+ I. 
Indeed, we begin with k = 0. We should consider (A.2) for n + 1, and B, 
instead of Ai. If n is even, j and n + 1 - j have different parity and hence 
BjBa+l-j < 0. Also, if i, + . .. + i, = n + 1, in {i,, .. . . im} there should be 
an odd number of odd indexes and so, if m is even, there is an odd number 
of even indexes and B, B, . . . B, < 0 which implies that -B, 1 Bj, B, -. . 
B,<O. If m is odd there is an even number of even indexes and 
B,B,...B,>O and hence -B,C B,B,...B,<O. 
For n odd there is a similar argument. Now suppose that the claim is 
true for k > 0. Derivating DkB, + , , and computing DM,, n + I explicitly we 
get 
Dk+‘B,,+l = i CDNI;I”,+,IMj;‘;, 
j=O 
-(j+l)((n+l)B;DB,+DB,-2)Nj;l!,+,/Mj;’,+,”]. 
We observe the following facts: 
(a) When we derivate N g!, + r, from any term we get as many terms 
as factors that it has. Each term is obtained from the original one by 
substituting a factor of it by its derivative. We note that the factors are 
among Bi, DB,, . . . . DkBi, 1 < i < n, and by hypothesis the sign of each one 
is different from the sign of its derivative. 
(b) All terms of (n + 1) By DB, + DB, - 2 are negative. 
(c) The derivative of M f’i ,= By + ’ + B, - 2c is negative by (b). 
Since M!,‘i, takes the value zero at c = 1 we have that ML01 1 is negative 
for ce(l, co) and for all n>O. Hence the sign of Myi, is (-l)j+‘, 
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For 1 <j < k we have that 
N&.+I=DNI;I!,+, -j((n+l)B;DB,+DB,-2)Nj;l,:‘,, 
and so all terms of it have sign (-l)k+nfj+3. Forj=O andj=k+l one 
also checks this fact easily. 
Having proved the claim, from (A.4) we get that the sign of DkB,+ 1 is 
f-1) k+n+2 . I 
COROLLARY A.2. A,(c) is of class C m on ( 1, 00 ) for all n 2 1. Further- 
more 
(-l)k+” okA, > 0, 
for any c~(l, co), ka0, andn>l, except the case D’A,=A,>O. 
ProoJ It is a consequence of the relation f(x) = 2x2 + 2cx - g(x). 1 
PROPOSITION A.3. Let V= {(c, X)E R2, CE (1, CQ), a,<x<O} and 
f *: V-P R be defined by (3.3), that is, 
f *(c, x)= f Ap(c)xP. 
p=l 
Then f * is analytic. 
Proof By Corollary A.2 and Theorem 3.7 we have that for any p > 1, 
A, is an analytic function in (1, co). Also, if we write, for some CUE (1, co), 
A,(c)= f ap, k(C-cO)ky 
k=O 
then (-l)P+kap,k > 0 for all p > 1 and k > 0 except aI, o which is positive. 
Now, for some x0 E (a,, 0), and c < co, x < x0, the series 
f Ap(c)(x-XO)P= f f ap,k(c-dk (x-x& 
p=l p=l k=O 
which is convergent, is also absolutely convergent, and hence we can 
rearrange terms to obtain 
f*(c,x)= f i a m,n-m(C--o)m(X--o)“-m 
n=l m=l 
Then f * is analytic in a neighborhood of any point (co, x0) E V. 1 
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