The L-function of exponential sums associated to the generic polynomial of degree d in n variables over a finite field of characteristic p is studied. A polygon called the Frobenius polygon of the generic polynomial of degree d in n variables over a finite field of characteristic p is defined. A p-adic Riemann hypothesis is formulated. It asserts that the Newton polygon of the L-function coincides with the Frobenius polygon when p is large enough. This p-adic Riemann hypothesis is proved when n = 2 and p ≡ −1(mod d). In general, it is proved that the Newton polygon of the L-function lies above the Frobenius polygon with coincide endpoints when p is large enough.
Introduction
Let F q be the finite field of characteristic p with q elements. Let f (x) = u 1 +u 2 +···+un≤d a u x u 1 1 · · · x un n be a polynomial over F q . Associated to f are the exponential sums S f (k) = x∈(Fq) n ζ Tr F q k /Fp (f (x)) p , k = 1, 2, · · · , where ζ p is a primitive p-root of unity. These exponential sums are encoded into the L-function
Combining a result of [Adolphson and Sperber 1987; 1989 ] and a result of [Gelfand et al. 1994] , we know that, if p is large enough and f is the generic polynomial of degree d in n variables, then L f (s) (−1) n−1 is a polynomial of degree (d − 1) n whose reciprocal zeros are of archimedean absolute value q n 2 . The p-adic absolute values of the reciprocal zeros of L f (s) (−1) n−1 are more subtle and mysterious. However, it is believed that these p-adic absolute values are still controlled by some geometric invariants, the simplest of which are Hodge numbers.
Definition 1.1. The Hodge numbers h 0 , h 1 , · · · , h nd are defined by the formula
1, j = 0, 1, · · · , nd.
It is easy to show that (1.1) h nd−j = h j , j = 0, 1, · · · , nd,
The Hodge numbers are used to define the Hodge polygon.
Definition 1.2. The Hodge polygon HP(n, d) is the polygon whose vertices are the points
jh j ), i = 0, 1, · · · , nd.
It is easy to see that the Hodge polygon HP(n, d) is a concave polygon with initial point (0, 0), end point ((d − 1) n , n 2 · (d − 1) n ), and slopes of j d (j = 0, 1, · · · , nd). The multiplicity of slope j d in HP(n, d) is h j . Moreover, HP(n, d) is symmetric in the sense that the multiplicity of slope λ is equal to the multiplicity of slope n − λ. . The determination of the p-adic absolute values of the reciprocal zeros of L f (s) (−1) n−1 is equivalent to the determination of the q-adic Newton polygon of L f (s) (−1) n−1 , which we denote as NP(f ). When p ≡ 1(mod d), Stickelberger's theorem (combined with Grothendieck's specialization lemma) gives the following. Theorem 1.3. Suppose that f is the generic polynomial of degree d in n variables. If p is sufficiently large and p ≡ 1(mod d), then NP(f ) = HP(n, d).
In the general case, Adolphson and Sperber [1987; 1989] (combined with a result of [Gelfand et al. 1994 ]) proved the following.
Theorem 1.4 (Hodge bound). If p is large enough and f is the generic polynomial of degree d in n variables, then NP(f ) ≥ HP(n, d) with coincide endpoints.
In order to improve the Hodge bound we introduce Frobenius numbers.
Definition 1.5. The Frobenius numbers are the numbers
It is obvious that
We shall prove the following three propositions.
Proposition 1.6 (cross symmetry).
Proposition 1.7 (nonnegativity). The numbers h j,ǫ 's are nonnegative.
Proposition 1.8 (admissible height). We have nd j=0 ǫ=0,1
The numbers h j,ǫ 's are used to define the following Frobenius polygon.
Definition 1.9. The Frobenius polygon FP(n, d; p) is the polygon whose vertices are the points
It is easy to see that the Frobenius polygon FP(n, d; p) is a concave polygon with initial point (0, 0), end point ((d − 1) n , n 2 · (d − 1) n ), and slopes 1 p−1 (⌈ (p−1)j d ⌉ − ǫ) (j = 0, 1, · · · , nd; ǫ = 0, 1). The multiplicity of slope FP(n, d; p) is symmetric in the sense that the multiplicity of slope λ is equal to the multiplicity of slope n − λ.
. When p ≡ 1(mod d), Equation 1.5 gives the following.
(1.6) FP(n, d; p) = HP(n, d) if p ≡ 1(mod d).
In the general case, we shall prove the following.
Proposition 1.10 (majority). We have FP(n, d; p) ≥ HP(n, d)
with coincide endpoints.
We put forward the following conjecture.
Conjecture 1.11 (p-adic Riemann Hypothesis). If p is sufficiently large and f is the generic polynomial of degree d in n variables, then NP(f ) = FP(n, d; p). [2003; 2004] proved Conjecture 1.11 when n = 1. We shall prove Conjecture 1.11 when n = 2 and p ≡ −1(mod d).
Zhu
Theorem 1.12. If n = 2, f is the generic polynomial of degree d in n variables, and p ≡ −1(mod d) is sufficiently large, then NP(f ) = FP(n, d; p).
In the general case we shall prove the following. with coincide endpoints.
It should be mentioned that experts have studied more general exponential sums, and a generalization of Theorem 1.3 is given by Wan [1993; .
Hodge numbers
In this section we study Hodge numbers.
Proof. To indicate the dependence of h j on n, we write h j as h
j−d . By induction and by Lemma 1.1,
Proof. We have
The lemma now follows from the identity nd j=0 j≡i(mod d)
Proof. We may assume that n ≥ 2. Firstly, we assume that i ≤ nd
Then by Lemma 2.1,
Secondly, we assume that i > nd 2 − d. Then
Hence by Lemma 2.1,
By Lemmas 2.2 and 2.1, and by Equation
The lemma now follows.
Frobenius numbers
In this section we prove Propositions 1.7 and 1.6. . Proof of Proposition 1.7. By Equation 1.5, we may assume that
Then, by Lemma 2.3,
A change of variables yields
Proposition 1.6 is proved. ✷
Sun Bin Strategy
In this section we formulate Sun Bin strategy in game theory as the following lemmas.
Proof. Set s k+1 = 0, and write
Then s i ≥ 0, i = 1, 2, · · · , k, and
The lemma is proved.
The Frobenius polygon
In this section we prove Propositions 1.8 and 1.10. We begin with a detailed study of Frobenius numbers and the Frobenius polygon.
Proof. It is easy to see that
Proof. By definition and Lemma 5.1, we have
We now prove Proposition 1.8.
. 
Proposition 1.8 is proved. ✷ We now prove Proposition 1.10. . Proof of Proposition 1.10. It suffices to show that FP(n, d; p) ≥ HP(n, d).
By Equation 1.6, we may assume that p ≡ 1(mod d).
By Lemmas 5.2, 2.3, 4.1 and 4.2,
Proposition 1.10 is proved. ✷
Elementary Estimation
Let A and B be subsets of {1, · · · , d − 1} n of cardinality k, and τ a bijection from A to B. In this section we give a lower bound for the sum
We begin with the following definition.
Definition 6.1. The degree of A is defined to be
It is easy to see that
And, it is easy to prove the following lemma.
Lemma 6.2. If p is large enough, and
We now prove the following lemma. Proof. Firstly we assume that
Then, by Lemma 5.2,
Secondly we assume that
Then the number of elements u ∈ A such that
When k is the horizontal coordinate of a vertex of the Frobenius polygon, we can prove more. Then τ is called a Sun Bin correspondence if 
The last step follows from Lemma 5.2. The lemma is proved.
The p-adic Theory of exponential sums
In this section we review the p-adic theory of exponential sums developed by Dwork [1962; 1964] , and Adolphson and Sperber [1987; 1989] . . Let Z p be the ring of p-adic integers, and Q p the field of p-adic numbers. Let µ q−1 be the group of (q − 1)-th roots of unity, Z q = Z p [µ q−1 ], and Q q = Q p (µ q−1 ). If necessary, elements of F q as numbers in Q q via the Teichmüller lifting.
. Let
be the Artin-Hasse exponential. Let π be the number such that
The
The function E f acts on L by multiplication. Let φ p be the operator on L defined by the formula
It is easy to see that B is closed under the composition φ p •E f . So we regard φ p • E f as an operator on B. Let ∂ be the map
where f k 's are defined by the formula
It is easy to see that the operator φ p • E f lives on the quotient
So we now regard φ p • E f as an operator on H 0 . The following lemma follows from a result of [Adolphson and Sperber 1987; 1989] , combined with a result of [Gelfand et al. 1994 ].
Lemma 7.1. If p is large enough and f is the generic polynomial of degree d in n variables, then H 0 is a free Z q [π 1 d ]-module of finite rank, and
Let σ be the Frobenius element of Gal(Q q /Q p ). The element σ acts on
The following theorem follows from a result of [Adolphson and Sperber 1987; 1989] , combined with a result of [Gelfand et al. 1994 ].
Theorem 7.2. If p is large enough and f is the generic polynomial of degree d in n variables, then
(1 − φ a s).
Scalar extension
In this section we prove the following theorems. 
, we arrive at Tr
).
So it suffices to show that
Tr
For each (w, j) ∈ {1, · · · , d − 1} n × Z/(a), let ε w,j be the vector in H Z/(a) 0 whose i-component is represented by δ ij π deg w x w . Then
. It is easy to see that
corresponding to the basis
The theorem is proved.
Theorem 8.2. If p is large enough and f is the generic polynomial of degree d in n variables, then
(1 − φs).
(1 − φ a s a ).
Applying Theorem 7.2, we arrive at
. It follows that det
(1 − φ a s a ) = L f (s a ) a(−1) n−1 .
By (1 − φ a s a ).
It follows that L f (s a ) a(−1) n−1 = det
(1 − φs) a .
Comparing the constant term, we arrive at
Theorem 8.3. If p is large enough and f is the generic polynomial of degree d in n variables, then
where M is the matrix of φ p •E f on H 0 corresponding to the basis represented by
Proof. By Theorem 8.2,
Hence
In the proof of Theorem 8.1, we see that 
The theorem now follows.
Lower Bound Estimation
In this section we prove Theorem 1.13, which say that
with coincide endpoints if p is sufficiently large and f is the generic polynomial of degree d in n variables.
. FP(n, d; p) .
be the matrix of φ p • E f on H 0 corresponding to the basis represented by
By Theorem 8.3, it suffices to show that, if S ⊆ {1, 2, · · · , d − 1} n × Z/(a) is of cardinality ak, then ord q det(δ i,l+1 c σ l u,w ) (u,i),(w,l)∈S ≥ FP(n, d; p)(k).
Suppose that |A i 0 | = |A i 0 +1 | for some i 0 . Without loss of generality, we assume that |A i 0 | > |A i 0 +1 |. Then the columns of the matrix (δ i,l+1 c σ l u,w ) (u,i),(w,l)∈S indexed by A i 0 × {i 0 } are linearly dependent as their coefficients are all zero except those in the rows indexed by A i 0 +1 × {i 0 + 1}. It follows that det(δ i,l+1 c σ l u,w ) (u,i),(w,l)∈S = 0. So we may assume that |A i | = k for all i ∈ Z/(a). Then det(δ i,l+1 c σ l u,w ) (u,i),(w,l)∈S = ± i∈Z/(a) det(c σ i u,w ) u∈A i+1 ,w∈A i .
One can show that ord π (c u,w ) ≥ ⌈deg(pu − w)⌉.
Therefore it suffices to show that i∈Z/(a) u∈A i+1
for any a-tuple (A i ) i∈Z/(a) of subsets of {1, 2, · · · , d − 1} n of cardinality k, where τ i is a bijection from A i+1 to A i . . The theorem now follows from Lemmas 6.2 and 6.3.✷
A Non-vanishing Theorem
Let i ≤ d, ι = 0, 1, k = 2j−ǫ≤2i−ι h j,ǫ , and V k the set of a-tuples of subsets of {1, 2, · · · , d − 1} n of cardinality k and of degree HP(n, d)(k). Let λ i 's be p-adic integers such that λ 0 , λ 1 , · · · , λ p−1 are p-adic units. In this section we study the polynomial defined as follows.
Definition 10.1. We define
where S(A j+1 , A j ) is the set of Sun Bin correspondence from A j+1 to A j , and ∆(u) is the set of vectors (i w ) deg w≤1 with entries in N such that deg w≤1
The main result of this section is the following non-vanishing theorem.
Theorem 10.2. If n = 2 and p ≡ −1(mod d), then H is nonzero modulo
Proof. Replacing each y w (deg w < 1) with zy w , one turns
and hence turns H(y) into a polynomial in z, which we denote as H(z; y). Define deg z j = max{jp k (mod q − 1) | k ∈ Z/(a)}. Then, as a polynomial in z, the minimal form of H(z; y) is
is minimal. Therefore the theorem follows from the following lemma.
Lemma 10.3. Let H 0 (y) be the polynomial defined in the proof of Theorem 10.2. If n = 2 and and p ≡ −1(mod d), then H 0 (y) is nonzero modulo (p, y q w − y w | deg w ≤ 1). and hence turns H 1 (y) into a polynomial in z, which we denote as H 1 (z; y). Define deg z j = max{jp k (mod q − 1) | k ∈ Z/(a)}. Then, as a polynomial in z, the minimal form of H(z; y) is
is minimal, and V k,2 is the set of (A j ) j∈Z/(a) ∈ V k,1 such that
is minimal. Therefore the lemma follows from the following one.
Lemma 10.5. Let H 2 (y) be the polynomial defined in the proof of Lemma 10.4. If n = 2 and and p ≡ −1(mod d), then H 2 (y) is nonzero modulo (p, y q w − y w | deg w ≤ 1).
Proof. Firstly, we order elements in
Thirdly, we define ∆ 2 (u) to be the set of vectors (i w ) deg w≤1 in ∆ 1 (u) such that, as a polynomial in the variables {y w } deg w=1,w 1 w 2 =0 , the leading term of (iw)∈∆ 1 (u) deg w≤1 λ iw y iw w Proof. Firstly, we order elements in
. Finally, we define S 4 (A, A) to be the set of correspondences τ in S 3 (A, A)) such that, as a monomial in the variables {y w } deg w<1 ,
is maximal. Then, as a polynomial in the variables {y w } deg w<1 , the leading form of H 4 (y) is
It is easy to see that τ ∈ S 4 (A, A) if and only if
The Exact Bound Estimation
In this section we prove Theorem 1.12. . Proof of Theorem 1.12. We may assume that n = 2, p ≡ −1(mod d) is large enough, and f is the generic polynomial of degree d in n variables. By the symmetry of the Frobenius polygon and the functional equation of L f (s) (−1) n−1 , it suffices to show that NP(f ) = FP(n, d; p) on [0, d + n − 2 n ].
Let k ≤ d+n−2 n be a horizontal coordinate of vertices of FP(n, d; p) and A a subset of {1, 2, · · · , d − 1} n of cardinality k satisfying u∈A deg u = HP(n, d)(k).
Let
(π deg u−deg w c u,w ) u,w∈{1,2,··· ,d−1} n be the matrix of φ p • E f on H 0 corresponding to the basis represented by π deg w x w , w ∈ {1, 2, · · · , d − 1} n . By Theorem 8.3, it suffices to show that q −FP(n,d;p)(k) S det(δ j,l+1 c σ l u,w ) (u,j),(w,l)∈S is a p-adic unit, where S runs over subsets of {1, 2, · · · , d − 1} n × Z/(a) of cardinality ak. As in the proof of Theorem 1.13, we may assume that S = ∪ j∈Z/(a) A j × {j} with |A j | = k. Then det(δ j,l+1 c σ l u,w ) (u,j),(w,l)∈S = ± j∈Z/(a) det(c σ j u,w ) u∈A j+1 ,w∈A j .
So it suffices to show that q −FP(n,d;p)(k) (A 0 ,A 1 ,··· ,A a−1 ) a−1 j=0 det(c σ j u,w ) u∈A j+1 ,w∈A j is a p-adic unit, where (A 0 , A 1 , · · · , A a−1 ) runs over a-tuples of subsets of {1, 2, · · · , d − 1} n of cardinality k.
. One can show that ord π (c u,w ) ≥ ⌈deg(pu − w)⌉.
So, by Lemma 6.2, we may assume that each A j is of degree HP(n, d)(k).
Then one can show that c u,w ≡ γ pu−w (mod π ⌈deg(pu−w)⌉+1 ), ∀u ∈ A j+1 , w ∈ A j , where the numbers γ u 's are defined by the formula
Therefore it suffices to show that q −FP(n,d;p)(k) (A 0 ,A 1 ,··· ,A a−1 )∈V k a−1 j=0 det(γ σ i pu−w ) u∈A j+1 ,w∈A j is a p-adic unit.
. One can show that γ u ≡ π ⌈deg u⌉ λ j x j .
So, by Lemma 6.5, it suffices to show that (A 0 ,A 1 ,··· ,A a−1 )∈V k a−1 j=0 τ ∈S ( A j+1 ,A j ) u∈A j+1 (iw)∈∆(pu−τ (u)) deg w≤1 λ iw a iwp j w is a p-adic unit. Theorem 6.5 now follows from Theorem 10.2. ✷
