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We study an impurity atom trapped by an anharmonic potential, immersed within a cold atomic
Fermi gas with attractive interactions that realizes the crossover from a Bardeen-Cooper-Schrieffer
(BCS) superfluid to a Bose-Einstein condensate (BEC). Considering the qubit comprising the lowest
two vibrational energy eigenstates of the impurity, we demonstrate that its dynamics probes the
equilibrium density fluctuations encoded in the dynamic structure factor of the superfluid. Observing
the impurity’s evolution is thus shown to facilitate nondestructive measurements of the superfluid
order parameter and the contact between collective and single-particle excitation spectra. Our setup
constitutes a novel model of an open quantum system interacting with a thermal reservoir, the latter
supporting both bosonic and fermionic excitations that are also coupled to each other.
I. INTRODUCTION
Dilute gases of cold fermionic atoms with tunable inter-
actions offer a unique platform to study the BCS-BEC
crossover [1–3]. This fascinating property of Fermi su-
perfluids is broadly relevant for understanding strongly
correlated fermion systems, ranging from high-Tc super-
conductors [4] to quark-gluon plasmas [5]. A key observ-
able for probing the physics of the crossover in ultra-
cold gases is their density fluctuations, which reveal the
spatial correlations between atoms [6–11], the spectrum
of collective excitations [12–17] and the appearance of
bound pairs [18, 19]. However, despite the considerable
effort recently devoted to analyzing density fluctuations
along the BCS-BEC crossover (for example, Refs. [20–22]
and references therein), a comprehensive picture is still
lacking.
Density fluctuations in homogeneous systems are char-
acterized by the dynamic structure factor (DSF), de-
noted by S(q, ν), which plays a central role in the
linear-response theory of many-body systems [23]. In a
cold-atom setting, S(q, ν) can be measured via Bragg
spectroscopy [24–26] or inelastic light scattering [27–29].
However, these methods have drawbacks, including their
destructive nature and diffraction-limited spatial reso-
lution. Accessing the low-q regime using Bragg spec-
troscopy is also challenging, especially in fermionic sys-
tems [30]. While measurements of the DSF of a Fermi
superfluid are ongoing [30–32], it is nonetheless worth-
while to consider other techniques for extracting S(q, ν)
that do not suffer from the aforementioned shortcomings.
One attractive alternative approach to probing ultra-
cold gases involves monitoring the evolution of an impu-
rity atom embedded within the gas. In this way, it is
possible to measure quantities such as temperature [33–
∗ markTmitchison@gmail.com
37], density [38, 39] or topological invariants [40], and
to investigate a range of interesting questions bridging
quantum optics and many-body physics [41–63]. Im-
purity probes have several advantages over conventional
measurement techniques, since a single atom is an easily
characterized and controlled system, which may be lo-
calized to submicron length scales, and which minimally
perturbs its host gas.
In this article, we propose using an impurity to probe
the DSF of a neutral Fermi superfluid manifesting the
BCS-BEC crossover. Specifically, we consider an atom
trapped by an anharmonic potential, immersed in a
weakly confined Fermi gas with tunable attractive in-
teractions. By relating the dissipation rate of the impu-
rity’s vibrational energy to S(q, ν), we demonstrate that
observing the impurity’s evolution allows one to mea-
sure the superfluid order parameter and probe the cou-
pling between different kinds of excitations within the
gas. Intriguingly, the impurity’s environment behaves as
a highly tunable phononic thermal reservoir whose ex-
citations may themselves be strongly damped, making
our model an unusual open quantum system of intrinsic
interest. More generally, we put forward a nondestruc-
tive method to probe the dynamic density fluctuations
of a degenerate quantum gas, which is valid for arbitrar-
ily strong interactions between the gas atoms, and which
can access a spectrum of length scales ranging from the
wavelength of collective modes to much less than the in-
teratomic distance.
Impurities in neutral Fermi superfluids have recently
been investigated in the context of polaron formation [64–
66]. However, using impurities to probe ultracold Fermi
gases has only been previously discussed in the limit of
noninteracting fermions [67–69]. Our work thus extends
the theoretical literature on trapped impurity probes to
the setting of fermionic superfluids with tunable interac-
tions. Given the recent surge of experimental progress
on impurity immersion in Fermi gases [70–76], the imple-
mentation of our proposal lies within reach.
2The remainder of this article is organized as follows.
Section II introduces our theoretical model for the Fermi
gas, the impurity probe and the dynamics ensuing from
their interaction. Section III is concerned with general
features of the spectral density governing the impurity’s
evolution, as determined by the density fluctuations of
the superfluid. In Section IV, we present quantitative re-
sults for the impurity decay rate for several examples and
use these to illustrate how various properties of the su-
perfluid could be experimentally inferred. We summarize
and conclude in Section V.
II. SETUP
The system of interest is an impurity atom of species A
and mass M , immersed in a cold atomic gas of fermionic
species B with mass m and two relevant (hyperfine) spin
states. The impurity is confined by a species-selective
potential that does not affect the fermions. The trap po-
tential for the fermions is assumed to vary slowly on the
length scale of the impurity, so that the gas can be well
approximated as homogeneous. In principle, the Fermi
gas could be effectively one- or two-dimensional, but we
consider only the three-dimensional (3D) case here.
A. Fermi superfluid
The characteristic length and energy scales for a homo-
geneous 3D Fermi gas with mean number density ̺0 are
fixed by the Fermi wave vector kF = (3π
2̺0)
1/3 and the
Fermi energy EF = k
2
F /2m, where units with ~ = 1 are
used throughout. At low temperatures, the dominant in-
teraction between the fermions corresponds to collisions
between opposite spins in the s-wave channel, described
by a scattering length as that can be tuned to any value
via a Feshbach resonance [77]. The properties of the sys-
tem vary markedly as a function of the dimensionless
interaction strength 1/kFas, ranging from a BCS con-
densate of Cooper pairs as 1/kFas → −∞, through the
strongly interacting unitary gas at 1/kFas = 0, to a BEC
of diatomic molecules as 1/kFas → +∞.
We use the standard BCS mean-field (saddle-point)
approximation to describe the superfluid [78–80]. Be-
low the condensation temperature Tc, this theory is ac-
curate in the BCS or BEC limits, and is expected to
give a qualitatively correct interpolation across the en-
tire crossover [81]. The salient aspects of the model
are summarized below; further details can be found in
Refs. [2, 80–83], for example.
The gas is described by the grand-canonical Hamilto-
nian
HB =
∑
s=↑,↓
∫
d3r Ψ†s(r)
(
−∇
2
2m
− µ
)
Ψs(r)
+ g
∫
d3r Ψ†↑(r)Ψ
†
↓(r)Ψ↓(r)Ψ↑(r). (1)
Here, Ψ†s(r) is the atomic field operator which creates
a fermion with internal state s at position r, µ is the
chemical potential, and g is the coupling constant [84]
of a contact pseudopotential describing interatomic col-
lisions. Below Tc, the effective attraction between the
fermions leads to the formation of a condensate of Cooper
or molecular pairs described by the superfluid order pa-
rameter
∆(r) = g〈Ψ↓(r)Ψ↑(r)〉
=
g
V
∑
k,q
eiq·r〈ck+q/2↓c−k+q/2↑〉, (2)
where the angle brackets denote a thermal average. On
the second line, the field operators have been expanded
in terms of plane-wave mode functions
Ψs(r) =
1√
V
∑
k
eik·rcks, (3)
where c†ks creates an atom with definite momentum k
and internal state s, and V is a fictitious quantization
volume. The translation invariance of the system dic-
tates that ∆(r) = ∆ is spatially constant at equilibrium,
meaning that condensation occurs into pair states with
zero centre-of-mass momentum, i.e. q = 0. We choose a
gauge in which ∆ is real and positive.
The gas supports two distinct kinds of elementary ex-
citation above the ground state. The first kind corre-
sponds to collective oscillations of the pair condensate,
which can be resolved into normal modes of wave vector
q and frequency ωq = ωq (depending only on the magni-
tude q = |q|). In the quantum theory, the normal modes
are interpreted in terms of phonons carrying momentum
q and energy ωq. The phonons have bosonic character
since they arise from the collective motion of fermion
pairs with centre-of-mass momentum q 6= 0. This type
of excitation has a discrete spectrum, in the sense that
each wave vector q corresponds to a unique frequency ωq.
In the limit q → 0, the phonon dispersion relation be-
comes sound-like, ωq → cq, with c the speed of sound.
This manifests the gapless Goldstone mode associated
with the U(1) symmetry that is spontaneously broken in
the superfluid ground state. Note that a gapless collective
mode is a unique feature of the neutral superfluid, since
in charged superconductors the Goldstone mode acquires
a gap equal to the plasma frequency via the Anderson-
Higgs mechanism [85].
Alternatively, if sufficient energy is supplied to the con-
densate, a bound pair may be broken apart. This creates
two fermionic quasiparticles [86] with dispersion relation
Ek =
√
∆2 + ξ2k, where ξk = εk − µ and εk = k2/2m.
Thus, the minimum energy of such a pair excitation is
given by the pair gap Θ0 = mink,k′(Ek + Ek′), i.e.
Θ0 =
{
2∆ (µ ≥ 0)
2
√
∆2 + µ2 (µ < 0).
(4)
In general, the energy of a quasiparticle pair carrying
centre-of-mass momentum q can take any value above the
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Figure 1. Evolution of the superfluid’s thermodynamic parameters at fixed mean density and zero temperature: (a) order
parameter, (b) chemical potential (solid line) shown with the molecular binding energy (dotted line) and (c) speed of sound
(solid line) plotted with the corresponding Bogoliubov value for a molecular BEC (dotted line), as described in the main text.
threshold frequency Θq = mink(Ek+q/2+Ek−q/2). Thus,
the spectrum of pair excitations carrying momentum q
is continuous.
From here on, our analysis is restricted to temperatures
well below the pair excitation gap, i.e. βΘ0 ≫ 1, where
β = 1/kBT is the inverse temperature of the gas, so that
the number of thermally excited fermionic quasiparticles
is negligibly small. In this case, the order parameter and
chemical potential are determined by the equations of
state [81]
m
4πas
=
1
V
∑
k
(
1
2εk
− 1
2Ek
)
, (5)
̺0 =
1
V
∑
k
(
1− ξk
Ek
)
, (6)
while the speed of sound is given by [15, 87]
c2 =
1
3m2
∆2J2J4
∆2J22 + J
2
ξ
, (7)
where Jξ = J4 − µJ2 and
J2 =
1
V
∑
k
1
E3k
, J4 =
1
V
∑
k
k2
E3k
. (8)
For reference, the well-known evolution of the order
parameter, chemical potential and sound speed as a func-
tion of 1/kFas is plotted in Fig. 1 for several values in the
vicinity of the crossover. In the BCS limit, the system can
be understood as a condensate of weakly bound Cooper
pairs residing close to the Fermi surface, such that ∆≪
EF , µ = EF and c = vF /
√
3 is the Bogoliubov-Anderson
sound speed [85], where vF = kF /m is the Fermi velocity.
On the other hand, in the BEC limit almost all atoms are
paired into tightly bound diatomic molecules, leading to
∆ ≫ EF , with c = √πas̺0/m =
√
4πab̺b/mb the Bo-
goliubov sound speed in a condensate of bosons having
mass mb = 2m, density ̺b = ̺0/2 and scattering length
ab = 2as (this mean-field result differs from the more ac-
curate value ab ≈ 0.6as [88]), while µ = −1/(2ma2s) is
the molecular binding energy.
B. Impurity probe
The probe consists of an impurity atom confined by
a strongly anharmonic potential, such that the lowest
two energy levels of its centre-of-mass motion are well
separated in energy from the rest. We can thus restrict
our attention to the qubit comprising these states, |0〉
and |1〉, described by the Hamiltonian
HA = ωAσ
†σ, (9)
where σ = |0〉〈1| and ωA/2π is the frequency of small
oscillations close to the potential minimum. All other
motional and internal states of the impurity are assumed
to be far from resonance or otherwise negligible. The
level structure is depicted schematically in Fig. 2(a).
We suppose that impurity-gas collisions are elastic and
independent of spin. This assumption may hold approx-
imately [70, 75], or as an exact consequence of rotation
symmetry if the impurity is spinless and the internal
states of the atoms comprising the host gas have the same
total hyperfine spin [72, 73]. The coupling between the
impurity and the gas is modelled using an s-wave contact
pseudopotential, which in the qubit subspace reads as
HAB = κ
∑
i,j=0,1
|i〉〈j|
∫
d3r φ∗i (r)φj(r)̺(r), (10)
where φi(r) = 〈r|i〉, for i = 0, 1, are the impurity
energy eigenfunctions, ̺(r) =
∑
sΨ
†
s(r)Ψs(r) is the
fermion number density, while the coupling constant is
κ = 2πa¯/m¯, with a¯ the interspecies s-wave scattering
length and m¯ = mM/(m+M) the reduced mass.
The off-diagonal terms in Eq. (10) with i 6= j describe
the dissipation of vibrational energy, while the diagonal
terms with i = j lead to dephasing. As shown in Ap-
pendix A, only the off-diagonal terms contribute to the
dynamics of the impurity (at lowest nontrivial order).
The diagonal contributions can be neglected because the
rate of dephasing vanishes in a 3D superfluid environ-
ment, even at finite temperature [33]. Introducing the
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Figure 2. Schematic depiction of the probe. (a) Level
scheme of an impurity qubit comprising the lowest two vibra-
tional eigenstates φ0(r) and φ1(r) of an anharmonic potential,
which are well separated in energy from higher excited states.
(b) Scattering of gas atoms by the impurity may either impart
momentum to condensed pairs, thus exciting the collective
mode, or break pairs apart into two fermionic quasiparticles.
Fourier transform of the density
̺q =
∫
d3r e−iq·r̺(r)
=
∑
s=↑,↓
∑
k
c†
k−q/2,sck+q/2,s, (11)
and the coupling constants
λq = κ
∫
d3r eiq·rφ∗1(r)φ0(r), (12)
we rewrite the impurity-gas interaction in the suggestive
form
HAB =
1
V
∑
q
(
λqσ
†̺q + λ
∗
qσ̺
†
q
)
. (13)
The operators ̺q (̺
†
q) annihilate (create) excitations
of momentum q in the gas, without changing the number
of atoms [89]. This leads to a physical interpretation of
Eq. (13) in terms of the production and destruction of
density excitations by the impurity, over a range of mo-
menta fixed by the coupling constants λq. The situation
is reminiscent of atom-photon interactions in quantum
electrodynamics, where changes of the atomic state are
associated with the emission and absorption of electro-
magnetic quanta. In the present case, the impurity may
create and destroy either phonons or fermionic pair exci-
tations, as illustrated in Fig. 2(b).
C. Master equation
We now show that the impurity dynamics probes the
spectrum of density fluctuations in the gas. To that
end, we use a Lindblad master equation to describe
the evolution of the impurity’s reduced density matrix
ρA(t) = TrB [ρ(t)], where ρ(t) denotes the global quan-
tum state at time t. The master equation is derived in
Appendix A under the Born-Markov and rotating-wave
approximations [90], assuming that the coupling between
the impurity and the gas is weak and that initial cor-
relations between them can be neglected. Specifically,
we take an initial product state ρ(0) = ρA(0)ρB, where
ρB = e
−βHB/ZB, with ZB = Tr[e−βHB ] the partition
function. The environment-induced renormalization of
the impurity vibrational frequency is absorbed into the
definition of ωA. We also assume that βωA ≫ 1.
The master equation obtained under the foregoing as-
sumptions may be written as
dρA
dt
= i[ρA, HA] + Γ
(
σρAσ
† − 1
2
{
σ†σ, ρA
})
. (14)
This equation describes the loss of vibrational energy by
the impurity at a rate Γ = 2πI(ωA), where we defined
the spectral density of the fermionic environment as
I(ν) = 1
V
∑
q
|λq|2S(q, ν), (15)
which is expressed in terms of the DSF
S(q, ν) =
1
2π
∫ ∞
−∞
dt
∫
d3r ei(νt−q·r)C(r, t). (16)
Here, we introduced the autocorrelation function of the
density fluctuations
C(r− r′, t− t′) = 〈δ̺(r, t)δ̺(r′, t′)〉 , (17)
with δ̺(r, t) = ̺(r, t)− ̺0 and ̺(r, t) = eiHBt̺(r)e−iHBt.
Equations (14)–(17) establish a direct connection be-
tween the dissipative dynamics of the impurity and the
density fluctuations of the superfluid. Note that the DSF
is temperature-dependent — in particular, it satisfies de-
tailed balance S(q,−ν) = e−βνS(q, ν) — so our defini-
tion of the spectral density also depends on temperature.
The decay rate Γ can be measured by observing the
evolution of the population of the excited state, which
undergoes pure exponential decay in time according to
p1(t) = 〈1|ρA(t)|1〉 = e−Γtp1(0). Varying the trap fre-
quency from one measurement to the next enables recon-
struction of Γ as a function of ωA over many experimental
runs, from which properties of the DSF can be inferred
due to the relation (15), as we explain in detail in subse-
quent sections.
The measurement signal from each experiment can be
increased by simultaneously observing many impurities
immersed within a single realization of the Fermi gas,
so long as these impurities remain uncorrelated. In Ap-
pendix A, we show how to configure the impurities so that
they evolve independently, despite their mutual interac-
tion with the gas. This is possible because the impurities
behave like acoustic dipoles, which emit and absorb den-
sity waves anisotropically [91]. Therefore, the impurities
can be arranged so that the phonon radiation emitted by
each one is not absorbed by the others. Similar argu-
ments were used in our previous work on thermometry
using impurities [35].
5We conclude this subsection by briefly reviewing the
approximations underlying the master equation (14).
Our basic assumption is that the environment correla-
tion time τB is the shortest time scale of the problem. We
can approximate the correlation time by τB ≈ ℓ/c, which
estimates the time taken for a spontaneously emitted
phonon to irreversibly propagate away from the impu-
rity’s domain of influence (see Section IIIA). The Born-
Markov approximation then requires that Γ≪ c/ℓ, while
the rotating-wave approximation is valid when Γ ≪ ωA.
Both of these inequalities are well satisfied in all the ex-
amples that follow.
D. Form factor in the harmonic, isotropic
approximation
Isotropy of the superfluid implies that S(q, ν) =
S(q, ν) is independent of the direction of q. Work-
ing in the thermodynamic limit via the substitution
(2π)3
∑
q → V
∫
d3q, we find from Eq. (15) that
I(ν) = κ
2
2π2
∫ ∞
0
dq q2Φ(q)S(q, ν), (18)
where we defined the dimensionless form factor Φ(q) by
an angular average of the squared coupling constants, i.e.
Φ(q) =
1
4πκ2
∫
S2
dΣq |λq|2, (19)
with dΣq the surface element on the unit sphere S
2 in
q-space. The form factor encapsulates the effect of the
impurity’s geometry on its dissipative dynamics.
In order to explicitly evaluate the form factor, we
choose a simple approximation for the impurity poten-
tial and wave functions enabling us to gain analytical in-
sight into the problem. Specifically, we assume that the
impurity potential is isotropic, and use the eigenfunc-
tions of the simple harmonic oscillator, with the excited
state corresponding to motion in the z direction (these
approximations are justified in the following paragraph).
Neglecting a normalization factor, the chosen wave func-
tions are φi(r) ∝ Hi(z/ℓ)e−r2/2ℓ2 , for i = 0, 1, where
Hi(z/ℓ) is the i
th Hermite polynomial as a function of
the z coordinate expressed in units of the natural os-
cillator length ℓ =
√
1/MωA. The form factor in this
approximation is given by
Φ(q) =
1
6
ℓ2q2e−ℓ
2q2/2. (20)
Let us now discuss the validity of the approximations
leading to Eq. (20) and their compatibility with the qubit
representation of the impurity. The harmonic approx-
imation correctly captures the symmetry of the impu-
rity eigenfunctions for a parity-invariant potential, yet
neglects distortions due to the necessary anharmonicity
of the potential. Quantitative corrections may there-
fore be needed for strongly anharmonic potentials. In
addition, the first excited state of an isotropic poten-
tial is triply degenerate, apparently conflicting with the
two-level approximation for the impurity. However, the
additional degenerate sublevels can be consistently ne-
glected, because the rate of environment-induced tran-
sitions between the excited sublevels vanishes under the
Born-Markov approximation, due to the super-Ohmic na-
ture of the reservoir (see Section IIIA and Appendix A).
This conclusion remains true even at finite temperature,
so long as βΘ0 ≫ 1.
We emphasize that the assumption of an isotropic po-
tential and harmonic eigenfunctions is inessential. In-
deed, detailed knowledge of the impurity wave functions
is not necessary for the implementation of our proposal.
III. DYNAMIC STRUCTURE FACTOR AND
SPECTRAL DENSITY
In this section, we describe the general properties of
the spectral density, which follow from the frequency and
momentum dependence of the DSF. We obtain the latter
from the linear susceptibility χ(q, ν), whose imaginary
part is related to S(q, ν) by the fluctuation-dissipation
theorem [23]
S(q, ν) =
−1
π(1− e−βν) Im [χ(q, ν + iǫ)] , (21)
where ǫ is a positive infinitesimal.
Identical expressions for the susceptibility in BCS the-
ory have been obtained by various authors using sev-
eral formally different methods, including kinetic equa-
tions [15, 21, 92], the random-phase approximation [93,
94] and functional integrals [22]. Importantly, all these
calculations self-consistently account for fluctuations of
the order parameter resulting from local perturbations
of the density. Incorporating the dynamics of the or-
der parameter is necessary in order to preserve gauge in-
variance and to recover the contribution of the collective
mode [85]. In addition, this result for χ(q, ν) agrees well
with experimental Bragg spectroscopy data for q ≫ kF
[94].
In the following subsections, we separately discuss the
qualitative features of the spectral density and the DSF
at frequencies below and above the pair gap. Explicit
expressions for S(q, ν) and χ(q, ν) can be found in Ap-
pendix B.
A. Frequencies below the pair gap
First we consider frequencies smaller than the pair gap,
|ν| < Θ0. Here, the DSF is given by
S(q, ν) = Wq [(1 + nq)δ(ν − ωq) + nqδ(ν + ωq)] , (22)
where nq = n(ωq) = (e
βωq−1)−1 is the Bose-Einstein dis-
tribution. This describes the possibility to absorb or emit
6a collective mode excitation (phonon) with wave vector
q and frequency ωq. The spectral weight Wq and dis-
persion relation ωq are given by complicated expressions
that must be computed numerically, in general.
The spectral density for |ν| < Θ0 is thus of the form
I(ν) =
{ J (ν)[1 + n(ν)] (ν > 0)
J (|ν|)n(|ν|) (ν < 0), (23)
where the spectral density at zero temperature is
J (ν) =
∑
q
|λ˜q|2δ(ν − ωq), (24)
with the rescaled coupling λ˜q = λq
√
Wq/V . Note that
Eqs. (23) and (24) take the form of the spectral den-
sity for a linear, harmonic, bosonic environment (see,
for example, Ref. [35]). Therefore, at low frequencies
the fermionic superfluid behaves identically to a bosonic
reservoir (at this level of approximation).
As q → 0, the collective mode dispersion relation is lin-
ear, ωq ≈ cq, while the spectral weight is approximately
Wq ≈ ̺0εq/ωq (recall that εq = q2/2m). These approx-
imations hold for wave vectors ζq ≪ 1, where ζ = c/∆
is the coherence length [13]. In this regime, the DSF
exhausts the f -sum and compressibility sum rules [23],
meaning that the collective mode is the only relevant
long-wavelength excitation at any frequency.
Now, if we consider impurity potentials such that ℓ≫
ζ, the form factor (20) samples only wave vectors in the
range ζq ≪ 1. In such a case, Eq. (23) is valid at all
frequencies, with the zero-temperature spectral density
given by the super-Ohmic form
J (ν) = αω−4c ν5e−ν
2/2ω2c , (25)
where we defined the dimensionless coupling strength
α = κ2̺0/(24π
2mℓ2c3) and the frequency cutoff ωc =
c/ℓ. In this regime, the environment correlation time
(the inverse of its frequency bandwidth) is τB = ω
−1
c , in
agreement with the estimate provided in Section II C.
In the general case, Eq. (25) is valid only in the limit
ν → 0. At finite frequencies satisfying |ν| < Θ0, the
spectral density is determined by
J (ν) = κ2Φ(qν)WqνD(ν), (26)
where the wave vector qν is defined by ωqν = ν and we
introduced the phonon density of states
D(ν) =
1
V
∑
q
δ(ν − ωq). (27)
The spectral density (26) arises from three factors. The
first term κ2Φ(q) is geometrical in origin, describing how
the impurity’s density profile affects the transfer of mo-
mentum to scattered gas atoms. In order to interpret the
weightWq, we insert a complete set of energy eigenstates
into Eq. (16) to obtain, at zero temperature,
S(q, ν) =
1
V
∑
n
∣∣〈Ωn∣∣̺†q∣∣Ω0〉∣∣2 δ(ν − Ωn), (28)
(a) (b)
Figure 3. Diagrammatic representation of (a) Beliaev and (b)
Landau decay due to the coupling between phonons (wiggly
lines) and fermionic quasiparticles (straight lines), with time
increasing from left to right.
where the sum runs over all eigenstates |Ωn〉 of HB hav-
ing energy Ωn above the ground state |Ω0〉. Comparison
of Eqs. (22) and (28) leads to the heuristic identification
Wq ∼ |〈1q| ̺†q |Ω0〉|2/V , where |1q〉 represents an excited
state occupied by a single phonon with momentum q.
Thus, Wq quantifies the ease with which a collective ex-
citation can be created from the ground state by single-
particle scattering events described by the operator ̺†q.
The final factor entering Eq. (26) gives the density of
single-phonon states D(ν) available to be excited by such
a process.
B. Frequencies above the pair gap
At frequencies larger than the pair gap, the DSF can-
not be written in a simple form, thus we give here only
a qualitative description. For ν > Θ0, there is sufficient
energy to break apart condensed pairs into two fermionic
quasiparticles. Such processes contribute to S(q, ν) over
all frequencies ν > Θq, corresponding to the continuum
of fermionic pair excitation modes at momentum q. The
collective mode response is also broadened into a contin-
uum at high frequencies, because phonons with energy
ωq > Θq can decay into a pair of fermionic quasiparticles,
as shown diagrammatically in Fig. 3(a). This so-called
Beliaev damping leads to a finite lifetime for each phonon
mode carrying momentum q, with a corresponding fre-
quency uncertainty around the resonance at ωq. The
importance of Beliaev damping depends on the value of
1/kFas, as discussed in Section IVB.
We note in brief that a second decay channel for
phonons exists at finite temperature due to the possibil-
ity of scattering from thermally excited fermionic quasi-
particles, depicted in Fig. 3(b). This so-called Landau
damping lead to a finite lifetime even for low-frequency
phonons with ωq ≪ Θ0. However, this lifetime can be as-
sumed to be effectively infinite in the temperature regime
of interest to us, βΘ0 ≫ 1, since the population of ther-
mally excited quasiparticle pairs is negligible.
IV. NUMERICAL RESULTS
We now illustrate our results by explicitly calculat-
ing the decay rate of the impurity for several examples.
We take parameters from the experiments reported in
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Figure 4. Results at T = 0 for (a-c) 1/kF as = −0.5, (d-f) 1/kF as = 0, and (g-i) 1/kF as = 1.0. (a,d,g) Impurity decay rate Γ
against vibrational frequency ωA (solid line), with pair gap Θ0 (vertical dashed line); (g) contribution from the collective mode
resonance only, i.e. neglecting Beliaev processes (pink dotted line). (b,e,h) Dispersion relation of the collective mode ωq (dashed
line) relative to the threshold frequency Θq (solid line) lower-bounding the pair continuum (shaded region), following Ref. [15].
(c,f,i) Spectral weight Wq of the collective mode (solid line), the long-wavelength approximation Wq ≈ ̺0εq/ωq (dotted line),
and the inverse coherence length ζ−1 (vertical dashed line). Parameters are M/m = 40/6 and κ = 0.18EF /k
3
F , which describes
a 40K impurity in a 6Li gas at density ̺0 = 2.1× 10
12 cm−3, corresponding to EF ≈ 2π × 13 kHz and kF ≈ 2π/(160 nm) [70].
Ref. [70]. The DSF is computed using Eq. (21), with ǫ
finite but chosen small enough to obtain convergence; we
have found ǫ = 0.01EF to be adequate. We assume zero
temperature, which yields a good approximation to the
finite-temperature decay rate for the vibrational frequen-
cies of greatest interest, ωA & Θ0, given that we assume
βΘ0 ≫ 1. Note that the impurity confinement length
ℓ = 1/
√
MωA entering the form factor (19) also varies as
a function of ωA in our calculations.
Our numerical results are summarized in Figs. 4 and
5, and described in detail in the following subsections.
A. Measuring the pair gap
In the BCS and unitary regimes, the pair gap Θ0, and
thus the absolute value of the order parameter∆ = Θ0/2,
can be inferred from the extremal values of the decay rate
as a function of the impurity trapping frequency. The
nature of this extremal behavior depends on the regime
considered, as we now discuss.
In the BCS limit, with 1/kFas large and negative, there
is a sharp peak in the decay rate occuring exactly at
ωA = Θ0. This behavior extends even to the regime of
fairly small, negative 1/kFas, as shown in Fig. 4(a) where
we plot an example for 1/kFas = −0.5. The peak at
ωA = Θ0 is a consequence of the well-known divergence
in the density of states in the BCS limit. To see this
clearly, in Fig. 4(b) we plot the dispersion relation of
the collective mode, which reproduces the calculation of
Combescot et al. [15]. The plot shows that ωq bends to
become almost flat as it approaches and then merges with
the pair continuum. This indicates that the density of
statesD(ν) ∼ |dωq/dq|−1ωq=ν increases sharply as ν → Θ0.
On the other hand, at unitarity quite a different behav-
ior is found, as shown in Fig. 4(d). Here, the decay rate
is a local minimum at ωA = Θ0. The collective mode
dispersion ωq remains approximately linear almost all
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Figure 5. (a) Transition between BCS and unitary regimes, showing the decay rate for 1/kF as = −0.31 (dot-dashed line),
−0.24 (dotted line), −0.11 (dashed line), and 0 (solid line). (b) Transition between unitary and BEC regimes, showing the
decay rate for 1/kF as = 0.02 (dot-dashed line), 0.08 (dotted line), 0.14 (dashed line), and 0.20 (solid line). (a,b) The pair gap
Θ0 for each example is shown by the vertical dashed lines. The parameters are the same as in Fig. 4.
the way into the continuum [15], as plotted in Fig. 4(e).
This implies that the phonon density of states grows ap-
proximately quadratically, D(ν) ∼ ν2, as the pair gap is
approached. However, the increase of D(ν) is counter-
acted by the behavior of Wq shown in Fig. 4(f), which
decreases quite rapidly as the collective mode merges into
the continuum. This property of the unitary gas can be
interpreted as a “stiffness” of the ground state against
excitation by single-particle scattering processes at fre-
quencies comparable to the pair gap. For higher frequen-
cies ωA > Θ0, the decay rate increases abruptly due to
the contribution of pair excitations, leading to a larger
volume of momentum space available for scattering.
Note that the transition between these two qualita-
tively different behaviors occurs smoothly as unitarity is
approached, as shown in Fig. 5(a). As a result, we find
an intermediate regime −0.3 . 1/kFas . −0.1 in which
the extremal points of Γ do not coincide with the pair
gap. It should be noted that our results depend on the
BCS mean-field approximation, which is not expected to
accurately describe the Fermi gas near unitarity. This
regime would therefore be particularly interesting to ex-
plore experimentally.
B. Separation of discrete and continuous spectra
In the BEC limit, the decay rate is instead a mono-
tonically increasing function of frequency, as shown in
Fig. 4(g) for 1/kFas = 1.0. In particular, there are no
remarkable features at the pair gap ωA = Θ0. This can
be understood from the fact that the collective mode no
longer merges with the pair continuum for 1/kFas > 0.16
[15], as can be seen from Fig. 4(h). Mathematically, this
means that the equation ωq = Ek+q/2 + Ek−q/2 has no
solution. Physically, this describes the impossibility of a
phonon decaying into a quasiparticle pair while conserv-
ing energy and momentum. As a result, broadening of
the phonon frequencies due to Beliaev damping is essen-
tially negligible.
In order to illustrate this, we have calculated the im-
purity decay rate assuming that only a single frequency
ν = ωq contributes to S(q, ν) for each value of q, i.e.
assuming that Eq. (22) holds even for ν > Θ0. The re-
sult of this approximation is shown by the dotted line in
Fig. 4(g), which coincides almost perfectly with the more
accurate calculation taking Beliaev processes into ac-
count. Note that this implies that the direct production
of quasiparticle pairs from the static condensate is also
negligible. Therefore, the behavior at 1/kFas = 1.0 al-
ready agrees with the standard picture of a Bose-Einstein
condensate in which the only significant contribution to
the density fluctuations comes from long-lived excitations
of the collective mode [23].
We have also calculated some examples from the tran-
sition regime 0 < 1/kFas . 0.2, shown in Fig. 5(b). The
feature at ωA = Θ0 is seen to vanish for rather small val-
ues of 1/kFas, as the collective mode separates from the
pair continuum. By measuring the frequency dependence
of Γ for various values of 1/kFas, it should thus be possi-
ble to pinpoint the separation of discrete and continuous
spectra in an experiment.
V. CONCLUSION
We have studied the evolution of a qubit comprising
two vibrational energy levels of an anharmonically con-
fined impurity interacting with a neutral Fermi super-
fluid, as could be realized in a state-of-the-art cold-atom
implementation. We have related the impurity’s spectral
density to the dynamic structure factor of the superfluid.
Our results indicate that various features of the super-
fluid’s energy spectrum along the BCS-BEC crossover
can be probed using such an impurity. These include the
divergence in the density of BCS quasiparticle states, the
energy gap for pair excitations in the BCS and unitary
regimes, and the separation of discrete and continuous
spectra as the BEC limit is approached. These capabil-
ities would complement other proposed schemes to op-
tically detect and probe fermionic superfluidity [95–98].
Moreover, our setup provides a testbed for more sophis-
9ticated theories of the unitary Fermi gas that go beyond
the simple BCS mean-field approximation used here.
Using experimentally realistic parameters, we predict
decay rates on the order of Γ ∼ 10−4EF ∼ 10 Hz,
which are measurable within the typical lifetime of a cold
atomic gas, and could be further increased at higher su-
perfluid densities. The examples that we have considered
require impurities confined on length scales on the order
of ℓ & 0.1k−1F ∼ 10 nm, which is straightforwardly achiev-
able using a heavy impurity in an optical dipole trap.
The initial state of the probe can be prepared using a
moving optical lattice potential to excite the impurity’s
motion, while readout can be achieved by, for example,
band mapping combined with time-of-flight imaging [99].
In addition, we have shown that it is possible to greatly
enhance the measurement signal by immersing many im-
purities within a single realization of the gas, in such
a way that these individual probes remain independent
from one another. We thus conclude that our proposal
represents a feasible alternative to optical measurements
that is nondestructive and offers nanometre-scale spatial
resolution in principle.
For simplicity, we have assumed that the superfluid is
invariant under translations. A homogeneous Fermi su-
perfluid can be realized in a uniform trap potential [100],
but our results are also relevant for harmonically trapped
gases, so long as the impurities are situated far from the
edge of the atomic cloud. Although long-wavelength col-
lective modes are strongly modified by the presence of a
harmonic trap [101], we expect the high-frequency exci-
tations with wavelengths much smaller than the Thomas-
Fermi radius of the gas to remain essentially unaffected.
Nevertheless, the inhomogeneous density of the harmon-
ically trapped system leads to a spatially varying order
parameter ∆(r) and chemical potential µ(r) [82]. As a
result, averaging the response from multiple probes that
are widely dispersed within a single superfluid sample
would broaden the sharp features visible in Fig. 4(a,d),
since each impurity would see a different local pair excita-
tion gap Θ0(r). Information on the spatial profile of the
order parameter could be extracted by measuring the ex-
tent of this broadening in an inhomogeneous system. On
the other hand, excessive broadening would eventually
make it difficult to distinguish the features of interest,
which restricts the size of the region within the gas cloud
that could be probed — and therefore the number of im-
purities that could be simultaneously used — in a single
measurement.
Several promising avenues suggest themselves for fur-
ther research on topics related to this work. For instance,
it would be straightforward to generalize our model in or-
der to describe transitions between multiple vibrational
levels of the impurity. One interesting possibility to con-
sider in this regard is the sympathetic cooling of har-
monically trapped impurities using the Fermi superfluid
as a cold reservoir [102–104]. Our results already indi-
cate that the cooling rate could be greatly increased in
the BCS regime by tuning the impurity’s trap frequency
to equal the pair excitation gap in order to take advan-
tage of the divergent density of states. Another possible
extension concerns the use of an impurity to probe ex-
otic superfluid states that could arise, for example, in
low-dimensional systems [105, 106] or in the presence of
synthetic gauge fields [107–109].
Beyond its potential for measuring properties of the gas
itself, our setup constitutes an interesting open quantum
system in its own right. An unusual feature of our model
is the possibility of exciting both discrete and continu-
ous quasiparticle modes in the reservoir, which moreover
are coupled together nontrivially. This leads to distinc-
tive features in the spectral density in the BCS and uni-
tary regimes. In the BCS limit, the peak at frequencies
commensurate with the pair gap is reminiscent of reso-
nances appearing in the spectral density describing the
vibrational environment of certain photosynthetic sys-
tems, which are currently the subject of intense scrutiny
in the field of quantum biology [110–112]. Such peaks are
typically associated with non-Markovian dynamics, al-
though more sophisticated theoretical techniques would
be required to explore this possibility in our case. Fur-
thermore, at temperatures comparable to the pair gap
we expect qualitatively new features to appear in the
spectral density, due either to Landau damping or to the
onset of the normal state as the critical condensation
temperature is approached. Both of these effects could
be explored within the present framework.
In summary, a trapped impurity atom coupled to a
neutral Fermi superfluid may constitute a useful experi-
mental probe of density fluctuations, but also represents
a novel platform to explore the physics of open quantum
systems. The problem thus merits further theoretical and
experimental study.
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Appendix A: Derivation of the master equation
In this appendix, we provide technical details of the
master equation and its derivation.
1. Single impurity
We first derive the master equation describing a single
impurity immersed in a neutral Fermi superfluid. In par-
ticular, we prove the assertion made in the main text that
bath-induced dephasing and transitions between degener-
ate sublevels can be neglected. We consider an isotropic
potential confining the impurity, therefore each energy
level above the ground state is triply degenerate. Includ-
ing only the lowest two energy levels, the autonomous
Hamiltonian of the impurity is
HA =
3∑
a=1
ωA |a〉〈a| , (A1)
where |a〉 describes a motional excitation in the xa direc-
tion, with {x1, x2, x3} = {x, y, z}, while the ground state
is denoted |0〉. All higher motional states are assumed to
be off-resonant. In the following, Latin indices such as
a = 1, 2, 3 enumerate only states in the excited manifold,
while Greek indices such as γ = 0, 1, 2, 3 refer to all four
impurity states.
The impurity-gas interaction is given by
HAB =
3∑
γ,δ=0
AγδBγδ, (A2)
where Aγδ = |γ〉〈δ| and
Bγδ =
1
V
∑
q 6=0
λ(γδ)q ̺q, (A3)
with
λ(γδ)q = κ
∫
d3r eiq·rφγ(r)φδ(r). (A4)
The wave functions in the harmonic approximation are
given by φ0(r) ∝ e−r2/2ℓ2 and φa(r) ∝ xae−r2/2ℓ2 . We
have neglected to write the normalization factors, which
are chosen to be real numbers for simplicity. The cou-
pling constants are found to be, for a 6= b,
λ(00)q = κe
−ℓ2q2/4,
λ(a0)q =
iκ√
2
ℓqae
−ℓ2q2/4,
λ(ab)q = −
κ
2
ℓ2qaqbe
−ℓ2q2/4,
λ(aa)q = κ
(
1− ℓ
2q2
2
)
e−ℓ
2q2/4, (A5)
where {q1, q2, q3} = {qx, qy, qz} denote the Cartesian
components of q. Our choice of real-valued wave func-
tions means that λ
(δγ)
q = λ
(γδ)
q .
We now derive a master equation for the impurity den-
sity operator under the Born-Markov and rotating-wave
approximations, assuming an initial product state of the
form ρ(0) = ρA(0)ρB with ρB = e
−βHB/ZB, as described
in Section II C (see, for example, Section 3.3 of Ref. [90]
for details). The result takes the form
dρA
dt
= i[ρA, HA] + i
∑
γ,δ
Ξγδ[ρA, Aγδ] +
∑
γ,δ,η,ζ
Γγδηζ
(
AγδρAA
†
ηζ −
1
2
{A†ηζAγδ, ρA}
)
. (A6)
Here, we introduced the incoherent rates
Γγδηζ = 2πIγδηζ(ωδγ), (A7)
where ωδγ = ωδ − ωγ is the difference in energy between
states |γ〉 and |δ〉, i.e.
ωδγ =


ωA (γ = 0, δ 6= 0)
−ωA (δ = 0, γ 6= 0)
0 (otherwise),
(A8)
and the spectral densities are defined by
Iγδηζ(ν) = 1
V
∑
q 6=0
(
λ(γδ)q
)∗
λ(ηζ)q S(q, ν), (A9)
valid for ωδγ = ωζη, while Iγδηζ(ν) = 0 otherwise. We
also defined the energy shifts
Ξγδ =
∑
η
P
∫ ∞
0
dν
Iηδηγ(ν)
ωδη − ν , (A10)
where P denotes the principal value.
For completeness, we briefly recap the steps involved
in the derivation of the master equation (A6). Working
in an interaction picture with respect to the free Hamil-
tonian HA+HB and at second order in the perturbation
HAB, the dynamics of the impurity is determined by the
reservoir correlation functions
Gγδηζ(t) =
∫ t
0
dt′
∫ ∞
−∞
dν ei(ωδγ−ν)t
′Iγδηζ(ν). (A11)
It is assumed that each of these correlation functions con-
verges quickly to a stationary value. This convergence oc-
curs after the reservoir correlation time τB, which must
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be much smaller than any relevant time scale of the im-
purity’s evolution in the interaction picture. This as-
sumption justifies the Markov approximation, in which
Gγδηζ(t) is replaced by its asymptotic value as t → ∞,
whose real and imaginary parts give rise to the incoher-
ent rates Γγδηζ and energy shifts Ξγδ, respectively. Self-
consistency of the Markov approximation requires that
each spectral density Iγδηζ(ν) must be approximately
constant over frequency changes of order Γγδηζ or Ξγδ
around the central frequency ωδγ of the reservoir-induced
transition in question.
After the Markov approximation has been made, the
master equation contains counter-rotating terms that os-
cillate at frequency ±2ωA and are proportional to the
rates Γγδηζ and Ξγδ. The effect of these terms aver-
ages to zero over the time scale relevant for the impu-
rity’s evolution, assuming that ωA ≫ Γγδηζ , |Ξγδ|. If
this condition holds, the counter-rotating terms can be
neglected (rotating-wave approximation), whence we ob-
tain the Lindblad equation (A6).
At this stage we make use of the inversion symmetry
of the superfluid, which implies that S(q, ν) = S(−q, ν).
This leads to an enormous simplification, since most of
the 256 functions Iγδηζ(ν) can be shown to vanish iden-
tically. In particular, Iγδηζ(ν) = 0 if any pair of indices
are equal to each other while the other pair of indices are
not equal to each other. Furthermore, Iγδηζ(ν) = 0 if all
four indices are different. This leaves in total 40 nonzero
functions of the form Iγδγδ(ν) = Iδγγδ(ν) or Iγγδδ(ν).
However, due to isotropy [S(q, ν) = S(q, ν)] and the in-
dex permutation symmetry [λ
(δγ)
q = λ
(γδ)
q ] we are actu-
ally left with only five independent functions: I0000(ν),
I00aa(ν), Iaabb(ν), I0a0a(ν), and Iabab(ν), for a 6= b.
Referring to Eq. (A10), the aforementioned conditions
imply that Ξγδ vanishes unless γ = δ. The nonzero terms
Ξγγ describe a simple energy shift for each state. Fur-
thermore, each sublevel of the excited state receives an
identical shift relative to the ground state due to rota-
tion symmetry. These energy shifts can be absorbed into
the definition of the trapping frequency ωA and shall be
ignored from here on.
Regarding the incoherent part of the master equation
(A6), three types of terms can be distinguished. First
we consider dephasing processes, which are governed by
terms in Eq. (A6) with γ = δ and η = ζ. The corre-
sponding rates of the form Γγγηη can be shown to vanish
even at finite temperature, assuming that βΘ0 ≫ 1. To
demonstrate this, we use the fact that, as shown in Ap-
pendix B, the dynamic structure structure factor in the
limit ν → 0 is given by
S(q, ν) =
̺0q
2mc
[(1 + nq)δ(ν − ωq) + nqδ(ν + ωq)] ,
(A12)
valid for βΘ0 ≫ 1, where nq = (eβωq − 1)−1 and ωq =
cq. Plugging this into the definitions (A7) and (A9), we
obtain, for example,
Γ0000 = lim
ν→0
2π
V
∑
q 6=0
|λ(00)q |2S(q, ν)
=
κ2ρ0
2πmc5
lim
ν→0
[
ν3 coth
(
βν
2
)]
= 0. (A13)
A similar argument demonstrates that Γ00aa = Γaa00 =
Γaabb = 0, therefore dephasing processes do not con-
tribute to the master equation.
The second class of incoherent process that we consider
comprises transitions between the three states in the ex-
cited manifold, occurring at a rate Γabab. It is straight-
forward to show that this rate also vanishes, following an
analogous argument to the one presented in Eq. (A13).
In particular, we have that Iabab(ν) ∼ ν6 as ν → 0.
This shows that the rate of incoherent transitions be-
tween these sublevels is negligible, even if an anisotropic
perturbation breaks the degeneracy and a small energy
difference ν exists between these states.
The third kind of dissipative process corresponds to
incoherent transitions between the ground and excited
states, occurring at the rates Γ0a0a and Γa0a0. If we
assume that βωA ≫ 1, the detailed balance condition
S(q,−ν) = e−βνS(q, ν) implies that the rates Γa0a0 are
vanishingly small. Therefore, the probability of a transi-
tion from the ground state to one of the excited states is
negligible. The state of the system thus remains within
the subspace comprising the ground state and whichever
excited motional state is addressed in the experiment.
We conclude that the two-level approximation is valid, so
long as βωA ≫ 1 and βΘ0 ≫ 1. Within the qubit sub-
space, the master equation (A6) is equivalent to Eq. (14)
in the main text, with Γ = Γ0a0a.
2. Multiple impurities
Now we consider the case where N impurities are im-
mersed in the superfluid. In this subsection, we explic-
itly model only two vibrational states for each impurity,
which will be shown to be a self-consistent approxima-
tion. We assume that the energy splitting of each impu-
rity qubit is identical, leading to the autonomous Hamil-
tonian
HA =
N∑
n=1
ωAσ
†
nσn, (A14)
where σn = |0〉n〈1| is the usual lowering operator per-
taining to impurity n.
We assume that the minimum of the potential confin-
ing impurity n is at position xn. The excited state of
qubit n corresponds to motion in the direction parallel
to the unit vector dˆn, which may be different for each
impurity. The vector dˆn can be understood as a kind
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of dimensionless acoustic dipole moment associated with
each impurity. The interaction between the impurities
will be seen to depend on the relative orientation of these
dipole moments and their mutual separation vector.
We write the interaction between the impurities and
the Fermi gas as
HAB = κ
N∑
n=1
1∑
i,j=0
|i〉n〈j|
∫
d3r
(
φ
(n)
i (r)
)∗
φ
(n)
j (r)̺(r)
=
1
V
N∑
n=1
1∑
i,j=0
|i〉n〈j|
∑
q 6=0
λ(ij)q,ne
iq·xn̺q, (A15)
where φ
(n)
i (r) denotes the wave function of impurity n in
state |i〉, and the coupling constants are
λ(ij)q,n = κ
∫
d3r eiq·r
(
φ
(n)
i (r+ xn)
)∗
φ
(n)
j (r+ xn).
(A16)
Upon deriving the master equation, the terms in
Eq. (A15) with i = j give rise to three contributions:
dephasing, yet the rate for this vanishes according to the
arguments in Section A1; local energy shifts, which can
be absorbed into the definition of the impurity trap fre-
quencies; and a bath-mediated interaction between the
qubits of the form σzmσ
z
n, where σ
z
n = [σ
†
n, σn], which
does not affect the dynamics of populations in the en-
ergy eigenbasis. Since we are interested in the evolution
of states that are diagonal in energy, we ignore these
terms and, defining λq,n = λ
(10)
q,n , obtain the simplified
interaction Hamiltonian
HAB =
1
V
∑
n
∑
q
(
λq,ne
iq·xnσ†n̺q + λ
∗
q,ne
−iq·xnσn̺
†
q
)
.
(A17)
We now derive a master equation describing the impu-
rity density operator ρA under the same approximations
as in Appendix A1. Neglecting the bath-induced renor-
malization of the local qubit energies, and working at
temperatures such that βωA ≫ 1, the master equation
reads as
dρA
dt
= i[ρA, HA] + i
∑
m 6=n
ηmn[ρA, σ
†
mσn] +
∑
m,n
Γmn
(
σmρAσ
†
n −
1
2
{σ†nσm, ρA}
)
. (A18)
The couplings appearing above are given in terms of the
spectral densities
Imn(ν) = 1
V
∑
q
λ∗q,mλq,n cos (q · xmn)S(q, ν), (A19)
where xmn = xm − xn denotes the separation between
impurities m and n. Note that Imn(ν) reduces to our
standard definition (15) for m = n. The parameters en-
tering the master equation are given explicitly by
Γmn = 2πImn(ωA), (A20)
ηmn = P
∫ ∞
0
dν
Imn(ν)
ωA − ν . (A21)
Our goal now is to find a spatial configuration such
that Imn(ν) = 0 for m 6= n, so that the impurities effec-
tively decouple from one another. Evaluating the spectral
densities in the thermodynamic limit, we use rotation in-
variance to obtain
Imn(ν) = κ
2
2π2
∫ ∞
0
dq q2Φmn(q)S(q, ν), (A22)
where we defined the dimensionless form factors
Φmn(q) =
1
4πκ2
∫
S2
dΣq λ
∗
q,mλq,n cos(q · xmn). (A23)
Using the isotropic, harmonic approximation for the im-
purity wave functions, we have that φ
(n)
i (r + xn) ∝
Hi(dˆn · r/ℓ)e−r2/2ℓ2 , where Hi(z) denotes the ith Her-
mite polynomial for i = 0, 1. Hence, the leading-order
contribution to Eq. (A23) as xmn →∞ is
Φmn(q) ≈ 1
2
ℓ2q2e−ℓ
2q2/2sinc(qxmn)
×
(
dˆm · xˆmn
)(
dˆn · xˆmn
)
, (A24)
where xˆmn is a unit vector parallel to xmn. This approx-
imation is valid in the limit qxmn ≫ 1, and since only
values q ∼ ℓ−1 contribute to Eq. (A24) significantly, this
corresponds to the far-field condition xmn ≫ ℓ.
Now, consider the case where the motion of each impu-
rity is excited in the same direction dˆn = dˆ. By arrang-
ing the impurities in a regular array with lattice vector b,
such that b · dˆ = 0 and b≫ ℓ, it follows from Eq. (A24)
that Φmn(q) ≈ 0 for m 6= n. In such a configuration, the
impurities evolve independently according to the master
equation (14) in the main text. Note also that Eq. (A24)
implies that the population of each impurity’s motional
states in directions orthogonal to dˆ are not influenced by
the other impurities in the lattice. Therefore, the two-
level approximation is self-consistent.
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Appendix B: Dynamic structure factor
In this appendix, we give details of the dynamic struc-
ture factor S(q, ν), which is obtained via the fluctuation-
dissipation theorem
S(q, ν) =
−1
π(1− e−βν) Im [χ(q, ν + iǫ)] , (B1)
using the susceptibility χ(q, ν) calculated in Refs. [15, 21,
22, 92–94]. We focus exclusively on the limit βΘ0 ≫ 1, in
which case the susceptibility simplifies considerably due
to the absence of Landau processes of the type illustrated
in Fig. 3(b). In order to present the result compactly, we
use a shorthand notation where unprimed variables carry
the subscript k − q/2, while primed variables carry the
subscript k + q/2, e.g. E = Ek−q/2 and E
′ = Ek+q/2.
The response function then takes the form
χ(q, ν) = χpair(q, ν) + χcoll(q, ν), (B2)
where the pair contribution reads as
χpair(q, ν) = − 1
V
∑
k
{
EE′ − ξξ′ +∆2
(E + E′)2 − ν2
E + E′
EE′
}
.
(B3)
The collective mode contribution is given by
χcoll(q, ν) = ∆
2A
2
1I11 + ν
2A22I22 − 2ν2A1A2I12
I11I22 − ν2I212
, (B4)
where we defined
A1(q, ν) =
1
V
∑
k
ξ + ξ′
(E + E′)2 − ν2
E + E′
EE′
, (B5)
A2(q, ν) =
1
V
∑
k
1
(E + E′)2 − ν2
E + E′
EE′
, (B6)
I11(q, ν) =
1
V
∑
k
(
EE′ + ξξ′ +∆2
(E + E′)2 − ν2
E + E′
EE′
− 1
Ek
)
,
(B7)
I22(q, ν) =
1
V
∑
k
(
EE′ + ξξ′ −∆2
(E + E′)2 − ν2
E + E′
EE′
− 1
Ek
)
,
(B8)
I12(q, ν) =
1
V
∑
k
1
(E + E′)2 − ν2
Eξ′ + E′ξ
EE′
. (B9)
For frequencies |ν| < Θ0, the imaginary parts of
Eqs. (B3) and (B5)–(B8) (evaluated at frequency ν + iǫ)
are zero. Therefore, the only contribution to the DSF
comes from the pole of Eq. (B4) corresponding to the
collective mode resonance. To see this, we write
χcoll(q, ν) =
B(q, ν)
ν2 − Ω2(q, ν) , (B10)
where
B(q, ν) = −∆2A
2
1I11 + ν
2A22I22 − 2ν2A1A2I12
I212
, (B11)
Ω(q, ν) =
√
I11I22
I12
. (B12)
The dispersion relation of the collective mode is given
by the solution of the nonlinear equation ωq = Ω(q, ωq).
The spectral weight is defined as
Wq =
B(q, ωq)
2ωq
∣∣∣∣1− dΩ(q, ν)dν
∣∣∣∣
−1
ν=ωq
. (B13)
Combining Eqs. (B1) and (B10) then leads directly to
the DSF
S(q, ν) =Wq [(1 + nq)δ(ν − ωq) + nqδ(ν + ωq)] , (B14)
in agreement with Eq. (22).
Note that the DSF at T = 0 can be derived from
Eq. (B10) in the alternative form
S(q, ν) = Cνδ(q − qν), (B15)
where ωqν = ν and we defined
Cν =
B(qν , ν)
2ν
∣∣∣∣dΩ(q, ν)dν
∣∣∣∣
−1
q=qν
. (B16)
However, Eq. (B15) can also be obtained directly from
Eq. (B14) by a simple change of variables in the delta
function, from which it follows that
WqνD(ν) =
q2ν
2π2
Cν , (B17)
where D(ν) is the phonon density of states defined in
Eq. (27). Eqs. (B16) and (B17) provide an efficient way
to compute the spectral density (26) for ν < Θ0. This
method is used in particular to generate the pink dotted
line in Fig. 4(g).
In the limit q → 0 and ν → 0, we can find explicit
analytical expressions for ωq and Wq. To do so, we need
the identity [15]
I11(q, ν) =
1
V
∑
k
ν2 − (k · q/m)2
(E + E′)2 − ν2
E + E′
2EE′
. (B18)
This makes it straightforward to check, in the low-
frequency and long-wavelength limit, that I11(q, ν) ≈
ν2J2/4− q2J4/12m2, as well as A1(0, 0) = Jξ, A2(0, 0) =
J2/2, I12(0, 0) = Jξ/2, and I22(0, 0) = −∆2J2, where J2,
J4 and Jξ are given in Eq. (8). In this approximation, the
solution of ωq = Ω(q, ωq) is found to be simply ωq = cq,
with c the sound speed given by Eq. (7). The collective
mode response function is approximately
χcoll(q, ν) ≈
∆2J22 ν
2 + J2ξω
2
q
J2(ν2 − ω2q)
. (B19)
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Upon using the relation ∆2J4 = 3m̺0 [15], we find a
DSF of the form Eq. (B14) with Wq = ̺0εq/ωq, which
exhausts the f -sum and compressibility sum rules
∫ ∞
−∞
dν νS(q, ν) = ̺0εq, (B20)
∫ ∞
−∞
dν lim
q→0
S(q, ν)
ν
=
̺0
2mc2
. (B21)
At frequencies |ν| > Θ0, the imaginary parts of
χpair(q, ν+iǫ), Ω(q, ν+iǫ) and B(q, ν+iǫ) are all nonzero,
reflecting the contribution of fermionic pair excitations at
frequencies above the gap. For example, direct pair pro-
duction from the static condensate is described by the
term
Spair(q, ν) = − 1
π
Im [χpair(q, ν + iǫ)]
=
1
V
∑
k
EE′ − ξξ′ +∆2
2EE′
δ(ν − E − E′),
(B22)
assuming as usual that βΘ0 ≫ 1. The imaginary part
of Ω(q, ν + iǫ) can be interpreted as the damping rate of
collective mode excitations due to Beliaev decay. This
broadens the pole of Eq. (B4), ultimately leading to con-
tributions to the DSF of Lorentzian-like form. However,
the explicit expression is cumbersome and yields little
insight, therefore we do not quote it here.
Finally, we comment that at higher temperatures
βΘ0 . 1, the expressions given above for the suscep-
tibility acquire additional terms reflecting the effect of
Landau processes. These lead to further contributions
to the imaginary parts of χpair(q, ν + iǫ), Ω(q, ν + iǫ)
and B(q, ν + iǫ), which play a similar role to the Beli-
aev contributions discussed above, except that they may
be appreciable even at frequencies |ν| ≪ Θ0.
