Abstract. Two subanalytic subsets of R n are s-equivalent at a common point, say O, if the Hausdorff distance between their intersections with the sphere centered at O of radius r goes to zero faster than r s . In the present paper we investigate the existence of an algebraic representative in every sequivalence class of subanalytic sets. First we prove that such a result holds for the zero-set V (f ) of an analytic map f when the regular points of f are dense in V (f ). Moreover we present some results concerning the algebraic approximation of the image of a real analytic map f under the hypothesis that f −1 (O) = {O}.
Introduction
Two subanalytic subsets of R n are s-equivalent at a common point, say O, if the Hausdorff distance between their intersections with the sphere centered at O of radius r goes to zero faster than r s . This equivalence relation was introduced in [FFW] , where we proved that for any real s ≥ 1, every s-equivalence class of semialgebraic sets has an algebraic representative; i.e. every semialgebraic set can be approximated of order s (in the previous sense) by an algebraic one.
In the present paper we investigate the existence of an algebraic representative in every s-equivalence class of subanalytic sets. For s = 1 the answer is positive for all semianalytic sets, a result which cannot be extended to the class of subanalytic sets. In general, since an analytic set X is locally the zero-set of an analytic map f , it is natural to try to approximate X algebraically by means of the zero-set of a suitable truncation of the Taylor series of f . We prove that such a result holds when the regular points of f are dense in its zero-set.
If we say that two analytic maps are V s -equivalent if their zero-sets are sequivalent, then the previous result can be seen as a jet-sufficiency theorem for V s -equivalence. Recall that two maps have the same k-jet at O if their derivatives up to order k are the same at O; this jet is called sufficient with respect to some equivalence relation if all representatives of the jet are equivalent. Thus our result can be reformulated by saying that if the regular points of f are dense in V (f ) = f −1 (O), then some jet of f is V s -sufficient.
In the final section we present some results concerning the algebraic approximation of the image of a real analytic map f under the hypothesis that f −1 (O) = {O}. In particular we show that the algebraic approximation holds for all one-dimensional subanalytic sets, for analytic surfaces in R 3 , and for those analytic sets whose complexification has O as a quasi-ordinary singular point. Observe that, once more, these results are jet-sufficiency theorems with respect to considering two analytic maps to be equivalent if their images are s-equivalent.
Note that analogous approximation results for complex analytic sets have been obtained by M. Bilski (see [B1] and [B2] ) using techniques which are peculiar to the complex setting.
Some properties of s-equivalence
Let A and B be nonempty compact subsets of R n . Let us denote by D(A, B) the classical Hausdorff distance, i.e.
D(A, B)
where
We will denote by Der(A) the set of nonisolated points of A and by S r the sphere of radius r centered at the origin. Definition 2.1. Let A and B be closed subanalytic subsets of R n with O ∈ Der(A) ∩ Der(B) and let s be a real number ≥ 1.
( As announced in the introduction, we are interested in investigating for each s ≥ 1 the existence of an algebraic subset Y which is s-equivalent to a given subanalytic set A; in this case we also say that Y approximates A to order s.
The analogous problem for semialgebraic sets was solved in [FFW] :
Theorem 2.2. For any real number s ≥ 1 and for any closed semialgebraic set
As a consequence of the previous theorem we easily obtain that algebraic approximation to order 1 holds for all closed semianalytic sets of positive codimension:
Proof. Arguing as in [FFW, 
Before presenting the results obtained for analytic sets, we will devote the final part of this section to introduce some technical tools useful to test s-equivalence, which are partly used already in [FFW] and partly new.
For any subanalytic subset A ⊂ R n , O ∈ Der(A), and for any real positive constant σ, we will denote
Arguing as in [FFW, 
We can more simply test the s-equivalence of two subanalytic sets by means of the following "horn-neighborhoods":
We will prove this fact using the following geometric result: 
Proof. If the thesis fails to hold, then up to choosing suitable subsequences we can assume that
≥ C for some constant C > 0. For each i let ∆ i denote the tetrahedron obtained from the tetrahedron with vertices O, P i , Q i , T i through the homothety with scaling factor 1/r τ i . By the contradiction hypothesis, the length of the edge of ∆ i with vertices
By hypothesis (2) the length of the edge in ∆ i with vertices 
On the other hand, by the previous considerations, the two angles ∠(O, P i , Q i ) and ∠(O, T i , Q i ) have the same limit when i → ∞, in contradiction with the hypothesis (4).
Proposition 2.6. Let A, B be closed subanalytic subsets of
R n and let s ≥ 1. If O ∈ Der(A) ∩ Der(B), then A ≤ s B if
and only if there exist real constants R > 0 and σ > s such that A ∩ B(O, R) \ {O} ⊆ H(B, σ).

Proof. Since U(B, σ) ⊆ H(B, σ), by Proposition 2.4, if A ≤ s B, then A ∩ B(O, R) \ {O} ⊆ H(B, σ) for some R > 0 and σ > s.
Conversely suppose 
σ } is subanalytic and such that O ∈ Der(Z). Let u be a unit vector in the tangent cone to Z at O; by [KR] there is an analytic curve β in Z such that β(0) = O and such that the image of β is tangent to u at O.
Let {T i } be a sequence of points in the curve β converging to O. By construction for each i there exists a point P i in the curve α such that P i − T i < P i σ . The sequence {P i } converges to O; otherwise, by compactness and up to choosing a subsequence, { P i } would converge to some positive real number λ ≤ R < 1. Since 0 ≤ P i − P i σ < T i , we would get λ ∈ {0, 1}, which is a contradiction.
Then lim i→∞
On the other hand, since Q i and T i lie in the analytic curve β, we have that lim i→∞ ∠(T i , O, Q i ) = 0, and the sequence ∠(O, T i , Q i ) converges either to 0 or to π. Thus the sequences {P i }, {Q i }, {T i } satisfy all the hypotheses of Lemma 2.5, and hence lim i→∞
As an immediate consequence of Proposition 2.4 or Proposition 2.6 we have that:
Proposition 2.7. Let A, A , B and B be closed subanalytic subsets of R n , and assume that O is not isolated in any of them.
(
We will also need the following result, which can be proved by arguing as in [FFW, Corollary 2.6 
Some technical tools
Let L : R n → R p be a linear map. Following [TW] , let us consider the function
Evidently d(L) > 0 if and only if L is surjective. As usual we endow Hom(R n , R p ) with the standard norm
We will prove that the function d : Hom(R n , R p ) → R is uniformly continuous w.r.t. the previous norm by using the following lemmas: Proof. Assume for a contradiction that there exists a point x in one of the boundaries, say, for instance, 
Proof. Without loss of generality we can assume that n ≥ p. By hypothesis, for any unit vector u ∈ R n we have that Lu − L u ≤ . It easily follows that
We will need to control how much a ball can be shrunk by a submersion g; this will be achieved by bounding the value of the function d on the differential of the map g.
Proof. By (a) and (b), which can be trivially checked, we have
.
Let Ω be an open subset of R n and g : Ω → R p a differentiable map. If d x g is the differential of g at x ∈ Ω, we will set Λg(
Observe that the function Λg(x) is continuous and, if g is analytic, Λg(x) is subanalytic. g(B(x, ρ)) ⊇ B(g(x), r) . Proof. Choose any z ∈ B(g(x), r). Let l be the line through g(x) and z, and denote by l + the half line starting from g(x) and containing z. Since g is a submersion on (x, ρ) . Let v be the unit tangent field to l pointing in the direction g(x) to z. Then we have a smooth vector field on M given by
By Lemma 3.4 we have
Then, by classical results, there exists an integral curve α : (t 1 , t 2 ) → M of the vector field w such that t 1 < 0 < t 2 , α(0) = x and such that lim t→t 2 α(t) − x = ρ.
It follows that β(t) = g(α(t))
is a parametrization of a segment contained in l and, again by Lemma 3.4,
Since v is a unit vector, β(t) is an arc-length parametrization for t ∈ [0, t 2 ). Moreover for t ∈ [0, t 2 ) we have that
which implies, if we let t tend to t 2 , that ρ ≤ ρ r t 2 , i.e. t 2 ≥ r. From these facts it follows that Im(β) ⊇ l + ∩ B(g(x) , r) and hence there exists u ∈ B(x, ρ) such that g(u) = z.
Algebraic approximation of analytic zero-sets
The results we present in this section give sufficient conditions that ensure the possibility of algebraically approximating an analytic set X implicitly defined.
If f is an analytic map defined in a neighborhood of O, we will denote by T k f (O) the polynomial map whose components are the Taylor polynomials of order k at O of the components of f . 
assume that O ∈ Der(U ). Then for any s ≥ 1 there exists a positive integer k with the following property: if
Proof. Since s-equivalence depends only on the germs at O, we are allowed to identify a subanalytic set with a realization of its germ at the origin in a suitable ball B(O, R), which we will shrink whenever necessary without mention. Let s ≥ 1.
If O ∈ Der(Σ), by Proposition 2.8 there exists a subanalytic set V ⊆ U such that V ∩ Σ = {O} and U ≤ s V . Otherwise we take V = U = V .
The subanalytic function Λf (x) is positive on V \{O}; hence, by the Lojasiewicz inequality, there exists a positive constant β such that Λf ( , x) , ∂W ) is subanalytic and positive. Then again by Lojasiewicz's inequality there exists σ (and we can assume σ > s) such that ϕ(x) > x σ on V \ {O}. Then for all x ∈ V \ {O} and for all y ∈ B(x, x σ ) we have
Hence (x, y) ∈ W ; i.e. for all x in V \ {O} and for all y ∈ B(x, x σ ) we have Λf (y) > x β . In particular Λf (y) > 0 and hence d y f is surjective for all y ∈ B(x, x σ ). Let q be an integer such that q > β + 1.
We claim that
To see this, assume for contradiction that there exist a sequence
On the other hand,
where h = β q−1 . Since σ > 1 and h < 1, we have that
converges to 0, which is a contradiction.
In particular ∀x ∈ V \ {O} the map g is a submersion on B(x, x σ ). Hence, using Lemma 3.5, we get g(
So, if q ≥ σ and x ∈ V , the point O belongs to B(g(x), x σ ) and hence there exists y ∈ B(x, x σ ) such that g(y) = O, and so V \ {O} ⊆ H(V (g), σ). Then by Proposition 2.6 we have V ≤ s V (g) and hence U ≤ s V (g).
Now by the Lojasiewicz inequality there exists a real positive constant α such that
Let k be an integer such that k ≥ max{ασ, σ }.
We have that V (g) \ {O} ⊆ H(V, σ) ; otherwise there would exist a sequence of points
which is a contradiction. Then by Proposition 2.6 we get that V (g) ≤ s V .
As a direct application of Lemma 4.1 we get
The previous result giving sufficient conditions to approximate an analytic set by means of an algebraic one can be extended to the following more general situation. 
Proof. Since the problem is local, we can assume that O ∈ Der(U i ) for all i. For each i ∈ {1, . . . , m} let k i be a positive integer found as in Lemma 4.1 and let
Hence by Proposition 2.7 we have
The following example shows that Theorem 4.3 applies to a class of analytic sets which strictly contains the one considered in Corollary 4.2: Example 4.4. Let g(z) = 1 − cos z and consider the analytic function f :
2 cannot be applied to the analytic (and not algebraic) set
) and we use the notation of Theorem 4.3, we have that X = U 1 ∪ U 2 and thus X can be algebraically approximated to any order.
Algebraic approximation of parametrized sets
In this section we give some results concerning algebraic approximation of images of real analytic maps. 
It follows that lim x→O G(x)
F ( 
