Abstract Let (X, d, µ) be a RCD * (K, N) space with K ∈ R and N ∈ [1, ∞). Suppose that (X, d) is connected, complete and separable, and supp µ = X. We prove that the Li-Yau inequality for the heat flow holds true on (X, d, µ) when K ≥ 0. A Baudoin-Garofalo inequality and Harnack inequalities for the heat flow are established on (X, d, µ) for general K ∈ R. Large time behaviors of heat kernels are also studied.
Introduction
Non-smooth calculus on metric measure spaces as a generalization from the classical smooth settings has attracted intensive interest in the last several decades; see, for instance, [2, 3, 4, 6, 14, 19, 21, 24, 25, 34, 36, 40, 43, 44] and references therein. In this article, we deal with the Li-Yau inequality and Harnack inequalities for the heat flow.
It is well known that, in Riemannian geometry, Ricci curvature bounded from below is essential for many analytic and geometric properties of Riemannian manifolds. However, Riemannian manifolds with Ricci curvature bounded from below are not stable under Gromov-Hausdorff convergence; we refer the reader to Cheeger and Colding [15, 16, 17] for comprehensive studies on the Gromov-Hausdorff limit space of manifolds with Ricci curvature bounded below.
On complete metric spaces, using optimal transportation, Lott-Villani [34] and Sturm [43, 44] introduced the Ricci curvature condition CD(K, N) for K ∈ R and N ∈ [1, ∞] (when N < ∞, only CD(0, N) condition was introduced in [34] ), which is stable with respect to the measured Gromov-Hausdorff convergence. Precisely, a complete metric space satisfying CD(K, N) means
Above and in what follows, |∇u| denotes the minimal weak upper gradient of u; see Section 2 below. Moreover, we always assume that the initial value f is not identically zero in the µ-a.e. sense.
Garofalo and Mondino in [20] obtained Theorem 1.1 for the case µ(X) = 1 (whose proof works also for general cases µ(X) < ∞), by a non-trivial adaption of a purely analytical approach to the Li-Yau inequality from Baudoin and Garofalo [13] in the Riemannian manifold. Notice that for (X, d, µ) being a RCD * (0, N) space, if µ(X) < ∞, then (X, d) has to be bounded. Indeed, since (X, d) is a geodesic space ( [19, Remark 3.18] ) and the measure µ is doubling, there exists C > 1 such that, for each x ∈ X and r ∈ (0, diam(X)/2), it holds µ(B(x, 2r)) ≥ Cµ(B(x, r)), which is the so-called reverse doubling condition; see [45, Proposition 2.1] . This implies that, if µ(X) < ∞, then (X, d) has to be bounded.
Our arguments will be based on the arguments given in [20] with some necessary and non-trivial generalizations. In particular, following [20] , we shall use the following functional
where H t is the heat flow, f δ = f + δ, 0 ≤ f ∈ L 1 (X) ∩ L ∞ (X) and δ > 0, and then use the integral X Φ(t)ϕ dµ as our main object. A key step of the proof is to use the Bochner inequality (see [19] or Theorem 2.1) for the function log H T −t f δ . Since log H T −t f δ may not be in the Sobolev space W 1,2 (X) when µ(X) = ∞, we need a generalized Bochner inequality from [6, Corollary 4.3] ; see also Theorem 4.1 below. Notice that [6, Corollary 4.3] actually provides a stronger result than our Theorem 4.1, whose proof will be kept for completeness.
Another critical point is that, unlike the compact case, the heat kernel p t may not be a bounded function on X × X, and H t may not be bounded from L 1 (X) to L ∞ (X). Indeed, Proposition 3.1 below shows that H t is bounded from L q (X) to L ∞ (X) for some (all) q ∈ [1, ∞) if and only if inf x∈X µ(B(x, 1)) > 0. Notice that there exists a complete Riemannian manifold M, with non-negative Ricci curvature, that satisfies inf x∈M µ(B(x, 1)) = 0; see Croke and Karcher [18] . Therefore, we do not know the absolute continuity of the map t → X Φ(t)ϕ dµ for general f ∈ ∪ 1≤q<∞ L q (X) and ϕ ∈ L 1 (X) ∩ L ∞ (X). Here we will combine some methods from harmonic analysis. Precisely, we shall establish the boundedness of |∇H t f | on L p (X) for p ∈ [1, ∞] by using a rough gradient estimate of the heat kernel from [29] ; see Section 3 below. Then we first prove Theorem 1.1 for f ∈ L 1 (X) ∩ L ∞ (X), and finally a limiting argument gives the desired result.
A direct corollary is the following Li-Yau inequality for the heat kernel.
. Let p be the heat kernel. Then, for µ-a.e. x, y ∈ X and each t > 0, it holds
By following the proofs from [20, Theorem 1.3] and using the tools established in proving Theorem 1.1, we can obtain the following Baudoin-Garofalo inequality for the heat flow; see [13, 20] . The Baudoin-Garofalo inequality further implies the following Harnack inequality for the heat flow. Notice that the proof of [20, Theorem 1.4] works directly for the following theorem, whose proof will be omitted.
Theorem 1.3 (Harnack Inequality
.
As an application of the Harnack inequality, we shall prove the following large time behavior of heat kernels on RCD * (0, N) spaces with maximal volume growth; see Li [32] .
The paper is organized as follows. In Section 2, we give some basic notation and notions for Sobolev spaces, differential structures, curvature-dimension conditions and heat kernels. Section 3 is devoted to establishing a rough gradient estimate for the heat kernels and the mapping properties of |∇H t |. In Section 4, we deal with the generalized Bochner inequality. Theorem 1.1 and Corollary 1.1 will be proved in Section 5, the Baudoin-Garofalo inequality (Theorem 1.2) and the Harnack inequality (Theorem 1.3) will be proved in Section 6. In the final section, we will apply the Harnack inequality to study the large time behavior of heat kernels, and prove Theorem 1.4 there.
Finally, we make some conventions on notation. Throughout the paper, we denote by C, c positive constants which are independent of the main parameters, but which may vary from line to line 
Preliminaries
In this section, we recall some basic notions and several auxiliary results.
Sobolev spaces on metric measure spaces
Let C([0, 1], X) be the space of continuous curves on [0, 1] with values in X, which we endow with the sup norm. For t ∈ [0, 1], the map e t : C([0, 1], X) → X is the evaluation at time t defined by e t (γ) := γ t .
Given a non-trivial closed interval I ⊂ R, a curve γ : I → X is in the absolutely continuous class 
By a compactness argument (see [14, 40, 5] ), for each f ∈ S 2 (X) there exists a unique minimal G in the µ-a.e. sense such that (2.1) holds. We then denote the minimal G by |∇ f | and call it the minimal weak upper gradient following [5] .
We then define the in-homogeneous Sobolev space c (X) can be defined in an obvious manner. Notice that the Sobolev space W 1,2 (X) coincides with the Sobolev spaces based on upper gradients introduced by Cheeger [14] and Shanmugalingam [40] ; see Ambrosio, Gigli and Savaré [5] .
Differential structure and the Laplacian
The following terminologies and results are mainly taken from [4, 21] . Notice that, from the definition, it follows that (X, d, µ) is infinitesimally Hilbertian if and only if, for any f, g ∈ S 2 (X), it holds
the infimum being intended as µ-essential infimum.
We shall sometimes write ∇ f, ∇g as ∇ f · ∇g for convenience. We next summarize some basic properties of ∇ f, ∇g . (i) Cauchy-Schwartz inequality:
(ii) Linearity: For f, g, h ∈ S 2 loc (Ω), and α, β ∈ R, it holds
(iii) Chain rule: For f, g ∈ S 2 loc (Ω), and ϕ : R → R Lipschitz, it holds
With the aid of the inner product, we can define the Laplacian operator as below. Notice that the Laplacian operator is linear due to (X, d, µ) being infinitesimally Hilbertian.
Definition 2.6 (Laplacian
We will write ∆ f = h. If f ∈ W 1,2 (X) and h ∈ L 2 (X), we then say that f ∈ D(∆).
From the Leibniz rule, it follows that if
f, g ∈ D loc (∆) ∩ L ∞ loc (X) (resp. f, g ∈ D(∆) ∩ L ∞ (X) ∩ LIP(X)), then f g ∈ D loc (∆) (resp. f, g ∈ D(∆)) satisfies ∆( f g) = g∆ f + f ∆g + 2∇ f · ∇g.
Curvature-dimension conditions and consequences
Let (X, d, µ) be an infinitesimally Hilbertian space. Denote by H t the heat flow e t∆ generated from the Dirichlet forms X ∇ f, ∇ψ dµ. From (X, d, µ) being infinitesimally Hilbertian, it follows that H t is linear.
We shall use the following definition for RCD * (K, N) spaces, which is slightly weaker than the original definition from [19] , and is equivalent to the original definition under mild regularity assumptions; see [19, 7] .
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An important tool is the following Bochner inequality; see [19] .
and all g ∈ D(∆) bounded and non-negative with ∆g ∈ L ∞ (X), it holds
For (X, d, µ) being a RCD * (K, N) space, the measure µ is known to be locally doubling (globally doubling, if K ≥ 0) according to [19] .
where
Rajala [36, 37] showed that a local weak L 2 -Poincaré inequality holds on RCD * (K, N) spaces, and a uniform L 2 -Poincaré inequality holds if K ≥ 0. Hence, the results from Sturm [41, 42] imply that there exists C := C(N, K) (C := C(N), if K ≥ 0) such that, for each t ≤ 1 (resp. all t > 0) and all x, y ∈ X, it holds that
Furthermore, since we have assumed that supp µ = X and (X, d) is connected, by [19, Remark 3.18] we know that the RCD * (K, N) space (X, d, µ) is a geodesic space. Thus, for all x, y ∈ X, there is a curve γ connecting x and y and satisfying length(γ) = d(x, y). This and the local doubling condition imply that, for each t ≤ 1 (resp. all
Indeed, if K ≥ 0, then by Lemma 2.1(i), we have that for all t > 0,
then by the local doubling condition Lemma 2.1(ii), we see that √ t + 1 and, dividing the curve γ into C γ pieces of equal length, we obtain a sequence of points
Applying the local doubling condition Lemma 2.1(ii) C γ times, we obtain
Hence, (2.4) and (2.5) imply that, for each t ≤ 1 (resp. all t > 0, if K ≥ 0) and all x, y ∈ X, it holds
Some a priori heat kernel estimates
In this section, we establish the mapping property for the operator |∇H t |. The following gradient estimate was established in [28, Thoerem 3.1] by choosing the natural Dirichlet energy on RCD * (K, N) spaces and using the gradient estimates of harmonic functions from [27] . Since, for each t > 0, the heat kernel is a solution to the equation ∆p t = ∂ ∂t p t , we may apply the above gradient estimates to heat kernels. The following result was established in [29] , we report it here for completeness. 
) holds for almost all x, y ∈ X and t ∈ (0, 1] with C(N) replaced by C(N, K), which depends on N, K.
Proof. Notice that, for each t > 0, the heat kernel is a solution to the heat equation
Using the estimates for time differentials of heat kernels from Sturm [41, Theorem 2.6] and (2.5), it follows that, for almost all x, y ∈ X, it holds that 
We divide the proof into two cases, i.e., d(x, y) 2 > 16t and
From this, together with (2.6), we see that
By using (3.3) and the doubling condition, we also obtain
Combining the above two estimates we conclude that, for µ-a.e. x, y,
ct } is equivalent to 1. Applying the proof for (3.4) and discarding the exponential term, we arrive at
which, together with (3.4), implies that for almost all x, y ∈ X,
The proof is then completed.
Based on the gradient estimates of heat kernels, Theorem 3.2 and (3.3), we conclude the following mapping property of |∇H t |. We next summarize this and some results from Sturm [41] as follows. Let 1 ≤ p, q ≤ ∞. For an operator T , we denote its operator norm from L p (X) to L q (X) by T p,q . 
Proof. (i) was obtained by Sturm [41] . To prove (ii), we use Theorem 3.2, Lemma 2.1 and (2.6) to see that, for each f ∈ L p (X), p ∈ [1, ∞] and µ-a.e. x ∈ X, it holds
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Similar calculations using (3.3) give the desired conclusions for t∆H t . Let us prove (iii). If t ≤ 1, then the same arguments of (ii) yield that 
which completes the proof.
From this and (2.6), one can deduce that for each t > 0, p t is bounded on X × X, and hence, H t is bounded from L 1 (X) to L ∞ (X). However, if (X, d, µ) is non-compact, then H t may not be bounded from L q (X) to L ∞ (X) for any q ∈ [1, ∞). Indeed, we have the following result. (
Proof. Let us show that (i) implies (ii). Suppose inf
if K < 0. These together with (2.6), imply that for all x, y ∈ X,
Hence p t ∈ L ∞ (X × X), and
It is obvious that (ii) implies (iii). Let us prove that (iii) implies (i). Suppose H t q,∞ ≤ C for some q ∈ (1, ∞). A duality argument shows H t 1,q ′ ≤ C, where q ′ is the Hölder conjugate of q. Then for f ∈ L q ′ (X), the Hölder inequality and the fact H t 1 = 1 imply that for each x ∈ X,
and hence,
Hence, H t q ′ ,(q ′ ) 2 ≤ C and H t 1,(q ′ ) 2 ≤ C. Repeating this argument k times, where
Using a duality argument again, we conclude that H t 2,∞ ≤ C, and hence H t 1,∞ ≤ C. Thus, to finish the proof, we only need to show that
f L 1 (X) = 1. Then the heat kernel estimate (2.6) yields
which implies that
for each x 0 ∈ X. Taking supremum over x 0 ∈ X, we see that
which is equivalent to say inf x∈X µ(B(x, 1)) = C X > 0. The proof is therefore completed.
Since there exists a complete Riemannian manifold M, with non-negative Ricci curvature, that satisfies inf x∈M µ(B(x, 1)) = 0 (see [18] ), we may loose the global upper bound for H t f , and therefore, we do not know that if |∇H t f | has a global upper bound. In these cases, we have the following local bounds, which will be useful in proving the main results. 
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Proof. Suppose first t ≤ 1. By Lemma 2.1 and decomposing the integral in diadic annuli, we conclude that for any x ∈ X and c 0 > 0, it holds (3.6) x, 1) ).
By (3.6), Theorem 3.2 and the Hölder inequality, we conclude that, for µ-a.e. x ∈ B(x 0 , r),
Using (2.6) and (3.3), instead of Theorem 3.2, the same estimate as the above inequality yields
as desired. If t > 1, then by Theorem 3.3(i), we find
Generalized Bochner inequality
In this section, we give a generalization of the Bochner inequality (Theorem 2.1). We note that the main result (Theorem 4.1) is already obtained in [6] under milder assumptions, we keep the proofs here for completeness.
We shall need the following results on the existence of cut-off functions from [6, Lemma 6.7]; see also [26, 23] . (ii) for each 0 < r < ∞, there exists a Lipschitz cut-off function Φ satisfying Φ = 1 on B(x 0 , r),
The following L ∞ -estimates can be found in [6, Theorem 3.1], we give a proof for completeness.
Lemma 4.2. Let
, by applying the gradient estimate (Theorem 3.1) for each ball B(x 0 , 1) ⊂ X, it follows, for almost every x ∈ B(x 0 , 1), that
This implies that
We next consider the generalized Bochner inequality. As pointed out at the beginning of this section, [6, Corollary 4.3] actually provides a stronger result, we choose to give a proof below for completeness.
Theorem 4.1 (Generalized Bochner Inequality
Proof. The conclusion is obvious if (X, d) is compact, let us consider the remaining cases. Let x 0 ∈ X be fixed. For each k ∈ N, by Lemma 4.1(i), there exists φ k satisfying φ k = 1 on
Notice that, by the choices of cut-off functions, we have
On the other hand, notice that gφ k ∈ D(∆)∩L ∞ (X) and
Since supp φ k , supp |∇φ k |, supp ∆φ k ⊂ B(x 0 , k + 1) and Φ k = 1 on B(x 0 , k + 1), the above inequality reduces to
The choices of φ k further imply that, for each k,
This, together with Lemma 4.2, implies that
By a similar but easier argument and letting k → ∞ in (4.2), we obtain
We next show that the Bochner inequality holds for our main target, log
To this end, we need the following self-improvement property proved by Savaré [39] .
The following lemma shows that log(H t f + δ) satisfies the requirements of Theorem 4.1. In what follows, we write H t f + δ as H t ( f δ ). 
and s, δ > 0, the following holds:
Proof. (i) Notice that, by the mapping properties of H s and |∇H s | (Theorem 3.3) , we have
and, from the chain rule, it follows that
(ii) Using the chain rule, it follows that log H s ( f δ ) ∈ D loc (∆) and
From Theorem 3.3 and Lemma 4.3, we deduce that
and
These further imply that ∆(log
Applying Lemma 4.3 and Lemma 4.2, we conclude that
where we set f δ := f + δ.
Proof. Lemma 4.4 implies that log H s ( f δ ) satisfies the requirements of Theorem 4.1, and hence the corollary follows directly.
The Li-Yau inequality
The main aim of this section is to prove the Li-Yau inequality (Theorem 1.1) for solutions to the heat equation on RCD * (0, N) spaces.
The main tool we shall use is a variational inequality used in [11, 12, 13, 35] , which was then generalized to the metric setting by Garofalo and Mondino [20] , where the Li-Yau type estimates were obtained on RCD * (0, N) spaces with µ(X) = 1.
In what follows, we shall let 0 ≤ f ∈ L 1 ∩ L ∞ (X) and δ > 0 and set f δ := f + δ. Moreover, for a fixed T > 0, for each t ∈ [0, T ], we define the functional Φ(t) by
Proof. For any 0 ≤ s < t ≤ T − ǫ, it follows, from the Hölder inequality and Theorem 3.3, that
Since the map t → H t f ∈ L 2 (X) is absolutely continuous on [ǫ/2, T ], the above inequality implies that the map
. By the arbitrariness of ǫ, we further see that the map t → X |∇H T −t f δ | 2 ψ dµ is differentiable on a.e. t ∈ (0, T ). Now, for 0 < s < t < T , it follows, from the Hölder inequality and Theorem 3.3, that
which tends to zero as s → t, since
. This implies that the required equality holds true, and hence finishes the proof. (ii) For a.e. t ∈ [0, T ], it holds
Combining the estimates with the fact H s f → H t f in L 2 (X) as s → t for any t ∈ [0, ∞), we see that the map t → X Φ(t)ϕ dµ is uniformly continuous on [0, T − ǫ] for any ǫ ∈ (0, T ).
Proof. By using Proposition 5.1, one has
Notice that, for each t ∈ (0, T ),
This, together with f, ϕ ≥ 0, implies that 0
, and
Thus, by using Corollary 4.1 with g = H T −t f δ H t ϕ, we obtain
By using the Cauchy-Schwarz inequality, one has
as desired, and hence the proof is completed.
Proof. For each t ∈ (0, T ) close to T , by (5.2) and Theorem 3.3, we obtain
which, together with a(t) = o(T − t), implies that
This finishes the proof of the lemma.
We next prove a weaker version of Theorem 1.1. 
Proof. Let 0 ≤ ϕ ∈ L 1 (X) ∩ L ∞ (X) be arbitrary. Following [13, 20] , we set a(t) = (1 − t/T ) 2 and let γ be defined as
By using Proposition 5.1 and Proposition 5.2, we deduce that, for any ǫ, ǫ 1 satisfying 0
By Theorem 3.3(ii) and the Hölder inequality, we have
which together with the fact a(t)
as ǫ → 0 + . Based on this and Lemma 5.2, by letting ǫ → 0 + in (5.4), we obtain
Notice that by Proposition 5.1(i) the map t → X Φ(t)ϕ dµ is uniformly continuous on [0, T − ǫ] for each ǫ ∈ (0, T ). By this, a(t) = (1 − t/T ) 2 , and letting ǫ 1 → 0 + in the above inequality, we conclude that
which, together with the chain rule and the fact H T f δ > δ is continuous on X, implies that
By letting δ → 0, we see that
which finishes the proof.
Due to Proposition 5.3, to prove Theorem 1.1, it remains to use a density argument, which we do next.
Proof of Theorem 1.1. Suppose 0 ≤ f ∈ L q (X) for some q ∈ [1, ∞). We may choose a sequence of
Let q ≥ 2. For each T > 0, by Theorem 3.3, we see that
. From Proposition 5.3, it follows that for each k, and for each 0
By letting k → ∞ and using the arbitrariness of ϕ, we then conclude that
Let us deal with the case q ∈ [1, 2). Fix a x 0 ∈ X and let j ∈ N. Using (5.3), we see that
Using the local bound Lemma 3.1 and Theorem 3.3 yields
, which tends to zero as k → ∞. In the same manner, we conclude that, by letting k → ∞ in (5.7), it holds
It follows from the arbitrariness of ϕ that
for µ-a.e. x ∈ B(x 0 , j). Letting j → ∞ yields
This and (5.6) imply the inequality (5.8) holds for each f ∈ L q (X), where q ∈ [1, ∞). From the heat kernel bounds (2.6) and the fact H T f is continuous on X, one can deduce that H T f is locally bounded away from zero as soon as f 0. Hence, by using the chain rule and (5.8), one finally deduce that, for the solution u = H t f , it holds |∇ log u(x, T )| 2 − ∂ ∂t log u(x, T ) ≤ N 2T , µ − a.e. x ∈ X.
The proof of Theorem 1.1 is therefore completed.
(ii) There exists a constant C(θ) ∈ (0, ∞) such that, for any path (x(t), y(t), t) ∈ X × X × (0, ∞) Proof. Let us first show that (i) implies (ii). For any 0 < t 1 < t 2 < ∞, from Corollary 6.1(ii), it follows that t N/2 1 p t 1 (x 0 , x 0 ) ≤ t N/2 2 p t 2 (x 0 , x 0 ), i.e., t N/2 p t (x 0 , x 0 ) is an increasing function on (0, ∞). On the other hand, by (2.6), Lemma 2.1 and the assumption, we conclude that, for each 0 < t < ∞ and T > 0 large enough, it holds For the general case, notice that, from the Harnack inequality (Theorem 1.3), it follows that, for any δ ∈ (0, 1/2), 
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Since, from [42] , the heat kernel satisfies the lower Gaussian bounds (2.6) for each 0 < t < ∞, we obtain t N/2 p t (x 0 , x 0 ) ≥ C t N/2 µ(B(x 0 , √ t)) .
Letting t → ∞, we see that lim with C(θ) ∈ (0, ∞). This finishes the proof.
