Abstract-In this work and the supporting Part II [2], we examine the performance of stochastic sub-gradient learning strategies under weaker conditions than usually considered in the literature. The new conditions are shown to be automatically satisfied by several important cases of interest including SVM, LASSO, and Total-Variation denoising formulations. In comparison, these problems do not satisfy the traditional assumptions used in prior analyses and, therefore, conclusions derived from these earlier treatments are not directly applicable to these problems. The results in this article establish that stochastic subgradient strategies can attain linear convergence rates, as opposed to sub-linear rates, to the steady-state regime. A realizable exponential-weighting procedure is employed to smooth the intermediate iterates and guarantee useful performance bounds in terms of convergence rate and excessive risk performance. Part I of this work focuses on single-agent scenarios, which are common in stand-alone learning applications, while Part II [2] extends the analysis to networked learners. The theoretical conclusions are illustrated by several examples and simulations, including comparisons with the FISTA procedure.
I. INTRODUCTION
The minimization of non-differentiable convex cost functions is a critical step in the solution of many design problems [3] - [5] , including the design of sparse-aware (LASSO) solutions [6] , [7] , support-vector machine (SVM) learners [8] - [12] , or total-variation-based image denoising solutions [13] , [14] . Several powerful techniques have been proposed in the literature to deal with the non-differentiability aspect of the problem formulation, including methods that employ sub-gradient iterations [3] - [5] , cutting-plane techniques [15] , or proximal iterations [16] , [17] . This work focuses on the class of sub-gradient methods for the reasons explained in the sequel. The sub-gradient technique is closely related to the traditional gradient-descent method [3] , [4] where the actual gradient is replaced by a sub-gradient at points of nondifferentiability. It is one of the simplest methods in current practice but is known to suffer from slow convergence. For instance, it is shown in [5] that, for convex cost functions, the optimal convergence rate that can be delivered by sub-gradient methods in deterministic optimization problems cannot be faster than O(1/ √ i) under worst case conditions, where i is the iteration index. Under some adjustments to the update This work was supported in part by NSF grants CIF-1524250, ECCS-1407712, and DARPA N66001-14-2-4029. A short conference version appears in [1] .
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A. The Significance of Subgradient Algorithms
Still, there are at least three strong reasons that motivate a closer examination of the limits of performance of subgradient learning algorithms. First, the explosive interest in large-scale and big data scenarios favors the use of simple and computer-efficient algorithmic structures, of which the sub-gradient technique is a formidable example. Second, it is becoming increasingly evident that more sophisticated optimization iterations do not necessarily ensure improved performance when dealing with complex models and data structures [4] , [19] - [21] . This is because the assumed models, or the adopted cost functions, do not always reflect faithfully the underlying problem structure. In addition, the presence of noise in the data generally implies that a solution that may be perceived to be optimal is actually sub-optimal due to perturbations in the data and models. Third, it turns out that a clear distinction needs to be made between optimizing deterministic costs [3] - [5] , where the cost function is known completely beforehand, and optimizing stochastic costs, where the cost function is actually unavailable due to its dependence on the unknown probability distribution of the data. Stochastic problem formulations are very common in applications arising in machine learning problems, adaptation, and estimation. We will show that sub-gradient algorithms have surprisingly favorable behavior in the stochastic setting.
Motivated by these remarks, we therefore examine in some detail the performance of stochastic sub-gradient algorithms for the minimization of non-differentiable convex costs. Our analysis will reveal some interesting properties when these algorithms are used in the context of continuous adaptation and learning (i.e., when actual sub-gradients cannot be evaluated but need to be approximated continually in an online manner). The study is carried out for both cases of single stand-alone agents in this part and for multi-agent networks in Part II [2] . We start with single-agent learning and establish some revealing conclusions about how fast and how well the agent is able to learn. Extension of the results to the multi-agent case will require additional effort due to the coupling that exists among neighboring agents. Interestingly, the same broad conclusions will continue to hold in this case with proper adjustments.
B. Contributions and Relation to Prior Literature
In order to examine the performance of stochastic subgradient implementations, it is necessary to introduce some arXiv:1511.07902v4 [stat.ML] 21 Apr 2017 assumptions on the gradient noise process (which is the difference between a true sub-gradient and its approximation). Here we will diverge in a noticeable way from assumptions commonly used in the literature for two reasons (see Sec. III for further explanations). First, we shall introduce weaker assumptions than usually adopted in prior works and, secondly and more importantly, we shall show that our assumptions are automatically satisfied for important cases of interest (such as SVM, LASSO, Total Variation). In contrast, these applications do not satisfy the traditional assumptions used in the prior literature and, therefore, conclusions derived based on these earlier works are not directly applicable to these problems. For example, it is common in the literature to assume that the cost function has a bounded gradient [4] , [18] , [22] - [24] ; this condition is not even satisfied by quadratic costs whose gradient vectors are affine in their parameter and therefore grow unbounded. This condition is also in direct conflict with strongly-convex costs [24] . By weakening the assumptions, the analysis in this work becomes more challenging. At the same time, the conclusions that we arrive at will be stronger and more revealing, and they will apply to a broader class of algorithms and scenarios.
A second aspect of our study is that we will focus on the use of constant step-sizes in order to enable continuous adaptation and learning. Since the step-size is assumed to remain constant, the effect of gradient noise is always present and does not die out, as would occur if we were using instead a diminishing step-size of the form µ(i) = τ /i for some τ > 0 as is common in many other studies [9] , [23] , [25] . Such diminishing step-sizes annihilate the gradient noise term asymptotically albeit at the cost of turning off adaptation in the long run. When this happens, the learning algorithm loses its ability to track drifts in the solution. In contrast, a constant step-size keeps adaptation alive and endows the learning algorithm with an inherent tracking mechanism: if the minimizer that we are seeking drifts with time due, for example, to changes in the statistical properties of the data, then the algorithm will be able to track the new location since it is continually adapting [26] . This useful tracking feature, however, comes at the expense of a persistent gradient noise term that never dies out. The challenge in analyzing the performance of learning algorithms in the constant adaptation regime is to show that their feedback mechanism induces a stable behavior that reduces the variance of the gradient noise to a small level and that ensures convergence of the iterates to within a small O(µ)-neighborhood of the desired optimal solution. Moreover, and importantly, it turns out that constant step-size adaptation is not only useful under non-stationary conditions when drifts in the data occur, but it is also useful even under stationary conditions when the minimizer does not vary with time. This is because, as we will see, the convergence towards the steady-state regime will now be guaranteed to occur at an exponential (i.e., linear rather than sub-linear) rate, O(α i ) for some α ∈ (0, 1), which is much faster than the O(1/i) rate that would be observed under diminishing stepsize implementation for strongly-convex costs.
A third aspect of our contribution is that it is known that sub-gradient methods are not descent methods. For this reason, it is customary to employ pocket variables (i.e., the best iterate) [3] , [5] , [27] , [28] or arithmetic averages [9] to smooth out the output. However, as the analysis will reveal, the pocket method is not practical in the stochastic setting (its implementation requires knowledge of unavailable information), and the use of arithmetic averages [29] does not match the convergence rate derived later in Sec. IV-C. We shall therefore propose an alternative weighted averaging scheme with an exponentiallydecaying window applied to the weight iterates. Similar, but different, weighting schemes applied to the data directly have been used in other contexts in the design of adaptive [26] and reinforcement learning [30] schemes. We shall show that the proposed averaging technique does not degrade convergence performance and is able to match the results derived later in Sec. IV-C.
Notation: We use lowercase letters to denote vectors, uppercase letters for matrices, plain letters for deterministic variables, and boldface letters for random variables. We also use (·)
T to denote transposition, (·) −1 for matrix inversion, Tr(·) for the trace of a matrix, λ(·) for the eigenvalues of a matrix, · for the 2-norm of a matrix or the Euclidean norm of a vector, and ρ(·) for the spectral radius of a matrix. Besides, we use A ≥ B to denote that A − B is positive semi-definite, and p 0 to denote that all entries of vector p are positive.
II. PROBLEM FORMULATION

A. Problem Formulation
We consider the problem of minimizing a risk function, J(w) : R M → R, which is assumed to be expressed as the expected value of some loss function, Q(w; x), namely,
where we assume J(w) is strongly convex with its unique minimizer denoted by w , and where
Here, the letter x represents the random data and the expectation operation is performed over the distribution of this data. Many problems in adaptation and learning involve risk functions of this form, including, for example, mean-squareerror designs and support vector machine (SVM) solutions -see, e.g., [11] , [12] , [26] . For generality, we allow the risk function J(w) to be non-differentiable. This situation is common in machine learning formulations, e.g., in SVM costs and in regularized sparsity-inducing formulations; examples to this effect are provided in the sequel. In this work, we examine in some detail the performance of stochastic sub-gradient algorithms for the minimization of (1) and reveal some interesting properties when these algorithms are used in the context of continuous adaptation and learning (i.e., when actual sub-gradients cannot be evaluated but need to be approximated continually in an online manner). This situation arises when the probability distribution of the data is not known beforehand, as is common in practice. This is because in many applications, we only have access to data realizations but not to their actual distribution.
B. Stochastic Sub-Gradient Algorithm
To describe the sub-gradient algorithm, we first recall that the sub-gradient of a convex function J(w) at any arbitrary point w 0 is defined as any vector g ∈ R M that satisfies:
We shall often write g(w 0 ), instead of simply g, in order to emphasize that it is a sub-gradient vector at location w 0 . We note that sub-gradients are generally non-unique. Accordingly, a related concept is that of the sub-differential of J(w) at w 0 , denoted by ∂J(w 0 ). The sub-differential is defined as the set of all possible sub-gradient vectors at w 0 :
In general, the sub-differential ∂J(w 0 ) is a set and it will collapse to a single point if, and only if, the cost function is differentiable at w 0 [5] ; in that case, the sub-gradient vector will coincide with the actual gradient vector at location w 0 . Referring back to problem (1), the traditional sub-gradient method to minimizing the risk function J(w) takes the form:
where g(w i−1 ) refers to one particular choice of a subgradient vector for J(w) at location w i−1 , and µ > 0 is a small step-size parameter. Since sub-gradients are nonunique, in construction (5), it is assumed that once a form for g(w) is selected, that choice remains invariant throughout the adaptation process. That is, the user selects one choice for g(w) and sticks to it throughout the adaptation process. It is not the case that g(w) can sometimes be chosen in one way in one iteration and then in another way in another iteration (we will illustrate this point in examples given further ahead -see, e.g., (10) ). Now, in the context of adaptation and learning, we usually do not know the exact form of J(w) because the distribution of the data is not known to enable computation of E Q(w; x) and its gradient vector. As such, true sub-gradient vectors for J(w) cannot be determined and they will need to be replaced by stochastic approximations evaluated from streaming data; examples to this effect are provided in the sequel in the context of support-vector machines and LASSO sparse designs. Accordingly, we replace the deterministic iteration (5) by the following stochastic iteration [3] , [5] , [27] , [28] :
where the successive iterates, {w i }, are now random variables (denoted in boldface) and g(·) represents an approximate subgradient vector at location w i−1 estimated from data available at time i. The difference between an actual sub-gradient vector and its approximation is referred to as gradient noise and is denoted by
C. Examples: SVM and LASSO
To illustrate the construction, we list two examples dealing with support vector machines (SVM) [8] and the LASSO problem [7] ; the latter is also known as the sparse LMS problem or basis pursuit [6] , [31] , [32] . We will be using these two problems throughout the manuscript to illustrate our findings.
Example 1 (SVM problem). The two-class SVM formulation deals with the problem of determining a separating hyperplane, w ∈ R M , in order to classify feature vectors, denoted by h ∈ R M , into one of two classes: γ = +1 or γ = −1. The regularized SVM risk function is of the form:
where ρ > 0 is a regularization parameter. We are generally given a collection of independent training data, {γ(i), h i }, consisting of feature vectors and their class designations and assumed to arise from jointly wide-sense stationary processes. Using this data, the loss function at time i is given by
where the second term on the right-hand side, which is also known as the hinge function, is non-differentiable at all points
There are generally many choices for the sub-gradient vector at these locations w. One particular choice is:
where the indicator function I[a] is defined as follows:
The choice (10) requires the computation of an expectation operator, which is infeasible since the distribution of the data is not known beforehand. One approximation for this particular sub-gradient choice at iteration i is the construction
where the expectation operator is dropped. We refer to (12) as an instantaneous approximation for (10) since it employs the instantaneous realizations {γ(i), h i } to approximate the mean operation in (10) . There can be other choices for the true subgradient vector at w i−1 and for its approximation. However, it is assumed that once a particular choice is made for the form of g(w i−1 ), as in (10), then that and its approximation (12) , remain invariant during the operation of the algorithm. Using (10) and (12), the gradient noise process associated with this implementation of the SVM formulation is then given by
Example 2 (LASSO problem). The least-mean-squares LASSO formulation deals with the problem of estimating a sparse weight vector by minimizing a risk function of the form [33] , [34] :
where δ > 0 is a regularization parameter and w 1 denotes the 1 −norm of w. In this problem formulation, the variable γ now plays the role of a desired signal, while h plays the role of a regression vector. It is assumed that the data are zero-mean wide-sense stationary with second-order moments denoted by
It is generally assumed that {γ, h} satisfy a linear regression model of the form:
where w o ∈ R M is the desired unknown sparse vector, and n refers to an additive zero-mean noise component with finite variance σ 2 n and independent of h. If we multiply both sides of (16) by h from the left and compute expectations, we find that w o satisfies the normal equations:
We are again given a collection of independent training data, {γ(i), h i }, consisting of regression vectors and their noisy measured signals. Using this data, the loss function at time i is given by
where the second term on the right-hand side is again nondifferentiable. One particular choice for the sub-gradient vector is:
where the notation sgn(a), for a scalar a, refers to the sign function:
When applied to a vector a, as is the case in (19) , the sgn function is a vector consisting of the signs of the individual entries of a. Similar to the previous example, it is infeasible to find the exact sub-graident (19) since R h is unknown. Instead, we use the following instantaneous approximation for (19):
It then follows that the gradient noise process in the LASSO formulation is given by
III. MODELING CONDITIONS
In order to examine the performance of the stochastic subgradient implementation (6) , it is necessary to introduce some assumptions on the gradient noise process. We diverge here from assumptions that are commonly used in the literature for two main reasons. First, we introduce weaker assumptions than usually adopted in prior works and, secondly and more importantly, we show that our assumptions are automatically satisfied by important cases of interest (such as SVM and LASSO). In contrast, these applications do not satisfy the traditional assumptions used in the literature and, therefore, conclusions derived based on these earlier works are not directly applicable to SVM and LASSO problems. We clarify these remarks in the sequel.
First, we emphasize, as explained above, that it is assumed that the particular construction for the sub-gradient function at location w i−1 remains invariant during the operation of the algorithm, as well as its instantaneous approximation.
Assumption 1 (CONDITIONS ON GRADIENT NOISE): The first and second-order conditional moments of the gradient noise process satisfy the following conditions:
for some constants β 2 ≥ 0 and σ 2 ≥ 0, and where the notation F i−1 denotes the filtration (collection) corresponding to all past iterates:
Conditions (23) and (24) essentially require that the construction of the approximate sub-gradient vector should not introduce bias and that its error variance should decrease as the quality of the iterate improves. Both of these conditions are sensible and, moreover, they will be shown to be satisfied by, for example, SVM and LASSO constructions.
Assumption 2 (STRONGLY-CONVEX RISK FUNCTION):
The risk function is assumed to be η−strongly-convex (or, simply, strongly-convex), i.e., there exists an η > 0 such that
for any θ ∈ [0, 1], w 1 , and w 2 . The above condition is equivalent to requiring [4] :
for any g(·) ∈ ∂J(w 2 ). Under this condition, the minimizer w exists and is unique.
Assumption 2 is relatively rare in works on non-differentiable function optimization because it is customary in these earlier works to focus on studying piece-wise linear risks; these are useful non-smooth functions but they do not satisfy the strongconvexity condition. In our case, strong-convexity is not a restriction because in the context of adaptation and learning, it is common for the risk functions to include a regularization term, which generally helps ensure strong-convexity. Assumption 3 (SUB-GRADIENT IS AFFINE-LIPSCHITZ): It is assumed that the sub-gradient choice used in (5) is affine Lipschitz, meaning that there exist constants c ≥ 0 and d ≥ 0 such that the following property holds:
It is customary in the literature to use in place of Assumption 3 a more restrictive condition that requires the subgradient to be bounded [3] , [22] , [24] , i.e., to require instead of (28) that
which is also equivalent to assuming the risk function is Lipschitz:
Such a requirement does not even hold for quadratic risk functions, whose gradient vectors are affine in w and, therefore, grow unbounded! Even more, it can be easily seen that requirement (29) is always conflicted with the strong-convexity assumption. For example, if we set w 1 = w and w 2 = w in (27), we would obtain:
Likewise, if we instead set w 1 = w and w 2 = w in (27), we would obtain:
Adding relations (31)- (32) we arrive at the strong monotonicity property:
which implies, in view of the Cauchy-Schwarz inequality, that
In other words, the strong-convexity condition (27) implies that the sub-gradient satisfies (34) ; and this condition is in clear conflict with the bounded requirement in (29) . One common way to circumvent the difficulty with the bounded requirement (29) and to ensure that it holds is to restrict the domain of J(w) to some bounded convex set, say, w ∈ W, in order to bound its sub-gradient vectors, and then employ a projection-based sub-gradient method (i.e., one in which each iteration is followed by projecting w i onto W). However, this approach has at least three difficulties. First, the unconstrained problem is transformed into a more demanding constrained problem involving an extra projection step. Second, the projection step may not be straightforward to perform unless the set W is simple enough. Third, the bound that results on the sub-gradient vectors by limiting w to W can be very loose, which will be dependent on the diameter of the convex set W.
For these reasons, we do not rely on the restrictive condition (29) and introduce instead the more relaxed affine-Lipschitz condition (28) . This condition is weaker than (29) . Indeed, it can be verified that (29) implies (28) but not the other way around. To see this, assume (29) holds. Then, using the triangle inequality of norms we have
which is a special case of (28) with c = 0 and d = 2d 1 . We now verify that important problems of interest satisfy Assumption 3 but not the traditional condition (29) .
Example 3 (SVM problem). We revisit the SVM formulation from Example 1. The risk function (8) is strongly convex due to the presence of the quadratic regularization term, ρ 2 w 2 , and since the hinge function E max{0, 1 − γh T w} is convex. The zero-mean property of the gradient noise process (13) is obvious in this case. With respect to the variance condition, we note that
so that Assumption 1 is satisfied with β 2 = 0 and σ 2 = Tr(R h ). Let us now verify Assumption 3. For that purpose, we first note that the sub-differentiable of the SVM risk is given by:
where in step (a) we use the fact that the SVM loss function is continuous convex and, therefore, we can exchange the order of the sub-differential operation with the expectation operation [35, Prop. 2.10]. In step (b), the operator T 1 is defined by
Different choices for the value of T 1 (x) at the location x = 0 lead to different sub-gradients. We can therefore express any arbitrary sub-gradient in the form
where the notation T 1 (x) means that we pick a particular value within the range [0, 1] to define the sub-gradient (39) . It now follows that
Note further that:
where the last inequality is because h T h is non-negative and
2 is uniformly bounded by one. Substituting into (40) gives
which is of the same form as (28) with parameters c = ρ and
Example 4 (LASSO problem). We revisit the LASSO formulation from Example 2. Under the condition that R h > 0, the risk function (14) is again strongly-convex because the quadratic term,
, is strongly convex and the regularization term, δ w 1 , is convex. With regards to the gradient noise process (22) , it was already shown in Eq. (3.22) in [36] that, conditioned on past iterates, it has zero-mean and its conditional variance satisfies:
where
where the operator T 2 (x) ∈ R M for a vector x is defined as:
(45) Different choices for the value of T 2 (x) at the locations x(i) = 0 lead to different sub-gradients. We can therefore express any arbitrary sub-gradient in the form
where the notation T 2 (x) means that we pick particular values within the range [−1, 1] to define the sub-gradient (46). It now follows that:
Observing that the difference between any entries of sgn(w 1 ) and T 2 (w 2 ) cannot be larger than 2 in magnitude, we get
where 1 is the column vector with all its entries equal to one. We again arrive at a relation of the same form as (28) with parameters c = R h and d = 2δM 1/2 .
IV. PERFORMANCE ANALYSIS We now carry out a detailed mean-square-error analysis of the stability and performance of the stochastic sub-gradient recursion (6) in the presence of gradient noise and for constant step-size adaptation. In particular, we will be able to show that linear (exponential) convergence can be attained at the rate α i for some α ∈ (0, 1).
A. Continuous Adaptation
Since the step-size is assumed to remain constant, the effect of gradient noise is continually present and does not die out, as would occur if we were using instead a diminishing stepsize, say, of the form µ(i) = τ /i. Such diminishing stepsizes annihilate the gradient noise term asymptotically albeit at the expense of turning off adaptation in the long run. In that case, the learning algorithm will lose its tracking ability. In contrast, a constant step-size keeps adaptation alive and endows the learning algorithm with a tracking mechanism and, as the analysis will show, enables convergence towards the steady-state regime at an exponential rate, O(α i ), for some α ∈ (0, 1).
B. A Useful Bound
In preparation for the analysis, we first conclude from (28) that the following useful condition also holds, involving squared-norms as opposed to the actual norms:
where e 2 = 2c 2 and f 2 = 2d 2 . This is because
C. Stability and Convergence
We are now ready to establish the following important conclusion regarding the stability and performance of the stochastic sub-gradient algorithm (6); the conclusion indicates that the algorithm is stable and converges exponentially fast for sufficiently small step-sizes. But first, we explain our notation and the definition of a "best" iterate, denoted by w best i [5] . This variable is useful in the context of sub-gradient implementations because it is known that sub-gradient directions do not necessarily correspond to real ascent directions (as is the case with actual gradient vectors for differentiable functions).
At every iteration i, the risk value that corresponds to the iterate w i is J(w i ). This value is obviously a random variable due to the randomness in the data used to run the algorithm. We denote the mean risk value by E J(w i ). The next theorem examines how fast and how close this mean value approaches the optimal value, J(w ). To do so, the statement in the theorem relies on the best pocket iterate, denoted by w best i , and which is defined as follows. At any iteration i, the value that is saved in this pocket variable is the past iterate, w j , that has generated the smallest mean risk value up to that point in time, i.e., w
The statement below then proves that E J(w best i
) approaches a small neighborhood of size O(µ) around J(w ) exponentially fast:
lim
where the big-O notation O(µ) means in the order of µ. Theorem 1 (SINGLE AGENT PERFORMANCE): Consider using the stochastic sub-gradient algorithm (6) to seek the unique minimizer, w , of the optimization problem (1), where the risk function, J(w), is assumed to satisfy Assumptions 1-3. If the step-size parameter satisfies (i.e., if it is small enough):
then it holds that 
Condition (53) ensures α ∈ (0, 1). In the limit:
That is, for large i, E J(w
Proof: We introduce the error vector, w i = w − w i , and use it to deduce from (6)- (7) the following error recursion:
Squaring both sides and computing the conditional expectation we obtain:
(a)
In step (a), we eliminated the cross term because, conditioned on F i−1 , the gradient noise process has zero-mean. Now, from the strong convexity condition (27) , it holds that
Substituting into (58) gives
Referring to (49), if we set w 1 = w i−1 , w 2 = w , and use the fact that there exists one particular sub-gradient g (w) satisfying g (w ) = 0, we obtain:
Substituting into (61), we get
Taking expectation again we eliminate the conditioning on F i−1 and arrive at:
To proceed, we simplify the notation and introduce the scalars
Note that since w is the unique global minimizer of J(w), then it holds that J(w i−1 ) ≥ J(w ) so that a(i) ≥ 0 for all i. The variable a(i) represents the average excess risk. Now, we can rewrite (64) more compactly as
Iterating over 1 ≤ i ≤ L, for some interval length L, gives:
Let us verify that α ∈ (0, 1). First, observe from expression (67) for α that α(µ) is a quadratic function in µ. This function attains its minimum at location µ o = η/(2e 2 + 2β 2 ). For any µ, the value of α(µ) is larger than the minimum value of the function at µ o , i.e., it holds that
Now, comparing relations (34) and (28), we find that the subgradient vector satisfies:
which implies that η ≤ c since the above inequality must hold for all w. It then follows from (50) that e 2 > η 2 and from (71) that
In other words, the parameter α is positive. Furthermore, some straightforward algebra using (67) shows that condition (53) implies α < 1. We therefore established that α ∈ (0, 1), as desired.
Returning to (69), we note that because the (negative) subgradient direction is not necessarily a descent direction, we cannot ensure that a(i) < a(i − 1). However, we can still arrive at a useful conclusion by introducing a pocket variable, denoted by a best (L) ≥ 0. This variable saves the value of the smallest increment, a(j), up to time L, i.e.,
Let w best L−1 denote the corresponding iterate w i where this best value is achieved. Replacing a(i) by a best (L) in (70) gives
or, equivalently,
Using the definitions of a best (L) and b(0), from (66)- (68), we can rewrite (76) in the form:
Taking the limit as L → ∞, we conclude that
Remark #1: It is important to note that result (54) extends and enhances a useful result derived by [24] where the following lower bound was established (using our notation):
for some constant ζ 1 > 0. This result shows that the convergence of E J(w i ) towards J(w ) cannot be better than a sub-linear rate when one desires convergence towards the exact minimum value. In contrast, our analysis that led to (54) establishes the following upper bound:
for some constant ζ > 0. Observe that this expression is showing that E J(w i ) can actually approach a small O(µ)−neighborhood around J(w i ) exponentially fast at a rate that is dictated by the scalar 0 < α < 1. It is clear that the two results (79) and (80) on the convergence rate do not contradict each other. On the contrary, they provide complementary views on the convergence behavior (from below and from above). Still, it is useful to remark that the analysis employed by [24] ) imposes a stronger condition on the risk function than our condition: they require the risk function to be Lipschitz continuous. In comparison, we require the subgradient (and not the risk function) to be affine Lipschitz, which makes the current results applicable to a borader class of problems. Figure 1 illustrates one possible situation of sublinear and linear convergence rate bounds (79) and (80). The red curve shows that there exists an exponential rate α ∈ [0, 1) that bounds the convergence behavior from above towards a steadystate regime. The blue line shows a sublinear curve bounding convergence from below. Remark #2: We can similarly comment on how our result (54) relates to the analysis in [37] . Using our notation, the main conclusion that follows from Propositions 3.2 and 3.3 in [37] is that
for some constant ζ 2 > 0. This result only ensures a sub-linear rate of convergence. In contrast, our convergence analysis leads to (80), which shows that convergence actually occurs at a linear rate. This conclusion is clearly more powerful. Furthermore, as was the case with the treatment in [24] , the result (81) is derived in [37] by assuming the sub-gradient vectors are bounded, which is a stronger condition than the affine Lipschitz condition used in the current manuscript.
D. Exponential Smoothing
Theorem 1 only clarifies the performance of the best pocket value, which is not readily available during the algorithm implementation since the risk function itself cannot be evaluated. That is, J(w i ) cannot be computed because J(w) is not known due to the lack of knowledge about the probability distribution of the data. However, a more practical conclusion can be deduced from the statement of the theorem as follows. Introduce the geometric sum:
as well as the normalized and convex-combination coefficients:
Using these coefficients, we define the weighted iteratē
Observe that, in contrast to w best L , the above weighted iterate is computable since its value depends on the successive iterates {w j } and these are available during the operation of the algorithm. Observe further thatw L satisfies the recursive construction:w
In particular, as L → ∞, we have S L → 1/(1 − α), and the above recursion simplifies in the limit tō
Now, since J(·) is a convex function, it holds that
Using this fact, the following corollary derives a result similar to (56) albeit applied tow L . Corollary 1 (WEIGHTED ITERATE): Under the same conditions as in Theorem 1, it holds that
and the convergence of E J(w L ) towards J(w ) continues to occur at the same exponential rate, O(α L ).
and divide both sides by the same sum:
which gives
Appealing to the convexity property (87) we conclude that
Taking the limit as L → ∞ leads to (88).
E. Listing of Algorithm
It is interesting to compare result (88) with what happens in the case of differentiable risk functions. In that case, the standard stochastic gradient algorithm, using the actual gradient vector rather than sub-gradients, can be employed to seek the minimizer, w . It was established in [36, Ch. 4 ] that for risk functions that are twice-differentiable, the stochastic gradient algorithm guarantees
where the right-hand side is dependent on σ 2 alone; this factor arises from the bound (24) on the gradient noise process. In contrast, in the non-smooth case (88), we established here a similar bound that is still in the order of O(µ). However, the size of the bound is not solely dependent on σ 2 anymore but it also includes the factor f 2 ; this factor arises from condition (49) on the sub-gradient vectors. That is, there is some minor degradation (since µ is small) that arises from the non-smoothness of the risk function. If we set f = 0 in (88), we recover (93) up to a scaling factor of 2. Although the bound in this case is still O(µ), as desired, the reason why it is not as tight as the bound derived in the smooth case in [36] is because the derivation in the current paper is not requiring the risk function to be twice differentiable, as was the case in [36] , and we are also discarding the term b(L) in equation (70). The important conclusion to note is that the right-hand side of (88) is also O(µ), as in the smooth case (93).
Using α as a scaling weight in (84) may still be inconvenient because its value needs to be determined. The analysis however suggests that we may replace α by any parameter κ satisfying α ≤ κ < 1. The parameter κ plays a role similar to the step-size, µ: both become parameters selected by the designer. Next, we introduce the new weighted variable (we continue to denote it byw L as in (84) to avoid a proliferation of symbols; we also continue to denote the scaling coefficients in (95) below by r L (j) similar to (83)):
where now
and
Under the same conditions as in Theorem 1 and α ≤ κ < 1, relation (88) continues to hold withw L in (84) replaced by (94):
And convergence now occurs at the exponential rate O(κ L ). Proof: The argument requires some modification relative to what we have done before. We start from (69) again:
But unlike the previous derivation in (70), now we use κ to expand the recursion from iteration i = 1 to L:
where in the last inequality we used the fact that κ ≥ α. We can now proceed from here and complete the argument as before.
Corollary 3 (MEAN-SQUARE-DEIVATION PERFORMANCE): Under the same conditions as in Theorem 1 and α
Moreover, convergence to the steady-state regime occurs at the exponential rate O(κ L ). Proof: Referring to equation (31), we get
Combining with the corollary 2, we arrive at (99).
For ease of reference, we summarize in the table below the listing of the stochastic subgradient learning algorithm with exponential smoothing for which results (96) and (93) hold. repeat for i ≥ 1:
F. Interpretation of Results
The results derived in this section highlight several important facts that we would like to summarize: (1) First, it has been observed in the optimization literature that sub-gradient descent iterations can perform poorly in deterministic problems (where J(w) is known). Their convergence rate is O(1/ √ i) under convexity and O(1/i) under strong-convexity [5] when decaying stepsizes, µ(i) = 1/i, are used to ensure convergence [9] . Our arguments show that the situation is different in the context of stochastic optimization when true subgradients are approximated from streaming data. By using constant step-sizes to enable continuous learning and adaptation, the sub-gradient iteration is now able to achieve exponential convergence at the rate of O(α i ) for some α = 1 − O(µ).
(2) Second, of course, this substantial improvement in convergence rate comes at a cost, but one that is acceptable and controllable. Specifically, we cannot guarantee convergence of the algorithm to the global minimum value, J(w ), anymore but can instead approach this optimal value with high accuracy in the order of O(µ), where the size of µ is under the designer's control and can be selected as small as desired. (3) Third, this performance level is sufficient in most cases of interest because, in practice, one rarely has an infinite amount of data and, moreover, the data is often subject to distortions not captured by any assumed models. It is increasingly recognized in the literature that it is not always necessary to ensure exact convergence towards the optimal solution, w , or the minimum value, J(w ), because these optimal values may not reflect accurately the true state due to modeling error. For example, it is explained in the works [19] , [20] , [38] that it is generally unnecessary to reduce the error measures below the statistical error level that is present in the data.
V. APPLICATIONS: SINGLE AGENT CASE We now apply the results of the previous analysis to several cases in order to illustrate that stochastic sub-gradient constructions can indeed lead to good performance.
Example 5 (LASSO problem).
We run a simulation with µ = 0.001, δ = 0.002, and M = 100. Only two entries in w
• are assumed to be nonzero. The regression vectors and noise process {h i , n(i)} are both generated according to zero-mean normal distributions with variances R h = I and σ 2 n = 0.01, respectively. Thus under this case, we have
It then follows that
In order to verify this result, From the optimality condition, 0 ∈ ∂J(w ), it is easy to conclude that [39] 
where the symbol S δ represents the soft-thresholding function with parameter δ, i.e., Figure 2 plots the evolution of the excess-risk curve, E J lasso (w L ) − J lasso (w ), obtained by averaging over 50 experiments. The figure compares the performance of the standard LMS solution:
against the sparse sub-gradient version [31] , [40] , [41] : 
In the simulation, we set the parameter κ = 0.999. It is observed that the stochastic sub-gradient implementation satisfies the bound predicted by theory. Observe that while the smoothed implementation is able to attain better MSD performance, as predicted by theory, the convergence during the initial stages of learning is slowed down. Example 6 (SVM problem). For the SVM problem, we can conclude from (88) that
Actually, for the SVM construction, we can obtain another upper bound than the one provided by Corollary 1; this is because we can exploit the special structure of the SVM cost to arrive at
with convergence rate α = 1 − 2µρ + 2µ 2 ρ 2 . The proof is provided in Appendix A. We list below the stochastic subgradient SVM implementation with exponential smoothhing using the above value for κ. 
We compare the performance of the stochastic sub-gradient SVM implementation listed above (with all variables initialized to zero) against LIBSVM (a popular SVM solver that uses dual quadratic programming) [42] . The test data is obtained from the LIBSVM website 2 and also from the UCI dataset 3 . We first use the Adult dataset after preprocessing [43] with 11,220 training data and 21,341 testing data in 123 feature dimensions. The purpose of the learning task is to use the personal information such as age, education, occupation, and race to predict whether a person makes over 50K a year. To ensure a fair comparison, we use linear LIBSVM with the exact same parameters as the sub-gradient method. Hence, we choose C = 5 × 10 2 for LIBSVM, which corresponds to ρ = 1 C = 2 × 10 −3 . We also set µ = 0.05. We can see from Fig. 3 that the stochastic sub-gradient algorithm is able converge to the performance of LIBSVM quickly. Since we only use each data point once, and since each iteration is computationally simpler, the sub-gradient implementation ends up being computationally more efficient.
We also examine the performance of the sub-gradient SVM solver on another large-scale dataset, namely, the Reuters Corpus Volume I (RCV1) data with 20242 training data and 253843 testing data consisting of 47236 feature dimensions. The RCV1 dataset uses cosine-normalized, log TF-IDF ( term frequency-inverse document frequency) vectors representations for newswire stories to predict their categories. The chosen parameters are C = 1×10 5 , µ = 0.2. The performance is shown in Fig. 4 . The blue line for LIBSVM is generated by using the same parameters as the sub-gradient implementation, while the black line is determined by using cross validation. The difference between both lines is because LIBSVM achieves higher accuracy when setting ρ to a large value, say, around the value of one. In comparison, from (113) we know that sub-gradient methods need a small ρ to achieve higher accuracy.
Example 7 (Image denoising problem). We next illustrate how the stochastic sub-gradient implementation can match the performance of some sophisticated techniques for image denoising, such as the FISTA algorithm. This latter technique solves the denoising problem by relying on the use of accelerated proximal methods applied to a dual problem [14] , [44] .
Specifically, one classical formulation for the image denoising problem with total-variation regularization involves seeking an image (or matrix) that minimizes the following deterministic cost [13] :
where λ > 0 is a regularization factor. Moreover, the term I denotes some rectangular or square image that we wish to recover, say, of size N × N , and I noisy refers to the available noisy measurement of the true image:
where the noise term refers to a zero-mean perturbation. The notation · F denotes the Frobenious norm of its matrix argument, and the operation TV(·) stands for a total-variation computation, which is defined as follows: The total variation term essentially encourages the difference between the image and some of its shifted versions to remain nearly sparse. We may also formulate a stochastic version of the denoising problem by considering instead:
where the expectation is now over the randomness in the noise used to generate the noisy image (here we only consider the synthesis case). The sub-gradient of the Total Variation term is straightforward to compute. For illustration purposes, we evaluate the sub-gradient at some arbitrary point (m 0 , n 0 ). Expanding the summation and separating the terms related to point (m 0 , n 0 ), we obtain: 
where the rest variable refers to terms that do not contain the variable I(m 0 , n 0 ). Computing the sub-gradient with respect to I(m 0 , n 0 ) will generate four terms with the sign function as in the LASSO problem. It is then clear that the stochastic sub-gradient implementation in this case is given by: 
It is obvious from (118) that the gradient noise has zero mean and bounded variance. Therefore, Assumption 1 still holds. Table I lists performance results using the Kodak image suite 5 . The table lists two metrics. The first metric is the PSNR:
where MSE represents the mean-square-error,
where M and N are the length and width of image and the second metric is the execution time. For a fair comparison, we used similar un-optimized MATLAB codes 6 under the same computer environment. The table shows that the subgradient implementation can achieve comparable or higher PSNR values in shorter time. Clearly, if we vary the algorithm parameters, these values will change. However, in general, it was observed in these experiments that the sub-gradient implementation succeeds in matching the performance of FISTA reasonably well.
TABLE I
Comparison between the stochastic sub-gradient method (121) and FISTA [14] over the KODIM test image set (c.f. footnote 4). All test images are subject to additive zero-mean Gaussian noise with standard variance 0.1 (with respect to image values in the range [0, 1]). We set λ = 0.08, µ = 0.002 and 300 max iterations for sub-gradient methods. For different values of λ and µ, the results will be different, but the algorithms will perform similarly when µ is chosen properly. The results in the table show that the sub-gradient implementation can, in general, achieve similar or higher PSNR in shorter time.
Test Image kodim1 kodim5 kodim7 kodim8 kodim11 kodim14 kodim15 kodim17 kodim19 kodim21 
