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Einleitung
Gegeben sei ein Ko¨rper k. Ein wesentliches Anliegen der Galoiskohomologie
ist die Klassifikation gewisser u¨ber k definierter kategorieller Objekte bis auf
k-Isomorphie, und zwar unter der Voraussetzung, daß deren Klassifikation bis
auf K-Isomorphie u¨ber einer hinreichend großen Galoiserweiterung K/k bere-
its bekannt ist. Mit den vorliegenden Aufzeichnungen wird eine Einfu¨hrung in
elementare algebraische Methoden der Galoiskohomologie gegeben und durch
Beispiele erla¨utert. Dabei orientiert sich die Bereitstellung des algebraischen
Rahmens an den entsprechenden Darstellungen in [SE1], Chapter X; in [SE2],
insbesondere Chapter III; sowie in [H1]. Die Beispiele, die in diesem Rahmen
diskutiert werden, sind endlichdimensionale assoziative zentraleinfache Algebren
u¨ber einem Ko¨rper, nichtausgeartete quadratische Formen u¨ber einem Ko¨rper
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mit von 2 verschiedener Charakteristik sowie Twistungen von Ko¨rpern. Arith-
metische oder arithmetisch-geometrische Aspekte der Galoiskohomologie wer-
den in dem vorliegenden Text kaum besprochen; in dieser Hinsicht verweisen
wir auf entsprechende Abschnitte in [AT ], [BA], [HB], [KN ], [ML], [NK],
[NSW ], [PT ], [PR], [SE1], [SE2], [SH ], [SM ], [T 1], [T 2]; dabei werden beson-
ders in [KN ], [PR] solche arithmetischen Aspekte behandelt, die mit der The-
orie der algebraischen Gruppen zusammenha¨ngen. Das Buch [SH ] behandelt
proendliche Gruppen und ihre Kohomologie bezu¨glich kommutativer Gruppen,
Zusammenha¨nge zwischen Galoiskohomologie und diophantischen Problemen
der Ko¨rpertheorie, lokale Klassenko¨rpertheorie, Dualita¨tstheorie und schla¨gt
einen Bogen zum Begriff der Grothendiecktopologie und der damit verbunde-
nen Kohomologietheorie.
Diese Aufzeichnungen haben vorla¨ufigen Charakter und erheben keinerlei
Anspruch auf Originalita¨t. Sie sollen Grundbegriffe bereitstellen, um das Stu-
dium von weiterfu¨hrender Literatur zur Galoiskohomologie, z.B. von [SE2],
[KMRT ], [GMS] und der dort angegebenen Literatur, zu erleichtern.
§ 1. Klassifikationsprobleme in Kategorien u¨ber Ko¨rpern und die
erste Kohomologiemenge
In diesem Abschnitt soll das in der Einleitung angedeutete Klassifikation-
sproblem genauer formuliert werden. Dabei dienen entsprechende Ausfu¨hrungen
in [SE1], Chapter VII, Appendix, und Chapter X; in [SE2], Chapter I, §5, Chap-
ter III, §1; sowie in [H1] teilweise als Vorlage. Ein wesentlich weiterer Rahmen
fu¨r die Formulierung und Lo¨sung von allgemeineren Klassifikationsproblemen
wurde von A. Grothendieck und J. Giraud entwickelt; vgl.dazu [SGA1], Expose´
VI; [G1], [G2] ; und [GI]. Siehe dazu auch die Bemerkungen in [SE1], Chapter
VII, Appendix, Remarks, 2, und Chapter X, §2, Remark.
Um Paradoxien und widerspru¨chliche Begriffsbildungen, die sich aus einem
naiven Versta¨ndnis von Mengen ergeben, zu vermeiden, gibt es verschiedene
Vorschla¨ge und Theorien. Fu¨r die nachfolgenden Ausfu¨hrungen, insbesondere
fu¨r Begriffsbildungen im Zusammenhang mit Kategorien, erweist es sich als
gu¨nstig, den von A. Grothendieck stammenden Begriff des Universums einzufu¨h-
ren.
Definition Ein Universum ist eine Menge U , die folgende Eigenschaften
besitzt:
(1) Wenn A ∈ U , dann ist A ⊂ U
(2) Wenn A,B ∈ U , dann ist {A,B} ∈ U
(3) Wenn A ∈ U , dann ist P(A) ∈ U
(4) Ist J ∈ U und existiert zu jedem j ∈ J genau ein Uj ∈ U , dann ist die
Vereinigung ∪j∈JUj ebenfalls ein Element von U
vgl. dazu [SGA4] , Expose´ I, insbesondere Appendice: Univers (par N. Bour-
baki); oder [SB], Teil I, 3, S. 15/16.
2
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
Aus den in dieser Definition geforderten Eigenschaften von U ergibt sich,
daß bei der Anwendung der u¨blichen Operationen der Mengenlehre auf Ele-
mente von U wiederum nur Elemente von U entstehen. Wir legen deshalb allen
Betrachtungen ein fest gewa¨hltes Universum U zugrunde, in dem jede der vork-
ommenden Mengen als Element enthalten ist. Eine Klasse in bezug auf U ist
eine Teilmenge von U . Nachfolgend auftretende Klassen sind stets Klassen in
bezug auf U .
Die nachfolgenden Begriffsbildungen aus der Theorie der Kategorien findet
man in vielen einschla¨gigen Lehrbu¨chern, z.B. in [SB].
Definition Eine Kategorie A besteht aus einer Klasse Ob(A), deren Ele-
mente Objekte von A genannt werden, und fu¨r je zwei ObjekteX,Y ∈ Ob(A) aus
einer Menge Mor(X,Y ), deren Elemente Morphismen von X nach Y genannt
werden, so daß fu¨r je drei Elemente X,Y, Z ∈ Ob(A) eine Abbildung
◦ :Mor(Y, Z)×Mor(X,Y )→Mor(X,Z)
definiert ist, die Komposition oder Verknu¨pfung genannt wird, so daß die
folgenden Aussagen erfu¨llt sind:
(i) Die Mengen Mor(X,Y ) und Mor(X ′, Y ′) sind disjunkt fu¨r X 6= X ′
oder Y 6= Y ′, und sie sind gleich, wenn X = X ′ und Y = Y ′
(ii) Fu¨r jedes X ∈ Ob(A) existiert ein Element idX ∈Mor(X,X), genannt
Identita¨t auf X , so daß fu¨r alle Y ∈ Ob(A) gilt
idX ◦ f = f fu¨r alle f ∈Mor(Y,X)
g ◦ idX = g fu¨r alle g ∈Mor(X,Y )
(iii) Fu¨r je drei Elemente f ∈ Mor(X,Y ), g ∈ Mor(Y, Z), h ∈Mor(Z,W )
mit X,Y, Z,W ∈ Ob(A) gilt
(h ◦ g) ◦ f = h ◦ (g ◦ f)
Sei A eine Kategorie und seien X,Y ∈ Ob(A). Morphismen f ∈ Mor(X,Y )
schreiben wir auch wie Abbildungen in der Form f : X → Y . f ∈ Mor(X,Y )
heißt Isomorphismus, falls ein g ∈Mor(Y,X) existiert, so daß f ◦ g = idY und
g ◦ f = idX . Mit Isom(X,Y ) bezeichnen wir die Menge aller Isomorphismen in
Mor(X,Y ). Die Elemente aus End(X) := Mor(X,X) heißen auch Endomor-
phismen von X , und die Isomorphismen in End(X) heißen Automorphismen
von X . Die Menge aller Automorphismen Aut(X) von X bildet bezu¨glich der
Komposition eine Gruppe.
Definition Seien A und B Kategorien. Ein kovarianter bzw. kontravari-
anter Funktor von A nach B ist eine Vorschrift F : A → B , die jedem Objekt
A ∈ Ob(A) genau ein Objekt F (A) ∈ Ob(B ) zuordnet, und die jedem Mor-
phismus f : A→ B von A genau einen Morphismus F (f) : F (A)→ F (B) bzw.
F (f) : F (B)→ F (A) von B zuordnet, so daß gilt:
(i) F (idA) = idF (A) fu¨r alle A ∈ Ob(A)
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(ii) F (g ◦ f) = F (g) ◦ F (f) bzw. F (g ◦ f) = F (f) ◦ F (g)
fu¨r alle Morphismen f : A→ B bzw. g : B → C.
Ein Funktor F : A → B heißt treu bzw. voll treu, falls fu¨r je zwei Objekte
X,Y von A die Abbildung Mor(X,Y ) → Mor(F (X), F (Y )), f 7→ F (f), in-
jektiv bzw. bijektiv ist. Eine Kategorie A heißt konkret, falls es einen treuen
Funktor F von A in die Kategorie der Mengen - mit den Mengenabbildungen
als Morphismen - gibt. In einer konkreten Kategorie sind mit den Elementen
eines Objekts X die Elemente von F (X) gemeint.
Nachfolgend betrachten wir nur konkrete Kategorien.
Definition Zwei Kategorien A und B heißen aequivalent, wenn es Funktoren
F : A → B, G : B → A gibt, so daß G ◦ F : A → A der identische Funktor auf
A und F ◦G : B → B der identische Funktor auf B ist.
Dabei ist die Komposition G ◦ F : A → C von Funktoren F : A → B und
G : B → C wie folgt definiert: A 7−→ G(F (A)) fu¨r jedes Objekt A von A.
f 7→ G(F (f)) fu¨r jeden Morphismus f von A.
Definition Sei A eine Kategorie und sei (Ai)i∈I eine Folge von Objekten
Ai von A.. Ein Produkt bzw. Koprodukt dieser Folge ist ein Tupel (B, (fi)i∈I)
, wobei B ein Objekt von A ist und die fi eine Folge von Morphismen fi :
B → Ai bzw. fi : Ai → B bilden, so daß gilt: Ist C ein Objekt von A und ist
(gi : C → Ai)i∈I bzw. (gi : Ai → C)i∈I eine Folge von Morphismen von A,
dann existiert genau ein Morphismus h : C → B bzw. h : B → C, so daß fu¨r
alle i ∈ I gilt: fi ◦ h = gi bzw. h ◦ fi = gi. Das Objekt B von A wird auch
mit
∏
i∈I Ai bzw.
⊔
i∈I Ai
bezeichnet, und die Morphismen fi werden Projektionen bzw. Inklusionen
genannt.
Produkte und Koprodukte existieren nicht in jeder Kategorie.
Definition (Vgl. auch [H1], 2.1.2) Sei G eine Gruppe und sei A eine Kate-
gorie. Sei A ein Objekt von A. Eine Anwendung von G von links auf A ist eine
Abbildung G×A→ A, (s, a) 7→ s(a) = as, so daß gilt:
(1) eG(a) = a fu¨r alle a ∈ A, wobei eG das neutrale Element von G
bezeichnet
(2) ast = (at)s fu¨r alle a ∈ A und alle s, t ∈ G.
Eine Operation von G von links auf A ist eine Anwendung von G von links
auf A, so daß jedes s ∈ G zu einem Endomorphismus von A wird, d.h. die
Abbildung A → A, a 7→ as, ist ein Endomorphismus von A. Entsprechend
definiert man Anwendungen und Operationen von rechts.
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Die folgende Bemerkung ist leicht zu beweisen
(1.1) Bemerkung Aequivalent sind
(a) G operiert auf A
(b) Es existiert ein Homomorphismus von Gruppen G→ Aut(A)
Ein ObjektA einer KategorieA zusammen mit einer Anwendung der Gruppe
G auf A heißt auch G-Objekt von A; und eine Abbildung f : A → B von
G-Objekten heißt G-Abbildung oder G-equivariante oder G-vertra¨gliche Abbil-
dung, wenn f(s(a)) = s(f(a)) fu¨r alle a ∈ A und alle s ∈ G gilt. Die G-Objekte
einer Kategorie zusammen mit den G-Abbildungen als Morphismen bilden eine
Kategorie. A¨hnliches gilt fu¨r die Objekte einer Kategorie, auf denen eine Gruppe
operiert. Ist insbesondere A die Kategorie, deren Objekte Gruppen und deren
Morphismen Gruppenhomomorphismen sind, und operiert die Gruppe G auf
A ∈ Ob(A), dann heißt A auch G-Gruppe. Ist A zusa¨tzlich abelsch, dann heißt
A auch G-Modul. Sind A und B G-Gruppen und ist ψ : A→ B ein Gruppen-
homomorphismus, dann heißt ψ ein G-Homomorphismus, falls ψ G-vertra¨glich
ist, d.h. falls ψ(s(a)) = s(ψ(a)) fu¨r alle a ∈ A, s ∈ G gilt. Die G-Gruppen
zusammen mit den G-Homomorphismen als Morphismen bilden eine Kategorie.
Ist ψ ein G-Isomorphismus, d.h. ein bijektiver G-Homomorphismus, so auch
ψ−1. Eine exakte G-Sequenz ist eine exakte Sequenz von G-Gruppen, deren
Homomorphismen G-vertra¨glich sind. Die Bezeichnung ”G-vertra¨glich” wird
sinngema¨ß auch fu¨r Morphismen ψ beliebiger Kategorien gebraucht.
Eine punktierte Menge ist ein Paar bestehend aus einer Menge und einem
Element dieser Menge, das auch ausgezeichnetes Element genannt wird. Ein
Homomorphismus punktierter Mengen ist eine Mengenabbildung, die das aus-
gezeichnete Element auf das ausgezeichnete Element abbildet. Der Kern eines
Homomorphismus von punktierten Mengen ist das Urbild des ausgezeichneten
Elementes. Damit ist auch der Begriff der exakten Sequenz punktierter Mengen
definiert.
Definition (Vgl. auch [H1], 2.3.1) Sei C eine Kategorie. Eine durch C
indizierte Kategorie ist eine Kategorie von Kategorien F zusammen mit einem
kovarianten Funktor von C in F ; ausfu¨hrlicher: Fu¨r jedes Objekt K ∈ Ob(C)
ist genau eine Kategorie FK ∈ Ob(F) gegeben, und fu¨r jeden Morphismus r ∈
Mor(K,L) in C ist genau ein kovarianter Funktor rL/K = r∗ : FK → FL
definiert, so daß (idK)∗ = idFK fu¨r jedes Objekt K ∈ Ob(C) und so daß fu¨r je
zwei Morphismen r ∈Mor(K,L), r′ ∈Mor(L,M) in C die Gleichung (r′ ◦r)∗ =
r′∗ ◦ r∗ erfu¨llt ist.
Fu¨r das Bild eines Objekts X aus FK unter rL/K bzw. fu¨r das Bild rL/K(f)
eines Morphismus f von FK unter rL/K wird auch die suggestive Bezeichnung
X ×K L = XL bzw. fL = f ×K L
verwendet.
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Definition (Vgl. auch [H1], 2.1.2) Sei k ein Ko¨rper. Eine Kategorie von
Ko¨rpererweiterungen von k ist eine Kategorie G(k), deren Objekte Ko¨rperer-
weiterungen von k und deren Morphismen Inklusionen von Ko¨rpererweiterungen
von k sind, d.h. fu¨r K,L ∈ Ob(G(k)) ist Mor(K,L) = {K ⊂ L}, falls K ein
Teilko¨rper von L ist, und Mor(K,L) = ∅ andernfalls. Eine k-Kategorie oder
eine Kategorie u¨ber k ist eine durch eine Kategorie von Ko¨rpererweiterungen
G(k) indizierte Kategorie F, so daß fu¨r je zwei Objekte K,L ∈ Ob(G(k)) mit der
Eigenschaft, daß L/K eine endliche Galoiserweiterung ist, und fu¨r jedes Objekt
X ∈ Ob(FK) eine Anwendung der Galoisgruppe G(L/K) von L/K auf XL =
rL/K(X) ∈ Ob(FL) definiert ist, so daß fu¨r je zwei Objekte X,Y ∈ Ob(FK)
gilt: Wenn s ∈ G(L/K) und f ∈ Isom(XL, YL), dann ist fs := s ◦ f ◦ s−1 ∈
Isom(XL, YL).
Die Aussagen in der nachfolgenden Bemerkung besta¨tigt man durch direktes
Nachrechnen.
(1.2) Bemerkung (Vgl. auch [H1], Proposition 2.3-2) Sei F eine k-
Kategorie, die durch die Kategorie von Ko¨rpererweiterungen G(k) von k in-
diziert ist. Dann gilt
(i) eG(L/K)(f) = f
(ii) fst = (f t)s
(iii) (g ◦ f)s = gs ◦ fs
(iv) idsXL = idXL
(v) (f−1)s = (fs)−1
jeweils fu¨r alle K,L ∈ Ob(G(k)) mit der Eigenschaft, daß L/K eine endliche
Galoiserweiterung ist, alle ObjekteX,Y, Z ∈ Ob(FK) und alle f ∈ Isom(XL, YL),
g ∈ Isom(YL, ZL), und alle s, t ∈ G(L/K).
Insbesondere operiert G(L/K) auf jeder Automorphismengruppe Aut(XL).
Ist F eine durch G(k) indizierte k-Kategorie und sindK,L Objekte von G(k),
so daß L/K Ko¨rpererweiterung ist, so wird fu¨r jedes Objekt X von FK das Bild
XL = rL/K(X) von X unter rL/K als Skalarereiterung von X mit L bezeichnet;
und ist f ∈ Mor(X,Y ) ein Morphismus in FK , so wird der Morphismus fL :=
rL/K(f) ∈Mor(XL, YL) auch als L-Fortsetzung von f bezeichnet.
Definition (Vgl. auch [H1], 2.3.1) Eine durch G(k) indizierte k-Kategorie
F heißt fortsetzend, falls fu¨r je zwei Objekte K,L von G(k) mit der Eigenschaft,
daß L/K eine endliche Galoiserweiterung ist, und fu¨r je zwei Objekte X,Y von
FK und jeden Morphismus f ∈Mor(XL, YL) gilt:
f ∈ rL/K(Isom(X,Y )) genau dann, wenn f ∈ Isom(XL, YL)G(L/K).
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Eine Galoiskategorie u¨ber k ist eine fortsetzende k-Kategorie F ; und wenn
F durch die Kategorie von Ko¨rpererweiterungen G(k) indiziert ist, dann sagt
man auch: F ist eine Galoiskategorie u¨ber G(k).
(1.3) Beispiel Fu¨r jede Ko¨rpererweiterung K/k sei FK die Kategorie der
endlichdimensionalen K-Vektorra¨ume, und fu¨r jede Ko¨rpererweiterung L/K
sei rL/K : FK → FL der Funktor, der durch Skalarerweiterung von K zu L
gegeben ist, genauer: Jedem endlichdimensionalen K-Vektorraum V wird der
endlichdimensionale L-Vektorraum VL := V ⊗K L und jedem Homomorphismus
f : V → W von endlichdimensionalen K-Vektorra¨umen wird der Homomor-
phismus von L-Vektorra¨umen fL : VL → WL , fL(v ⊗ λ) := f(v) ⊗ λ zuge-
ordnet. Ist L/K eine endliche Galoiserweiterung und ist V ein endlichdimen-
sionaler K-Vektorraum, dann wird durch die Zuordnung G(L/K) × VL → VL,
(s, v ⊗ λ) 7→ v ⊗ s(λ), s ∈ G(L/K), v ∈ V, λ ∈ L, eine Anwendung der Galois-
gruppe G(L/K) auf VL definiert. Die entsprechenden Abbildungen s : VL → VL
, s ∈ G(L/K) sind bijektive s-semilineare Abbildungen. Außerdem ist gs =
s◦ g ◦ s−1 ∈ Isom(VL,WL) fu¨r alle g ∈ Isom(VL,WL) und fu¨r alle s ∈ G(L/K).
Sei f ∈ Isom(V,W ). Dann ist fsL = fL fu¨r alle s ∈ G(L/K); denn fu¨r alle v ∈ V
und alle λ ∈ G(L/K) gilt fsL(v ⊗ λ) = s(f(v)⊗ s−1(λ)) = f(v)⊗ λ = f(v ⊗ λ).
Sei umgekehrt g ∈ Isom(VL,WL)G(L/K). Sei (vi) eine K-Basis von V . Dann
ist (vi ⊗ 1L) eine L-Basis von VL; denn eine nichttriviale lineare Relation zwis-
chen den vi ⊗ 1L ha¨tte eine nichttriviale lineare Relation zwischen den vi zur
Folge, wie man unter Beachtung der Separabilita¨t von L/K - nach R. Dedekind
- durch Spurbildung erkennt. Sei weiterhin (wj) eine K-Basis von W . Es ist
dann gs(vi ⊗ 1L) = s(g(vi ⊗ 1L) = s(Σjaij(wj ⊗ 1L)) mit aij ∈ L, so daß die
Matrix (aij) invertierbar ist; und dieser Ausdruck ist gleich Σjs(aij)(wj⊗1L) =
Σjaij(wj ⊗ 1L) = g(vi ⊗ 1L). Somit gilt s(aij) = aij fu¨r alle s ∈ G(L/K), also
aij ∈ K. Definiert man f(vi) := Σjaijwj , dann ist f ∈ Isom(V,W ), und es gilt
g = fL. Man erha¨lt also eine Galoiskategorie F = V u¨ber k, die wir auch die
Galoiskategorie der Vektorra¨ume u¨ber k nennen.
Sei nun F eine Galoiskategorie u¨ber G(k). Seien L,K ∈ Ob(G(k)), so daß
L/K eine Ko¨rpererweiterung ist. Ein K-Objekt von F ist ein Objekt von FK .
Sei X ein festes K-Objekt. Ein K-Objekt Y heißt L/K-Twistung von X oder
L/K-Form von X , falls XL und YL isomorph sind, d.h. falls Isom(XL, YL) 6= ∅.
Sei
E(L/K,X) = EF(L/K,X)
die Menge allerK-Isomorphieklassen von L/K-Twistungen vonX ; vgl. dazu
auch [SE1], Chapter X, sowie [H1], 2.3.2. Diese Menge ist wohldefiniert, d.h.
jedes Objekt Y ′ aus einer Isomorphieklasse (Y ) von L/K-Twistungen von X
ist wieder eine L/K-Twistung von X ; denn fu¨r f ∈ Isom(Y, Y ′) ist rL/K(f) :
YL → Y ′L ein Isomorphismus:
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rL/K(f) ◦ rL/K(f−1) = rL/K(f ◦ f−1) = idY ′L
rL/K(f
−1) ◦ rL/K(f) = rL/K(f−1 ◦ f) = idYL
Eine wichtige Aufgabe ist die Bestimmung der Mengen EF(L/K,X) fu¨r
gewisse Galoiskategorien F. Dafu¨r kann man kohomologische Methoden einset-
zen, die wir nun beschreiben; dabei folgen wir den entsprechenden Ausfu¨hrungen
in [SE1], Chapter VII, Appendix, und Chapter X, sowie [SE2], Chapter I, §5
und Chapter III.
Sei G eine Gruppe, die von links auf einer nichtleeren Menge X operiert. Sei
H0(G,X) := XG := {x ∈ X : s(x) = x fu¨r alle s ∈ G}.
Ist A eine - nicht notwendigerweise kommutative - Gruppe, auf der G von
links durch Automorphismen von A operiert, dann ist H0(G,A) eine Unter-
gruppe von A, die sogenannte 0-te Komologiegruppe von G mit Koeffizienten in
A.
Ein 1-Kozykel von G in A ist eine Abbildung α : G→ A, s 7→ α(s) = as, so
daß ast = ass(at) fu¨r alle s, t ∈ G. Sei Z1(G,A) die Menge aller 1-Kozykeln
G → A. Zwei 1-Kozykeln α, β ∈ Z1(G,A) , α(s) = as, β(s) = bs, heißen
kohomolog oder aequivalent, falls ein a ∈ A existiert, so daß bs = a−1ass(a) fu¨r
alle s ∈ G. Es handelt sich hierbei um eine Aequivalenzrelation. Die Menge
der entsprechenden Aequivalenzklassen (α), α ∈ Z1(G,A), wird mit H1(G,A)
bezeichnet. H1(G,A) besitzt ein ausgezeichnetes Element, na¨mlich die Klasse
des 1-Kozykels 1 : s 7→ as = 1 fu¨r alle s ∈ G. H1(G,A) heißt die 1-te
Kohomologiemenge von G mit Werten in A.
H0(G,−) und H1(G,−) sind Funktoren in A. Insbesondere gilt: Ist f : A→
B ein G-Homomorphismus, dann erha¨lt man Abbildungen
f0 : H
0(G,A)→ H0(G,B), f1 : H1(G,A)→ H1(G,B)
wie folgt: f0 ist die Restriktion von f auf A
G; fu¨r jeden 1-Kozykel α : G→ A
ist f1((α)) definiert als die Klasse des 1-Kozykels G
α→ A f→ B.
f0 ist ein Homomorphismus von Gruppen; f1 ist eine Abbildung von punk-
tierten Mengen, es gilt also f1((1)) = (1).
Uns interessiert insbesondere der Fall, in dem der G-Homomorphismus f :
A → B injektiv ist. Vermo¨ge dieser Einbettung betrachten wir A als Unter-
gruppe von B, die unter der Operation von G in sich u¨berfu¨hrt wird. Die
Menge B \ A aller Linksnebenklassen bA, b ∈ B, ist bezu¨glich der Abbildung
G× (B \A)→ B \A, (s, bA) 7→ s(b)A, eine G-Menge. H0(G,B \A) ist dann die
Kohomologiemenge der unter allen Elementen von G invarianten Elemente aus
B \A mit der Nebenklasse A als ausgezeichnetem Element, und die Abbildung
H0(G,B) → H0(G,B \ A), b 7→ bA, ist ein Homomorphismus von punktierten
Mengen. Man definiert eine Korandabbildung
δ : H0(G,B \A)→ H1(G,A)
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wie folgt: Fu¨r c ∈ (B \ A)G sei b ∈ B ein Repra¨sentant. Setze as := b−1bs.
Die so definierte Abbildung α : G → A, α(s) := as, ist ein 1-Kozykel. Wir
setzen δ(c) := (α) ∈ H1(G,A). Nach Konstruktion wird (α) unter der durch
f : A→ B induzierten Abbildung H1(G,A)→ H1(G,B) trivial. Umgekehrt ist
jedes Element aus H1(G,A), das unter dieser Abbildung trivial wird, von der
Form δ(c) fu¨r ein c ∈ (B \A)G. Es folgt, vgl. [SE2], Chapter I, §5, Proposition
36,
(1.4) Satz Die durch den G-Homomorphismus f : A → B und die soeben
definierte Korandabbildung δ : H0(G,B \ A) → H1(G,A) induzierte Sequenz
von punktierten Kohomologiemengen
1 → H 0(G,A)→ H 0(G,B)→ H 0(G,B \A) δ→ H 1(G,A) f1→ H 1(G,B)
ist exakt.
Wenn das Bild des G-Homomorphismus f : A → B eine normale Unter-
gruppe von B ist, dann ist B \ A eine G-Gruppe, die wir mit C bezeichnen,
und der G-Homomorphismus g : B → C, b 7→ bA, induziert eine Abbildung
von punktierten Kohomologiemengen H1(G,B) → H1(G,C). Aus der Kon-
struktion folgt g1 ◦ f1 = id. Außerdem ist ein 1-Kozykel, der nach Komposition
mit g : B → C kohomolog zu dem trivialen 1-Kozykel wird, in B kohomolog
zu einem 1-Kozykel in f(A). Aus diesen Bemerkungen ergibt sich mit dem
vorstehenden Satz die folgende Aussage, vgl. [SE1], Chapter VII, Appendix,
Proposition 1.
(1.5) Satz Angenommen das Bild des G-Homomorphismus von G-Gruppen
f : A → B ist eine normale Untergruppe von B. Dann ist die Faktorgruppe
C := B/f(A) eine G-Gruppe, und die G-Homomorphismen f : A → B und
g : B → C induzieren die folgende exakte Sequenz von Kohomologiemengen
1→ AG → BG → CG δ→ H1(G,A) f1→ H1(G,B) g1→ H1(G,C)
Wir wollen nun einen Zusammenhang zwischen Galoiskategorien und der 1-
ten Kohomologiemenge herstellen. Sei dazu k ein Ko¨rper, sei F eine Galoiskat-
egorie u¨ber G(k), seien K,L ∈ Ob(G(k)), so daß L/K eine endliche Galoiser-
weiterung ist, und seiX einK-Objekt von F. Sei E(L/K,X) = EF(L/K,X) die
Menge aller K-Isomorphieklassen (Y ) von L/K-Twistungen oder L/K-Formen
Y von X . Man definiert eine Abbildung
(1.6) θ : EF(L/K,X)→ H1(G(L/K), Aut(XL))
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wie folgt, vgl. [SE1], Chapter X, §2, sowie [H1], Satz 2.3-3: Fu¨r (Y ) ∈
EF(L/K,X) sei f : XL → YL ein L-Isomorphismus. Dann ist f−1 ◦ fs ∈
Aut(XL) fu¨r alle s ∈ G(L/K) ein L-Automorphismus, und die Zuordnung
p : G(L/K)→ Aut(XL), s 7→ ps := f−1 ◦ fs, ist ein 1-Kozykel:
psp
s
t = (f
−1 ◦ fs) ◦ (f−1 ◦ f t)s = f−1 ◦ fs ◦ (fs)−1 ◦ fst = f−1 ◦ fst = pst.
Ist f ′ ∈ Isom(XL, YL) ein weiterer Isomorphismus, dann ist g := f−1 ◦ f ′ ∈
Aut(XL), und es gilt
p′s = f
′−1 ◦ f ′s = g−1 ◦ f−1 ◦ fs ◦ gs = g−1 ◦ ps ◦ gs,
d.h. die 1-Kozykeln p und p′ sind aequivalent.
Sei Y ′ ein zu Y K-isomorphes K-Objekt und sei g ∈ Isom(Y, Y ′) ein
Isomorphismus. Dann ist gL := rL/K(g) ∈ Isom(YL, Y ′L) ein Isomorphismus,
der invariant unter G(L/K) ist; denn die Kategorie F ist nach Voraussetzung
fortsetzend. Es gilt also g−1L ◦gsL = idYL fu¨r alle s ∈ G(L/K), und f ′ := gL◦f ∈
Isom(XL, Y
′
L). Somit ist
p′′s := f
′−1 ◦ f ′s = f−1 ◦ g−1L ◦ gsL ◦ fs = f−1 ◦ fs = ps.
Die Abbildung θ ist also wohldefiniert.
Wir zeigen, daß θ injektiv ist. Seien dazu Y, Y
′ ∈ EF(L/K,X) L/K-
Twistungen vonX , sei f ∈ Isom(XL, YL) und sei f ′ ∈ Isom(XL, Y ′L). Angenom-
men es gilt
θ((Y )) = θ((Y ′)), d.h. (p : s 7→ ps = f−1 ◦ fs) = (p′ : s 7→ p′s = f ′−1 ◦ f ′s).
Dann existiert ein g ∈ Aut(XL), so daß p′s = g−1◦ps◦gs fu¨r alle s ∈ G(L/K),
oder, dazu aequivalent, f ′ ◦ g−1 ◦ f−1 = (f ′′ ◦ g−1 ◦ f−1)s fu¨r alle s ∈ G(L/K).
Fu¨r h := f ′◦g−1◦f−1 ∈ Isom(YL, Y ′L) gilt also hs = h fu¨r alle s ∈ G(L/K). Da
die Kategorie F fortsetzend ist, existiert ein h′ ∈ Isom(Y, Y ′) mit rL/K(h′) = h.
Somit ist (Y ) = (Y ′).
Wir fassen zusammen
(1.7) Satz Die unter (1.6) definierte Abbildung θ ist injektiv.
Der nachfolgende Satz, der in der Sprache der semilinearen Abbildungen
von A. Speiser, vgl. [SP ], Satz 1, bewiesen wurde, ist fu¨r den Aufbau der
Galoiskohomologie von großer Bedeutung.
(1.8) Satz Fu¨r alle natu¨rlichen Zahlen n und alle endlichen Galoiser-
weiterungen L/K gilt H1(G(L/K), GL(n,L)) = 1.
Im Beweis folgen wir der Darstellung in [SE1], chap. X, § 1. Wesentliches
Hilfsmittel ist dabei die von R. Dedekind entdeckte lineare Unabha¨ngigkeit der
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Charaktere, die von E. Artin fu¨r den Aufbau der Galoistheorie verwendet wurde,
vgl. [A]; insbesondere II, Abschnitt F.
Definition Sei G eine multiplikativ geschriebene Gruppe und sei K ein
Ko¨rper. Ein Charakter von G in K ist ein Homomorphismus σ : G→ K∗.
Die Menge aller Abbildungen von G nach K bildet bezu¨glich der punk-
tweise erkla¨rten Addition und Skalarmultiplikation einen K-Vektorraum, der
die Charaktere von G in K entha¨lt.
(1.9) Satz (Lineare Unabha¨ngigkeit der Charaktere) Fu¨r alle natu¨rlichen
Zahlen n sind je n paarweise verschiedene Charaktere σ1, ..., σn von G in K
linear unabha¨ngig im K-Vektorraum aller Abbildungen von G nach K.
Beweis (genau wie in [A], II, Abschnitt F, S. 28 ff): Zu zeigen ist: Sind fu¨r
Elemente a1, ..., an ∈ K die Gleichungen
a1σ1(x) + a2σ2(x) + ...+ anσn(x) = 0
fu¨r alle x ∈ G erfu¨llt, dann gilt a1 = a2 = ... = an = 0. Das beweist man
durch Induktion u¨ber n: Fu¨r n = 1 folgt aus a1σ1(x) = 0 sofort a1 = 0, weil
σ1(x) 6= 0. Sei nun n > 1 und sei die Behauptung fu¨r weniger als n Charaktere
richtig. Eine hypothetische Relation der Form
(*) a1σ1(x) + a2σ2(x) + ...+ anσn(x) = 0
wird auf zweierlei Art umgeformt:
(1) x wird ersetzt durch yx, wobei y ∈ G
(2) (*) wird mit σn(y) multipliziert
Die beiden so erhaltenen Relationen sind
a1σ1(y)σ1(x) + a2σ2(y)σ2(x) + ...+ anσn(y)σn(x) = 0
a1σn(y)σ1(x) + a2σn(y)σ2(x) + ...+ anσn(y)σn(x) = 0
Substraktion der zweiten von der ersten Gleichung ergibt
a1(σ1(y)− σn(y))σ1(x) + ...+ an−1(σn−1(y)− σn(y))σn−1(x) = 0
Aus der Induktionsannahme folgt insbesondere
a1(σ1(y)− σn(y)) = 0.
Wegen n > 1 sind die Charaktere σ1 und σn verschieden. Also existiert
ein y ∈ G mit der Eigenschaft σ1(y) 6= σn(y). Bei dieser Wahl von y ist
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a1 = 0. Tra¨gt man dies in die urspru¨ngliche Relation (*) ein, so folgt aus der
Induktionsannahme auch a2 = ... = an = 0.
Wir wenden diesen Satz auf den Fall an, in dem G die multiplikative Gruppe
eines Ko¨rpers E ist, und die Charaktere aus Monomorphismen von E in einen
Ko¨rper E′ hervorgehen, und erhalten
(1.10) Folgerung Sind E und E′ zwei Ko¨rper und sind σ1, σ2, ..., σn paar-
weise verschiedene Isomorphismen von E in E′, dann sind σ1, σ2, ..., σn linear
unabha¨ngig im E′-Vektorraum aller Abbildungen von E∗ nach E′.
Wir wenden uns nun dem Beweis von (1.8) zu und fu¨hren ihn zuna¨chst fu¨r
den Fall n = 1, also fu¨r die Aussage
H1(G,L∗) = 1,
durch, vgl. [SE1], Chapter X, §1. Sei dazu α : G → L∗, α(s) = as, ein
1-Kozykel. Fu¨r c ∈ L∗ sei
bc := b :=
∑
s∈G ass(c).
Wegen der linearen Unabha¨ngigkeit der s ∈ G kann man c ∈ L∗ so wa¨hlen,
daß b = bc 6= 0. Außerdem gilt fu¨r alle s ∈ G
s(b) =
∑
t∈G s(at)st(c) =
∑
t∈G a
−1
s astst(c) = a
−1
s · b,
d.h. α ist ein Korand.
Beweis von (1.8), vgl. [SE1] , Chapter X, §1: Sei
α : G→ GL(n,L), α(s) = as,
ein 1-Kozykel. Fu¨r x ∈ Ln setze
b(x) :=
∑
s∈G as(s(x)).
Behauptung: Die Vektoren b(x), x ∈ L, erzeugen Ln als L-Vektorraum.
Beweis: Es reicht zu zeigen, daß jede L-Linearform u : Ln → L, die auf allen
Vektoren b(x), x ∈ Ln, Null ist, trivial ist. Sei also u(b(x)) = 0 fu¨r alle x ∈ Ln.
Dann gilt fu¨r jedes h ∈ L
0 = u(b(h(x))) =
∑
s∈G u(as(s(h)s(x))) =
∑
s∈G s(h)u(ass(x)).
Wegen der linearen Unabha¨ngigkeit der Abbildungen s : L∗ → L folgt
u(ass(x)) = 0 fu¨r alle s ∈ G.
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Da die Matrizen as, s ∈ G, alle invertierbar sind, ist jedes Element von Ln
von der Form ass(x) und daher u = 0.
Seien nun x1, ..., xn ∈ Ln so gewa¨hlt, daß die Vektoren
y1 := b(x1), ..., yn := b(xn)
linear unabha¨ngig u¨ber L sind. Sei c ∈ GL(n,L) die Matrix, die - als lineare
Abbildung - fu¨r alle i = 1, ..., n den kanonischen Basisvektor ei von L
n, bei dem
an der i-ten Stelle die 1 und sonst stets die 0 steht, auf den Vektor xi abbildet.
Dann gilt fu¨r
bc := b :=
∑
s∈G ass(c)
die Gleichung
b(ei) = yi fu¨r alle i = 1, ..., n.
Also ist b invertierbar. Es folgt
s(b) = s(
∑
t∈G att(c)) =
∑
t∈G s(at)st(c) =
∑
t∈G a
−1
s astst(c) = a
−1
s · b.
Der 1-Kozykel α : s 7→ as ist somit ein Korand. Damit ist der Beweis von
(1.8) beendet.
(1.11) Folgerung (vgl. [SE1], Chapter X, §1) Fu¨r alle natu¨rlichen Zahlen
n und alle endlichen Galoiserweiterungen L/K mit Galoisgruppe G gilt
H1(G,SL(n,L)) = 1
Beweis: Die exakte Sequenz von G-Gruppen
1→ SL(n,L)→ GL(n,L) det→ L∗ → 1
ergibt nach (1.4) die exakte Sequenz von punktierten Kohomologiemengen
H0(G,GL(n,L))→ H0(G,L∗)→ H1(G,SL(n,L))→
→ H1(G,GL(n,L)) = 1,
also die exakte Sequenz
GL(n,K)
det→ K∗ → H1(G,SL(n,L))→ 1.
13
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
Da der Determinantenhomomorphismus det : GL(n,K)→ K∗ surjektiv ist,
folgt die Behauptung.
(1.12) Bemerkung Wie in (1.3) erla¨utert wurde, bilden die endlichdimen-
sionalen Vektorra¨ume u¨ber Ko¨rpererweiterungen von k und die Homomorphis-
men zwischen ihnen eine GaloiskategorieV u¨ber k. Die Automorphismengruppe
eines n-dimensionalen K-Vektorraums ist isomorph zur allgemeinen linearen
Gruppe GL(n,K). Ist L/K eine endliche Galoiserweiterung, so operiert die
Galoisgruppe G = G(L/K) auf GL(n,L) durch s(A) = (asij) fu¨r alle A =
(aij) ∈ GL(n,L) und alle s ∈ G. Aus Satz (1.8) ergibt sich in Verbindung mit
(1.7) die wohlbekannte Tatsache, daß die Mengen EV(L/K, V ) stets aus nur
einem Element bestehen.
Wir beschreiben nun eine Verallgemeinerung von Satz (1.8), die in [SR], Ap-
pendix, in [KL] und in [KN ] ,Chapter I, 1.7, Beispiel 1, bewiesen wird. Sei dazu
L/K eine endliche Galoiserweiterung mit Galoisgruppe G = G(L/K) und sei U
eine endlichdimensionale assoziative L-Algebra mit Einselement 1U . Vermo¨ge
der Abbildung L→ U , a 7→ a1U , betrachten wir L als Teilko¨rper des Zentrums
von U . Wir nehmen an, daß G durch Automorphismen auf der Algebra U
so operiert, daß die Einschra¨nkung dieser Operation auf L die Galoisoperation
von G auf L ist. Die Operation von G auf U induziert eine Operation auf der
Einheitengruppe U∗ von U .
(1.13) Satz Mit den obigen Bezeichnungen gilt H1(G,U∗) = 1
Aufgaben und Beispiele
(1) Nimmt man als Objekte die Mengen, die einem vorgegebenem Uni-
versum entstammen, und als Morphismen die Relationen - mit der u¨blichen
Verknu¨pfung von Relationen als Komposition dieser Morphismen - , dann erha¨lt
man eine Kategorie. (Vgl. z.B. [SB], Teil I, 1.2.7)
(2) Wiederholen Sie die Hauptresultate u¨ber Operationen von Gruppen auf
Mengen. Formulieren Sie fu¨r die Operation einer endlichen Gruppen auf einer
endlichen Menge das Lemma von Burnside. (Vgl. Bu¨cher u¨ber Gruppentheorie)
(3) Sei G eine endliche Gruppe und sei Z [G] die Gruppenalgebra von G u¨ber
Z. Zeigen Sie, daß die Kategorie der G-Moduln aequivalent zur Kategorie der
Z [G]-Moduln ist. (Vgl. Bu¨cher u¨ber Algebra, insbesondere u¨ber Kohomologie
von Gruppen)
(4) Sei K/k eine endliche Galoiserweiterung mit zyklischer Galoisgruppe G,
die durch s ∈ G erzeugt werde. Zeigen Sie: Gilt fu¨r α ∈ K die Gleichung
NK/k(α) = 1, dann existiert ein β ∈ K mit α = β/s(β). (Vgl. z.B. [A], II,
Abschnitt L)
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§ 2. Vektorielle Galoiskategorien
In diesem Abschnitt sollen Beispiele von Galoiskategorien angegeben wer-
den, fu¨r die die in (1.6) definierte Abbildung nicht nur injektiv sondern auch
surjektiv ist, so daß also in solchen Kategorien das in § 1 formulierte Klas-
sifikationsproblem auf die Berechnung der zugeho¨rigen 1-Kohomologiemengen
zuru¨ckgefu¨hrt werden kann; solche Galoiskategorien nennen wir kohomologisch.
Wie man aus [SE1], X, § 2, ersieht, erha¨lt man Beispiele von kohomologischen
Galoiskategorien mit Hilfe von tensoriellen Strukturen; diese Konstruktionen
werden zuna¨chst erla¨utert.
Sei k ein Ko¨rper.
Definition (Vgl. [SE1], Chapter X, §2) Ein tensorielles k-Objekt vom Typ
(p, q) fu¨r p, q ∈ {0, 1, 2, ...} ist ein Paar (V, x) bestehend aus einem endlichdi-
mensionalen k-Vektorraum V und einem Tensor x vom Typ (p, q) auf V , d.h.
x ∈ ⊗pV ⊗⊗qV ∗, wobei ⊗pV das p-fache Tensorprodukt von V mit sich selbst
bezeichnet (mit der Vereinbarung ⊗0V = k) und V ∗ = Hom(V, k) der Dual-
raum von V ist.
Mit Hilfe der tensoriellen Objekte vom Typ (p, q) la¨ßt sich eine k-Kategorie
T = Tp,q bilden: Fu¨r jede Ko¨rpererweiterung K/k in einer vorgegebenen Kat-
egorie von Ko¨rpererweiterungen G(k) von k sind die Objekte von TK von der
Form ((V, δ), x), wobei V ein K-Vektorraum endlicher Dimension, δ : V → V ∗
ein K-Isomorphismus und x ein Tensor vom Typ (p, q) auf V ist. Ein Morphis-
mus ((V, δ), x) → ((V ′, δ′), x′) von Objekten von TK ist ein Homomorphismus
von K-Vektorra¨umen t : V → V ′, so daß das Diagramm
V
t→ V ′
δ ↓ ↓ δ′
V ∗
t∗← V ′∗ ,
in dem t∗ den zu t dualen Homomorphismus bezeichnet, d.h. t∗(h)(v) =
h(t(v)), v ∈ V, h ∈ V ′∗, kommutiert, und so daß fu¨r den durch
V
t→ V ′ und V ∗ δ−1→ V t→ V ′ δ′→ V ′∗
induzierten Homomorphismus von K-Vektorra¨umen
t˜ : ⊗pV ⊗⊗qV ∗ → ⊗pV ′ ⊗⊗qV ′∗,
gilt
t˜(x) = x′.
Sei L/K eine Ko¨rpererweiterung in G(k), d.h. K,L sind Objekte von
G(k), so daß L/K eine Ko¨rpererweiterung ist. Setze VL := V ⊗K L. Jeder
K-Isomorphismus δ : V → V ∗ induziert den L-Isomorphismus
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δL := δ ⊗ 1L : VL → (V ∗)L = V ∗L ,
d.h. δL(v ⊗ λ) = δ(v)⊗ λ, v ∈ V, λ ∈ L,
und jeder Tensor x vom Typ (p, q) auf V definiert einen Tensor xL vom Typ
(p, q) auf VL: Aus grundlegenden Eigenschaften des Tensorprodukts ergibt sich
na¨mlich ein naheliegender Isomorphismus
⊗pLVL ⊗L ⊗qLV ∗L ∼= (⊗pKV ⊗K ⊗qKV ∗)⊗K L,
und wir setzen
xL := x⊗ 1L.
Wenn keine Mißversta¨ndnisse zu befu¨rchten sind, dann schreiben wir im
Folgenden ha¨ufig auch δL = δ, xL = x. Aus dem tensoriellen K-Objekt
((V, δ), x) vom Typ (p, q) erhalten wir also das tensorielle L-Objekt ((VL, δ), x)
vom Typ (p, q). Ist t : ((V, δ), x) → ((V ′, δ′), x′) ein Morphismus von ten-
soriellen K-Objekten vom Typ (p, q), dann erha¨lt man durch den Prozeß der
Skalarerweiterung einen Morphismus tL : ((VL, δL), xL) → ((V ′L, δ′L), xL) von
tensoriellen L-Objekten.
Ist die Erweiterung L/K endlich und galoissch, dann erha¨lt man fu¨r jedes
tensorielle K-Objekt ((V, δ), x) vom Typ (p, q) eine Anwendung der Galois-
gruppe G(L/K) auf das tensorielle L-Objekt ⊗pVL ⊗ ⊗qV ∗L : Die Anwendung
auf VL, also s(v ⊗ λ) := v ⊗ s(λ), s ∈ G(L/K), v ∈ V, λ ∈ L, induziert eine
Anwendung auf V ∗L : s(f)(w) := s(f(s
−1(w)), s ∈ G(L/K), f ∈ V ∗L , w ∈ VL.
Damit erha¨lt man eine Anwendung auf ⊗pVL ⊗L ⊗qV ∗L , und zwar durch
s((v1 ⊗ ...⊗ vp)⊗ (f1 ⊗ ...⊗ fq)) :=
:= (s(v1)⊗ ...⊗ s(vp))⊗ (s(f1)⊗ ...⊗ s(fq)),
v1, ..., vp ∈ VL, f1, ..., fq ∈ V ∗L .
Außerdem ist s(δL)(v⊗ λ) = s(δL(s−1(v ⊗ λ))) = s(δ(v)⊗ s−1(λ)) = δ(v)⊗
λ = δL(v ⊗ λ) fu¨r alle s ∈ G(L/K), v ∈ V, λ ∈ L, d.h.
s(δL) = δL fu¨r alle s ∈ G(L/K),
und nach Konstruktion von xL gilt
s(xL) = xL fu¨r alle s ∈ G(L/K).
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Es folgt, daß T = T p,q eine Galois Kategorie ist, die durch die Kategorie
G(k) indiziert ist.
Fu¨r jedes K-Objekt ((V, δ), x) von T und jede Ko¨rpererweiterung L/K in
G(k) seiET(L/K, ((V, δ), x)) die Menge allerK-Isomorphieklassen (((V
′, δ′), x′))
vonK-Objekten ((V ′, δ′), x′) von T, die u¨ber L zu ((V, δ), x)L L-isomorph sind,
d.h. fu¨r die ein Isomorphismus
((V, δ), x)L → ((V ′, δ′), x′)L
existiert, und sei
AL := Aut((V, δ), x)L)
die Gruppe aller Automorphismen von ((V, δ), x)L. Es gilt, vgl. [SE1],
Chapter X, §2, Proposition 4:
(2.1) Satz Ist L/K eine endliche Galoiserweitrung in G(k), dann ist die
unter (1.6) definiert Abbildung
θ : ETp,q(L/K, ((V, δ), x))→ H1(G(L/K), AL)
bijektiv.
Beweis: Aufgrund von (1.7) wissen wir, daß diese Abbildung injektiv ist.
Um zu zeigen, daß sie im vorliegenden Fall auch surjektiv ist, gehen wir aus von
einem 1-Kozykel
p : G→ AL, s 7→ ps.
Wegen AL ⊂ GL(VL) liefert das in (1.8) bewiesene Verschwinden von
H1(G(L/K), GL(VL))
einen L-Automorphismus f : VL → VL mit der Eigenschaft
ps = f
−1 ◦ s(f) fu¨r alle s ∈ G.
Sei
f˜ : ⊗pVL ⊗L ⊗qV ∗L → ⊗qVL ⊗L ⊗qV ∗L
der durch f und δ : V
∼=→ V ∗ induzierte L-Automorphismus. Setze
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x′ := f˜(x).
Fu¨r s ∈ G seien s˜(f) und p˜s entsprechend definiert. x′ ist rational u¨ber k,
d.h. x′ ∈ ⊗pV ⊗k ⊗qV ∗; denn fu¨r alle s ∈ G gilt
s(x′) = s(f˜(x)) = s(f˜)(s(x)) =
= s(f˜)(x), weil x K-rational ist, und
s(f˜)(x) = s˜(f)(x) =
= (f˜ ◦ ps)(x) = (f˜ ◦ p˜s)(x) =
f˜(x), weil p˜s(x) = x, und
f˜(x) = x′,
insgesamt also s(x′) = x′.
Somit ist ((V, δ), x′) ∈ ET(L/K, ((V, δ), x)), und nach Konstruktion der Ab-
bildung θ ist das Bild von ((V, δ), x′) unter θ gleich der vorgegebenen Koho-
mologieklasse (p) ∈ H1(G(L/K), AK). Damit ist der Beweis von (2.1) beendet.
(2.2) Beispiele (a) Sei V die Galoiskategorie der Vektorra¨ume u¨ber einer
Kategorie von Ko¨rpererweiterungen G(k). In diesem Fall ist der Tensor x = 0,
also vom Typ (0, 0).
Fu¨r die beiden nachfolgenden Beispiele beno¨tigen wir Aussagen u¨ber das
Tensorprodukt von Vektorra¨umen, die z.B. in [LG1], Chapter XVI, insbeson-
dere §2, bewiesen werden und die wir kurz wiederholgen. Seien dazu U, V,W
endlichdimensionale K-Vektorra¨ume, sei L(U ;V ) der K-Vektorraum aller K-
linearen Abbildungen U → V und sei L2(U, V ;W ) der K-Vektorraum aller
K-bilinearen Abbildungen U × V → W . Dann existieren basisunabha¨ngige
Isomorphismen von K-Vektorra¨umen
L(U ;L(V ;W )) ∼= L2(U, V ;W ) ∼= L(U ⊗ V ;W ),
die wie folgt definiert sind: Der erste dieser Isomorphismen ordnet jeder K-
linearen Abbildung f : U → L(V ;W ) die K-bilineare Abbildung bf : U × V →
W mit
bf (u, v) := f(u)(v), u ∈ U, v ∈ V,
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zu, und der zweite dieser Isomorphismen ergibt sich aus der Konstruktion
des Tensorprodukts. Ist L/K eine Ko¨rpererweiterung, dann induzieren diese
Isomorphismen entsprechende Isomorphismen von L-Vektorra¨umen, die fu¨r den
Fall, daß L/K eine endliche Galoiserweiterung ist, jeweils mit der Operation der
Galoisgruppe G = G(L/K) vertra¨glich sind:
L⊗K L(U ;L(V ;W )) ∼= L(UL;L(VL;WL)) ∼=
L2(UL, VL;WL) ∼= L⊗K L2(U, V ;W ) ∼=
L⊗K L(U ⊗ V ;W ) ∼= L(UL ⊗K VL;WL).
(b) (Vgl. [SE1], Chapter X, §2) In diesem Beispiel nehmen wir an, daß
die Charakteristik des Ko¨rpers k nicht 2 ist. Sei K/k eine Ko¨rpererweiterung
in einer Kategorie von Ko¨rper- erweiterungen G(k) von k und sei q : V →
K eine nichtausgeartete quadratische Form auf dem endlichdimensionalen K-
Vektorraum V . Sei
bq : V × V → K
die zugeho¨rige nichtausgeartete symmetrische Bilinearform, d.h.
bq(v1, v2) =
1
2 (q(v1 + v2)− q(v1)− q(v2))
Wegen L2(V, V ;K) ∼= L(V ⊗V ;K) ∼= V ∗⊗V ∗ entspricht bq einem Tensor x
vom Typ (0, 2) auf V , und fu¨r jede Ko¨rpererweiterung L/K in G(k) ist
ET0,2 (L/K, ((V, δ), x)),
wobei δ : V ∼= V ∗ der durch V → V ∗, v 7→ b(v,−), gegebene Isomorphismus
ist, die Menge der K-Isomorphieklassen E(L/K, (V, q)) = ET0,2(L/K, ((V, δ), x)
aller nichtausgearteten quadratischen Ra¨ume (V ′, q′), die u¨ber L isomorph zu
(V, q)L sind, d.h. fu¨r die ein L-Isomorpismus f : VL → V ′L existiert, so daß
bq′(f(v), f(w)) = bq(v, w) fu¨r alle v, w ∈ VL.
Ist L/K endlich und galoissch, so ist die Gruppe aller L-Automorphismen
von ((V, δ), x)L aufgrund der obigen Vorbemerkung G(L/K)-isomorph zur or-
thogonalen Gruppe OL(q) von (V, q)L u¨ber L. Nach (1.7) und (2.1) ist die
Abbildung.
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E(L/K, (V, q))→ H1(G(L/K), OL(q)),
die der unter (1.6) definierten Abbldung θ entspricht, bijektiv.
(c) (Vgl. [SE1], Chapter X, §5) Sei R ein kommutativer Ring mit 1.
Eine R-Algebra ist ein Paar (A,α), wobei A ein R-Modul und α : A × A →
A eine R-bilineare Abbildung ist. Ein Homomorphismus von R-Algebren f :
(A,α) → (B, β) ist eine R- lineare Abbildung f : A → B mit der Eigen-
schaft β(f(a), f(a′)) = f(α(a, a′)) fu¨r alle a, a′ ∈ A. Ha¨ufig betrachten wir
nur spezielle R-Algebren A, die auf folgende Weise entstehen: A ist ein as-
soziativer Ring und f : R → A ist ein Ringhomomorphismus, so daß f(R)
im Zentrum von A enthalten ist. Dann wird A durch die Festsetzung R ×
A → A, (r, a) 7−→ f(r)a zu einem R-Modul, und die Ringmultiplikation A ×
A → A ist R-bilinear. Ist R = K ein Ko¨rper und (V, α) eine endlichdi-
mensionale K-Algebra , so wird die zugeho¨rige K-bilineare Abbildung α :
V × V → V wegen L2(V, V ;V ) ∼= V ⊗k V ∗ ⊗k V ∗ durch einen Tensor x
vom Typ (1, 2) auf V beschrieben. Ist L/K eine Ko¨rpererweiterung in einer
Kategorie von Ko¨rpererweiterungen G(k) von k, dann ist fu¨r jedes K-Objekt
((V, δ), x) der k-Kategorie T1,2 die Menge ET1,2(L/K, ((V, δ), x)) bijektiv zur
MengeE(L/K, (V, α)) derK-Isomorphieklassen endlichdimensionalerK-Algebren
(V ′, α′), die u¨ber L isomorph zu (V, α)L sind, d.h. fu¨r die ein L-Isomorphismus
f : VL → V ′L existiert, so daß
α′(f(v), f(w)) = f(α(v, w)) fu¨r alle v, w ∈ VL.
Ist also L/K eine endliche Galoiserweiterung und AL((V, α)) die Gruppe
aller L-Automorphismen von (V, α)L, so ist nach (1.7) und (2.1) die Abbildung
E(L/K, (V, α))→ H1(G(L/K), AL((V, α))),
die der unter (1.6) definierten Abbildung θ entspricht, bijektiv.
(d) In dem Fall, daß die Charakteristik von k gleich 2 ist, lassen sich quadratis-
che Formen u¨ber k bekanntlich nicht alle durch symmetrische Bilinearformen
beschreiben. Fu¨r quadratische Formen u¨ber einem beliebigen Ko¨rper wa¨hlt
man daher zu ihrer kohomologischen Beschreibung einen direkten Weg. Wir
erla¨utern kurz die dafu¨r no¨tigen Begriffe und verweisen fu¨r die Einzelheiten
auf die grundlegende Arbeit [SR]. Sei dazu k ein beliebiger Ko¨rper und sei
K/k eine Ko¨rpererweiterung in einer Kategorie von Ko¨rpererweiterungen G(k)
von k. Eine quadratische Form auf einem n-dimensionalen K-Vektorraum V
ist eine Abbildung q : V → K mit q(αv) = α2q(v) fu¨r alle α ∈ K und alle
v ∈ V und mit der Eigenschaft, daß die Abbildung b := bq : V × V → K,
b(v, w) := q(v + w) − q(v) − q(w), bilinear ist. Wir nehmen nachfolgend stets
an, daß bq nichtausgeartet ist; das Paar (V, q) heißt dann auch quadratischer
Raum u¨ber K. Ein Morphismus von einem quadratischen Raum (V, q) in den
quadratischen Raum (V ′, q′) ist ein Homomorphismus von K-Vektorra¨umen
f : V → V ′ mit der Eigenschaft q′ ◦ f = q. Sei L/K eine Ko¨rpererweiterung in
G(k). Dann ist durch
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qL(
∑n
i=1 vi ⊗ λi) :=
∑n
i=1 λ
2
i q(vi) +
∑
i<j λiλjbq(vi, vj),
λi ∈ L, vi ∈ V , eine quadratische Form qL : VL → L auf dem L-Vektorraum
VL = V ⊗K L definiert. Mit q ist auch qL nichtausgeartet.
Sei L/K eine endliche Galoiserweiterung in G(k) und sei (V, q) ein quadratis-
cher Raum u¨berK. Die durch G(L/K)×VL → VL, (s, v⊗λ) 7→ v⊗s(λ), erkla¨rte
Anwendung von G(L/K) auf VL induziert eine Anwendung von G(L/K) auf der
Menge aller Abbildungen ϕ : VL → L :
s(ϕ)(w) := s(ϕ(s−1(w))), s ∈ G(L/K), w ∈ VL.
Aus der obigen Definition von qL folgt daher
s(qL) = qL fu¨r alle s ∈ G(L/K).
Mit diesen Festsetzungen und Bemerkungen folgt, daß die quadratischen
Ra¨ume u¨ber Ko¨rpererweiterungen von k eine Galoiskategorie u¨ber G(k) bilden.
Man zeigt unter Benutzung von (1.8), daß auch in diesem Fall die Abbildung
θ : E(L/K, (V, q))→ H1(G(L/K), Aut((V, q)L))
nicht nur injektiv sondern auch surjektiv ist.
Aufgaben und Beispiele
(1) Wiederholen Sie die Konstruktion sowie die universelle Eigenschaft des
Tensorprodukts vonModuln und Algebren. Erarbeiten Sie außerdem den Begriff
der Tensoralgebra. (Vgl. z.B. [LG1], Chapter XVI, §5, oder [CH ])
(2) Sei L/K eine endliche Galoiserweiterung mit Galoisgruppe G. Sei (V, q)
ein nichtausgearteter quadratischer Raum u¨ber K. Zeigen Sie, daß die unter
(1.6) definierte Abbildung E(L/K, (V, q)) → H1(G,Aut((V, q)L)) surjektiv ist.
(Vgl. [SR])
§ 3. Prinzipale homogene Ra¨ume
In diesem Abschnitt wird die 1-te Kohomologiemenge H1(G,A) mit Hilfe
sogenannter prinzipaler homogener Ra¨ume beschrieben. Dabei folgen wir [SE2],
Chapter I, §5, 5.2.
Sei G eine Gruppe und sei E eine Links-G-Menge. Es existiert also eine
Abbildung G × E → E, (s, x) 7→ s(x) = xs, so daß s(t(x)) = st(x), eG(x) = 1
fu¨r alle x ∈ E und alle s, t ∈ G. Sei außerdem A eine Links-G-Gruppe. Man sagt,
daß A von rechts auf E in einer mit der Operation von G auf A vertra¨glichen
Weise operiert, wenn A von rechts auf E operiert und wenn gilt
s(xa) = s(a)s(x) fu¨r alle s ∈ G, a ∈ A, x ∈ E.
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Mit anderen Worten: Die Abbildung E × A → E, die der Rechtsoperation
von A auf E entspricht, ist ein G-Morphismus. Operiert A in dieser Weise von
rechts auf E, so schreibt man fu¨r E auch EA. A¨hnliche Festsetzungen macht
man, wenn A von links auf E operiert und schreibt dann fu¨r E auch AE.
Definition Ein prinzipaler homogener G-Raum fu¨r A ist eine nichtleere
Links-G-Menge P , so daß A in einer mit der Operation von G vertra¨glichen
Weise von rechts auf P operiert, und zwar so, daß P eine affine Menge ist, d.h.
zu je zwei Elementen x, y ∈ P existiert genau ein a ∈ A, so daß y = xa. Zwei
prinzipale homogene Ra¨ume P, P ′ fu¨r A heißen isomorph, falls eine bijektive
G-equivariante Abbildung P → P ′ existiert, so daß das folgende Diagramm
kommutiert
P × A → P
↓ ↓
P ′ × A → P ′
Man erha¨lt auf diese Weise eine Aequivalenzrelation.
Sei P(G,A) die entsprechende Menge von Isomorphieklassen (P ) prinzipaler
homogener Ra¨ume P fu¨r A.
(3.1) Satz (Vgl. [SE2], Chapter I, §5, 5.2, Proposition 33) Sei A eine Links
G-Gruppe. Dann existiert eine bijektive Abbildung
λ : P(G,A)→ H1(G,A).
Beweis: Sei (P ) ∈ P(G,A) und sei x ∈ P . Fu¨r alle s ∈ G ist s(x) ∈ P. Also
existiert genau ein as ∈ A, so daß s(x) = xas. Die Abbildung
αP = α : G→ A, s 7→ as
ist ein 1-Kozykel: st(x) = s(t(x)) = s(xat) = s(x)s(at) = xass(at) = xast.
Nimmt man xb mit b ∈ A an Stelle von x, so a¨ndert sich der durch x definierte
1-Kozykel α zu s 7→ b−1asbs; denn (xb)b−1asbs = xasbs = s(x)s(b) = s(xb). Der
durch xb definierte 1-Kozykel ist also aequivalent zu dem durch x definierten
1-Kozykel. Somit ist durch
λ((P )) := Kozykelklassse von α
eine Abbildung λ : P(G,A) → H1(G,A) wohldefiniert. Man erha¨lt zu λ
folgendermaßen eine Umkehrabbildung
µ : H1(G,A)→ P(G,A) :
Sei α : G → A, s 7→ as, ein 1-Kozykel. Sei Pα die Menge, die dieselben
Elemente wie A entha¨lt, und auf der G von links durch
22
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
s [x] := ass(x), s ∈ G, x ∈ Pa
und auf der A von rechts durch Rechtsmultiplikation (Translation)
[x] a := xa, a ∈ A, x ∈ Pa,
operiert. (eG[x] = x wegen aeG = 1 und s[t[x]] = s [att(x)] = ass(att(x)) =
ass(at)st(x) = astst(x) = st [x] .) Auf diese Weise wird Pa zu einem prinzipalen
homogenen Raum fu¨r A. Zwei aequivalente 1-Kozykeln ergeben nach dieser
Konstruktion isomorphe prinzipale homogene Ra¨ume fu¨rA. Man definiert daher
µ((α)) := (Pα).
µ ist die Umkehrabbildung fu¨r λ. Damit ist der Beweis von (3.1) beendet.
(3.2) Beispiele (a) (Vgl. [SE2], Chapter III, §1, 1.1) Sei K/k eine Ko¨rper-
erweiterung in einer Kategorie von Ko¨rpererweiterungen G(k) von k, sei V
ein endlichdimensionaler K-Vektorraum, versehen mit einem Isomorphismus
δ : V → V ∗, und sei x ein Tensor vom Typ (p, q) auf V . ((V, δ), x) ist
also ein K-Objekt aus der in § 2 definierten Kategorie T = Tp,q. Sei L/K
eine endliche Galoiserweiterung in G(k), sei ((V ′, δ′), x′) eine L/K-Form von
((V, δ), x) und sei P die Menge aller L-Isomorphismen von ((V ′L, δ
′), x′) nach
((VL, δ), x). P ist ein prinzipaler homogener Raum fu¨r die Automorphismen-
gruppe AL von ((VL, δ), x) : AL operiert durch Verknu¨pfung mit Automorphis-
men von rechts auf P. Diese Operation ist mit der Linksoperation der Galois-
gruppe G = G(L/K) auf P vertra¨glich. Außerdem ist die Operation von AL
auf P affin. Die Zuordnung ((V ′, δ′), x′) 7→ P induziert eine Abbildung
µ : ETp,q (L/K, ((V, δ), x))→ P(G,AL),
aus der sich aufgrund von (3.1) und der Bijektion (2.1) die bijektive Abbil-
dung
(3.3) µ ◦ θ : H1(G,AL)→ P(G,AL)
ergibt.
(b) Seien a ∈ Q∗\{±1} und n ∈ N, n ≥ 2, so, daß das Polynom f := Xn−a ∈
Q [X ] irreduzibel ist. Sei P die Menge aller Nullstellen von f in C und K der
Teilko¨rper von C, der aus Q durch Adjunktion aller Elemente aus P entsteht.
K ist ein Zerfa¨llungsko¨rper von f . Sei G = G(K/Q) die entsprechende Galois-
gruppe von K/Q. P ist eine G-Menge. Es folgt, daß die G-Gruppe A := µn :=
Gruppe aller n−ten Einheitswurzeln in C durch MultiplikationG-vertra¨glich auf
P operiert und daß P dadurch zu einem prinzipalen homogenen G-Raum fu¨r A
wird. Die zugeho¨rige Klasse (P ) ∈ P(G,A) entspricht aufgrund von (3.1) genau
einem Element λ((P )) ∈ H1(G,A), das sich durch den 1−Kozykel α : G → A,
s 7→ s(x)/x, wobei x irgendein Element aus P ist, repra¨sentieren la¨ßt.
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(3.4) Twistung (vgl. [SE2], Chapter I, §5, 5.3) Sei G eine Gruppe, sei A
eine Links-G-Gruppe und sei P ein prinzipaler homogener G-Raum fu¨r A. Sei
F eine Links-G-Menge, auf der A G-vertra¨glich von links operiert. Auf dem
cartesischen Produkt P × F definieren wir wie folgt eine Aequivalenzrelation:
(p, f), (p′, f ′) ∈ P × F heißen aequivalent, wenn ein a ∈ A existiert, so daß
(p′, f ′) = (pa, a−1f) Diese Aequivalenzrelation ist mit der Operation von G
vertra¨glich, so daß also die Menge aller Aequivalenzklassen eine G-Menge ist,
die mit P ×A F oder PF bezeichnet wird. Jedes Element aus PF ist von der
Form pf mit p ∈ P und f ∈ F , und es gilt (pa)f = p(af) fu¨r alle a ∈ A.
Außerdem ist fu¨r jedes p ∈ P die Abbildung F → PF , f 7→ pf , bijektiv.
Definition P× AF = PF heißt Twistung von F mit P
Diese Twistung la¨ßt sich mit Hilfe des 1-Kozykels α : G → A, s 7→ as,
beschreiben, der zu P geho¨rt, d.h. fu¨r den s(p) = pas fu¨r alle p∈ P gilt. αF
sei die Links-G-Menge, die als Menge mit F u¨bereinstimmt und auf der G wie
folgt operiert:
G× αF κ→ αF , (s, f) 7→ ass(f).
Es folgt, daß fu¨r jedes p ∈ P die Abbildung
αF → PF, f 7→ pf,
ein Isomorphismus von G-Mengen ist (pκ((s, f)) = pass(f) = s(p)s(f) =
s(pf)); und wenn P aequivalent zu P ′ mit entsprechenden aequivalenten 1-
Kozykeln α, α′ ist, dann sind PF und P ′F bzw. αF und α′F isomorph.
Fu¨r weitere Bemerkungen u¨ber Twistungen vgl. man [SE2], Chapter I, §5,
5.3.
Aufgaben und Beispiele
(1) Geben Sie ausfu¨hrliche Beweise fu¨r alle im Beispiel (3.2), (b) gemachten
Aussagen.
(2) Sei L/K eine endliche Galoiserweiterung mit der Galoisgruppe G und sei
N : L∗ → K∗ der Normhomomorphismus. N ist eine G-equivariante Abbildung.
Sei LN der Kern von N . Die exakte G-Sequenz
1→ LN → L∗ N→ N(L∗)→ 1
induziert daher nach (1.5) die exakte Sequenz
1→ H0(G,LN )→ H0(G,L∗) N→ H0(G,N(L∗)) δ→ H1(G,LN )→ H1(G,L∗)
Nach (1.8) ist H1(G,L∗) = 1. Außerdem ist H0(G,L∗) = K∗ und
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H0(G,N(L∗)) = N(L∗), N(K∗) = K∗n mit n = (L : K). Also
N(L∗)/K∗n
δ∼= H1(G,LN ).
Nach Definition von δ und der Deutung von H1(G,LN) durch prinzipale
homogene G-Ra¨ume fu¨r LN entspricht δ der Abbildung
amodK∗n 7→ (Pa), wobei Pa := {x ∈ L∗ : N(x) = a}. (Wohlbekannt)
§ 4. Gruppenerweiterungen und Kozykeln
In diesem Abschnitt werden Zusammenha¨nge zwischen Gruppenerweiterun-
gen und Kozykeln erla¨utert. Fu¨r ausfu¨hrlichere Darstellungen verweisen wir
auf entsprechende Abschnitte in Lehrbu¨chern u¨ber Gruppenkohomologie, z.B.
[LG2] , sowie auf [AT ], Chapter XIII.
Sei G eine Gruppe und sei A ein G-Modul, d.h. eine kommutative - multip-
likativ geschriebene - Gruppe, auf der G von links durch Gruppenautomorphis-
men operiert: G × A → A, (s, a) 7→ s(a) = as. Sei Z2(G,A) die Menge aller
2-Kozykeln von G in A, d.h. aller Abbildungen
f : G×G→ A, (s, t) 7→ f(s, t) = fs,t
mit der Eigenschaft
r(fs,t)fr,st = fr,sfrs,t fu¨r alle r, s, t ∈ G.
Z2(G,A) ist bezu¨glich der punktweise definierten Multiplikation eine kom-
mutative Gruppe. Sei B2(G,A) die Untergruppe von Z2(G,A), die aus allen 2-
Kora¨ndern f : G×G→ A besteht, d.h. zu f existiert eine Abbildung λ : G→ A,
s 7→ λ(s) = λs, so daß fs,t := (δλ)s,t := λss(λt)/λst fu¨r alle s, t ∈ G.
Definition Die Faktorgruppe
H2(G,A) := Z2(G,A)/B2(G,A)
heißt die 2-te Kohomologiegruppe von G mit Koeffizienten in A; ihre Ele-
mente (f) heißen 2-Kozykelklassen von G in A.
Eine Gruppenerweiterung von G mit dem Kern A, wobei A eine - nicht
notwendigerweise kommutative - Gruppe ist, ist eine Gruppe E zusammen mit
einer exakten Sequenz von Gruppenhomomorphismen der Form
1→ A→ E → G→ 1.
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Zwei Gruppenerweiterungen E,E′ von G mit dem abelschen Kern A heißen
aequivalent, wenn ein Isomorphismus F : E → E′existiert, so daß das folgende
Diagramm kommutiert
1 → A → E → G → 1
↓ id ↓ F ↓ id
1 → A → E′ → G → 1.
Dadurch ist auf der Menge aller Gruppenerweiterungen von G mit dem
abelschen Kern A eine Aequivalenzrelation definiert. Sei E(G,A) die Menge
dieser Aequivalenzklassen.
(4.1) Satz Ist A abelsch, dann gibt es eine bijektive Abbildung
H2(G,A)→ E(G,A).
Diese bijektive Abbildung entsteht wie folgt: Ist f : G × G → A ein 2-
Kozykel, so bildet man
E := G(f) := {(a, s) : a ∈ A, s ∈ G}
und definiert fu¨r zwei Elemente (a, s), (b, t) ∈ G(f) deren Verknu¨pfung durch
(a, s)(b, t) := (as(b)fs,t, st).
Dadurch wird E zu einer Gruppe; das neutrale Element dieser Gruppe ist
(f−11,1 , 1)
und das zu (a, s) inverse Element ist
(s−1(a−1)f−1s−1,sf
−1
1,1 , s
−1).
Man identifiziert A mit der Untergruppe von G(f), die aus allen Elementen
der Form (af−11,1 , 1), a ∈ A, besteht. Die Abbildung E → G, (a, s) 7→ s, ist
ein surjektiver Gruppenhomomorphismus mit dem Kern A. E ist also eine
Gruppenerweiterung von G mit dem Kern A. Ist f := f ′(δλ), wobei δλ den
zur Abbildung λ : G→ A, s 7→ λs, geho¨rigen Korand bezeichnet, dann ist
F : G(f)→ G(f ′), (a, s) 7→ (aλs, s)
ein Isomorphismus, der eine Aequivalenz der entsprechenden Gruppener-
weiterungen E = G(f) und E′ = G(f ′) von G mit dem Kern A bewirkt.
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Sei umgekehrt 1 → A → E p→ G → 1 eine Gruppenerweiterung von G mit
dem Kern A und sei u : G→ E ein Schritt zu p. Dann ist die Abbildung
f : G×G→ A, (s, t) 7→ fs,t := usutu−1st
aufgrund des in E geltenden Assoziativgesetzes ein 2-Kozykel. Ist E vermo¨ge
des Isomorphismus F : E → E′ aequivalent zur Gruppenerweiterung E′ von G
mit dem Kern A, dann ist u′ := F ◦ u : G → E′ ein Schnitt zu dem gegebenen
Epimorphismus p′ : E′ → G. Also existiert eine Abbildung λ : G → A, so daß
u′s = λsus und damit f
′
s,t := u
′
su
′
tu
′−1
st = (δλ)s,tfs,t fu¨r alle s, t ∈ G.
Insgesamt ist damit gezeigt, daß die Abbildung
H2(G,A)→ E(G,A), (f) 7→ (G(f))
von der Gruppe H2(G,A) aller 2-Kozykelklassen von G in A in die Menge
E(G,A) aller Aequivalenzklassen von Gruppenerweiterungen von G mit Kern A
bijektiv ist.
Die dadurch auf E(G,A) induzierte Gruppenstruktur ist gegeben durch das
sogenannte Baer-Produkt : Sind (E), (E′) ∈ E(G,A) mit entsprechenden Epi-
morphismen p : E → G, p′ : E′ → G und mit entsprechenden Kozykelklassen
(f), (f ′) ∈ H2(G,A), dann ist dieses Produkt gegeben durch
(E) · (E′) := ((E ×G E′)/D(A)),
wobei
E ×G E′ := {(e, e′) ∈ E × E′ : p(e) = p′(e′)}
das entsprechende Faserprodukt u¨ber G und D(A) die durch
D(A) := {(a, b) ∈ A×A : a = b−1}
definierte Untergruppe von A×A ist. Die Abbildung E×GE′ → G, (e, e′) 7→
p(e) = p′(e′), ist ein Epimorphismus, dessen Kern die Gruppe A×A, also auch
die Gruppe D(A), entha¨lt, und die Abbildung A × A → A, (a, b) 7→ ab, ist ein
Epimorphismus mit dem Kern D(A). Man hat also eine Gruppenerweiterung
1→ A→ (E ×G E′)/D(A)→ G→ 1.
Die Aequivalenzklasse dieser Gruppenerweiterung entspricht unter der in
(4.1) gegebenen Korrespondenz dem Produkt der entsprechenden Kozykelk-
lassen; vgl. dazu z.B. [MAL], p. 69 ff.
Nachfolgend machen wir gelegentlich Gebrauch von der Tatsache, daß jeder
G-Homomorphismus f : A → A′ von G-Moduln, d.h. jeder Homomorphismus
f : A → A′ mit der Eigenschaft f(s(a)) = s(f(a)) fu¨r alle a ∈ A, s ∈ G, den
Homomorphismus
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f∗ = f2 : H
2(G,A)→ H2(G,A′), (c) 7→ (f∗(c)),
induziert, wobei
f∗(c)(s, t) := f(c(s, t)), s, t ∈ G.
Außerdem benutzen wir ha¨ufig, daß jeder Gruppenhomomorphismus ϕ :
G→ G′ den Homomorphismus
ϕ∗ : H2(G′, A)→ H2(G,A), (c) 7→ (ϕ∗(c)),
induziert, wobei
ϕ∗(c)(s, t) := c(ϕ(s), ϕ(t)), s, t ∈ G.
Gruppenerweiterungen mit abelschem Kern, d.h. exakte Sequenzen von
Gruppenhomomorphismen 1 → A → E p→ G → 1 mit abelscher Gruppe A,
bilden die Objekte einer Kategorie. Die Morphismen in dieser Kategorie sind
Tripel von Gruppenhomomorphismen
(f : A→ A′, F : E → E′, ϕ : G→ G′),
so daß das folgende Diagramm kommutiert
1 → A → E p→ G → 1
f ↓ F ↓ ϕ ↓
1 → A′ → E′ p
′
→ G′ → 1 .
In [AT ], Chapter XIII, wird das folgende Resultat bewiesen.
(4.2) Satz Seien 1→ A→ E p→ G→ 1, 1→ A′ → E′ p
′
→ G′ → 1 Gruppen-
erweiterungen mit abelschen Gruppen A,A′ und seien f : A→ A′, ϕ : G→ G′
Homomorphismen. Dann existiert ein Homomorphismus F : E → E′, so
daß das Tripel (f, F, ϕ) genau dann ein Morphismus der gegebenen Gruppener-
weiterung ist, wenn die beiden folgenden Bedingungen erfu¨llt sind:
(i) f ist ein G-Homomorphismus, wobei G auf A′ u¨ber ϕ operiert
(ii) f∗((c)) = ϕ
∗((c′)), wobei (c) ∈ H2(G,A) bzw. (c′) ∈ H2(G′, A′) im
Sinne von (4.1) zu E bzw. E′ geho¨rt und
f∗ : H
2(G,A)→ H2(G,A′)
der durch den G-Homomorphismus f : A→ A′ und
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ϕ∗ : H2(G′, A′)→ H2(G,A′)
der durch den Homomorphismus ϕ : G → G′ induzierte Homomorphismus
ist.
Zwei Homomorphismen F, F ′ : E → E′, so daß die Tripel
(f : A→ A′, F : E → E′, ϕ : G→ G′)
und
(f : A→ A′, F ′ : E → E′, ϕ : G→ G′)
Morphismen von Gruppenerweiterungen sind, heißen aequivalent, wenn ein
a′ ∈ A′ existiert, so daß
F ′(e) = a′F (e)a′−1 fu¨r alle e ∈ E.
Hierdurch wird eine Aequivalenzrelation definiert; wir bezeichnen die ent-
sprechende Menge von Aequivalenzklassen mit F . Auch die folgende Aussage
wird in [AT ], Chapter XIII, bewiesen.
(4.3) Zusatz Die Gruppe H1(G,A′) operiert folgendermaßen transitiv und
fixpunktfrei auf F :
H1(G,A′)×F → F , ((γ), (F )) 7→ (γF ),
wobei
(γF )(aus) := f(a)γ(s)F (us), a ∈ A, s ∈ G
mit einem Repra¨sentantensystem us, s ∈ G, von G in E.
SeiN E G ein Normalteiler der GruppeG und sei A eine - nicht notwendiger-
weise kommutative - G-Gruppe. Dann operiert die Faktorgruppe G/N auf der
GruppeH0(N,A) = AN . Also ist die KohomolgiemengeH1(G/N,AN ) definiert.
G operiert auch auf der Kohomologiemenge H1(N,A) :
G×H1(N,A)→ H1(N,A), (s, (α)) 7→ (s(α)),
wobei s(α)(n) := s(α(s−1ns)), n ∈ N, s ∈ G. Es folgt, daß N trivial
operiert:
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n
′
(α)(n) = n′(α(n′−1nn′)) = n′(α(n′−1)n′−1(α(nn′))) = n′(α(n′−1)α(nn′) =
α(n′)−1α(n)n((α(n′)) fu¨r alle n, n′ ∈ N .
Ist α : G/N → AN ein 1-Kozykel, so ist
inf(α) : G→ A, inf(α)(s) := α(sN), s ∈ G,
ebenfalls ein 1-Kozykel. Dadurch erha¨lt man die sogenannte Inflationsabbil-
dung
inf : H1(G/N,AN )→ H1(G,A);
sie bildet das ausgezeichnete Element auf das ausgezeichnete Element ab.
Außerdem erha¨lt man durch Einschra¨nkung des Definitionsbereichs jedes 1-
Kozykels α : G→ A auf N eine Abbildung
res : H1(G,A)→ H1(N,A)G/N .
Durch direktes Nachrechnen besta¨tigt man den folgenden wohlbekannten
Satz.
(4.4) Satz Sei G eine Gruppe, sei N E G ein Normalteiler und sei A
eine G-Gruppe. Dann ist die nachfolgende Sequenz von Abbildungen punktierter
Kohomologiemengen exakt
1→ H1(G/N,AN ) inf→ H1(G,A) res→ H1(N,A)G/N .
Wir fragen nun, ob man fu¨r eine kommutative G-Modul A die vorstehende
exakte Sequenz in geeigneter Weise nach rechts ausdehnen kann und berichten
u¨ber ein entsprechendes Resultat aus [HS], Chapter III, section 4, das diese
Frage beantwortet.
A sei also eine kommutative G-Gruppe. N sei weiterhin ein Normalteiler
von G. Ist N ′ die Kommutatorgruppe von N , dann ist N ′ ein Normalteiler von
G, und
1→ N/N ′ → G/N ′ → G/N → 1
ist eine Gruppenerweiterung mit dem abelschen Kern N/N ′. Sei
(c) ∈ H2(G/N,N/N ′)
die zugeho¨rige Kozykelklasse (vgl. (4.1)). (c) definiert den sogenannten
Transgressionshomomorphismus
τ = τ(c) : H
1(N,A)G/N → H2(G/N,AN ), (α) 7→ (τ(α)),
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wobei
τ(α)(s, t) := α(n(c(s, t))); s, t ∈ G/N,
mit einem Schnitt n : N/N ′ → N . Außerdem erha¨lt man den Inflation-
shomomorphismus
inf = infGG/N : H
2(G/N,AN )→ H2(G,A), (f) 7→ (inf(f)),
inf(f)(s, t) := f(sN, tN), s, t ∈ G.
Das folgende Resultat, das ha¨ufig durch Anwendung von Spektralsequenzen
bewiesen wird, vgl.[HS], Chapter III, section 4, oder [LG2], Chapter III, la¨ßt
sich auch durch direktes Nachrechnen u¨berpru¨fen; vgl. dazu auch [H ].
(4.5) Satz Sei G eine Gruppe, sei N E G ein Normalteiler und sei A eine
abelsche G-Gruppe. Dann ist die nachfolgende Sequenz von Homomorphismen
abelscher Gruppen exakt
1→ H1(G/N,AN ) inf→ H1(G,A) res→ H1(N,A)G/N τ→
τ→ H2(G/N,AN ) inf→ H2(G,A).
Fu¨r die nachfolgenden Konstruktionen vgl. [SE1], Chapter VII, Appendix)
Sei G eine Gruppe und sei
1→ A i→ B p→ C → 1
eine exakte Sequenz von G-Gruppen. Wir erinnern an die Korandabbildung
δ : H0(G,C)→ H1(G,A) aus §1: Sei c ∈ CG. Sei b ∈ B so, daß p(b) = c. Dann
ist b−1s(b) ∈ i(A) fu¨r alle s ∈ G (p(s(b)) = s(p(b)) = s(c) = c = p(b)). Wir
definieren eine Abbildung
α : G→ A, s 7→ α(s) := as := i−1(b−1(s(b))),
und stellen fest, daß dadurch ein 1-Kozykel definiert wird. Mit der verein-
fachten Schreibweise i(a) = a gilt na¨mlich
ast = b
−1st(b) = b−1s(b)s(b−1t(b)) = ass(at)
fu¨r alle s, t ∈ G. Ist b′ ∈ B so, daß p(b′) = p(b) = c gilt, dann existiert
ein a ∈ A, so daß b′ = ba. Sei α′ : G → A, α′(s) := a′s := i−1(b′−1s(b′)), der
1-Kozykel, der mit Hilfe von b′ definiert ist. Dann gilt a′s = a
−1b−1s(b)s(a) =
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a−1ass(a) fu¨r alle s ∈ G. Also ist α′ aequivalent zu α. Daher ist eine Abbildung
δ : H0(G,C)→ H1(G,A) durch
δ(c) := Aequivalenzklasse von α
wohldefiniert. Es gilt δ(1) = (1).
Wir machen nun die zusa¨tzliche Annahme:
A ≤ Zentrum von B.
Dann ist dieG-Gruppe A insbesondere kommutativ, undH2(G,A) ist definiert.
Wir wollen in dieser Situation eine Abbildung
∆ : H1(G,C)→ H2(G,A),
ebenfalls Korandabbildung genannt, definieren. Sei dazu γ : G→ C, γ(s) =
cs, ein 1-Kozykel und sei β : G → B, β(s) = bs, eine Abbildung mit der
Eigenschaft
p(bs) = cs fu¨r alle s ∈ G.
Dann gilt
as,t := bss(bt)b
−1
st ∈ A fu¨r alle s, t ∈ G
(p(bst) = cst, p(bs)p(s(bt)) = css(p(bt)) = css(ct) = cst).
Wir zeigen, daß durch
α : G×G→ A, α((s, t)) := as,t; s, t ∈ G,
ein 2-Kozykel definiert ist: Die zu u¨berpru¨fende Identita¨t ist
s(at,u)as,tu = ast,uas,t; s, t, u ∈ G.
Sie ist aequivalent zu
a−1s,tas,tua
−1
st,us(at,u) = 1; s, t, u ∈ G;
oder zu
bsts(bt)
−1b−1s bss(btu)b
−1
stubstust(bu)
−1b−1st s(at,u) = .
= bsts(bt)
−1s(btu)st(bu)
−1b−1st s(at,u) = 1; s, t, u ∈ G
Fu¨r alle s, t, u ∈ G ist
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s(at,u) = s(bt)st(bu)s(b
−1
tu ) ∈ Zentrum von B.
Also ist zu zeigen, daß
bsts(bt)
−1s(bt)st(bu)s(b
−1
tu )s(btu)st(bu)
−1b−1st = 1
fu¨r alle s, t, u ∈ G. Das ist jedoch offensichtlich.
Sei nun γ′ : G → C, γ′(s) := c′s, ein zu γ aequivalenter 1-Kozykel. Dann
existiert ein c ∈ C mit
c′s = c
−1css(c) fu¨r alle s ∈ G.
Sei b ∈ B ein Urbild von c unter p, also p(b) = c. Setze
β′(s) := b′s := b
−1bss(b), s ∈ G.
Es gilt
α′(s, t) := a′s,t := b
′
ss(b
′
t)b
′−1
st =
= b−1bss(b)s(b
−1)s(bt)st(b)st(b)
−1b−1st b =
= b−1as,tb = as,t
fu¨r alle s, t ∈ G; letzteres, weil A nach Annahme im Zentrum von B enthal-
ten ist.
A¨ndert man bs zu b
′
s := asbs mit as ∈ A, dann gilt
a′s,t = asbss(at)btb
−1
st a
−1
st = ass(at)a
−1
st as,t
fu¨r alle s, t ∈ G, weil A ≤ Zentrum(B). Also ist der 2-Kozykel
α′ : G×G→ A, α′((s, t)) := a′s,t ,
aequivalent zu dem 2-Kozykel
α : G×G→ A, α((s, t)) = as,t.
Durch die Festsetzung
∆((γ)) := (α)
ist damit eine Abbildung von Kohomologiemengen
∆ : H1(G,C)→ H2(G,A)
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mit der Eigenschaft ∆((1)) = (1) wohldefiniert.
(4.6) Satz (Serre [SE1], Chapter VII, Appendix, Proposition 2) Sei G
eine Gruppe und sei
1→ A i→ B p→ C → 1
eine exakte Sequenz von - nicht notwendigerweise kommutativen - G-Gruppen.
Dann ist die folgende induzierte Sequenz von Abbildungen punktierter Koho-
mologiemengen exakt:
1→ H0(G,A) i0→ H0(G,B) p0→ H0(G,C) δ→
δ→ H1(G,A) i1→ H1(G,B) p1→ H1(G,C).
Wenn außerdem A im Zentrum von B enthalten ist, dann ist auch die fol-
gende Sequenz von Abbildungen punktierter Kohomologiemengen exakt
1→ H0(G,A) i0→ H0(G,B) p0→ H0(G,C) δ→ H1(G,A) i1→
i1→ H1(G,B) p1→ H1(G,C) ∆→ H2(G,A).
Beweis: (1) Die Exaktheit bei H0(G,A) ist offensichtlich.
(2) Zur Exaktheit bei H0(G,B): Es gilt p0 = i0 = 1, wobei 1 die konstante
Abbildung bezeichnet, die jedes Element auf 1 abbildet. Ist umgekehrt b ∈
BG ∩Kern(p0), dann ist b ∈ A ∩BG = i0(AG).
(3) Zur Exaktheit bei H0(G,C): Ein beliebiges Element c ∈ CG genho¨rt
genau dann zu p0(B
G), wenn ein b ∈ BG mit der Eigenschaft p(b) = c existiert.
Und δ(c) = 1 bedeutet aufgrund der Definition von δ dasselbe (Fu¨r alle s ∈ G
ist 1 = as = b
−1s(b) fu¨r ein b ∈ p−1(c)).
(4) Zur Exaktheit bei H1(G,A): Sei α ∈ Z1(G,A), α(s) = as, ein 1-Kozykel,
dessen Klasse im Kern von i1 liegt. Das bedeutet, daß ein b ∈ B existiert, so daß
as = b
−1s(b) fu¨r alle s ∈ G. Die letztgenannte Bedingung ist sicherlich erfu¨llt,
wenn (α) ∈ H1(G,A) im Bild von δ enthalten ist. Ist umgekehrt (α) enthalten
im Bild von δ, etwa α(s) = as = b
−1s(b) mit b ∈ B, dann ist p(b) ∈ CG, und
p(b) ist gleich δ((α)).
(5) Zur Exaktheit bei H1(G,B): Es gilt p1 ◦ i1 = 1. Sei umgekehrt β : G→
B ein 1-Kozykel, so daß fu¨r alle s ∈ G p(β(s)) = p(b)−1s(p(b)) mit einem
Element b ∈ B. Dann existiert ein 1-Kozykel α : G → A, α(s) = as, so daß
β(s) = b−1s(b)as; d.h. (β) ∈ H1(G,B) ist im Bild von i1 enthalten.
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(6) Zur Exaktheit bei H1(G,C) unter der Voraussetzung A ≤ Zentrum(B):
Aus der Definition folgt ∆ ◦ p1 = 1.Sei umgekehrt γ : G → C, γ(s) = cs, ein
1-Kozykel, dessen Klasse im Kern von ∆ liegt. Sei β : G → B, β(s) = bs, eine
Abbildung mit cs = p(bs) fu¨r alle s ∈ G. Dann ist der durch
∆(γ)((s, t)) = bss(bt)b
−1
st , s, t ∈ G,
gegebene 2-Kozykel G × G → A aequivalent zum trivialen 2-Kozykel, d.h.
es gibt eine Abbildung G→ A, s 7→ as, so daß
∆(γ)((s, t)) = ass(at)a
−1
st fu¨r alle s, t ∈ G.
Ersetzt man bs fu¨r alle s durch a
−1
s bs, dann gilt ∆(γ)((s, t)) = 1 fu¨r alle
s, t ∈ G. Somit ist die Abbildung G → B, s 7→ bs, ein 1-Kozykel mit der
Eigenschaft cs = p(bs) fu¨r alle s ∈ G.
Damit ist der Beweis von (4.6) beendet
(4.7) Beispiele (a) (Vgl. [SCH ]) Sei K ein Ko¨rper und sei G eine Gruppe,
die trivial auf den Gruppen in der folgenden exakten Sequenz operiert
1→ K∗ → GL(n,K) p→ PGL(n,K)→ 1.
Nach (4.6) ist die folgende Sequenz von Abbildungen punktierter Kohomolo-
giemengen exakt
Hom(G,K∗)→ H1(G,GL(n,K))→ H1(G,PGL(n,K)) ∆=∆n→ H2(G,K∗).
Die Menge H1(G,GL(n,K)) bzw. H1(G,PGL(n,K)) besteht aus den Ae-
quivalenzklassen linearer bzw. projektiver Matrixdarstellungen von G vom
Grad n u¨ber K. Die zu einer Aequivalenzklasse einer projektiven Darstellung
P : G → PGL(n,K) geho¨rige Kozykelklasse (∆(P )) ist genau dann trivial,
wenn sich P zu einer linearen Darstellung D : G → GL(n,K) liften la¨ßt, d.h.
wenn P u¨ber D faktorisiert:
P = p ◦D : G D→ GL(n,K) p→ PGL(n,K).
Außerdem folgt, daß jede Liftung von P aequivalent zu einer Liftung der
Form λ⊗D ist, wobeiD eine fest gewa¨hlte Liftung von P ist und λ ∈ Hom(G,K∗).
Die im Bild von ∆ enthaltenen 2-Kozykelklassen (α) ∈ H2(G,K∗) haben alle
die Eigeschaft (α)n = (1). Ist na¨mlich (α) = (∆(P )) und ist ρ : PGL(n,K)→
GL(n,K) ein Schnitt zu p : GL(n,K)→ PGL(n,K), dann gilt fu¨r T := ρ ◦P :
T (s)T (t) = α(s, t)T (st) fu¨r alle s, t ∈ G.
Nach einer auf I. Schur zuru¨ckgehenden Schlußweise, vgl. [SCH ], §1, Beweis
von Satz I, folgt durch Bildung der Determinante aus dieser Gleichung
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αn(s, t) = det(T (s)) det(T (t)) det(T (st)) fu¨r alle s, t ∈ G,
also αn ∼ 1. Ist n = |G| , dann ist die Abbildung ∆n surjektiv. Um das
einzusehen betrachten wir die Gruppenalgebra
V := K[G] :=
⊕
s∈GKes
von G u¨ber K als K−Vektorraum und definieren, nach Identifikation von
V mit Kn vermo¨ge der K−Basis es, s ∈ G, zu vorgegebener 2-Kozykelklasse
(α) ∈ H2(G,K∗) eine Abbildung T : G→ GL(n,K) durch
T (s)(et) := α(s, t)est , s, t ∈ G.
Man rechnet nach, daß
T (s)T (t) = α(s, t)T (st) fu¨r alle s, t ∈ G
gilt, so daß also durch
P (s) := p(T (s)), s ∈ G,
ein Element (P ) ∈ H1(G,PGL(n,K)) mit der Eigenschaft ∆n((P )) = (α)
definiert ist.
(b) Ist G = G(K/k) die Galoisgruppe einer endlichen Galoiserweiterung
K/k, dann ist
1→ K∗ → GL(n,K) p→ PGL(n,K)→ 1
eine exakte Sequenz von G-Gruppen. Wegen H1(G,GL(n,K)) = 1, vgl.
(1.8), hat man daher die folgende Abbildung von Kohomologiemengen mit triv-
ialem Kern
H1(G,PGL(n,K))
∆=∆n→ H2(G,K∗).
Man kann sogar zeigen, daß ∆ im vorliegenden Fall injektiv ist.
A¨hnlich wie im vorangehenden Beispiel (a) beweist man mit der Schurschen
Determinantenmethode, daß alle (α), die im Bild von ∆n liegen, die Eigenschaft
(α)n ∼ (1) besitzen. Fu¨r n = |G| ist ∆n surjektiv, wie man mit einem a¨hnlichen
Argument wie im Beispiel (a) beweist, vgl. z.B. [SE1], Chapter X, §5, proof of
lemma 1: Man betrachtet wieder die Gruppenalgebra V := (K,G) =
⊕
s∈GKes
als n-dimensionalen K−Vektorraum und definiert, nach Identifikation von V
mit Kn vermo¨ge der Basis es, s ∈ G, zu vorgegebenem (α) ∈ H2(G,K∗) eine
Abbildung T : G→ GL(V ) durch
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T (s)(et) := α(s, t)T (est), s, t ∈ G,
und erha¨lt damit das Element (P ) := (p ◦ T ) ∈ H1(G,PGL(n,K)) mit der
Eigenschaft ∆n((P )) = (α).
Aufgaben und Beispiele
(1) Sei G eine freie Gruppe und sei A ein G-Modul. Beweisen Sie, daß die
Gruppe H2(G,A) trivial ist. (Wohlbekannt; folgt sofort aus der universellen
Eigenschaft der freien Gruppe)
(2) Sei C2 eine zyklische Gruppe der Ordnung 2. Bestimmen Sie einen
zentralen 2-Kozykel f : C2 × C2 → C2, so daß die durch f bestimmte zentrale
gruppenerweiterung von C2 × C2 mit Kern C2 isomorph zur Diedergruppe der
Ordnung 8 ist. (Vgl. Bu¨cher u¨ber Gruppentheorie)
(3) Beweisen Sie Satz (4.5), d.h. beweisen Sie die Exaktheit der dort aufge-
fu¨hrten Sequenz von Kohomologiegruppen. (Vgl. dazu auch [H ])
(4) Erarbeiten Sie anhand der Arbeit [H ] eine nichtkommutative Verallge-
meinerung von Satz (4.5).
(5) Sei G eine Gruppe und sei G ein epimorphes Bild von G mit dem Epi-
morphismus p : G → G. Sei 1 → A → E q→ G → 1 eine Gruppenerweiterung
mit abelschem Kern A und mit dem zugeho¨rigen 2-Kozykel c : G × G → A.
Zeigen Sie, daß die folgenden Aussagen aequivalent sind:
(a) Es existiert ein Homomorphismus ϕ : G → E, so daß q ◦ ϕ = p
(b) (c) ∈ H2(G,A) liegt im Kern des Inflationshomomorphismus
inf : H2(G,A)→ H2(G, A).
Ist (a) oder (b) erfu¨llt, dann sagt man, daß das durch die Gruppener-
weiterung definierte Einbettungsproblem E(G,A, c) fu¨r G lo¨sbar ist.
(Man kann (4.5) anwenden; vgl. dazu auch [HM ], 1.2 und 2.1)
(6) Beweisen Sie fu¨r r = 1 und r = 2 das folgende Resultat von Sah:
Sei G eine Gruppe und sei A ein G-Modul. Angenommen α ist ein nicht-
triviales Element im Zentrum von G. Dann werden die Kohomologiegruppen
Hr(G,A), r ≥ 1, durch die Abbildung Hr(G,A) → Hr(G,A), die durch den
G-Homomorphismus α˜ : A→ A, x 7→ α(x)−x, definiert wird, annulliert. Ist ins-
besondere α˜ ein Automorphismus von A, dann ist Hr(G,A) = 0. (Vgl. [SAH ]
oder [LG3], p.118/119)
(7) Beweisen Sie das folgende Resultat von H. Hasse: Sei k ein Zahlko¨rper,
sei µm die Gruppe aller Einheitswurzeln in einem algebraischen Abschluß von
k und sei k′ := k(µm). Zeigen Sie: Ist m Potenz einer ungeraden Primzahl oder
ist m eine Potenz von 2 und µ4 ⊂ k, dann ist H1(G(k′/k), µm) = 1; dabei wird
µm als G(k
′/k)-Modul bezu¨glich der Galoisoperation aufgefaßt. (Vgl. Aufgabe
6 oder [NK], (4.8))
(8) Sei p eine Primzahl 6= 2. Zeigen Sie, daß bezu¨glich der natu¨rlichen
Operation von GL(2,Fp) auf dem 2-dimensionalen Fp-Vektorraum Fp × Fp die
Gruppe H1(GL(2,Fp),Fp × Fp) trivial ist. (Vgl. Aufgabe 6)
37
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
(9) SeiG eine endliche zyklische Gruppe der Ordnung n, sei s ein erzeugendes
Element von G und sei A ein multiplikativ geschriebener G-Modul. Fu¨r a ∈ AG
sei fa : G×G→ A die wie folgt definierte Abbildung:
fa(s
i, sj) :=
{
1, falls i+ j < n
a, falls i+ j ≥ n
Außerdem sei
NGA :=
{∏n−1
i=0 s
i(a) : a ∈ A
}
Zeigen Sie:
(a) fa ist ein 2-Kozykel
(b) Die Abbildung
AG/NGA→ H2(G,A), amodNGA 7→ (fa)
ist ein Isomorphismus. (Vgl. Bu¨cher u¨ber Kohomologie von Gruppen)
(10) Sei G eine Gruppe und sei
1→ A i→ B p→ C → 1
eine exakte Sequenz von Links-G-Gruppen, so daß i(A) im Zentrum von B
enthalten ist. Wir wollen eine gruppentheoretische Interpretation der Elemente
in H1(G,C) geben und folgen dabei der entsprechenden Darstellung in § 2 der
Arbeit [RQ] von P. Roquette. Sei dazu
B := {(b, s) : b ∈ B, s ∈ G},
versehen mit der Multiplikation
(b, s)(b′, t) := (bb′
s
, st);
B ist also das semidirekte Produkt von B mit G bezu¨glich der gegebenen
Operation von G auf B. Insbesondere gilt
B ∩G = 1, B ·G = B,
wobei B · G die von B und G erzeugte Untergruppe in B bezeichnet. Sei
U ≤ B eine Untergruppe mit den folgenden Eigenschaften:
(#) B ∩ U = A, B · U = B;
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d.h. U ist eine Gruppenerweiterung von U/A = U/(B ∩ U) ∼= B · U/B =
B/B ∼= G mit dem Kern A, so daß also eine exakte Sequenz der folgenden Form
besteht:
1→ A→ U π→ G→ 1
Sei u : G→ U, s 7→ us, ein Schnitt zu π. Es gilt
us = bss
mit einem Element bs ∈ B. Das Element p(bs) ∈ C ist durch s eindeutig
bestimmt. Aus π(usut) = π(ust) folgt
p(bs)p(bt)
s = p(bst) fu¨r alle s, t ∈ G.
Somit ist
β : G→ C, β(s) := p(bs),
ein 1-Kozykel, der durch die Gruppenerweiterung U von G mit dem Kern A
eindeutig bestimmt ist. Außerdem la¨ßt sich jedes Element aus U in eindeutiger
Weise in der Form aus = abss mit a ∈ A, s ∈ G, bs ∈ B darstellen. Ist
umgekehrt β : G → C, β(s) = cs, ein 1-Kozykel und sind bs ∈ B so, daß
p(bs) = cs fu¨r alle s ∈ G, dann bildet
U := {(abs, s) : a ∈ A, s ∈ G} ≤ B
eine Untergruppe von B mit den Eigenschaften (#).
Wir zeigen nun, daß je zwei Untergruppen U,U ′ vonB mit den Eigenschaften
(#) genau dannB-konjugiert sind, wenn die zugeho¨rigen 1-Kozykeln β, β′ : G→
C aequivalent sind. Dabei benutzen wir die Relation
b−1(bss)b = b
−1bsb
s−1s, b ∈ B, s ∈ G.
Sie zeigt, daß fu¨r beliebiges b ∈ B
U ′ = b−1Ub
genau dann gilt, wenn
β′(s) = p(b)−1β(s)p(b)s fu¨r alle s ∈ G
erfu¨llt ist; also genau dann, wenn die 1-Kozykeln β, β′ vermo¨ge p(b) aequiv-
alent sind. Somit ist bewiesen, vgl. [RQ], § 2,
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Satz Die B-Konjugationsklassen von Untergruppen U ≤ B mit den Eigen-
schaften (#) entsprechen unter der beschriebenen Korrespondenz bijektiv den
Elementen von H1(G,C).
§ 5. Projektive und induktive Grenzwerte
In diesem Abschnitt werden grundlegende Eigenschaften von projektiven
und induktiven Grenzwerten zusammengestellt, die fu¨r die Galoiskohomologie
von Bedeutung sind. Dabei folgen wir entsprechenden Ausfu¨hrungen in [KC],
§1; in [KP ], Chapter 3, §1 sowie in [H1], 2.4.1 und 2.4.2. Außerdem stellen
wir Hilfsmittel aus der mengentheoretischen Topologie zusammen, die in vielen
einschla¨gigen Lehrbu¨chern, z.B. in [FR] oder [J ], zu finden sind; vgl. dazu auch
[H1], 2.4.1.
Zuna¨chst definieren wir projektive und induktive Systeme. Dazu gehen wir
aus von einer geordneten Menge (I,≤), d.h. I ist eine nichtleere Menge und
≤ ist eine reflexive, transitive und antisymmetrische Relation, eine sogenannte
Ordnungsrelation. Eine geordnete Menge (I,≤) heißt gerichtet, wenn fu¨r alle
i, j ∈ I ein k ∈ I existiert, so daß i ≤ k und j ≤ k.
Definition Sei (I,≤) eine geordnete und gerichtete Menge und sei A eine
Kategorie. Ein projektives oder inverses bzw. induktives System von A u¨ber I
ist eine Familie
(I,Xi, fij)i,j∈I.i≤j
mit Objekten Xi von A und Morphismen
fij : Xj → Xi bzw. fij : Xi → Xj
von A fu¨r alle i ∈ I und alle i, j ∈ I mit i ≤ j, so daß gilt
(a) fii = idXi fu¨r alle i ∈ I
(b) fik = fij ◦ fjk bzw. fik = fjk ◦ fij
fu¨r alle i, j, k ∈ I mit i ≤ j ≤ k
(5.1) Beispiele (a) Sei p eine Primzahl, sei I = N, versehen mit der
natu¨rlichen Ordnung ≤ ; sei A die Kategorie der kommutativen Ringe, und
fu¨r i, j ∈ I mit i ≤ j sei fij : Z/pjZ→ Z/piZ, der Homomorphismus von Restk-
lassenringen, der jeder Restklasse x+ pjZ die entsprechende Restklasse x+ piZ
zuordnet. Dann ist (I;Z/piZ, fij) ein projektives System von A u¨ber I.
(b) Sei p eine Primzahl, sei I = N, versehen mit der natu¨rlichen Ordnung ≤
; sei A die Kategorie der kommutativen Gruppen. Fu¨r jedes i ∈ I sei (Z/piZ)∗
die Einheitengruppe des Restklassenringes Z/piZ und fu¨r i, j ∈ I mit i ≤ j
sei fij : (Z/pjZ)∗ → (Z/piZ)∗ der Homomorphismus von Gruppen, der x +
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pjZ ∈ (Z/pjZ)∗ auf x+piZ ∈ (Z/piZ)∗ abbildet. Dann ist (I, (Z/piZ)∗, fij) ein
projektives System von A u¨ber I.
(c) Sei I = N, versehen mit der Teilbarkeitsrelation / ; sei A die Kategorie
der kommutativen Gruppen, und fu¨r jedes m ∈ N sei µm die Gruppe der m-ten
Einheitswurzeln in C. Fu¨rm,n ∈ Nmitm/n sei fm,n : µm → µn die Einbettung
µm →֒ µn. Dann ist (I, µm, fm,n) ein induktives System von A u¨ber I.
(d) Sei k ein Ko¨rper und sei F eine k-Kategorie u¨ber einer Kategorie G(k)
von Ko¨rpererweiterungen von k, die alle in einem gemeinsamen Oberko¨rper
enthalten sind. Sei K/k eine Ko¨rpererweiterung in G(k). Sei {Ki/K : i ∈ I}
die Menge aller Ko¨rpererweiterungen von K in G(k). Fu¨r i, j ∈ I sei i ≤
j , falls Ki Teilko¨rper von Kj ist. Durch diese Festsetzung wird I zu einer
gerichteten Menge, wobei eine obere Schranke fu¨r Ki/k und Kj/k durch das
Kompositum vonKi undKj in dem zugrundegelegten gemeinsamen Oberko¨rper
gegeben ist. Sei X ein K-Objekt von F und sei EF(Ki/K,X) die Menge aller
K-Isomorphieklassen von Ki/K-Twistungen von X . Fu¨r i ≤ j sei
fjl : EF(Ki/K,X)→ EF(Kj/K,X)
die Abbildung, die jeder Ki/K-Twistung von X die entsprechende Kj/K-
Twistung von X zuordnet. Dann ist
(I, EF(Ki/K,X), fij)
ein induktives System von der Kategorie der Mengen mit ausgezeichnetem
Element u¨ber I.
Nun definieren wir projektive und induktive Grenzwerte.
Definition Sei (I,≤) eine geordnete und gerichtete Menge und sei A eine
Kategorie. Sei (I,Xi, fij) ein projektives System von A u¨ber I, so daß das Pro-
dukt
∏
i∈I Xi in A definiert ist (vgl. §1). Der projektive oder inverse Grenzwert
(Limes) dieses projektiven Systems ist, falls es existiert, ein Objekt X von A,
das sich in der folgenden Form darstellen la¨ßt:
X := lim←− i∈IXi :=
:= {x ∈∏i∈I Xi : fij(pj(x)) = pi(x) fu¨r alle i, j ∈ I mit i ≤ j};
dabei bezeichnen die pi :
∏
i∈I Xi → Xi die Projektionsabbildungen.
Sei (I,Xi, fij) ein induktives System von A u¨ber I, so daß das Koprodukt∐
i∈I Xi in A definiert ist (vgl. § 1). Der induktive Grenzwert (Limes) dieses
induktiven Systems ist, falls es existiert, ein Objekt X von A, das sich in der
folgenden Form darstellen la¨ßt
X := lim−→ i∈IXi := ∪i∈Ifi(Xi)/ ∼,
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wobei fi : Xi →
∐
i∈I Xi jeweils die Inklusion und ∪i∈Ifi(Xi)/ ∼ die Quo-
tientenmenge bezu¨glich der wie folgt definierten Aequivalenzrelation ∼ bezeich-
net.: x = fi(xi) ∈ fi(Xi) heißt aequivalent zu y = fj(xj) ∈ fj(Xj), falls ein
k ∈ I mit i ≤ k, j ≤ k und fik(xi) = fjk(xj) existiert.
Wenn ein projektiver bzw. induktiver Grenzwert existiert, so ist er auf-
grund seiner Konstruktion eindeutig bestimmt. Verschiedene projektive bzw.
induktive Systeme ko¨nnen denselben Grenzwert haben.
(5.2) Beispiele (a) Fu¨r das in (5.1), (a), gegebene projektive System heißt
dessen projektiver Grenzwert
Zp := lim←−i∈NZ/piZ
der Ring der p-adischen ganzen Zahlen. Er ist nullteilerfrei und sein Quo-
tientenko¨rper Qp heißt der Ko¨rper der rationalen p-adischen Zahlen.
(b) Fu¨r das in (5.1), (b), gegebene projektive System ist dessen projektiver
Grenzwert die Einheitengruppe Z∗p des Ringes Zp.
(c) Der induktive Grenzwert des in (5.1), (c), gegebenen induktiven Systems
ist die Gruppe aller Einheitswurzeln in C.
(d) Sei G eine Gruppe oder ein kommutativer Ring. Sei
N := {Ni : i ∈ I}
eine Menge von normalen Untergruppen bzw. Idealen von G, die in G
endlichen Index haben. Wir nehmen an, daß N bezu¨glich der Bildung endlich
vieler Durchschnitte abgeschlossen ist. Die Indexmenge I wird durch die fol-
gende Festsetzung zu einer geordneten Menge: Fu¨r i, j ∈ I sei i ≤ j genau
dann, wenn Ni ⊃ Nj gilt. Dann ist I eine gerichtete Menge, weil mit Ni und Nj
auch der Normalteiler Nk := Ni ∩ Nj von G - als Kern des Homomorphismus
G → G/Ni × G/Nj , g 7→ (gNi, gNj) - endlichen Index besitzt. Außerdem sei
fu¨r i, j ∈ I mit i ≤ j die Abbildung
fi,j : G/Nj → G/Ni
die durch Nj ⊂ Ni induzierte Projektionsabbildung. Dann ist (I,G/Ni, fi,j)
ein projektives System. Sei GN dessen projektiver Grenzwert. Ist N die Menge
aller normalen Untergruppen bzw. Ideale von G von endlichem Index, dann
heißt GN die totale Vervollsta¨ndigung von G. Ist p eine Primzahl und N
die Menge aller normalen Untergruppen bzw. Ideale von G mit p-Potenz In-
dex, dann heißt GN die p-Vervollsta¨ndigung von G. Beispielsweise ist die p-
Vervollsta¨ndigung des Ringes Z isomorph zum Ring Zp aller p-adischen ganzen
Zahlen (vgl. (a)). Die totale Vervollsta¨ndigung von Z ist aufgrund des chinesis-
chen Restsatzes isomorph zum direkten Produkt der Ringe Zp, p Primzahl.
(e) Sei k ein Ko¨rper, sei k ein separabler algebraischer Abschluß von k,
sei G(k) die Kategorie aller Ko¨rpererweiterungen von k in k und sei F eine
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k-Kategorie u¨ber G(k). In dem in Beispiel (5.1), (d), genannten induktiven
System betrachten wir fu¨r eine beliebige Ko¨rpererweiterung K/k in k und ein
beliebiges K-Objekt X von F das Teilsystem (I0, EF(Ki/K,X), fij), bei dem
Ki/K, i ∈ I0, alle Erweiterungen in k mit endlichem Grad (Ki : K) durchla¨uft
und definieren
EF(K,X) := lim−→(I0, EF(Ki/K,X)).
Definition Eine Zwischenko¨rpererweiterungL/K von k/K heißt Zerfa¨llungs-
ko¨rper von (Y ) ∈ EF(k/K,X), falls (YL) ∈ EF(k/L,XL) das triviale Element
ist, d.h. falls ein L-Isomorphismus YL ∼= XL existiert.
Bemerkung Wenn jedes Element aus EF(k/K,X) einen Zerfa¨llungsko¨rper
L mit endlichem Grad (L : K) besitzt, dann ist EF(K,X) = EF(k/K,X)
Definition Wir nennen jedes K-Objekt X von F mit der Eigenschaft, daß
jedes Element aus EF(k/K,X) einen Zerfa¨llungsko¨rper L mit endlichem Grad
(L : K) besitzt, ein proendliches K-Objekt von F.
(b) Fu¨r die folgenden Kategorien F und K-Objekte X von F besitzt jedes
Element aus EF(k/K,X) einen galoisschen Zerfa¨llungsko¨rper endlichen Grades:
(i) F = k-Kategorie aller quadratischen Ra¨ume, X = nichtausgearteter
quadratischer Raum u¨ber K (vgl. [SR], 2, Lemma 2.1)
(ii) F = T1,2 = k-Kategorie aller Algebren, X = zentraleinfache K-Algebra
(vgl. [D] , Kapitel IV, §4, Satz 18)
Nachfolgend werden einige Grundbegriffe aus der Topologie zusammengestellt,
die fu¨r die Untersuchung projektiver und induktiver Grenzwerte nu¨tzlich sind,
vgl. z.B. [FR], [J ].
Man sagt, daß auf einer Menge X eine Topologie gegeben ist, wenn fu¨r
jedes p ∈ X eine Menge von Teilmengen U(p) mit den folgenden Eigenschaften
existiert:
Fu¨r alle U ∈ U(p) ist p ∈ U.
Wenn U ∈ U(p) und V ⊃ U , dann gilt V ∈ U(p).
Wenn U1, U2 ∈ U(p), dann ist U1 ∩ U2 ∈ U(p).
Es ist X ∈ U(p).
Zu jedem U ∈ U(p) gibt es ein V ∈ U(p) so, daß U ∈ U(y) fu¨r alle y ∈ V .
Die Elemente aus U(p) nennt man Umgebungen von p, und die Familie
U = (U (p))p∈X
heißt Topologie auf X . Jede Menge X zusammen mit einer Topologie U auf
X heißt topologischer Raum.
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Beispiel Die diskrete Topologie auf einer MengeX ist gegeben durch U(p) =
{{p} : p ∈ X}.
Sei A ⊂ X eine Teilmenge eines topologischen Raumes X = (X, (U(p))p∈X).
p ∈ X heißt innerer Punkt von A, wenn ein U ∈ U(p) existiert, so daß U ⊂ A.
◦
A sei die Menge aller inneren Punkte.von A. p ∈ X heißt a¨ußerer Punkt von A,
wenn es ein U ∈ U(p) gibt, so daß U ⊂ X \A. p ∈ X heißt Randpunkt von A,
wenn in jedem U ∈ U(p) Punkte von A und X \A liegen. ∂A sei die Menge aller
Randpunkte von A. p ∈ X heißt Beru¨hrpunkt von A, wenn in jeder Umgebung
von p Punkte von A liegen. A sei die Menge aller Beru¨hrpunkte von A. A
heißt offen, wenn A nur aus inneren Punkten besteht. A heißt abgeschlossen,
wenn A = A gilt.
◦
A ist offen und A ist abgeschlossen. A ist offen genau
dann, wenn X \A abgeschlossen ist. p ∈ X heißt Ha¨ufungspunkt von A, wenn p
Beru¨hrpunkt von A \ {p} ist p ∈ X heißt isolierter Punkt von A, wenn es eine
Umgebung von p gibt, in der p der einzige Punkt aus A ist. U ist Umgebung
von p ∈ X genau dann, wenn es eine offene Menge O gibt, so daß p ∈ O ⊂ U.
Die Menge T aller offenen Teilmengen eines topologischen Raumes X hat die
folgenden Eigenschaften:
Die leere Menge ∅ und X geho¨ren zu T.
Die Vereinigung beliebig vieler Elemente aus T geho¨rt zu T.
Der Durchschnitt endlich vieler Elemente von T geho¨rt zu T.
Ist umgekehrt T eine Menge von Teilmengen einer Menge X , die diese Eigen-
schaften hat und nennt man eine Teilmenge U ⊂ X Umgebung von p ∈ X, wenn
es ein O ∈ T mit p ∈ O ⊂ U gibt, dann erha¨lt man auf diese Weise zu jedem
p ∈ X eine Menge von Teilmengen U(p) von X , so daß (X, (U(p))p∈X) ein
topologischer Raum ist.
Seien X,Y topologische Ra¨ume. Eine Abbildung f : X → Y heißt stetig
in x ∈ X , wenn es fu¨r jede Umgebung V von f(x) eine Umgebung U von x
gibt, so daß f(U) ⊂ V . Somit ist f : X → Y stetig, d.h. stetig in jedem
Punkt, wenn das Urbild jeder offenen Menge aus Y offen in X ist. Eine stetige
Abbildung f : X → Y heißt Homo¨omorphismus, wenn f bijektiv ist und die
Umkehrabbildung von f stetig ist.. Ein topologischer Raum X heißt zusam-
menha¨ngend, wenn es keine Aufteilung von X in nichtleere offene Teilmengen
gibt, d.h. wenn es keine Teilmengen U, V ⊂ X gibt, die offen und nicht leer sind
und fu¨r die X = U ∪ V , U ∩ V = ∅ gilt. Nennt man Punkte x, y eines topol-
ogischen Raumes X aequivalent, wenn x und y in einer zusammenha¨ngenden
Teilmenge von X enthalten sind, dann erha¨lt man dadurch eine Aequivalen-
zrelation auf X . Die entsprechenden Aequivalenzklassen heißen Zusammen-
hangskomponenten von X ; es sind abgeschlossene Teilmengen. X heißt total
unzusammenha¨ngend, wenn die Zusammenhangskomponenten jeweils nur aus
einem Punkt bestehen. Sind X1, X2 topologische Ra¨ume, so heißt die in der
Produktmenge X := X1 × X2 definierte Topologie, deren offene Mengen von
der Form O1 × O2 mit offenen Mengen O1 von X1 und O2 von X2 sind, die
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Produkttopologie auf X . Sei X ein topologischer Raum, sei Y eine Menge und
sei f : X → Y eine surjektive Abbildung. Die Quotiententopologie auf Y hat
als offene Mengen diejenigen Teilmengen V ⊂ Y , deren Urbilder f−1(V ) offene
Teilmengen von X sind. Ist Y eine Teilmenge eines topologischen Raumes X ,
dann nennt man V ⊂ Y offen, falls eine offene Teilmenge O ⊂ X existiert, so
daß V = O ∩ Y . Durch diese Festsetzung erha¨lt man eine Topologie auf Y ,
die sogenannte durch die Topologie von X auf Y induzierte Spurtopologie. Eine
Menge B von offenen Teilmengen eines topologischen Raums X heißt Basis von
X , wenn jede offene Menge von X Vereinigung von Elementen aus B ist. B
ist Basis von X genau dann, wenn zu jeder offenen Menge O ⊂ X und zu jedem
Punkt p ∈ X ein B ∈ B mit p ∈ B ⊂ O existiert. Eine Umgebungsbasis eines
Punktes p eines topologischen Raumes X ist eine Menge U ′ von Umgebungen
von p, so daß jede Umgebung von p eine Menge aus U ′ entha¨lt. Diejenigen
Mengen B einer Basis von X, die einen festen Punkt p enthalten, bilden eine
Basis B(p) von offenen Umgebungen von p. Ist fu¨r jeden Punkt p ∈ X die
Menge von Teilmengen B(p) eine Basis von offenen Umgebungen von p, dann
ist B := ∪p∈XB(p) eine Basis von X . Ein topologischer Raum X heißt kom-
pakt, wenn X hausdorffsch ist, d.h. je zwei verschiedene Punkte von X haben
disjunkte offene Umgebungen, und wenn jede U¨berdeckung von X mit offenen
Mengen, d.h. jede Darstellung von X als Vereinigung offener Teilmengen Oν ,
eine endliche Teilu¨berdeckung entha¨lt, d.h. Vereinigung von endlich vielen der
offenen Mengen Oν ist. Stetige Bilder kompakter Mengen sind kompakt und
stetige Bilder zusammenha¨ngender Mengen sind zusammenha¨ngend. Man sagt,
daß eine Teilmenge A eines topologischen Raumes X dicht in X liegt, wenn in
jeder Umgebung eines jeden Punktes von X ein Punkt aus A liegt.
Die topologischen Ra¨ume - als Objekte - bilden zusammen mit den stetigen
Abbildungen zwischen ihnen - als Morphismen - eine Kategorie Top
Die folgenden einfachen topologischen Aussagen werden in Lehrbu¨chern u¨ber
Topologie bewiesen, vgl. z.B. [FR], [J ].
(5.3) Satz Fu¨r beliebige topologische Ra¨ume X,Y gelten die folgenden Aus-
sagen
(i) Ist X hausdorffsch, dann ist jede kompakte Teilmenge A ⊂ X
abgeschlossen
(ii) Ist X diskret, dann ist X hausdorffsch
(iii) Ist X endlich, dann ist X genau dann hausdorffsch, wenn X diskret
ist.
(iv) Ist A ⊂ X eine dichte Teilmenge, dann ist A = X
(v) Ist f : X → Y eine stetige Abbildung, dann gilt
(a) Wenn A ⊂ X eine kompakte Teilmenge ist, dann ist f(A) kompakt
(b) Wenn f injektiv ist, dann ist f ein Homo¨omorphismus, wenn Bilder
f(A) abgeschlossener Teilmengen A ⊂ X abgeschlossen in Y sind.
Sei (Xi)i∈I eine Familie von topologischen Ra¨umen und sei X := ×i∈IXi
das cartesische Produkt der Xi. X wird mit der folgenden Festsetzung zu
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einem topologischen Raum, dem sogenannten topologischen Produktraum der
Xi, i ∈ I : Eine Basis fu¨r die Topologie auf X sind die Teilmengen der Form∏
i∈S Ui ×
∏
i∈I\S Xi,
wobei S ⊂ I eine endliche Teilmenge ist und Ui fu¨r i ∈ S eine offene Teil-
menge von Xi ist. Die Projektionsabbildungen
pk : X → Xk, (xi)i∈I 7→ xk,
sind dann stetig, weil fu¨r jede offene Teilmenge U ⊂ Xk das Urbild
p−1k (U) = {(xi)i∈I : xi ∈ Xi fu¨r i 6= j, xj ∈ U}
offen in X ist. Ist Y ⊂ X eine Teilmenge des cartesischen Produkts
X = ×i∈IXi der Xi, dann werden die Restriktionen p|Xk : Y → Xk ebenfalls als
Projektionen bezeichnet; sie sind bezu¨glich der von der Produkttopologie von X
auf Y induzierten Spurtopologie stetig. Ist die Topologie auf Xi jeweils diskret,
dann bilden die folgenden Mengen eine Umgebungsbasis fu¨r die Topologie auf
X :
{xk} ×
∏
i∈I\{k}Xi , k ∈ I.
(5.4) Satz In der Kategorie der topologischen Ra¨ume existieren stets Pro-
dukte.
Beweis: Sei (Xi)i∈I eine Familie von topologischen Ra¨umen, sei X das
cartesische Produkt derXi, versehen mit der oben definierten Produkttopologie,
und seien pi : X → Xi die zugeho¨rigen Projektionsabbildungen. Sei Y ein
weiterer topologischer Raum und seien gi : Y → Xi, i ∈ I, stetige Abbildungen.
Dann ist die Abbildung
h : Y → X, y 7→ (gi(y))i∈I
stetig, weil die gi stetig sind, und es gilt
pi ◦ h = gi fu¨r alle i ∈ I.
Ist h′ : Y → X eine weitere stetige Abbildung mit der Eigenschaft pi◦h′ = gi
fu¨r alle i ∈ I, dann ist h′(y) = ((gi(y))i∈I fu¨r alle y ∈ Y , d.h. es gilt h = h′.
Damit ist der Beweis von (5.4) beendet.
.
(5.5) Satz Sei (I,Xi, fij) ein projektives System von topologischen Ra¨umen
mit stetigen Abbildungen fij : Xj → Xi. Dann existiert der projektive Grenz-
wert X dieses projektiven Systems, und es gilt:
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(i) Sind die Xi hausdorffsch, so auch X, und X ist abgeschlossen im topol-
ogischen Produktraum
∏
i∈I Xi.
(ii) Sind die Xi hausdorffsch und kompakt, dann ist auch X kompakt.
(iii) Sind die Xi total unzusammenha¨ngend, dann ist auch X total unzusam-
menha¨ngend.
Beweis: (i): Nach (5.4) existiert der topologische Produktraum
∏
i∈I Xi.
Somit ist der projektive GrenzwertX := lim←−Xi ein topologischer Raum bezu¨glich
der auf X induzierten Spurtopologie. Sind die Xi hausdorffsch und sind x =
(xi), y = (yi) zwei verschiedene Elemente aus X , dann gibt es ein k ∈ I, so
daß xk 6= yk, d.h. pk(x) 6= pk(y). Da Xk hausdorffsch ist, gibt es in Xk offene
Umgebungen Uk von xk sowie Vk von yk mit der Eigenschaft Uk ∩Vk = ∅. Dann
sind die Urbilder von Uk und Vk unter der stetigen Projektionsabbildung pk
offene Umgebungen von x bzw. y. Diese Urbilder sind disjunkt. Also ist X
hausdorffsch. Fu¨r j ≤ k setze
Xjk := {(xi) ∈
∏
i∈I Xi : fjk(xk) = xj}
= {x ∈∏i∈I Xi : (fjk ◦ pk)(x) = pj(x)}.
Dann ist
X = ∩j,k∈I, j≤kXjk.
Die Xjk sind abgeschlossen bezu¨glich der Produkttopologie auf
∏
i∈I Xi :
Die Abbildungen pj und fjk ◦ pk sind stetige Abbildungen von X nach Xj . Sei
Z := Xj ×Xj . Dann ist die Abbildung
h : X → Z, x 7→ (pj(x), (fjk ◦ pk)(x)),
stetig. Die Teilmenge
Y := {(xj , yj) ∈ Z : xj = yj}
von Z ist abgeschlossen: Sei dazu (xj , yj) ∈ Z \ Y , d.h. xj 6= yj. Da Xj
hausdorffsch ist, gibt es offene Umgebungen U von xj und V von yj mit der
Eigenschaft U ∩ V = ∅. Dann ist U × V eine offene Umgebung von (xj , yj)
in Z, die kein Element von Y entha¨lt. Also ist Z \ Y offen und daher Y
abgeschlossen. Da das Urbild von Y unter h gleichXjk ist und da h stetig ist, ist
Xjk abgeschlossen in X . Es folgt, daß X als Durchschnitt der abgeschlossenen
Mengen Xjk abgeschlossen ist. Damit ist die Behauptung (i) bewiesen.
(ii): Sind die Xi außerdem kompakt, so ist nach einem bekannten Satz von
Tychonoff der topologische Produktraum
∏
i∈I Xi kompakt, vgl. z.B. [J ], und
daher X als abgeschlossene Teilmenge eines kompakten und nach (i) auch haus-
dorffschen topologischen Raumes ebenfalls kompakt.
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(iii): Da die Projektionsabbildungen pk : X → Xk stetig sind, sind die Bilder
zusammenha¨ngender Teilmengen aus X zusammenha¨ngend in Xk. Liegen daher
zwei Elemente x, y aus X in ein und derselben Zusammenhangskomponente,
dann sind deren Projektionen gleich. Somit gilt, weil die Xk total unzusam-
menha¨ngend sind, x = y.
Damit ist (5.5) bewiesen.
Gelegentlich ist eine kategorielle Betrachtungsweise projektiver und induk-
tiver Grenzwerte nu¨tzlich. Wir stellen diese Sichtweise nachfolgend kurz dar
und folgen dabei den entsprechenden Ausfu¨hrungen in [KC]. Dazu betrachten
wir die bezu¨glich der Ordnungsrelation ≤ gerichtete Menge I als Kategorie: Die
Objekte sind die Elemente von I und fu¨r i, j ∈ I ist
Mor(i, j) :=
{ {≤}, falls i ≤ j
∅, andernfalls
die Menge der Morphismen von i nach j. Sei A eine Kategorie. Ein projek-
tives (inverses) System von A u¨ber I la¨ßt sich dann auffassen als kontravarianter
Funktor P : I → A; wir schreiben
P = (I,Xi, fij)
mit
Xi = P (i), i ∈ I; fij = P (i ≤ j) : Xj → Xi, i, j ∈ I, i ≤ j.
Ein direktes System von I u¨ber A ist ein kovarianter Funktor P : I → A;
wir schreiben
P = (I,Xi, fij)
mit
Xi = P (i), i ∈ I, fij = P (i ≤ j) : Xi → Xj , i, j ∈ I, i ≤ j.
Sei X ein Objekt von A. Das sogenannte triviale inverse System P ordnet
jedem i ∈ I das Objekt X zu und ordnet dem Morphismus, der i ≤ j entspricht,
die Identita¨t von X zu. Jedem Morphismus f : X ′ → X von A entspricht ein
Morphismus von Funktoren PX′ → PX , der ebenfalls mit f bezeichnet wird. Ist
P = (I,Xi, fij) ein projektives System von A u¨ber I, dann ist der projektive
(inverse) Grenzwert von P , falls es existiert, ein Objekt X von A zusammen
mit einem Morphismus von Funktoren Φ : PX → P , so daß fu¨r jedes Objekt
X ′ von A und fu¨r jeden Morphismus von Funktoren Φ′ : PX′ → P genau ein
Morphismus f : X ′ → X existiert, so daß Φ ◦ f = Φ′. Dabei ist ein Morphismus
von Funktoren PX → P gegeben durch eine Familie von Morphismen (ϕi : X →
Xi)i∈I , so daß fu¨r alle i, j ∈ I mit i ≤ j das folgende Diagramm kommutiert
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X
ϕi→ Xi
ϕj ց ր fij
Xj
Sind P = (I,Xi, fij) bzw. Q = (J, Yi, gij) projektive Systeme von der
KategorieA u¨ber I bzw. J , dann ist ein Morphismus Ψ : P → Q ein Morphismus
Φ : J → I zusammen mit einer Familie von Morphismen
Ψj : XΦ(j) → Yj , j ∈ J,
so daß fu¨r alle i, j ∈ J mit i ≤ j das folgende Diagramm kommutiert
XΦ(j)
Ψj→ Yj
fΦ(i),Φ(j) ↓ ↓ gij
XΦ(i)
Ψi→ Xi
Ein solcher Morphismus Ψ : P → Q induziert einen Morphismus der
entsprechenden projektiven Grenzwerte
ϕ : lim←−Xi → lim←−Yi, ϕ(
∏
i∈I xi) :=
∏
j∈I Ψj(xΦ(j)).
Sei AI die Kategorie der projektiven Systeme von der Kategorie A u¨ber I.
Fu¨r den Beweis des folgenden Satzes verweisen wir auf [KC], 1.1.
(5.6) Satz Der Funktor
lim←−i∈I : AI → A
ist exakt, d.h. sind W := (I,Wi, eij), X := (I,Xi, fij), Y := (I, Yi, gij)
Objekte von AI , sind W → X , X → Y Morphismen in AI und ist fu¨r jedes
i ∈ I die zugeho¨rige Sequenz von Morphismen
1→Wi → Xi → Yi → 1
in A exakt, dann ist auch die folgende Sequenz von Morphismen in A exakt
1→ lim←−Wi → lim←−Xi → lim←−Yi → 1.
49
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
Aufgaben und Beispiele
(1) Sei f : X → Y eine stetige Abbildung von topologischen Ra¨umen. Zeigen
Sie: Ist U ⊂ X eine kompakte Teilmenge und ist die Topologie von Y diskret,
dann ist die Menge f(U) endlich. (Ganz einfach)
(2) Geben Sie einen Beweis fu¨r Satz (5.6). (Vgl. [KC], 1.1)
§ 6. Proendliche Gruppen
In diesem Abschnitt werden grundlegende Tatsachen u¨ber proendliche Grup-
pen zusammengestellt. Dabei folgen wir entsprechenden Ausfu¨hrungen in [GB];
[H1], 2.4.2; [KC]; [RB]; [SE2], Chapter I; [SH ] bzw. [WS].
Eine topologische Gruppe ist eine Gruppe G, die ein topologischer Raum ist,
so daß die Gruppenoperationen
G×G→ G , (a, b) 7→ ab; G→ G , a 7→ a−1
stetige Abbildungen sind; dabei wirdG×G als topologischer Raum bezu¨glich
der Produkttopologie betrachtet (siehe § 5). Die topologischen Gruppen - als
Objekte - zusammen mit den stetigen Gruppenhomomorphismen - als Morphis-
men - bilden eine Kategorie.
(6.1) Satz Seien G,G′ topologische Gruppen. Dann gilt:
(i) Ist U ⊂ G offen und ist A ⊂ G eine beliebige Teilmenge, so sind AU
und UA offen
(ii) Ist f : G→ G′ ein Homomorphismus von abstrakten Gruppen, dann ist
f stetig, wenn jede Menge einer Umgebungsbasis des neutralen Elementes von
G′ ein offenes Urbild besitzt.
Beweis: (i) Fu¨r festes s ∈ G sind die Abbildungen
ts : G→ G , t 7→ ts−1; st : G→ G , t 7→ s−1t
stetig, weil sie sich jeweils als Komposition von stetigen Abbildungen
darstellen lassen. Deshalb sind die Urbilder von U ⊂ G, na¨mlich Us bzw.
sU , jeweils offen. Somit sind die Mengen
UA = ∪s∈AUs bzw. AU = ∪s∈AsU
jeweils als Vereinigung offener Mengen offen.
(ii) Wenn offene Teilmengen Gi ⊂ G′ eine Umgebungsbasis des neutralen
Elementes von G′ bilden, dann bilden fu¨r jedes s ∈ G′ die nach (i) offenen
Teilmengen sGi eine Umgebungsbasis von s; denn wenn U eine Umgebung von
s ist, dann ist s−1U eine Umgebung des neutralen Elementes; und ist Gk ⊂
s−1U eine Menge aus einer Umgebungsbasis des neutralen Elementes, dann ist
sGk ⊂ ss−1U = U eine offene Teilmenge. Die Behauptung folgt.
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Damit ist (6.1) bewiesen.
Mit den Methoden aus § 5 la¨ßt sich der folgende Satz beweisen.
(6.2) Satz In der Kategorie der topologischen Gruppen existieren stets Pro-
dukte und projektive Grenzwerte.
Im Folgenden werden endliche Gruppen als diskrete topologische Gruppen
betrachtet.
Definition Eine proendliche Gruppe ist eine topologische Gruppe, die pro-
jektiver Grenzwert endlicher Gruppen ist.
Die proendlichen Gruppen als Objekte zusammen mit den stetigen Grup-
penhomomorphismen als Morphismen bilden eine Kategorie.
Nachfolgend beschreiben wir einige Eigenschaften proendlicher Gruppen.
(6.3) Satz Sei (I,Gi, fij) ein projektives System endlicher Gruppen und sei
G der projektive Grenzwert dieses Systems. Seien pi : G→ Gi die entsprechen-
den Projektionsabbildungen. Dann ist G sowohl hausdorffsch als auch kompakt,
und die Menge {Kern(pi) : i ∈ I} bildet eine Umgebungsbasis des neutralen
Elementes von G, die aus lauter offenen Normalteilern von endlichem Index
besteht. Außerdem ist G total unzusammenha¨ngend.
Beweis: Die endlichen, diskreten Gruppen Gi sind hausdorffsch und, da jede
ihrer U¨berdeckungen endlich ist, auch kompakt. Nach (5.5) ist damit auch G
hausdorffsch und kompakt. Die Normalteiler Kern(pi), i ∈ I, sind alle offen;
denn in der diskreten Menge Gi sind die einelementigen Mengen {eGi}, die
jeweils nur aus dem neutralen Element von Gi bestehen, offen, und daher sind
wegen der Stetigkeit der pi die Mengen Kern(pi) als Urbilder von {eGi} unter
den stetigen Projektionsabbildungen pi ebenfalls offen. Sie haben nach Kon-
struktion auch endlichen Index. Es bleibt zu zeigen, daß {Kern(pi) : i ∈ I}
eine Umgebungsbasis von 1G ist und daß G total unzusammenha¨ngend ist. Sei
V ⊂ G eine offene Umgebung von eG und sei U eine offene Menge im topol-
ogischen Produktraum
∏
i∈I Gi mit der Eigenschaft V = U ∩ G. Dann gibt es
nach Definition der Produkttopologie eine endliche Teilmenge S ⊂ I und fu¨r
jedes i ∈ S eine offene Teilmenge Ui ⊂ Gi, so daß
U ⊃∏i∈S Ui ×∏i∈IS Gi.
Sei k ∈ I so, daß i ≤ k fu¨r alle i ∈ S. Wir zeigen, daß Kern(pk) ⊂ U : Es ist
Kern(pk) = {(si)i∈I ∈ G : sk = eGk} =
= {(si)i∈I ∈
∏
i∈I Gi : sk = eGk und fij(sj) = si fu¨r alle i ≤ j}.
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Ist daher (si)i∈I ∈ Kern(pk), dann gilt fu¨r alle i ∈ S wegen i ≤ k:
fik(eGk) = eGi = si ,
d.h. si ∈ Ui, weil Ui eine Umgebung von eGi ist; und fu¨r i ∈ I \ S gilt
si ∈ Gi. Somit ist (si)i∈I ∈ U .
Damit ist Kern(pk) eine offene Teilmenge von U und wegen Kern(pk) ⊂ G
auch eine offene Teilmenge von V . Somit bildet die Menge
{Kern(pi) : i ∈ I}
eine Umgebungsbasis des neutralen Elementes eG von G, die aus lauter of-
fenen Normalteilern von endlichem Index besteht.
Die Gi sind als endliche Gruppen mit der diskreten Topologie total unzusam-
menha¨ngend, und damit ist nach (5.5) auch G total unzusammenha¨ngend.
Damit ist der Beweis von (6.3) beendet.
(6.4) Satz G sei eine topologische Gruppe, die sowohl hausdorffsch als auch
kompakt ist und eine Umgebungsbasis {Ni : i ∈ I} des neutralen Elementes 1G
besitzt, die aus allen offenen Normalteilern Ni von G besteht. Dann haben alle
Ni endlichen Index in G, und es gilt G ∼= G′ := lim←−G/Ni, wobei der projektive
Grenzwert bezu¨glich der Projektionsabbildungen pij : G/Nj → G/Ni fu¨r i, j ∈ I
mit Nj ⊂ Ni, gebildet ist.
Beweis: Wir zeigen zuna¨chst, daß I mit der Festsetzung ”i ≤ j genau dann,
wenn Ni ⊃ Nj” zu einer geordneten, gerichteten Menge wird. Seien dazu
i, j ∈ I. Da der Durchschnitt von zwei offenen Normalteilern Ni, Nj wieder
ein offener Normalteiler ist, hat k ∈ I mit Nk := Ni ∩Nj die Eigenschaft i ≤ k
und j ≤ k. Aus der vorausgesetzten Kompaktheit von G folgt, daß die Faktor-
gruppen G/Ni, i ∈ I, alle endlich sind; denn G ist disjunkte Vereinigung der
nach (6.1), (i), offenen Nebenklassen von Ni in G, und endlich viele davon re-
ichen aus, um G zu u¨berdecken. Die Faktorgruppen G/Ni, i ∈ I, sind bezu¨glich
der Quotiententopologie topologische Gruppen. Sind sNi und s
′Ni zwei ver-
schiedene Elemente aus G/Ni, dann existiert eine offene Umgebung U von s
und eine offene Umgebung U ′ von s′ in G, so daß U ∩ U ′ = ∅; denn G ist nach
Voraussetzung hausdorffsch. Somit sind V := U ∩ sNi und V ′ := U ′ ∩ s′Ni
disjunkt und offen in G. Also sind V Ni und V
′Ni disjunkte und nach (6.1),
(i), offene Umgebungen von sNi bzw. s
′Ni in G/Ni. Die Faktorgruppen G/Ni,
i ∈ I, sind somit alle hausdorffsch und wegen ihrer Endlichkeit auch diskret.
Ist Nj ⊂ Ni und UNi offen in G/Ni, dann ist nach Definition der Quotienten-
topologie auch U offen. Also ist UNj offen in G/Nj . Wegen UNj = p
−1
ij (UNi)
sind die Projektionsabbildungen pij : Gj → Gi alle stetig. (I,G/Ni, pij) ist
also ein projektives System. Es ist noch zu zeigen, daß die folgende Abbildung
ein Isomorphismus und ein Homo¨omorphismus ist:
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f : G→ G′ := lim←−G/Ni, s 7→ (sNi)i∈I .
Wegen f(st) = (stNi)i∈I = (sNitNi)i∈I ist f ein Homomorphismus. Außer-
dem folgt aus der Definition, daß Kern(f) = ∩i∈INi. Wir zeigen ∩i∈INi =
{eG}. Angenommen es existiert ein s ∈ G, s 6= 1G mit s ∈ ∩i∈INi. Da G haus-
dorffsch ist, existiert eine Umgebung von s, die disjunkt zu einer Umgebung U
von eG ist. Sei N ein offener Normalteiler von G mit N ⊂ U , etwa N = Nk. Ein
solches N existiert, da die Ni, i ∈ I, nach Voraussetzung eine Umgebungsbasis
von eG bilden. Dann ist s /∈ Nk und somit s /∈ ∩i∈INi, im Widerspruch zur
Wahl von s. Also ist f injektiv. Wir betrachten nun die Projektionsabbildungen
pk : G→ G/Nk , s 7→ sNk
p′k : G
′ → G/Nk , (sNi)i∈I 7→ sNk .
Nach Definition der Quotiententopologie ist pk stetig, und p
′
k ist stetig auf-
grund der Definition der Produkttopologie. Nach (6.3) ist {Kern(p′i) : i ∈ I}
eine Umgebungsbasis des neutralen Elementes eG′ von G
′, die aus lauter offenen
Mengen besteht. Das Urbild von Kern(p′k) unter f ist Nk, also offen, also f
stetig. Sei s := (si)i∈I ∈ G′. Dann ist sKern(p′k) eine offene Umgebung von
s. Sei t ∈ skNk ⊂ G. Dann ist f(t) ∈ sKern(p′k). Daraus folgt, daß das
Bild f(G) von f dicht in G′ liegt. Da G kompakt ist, ist f(G) kompakt und
abgeschlossen, also f(G) = f(G) = G′. f ist also auch surjektiv. Insgesamt ist
damit bewiesen, daß f ein Isomorphismus ist. Ist A ⊂ G abgeschlossen, dann
ist A und damit f(A) kompakt. Also ist f(A) auch abgeschlossen. Es folgt, daß
auch die Umkehrabbildung von f stetig und damit f ein Homo¨omorphismus
ist. Damit ist (6.4) bewiesen.
Wir halten ausdru¨cklich fest, daß offene Untergruppen proendlicher Grup-
pen endlichen Index besitzen, weil die offene U¨berdeckung einer proendlichen
Gruppe G, die durch eine Nebenklassenzerlegung nach einer offenen Unter-
gruppe gegeben wird, wegen der Kompaktheit von G eine endliche Teilu¨ber-
deckung entha¨lt. Außerdem ist jede offene Untergruppe U einer proendlichen
Gruppe als Komplement der offenen Menge, die durch die Vereinigung der von U
verschiedenen Nebenklassen von U gegeben wird, auch abgeschlossen. Ist U eine
abgeschlossene Untergruppe einer proendlichen Gruppe und hat U endlichen In-
dex in G, dann ist U als Komplement der abgeschlossenen Menge, die durch die
Vereinigung der von U verschiedenen Nebenklassen von U gegeben wird, auch
offen.
Es la¨ßt sich zeigen, daß abgeschlossene Untergruppen, Faktorgruppen nach
abgeschlossenen Normalteilern, direkte Produkte bzw. projektive Grenzwerte
von proendlichen Gruppen wieder proendliche Gruppen sind. Außerdem ist fu¨r
jede abgeschlossene Untergruppe H der proendlichen Gruppe G der homogene
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Raum G\H aller Rechtsnebenklassen von H in G kompakt und total unzusam-
menha¨ngend ist.
Die Existenz stetiger Repra¨sentantensysteme in proendlichen Gruppen wird
durch den folgenden Satz garantiert; vgl. [SE2], Chapter I, 1.2.
(6.5) Satz Sei H eine abgeschlossene Untergruppe der proendlichen Gruppe
G. Dann existiert ein stetiges Repra¨sentantensystem u : G \ H → G, σ 7→
uσ, mit u(H) = eG, d.h. u ist eine stetige Abbildung von der Menge der
Rechtsnebenklassen von H in G, die die Nebenklasse H auf das neutrale Element
eG von G abbildet, so daß die Komposition von u mit der Projektionsabbildung
G→ G \H die identische Abbildung ist.
Allgemeiner gilt, vgl. [SE2], Chapter I, 1.2
(6.6) Satz Seien K ⊂ H abgeschlossene Untergruppen der proendlichen
Gruppe G. Dann existiert ein stetiger Schnitt s : G \ H → G \ K, d.h. eine
stetige Abbildung s von dem topologischen Raum der Rechtsnebenklassen von H
in G in den topologischen Raum der Rechtsnebenklassen von K in G, so daß
die Komposition von s mit der durch K ⊂ H induzierten Projektionsabbildung
G \K → G \H die Identita¨t ergibt.
Wir folgen beim Beweis dieses Satzes der Darstellung in [SE2], Chapter I,
§1, und beweisen zuna¨chst zwei Hilfssa¨tze.
(6.7) Hilfssatz Sei G eine kompakte Gruppe und sei (Si)i∈I eine ab-
steigende Folge von abgeschlossenen Untergruppen Si, so daß also (I,G\Si, fij)
mit der durch Sj ⊂ Si induzierten Projektionsabbildung fij : G \ Sj → G \ Si,
xSj 7→ xSi, ein projektives System topologischer Ra¨ume bildet. Sei S := ∩i∈ISi.
Dann ist die Abbildung
f : G \ S → lim←−G \ Si , xS 7→ (xSi)i∈I ,
ein Homo¨omorphismus topologischer Ra¨ume.
Beweis: Die Abbildung f ist nach Konstruktion stetig und injektiv, und
ihr Bild liegt dicht. Da G und alle Quotientenra¨ume kompakt sind und somit
auch der projektive Grenzwert kompakt ist, ist auch Bild(f) kompakt, also
abgeschlossen, und damit lim←−G \ Si = Bild(f) = Bild(f), also f surjektiv.
Ist A ⊂ G \ S abgeschlossen, dann ist A und damit auch f(A) kompakt und
daher abgeschlossen. Die Umkehrabbildung von f ist also stetig. f ist somit
ein Hmo¨omorphismus.
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(6.8) Hilfssatz Der Satz ist richtig, wenn H \ K endlich ist. Wenn H
und K Normalteiler von G sind, dann zerfa¨llt die exakte Sequenz 1→ H/K →
G/K → G/H → 1 auf einer offenen Untergruppe von G/H.
Beweis: Sei U ein offener Normalteiler von G mit U ∩ H ⊂ K. Die Ein-
schra¨nkung der Projektionsabbildung π : G/K → G/H , xK 7→ xH , auf das
Bild U ′ von U in G/K ist also injektiv und ein Homomorphismus, wenn H und
K Normalteiler sind. Sei U” := π(U ′). Die Umkehrabbildung s := (π|U ′)
−1 :
U” → U ′ ist ein Schnitt. Daraus folgt die Behauptung u¨ber das Zerfallen der
exakten Sequenz auf der offenen Untergruppe U ′ ⊂ G/H . Weil U” offen in der
kompakten Gruppe G/H ist, hat U” in G/H endlichen Index. Mit Hilfe einer
endlichen Nebenklassenzerlegung G/H =
·∪xxU” la¨ßt sich dieser Schnitt s zu
einem Schnitt auf G/H fortsetzen:
s′(xu) := xs(u), u ∈ U”.
Damit ist (6.8) bewiesen.
Beweis von (6.6): Wir ko¨nnen ohne Einschra¨nkung annehmen, daß K = {1}
ist. SeiX die Menge aller Paare (S, s), wobei S eine abgeschlossene Untergruppe
von H und s : G\H → G\S ein stetiger Schnitt ist. X wird wie folgt geordnet:
Es gilt (S′, s′) ≤ (S, s) genau dann, wenn S ⊂ S′ und wenn s′ die Komposition
des Schnittes s : G\H → G\S mit der Projektionsabbildung G\S → G\S′ ist.
Sei {(Si, si)}i∈I eine total geordnete Teilmenge von X und sei S := ∩i∈ISi. S′
ist eine abgeschlossene Untergruppe von H . Nach (6.8) ist G \ S homo¨omorph
zu lim←−G \ Si. Aus den stetigen Schnitten si : G \H → G \ Si erha¨lt man daher
einen stetigen Schnitt s : G\H → G\S, d.h. es gilt (S, s) ∈ X . Das Lemma von
Zorn hat zur Folge, daßX ein maximales Element (T, t) entha¨lt: Wir zeigen, daß
T = {1} ist. Angenommen T 6= {1}. Dann existiert eine offene Untergruppe U
von G, so daß T ∩ U 6= T . Hilfssatz (6.9), angewandt auf (G, T, T ∩ U), liefert
einen stetigen Schnitt G \ T → G \ (T ∩ U). Der Schnitt t : G \ H → G \ T
komponiert mit diesem Schnitt ergibt einen stetigen Schnitt G\H → G\(T∩U),
im Widerspruch zur Maximalita¨t von (T, t).
Damit ist der Beweis von (6.7) beendet.
Sei I eine Menge und sei F (I) die freie Gruppe mit freien Erzeugern si,
i ∈ I. Sei N die Menge aller Normalteiler von F (I) von endlichem Index, die
fast alle si enthalten. Man erha¨lt ein projektives System
(N , F (I)/N, fN,M ),
wobei fu¨r M,N ∈ N mit M ⊂ N
fN,M : F (I)/M → F (I)/N
die durchM ⊂ N induzierte Projektionsabbildung ist. Der projektive Gren-
zwert dieses Systems
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FI := lim←−N∈NF (I)/N
heißt die freie proendliche Gruppe mit freien Erzeugern si, i ∈ I.
Ist N die Familie aller Normalteiler von F (I) von endlichem Index mit
auflo¨sbarer Faktorgruppe bzw. mit Faktorgruppe von p-Potenzindex fu¨r eine
Primzahl p, die jeweils fast alle si enthalten, dann heißt der entsprechende pro-
jektive Grenzwert FI die freie proauflo¨sbare bzw. die freie pro-p-Gruppe mit
freien Erzeugern si, i ∈ I.
Der folgende Satz wird z.B. in [KC] bewiesen.
(6.9) Satz In allen drei Fa¨llen ist die natu¨rliche Abbildung F (I) → FI
injektiv. Ist G eine proendliche Gruppe und ist {gi : i ∈ I} eine Menge von
Elementen aus G, so daß jede Umgebung des neutralen Elementes von G fast
alle gi entha¨lt, dann induziert die Zuordnung si 7−→ gi, i ∈ I, einen stetigen
Homomorphismus FI → G.
Definition Sei G eine proendliche Gruppe. Eine Menge von Elementen
A = {gi : i ∈ I} aus G heißt Erzeugendensystem von G, wenn die kleinste
abgeschlossene Untergruppe von G, die A entha¨lt, gleich G ist, d.h. wenn
G gleich dem Durchschnitt aller abgeschlossenen Untergruppen U von G mit
A ⊂ U ist.
Aufgaben und Beispiele
(1) Sei P die Menge aller Primzahlen. Die Elemente von
N˜0 := {f : P→ N0 ∪ {∞} Abbildung}
= {∏p∈P pmp : mp ∈ N0 ∪ {∞}}
heißen ”u¨bernatu¨rliche Zahlen”; Produkte, gro¨ßte gemeinsame Teiler sowie
kleinste gemeinsame Vielfache von Elementen aus N˜0 sind in offensichtlicher
Weise definiert. Sei G eine proendliche Gruppe und sei H eine abgeschlossene
Untergruppe von G. Der Index von H in G ist definiert durch
(G : H) := kgV {G/U : H/(H ∩ U)), U offener Normalteiler in G}.
Zeigen Sie: Sind K ≤ H ≤ G proendlich, dann gilt
(G : H) = (G : H)(H : K)
und H ist genau dann offen in G, wenn(G : H) ∈ N .
Insbesondere ist also der Begriff ”Ordnung von G” definiert. (Vgl. [SE2],
Chapter I, §1)
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(2) Sei G eine proendliche Gruppe und sei Q/Z mit der diskreten Topologie
versehen. Sei χ : G → Q/Z ein stetiger Homomorphismus. Zeigen Sie: Die
Faktorgruppe G/Ker(χ) ist eine endliche zyklische Gruppe. (Ziemlich leicht)
(3) Die Charaktergruppe einer proendlichen Gruppe: Sei G eine proendliche
Gruppe und sei χ : G → R/Z ein stetiger Homomorphismus von G in die
topologische Faktorgruppe der additiven Gruppe von R modulo der additiven
Gruppe von Z. Mit G ist auch das Bild von χ eine kompakte und total un-
zusammenha¨ngende Gruppe. Daraus folgt, daß das Bild von χ eine endliche
Untergruppe von Q/Z ist. Da jede endliche Untergruppe von Q/Z zyklisch ist,
ist somit das Bild von χ eine endliche zyklische Gruppe, die nach dem ersten
Isomorphiesatz der Gruppentheorie isomorph zu G/Kern(χ) ist. Insbesondere
ist die Gruppe aller stetigen Homomorphismen
Ĝ := Hom(G,R/Z),
das sogenannte Pontrjagin-Dual von G oder die Charaktergruppe von G, eine
diskrete abelsche Torsionsgruppe. Jeder stetige Homomorphismus f : G → G′
von proendlichen Gruppen induziert einen dazu ”dualen” stetigen Homomor-
phismus der Charaktergruppen
f̂ : Ĝ′ → Ĝ , f̂(χ)(g) := χ(f(g)) ; χ ∈ Ĝ , g ∈ G.
Die Zuordnung, die jeder proendlichen abelschen Gruppe ihr Pontrjagin-
Dual und jedem stetigen Homomorphismus von proendlichen abelschen Grup-
pen den dazu dualen Homomorphismus zuordnet, erweist sich als ein exakter
Funktor von der Kategorie der proendlichen abelschen Gruppen in die Kategorie
der diskreten abelschen Torsionsgruppen, d.h. jede exakte Sequenz von stetigen
Homomorphismen proendlicher abelscher Gruppen
1→ H → G→ G/H → 1
induziert die dazu ”duale exakte Sequenz”
1→ Ĝ/H → Ĝ→ Ĥ → 1
(Vgl. [KC], §1)
§ 7. Unendliche Galoiserweiterungen
In diesem Abschnitt formulieren wir die Galoistheorie fu¨r Ko¨rpererweiterun-
gen, die nicht notwendigerweise endlichen Grad besitzen und folgen dabei weit-
gehend den entsprechenden Darstellungen in [SW ], Appendix, A2.3; [WS], sec-
tion 3; vgl. auch [H1], 2.4.5.
Sei k ein Ko¨rper und sei Ω/k eine Galoiserweiterung mit Galoisgruppe
G = G(Ω/k) Wir setzen nicht voraus, daß der Grad von Ω u¨ber k endlich
ist. Mit Methoden der Galoistheorie endlicher Ko¨rpererweiterungen und unter
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Zuhilfenahme des Zornschen Lemmas beweist man das folgende Resultat, vgl.
[SW ], A2.3, Lemma A.8 oder [WS], section 3.
(7.1) Satz Die Zuordnung, die jedem Zwischenko¨rper L von Ω/k die Un-
tergruppe H := HL := {s ∈ G : s(x) = x fu¨r alle x ∈ L} zuordnet, ist eine
injektive Abbildung von der Menge aller Zwischenko¨rper von Ω/k in die Menge
aller Untergruppen von G mit der Eigenschaft HL = G(Ω/L).
Außerdem beweist man in der Galoitheorie endlicher Ko¨rpererweiterungen,
vgl. z.B. [A], II; [KU ] oder [LO1]:
(7.2) Satz Wenn Ω/k endlich ist, dann ist die in (7.1) beschriebene Zuord-
nung L 7→ HL nicht nur injektiv, sondern auch surjektiv.
Weiterhin gilt fu¨r jeden Zwischenko¨rper L von Ω/k
(7.3) G(Ω/sL) = sG(Ω/L)s−1 fu¨r alle s ∈ G;
insbesondere ist L/k genau dann normal, wenn HL = G(Ω/L) ein Normal-
teiler von G ist.
Im allgemeinen ist jedoch nicht jede Untergruppe von G Galoisgruppe von Ω
u¨ber einem Zwischenko¨rper von Ω/k. Einer Bemerkung von R. Dedekind [DK],
S. 288, Zeilen 23-25, folgend, hat F. Krull [KR] auf G eine Topologie eingefu¨hrt
und gezeigt, daß die bezu¨glich dieser Topologie abgeschlossenen Untergruppen
von G genau die Galoisgruppen von Ω u¨ber Zwischenko¨rpern von Ω/k sind.
Diese Topologie fu¨hrt man am besten durch Angabe von Umgebungsbasen ein.
Dazu sei fu¨r jedes s ∈ G
U(s) := {sG(Ω/K) : K/k endliche Galoiserweiterung in Ω}
(7.4) Satz (i) Fu¨r jedes s ∈ G ist U(s) Umgebungsbasis einer Topologie auf
G
(ii) G ist bezu¨glich dieser Topologie eine proendliche Gruppe.
Beweis: Sei {Ki : i ∈ I} die Menge aller endlichen Galoiserweiterungen
Ki/k, Ki ⊂ Ω, und sei Hi := G(Ω/Ki) E G, Gi := G/Hi = G(Ki/k). Fu¨r
Ki ⊂ Kj sei fij : Gj → Gi der Restriktionsepimorphismus, der jeden k-
Automorphismus vonKj auf Ki einschra¨nkt. Dann ist (I,G, fij) ein projektives
System endlicher Gruppen. Sei G′ der projektive Grenzwert mit den Projektion-
sabbildungen pi : G
′ → Gi. Es gilt G = G′, und die pi sind die Restriktionsepi-
morphismen, die die k-Automorphismen von Ω auf Ki einschra¨nken. Um das
einzusehen, sei s ∈ G. Jedes x ∈ Ω liegt in einer endlichen Galoiserweiterung
Ki/k, und es gilt (pi ◦ s)(x) = s(x). Also ist s durch die pi ◦ s, i ∈ I, eindeutig
bestimmt. Die Behauptungen des Satzes ergeben sich nun aus (6.3).
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Wir beweisen nun die oben erwa¨hnte Charakterisierung derjenigen Unter-
gruppen von G = G(Ω/k), die Galoisgruppen von Zwischenko¨rpererweiterungen
von Ω/k sind.
(7.5) Hilfssatz Sei H eine Untergruppe von G = G(Ω/k). Genau dann
existiert ein Zwischenko¨rper L von Ω/k mit H = G(Ω/L), wenn H eine
abgeschlossene Untergruppe in der proendlichen Gruppe G ist.
Beweis: Sei zuna¨chstH von der FormH = G(Ω/L) fu¨r einen Zwischenko¨rper
L von Ω/k. Sei s ∈ G enthalten im topologischen Abschluß H von H in G. Es
ist zu zeigen, daß s(x) = x fu¨r alle x ∈ L gilt. Sei M ⊂ Ω der Zerfa¨llungsko¨rper
fu¨r das Minimalpolynom von x u¨ber k. M/k ist eine endliche Galoierweiterung.
Seien H0 := G(Ω/M), G0 := G(M/k) und sei p0 : G → G0 die entsprechende
Restriktionsabbildung. Da G0 diskret ist, ist p0(H) abgeschlossen in G0. x
wird von allen Elementen aus p0(H) fest gelassen. Wegen der Stetigkeit von p0
ist das Urbild p−10 (p0(H)) von p0(H) unter p0 abgeschlossen. Somit liegt s in
der abgeschlossenen Menge p−10 (p0(H)) und la¨ßt x fest.
Sei umgekehrt H ≤ G eine abgeschlossene Untergruppe und sei
L := {x ∈ Ω : s(x) = x fu¨r alle s ∈ H}
der zu H geho¨rige Fixko¨rper. Sei s ∈ GH . Zu zeigen ist, daß L Elemente
entha¨lt, die unter s nicht fest bleiben. Sei sG(Ω/K1) ein Element aus der oben
definierten Umgebungsbasis von s mit der Eigenschaft sG(Ω/K1) ∩H = ∅. Sei
K˜1 der Fixko¨rper von p1(H) ≤ G1 = G(K1/k). Dann gilt K˜1 ⊂ L, aber nicht
alle Elemente von K˜1 werden von s fest gelassen.
Damit ist der Hilfssatz bewiesen.
Der sogenannte ”Hauptsatz der Galoistheorie” fu¨r Galoiserweiterungen Ω/k,
die nicht notwendigerweise endlichen Grad besitzen, la¨ßt sich jetzt folgender-
maßen formulieren.
(7.6) Satz Die Zuordnung L 7→ H = HL, die jedem Zwischenko¨rper L der
Galoiserweiterung Ω/k die Untergruppe
H := HL := {s ∈ G : s(x) = x fu¨r alle x ∈ L} ≤ G
zuordnet, ist eine bijektive Abbildung von der Menge aller Zwischenko¨rper L
von Ω/k auf die Menge aller abgeschlossenen Untergruppen von G.
Es ist im allgemeinen nicht bekannt, ob jede Untergruppe von G = G(Ω/k),
die endlichen Index besitzt, offen in G ist.
(7.7) Beispiele (a) Sei k = Fq der endliche Ko¨rper mit q Elementen und
sei Ω = k ein algebraischer Abschluß von k. Bekanntlich besitzt k zu jeder
59
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
natu¨rlichen Zahl n genau einen Erweiterungsko¨rper k(n) ⊂ Ω vom Grad n, und
die Galoisgruppe G(n) := G(k(n)/k) ist zyklisch der Ordnung n und wird durch
den Frobenius Automorphismus
σ : x 7→ xq
erzeugt. Die Abbildung
G(n) → Z/nZ, σν 7→ ν mod n
ist ein Isomorphismus vonG(n) mit der additiven zyklischen Gruppe (Z/nZ,+).
Außerdem gilt k(m) ⊃ k(n) genau dann, wenn n ein Teiler von m ist. Der
Restriktionsabbildung fm,n : G
(m) → G(n) entspricht dabei die Abbildung
Z/mZ→ Z/nZ, die ν mod m auf ν mod n abbildet. Wenn m und n teilerfremd
sind, dann ist der Grad des Kompositums k(m)k(n) innerhalb Ω gleich mn, also
ist k(m)k(n) = k(mn). Außerdem ist die Abbildung G(mn) → G(m) × G(n), die
jedem s ∈ G(mn) das 2-Tupel der Restriktionen (s|k(m) , s|k(n)) ∈ G(m) × G(n)
zuordnet, ein Isomorphismus, der dem Isomorphismus Z/mnZ→ Z/mZ× Z/nZ
entspricht. Der projektive Grenzwert G = lim←−G(n) ist daher isomorph zum Pro-
dukt der projektiven Grenzwerte der G(p
i) ∼= Z/piZ, p Primzahl; letztere sind
gleich der additiven Gruppe des Ringes Zp aller p-adischen ganzen Zahlen, vgl.
Beispiel (5.2),(a). Also ist
G ∼=∏p Pr imzahl(Zp,+).
(b) Sei k = Q und Ω = Q(e2πi/n : n ∈ N) die Ko¨rperweiterung von Q, die
aus Q durch Adjunktion aller komplexen Einheitswurzeln entsteht. Bekanntlich
existiert fu¨r jedes n ∈ N ein Isomorphismus G(Q(e2πi/n)/Q) ∼= (Z/nZ)∗ und
daher - wegen (Z/mnZ)∗ ∼= (Z/mZ)∗ × (Z/nZ)∗ fu¨r teilerfremde m,n - ein
Isomorphismus
G ∼=∏p Pr imzahl Z∗p,
wobei Z∗p = lim←−(Z/piZ)∗ die Einheitengruppe des Ringes aller p-adischen
ganzen Zahlen bezeichnet.
Aufgaben und Beispiele
(1) Geben Sie ausfu¨hrliche Beweise fu¨r die in (7.7) gemachten Aussagen.
(Vgl. z.B. [SW ], A2.3, oder [WS])
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§ 8. Stetige Operationen von proendlichen Gruppen und Koho-
mologie
In diesem Abschnitt erla¨utern wir die Kohomologie von proendlichen Grup-
pen und folgen dabei entsprechenden Darstellungen in [GB]; [H1], 2.4.3 und
2.4.4; [KC], [KP ], [SH ] und [SE2].
Sei G eine proendliche Gruppe.
Definition Eine Menge A, die als topologischer Raum mit der diskreten
Topologie betrachtet wird, heißt diskrete Links-G-Menge, wenn A eine Links-
G-Menge ist und wenn die Abbildung
G×A→ A, (s, a) 7→ s(a) = as,
die dieser Operation entspricht, stetig ist; dabei ist G× A der topologische
Produktraum. Eine Links-G-Gruppe A, die mit der diskreten Topologie verse-
hen ist, heißt diskrete Links-G-Gruppe, wenn die Abbildung G × A → A, die
der Operation von G auf A entspricht, stetig ist; ist A zusa¨tzlich abelsch, dann
heißt A ein diskreter G-Modul.
(8.1) Satz Die folgenden Aussagen sind aequivalent
(i) A ist eine diskrete Links-G-Menge.
(ii) Fu¨r jedes a ∈ A ist die Fixgruppe von a, also Ga := {s ∈ G : s(a) = a}
eine offene Untergruppe von G.
(iii) Ist N die Menge aller offenen Normalteiler von G, dann gilt A =
∪N∈NAN
(8.2) Beispiel Sei A eine Menge, auf der G trivial operiert, d.h. s(a) = a
fu¨r alle s ∈ G und alle a ∈ A. Dann ist A eine diskrete G-Menge. Ist A eine
Gruppe, auf der G trivial operiert, dann ist A eine diskrete G-Gruppe.
Bevor wir den Beweis von (8.1) durchfu¨hren, beschreiben wir die Stetigkeit
der Operation
γ : G×A→ A
etwas anders. Wegen der zugrundeliegenden diskreten Topologie auf A und
aufgrund der Definition der Stetigkeit bedeutet sie, daß das Urbild jeder Teil-
menge U ⊂ A unter γ, also
γ−1(U) = {(s, a) ∈ G×A : s(a) ∈ U} =
= ∪a∈A({s ∈ G : s(a) ∈ U} × {a}),
offen in G×A ist. Das wiederum ist aequivalent dazu, daß fu¨r jede Teilmenge
U ⊂ A die Mengen
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{s ∈ G : s(a) ∈ U}, a ∈ A,
offen in G sind.
Beweis von (8.1): Wir zeigen zuna¨chst, daß aus der Aussage (i) die Aussage
(ii) folgt. Sei dazu A eine diskrete G-Menge. Dann ist nach der Vorbemerkung
fu¨r jede Teilmenge U ⊂ A und jedes Element a ∈ A die Menge
{s ∈ G : s(a) ∈ U}
offen in G. Insbesondere ist fu¨r U = {a}, a ∈ A, die Menge
{s ∈ G : s(a) = a}
offen in G. Also ist (ii) erfu¨llt.
Sei umgekehrt (ii) erfu¨llt. Sei a ∈ A. Dann ist auch die Urbildmenge
γ−1({a}) = Ga × {a}
offen in G × A. Und fu¨r eine beliebige Teilmenge U ⊂ A ist daher die
Urbildmenge
γ−1(U) = ∪a∈U (Ga × {a})
als Vereinigung offener Mengen ebenfalls offen in G×A. Also ist (i) erfu¨llt.
Wir zeigen nun, daß aus Aussage (ii) die Aussage (iii) folgt. Sei also Ga
fu¨r alle a ∈ A offen in G. Dann ist Ga in G als Komplement der Vereini-
gung der von Ga verschiedenen offenen Nebenklassen von Ga abgeschlossen,
und der Index n von Ga in G ist wegen der Kompaktheit von G endlich. Ist
g1, ..., gn ein Repra¨sentantensystem der Rechtsnebenklassen von Ga in G, dann
sind g1a, ..., gna die paarweise verschiedenen Transformierten von a unter G.
Man erha¨lt also durch g → (gia → ggia) einen Homomorphismus G → Sn von
G in die symmetrische Gruppe Sn vom Grad n mit dem Kern
N := ∩i=1,...,ngiGag−1i .
N ist als Kern eines Homomorphismus eine normale Untergruppe von G
und als Durchschnitt endlich vieler offener Untergruppen von G offen in G.
Außerdem gilt a ∈ AN . Somit ist gezeigt, daß
A = ∪N∈NAN .
Schließlich zeigen wir, daß Aussage (iii) die Aussage (i) zur Folge hat. Sei
dazu a ∈ A und sei N ein offener Normalteiler von G, so daß a ∈ AN . Dann gilt
N ≤ Ga. Also ist Ga offen.
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Damit ist der Beweis von (8.1) beendet.
Die Paare (G,A), wobei G eine proendliche Gruppe und A eine diskrete
G-Gruppe ist, bilden die Objekte einer Kategorie K, deren Morphismen Paare
(ϕ, ψ) : (G,A)→ (G′ , A′)
von stetigen Gruppenhomomorphismen
ϕ : G′ → G und ψ : A→ A′
sind, so daß
s(ψ(a)) = ψ(ϕ(s)(a)) fu¨r alle a ∈ A und alle s ∈ G′.
Ist (I, (Gi, Ai), (ϕij , ψij)) ein induktives System von K u¨ber I, dann ist (I,
Gi, ϕij) ein projektives System proendlicher Gruppen Gi, und (I, Ai, ψij) ist ein
induktives System diskreter Gruppen Ai. Sei
G := lim←−Gi und A := lim−→Ai
der entsprechende projektive bzw. induktive Grenzwert. Aufgrund der Kon-
struktion des induktiven Grenzwertes (vgl. §5) ist a ∈ Ai aequivalent zu b ∈ Aj
genau dann, wenn ein k ∈ I mit i ≤ k, j ≤ k existiert, so daß ψik(a) = ψjk(b). Im
folgenden wird die Aequivalenzklasse von a ∈ Ai innerhalb A mit a bezeichnet.
(8.3) Satz A ist eine diskrete G-Gruppe, und, wenn alle Ai abelsch sind,
ein diskreter G-Modul.
Beweis: A ist bezu¨glich der folgenden Verknu¨pfung eine Gruppe:
A×A→ A, (a, b) 7→ ψik(a)ψjk(b),
wobei a ∈ Ai, b ∈ Aj und k ∈ I so ist, daß i ≤ k, j ≤ k. Um zu sehen, daß
dadurch eine Abbildung wohldefiniert ist, sei a′ ∈ Ai′ und sei m ∈ I so, daß
i ≤ m, i′ ≤ m und ψim(a) = ψi′m(a′); sei weiterhin k′ ∈ I so, daß i′ ≤ k′, j ≤ k′
und sei n ∈ I so, daß k ≤ n, k′ ≤ n,m ≤ n. Dann gilt
ψin(a) = ψmn(ψim(a)) = ψmn(ψi′m(a
′)) = ψi′n(a
′)
und
ψkn(ψik(a)ψjk(b)) = ψkn(ψik(a))ψkn(ψjk(b)) =
= ψin(a)ψjn(b) = ψk′n(ψik′ (a))ψk′n(ψjk′ (b)) =
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= ψk′n(ψik′ (a
′
)ψjk′ (b)).
Also ist ab = a′b.
Ein Repra¨sentant des neutralen Elementes in A ist jedes neutrale Element
in einer der Gruppen Ai, d.h. eA = eAi ; denn ist a ∈ Aj und k ∈ I so, daß
i ≤ j, j ≤ k, dann ist
ψik(a)ψjk(eAj ) = ψik(a)eAk = ψik(a).
Auch die Inversenabbildung ist unabha¨ngig von der Wahl eines Repra¨sen-
tanten; denn sind a, a′ und m wie oben, dann ist
ψim(a)ψi′m(a
′−1) = ψim(a)ψi′m(a
′)−1 =
= ψim(a)ψim(a)
−1 = eGm .
Die Assoziativita¨t bzw. Kommutativita¨t von A folgen aus der Assoziativita¨t
bzw. Kommutativita¨t der einzelnen Ai. A wird durch die folgende Zuordnung
zu einer G-Gruppe
. G×A→ A, ((si)i∈I , a) 7−→ sk(a), a ∈ Ak
Daß hierdurch eine Abbildung wohldefiniert ist, erkennt man wie folgt. Sind
a, a′ und m wie oben, dann gilt wegen ϕim(sm) = si, ϕi′m(sm) = si′ :
ψim(si(a)) = ψim(ϕim(sm)(a)) = sm(ψim(a)) = sm(ψi′m(a
′)) =
= ψi′m(ϕi′m(sm)(a
′)) = ψi′m(si′(a
′)).
Außerdem gilt fu¨r (si)i∈I ,(ti)i∈I ∈ G; a ∈ Ak, b ∈ Aj und m ∈ I mit k ≤ m,
j ≤ m :
(i) eG(a) = eGk(a) = a
(ii) ((si)i∈I(ti)i∈I)(a) =
= (siti)i∈I(a) = (sktk)(a) =
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= sk(tk(a)) = (si)i∈I((ti)i∈I(a))
(iii) (si)i∈I(ab) = (si)i∈I(ψkm(a)ψjm(b)) =
= sm(ψkm(a)ψjm(b)) =
= sm(ψkm(a))sm(ψjm(b)) =
= sm(ψkm(a))sm(ψjm(b)) =
= (si)i∈I(a)(si)i∈I(b).
G operiert also auf A. Diese Operation ist stetig, denn fu¨r jedes a ∈ Ak ist
Ga = {(si)i∈I ∈ G : (si)i∈I(a) = a} =
= Urbild von Gk,a unter der Projektionsabbildung pk : G→ Gk
Da pk stetig und Gk,a offen ist, ist auch Ga offen. Bezu¨glich der diskreten
Topologie ist A also eine diskrete G-Gruppe, vgl. (8.1). Damit ist der Beweis
von (8.3) beendet.
Sei G eine proendliche Gruppe und sei N die Menge aller offenen Normal-
teiler von G. Sei A eine diskrete G-Menge bzw. diskrete G-Gruppe. Dann ist
(N , G/N, fM,N ),mit fM,N =ProjektionsabbildungG/N → G/M fu¨rM,N ∈ N
mit N ⊂M , ein projektives System mit G = lim←−G/N , und (N , AN , gM,N), mit
gM,N =Inklusionsabbildung A
M →֒ AN fu¨r M,N ∈ N mit N ⊂ M , ein in-
duktives System mit A = lim−→AN . Die AN , N ∈ N , sind G/N -Mengen bzw.
G/N -Gruppen. Also gilt
(8.4) Satz Jede diskrete G-Menge bzw. G-Gruppe ist direkter Grenzwert
von Gi-Mengen bzw. Gi-Gruppen mit endlichen Gruppen Gi
Definition Sei G eine proendliche Gruppe, sei N die Menge aller offenen
Normalteiler von G und sei A eine diskrete G-Gruppe. Dann ist fu¨r q ∈ {0, 1},
und wenn A ein diskreter G-Modul ist auch fu¨r q = 2, durch
(N , Hq(G/N,AN ), infG/NG/M )N⊂M ,
ein induktives System von punktierten Kohomologiemengen bzw. von Ko-
homologiegruppen definiert; dabei ist fu¨r M,N ∈ N mit N ⊂M
inf
G/N
G/M : H
q(G/M,AM )→ Hq(G/N,AN )
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die durch die Projektionsabbildung fM,N : G/N → G/M induzierte Infla-
tionsabbildung. Es sei
(8.5) Hq(G,A) := lim−→N∈NHq(G/N,AN )
der entsprechende induktive Grenzwert. Im Fall q = 1 oder q = 2 existiert
zu jedem stetigen Kozykel α : Gq → A ein offener Normalteiler N E G und
ein Kozykel β : (G/N)q → AN , so daß fu¨r die entsprechenden Kozykelklassen
(α) ∈ Hq(G,A) und (β) ∈ Hq(G/N,AN ) gilt
(8.6) (α) = infGG/N ((β)).
Viele der bisherigen Ergebnisse zur Kohomologie endlicher Gruppen und
endlicher Galoisgruppen lassen sich mit Hilfe von (8.5) und (8.6) auf proendliche
Gruppen und proendliche Galoisgruppen u¨bertragen, insbesondere die in §4
erwa¨hnte exakte Hochschild-Serre Sequenz; vgl. z.B. [SH ], Chapter II..
(8.7) Beispiele (a) (vgl. z.B. [SE2], Chapter II, §1, 1.2) Sei k ein Ko¨rper
und sei n eine natu¨rliche Zahl, die zur Charakteristik von k teilerfremd ist. Sei
k ein separabler algebraischer Abschluß von k und µn die Gruppe aller n-ten
Einheitswurzeln in k. Bezeichnet ( )n : k
∗ → k∗ die Abbildung x 7→ xn, dann
erha¨lt man die folgende exakte Sequenz von Gk-Gruppen, wobei Gk = G(k/k):
1→ µn → k∗ ( )
n
→ k∗ → 1.
Wegen H0(Gk, k
∗
) = k∗ und H1(Gk, k
∗
) = 1 (vgl. (1.7)) erha¨lt man aus
dieser exakten Sequenz mit Hilfe der proendlichen Version von (4.6) die folgende
exakte Sequenz
k∗
( )n→ k∗ δ→ H1(Gk, µn)→ 1.
Also induziert δ einen Isomorphismus
δ˜ : k∗/k∗n ∼= H1(Gk, µn).
Dieser Isomorphismus la¨ßt sich explizit wie folgt angeben: Fu¨r a ∈ k∗ sei
b ∈ k∗ so, daß bn = a. Dann ist
δ˜(a mod k∗n) := (α) ∈ H1(Gk, µn),
wobei
α(s) = s(b)/b, s ∈ Gk.
Sei P ⊂ k die Menge aller Nullstellen eines irreduziblen Polynoms der Form
tn − a ∈ k [t] und sei L ⊂ k der Ko¨rper, der aus k durch Adjunktion aller
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Elemente aus P entsteht. L ist eine endliche Galoiserweiterung von k, und die
Einschra¨nkung von α auf GL := G(k/L) ist kohomologisch trivial. Somit ist
(α) aufgrund der exakten Sequenz
1→ H1(G(L/k), µn) inf→ H1(Gk, µn) res→ H1(GL, µn)
von der Form
(α) = infGkG(L/k)((β))
mit einem durch (α) eindeutig bestimmten Element (β) ∈ H1(G(L/k), µn).
P ist eine Links-G(L/k)-Menge, auf der µn so durch Multiplikation operiert,
daß P ein prinzipaler homogener Raum fu¨r µn wird, dessen Aequivalenzklasse
durch (β) und damit durch (α) eindeutig bestimmt ist. Unter der Annahme
µn ≤ k∗ ist H1(Gk, µn) = Hom(Gk, µn), so daß in diesem Fall
δ˜ : k∗/k∗n ∼= Hom(Gk, µn).
Die Elemente aus Hom(Gk, µn), also die stetigen Homomorphismen χ :
Gk → µn, entsprechen nach dem Hauptsatz der Galoistheorie (7.6) unter der
folgenden Zuordnung bijektiv den cyclischen Ko¨rpererweiterungen von k in k,
deren Grad ein Teiler von n ist:
χ 7→ kχ := kKern(χ) = Fixko¨rper von k unter der offenen
Untergruppe Kern(χ) von Gk.
(b) (vgl. [SE5], §1, 1.3; [BK], Chapter V, §6) Eine e´tale Algebra E von
endlichem Rang u¨ber einem Ko¨rper k mit dem separablen algebraischen Ab-
schluß k von k ist ein endliches Produkt von separablen Ko¨rpererweiterungen
Ki von k mit Ki ⊂ k. Die k-Isomorphieklassen solcher Algebren vom Rang n
u¨ber k entsprechen bijektiv den Elementen der KohomologiemengeH1(Gk, Sn),
wobei die Galoisgruppe Gk = G(k/k) trivial auf der symmetrischen Gruppe
Sn vom Grad n operiert. Diese Korrespondenz ist wie folgt: Sei E eine etale
k-Algebra vom Rang n und F (E) die Menge der n k-Algebra Homomorphis-
men ϕ : E → k. Gk operiert in natu¨rlicher Weise auf F (E). Identifiziert
man F (E) mit {1, ..., n}, so erha¨lt man durch diese Operation einen Homo-
morphismus fE : Gk → Sn. Ist κ : E → E′ ein k-Isomorphismus, dann ist
fE′(s) = σκfE(s)σ
−1
κ fu¨r alle s ∈ Gk, wobei σκ der durch κ induzierten Bijek-
tion M(E) → M(E′) entspricht. Ist umgekehrt (α) ∈ H1(Gk, Sn) die Klasse
eines Homomorphismus α : Gk → Sn, dann sei E die Twistung der etalen k-
Algebra k× ...×k (n mal) mit α im Sinne von § 3. Das Bild von α ist isomorph
zur Galoisgruppe der kleinsten Galoiserweiterung K von k, so daß E ⊗k K
zerfa¨llt, d.h. isomorph zu K × ...×K (n mal) ist.
Definition (vgl. [SE2], Chapter II, §1, 1.1) Sei k ein Ko¨rper, sei k ein
separabler algebraischer Abschluß von k und sei K 7−→ A(K) ein Funktor von
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der Kategorie der separablen algebraischen Ko¨pererweiterungen K/k ⊂ k/k in
die Kategorie der diskreten Gruppen, so daß die folgenden Bedingungen erfu¨llt
sind:
(1) A(K) = lim−→A(Ki)
wobei Ki, i ∈ I, die Menge aller Teilerweiterungen von K/k endlichen
Grades durchla¨uft und der induktive Grenzwert der des induktiven Systems
(I, A(Ki), fij) mit den durch die Inklusionen Ki ⊂ Kj induzierten Homomor-
phismen fij : A(Ki)→ A(Kj) ist
(2) Ist K ⊂ K ′ ⊂ k, dann ist der induzierte Homomorphismus A(K) →
A(K ′) injektiv
(3) Ist K ′/K eine Galoiserweiterung mit K ′ ⊂ k, dann operiert die Galois-
gruppe G = G(K ′/K) auf A(K ′), und es gilt
A(K) = A(K ′)G
Dann heißt A ein galoisscher Gruppenfunktor u¨ber k.
(8.8) Bemerkung Ist A ein galoisscher Gruppenfunktor u¨ber k, dann gilt
fu¨r jede GaloiserweiterungK/k ⊂ k/k und jedes q ∈ {0, 1, 2}, wobei A fu¨r q = 2
als kommutativ vorausgesetzt wird,
Hq(G(K/k), A(K)) = lim−→Hq(G(Ki/k), A(Ki));
dabei durchla¨uft Ki/k, i ∈ I, alle endlichen Galoiserweiterungen von K/k,
und der induktive Grenzwert ist der des induktiven Systems
(I,Hq(G(Ki/k), A(Ki)), gij)
mit den durch die Inklusionen Ki ⊂ Kj induzierten Inflationsabbildungen
gij := inf
Kj
Ki
: Hq(G(Ki/k), A(Ki))→ Hq(G(Kj/k), A(Kj))
Definition Sei G(k) die Kategorie der separablen algebraischen Ko¨rper-
erweiterungen K/k ⊂ k/k. Eine Galoiskategorie F u¨ber G(k) heißt zula¨ssig,
wenn fu¨r jedes proendliche k-Objekt X von F durch die ZuordnungK 7→ AK :=
Aut(XK), (K ⊂ K ′) 7→ (A(K) → A(K ′)), ein galoisscher Gruppenfunktor von
G(k) in die Kategorie der diskreten Gruppen u¨ber k definiert wird.
Wir sind nun in der Lage, mit Hilfe von (5.2), (e) die in (1.7) und (2.1)
gegebene kohomologische Beschreibung von k-Isomorphieklassen getwisteter Ob-
jekte in Galoiskategorien in der folgendenWeise auf unendliche Galoiserweiterun-
gen zu u¨bertragen.
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(8.9) Satz Sei k ein Ko¨rper, sei k ein separabler algebraischer Abschluß
von k und sei Gk = G(k/k) die Galoisgruppe von k/k. Sei weiterhin G(k)
die Kategorie der separablen algebraischen Ko¨rpererweiterung von k in k und
sei F eine zula¨ssige Galoiskategorie u¨ber G(k). Dann ist fu¨r jedes proendliche
k-Objekt X von F die Abbildung
EF(k/k,X)
θ→ H1(Gk, Aut(Xk))
θ((Y )) := (s 7→ f−1 ◦ fs), f ∈ Isom(Xk, Yk),
von der Menge aller k-Isomorphieklassen von k/k-Twistungen von X in
die 1-te Kohomologiemenge der proendlichen Gruppe Gk bezu¨glich der Auto-
morphismengruppe von Xk injektiv und bildet das ausgezeichnete Element auf
die Klasse des trivialen 1-Kozykels ab. Fu¨r den Fall, daß F eine der in §
2 definierten speziellen Kategorien Tp,q oder die spezielle Galoiskategorie der
quadratischen Ra¨ume ist, ist θ bijektiv.
Definition Sei A ein galoisscher Gruppenfunktor u¨ber k und sei q ∈ {0, 1, 2} .
Ein Zwischenko¨rperK von k/k heißt Zerfa¨llungsko¨rper von (α) ∈ Hq(Gk, A(k)),
wobei A im Fall q = 2 als kommutativ vorausgesetzt wird, wenn (α) im Kern der
Restriktionsabbildung resKk : H
q(Gk, A(k))→ Hq(G(k/K), A(k)) enthalten ist.
Aufgaben und Beispiele
(1) Verifizieren Sie alle in den Beispielen (8.7), (a) und (b), gemachten Be-
hauptungen.
(2) Bestimmen Sie in den Beispielen (8.7),(a) und (b), jeweils einen Zerfa¨llungs-
ko¨rper fu¨r die entsprechenden 1-Kozykelklassen. (Ziemlich leicht)
(3) Beweisen Sie eine proendliche Version der Aussage in Aufgabe 4 zu §5
und geben Sie fu¨r den Fall, daß G = G(k/k) die Galoisgruppe eines separabel
algebraisch abgeschlossenen Oberko¨rpers k des Ko¨rpers k ist, eine Interpretation
dieser Aussage im Rahmen des ko¨rpertheoretischen Einbettungsproblems. (Vgl.
[HM ], insbesondere Abschnitte 1 und 2)
§ 9. Die kohomologische Beschreibung der Brauergruppe eines
Ko¨rpers
In diesem Abschnitt besprechen wir eine kohomologische Beschreibung fu¨r
die Brauergruppe eines Ko¨rpers und u¨bernehmen dabei weitgehend die ent-
sprechende Darstellung in [SE1], Chapter X, §4, §5, §7.
Sei k ein Ko¨rper und sei C eine endlichdimensionale assoziative k-Algebra.
Die Theorie von Wedderburn, die beispielsweise in [D] und [KT ] dargestellt
wird, beinhaltet den folgenden Satz.
(9.1) Satz Die folgenden Aussagen sind aequivalent
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(a) C hat kein nichttriviales 2-seitiges Ideal, und das Zentrum von C ist k.
(b) Ist κ ein algebraischer Abschluß von k, dann ist C ⊗k κ als κ-Algebra
isomorph zu einer Matrixalgebra u¨ber κ.
(c) Es existiert eine endliche Galoiserweiterung K/k ⊂ κ/k, so daß C⊗kK
als K-Algebra isomorph zu einer Matrixalgebra u¨ber K ist.
(d) Es gibt einen durch C bis auf k-Isomorphie eindeutig bestimmten Schief-
ko¨rper D mit dem Zentrum k und eine durch C eindeutig bestimmte natu¨rliche
Zahl n, so daß C als k-Algebra isomorph zur Matrixalgebra Mat(n×n,D) ist.
Definition Eine endlichdimensionale, assoziative k-Algebra, die eine der ae-
quivalenten Eigenschaften des vorstehenden Satzes besitzt, heißt zentraleinfache
k-Algebra. IstC eine zentraleinfache k-Algebra undK/k eine Ko¨rpererweiterung,
so daß C⊗kK eine Matrixalgebra u¨berK ist, dann heißtK ein Zerfa¨llungsko¨rper
von C.
(9.2) BeispieleDie folgenden Beispiele werden in vielen Bu¨chern u¨ber Brauer-
gruppen erkla¨rt. Wir begnu¨gen uns hier, abgesehen von Beispiel (c), mit einer
kurzen Auflistung.
(a) Jede Matrixalgebra Mat(n× n, k) ist zentraleinfach.
(b) Fu¨r k = R wird auf dem 4-dimensionalen R-Vektorraum mit Baisele-
menten 1, i, j, k, also auf
H := R1⊕ Ri⊕ Rj ⊕ Rk
durch
1 · h = h, ah = ha fu¨r alle h ∈ H, a ∈ R
i2 = j2 = k2 = −1
ij = −ji = k, jk = −kj = i, ki = −ik = j
eine Multiplikation definiert, bezu¨glich der H zu einem Schiefko¨rper mit dem
Zentrum R wird; insbesondere ist H eine zentraleinfache R-Algebra mit dem
Zerfa¨llungsko¨rper C. H heißt der Schiefko¨rper der Hamilton Quaternionen. H
la¨ßt sich als R-Algebra erzeugen durch i und j und ist als solche vollsta¨ndig
bestimmt durch die Relationen
ij = −ji, i2 = −1, j2 = −1.
(c) Sei m eine natu¨rliche Zahl und sei k im Ko¨rper, der eine primitive m-te
Einheitswurzel ξ entha¨lt.Seien außerdem a, b ∈ k∗. Sei Aξ(a, b) die assoziative
k-Algebra mit Einselement 1, die u¨ber k erzeugt wird durch zwei Elemente x, y,
so daß die folgenden Relationen erfu¨llt sind
yx = ξxy, xm = a1, ym = b1;
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die Monome xiyj , 0 ≤ i < m, 0 ≤ j < m, bilden also eine k-Vektorraum
Basis von Aξ(a, b). Die Bedingungen fu¨r eine assoziative Algebra mit Einse-
lement lassen sich fu¨r Aξ(a, b) durch direktes Nachrechnen leicht besta¨tigen.
A = Aξ(a, b) ist außerdem zentraleinfach u¨ber k. Um das einzusehen, wieder-
holen wir die entsprechende Argumentation in [MN1], §7, p.144 ff, und betra-
chten die k-linearen Abbildungen
Tx : A→ A, a 7→ xax−1; Ty : A→ A, a 7→ yay−1.
Jeder Basisvektor der Form xiyy ist ein Eigenvektor sowohl von Tx als auch
von Ty mit Eigenwerten ξ
−j bzw. ξi. Das Zentrum von A ist somit kx0y0 =
k1 = k. A ist einfach: Sei dazu b ⊂ A ein zweiseitiges Ideal und sei b0 ∈ b,
b0 6= 0. Wir schreiben
b0 =
∑m−1
i,j=0 βij · xiyj mit Koeffizienten βij ∈ k.
Mindestens einer der Koeffizienten βij ist 6= 0, etwa βγq 6= 0. Sei
b1 := x
−pb0y
−q .
Dann ist b1 Element von b und hat die Form
b1 =
∑m−1
i,j=0 γij · xiyj mit γ00 6= 0.
Sei
b2 := (Tx − ξ)(Tx − ξ2)...(Tx − ξm−1)b1.
Dann ist b2 Element von b und hat die Form
b2 = (1− ξ)(1 − ξ2)...(1 − ξm−1)
∑m−1
i=0 γi0x
i.
A¨hnlich erkennt man, daß
b3 := (Ty − ξ)(Ty − ξ2)...(Ty − ξm−1)b2
Element von b ist und die Form
b3 = (1− ξ)2(1− ξ2)2...(1− ξm−1)2γ00 · 1
hat. Insbesondere ist b3 eine Einheit in b, also gilt b = A.
Aξ(a, b) heißt auch die durch ξ, a und b definierte Symbolalgebra und im Fall
ξ = −1 die durch a und b definierte verallgemeinerte Quaternionenalgebra. Fu¨r
eine andere Einfu¨hrung von Symbolalgebren vgl. [SE1], Chapter XIV, §2.
71
http://www.digibib.tu-bs.de/?docid=00032723 19/03/2010
Zwei zentraleinfache k-Algebren heißen aequivalent, wenn die nach (9.1),
(d), zu diesen Algebren geho¨rigen Schiefko¨rper als k-Algebren isomorph sind.
Hierdurch wird eine Aequivalenzrelation definiert. Sei
Br(k) := {(C) : C zentraleinfache k-Algebra}
die Menge der entsprechenden Aequivalenzklassen. Das Tensorprodukt von
k-Algebren induziert auf Br(k) eine kommutative Gruppenstruktur mit dem
neutralen Element (k); das zu (C) ∈ Br(k) inverse Element ist gegeben durch
(C)−1 := (C0), wobei C0 die zu C entgegengesetzte Algebra ist, d.h. C0 = C
als k-Vektorraum, und fu¨r alle x, y ∈ C ist xy in C0 gleich xy in C; vgl. dazu
[D], IV, §4, insbesondere Satz 11.
Definition Br(k) mit dieser Multiplikation heißt die Brauergruppe von k.
Ist K/k eine Ko¨rpererweiterung, dann ist die durch das Tensorprodukt mit
K induzierte Abbildung
Br(k)→ Br(K), (C) 7→ (C ⊗k K)
ein Homomorphismus von abelschen Gruppen. Sei Br(K/k) der Kern dieses
Homomorphismus. Der obige Satz (9.1), Teil (c), zeigt, daß
Br(k) = ∪K/kBr(K/k),
wobei K/k alle endlichen Galoiserweiterungen durchla¨uft. Sei K/k eine
endliche Galoiserweiterung und sei Br(n,K/k) die Menge aller Aequivalenzk-
lassen zentraleinfacher k-Algebren C mit
C ⊗k K ∼=Mat(n× n,K)
Es gilt
Br(K/k) = ∪n∈NBr(n,K/k).
Wie in Beispiel (2.2), (c), erkla¨rt wurde, ist durch jede zentraleinfache k-
Algebra C ein tensorielles k-Objekt ((V, δ), x) vom Typ (1, 2) definiert; dabei
ist V der k-Vektorraum C, δ : V → V ∗ ein k-Isomorphismus von V mit seinem
Dualraum und x ∈ V ⊗V ∗⊗V ∗ ein Tensor vom Typ (1, 2), der der k-bilinearen
Ringmultiplikation α : V × V → V entspricht. Aufgrund von (9.1) ist also mit
den Bezeichnungen von (2.2), (c):
ET1,2 (K/k, ((V, δ), x)) = E(K/k, (V, α)) = Br(n,K/k).
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Um die Gruppe allerK-Automorphismen von (V, α)K beschreiben zu ko¨nnen,
machen wir Gebrauch von dem sogenannten Satz von Skolem-Noether, vgl. [D],
IV, §4, insbesondere Satz 3.
(9.3) Satz Jeder k-Automorphismus t einer zentraleinfachen k-Algebra B
ist ein innerer Automorphismus, d.h. es existiert eine Einheit u ∈ B∗, so daß
t(x) = uxu−1 fu¨r alle x ∈ B.
Dieser Satz impliziert, daß die Gruppe aller k-Automorphismen einer Ma-
trixalgebra B = Mat(n × n, k) isomorph zur projektiven linearen Gruppe
PGL(n, k) ∼= GL(n, k)/k∗ ist. Angewandt auf die vorliegende Situation einer
zentraleinfachen k-Algebra C mit der Eigenschaft (C) ∈ Br(n,K/k) ist also
die Gruppe aller K-Automorphismen AK(V, α) = Aut(V ⊗ K,α ⊗ K) des
zugeho¨rigen Paars (V, α) isomorph zur projektiven linearen Gruppe vom Grad
n u¨ber K:
AK(V, α) ∼= PGL(n,K);
und wenn K/k eine endliche Galoiserweiterung mit der Galoisgruppe G ist,
dann ist dieser Isomorphismus G-vertra¨glich. Die in (2.1) konstruierte Bijektion
θ : E(K/k, (V, α))→ H1(G,AK(V, α))
wird somit zu einer Bijektion.
(9.4) θn : Br(n,K/k)→ H1(G,PGL(n,K)),
die wie folgt aussieht: Jeder Klasse (C) ∈ Br(n,K/k) wird die Klasse des
1-Kozykels
G→ PGL(n,K), s 7→ s(f) ◦ f−1,
wobei
f : C ⊗k K →Mat(n× n,K)
ein Isomorphismus von K-Algebren ist, zugeordnet. Die exakte Sequenz von
G-Gruppen
1→ K∗ → GL(n,K) π→ PGL(n,K)→ 1
definiert aufgrund der allgemeinen Konstruktion in § 4 eine Korandabbildung
∆n : H
1(G,PGL(n,K))→ H2(G,K∗),
die hier so aussieht: Jeder Klasse von 1-Kozykeln (P ) ∈ H1(G,PGL(n,K))
wird die Klasse des 2-Kozykels
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α : G×G→ K∗
mit
T (s)s(T (t)) = α(s, t)T (st), s, t ∈ G,
zugeordnet; dabei ist
T : G→ GL(n,K)
ein Schnitt zu P , d.h. eine Abbildung mit der Eigenschaft
P = π ◦ T : G T→ GL(n,K) π→ PGL(n,K).
Durch Hintereinanderausfu¨hrung der Abbildungen θn und ∆n erha¨lt man
eine Abbildung
δn : Br(n,K/k)→ H2(G,K∗).
Einfache Eigenschaften des Tensorprodukts von Algebren zeigen, daß fu¨r alle
n, n′ ∈ N und alle (C) ∈ Br(n,K/k), (C′) ∈ Br(n′,K/k) die folgende Formel
gilt:
δnn′((C ⊗k C′)) = δn((C))δn′ ((C′)).
Somit erha¨lt man einen Homomorphismus
δ = δK/k : Br(K/k)→ H2(K/k) := H2(G,K∗).
(9.5) Satz Der Homomorphismus δ ist bijektiv.
Beweis: Wir erinnern an die Ausfu¨hrungen in Beispiel (4.7), (b): Die Injek-
tivita¨t von δ ergibt sich wegen (9.4) aus H1(G,GL(n,K)) = {1} und der daraus
resultierenden Trivialita¨t des Kerns der Abbildung ∆n. Um die Surjektivita¨t
von δ zu zeigen, reicht es, die Surjektivita¨t der Abbildung δn fu¨r n = (K : k) zu
beweisen. Letzteres wiederum ergibt sich wegen (9.4) aus der Surjektivita¨t der
Abbildung ∆n, welche in (4.7), (b), nachgewiesen wurde. Damit ist der Beweis
von (9.5) beendet.
Sei K ′/k eine endliche Galoiserweiterung, die die Galoiserweiterung K/k
entha¨lt. Man erha¨lt eine Einbettung
Br(K/k)
ιK
′
K→ Br(K ′/k),
und das folgende Diagramm ist kommutativ
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Br(K ′/k)
δK′/k→ H2(K ′/k)
ιK
′
K ↑ ↑ infK
′
K
Br(K/k)
δK/k→ H2(K/k).
Daraus ergibt sich, daß die induktiven Grenzwerte der entsprechenden in-
duktiven Systeme
(I, Br(Ki/k), ιij), (I,H
2(Ki/k), inf
Kj
Ki
),
wobei {Ki : i ∈ I} die Menge aller endlichen Galoiserweiterungen von k in
einem separabel algebraischen Abschluß k von k bezeichnet, isomorph sind. Ist k
ein separabel algebraischer Abschluß von k und Gk = G(k/k) die Galoisgruppe
von k u¨ber k, so ergibt sich also mit Hilfe von (8.9) der folgende Satz.
(9.6) Satz Die Brauergruppe von k ist isomorph zur 2-ten Kohomologiegruppe
von Gk bezu¨glich k
∗
:
Br(k) ∼= H2(Gk, k∗).
Diese kohomologische Beschreibung der Brauergruppe zeigt insbesondere,
daß ein Zwischenko¨rper K von k/k genau dann ein Zerfa¨llungsko¨rper einer zen-
traleinfachen k-AlgebraA ist, wennK ein Zerfa¨llungsko¨rper des (A) entsprechen-
den Elementes in H2(Gk, k
∗
) im Sinne der Definition aus §8 ist.
(9.7) Beispiele Die nachfolgenden Beispiele sind wohlbekannt; vgl. [SE1],
Chapter X, §7, und die dort gemachten Literaturangaben.
(a) Sei k ein endlicher Ko¨rper und sei K/k eine endliche Galoiserweiterung
mit der Galoisgruppe G. Bekanntlich ist G cyclisch, so daß also nach §4, Auf-
gaben und Beispiele (9)
H2(G,K∗) ∼= k∗/NormK/k(K∗).
Der letzte Term ist trivial, weil die Normabbildung
N = NormK/k : K
∗ → k∗
surjektiv ist. Somit ist die Brauergruppe Br(k) trivial. Daraus ergibt sich
auch das wohlbekannte Resultat von Wedderburn, demzufolge jeder endliche
Schiefko¨rper kommutativ ist.
(Die Surjektivita¨t der Normabbildung
N : K∗ → k∗, α 7→ ααq ...αqn−1 = α(qn−1)/(q−1),
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n = (K : k), q = |k| , ergibt sich aus
|Kern(N)| = qn−1q−1 ;
denn
|Bild(N)| = |K∗| / |Kern(N)| = ( qn−1qn−1 )(q − 1) = q − 1 = |k∗| .)
(b) Sei k = R. Dann gilt
Br(k) ∼= H2(G(C/R),C∗) ∼= Ĥ0(G(C/ R),C∗) ∼= R∗/R∗>0 ∼= Z/2Z
wobei R∗>0 die multiplikative Gruppe aller reellen Zahlen > 0 bezeichnet.
Das nichttriviale Element in Br(R) wird repra¨sentiert durch die Quotientenal-
gebra H.
(c) Sei k ein Ko¨rper, der vollsta¨ndig bezu¨glich einer diskreten Bewertung
v ist und dessen Restklassenko¨rper k˜ vollkommen ist. Dann erha¨lt man durch
Auswahl eines Primelementes fu¨r v eine zerfallende exakte Sequenz
1→ Br(k˜)→ Br(k)→ Hom(Gk˜,Q/Z)→ 0,
vgl. [WT 2]; [SE1] , Chapter XII. Ist k˜ endlich, dann existiert ein Isomor-
phismus
invk : Br(k)
∼=→ Q/Z
mit der folgenden Eigenschaft: Ist k′/k ⊂ k/k eine Erweiterung vom Grad
n = (k′ : k) und ist Resk′k : Br(k) → Br(k′) der durch (A) 7→ (A ⊗k k′)
induzierte Homomorphismus, dann gilt
invk′ ◦Resk′/k = n · invk ,
vgl. [SE1], Chapter XIII..
(d) Sei k ein Zahlko¨rper, d.h.eine endliche Erweiterung von Q, und seien
{kv}v seine Komplettierungen bezu¨glich aller Bewertungen v von k. Dann ist
die folgende Sequenz exakt
1→ Br(k)→ ⊕vBr(kv) Σvinvv→ Q/Z→ 0,
vgl. [D], VII, §5. Das ist der sogenannte Hauptsatz von Hasse-Brauer-
Noether in der Theorie der zentraleinfachen Algebren u¨ber Zahlko¨rpern.
(e) (vgl. z.B. [SE1], Chapter X, §7) Ein Ko¨rper k heißt quasialgebraisch
abgeschlossen oder C1-Ko¨rper, wenn fu¨r jedes homogene Polynom f(X1, ..., Xn)
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vom Grad d 6= 0 in n Vera¨nderlichen, das nur die triviale Nullstelle (0, ..., 0) ∈ kn
besitzt, die Ungleichung d ≥ n erfu¨llt ist. Jeder algebraisch abgeschlossene
Ko¨rper ist quasialgebraisch abgeschlossen. Die Brauergruppe jeder endlichen
Erweiterung K/k eines jeden C1-Ko¨rpers k ist trivial: Um das zu einzusehen
betrachtet man einen Schiefko¨rper D mit dem Zentrum K. Es gilt dimK(D) =
r2. Sei s := (K : k) der Grad von K u¨ber k. Fu¨r x ∈ D sei Nrd(x) ∈ K die
reduzierte Norm von x (Ist L ein Zerfa¨llungsko¨rper von D und ι : D ⊗K L →
Mat(r × r, L) ein Isomorphismus, dann ist Nrd(x) := det(ι(x ⊗ 1)), wobei
x ⊗ 1 ∈ D ⊗K L das Bild von x ∈ D in D ⊗K L bezeichnet. Diese Definition
von Nrd erweist sich als unabha¨ngig von der Auswahl des Zerfa¨llungsko¨rpers L
von D, vgl. [D], IV, §7.) Setze
f(x) := NormK/k(Nrd(x)), x ∈ D.
f verschwindet nur bei x = 0. Ist e1, ..., en eine Basis von D u¨ber k und
schreibt man x =
∑n
i=1 xiei, dann la¨ßt sich f als Polynom in den n = sr
2
Vera¨nderlichen x1, ..., xn auffassen. f ist homogen vom Grad sr. Da k ein
C1-Ko¨rper ist, gilt sr
2 ≤ sr, d.h. r = 1, und damit D = K. Da jede zentralein-
fache K-Algebra isomorph zu einer Matrixalgebra u¨ber einem Schiefko¨rper mit
Zentrum K ist, folgt
Br(K) = 1.
Beispiele von quasialgebraisch abgeschlossenen Ko¨rpern liefert der Satz von
Tsen, vgl. z.B. [LO2], §27, oder [SH ], Chapter IV, insbesondere §3.
Satz (Tsen) Ist k0 ein algebraisch abgeschlossener Ko¨rper, dann ist der
Ko¨rper k0(t) der rationalen Funktionen in nur einer Unbestimmten t u¨ber k0
quasialgebraisch abgeschlossen.
(9.8) Bemerkung Sei k ein Ko¨rper und sei m eine zur Charakteristik von
k teilerfremde natu¨rliche Zahl. Sei k ein separabel algebraischer Abschluß von
k und sei µm der Gk-Modul aller m-ten Einheitswurzeln in k. Dann induziert
die Einbettung µm →֒ k∗ einen Isomorphismus
H2(Gk, µm) ∼= Br(k)m,
wobei Br(k)m die Gruppe aller (A) ∈ Br(k) mit (A)m = (k) bezeichnet.
Das folgt aus der zur exakten Gk-Sequenz
1→ µm → k∗ ( )
m
→ k∗ → 1
geho¨rigen exakten Kohomologiesequenz
...→ H1(Gk, k∗) δ→ H2(Gk, µm)→ H2(Gk, k∗)m ∼= Br(k)m
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und der Trivialita¨t von H1(Gk, k
∗
), vgl. (1.8) in Verbindung mit (8.8).
(9.9) Beispiel Sei k ein Ko¨rper und sei m eine zur Charakteristik von
k teilerfremde natu¨rliche Zahl. Wir nehmen an, daß k eine primitive m-te
Einheitswurzel ξ entha¨lt. Seien außerdem a, b ∈ k∗ und α, β ∈ k so, daß αm = a
und βm = b. Wir definieren Homomorphismen
λa : Gk → Z/mZ, λb : Gk → Z/mZ
durch
s(a) =: αξλa(s), s(b) =: βξλb(s), s ∈ Gk.
Mit Hilfe von λa und λb definieren wir die Abbildung
c : Gk ×Gk → µm, c(s, t) := ξλa(s)λb(t), s, t ∈ Gk.
c ist ein 2-Kozykel. Deren Kohomologieklasse in H2(Gk, µm) entspricht auf-
grund von Bemerkung (9.8) ein Element in der Gruppe Br(k)m; dieses Element
wird durch die in Beispiel (9.2), (c), definierte verallgemeinerte Quaternione-
nalgebra Aξ(a, b) repra¨sentiert; vgl. dazu [SE1], Chapter XIV, §2, Proposition
5.
Ein bedeutendes Resultat von L.K. Merkurjev und A.K. Suslin [MS] be-
sagt, daß die Gruppe Br(k)m von Klassen zentraleinfacher k-Algebren der Form
Aξ(a, b), a, b ∈ k∗, erzeugt wird.
Fu¨r eine ausfu¨hrliche Darstellung der Zusammenha¨nge zwischen zentralein-
fachen Algebren und Galoiskohomologie vgl. auch [GS] und die dort genannte
Literatur.
In [G3] wird die Brauergruppe eines Schemas definiert und untersucht; sie
hat weitreichende Anwendungen in der algebraischen und arithmetischen Ge-
ometrie gefunden.
Aufgaben und Beispiele
(1) Erarbeiten Sie einen Beweis des Satzes von Tsen. (Vgl. z.B. [LO2], §27)
(2) Sei k ein Zahlko¨rper. Zeigen Sie, daß es zu jedem Element (A) ∈ Br(k)
eine natu¨rliche Zahl m gibt, so daß k(µm) ein Zerfa¨llungsko¨rper von (A) ist.
(Vgl. z.B. [D], VII, §5)
(3) Sei k ein Ko¨rper. Das Bild des Homomorphismus
H2(Gk, k
∗)
k∗ →֒k
∗
→ H2(Gk, k∗) ∼= Br(k)
heißt die rationale Brauergruppe von k und wird mit Br(k)rat bezeichnet.
Ein Element (α) ∈ Br(k) heißt zyklisch, wenn eine zyklische Erweiterung L/k ⊂
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k/k existiert, so daß (α) ∈ Br(L/k). Sei Br(k)cyc die von allen zyklischen
Elementen erzeugte Untergruppe von Br(k).
Zeigen Sie, daßBr(k)rat = Br(k)cyc. (Die Begriffsbildung ”Rationale Brauer-
gruppe” und die wesentlichen Aussagen dieser Aufgabe stehen in [LBVO], part
1, 1.3, p. 13/14; sie werden dort einer Anregung von D. Saltman zugeschrieben.
Verwenden Sie beim Beweis der Aussage Br(k)rat ⊂ Br(k)cyc das gegen Ende
dieses Paragraphen erwa¨hnte Resultat von Merkurjev und Suslin; vgl. [LBVO],
part 1, 1.3.9)
(4) Zeigen Sie: Br(R(t)) = {(A−1(−1, a)) : a ∈ R (t)}. (Wohlbekannt; folgt
aus (9.7), (b))
(5) Sei K/k eine endliche Galoiserweiterung mit der Galoisgruppe G =
G(K/k). Sei (P ) ∈ H1(G,PGL(n,K)). Dann teilt die Ordnung von (f) =
∆n((P )) ∈ H2(G,K∗) den ”Grad” n von (P ). Das kann man nach I. Schur
[SCH ], §1, Beweis von Satz I, wie fogt beweisen: Man wa¨hlt einen Schnitt
T : G → GL(n,K) zu P mit T (s)s(T (t)) = f(s, t)T (st) fu¨r alle s, t ∈ G und
bildet auf beiden Seiten der letzten Gleichung die Determinante.
(6) Sei k ein Ko¨rper und sei Gk die absolute Galoisgruppe von k. Wir
nehmen an, daß Gk trivial auf der Gruppe Q/Z operiert. Zeigen Sie jeweils
unter Verwendung von Resultaten u¨ber die entsprechende Brauergruppe von k,
daß H2(Gk,Q/Z) in den folgenden Fa¨llen trivial ist:
(a) k = C(t) (H2(Gk,Q/Z) ist in diesem Fall isomorph zur Brauergruppe
von k)
(b) k = R(t) ((a) anwenden)
(c) k = endliche Erweiterung von Qp (vgl. z.B. [SE4], §6)
(d) k = endliche Erweiterung von Q (vgl. z.B. [SE4], §6)
§ 10. Quadratische Formen und die Brauergruppe
Die algebraische Theorie der quadratischen Formen u¨ber Korpern in ihrer
heutigen Form wurde wesentlich durch die grundlegende Arbeit [WT 1] von E.
Witt gepra¨gt. Eine umfassende Darstellung dieser Theorie ist in [SC2] en-
thalten. In diesem Abschnitt erla¨utern wir einen Zusammenhang zwischen
quadratischen Formen u¨ber einem Ko¨rper mit von 2 verschiedener Charak-
teristik und der Brauergruppe dieses Ko¨rpers. Ein solcher Zusammenhang
wird ebenfalls in [WT 1] hergestellt, und in galoiskohomologischer Form in der
grundlegenden Arbeit [SR]. Fu¨r eine Zusammenfassung der Wittschen Theorie
und weitere Zusammenha¨nge zwischen quadratischen Formen und der Galoisko-
homologie vgl. man auch [PF ].
Wir folgen nachfolgend zuna¨chst der Darstellung in [CH ] und dann den
Ausfu¨hrungen in [SE2], III, §3, (3.2), Example b.
Sei k ein Ko¨rper mit char(k) 6= 2. Sei V ein endlichdimensionaler k-Vektor-
raum und sei q : V → k eine nichtausgeartete quadratische Form. Aus Beispiel
(2.2), (b), wissen wir, daß fu¨r jede endliche Galoiserweiterung K/k mit der
Galoisgruppe G die Menge E(K/k, (V, q)) aller k-Isomorphieklassen von nich-
tausgearteten quadratischen Ra¨umen, die u¨ber K zu (VK , qK) isomorph sind,
bijektiv zur KohomologiemengeH1(G,OK(q)) ist, wobei OK(q) die orthogonale
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Gruppe von (VK , qK) ist. Und mit (8.9) erhalten wir durch Limesbildung die
Bijektion
E(k/k, (V, q))→ H1(Gk, Ok(q)),
wobei k ein separabler algebraischer Abschluß von k ist. In diesem Abschnitt
wollen wir nun versuchen, die Menge H1(Gk, Ok(q)) mit Hilfe der Brauer-
gruppe besser zu vestehen. Dazu beno¨tigen wir einige algebrentheoretische Kon-
struktionen, die wir zuna¨chst erla¨utern, und u¨bernehmen dabei weitgehend die
entsprechende Darstellung in [CH ].
Definition Eine Z/2-Graduierung einer endlichdimensionalen assoziativen
k-Algebra A ist eine Darstellung von A als direkte Summe von k-Untervektor-
ra¨umen A0, A1, also
A = A0 ⊕A1 als k-Vektorra¨ume,
so daß gilt
k · 1A ⊂ Ao
A0A0 ⊂ A0 , A1A1 ⊂ A0
A0A1 ⊂ A1 , A1A0 ⊂ A1.
A0 ist also eine Teilalgebra von A. Die Untervektorra¨ume Ai, i = 0, 1,
heißen auch die homogenen Komponenten von Grad i, und A heißt auch Z/2-
graduierte k-Algebra mit der Z/2-Graduierung (A0, A1).
Sei A eine Z/2-graduierte k-Algebra mit homogenen Komponenten Ai, i =
0, 1. Die Abildung
α : A→ A mit α|A0 = id und α|A1 = −id
ist ein k-Automorphismus von A mit der Eigenschaft α2 = id, der so-
genannte kanonische Automorphismus von A. Ist umgekehrt α : A → A
ein k-Automorphismus mit der Eigenschaft α2 = id und sind A0 undA1 die
entsprechenden Eigenra¨ume zu den Eigenwerten 1 bzw. −1 von α, dann definiert
das Paar (A0, A1) eine Z/2-Graduierung von A
(10.1) Beispiele (a) Jede endlichdimensionale, assoziative k-Algebra hat die
sogenannte triviale Graduierung A0 = A, A1 = {0}.
(b) A = K = k(
√
d) sei eine quadratische Ko¨rpererweiterung. Dann gilt
A = A0 ⊕A1 mit A0 = k · 1 = k, A1 = k ·
√
d.
(c) Fu¨r a, b ∈ k∗ sei A = A−1(a, b) die zugeho¨rige Quaternionenalgebra, d.h.
A besitzt als k-Vektorraum eine Basis mit 4 Elementen e0, e1, e2, e3,
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so daß
e0 = 1A und e
2
1 = a, e
2
2 = b, e1e2 = −e2e1 = e3.
Das Paar von k-Untervektorra¨umenA0 := k1⊕ke3, A1 := ke1⊕ke2 definiert
auf A eine Z/2-Graduierung.
(d) Sei A eine endlichdimensionale, assoziative k-Algebra. Angenommen
es existiert ein invertierbares Element b ∈ A∗, so daß b2 im Zentrum Z(A)
enthalten ist. Dann ist
α : A→ A, x 7→ bxb−1,
ein k-Automorphismus von A der Ordnung 2, und die Eigenra¨ume A0, A1
zu 1 bzw. −1 von α definieren eine Z/2-Graduierung von A.
Definition Seien A = A0 ⊕A1, B = B0 ⊕B1 Z/2-graduierte k-Algebren.
Ein Homomorphismus f : A → B von k-Algebren heißt vertra¨glich mit der
gegebenen Graduierung oder graduierter k-Homomorphismus, falls f(Ai) ⊂ Bi
fu¨r i = 0, 1.
Definition Seien A = A0 ⊕ A1, B = B0 ⊕ B1 Z/2-graduierte k-Algebren.
Das graduierte Tensorprodukt A⊗̂kB ist wie folgt definiert. Es ist
A⊗̂kB := A⊗k B als k-Vektorraum
und
(A⊗̂kB)0 := (A0 ⊗k B0)⊕ (A1 ⊗k B1)
(A⊗̂kB)1 := (A0 ⊗k B1)⊕ (A1 ⊗k B0),
so daß also
A⊗̂kB = (A⊗̂kB)0 ⊕ (A⊗̂kB)1 als k-Vektorraum.
Die Multiplikation in A⊗̂kB ist wie folgt definiert:
(ai ⊗ bj)(b′n ⊗ b′l) := (−1)jn(ai · b′n)⊗ (bj · b′l),
wobei ai ∈ Ai, b′n ∈ An, bj ∈ Bj , b′l ∈ Bl.
Das graduierte Tensorprodukt von A und B wird damit zu einer Z/2-gra-
duierten k-Algebra.
Aus der Definition der Multiplikation in A⊗̂kB folgt insbesondere
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(10.2) (ai ⊗ 1)(1⊗ bj) = (−1)ij(1⊗ bj)(ai ⊗ 1)
fu¨r alle ai ∈ Ai, bj ∈ Bj .
A¨hnlich wie das Tensorprodukt la¨ßt sich auch das graduierte Tensorprodukt
durch eine universelle Eigenschaft charakterisieren. Seien dazu A = A0 ⊕ A1
und B = B0 ⊕B1 Z/2-graduierte k-Algebren und seien
ιA : A→ A⊗̂kB , a 7→ a⊗ 1
ιB : B → A⊗̂kB , b 7→ 1⊗ b
die entsprechenden Einbettungen. Ist dann C eine weitere Z/2-graduierte
k-Algebra und sind
f : A→ C , g : B → C
graduierte k-Algebra Homomorphismen, so daß ihre Bilder in C antikom-
mutieren, d.h. es gilt
f(ai)g(bj) = (−1)ijg(bj)f(ai)
fu¨r alle ai ∈ Ai, bj ∈ Bj , dann gibt es genau einen graduierten k-Algebra
Homomorphismus
h : A⊗̂kB → C,
so daß f = h ◦ ιA und g = h ◦ ιB . Es gilt
h(a⊗̂b) = h((a⊗ 1)(1⊗ b) = h(a⊗ 1)h(1⊗ b) =
= h(ιA(a))h(ιB(b)) = f(a)g(b)
fu¨r alle a ∈ A, b ∈ B; und
f(ai)g(bj) = h(ai ⊗ 1)h(1⊗ bj) =
= h((ai ⊗ 1)(1⊗ bj)) =
= h((−1)ij(1⊗ bj)(ai ⊗ 1)) =
= (−1)ijg(bj)f(ai)
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fu¨r alle ai ∈ Ai, bj ∈ Bj .
Wir wollen nun jedem endlichdimensionalen k-Vektorraum V , der mit einer
nichtausgearteten quadratischen Form q : V → k versehen ist, eine Z/2-graduierte
k-Algebra C(V, q), die sogenannte Cliffordalgebra von (V, q), zuordnen. Sei dazu
T (V ) := ⊕n∈ZV ⊗n
die sogenannte Tensoralgebra von V ; dabei ist V ⊗n := {0} fu¨r n < 0, V ⊗0 :=
k und V ⊗n das n-fache Tensorprodukt von V u¨ber k mit sich selbst; in T (V )
gilt
(x1 ⊗ ...⊗ xm)(y1 ⊗ ...⊗ yn) = x1 ⊗ ...⊗ xm ⊗ y1 ⊗ ...⊗ yn
fu¨r alle x1, ..., xm, y1, ..., yn ∈ V. Die Tensoralgebra la¨ßt sich durch eine
universelle Eigenschaft charakterisieren. Sei dazu ι : V → T (V ), v 7→ v, die
kanonische Einbettung; manchmal schreiben wir auch ι(v) = v. Sei A eine k-
Algebra und sei f : V → A ein k-Homomorphismus von Vektorra¨umen. Dann
gibt es genau einen Homomorphismus von k-Algebren g : T (V ) → A mit f =
g ◦ ι. Dabei gilt
g(x1 ⊗ ...⊗ xn) = f(x1) · · · f(xn)
fu¨r alle x1, ..., xn ∈ V . Die Tensoralgebra T (V ) wird durch
T (V )0 := ⊕n geradeV ⊗n, T (V )1 := ⊕n ungeradeV ⊗n
zu einer Z/2-graduierten k-Algebra mit k ⊂ T (V )0.
Definition Sei (V, q) ein nichtausgearteter quadratischer Raum u¨ber dem
Ko¨rper k mit char(k) 6= 2. V ist also ein endlichdimensionaler k-Vektorraum
mit einer Abbildung q : V → k, so daß
q(cv) = c2q(v) fu¨r alle c ∈ k, v ∈ V ,
und so daß die Abbildung
bq : V × V → k, bq(v, w) := 12 (q(v + w) − q(v)− q(w)), v, w ∈ V,
eine nichtausgeartete symmetrische Bilinearform ist.
Sei I(q) das zweiseitige Ideal in T (V ), das erzeugt wird von allen Elementen
der Form
v ⊗ v − q(v), v ∈ V.
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Die Quotientenalgebra
C(V, q) := T (V )/I(q)
heißt die Clifford-Algebra von (V, q).
Die Clifford-Algebra la¨ßt sich durch eine universelle Eigenschaft charakter-
isieren. Sei dazu − : T (V ) → C(V, q) der entsprechende Restklassenhomomor-
phismus und sei
κ : V
ι→ T (V ) −→ C(V, q)
die Zusammensetzung von ι mit −. Dann gilt in C(V, q)
(10.3) κ(v)2 = 1 · q(v) fu¨r alle v ∈ V.
Sei A eine k-Algebra und sei f : V → A ein k-Homomorphismus von k-
Vektorra¨umen mit der Eigenschaft
f(v)2 = 1 · q(v) fu¨r alle v ∈ V.
Dann existiert genau ein k-Homomorphismus von k-Algebren
g : C(V, q)→ A, so daß f = g ◦ κ.
Man erha¨lt g wie folgt. Aus der universellen Eigenschaft der Tensoralgebra
folgt zuna¨chst die Existenz eines eindeutigen Homomorphismus von k-Algebren
h : T (V )→ A mit der Eigenschaft h ◦ ι = f . Fu¨r alle v ∈ V ist
h(v ⊗ v − 1q(v)) = h(v ⊗ v)− 1q(v) = f(v)2 − 1q(v) = 0.
Also ist das Ideal I(q) im Kern von h enthalten, d.h. h faktorisiert u¨ber
C(V, q). Definiert man daher
g : C(V, q)→ A, a+ I(q) 7→ h(a),
dann gilt f = h ◦ ι = g ◦ κ.
Um die Schreibweise zu vereinfachen, werden Elemente aus V als Elemente
aus T (V ) und manchmal sogar als Elemente aus C(V, q) aufgefaßt; und die
Abbildung κ : V → C(V, q) wird durch die Schreibweise v 7→ v angedeutet.
(10.4) Bemerkungen (a) Sei
bq : V × V → k, bq(v, w) := 12 (q(v + w) − q(v)− q(w)), v, w ∈ V,
die zu q geho¨rige nichtausgeartete symmetrische Bilinearform. Fu¨r v, w ∈ V
schreiben wir auch v ⊥ w fu¨r bq(v, w) = 0. Aus v ⊥ w folgt
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vw = −wv ;
denn in C(V, q) gilt v2 = 1 · q(v) und w2 = 1q(w). Wenn also
0 = bq(v, w) =
1
2 (q(v + w) − q(v)− q(w)),
dann ist
v2 + w2 = q(v) + q(w) = q(v + w) = (v + w)2 = v2 + vw + wv + w2,
also
vw + wv = 0.
(b) Wenn v ∈ V bezu¨glich q anisotrop ist, d.h. wenn q(v) 6= 0 ist, und wenn
v ∈ C(V, q) invertierbar ist, dann gilt
v−1 = v · q(v)−1;
denn
v(v)−1 = vvq(v)−1 = q(v)q(v)−1 = 1.
(c) Ist δ ein k-Automorphismus von (V, q), d.h. ein k-Automorphismus von V
mit der Eigenschaft q ◦δ = q, dann gilt I(q ◦δ) = I(q), und δ induziert aufgrund
der universellen Eigenschaft der Clifford-Algebra einen Automorphismus von
k-Algebren
δ : C(V, q)→ C(V, q),
so daß δ ◦ − = f , wobei
f : V
δ→ V −→ C(V, q)
die Zusammensetzung von δ mit dem k-Vektorraumhomomorphismus
V
−→ C(V, q), v 7→ v,
ist.
Wir wollen nun auf der Clifford-Algebra eine Z/2−Graduierung definieren.
Dazu bemerken wir zuna¨chst, daß das zweiseitige Ideal I(q) aus T (V ) durch
Elemente aus T (V )0 erzeugt wird; denn es gilt
(v ⊗ v − q(v)) ∈ k ⊕ V ⊗2 ⊂ T (V )0.
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Mit
I(q)0 := T (V )0 ∩ I(q), I(q)1 := T (V )1 ∩ I(q)
gilt
I(q) = I(q)0 ⊕ I(q)1
und
C(V, q) = T (V )0/I(q)0 ⊕ T (V )1/I(q)1,
jeweils als k-Vektorra¨ume. Wir setzen
C(V, q)0 := T (V )0/I(q)0, C(V, q)1 := T (V )1/I(q)1,
und erhalten damit eine Z/2-Graduierung von C(V, q). Man nennt C(V, q)0
die gerade Clifford Algebra und, obwohl es sich dabei i.a. nicht um eine Algebra
handelt, C(V, q)1 die ungerade Clifford Algebra oder den ungeraden Anteil der
Clifford Algebra.
Die folgende Abbildung ist ein Isomorphismus von k-Algebren
(10.5) C(V, q)0 ⊕ C(V, q)1
∼=→ C(V, q)
(t0 + I(q)0, t1 + I(q)1) 7→ (t0 + t1 + I(q)o + I(q)1)
Außerdem beweist man unter Benutzung der universellen Eigenschaft der
Clifford-Algebra, daß fu¨r nichtausgeartete quadratische Ra¨ume (V1, q1); (V2, q2)
die Abbildung
V1 ⊕ V2 → C(V1, q1)⊗̂kC(V2, q2)
v1 ⊕ v2 7→ v1 ⊗ 1 + 1⊗ v2
einen Isomorphismus von k-Algebren induziert:
(10.6) C((V1, q1) ⊥ (V2, q2))
∼=→ C(V1, q1)⊗̂kC(V2, q2);
dabei bezeichnet (V1, q1) ⊥ (V2, q2) die orthogonale Summe von (V1, q1) und
(V2, q2).
(10.7) Beispiel Sei V = kx ein 1-dimensionaler k-Vektorraum mit der
quadratischen Form q : V → k , so daß q(x) = α ∈ k∗. Dann existiert ein
Isomorphismus von k-Algebren
C(V, q) ∼= k [t] /(t2 − α) ∼= k ⊕ kx
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wie man folgendermaßen erkennt: Die Abbildungen
Φn : k ⊗ ...⊗ k→ k, x1 ⊗ ...⊗ xn 7→ x1x2...xn
Ψm : k ⊕ ...⊕ k → k [t] , (x1, ..., xm) 7→ x1 + x2t+ ...+ xmtm−1
induzieren einen Isomorphismus von k-Algebren
T (V ) = ⊕n≥0V ⊗n = k ⊕ k ⊕ (k ⊗ k)⊕ (k ⊗ k ⊗ k)⊕ ...∼= k ⊕ k ⊕ k ⊕ k ⊕ ...
∼= k [t]
Wegen q(x) = α ist I(q) = 〈x ⊗ x − q(x) : x ∈ V 〉 = (t2 − α), d.h. I(q) ist
das von dem Polynom t2 − α erzeugte Hauptideal in k [t] .
(10.8) Satz Sei (V, q) ein n-dimensionaler quadratischer Raum u¨ber k mit
der Orthogonalbasis e1, ..., en. Dann gilt
(a) dimk C(V, q) = 2
n
(b) Die Produkte der Form
eǫ11 · · · eǫnn mit ǫi ∈ {0, 1}
bilden eine Vektorraumbasis von C(V, q)
(c) Der Vektorraumhomomorphismus
V → C(V, q), v 7→ v,
ist injektiv.
Beweis: Zu (a): Fu¨r n = 1 folgt aus Beispiel (10.7):
dimk(C(V, q)) = dimk(k ⊕ kx) = 2.
Bezeichnet (Vi, qi) den 1-dimensionalen quadratischen Raum mit der Basis
ei, dann folgt aus (10.6):
V (V, q) ∼= C(V1.q1)⊗̂k...⊗̂kC(Vn, qn).
Daraus ergibt sich Behauptung (a).
Zu (b): Die Basiselemente e1, ..., en ∈ V erzeugen T (V ) als k-Algebra, und
deren Bilder e1, ..., en in C(V, q) erzeugen daher C(V, q) als k-Algebra. Alle
Produkte der ei sind von der Form y = y1...ym mit yi ∈ {e1, ..., en}. Wegen der
Orthogonalita¨t der Basisvektoren folgt nach Bemerkung (10.4), Teil (a), daß
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eiej = −ejei fu¨r alle i, j ∈ {1, ..., n}.
Außerdem gilt
e2i = q(ei) fu¨r alle i ∈ {1, ..., n}.
Es folgt
y = γeǫ11 · · · eǫnn mit γ ∈ k∗ und ǫi ∈ {0, 1}.
Auf diese Weise ergeben sich 2n linear unabha¨ngige erzeugende Elemente.
Wegen dimk(C(V, q)) = 2
n folgt die Behauptung.
Zu (c): Schreibt man v ∈ V in der Form v = a1e1 + ... + anen und ist
v = a1e1+ ...+anen = 0 in C(V, q), dann folgt aus der linearen Unabha¨ngigkeit
der ei in C(V, q), daß alle ai = 0 und damit v = 0 ist.
Damit ist der Beweis von (10.8) beendet.
(10.9) Bemerkung Mit den Bezeichnungen von (10.8) bilden die Elemente
der Form
eǫ11 · · · eǫnn mit ǫi ∈ {0, 1} und
∑
n
i=1ǫi ≡ 0mod2
eine k-Vektorraumbasis vonC(V, q)0. Es folgt, daß das Zentrum vonC(V, q)0
isomorph zu k ist.
Zur Clifford-Algebra C = C(V, q) bilden wir die entgegengesetzte Algebra
Cop, d.h. es ist Cop = C als k-Vektorraum, und fu¨r x, y ∈ C ist xy in Cop gleich
yx in C. Fu¨r Elemente v1, ..., vn ∈ V sei
I(v1 · · · vn) := vn · · · v1.
Dadurch wird ein Vektorraumisomorphismus I : C → Cop mit den folgenden
Eigenschaften definiert:
I2 = id, I(xy) = I(y)I(x) fu¨r alle x, y ∈ C
I heißt der kanonische Antiautomorphismus von C. Fu¨r e ∈ V sei
He := {v ∈ V : bq(v, e) = 0};
He ist ein Untervektorrraum von V , die sogenannte zum Vektor e senkrechte
Hyperebene. Es gilt
V = ke ⊥ He.
Die k-lineare Abbildung
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se : V → V mit se(e) = −e und se(h) = h fu¨r alle h ∈ H
ist eine Isometrie von q, d.h. es gilt q ◦ se = q, mit der Eigenschaft s2e = id;
se heißt die Spiegelung auf V an der zum Vektor e senkrechten Hyperebene He.
Bezu¨glich einer geeigneten Basis von V ist die Matrix von se gegeben durch


1
.
.
.
1
1
−1


.
Die Determinante von se ist also gleich −1. Wir teilen nun ein fu¨r die
Theorie der quadratischen Formen wichtiges Resultat u¨ber die Erzeugbarkeit
der orthogonalen Gruppe
O(q) := O(V, q) := {δ ∈ Autk(V ) : q ◦ δ = q}
und der speziellen orthogonalen Gruppe
SO(q) := {δ ∈ O(q) : det(δ) = 1}
durch Spiegelungen ohne Beweis mit, vgl. z. B. [CH ].
(10.10) Satz (Cartan, Dieudonne´, Witt) (a) Jedes Element aus SO(q) ist
Produkt einer geraden Anzahl von Spiegelungen.
(b) Ist n = dim V , dann ist jedes Element aus O(q) Produkt von ho¨chstens
n Spiegelungen.
Wir beno¨tigen eine Beschreibung von Spiegelungen innerhalb der Clifford-
Algebra. Sei dazu se die Spiegelung auf V an der zu e ∈ V senkrechten Hyper-
ebene He und sei
se : C → C
der durch se induzierte Automorphismus der Clifford-Algebra C = C(V, q).
Dann gilt
(10.11) se(x) = −exe−1 fu¨r alle x ∈ C.
Denn fu¨r alle α ∈ k gilt se(αe) = −αe = −eαee−1, und fu¨r v ∈ He gilt nach
Bemerkung (10.4), Teil (a): ve = −ev, also −eve−1 = v = se(v).
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Definition Die sogenannte gerade Clifford-Gruppe zu (V, q) ist definiert
durch
Γ0 := Γ0(q) := {s ∈ C∗0 : sV s−1 = V };
dabei bezeichnet V das Bild von V in C = C(V, q).
Die Abbildung
α : Γ0 → Autk(V ), s 7→ αs,
wobei der k-Automorphismus αs : V → V durch die entsprechende Abbil-
dung
V → V , v 7→ svs−1,
definiert ist, ist ein Gruppenhomomorphismus. Es folgt: αs ∈ O(q); denn
q(αs(v)) = (αs(v))
2 = sv2s−1 = sq(v)s−1 = q(v) fu¨r alle v ∈ V . Somit erhalten
wir einen Gruppenhomomorphismus
(10.12) α : Γ0 → O(q), s 7→ αs.
(10.13)Bemerkungen (a) Fu¨r eine gerade Anzahl von Elementen v1, ..., v2q ∈
V ist s := v1 · · · v2q ∈ C0 und αs = αv1 · · · αv2q Produkt einer geraden Anzahl
von Spiegelungen. Also ist αs ∈ SO(q).
(b) Fu¨r δ ∈ O(q) sei δ ∈ Autk(C(V, q)) der durch δ induzierte Automorphis-
mus der Clifford Algebra. Man erha¨lt einen Gruppenhomomorphismus
α : Γ0
α→ O(q) −→ {α ∈ Autk(C) : α|V ∈ Autk(V )}
mit
α(s) = αs fu¨r alle s ∈ Γ0.
U¨ber den Homomorphismus α aus (10.12) gilt der folgende Satz, vgl. [CH ].
(10.14) Satz Das Bild von α ist SO(q), und der Kern von α ist k∗.
Aus der vorangehenden Bemerkung (10.13), Teil (a), ergibt sich, daß das
Bild von α in SO(q) enthalten ist. Umgekehrt: Jedes Element aus SO(q) ist
Produkt einer geraden Anzahl von Spiegelungen, also nach (10.11) Konjugation
mit einem Element aus C∗0 und damit insbesondere im Bild von α enthalten.
Der Kern von α besteht aus allen s ∈ Γ0, so daß svs−1 = v fu¨r alle v ∈ V .
Daraus folgt, daß s im Zentrum von Co, also in k, enthalten ist.
Definition Die Spinornorm ist die Abbildung
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SN : SO(q)→ k∗/k∗2, t 7→ I(p)p · k∗2,
wobei t = sv1 · · · sv2q Produkt einer geraden Anzahl von Spiegelungen zu
v1, ..., v2q ∈ V und p := v1 · · · v2q das entsprechende Element in C = C(V, q)
ist, also
I(p)p = v2q · · · v1v1 · · · v2q = q(v1) · · · q(v2q) ∈ k∗.
(p ist bis auf ein Element aus Kern(α) = k∗ durch t eindeutig bestimmt.)
Der Kern Kern(SN) der Spinornorm besteht aus allen t ∈ SO(q), die sich
in der Form
t = sv1 · · · sv2q mit v1, ..., v2q ∈ V und q(v1) · · · q(v2q) ∈ k∗2
darstellen lassen.
Definition Die Spingruppe von (V, q) ist
Spin(V, q) := Spin(q) := {p ∈ Γ0 : I(p)p = 1}.
Somit induziert der Gruppenhomomorphismus α : Γ0 → SO(q) einen Grup-
penhomomorphismus
α|Spin : Spin(V, q)→ Kern(SN)
mit dem Kern {±1} =: µ2 ≤ k∗; es besteht also die exakte Sequenz
1→ µ2 → Spin(V, q)
α|Spin→ Kern(SN).
Wenn k∗ = k∗2 gilt, dann ist Kern(SN) = SO(V, q) und α|Spin ist surjektiv;
vgl. (10.14). Zusammenfassend la¨ßt sich also feststellen
(10.15) Bemerkung Ist der Ko¨rper k quadratisch abgeschlossen, d.h. gilt
k∗ = k∗2, dann besteht die folgende exakte Sequenz
1→ µ2 → Spin(V, q)
α|Spin→ SO(V, q)→ 1;
Spin(V, q) ist also eine zentrale Erweiterung von SO(V, q) mit dem Kern µ2
Nachfolgend wird beschrieben, wie sich diese U¨berlegungen bei der Klassi-
fikation quadratischer Formen einsetzen lassen, vgl. [SR] sowie [SE2], Chapter
III, §3, (3.2), Example b. Sei also nach wie vor k ein Ko¨rper mit char(k) 6= 2
und sei (V, q) ein nichtausgearteter quadratischer Raum der Dimension n. Sei
K/k eine Galoiserweiterung mit der Galoisgruppe G, so daß K∗ = K∗2,d.h.
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K ist quadratisch abgeschlossen. Die Automorphismengruppe Aut((VK , qK))
ist die orthogonale Gruppe O((VK , qK)) = O(qK), und wir haben die in (8.9)
erkla¨rte Bijektion
θ : E(V,q)(K/k)→ H1(G,O(qK)).
Weil K quadratisch abgeschlossen ist, ist qK isomorph zur Einheitsform
qe : X
2
1 + ...+X
2
n.
Ist T eine auf Einheitsform transformierende Matrix, dann ist die Abbildung
O(qK)→ O(qe,K), S 7→ TST t
ein Isomorpphismus von G-Gruppen und daher die dadurch induzierte Ab-
bildung von Kohomologiemengen
H1(G,O(qK ))→ H1(G,O(qe,K ))
eine Bijektion. Deshalb sei im Folgenden q = qe die Einheitsform der Di-
mension n. Die exakte Sequenz
1→ SO(qK)→ O(qK) det→ µ2 → 1
ist eine exakte Sequenz von G-Gruppen und induziert daher die folgende
exakte Sequenz von punktierten Kohomologiemengen
H0(G,µ2)
δ→ H1(G,SO(qK ))→ H1(G,O(qK )) det→ H1(G,µ2).
Weil G auf µ2 trivial operiert, ist H
0(G,µ2) = µ2. Außerdem ist
H1(G,µ2) ∼= k∗/k∗2.
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Also haben wir die exakte Sequenz von Kohomologiemengen
(10.16) µ2
δ→ H1(G,SO(qK))→ H1(G,O(qK)) det→ k∗/k∗2
Sie ero¨ffnet die Mo¨glichkeit, H1(G,O)(qK )) und damit E(V,qe)(K/k) mit
Hilfe von H1(G,SO(qK)) zu bestimmen. Um H
1(G,SO(qK)) zu beschreiben,
stellt man zuna¨chst fest, daß die exakte Sequenz aus (10.15) u¨ber K, also
1→ µ2 → Spin(qK)→ SO(qK)→ 1,
eine exakte Sequenz von G-Gruppen ist. Somit erha¨lt man aufgrund von
(4.6) die exakte Sequenz von punktierten Kohomologiemengen
H0(G,Spin(qK))→ H0(G,SO(qK)) δ→ H1(G,µ2)→ H1(G,Spin(qK))→
→ H1(G,SO(qK)) ∆→ H2(G,µ2),
also wegen
H1(G,µ2) ∼= k∗/k∗2 und H2(G,µ2) ∼= Br2(k)
die exakte Sequenz von punktierten Kohomologiemengen
Spin(q)→ SO(q)→ k∗/k∗2 → H1(G,Spin(qK))→ H1(G,SO(qK))→
→ Br2(k)
Unter der Voraussetzung
(10.17) H1(G,Spin(qK)) = 1,
die fu¨r Ko¨rper k, deren kohomologische 2-Dimension nicht gro¨ßer als 2 ist,
erfu¨llt ist, vgl. dazu [SE2], Chapter III, 3.2, (b), p. 141, in Verbindung mit
[MK2], [BP ], hat also die Abbildung
H1(G,SO(qK))→ Br2(k)
trivialen Kern. Zusammen mit der obigen exakten Sequenz
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µ2 → H1(G,SO(qK))→ H1(G,O(qK)) det→ k∗/k∗2
erha¨lt man damit eine Mo¨glichkeit, fu¨r Ko¨rper k, die die Voraussetzung
(10.17) erfu¨llen,H1(G,O(qK)) und damit die MengeE(V,q)(K/k) zu bestimmen.
Das durch die obige Korandabbildung ∆ fu¨r jedes Element ausH1(G,SO(qK ))
definierte Element in der Brauergruppe Br(k)2 ist Beispiel einer kohomologis-
chen Invariante, die mit der sogenannten Hasse-Witt Invariante zusammenha¨ngt;
vgl. dazu auch [SR], 4.7, p. 251, sowie [SE2], Appendix 2, §2. Kohomologischen
Invarianten quadratischer Formen werden in [AN ], [DZ] , [SR] , [SC1] eingefu¨hrt
und untersucht. Die einflußreiche Arbeit [MN2] stellt Zusammenha¨nge zwis-
chen quadratischen Formen, der Brauergruppe und der algebraischen K-Theorie
her; vgl. dazu auch den U¨bersichtsartikel [PF ] und die grundlegenden Resultate
von V. Voevodsky, vgl. z.B. [V 1], [V 2]. Die Resultate in [MK1] und [MK2]
sind von grundlegender Bedeutung fu¨r den Zusammenhang zwischen quadratis-
chen Formen und der Brauergruppe. In dem U¨bersichtsartikel [BF ] findet man
weitere Resultate u¨ber kohomologische Invarianten, die mit quadratischen For-
men zusammenha¨ngen. Fu¨r Zusammenha¨nge zwischen Hasse-Witt Invarianten
von Spurformen und Einbettungsproblemen vgl. [SE4], §3, sowie [SE3], 9. Fu¨r
eine allgemeine Theorie von kohomologischen Invarianten vgl. [GMS], ”Chomo-
logical invariants, Witt invariants and trace forms”, und die dort genannte Lit-
eratur.
Aufgaben und Beispiele
(1) Sei qe die n-dimensionale quadratische Einheitsform u¨ber einem Ko¨rper
k. Zeigen Sie, daß zu jedem (α) ∈ H1(G(Q/Q), SO(qe)) ein m ∈ N existiert,
so daß Q(µm) ein Zerfa¨llungsko¨rper fu¨r (α) ist. (Wohlbekannt; quadratische
Gaußsche Summen anwenden)
(2) Zeigen Sie: Ist q eine nichtausgeartete quadratische Form auf einem
Q-Vektorraum V der Dimension ≥ 3, dann existieren ein t ∈ N und ein v ∈
V ⊗Q(e2πi/2t), v 6= o, so daß qQ(e2pii/2t )(v) = 0. (Vgl. [ST ])
§ 11. Twistungen von Ko¨rpern
In diesem Abschnitt folgen wir weitgehend entsprechenden Ausfu¨hrungen in
[H1], 4.4; [RQ]; [SE1], Chapter X, §6; diese Ausfu¨hrungen basieren ihrerseits
in Teilen auf den grundlegenden Arbeiten [WT 3]; [C1],[C2]; [AMT ].
Sei k ein Ko¨rper und sei k ein separabler algebraischer Abschluß von k. Sei
G(k) eine Kategorie von Ko¨rpererweiterungen K/k in k. Fu¨r K ∈ Ob(G(k))
heißt eine Ko¨rpererweiterung E von k linear disjunkt zu K u¨ber k, falls jede
endliche Teilmenge aus K, die u¨ber k linear unabha¨ngig ist, auch u¨ber E linear
unabha¨ngig ist, so daß also die k-Algebra EK := E ⊗k K ein Ko¨rper ist, der
in einem gemeinsamen Oberko¨rper von E und K isomorph zum Kompositum
von E mit K ist, vgl. z.B. [BK]. Zum Beispiel ist der Ko¨rper der rationalen
Funktionen E = k(t) in einer Unbestimmten t u¨ber k linear disjunkt zu jedem
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K ∈ Ob(G(k)), und es gilt k(t) ⊗k K = K(t). Sei Fk die Kategorie, deren
Objekte die Ko¨rpererweiterungen von k sind, die zu allen K ∈ Ob(G(k)) linear
disjunkt sind, und deren Morphismen die k-Homomorphismen sind. Fu¨r jedes
M ∈ Ob(G(k)) sei FM die entsprechend gebildete Kategorie zu M . Fu¨r je
zwei Objekte K,L ∈ Ob(G(k)), so daß L/K eine Ko¨rpererweiterung ist, sei
rL/K : FK → FL der Funktor, der jedem E ∈ Ob(FK) das Objekt EL := E ⊗K
L ∈ Ob(FL) und jedem Morphismus f ∈ Mor(E,F ) aus FK den Morphismus
fL ∈Mor(EL, FL),
fL := f ⊗ idL : EL → FL, e⊗ λ 7→ f(e)⊗ λ,
aus FL zuordnet. Somit erhalten wir eine durch G(k) indizierte Kategorie
F, deren Objekte die Kategorien FK fu¨r K ∈ Ob(G(k)) und deren Morphismen
die Funktoren rL/K : FK → FL sind; vgl. dazu §1.
Seien K,L ∈ Ob(G(k)) so, daß L/K eine endliche Galoiserweiterung ist. Sei
E ∈ Ob(FK). Dann induziert jedes s ∈ G(L/K) den K-Automorphismus
idE ⊗ s : EL → EL, e⊗ λ 7→ e⊗ s(λ).
Fu¨r f ∈ Isom(EL, FL) und s ∈ G(L/K) ist dann auch s ◦ f ◦ s−1 ∈
Isom(EL, FL). Wir wollen zeigen, daß F fortsetzend ist, d.h. fu¨r je zwei
Objekte E,F ∈ Ob(FK) ist f ∈ rL/K(Isom(E,F )) genau dann, wenn f ∈
Isom(EL, FL)
G(L/K). Sei also g ∈ Isom(E,F ) mit f := rL/K(g) = gL. Dann
ist fu¨r alle s ∈ G(L/K)
s(gL) = s ◦ gL ◦ s−1 = s ◦ g ⊗ idL ◦ s−1 = g ⊗ s ◦ idL ◦ s−1 = g ⊗ idL = gL,
d.h. f = gL ∈ Isom(EL, FL)G(L/K). Sei umgekehrt f ∈ Isom(EL, FL)G(L/K).
Sei (ei) eine K-Basis von E. Dann ist (ei) eine L-Basis von EL. Schreibe
f(ei) = Σjaijej mit aij ∈ L. Dann ist s(f)(ei) = s(f(s−1(ei)) = s(f(ei)) =
Σjs(aij)ej = f(ei) = Σjaijej fu¨r alle s ∈ G(L/K), also alle aij ∈ K. Setzt man
daher g(ei) := Σjaijei, so ist f = gL.
Damit ist gezeigt
(11.1) Satz Die durch G(k) indizierte Kategorie F ist eine Galoiskategorie
u¨ber G(k).
Sei E ein festgewa¨hltes K-Objekt von F und sei L ∈ Ob(G(k)) eine Ko¨rper-
erweiterung von K. Dann ist in der Bezeichnungsweise von §1 EF(L/K,E) die
Menge aller K-Isomorphieklasen (F ) von K-Objekten F von F mit FL ∼= EL.
Ist L/K eine endliche Galoiserweiterung, dann ist die Abbildung
(11.2) θ : EF(L/K,E)→ H1(G(L/K), Aut(EL))
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gema¨ß §1 wie folgt definiert: Ist F eine L/K-Twistung von E und ist f ∈
Isom(EL, FL) ein Isomorphismus, dann wird (F ) auf die Klasse des 1-Kozykels
p : G(L/K)→ Aut(EL), s 7→ ps := f1 ◦ s(f) = f−1 ◦ s ◦ f ◦ s−1, abgebildet. Es
gilt
(11.3) Satz Die Abbildung θ aus (12.2) ist bijektiv.
Beweis: θ ist nach (1.7) injektiv. Um die Surjektivita¨t von θ zu beweisen,
sei p : G(L/K)→ Aut(EL), s 7→ ps, ein 1-Kozykel. Sei
pG(L/K) = {ps ◦ s : s ∈ G(L/K)} ≤ Aut(EL)
die mit p getwistete Galoisgruppe und sei F ⊂ EL der Fixko¨rper unter
pG(L/K). Aus der Galoistheorie folgt, daß EL/F eine Galoiserweiterung mit
der Galoisgruppe pG(L/K) ist. Der Ko¨rper F ist linear disjunkt zu L u¨ber K.
Um das einzusehen sei M := {dj : 1 ≤ j ≤ m} ein u¨ber K linear unabha¨ngiges
System von Elementen aus F . Angenommen M ist u¨ber L linear abha¨ngig.
Dann gibt es in M ein Element d, so daß d = Σj∈Jαjdj fu¨r eine nichtleere
Indexmenge J ⊂ {1, ...,m} und αj ∈ L fu¨r alle j ∈ J . Fu¨r alle Elemente d aus
F gilt (ps ◦ s)(d) = d fu¨r alle s ∈ G(L/K), also auch ps−1 ◦ s−1(d) = d fu¨r alle
s ∈ G(L/K). Damit folgt
d = Σj∈Jαjdj = Σj∈Jαjps−1 ◦ s−1(dj) = ps−1 ◦ s−1(Σj∈Js(αj)dj) =
= Σj∈Js(αj)dj ,
also, da die dj linear unabha¨ngig u¨ber L sind, αj = s(αj) fu¨r alle j ∈ J
und alle s ∈ G(L/K). Also liegen alle αj in K; im Widerspruch zur linearen
Unabha¨ngigkeit der dj u¨ber K. F ist also linear disjunkt zu L u¨ber K, und
somit ist F ∈ Ob(FL). Um zu erkennen, daß (F ) ∈ EF(L/K,E) und daß (F )
unter θ auf (p) ∈ H1(G(L/K), Aut(EL)) abgebildet wird, schließen wir folgen-
dermaßen. Sei u1, ..., un eine K-Basis von L/K. Dann ist FL = F (u1, ..., un)
in EL enthalten, und EL/F und FL/F sind Erweiterungen vom Grad n. Also
sind EL und FL als Mengen gleich. Ist x = Σidiui ∈ FL, dann ist
s(x) = Σidis(ui) = Σi(ps ◦ s)(di)s(ui) = Σi(ps ◦ s)(Σjeijuj)s(ui) =
= Σi,jps(eij)s(ujui) = (ps ◦ s)(Σi(Σjeijuj)ui) = ps ◦ s(x),
d.h. FL ist die Twistung von EL mit p. Die Behauptung folgt.
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Sei K(x) = K(x1, ..., xm) der Ko¨rper der rationalen Funktionen inm Unbes-
timmten x1, ..., xm u¨ber K; K(x1, ..., xm) ist ein K-Objekt von F. Sei L/K eine
endliche Galoiserweiterung mit Galoisgruppe G und sei L(x) = L(x1, ..., xm)
der Ko¨rper der rationalen Funktionen in m Unbestimmten u¨ber L. Dann ist,
mit obigen Bezeichnungen, L(x) die Skalarerweiterung von K(x) mit L. Die
allgemeine lineare Gruppe GL(m,L) operiert auf L(x) durch Variablentransfor-
mation:
ta : xi 7→ Σmj=1xjaij , i = 1, ...,m, a = (aij) ∈ GL(m,L).
Dadurch wird ein Homomorphismus
t : GL(m,L)→ Aut(L(x)), a = (aij) 7→ ta,
induziert. Sei L(y) = L(y1, ..., ym−1) der Ko¨rper der rationalen Funktio-
nen in m − 1 Vera¨nderlichen u¨ber L. L(y) ist Skalarerweiterung von K(y) =
K(y1, ..., ym−1) mit L. Die Zuordnung yi 7→ xixm−1 ; i = 1, ...,m − 1, induziert
eine Einbettung von L(y) in L(x). Aus der Definition von t ergibt sich, daß der
Teilko¨rper L(y) von L(x) unter der Operation von GL(m,L) in sich u¨berfu¨hrt
wird, und die Einschra¨nkung des L-Automorphismus ta ∈ AutL(L(x)), a ∈
GL(m,L), von L(x) auf L(y) ist ein L-Automorphismus von L(y). L∗ wird
durch c 7→ c · Idm, Idm = Einheitsmatrix vom Grad m, zu einer Untergruppe
von GL(m,L). Es ist offentsichtlich, daß L∗ trivial auf L(y) operiert. Somit er-
weist sich GL(m,L)/L∗ = PGL(m,L∗) als Gruppe von L-Automorphismen von
L(y). Die Operation von G(L/K) auf L induziert eine Operation von G(L/K)
auf L(y), wobei fu¨r alle s ∈ G(L/K) und alle i ∈ {1, ...,m− 1} gilt: s(yi) := yi.
Außerdem wird PGL(m,L) durch die Operation von G(L/K) auf L zu einer
G(L/K)-Gruppe, und als solche eine Untergruppe der G(L/K)-Gruppe aller
L-Automorphismen von L(y).
Definition (vgl. [RQ], §5) Ein Brauerko¨rper F der Dimension m − 1
u¨ber K ist eine L/K-Twistung F des rationalen Funktionenko¨rpes in m − 1
Unbestimmten K(y) = K(y1, ..., ym−1) mit einem 1-Kozykel p : G(L/K) →
PGL(m,L).
Aufgrund von (12.3) ist F der Fixko¨rper von L(y) unter der Gruppe pG(L/K),
vgl. § 3.
Die in §4 unter Aufgaben und Beispiele, (10), erla¨uterte Charakterisierung
der Elemente der KohomologiemengeH1(G(L/K), PGL(m,L)) durchGL(m,L)-
Konjugationsklassen von Untergruppen U des semidirekten Produktes
GL(m,L) = GL(m,L)×s G(L/K),
fu¨r die gilt
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U ∩GL(m,L) = L∗, GL(m,L) · U = GL(m,L),
erlaubt eine weitere Charakterisierung von Brauerko¨rpern, vgl. dazu [RQ],
§4, §5. Fu¨r grundlegende und weitergehende Resultate u¨ber Brauerko¨rper vgl.
[AMT ], II, §9-§12, und [RQ], §5-§9.
Der Klasse eines Brauerko¨rpers entspricht die Isomorphieklasse einer pro-
jektiven Varieta¨t, einer sogenannten Brauer-Severi Varieta¨t. Solche Varieta¨ten
wurden von F. Chatelet unter dem Namen Brauer-Varieta¨t eingefu¨hrt und un-
tersucht; vgl. [C1], [C2].
Definition (Vgl. [C1];[C2]; [AMT ], II, 12; [SE1], Chapter X, § 10) Sei k ein
Ko¨rper. Eine Brauer-Severi Varieta¨t u¨ber k ist eine u¨ber k definierte projektive
Varieta¨t, die u¨ber einer endlichen separablen Erweiterung des Grundko¨rpers
isomorph zu einem projektiven Raum ist.
Dieser Zusammenhang zwischen den Elementen vonH1(G(L/K), PGL(m,L))
und Brauer-Severi Varieta¨ten ist eine unmittelbare Folgerung aus der Deutung
der projektiven linearen Gruppe PGL(m,L) als Automorphismengruppe, oder,
damit gleichbedeutend, als Gruppe aller birationalen Isomorphismen, des pro-
jektiven Raumes Pm−1L , aufgefaßt als projektive Varieta¨t, auf die wir zuna¨chst
kurz eingehen.
(11.4) Satz Sei L ein Ko¨rper und sei m ∈ N. Sei
χL = χ : PGL(m,L)→ Aut(Pm−1L )
die Abbildung, die jedes Element aL∗ = (aij)L
∗ ∈ GL(m,L)/L∗ auf den
Automorphismus
ψa : P
m−1
L −→ Pm−1L , (x0 : ... : xm−1) 7→ (Σja0jxj : ... : Σjam−1jxj)
der projektiven Varieta¨t Pm−1L abbildet. Dann gilt
(a) χL ist ein Homomorphismus von Gruppen
(b) χL ist injektiv
(c) χL ist galoisvertra¨glich, d.h. ist L/K eine endliche Galoiserweiterung
mit der Galoisgruppe G, dann gilt
χL(s(aL
∗)) = s(χL(aL
∗))
fu¨r alle a ∈ GL(m,L) und fu¨r alle s ∈ G.
(d) χL ist surjektiv
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Die Aussagen (a), (b) und (c) sind leicht zu beweisen. Fu¨r Aussage (d) vgl.
[SF ], Chapter III, exercises 16 & 17. (Ich danke Herrn T. Riedel fu¨r den Hinweis
auf diese U¨bungsaufgaben in [SF ].)
Aufgrund der verschiedenen galoisvertra¨glichen Deutungen der projektiven
linearen Gruppe, na¨mlich
(a) PGL(m,L) ∼= AutL(Mat(m×m,L))
(b) PGL(m,L) ∼= Gruppe von L-Automorphismen von L(y1, ..., ym−1)
(c) PGL(m,L) ∼= Aut(Pm−1L ),
erha¨lt man mit Hilfe von (11.4) die folgenden Beschreibungen von
H1(G(L/K), PGL(m,L)):
(a) Menge aller K-Isomorphieklassen von zentraleinfachen K-Algebren A,
so daß A⊗K L ∼=Mat(m,L)
(b) Menge allerK-Isomorphieklassen von Brauerko¨rpernF ⊂ L(y1, ..., ym−1)
(c) Menge aller K-Isomorphieklassen von u¨ber K definierten Brauer-Severi
Varieta¨ten, die u¨ber L isomorph zu Pm−1L sind
Dabei ist der Funktionenko¨rper, der zu der durch Twistung der projektiven
Varieta¨t Pm−1K mit einem 1-Kozykel p : G(L/K) → PGL(m,L) definierten
Brauer-Severi Varieta¨t geho¨rt, K-isomorph zum Brauerko¨rper F , der durch
Twistung von K(y1, ..., ym−1) mit p entsteht; vgl. [AMT ], II, 12, Theorem
12.1.
Chatelet hat gezeigt, daß die zu einer zentraleinfachen k-AlgebraA geho¨rende
Brauer-Severi Varita¨t genau dann einen k-rationalen Punkt besitzt, wenn A
zerfa¨llt, d.h. a¨hnlich zu einer Matrixalgebra u¨ber k ist; vgl. [C1], [C2]. Zu
diesen Resultaten vgl. man auch die Bemerkungen in [SE2], Chapter III, §1,
insbesondere 1.3.
In [SO] wird ein Zusammenhang zwischen Brauerko¨rpern und Brauer-Severi
Varieta¨ten einerseits und gewissen galoistheoretischen Einbettungsproblemen
andererseits hergestellt und untersucht.
In [AM ] findet man ebenfalls eine Darstellung der Theorie der Brauer-Severi
Varieta¨ten. Das Buch [JA] entha¨lt Abschnitte u¨ber generische Zerfa¨llungsko¨rper,
Brauerko¨rper und Brauer-Severi Varieta¨ten. Fu¨r explizite Gleichungen von
Brauer-Severi Varieta¨ten fu¨r eine Klasse von Algebren vgl. [H2] . Eine ausfu¨hr-
liche Darstellung von Zusammenha¨ngen zwischen zentral einfachen Algebren,
generischen Zerfa¨llungsko¨rpern und Brauer-Severi Varieta¨ten findet man in [JN ]
sowie in [GS]. Dort findet man jeweils auch eine umfangreiche Literarurliste zu
dieser Thematik.
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Aufgaben und Beispiele
(1) Zeigen Sie, daß der Brauerko¨rper einer zentraleinfachen Algebra A ein
sogenannter generischer Zerfa¨llungsko¨rper von A ist. (Zum Begriff ”gener-
ischer Zerfa¨llungsko¨rper” und zum Beweis dieser Aussage vgl. [AMT ], II,
9, insbesondere Theorem 9.1; oder [RQ] , §6. In [AMT ] und [RQ] werden
weitere Aussagen u¨ber den Zusammenhang zwischen zentraleinfachen Alge-
bren und Brauerko¨rpern bewiesen und vermutet. In [KRM ] werden generische
Zerfa¨llungsko¨rper in einem wesentlich allgemeineren Rahmen eingefu¨hrt und
untersucht. E. Witt hat bereits in [WT 3] generische Zerfa¨llungsko¨rper von
Quaternionenalgebren eingefu¨hrt und eine bijektive Korrespondenz zwischen
Quaternionenalgebren und Funktionenko¨rpern vom Geschlecht 0 aufgestellt.)
(2) Zeigen Sie, daß die Brauer-Severi Varieta¨t der Quaternionenalgebra
A−1(a, b) durch die Gleichung az
2 = x2 − by2 gegeben ist (Vgl. [AMT ], II,
11, Crollary 11.1, in Verbindung mit II, 12, Theorem 12.1)
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