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Abstract
Two-lattice polyhedra are a special class of lattice polyhedra that include network 4ow poly-
hedra, fractional matching polyhedra, matroid intersection polyhedra, the intersection of two
polymatroids, etc. In this paper we show that the maximum sum of components of a vector
in a 2-lattice polyhedron is equal to the minimum capacity of a cover for the polyhedron. For
special classes of 2-lattice polyhedra, called matching 2-lattice polyhedra, that include all of the
mentioned special cases except the intersection of two polymatroids, we characterize the largest
member in the family of minimum covers in terms of the maximum ‘cardinality’ vectors in the
polyhedron. This characterization is at the heart of our extreme point algorithm (Chang et al.,
ISyE Technical Report No. J-94-05, ISyE, Georgia Institute of Technology, Atlanta, GA 30332)
for @nding a maximum cardinality vector in a matching 2-lattice polyhedron. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Vande Vate [28] @rst introduced 2-lattice polyhedra as a natural linear relaxation
of the matroid matching problem and showed that the relationship between matroid
matching and its linear relaxation via 2-lattice polyhedra is in many ways analogous
to the relationship between graphic matching and its linear relaxation via fractional
matching.
When the matroid matching problem is in fact a graphic matching problem, its
relaxation via a 2-lattice polyhedron is the corresponding fractional matching polytope.
Further, just as the graphic matching polytope and the fractional matching polytope
coincide when the underlying graph is bipartite, the matroid matching polytope and
its relaxation via a 2-lattice polyhedron coincide when the matroid matching problem
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is in fact a matroid intersection problem. More generally, the extreme points of a
2-lattice polyhedron are half-integral and can be characterized by the extreme points
of fractional matching polyhedra.
These close analogies suggest the possibility that, just as the graphic matching poly-
tope can be obtained by adding ‘rank 1’ inequalities to the constraints de@ning the
fractional matching polytope, the matroid matching polytope might be obtained by
adding rank 1 inequalities to the constraints de@ning the corresponding 2-lattice poly-
hedron. The demonstrated intractability of the matching problem in general matroids
[23,18] suggests that this is not possible in general and Vande Vate [28] showed that
a natural 2-lattice relaxation need not have this rank 1 property even for representable
matroids. Nevertheless, it remains an open question whether there is a 2-lattice re-
laxation of the matching polytope for a representable matroid that enjoys this rank 1
property. Thus, one motivation for further investigation into 2-lattice polyhedra is to
resolve this important question.
Although there are a number of polynomial algorithms for @nding a maximum car-
dinality matching in a representable matroid [23,25,11], there can be no eJcient algo-
rithm for the problem in general matroids that relies on an oracle to determine ranks
[23,18]. The distinction in the tractability of these two problems does not carry over to
their natural relaxations via 2-lattice polyhedra. In a subsequent paper [3], we present
an extreme point algorithm for @nding a vector with maximum sum of components
in a 2-lattice relaxation of the general matroid matching problem. This algorithm is
eJcient if there is an eJcient procedure for recognizing the extreme points of the
2-lattice polyhedron. This paper presents an eJcient procedure for this problem. Thus,
another motivation for further investigation into 2-lattice polyhedra is to sharpen the
boundary between tractable and intractable problems.
Two-lattice polyhedra belong to a class of polyhedra, called lattice polyhedra, orig-
inally introduced by HoKman and Schwartz [17]. Many classic polyhedra including
polymatroid polyhedra, network 4ow polyhedra and submodular 4ow polyhedra fall
into this class. Although there are eJcient algorithms for optimizing a linear function
over all of the special cases mentioned, there is to date no polynomial time algorithm
for optimizing a linear function over a general lattice polyhedron.
In this paper we explore duality relationships for the problem of @nding a vector in
a 2-lattice polyhedron with maximum sum of components. This problem generalizes
the problems of @nding a maximum cardinality matching in a bipartite graph, @nding
a maximum cardinality intersection in two polymatroids, and other related problems.
Thus, it is not surprising that our min–max characterization, which states that the
maximum ‘cardinality’ of a vector in a 2-lattice polyhedron is the minimum capacity
of a cover, generalizes such classic special cases as KMonig’s Theorem [20], Menger’s
Theorem [24], Dilworth’s Theorem [6] and Edmonds’ theorems for cardinality matroid
intersection [7] and polymatroid intersection [9]. In fact, the methods used to prove
this result are by now rather standard.
There are, however, more intimate duality relationships for these problems. For ex-
ample, Shapley and Shubik [27] showed that the collection of optimal dual solutions to
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a bipartite matching problem forms a lattice and this result extends to the cardinality
matroid intersection problem. This paper shows that the collection of minimum covers
for a 2-lattice polytope contains an upper semi-lattice.
Understanding the structure of certain optimal dual solutions often provides insight
into the structure of all optimal primal solutions. For example, KMonig’s Theorem [20]
can be re@ned to characterize all maximum cardinality matchings in terms of a speci@c
minimum cover. This result extends to the cardinality matroid intersection problem
and, in fact, to non-bipartite matching. The Gallai–Edmonds Theorem [8,12], which
characterizes all maximum cardinality matchings in a non-bipartite graph in terms of a
speci@c minimum odd set cover, is at the heart of non-bipartite matching algorithms.
This paper extends KMonig’s characterization to those 2-lattice polyhedra, called match-
ing 2-lattice polyhedra, that arise as linear relaxations of matroid matching problems.
In particular, we characterize a minimum capacity cover, called the dominant cover,
of a matching 2-lattice polyhedron in terms of the collection of all maximum cardi-
nality vectors. This characterization is at the heart of our algorithm [3] for @nding a
maximum cardinality vector in a matching 2-lattice polyhedron.
We show that the problem of determining whether a given half-integral vector is an
extreme point of a matching 2-lattice polyhedron is equivalent to @nding a maximum
word in a greedoid on a possibly in@nite alphabet. Matching 2-lattice polyhedra can
be de@ned on a lattice over an in@nite ground set, e.g., the lattice of subspaces of a
vector space. Our algorithms assume there are oracles that provide information about
the lattice and require only polynomially many calls to these oracles. A subsequent
paper [3] develops these results into an eJcient extreme point algorithm for @nding
a maximum cardinality vector in a matching 2-lattice polyhedron. This algorithm gen-
eralizes augmenting path algorithms for @nding a maximum cardinality intersection in
two matroids, although the possibility of half-integral components makes it more com-
plicated. It also provides an extreme point method for @nding a maximum cardinality
vector in a fractional matching polytope.
Section 3 gives notation and preliminaries. In Section 4 we prove our min–max
theorem for 2-lattice polyhedra and show that the family of minimum covers of a
2-lattice polyhedron contains an upper semi-lattice. We introduce matching 2-lattice
polyhedra in Section 5. In Section 6, we characterize the largest member in the family
of nested minimum covers for matching 2-lattice polyhedra in terms of maximum
cardinality matching 2-lattice vectors. This result is at the heart of our algorithm [3]
for @nding a maximum cardinality vector in a matching 2-lattice polyhedron. Finally,
in Sections 7–9, we develop the computational tools for identifying extreme matching
2-lattice vectors required in our algorithm for @nding a maximum cardinality matching
2-lattice vector.
2. Two-lattice polyhedra
Let L be a @nite set of elements (called lines) and let  be a @nite lattice with partial
order (;4), which induces meet operation ∧ and join operation ∨. Let  :→ Z be
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submodular and, for each element ‘ ∈ L, let ‘ :→ Z be supermodular. Given S ∈ 
and x ∈ R|L|+ , let (S)x =
∑
(‘(S)x(‘): ‘ ∈ L). Then
{x ∈ R|L|+ : (S)x6(S) for each S ∈ } (2.1)
is a lattice polyhedron. Lattice polyhedra were introduced by HoKman and Schwartz
[17] and independently by Johnson [19], and further studied by HoKman [15], and
GrMo4in and HoKman [13]. (We use the term ‘lattice polyhedron’ somewhat diKerently
than its coiners, who further restrict  to be 0;±1 valued.)
Here we consider those lattice polyhedra in which we allow  to be in@nite, but
require a @nite bound on the length of chains in . This ensures that  is a complete
lattice and includes, for example, the lattice of linear subspaces of a @nite dimensional
vector space. We further require that  : → Z+ and for each ‘ ∈ L, ‘ is not only
supermodular, but also non-decreasing and maps  onto {0; 1; 2}. The set
P(; ) = {x ∈ R|L|+ : (S)x6(S) for each S ∈ }
is called a 2-lattice polyhedron and each vector x ∈ P(; ) is called a 2-lattice vector.
Note that although P(; ) is described by a possibly in@nite set of constraints, it is
nonetheless a polyhedron. Since ‘(S) ∈ {0; 1; 2}, O(3|L|) constraints suJce to de@ne
P(; ). Examples of 2-lattice polyhedra include bipartite matching polyhedra [16,22],
the intersection of two integral polymatroids [9], and the perfectly matchable subgraph
polytope of a bipartite graph [1].
In this paper we consider the relationships between the problem of @nding a 2-lattice
vector with maximum sum of components:
max
∑
‘∈L
x(‘)
s:t: (S)x6(S) for each S ∈ ;
x¿0 (2.2)
and the dual problem:
min
∑
S∈
y(S)(S)
s:t:
∑
S∈
y(S)‘(S)¿1 for each ‘ ∈ L;
y¿0: (2.3)
This paper focuses on the relationships between the linear programs (2.2) and (2.3),
not on the integrality of extreme solutions to (2.2). We refer to
∑
‘∈L x(‘) as the
‘cardinality’ of a vector x even though x may not be integral.
We show that the maximum cardinality of a 2-lattice vector is the minimum capacity
of a ‘cover’. Special cases of this result include KMonig’s Theorem [20], Menger’s
Theorem [24], Dilworth’s Theorem [6], and Edmonds’ Theorems for cardinality matroid
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intersection and polymatroid intersection [9]. For example, if neither matroid has loops
the matroid intersection polyhedron
P = {x ∈ RE+: x(S)6r1(S) and x(S)6r2(S) for each S ⊆E}
is equivalent to the 2-lattice polyhedron
{x ∈ RL+: (S)x6(S) for each S ⊆E};
where E consists of E together with a copy E′ of E,  is the power set of E, L
consists of the lines {e; e′} with an element from E and its copy in E′, for each ‘ ∈ L
and S ⊆E, ‘(S) = |‘ ∩ S|, and for each S ∈ E, (S) = r1(S ∩ E) + r2(S ∩ E′).
The primary purpose of this paper is to establish more detailed duality relationships
between the linear programs (2.2) and (2.3) for the special class of 2-lattice polyhedra
called matching 2-lattice polyhedra. In [3], we exploit these relationships to develop
an eJcient combinatorial algorithm for solving (2.2) and (2.3) in the case of match-
ing 2-lattice polyhedra. In fact, we show that the collection of minimum covers of
a 2-lattice polyhedron contains an upper semi-lattice and, when the 2-lattice polyhe-
dron is a matching 2-lattice polyhedron, we characterize the largest member of this
semi-lattice in terms of the collection of maximum cardinality 2-lattice vectors. This
characterization generalizes analogous results for the matroid intersection problem and
is at the heart of our algorithm for solving (2.2) and (2.3) in the case of matching
2-lattice polyhedra.
3. Preliminaries
For ease of argument and presentation, we let ∅ denote the smallest element and ∞
denote the largest element of the complete lattice . Since ‘ maps  onto {0; 1; 2},
‘(∅) = 0 and ‘(∞) = 2 for each ‘ ∈ L. We further assume that (∅) = 0. If this is
not the case, we can append a new smallest element that does satisfy this condition
to .
Given S and T in , (S=T ) is de@ned by
(S=T ) = (S ∨ T )− (T ):
For x ∈ R|L|+ and S ⊆L, we de@ne xS ∈ R|L|+ by
xS(‘) =
{
x(‘) if ‘ ∈ S;
0 otherwise
and we denote the support of x by supp(x). Further, for each scalar  ∈ R, we
let L(x) = {‘ ∈ L: x(‘) = }. Let 1 ∈ R|L| be the vector of all ones. We denote
the unit vector that is the characteristic vector of ‘ ∈ L by 1‘ rather than the more
cumbersome 1{‘}.
We refer to the members in  as 5ats and denote by (x)= {S ∈ : (S)x=(S)}
the set of 4ats tight with respect to a 2-lattice vector x. The following lemma shows
that (x) is a sublattice of .
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Lemma 3.1. Let x be a 2-lattice vector and suppose S and T are in (x). Then
1. S ∨ T ∈ (x);
2. S ∧ T ∈ (x); and
3. ‘(S) + ‘(T ) = ‘(S ∨ T ) + ‘(S ∧ T ) for each ‘ ∈ supp(x).
Proof. By the supermodularity of ‘, for each ‘ ∈ L,
‘(S ∨ T ) + ‘(S ∧ T )¿‘(S) + ‘(T ):
But, by the submodularity of  and the feasibility of x,
(S) + (T )¿ (S ∨ T ) + (S ∧ T )
¿ (S ∨ T )x + (S ∧ T )x
¿ (S)x + (T )x
= (S) + (T )
and so (1)–(3) follow immediately.
Since (x) is a sublattice of the complete lattice , it has a largest member, which
we denote by cl(x).
The following lemma is an immediate consequence of Lemma 3.1 and will prove
useful in arguing that certain vectors x ∈ R|L|+ are 2-lattice vectors.
Lemma 3.2. Let x ∈ R|L|+ and suppose Z and Z ′ are 5ats such that
(Z)x¿(Z);
(Z ′)x = (Z ′)
and
(Z ∧ Z ′)x6(Z ∧ Z ′);
then (Z ∨ Z ′)x¿(Z ∨ Z ′).
Proof. By assumption,
(Z ∨ Z ′)x + (Z ∧ Z ′)x¿ (Z)x + (Z ′)x
¿ (Z) + (Z ′)
¿ (Z ∨ Z ′) + (Z ∧ Z ′)
¿ (Z ∨ Z ′) + (Z ∧ Z ′)x:
Hence, (Z ∨ Z ′)x¿(Z ∨ Z ′).
Theorem 3.3, is a very slight generalization of Theorem 4:2 in [28] and provides
a mechanism for describing extreme 2-lattice vectors in terms of perfect fractional
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matchings of graphs. Given a graph G = (V; E) and an integer vector b ∈ R|V |, the
perfect fractional b-matching polytope of G, denoted FP(G; b), is:{
x ∈ R|E|+ :
∑
(de(v)x(e): e ∈ E) = b(v) for each v ∈ V
}
:
Here, de(v) is the degree of edge e at node v. As the graph G may have loops,
de(v) ∈ {0; 1; 2} and as the graph G may have spurs (i.e., edges with only one end),∑
(de(v): v ∈ V ) ∈ {1; 2}. Letting D be the |V | × |E| matrix with elements de(v),
FP(G; b) may be written as
FP(G; b) = {x ∈ R|E|+ : Dx = b}:
Each vector x ∈ FP(G; b) is a perfect fractional b-matching (or, more brie4y, a
fractional matching) of G.
A subset T of edges in a graph G is a bloom if the subgraph induced by the edges
in T is connected, contains exactly one cycle and that cycle has an odd number of
edges. A subset T of columns is a base of the node-edge incidence matrix of a graph
G if and only if the corresponding set of edges is a maximal set with the property that
each component of the subgraph (V; T ) is either a tree or a bloom. (If G has spurs,
we add a distinguished node, called the root, incident to each spur edge. In this case,
the component containing the root must be a tree). When a set of columns is a base
of the node-edge incidence matrix of a graph G, we also refer to the corresponding
set of edges as a base of G.
GrMo4in and HoKman [13] showed that each extreme 2-lattice vector x∗ is de@ned by
a subset N of L and a family S= {Si: i ∈ [1; : : : ; t]} of 4ats with S1 ≺ S2 ≺ · · · ≺ St .
The pair (S; N ) induces a graph, denoted G(S; L\N ), de@ned as follows. For each
Si ∈ S, there is a node Si in G(S; L\N ) and for each line ‘ ∈ L\N there is an edge
‘ in G(S; L\N ). Let S0 = ∅. The edge ‘ is incident to node Si if ‘(Si)− ‘(Si−1)=1
and is a loop at node Si if ‘(Si)− ‘(Si−1) = 2.
Theorem 3.3 (Vande Vate [28]). A 2-lattice vector x∗ is extreme if and only if there
is a subset N of L and a family S={Si: i ∈ [1; : : : ; t]} of 5ats with S1 ≺ S2 ≺ · · · ≺ St
such that:
1. x∗(‘) = 0 for each ‘ ∈ N;
2. L\N is a base of G(S; L\N ); and
3. The projection of x∗ onto the components indexed by lines in L\N is the unique;
perfect fractional b-matching in G(S; L\N ); where b(Si)=(Si)−(Si−1) for each
i ∈ [1; : : : ; t].
Corollary 3.4. Each extreme 2-lattice vector is half-integral.
In Section 8, we show that the problem of recognizing whether a given vector is an
extreme matching 2-lattice vector is equivalent to @nding a maximum length word in
a greedoid.
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4. A min–max formula
Theorem 4.1 develops a min–max formula for the maximum cardinality of a 2-lattice
vector, which generalizes KMonig’s Theorem [20] and Edmonds’ Theorems for cardinal-
ity matroid and polymatroid intersection [9]. It provides a ‘good’ characterization of
the maximum cardinality of a 2-lattice vector in terms of the minimum capacity of a
cover. Here, a cover is a pair (S; T ) of (possibly identical) members of  such that
‘(S) + ‘(T )¿2 for each ‘ ∈ L;
and the capacity of a cover (S; T ), denoted (S; T ), is
[(S) + (T )]=2:
Note that since  : → Z+, x= 0 is a feasible solution to (2.2) and since ‘ maps 
onto {0; 1; 2}, (∅;∞) is a cover and y(∅) = y(∞) = 12 is a feasible solution to (2.3).
Theorem 4.1. The maximum cardinality of a 2-lattice vector is the minimum capacity
of a cover.
Proof. To see that the maximum cardinality of a 2-lattice vector is at most the mini-
mum capacity of a cover, observe that for any cover (S; T ), the solution y(S)=y(T )= 12
is dual feasible and has objective value (S; T ) (if S=T , we use the solution y(S)=1).
To prove that the maximum cardinality of a 2-lattice vector equals the minimum
capacity of a cover, we show that there is an optimum solution y∗ to the dual problem
such that:
1. supp(y∗) forms a chain in (;4).
2. y∗ is half-integral,
3. y∗(S)¿ 0 for at most two 4ats S.
First, to see that there is an optimum solution y∗ to the dual problem satisfying (1)
we employ an ‘uncrossing’ argument similar to that of HoKman and Schwartz [17],
but modi@ed to accommodate an in@nite lattice . Consider an optimal dual solution
Ry with @nite support (e.g. each extreme point optimal solution has @nite support). If
supp( Ry) forms a chain in (;4), we are done. Otherwise, de@ne a complete order ≺′
on supp( Ry) that is consistent with the partial order 4. We argue that Ry can be converted
into a dual solution y∗ such that supp(y∗) forms a chain in (;4) as follows.
Let S0 = ∅ and index the elements of supp( Ry) so that
S0 ≺′ S1 ≺′ S2 ≺′ · · · ≺′ St :
De@ne i= i Ry to be the smallest index such that Si−14= Si and j= j Ry to be the smallest
index such that Sj4= Si. Consider the dual solution y˜ such that
y˜(S) =


Ry(S)−  if S ∈ {Si; Sj};
Ry(S) +  if S ∈ {Si ∨ Sj; Si ∧ Sj};
Ry(S) otherwise;
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where  =min{ Ry(Si); Ry(Sj)}. Since
‘(Si ∨ Sj) + ‘(Si ∧ Sj)¿‘(Si) + ‘(Sj)
for each line ‘ ∈ L, y˜ is dual feasible. Further, since
(Si ∨ Sj) + (Si ∧ Sj)6(Si) + (Sj);∑
S∈
y˜(S)(S)6
∑
S∈
Ry(S)(S):
So, the (dual) objective value of y˜ is no worse than that of Ry.
Note that the chain S0 4 S1 4 · · · 4 (Si ∧ Sj) 4 Sj 4 · · · 4 Si−1 in (;4) grows
with each successive revision of this kind. Since there is a @nite upper bound on the
length of any chain in , this process must ultimately terminate with a dual solution y∗
such that supp(y∗) is a chain in (;4). We may assume, without loss of generality,
that y∗ is an extreme point.
Now, to see that y∗ satis@es (2), let S={Si: i=1; : : : ; t} be a nested family of 4ats
and N a subset of L such that y∗ is the unique solution to the system:∑
Si∈S
y(Si)‘(Si) = 1 for each ‘ ∈ L\N: (4.4)
Let y′ be the unique solution to the system:∑
Si∈S
y(Si)(‘(Si)− ‘(Si−1)) = 1 for each ‘ ∈ L\N: (4.5)
Then y′ is the unique solution to the system yA=1, where A is the node-edge incidence
matrix of the basis graph G(S; L\N ), i.e.,
y′(Si) =


1
2 if there is no path in G(S; L\N ) from the root to Si;
1 if there are an odd number of edges on the path in
G(S; L\N ) from the root to Si; and
0 if there are an even number of edges on the path in
G(S; L\N ) from the root to Si:
And, we may compute y∗ as follows:
y∗(Si) = y′(Si)− y′(Si+1) for i = 1; : : : ; t − 1
and
y∗(St) = y′(St):
It follows immediately that y∗ is half-integral.
Finally, to see that y∗ has at most two non-zero components observe that since y∗
is dual feasible, it is non-negative. Thus, the corresponding vector y′ must be of the
form
y′(Si) =


1 for i = 1; : : : i1;
1
2 for i = i1 + 1; : : : ; i2;
0 for i = i2 + 1; : : : ; t:
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It follows that y∗ has at most two non-zero components and
∑
Si∈S y
∗(Si) ∈ { 12 ; 1}. If
y∗ has exactly two non-zero components S and T , then y∗(S)=y∗(T )= 12 and (S; T ) is
a minimum cover. If y∗ has only one non-zero component S, then either y∗(S)=1, in
which case (S; S) is a minimum cover, or y∗(S)= 12 in which case (∅; S) is a minimum
cover.
A cover (S; T ) with S 4 T is called a nested cover. The following lemma shows
that we may associate a nested cover with each minimum cover and hence that there
is always a nested minimum cover.
Lemma 4.2. If (S; T ) is a minimum cover; then (S ∧ T; S ∨ T ) is a nested minimum
cover.
Proof. For each ‘ ∈ L, ‘(S∧T )+‘(S∨T )¿‘(S)+‘(T )¿2. Therefore, (S∧T; S∨T )
is a cover. Since (S ∨ T ) + (S ∧ T )6(S) + (T ), it follows that (S ∧ T; S ∨ T ) is
a minimum cover.
Corollary 4.3. The maximum cardinality of a 2-lattice vector is the minimum capac-
ity of a nested cover.
We present a weaker version of Edmonds’ duality theorem for cardinality matroid
intersection as a special case of Theorem 4.1. This version is weaker in so far as we
do not prove the integrality of solutions, we only characterize the maximum sum of
components over vectors in the matriod intersection polyhedron.
Corollary 4.4. Let M1 be a matroid with rank function r1 and let M2 be a matroid
with rank function r2 both de;ned on the same ground set E. Then the maximum
sum of components of a vector in
P = {x ∈ RE+: x(S)6r1(S) and x(S)6r2(S) for each S ⊆E}
is
min
S⊆ E
{r1(S) + r2(E\S)}:
Proof. Corollary 4.3 implies that the maximum sum of components of a vector in P
is the minimum capacity of a nested cover. Let (S; T ) be a minimum capacity nested
cover. De@ne S1 = S ∩ E and S2 = S ∩ E′. Similarly, let T1 = T ∩ E and T2 = T ∩ E′.
Since (S; T ) is a nested cover, if e ∈ S1, then e′ ∈ T2 and, if e′ ∈ S2 then e ∈ T1.
Thus,
r1(S1) + r2(E\S1)6r1(S1) + r2(T2)
and
r1(E\S2) + r2(S2)6r1(T1) + r2(S2):
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It is easy to establish that for each x ∈ P and S ⊆E∑
e∈E
x(e)6r1(S) + r2(E\S):
Since each maximum cardinality x ∈ P satis@es∑
e∈E
x(e) = (S; T ) = 1=2[r1(S1) + r2(T2) + r1(T1) + r2(S2)];
It follows that
∑
e∈E x(e) = r1(S1) + r2(E\S1) = r1(E\S2) + r2(S2) and hence
that the maximum sum of components of a vector in P is equal to minS⊆ E {r1(S) +
r2(E\S)}.
When the 2-lattice polyhedron is known to have integral extreme points, we may
restrict attention to integer 2-lattice vectors in Theorem 4.1. In the case of matroid
intersection, it is easy to verify that for each family S = {Si: i ∈ [1; : : : ; t]} of 4ats
with S1 ≺ S2 ≺ · · · ≺ St , G(S; L) is bipartite and hence, as is well known, the extreme
points of the matroid intersection polyhedron are integral.
We can use our linear programming formulation to further characterize minimum
capacity covers.
Corollary 4.5. For each minimum cover (S; T ) and maximum 2-lattice vector x;
• (S)x = (S);
• (T )x = (T ) and;
• if ‘(S) + ‘(T )¿ 2; then x(‘) = 0.
Proof. By complementary slackness.
Given a 2-lattice polyhedron, let ( be the collection of all maximum cardinality
2-lattice vectors and (ext be the collection of all extreme maximum cardinality 2-lattice
vectors.
Corollary 4.6. For each minimum cover (S; T );
S; T 4
∧
(cl(x): x ∈ () 4
∧
(cl(x): x ∈ (ext):
Shapley and Shubik [27] showed that the collection of optimal dual solutions to
a bipartite matching problem forms a lattice. The same result holds for cardinality
matroid intersection. In particular, if (S; E\S) and (S ′; E\S ′) are dual solutions in the
sense of Corollary 4.4 to a matroid intersection problem, then so are (S∩S ′; E\(S∩S ′))
and (S∪S ′; E\(S∪S ′)). We show that the set of nested minimum covers for a 2-lattice
polytope forms an upper semi-lattice.
Lemma 4.7. If (S1; T1) and (S2; T2) are nested minimum covers; then (S1∧S2; T1∨T2)
and (S1 ∨ S2; T1 ∧ T2) are minimum covers.
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Proof. We @rst show that (S1 ∧ S2; T1 ∨ T2) and (S1 ∨ S2; T1 ∧ T2) are covers. Since
(S1; T1) and (S2; T2) are covers and ‘ is supermodular for each ‘ ∈ L,
‘(S1 ∧ S2) + ‘(S1 ∨ S2) + ‘(T1 ∧ T2) + ‘(T1 ∨ T2)
6‘(S1) + ‘(S2) + ‘(T1) + ‘(T2)¿4:
Therefore, we need only consider the cases in which ‘(S1 ∨ S2) + ‘(T1 ∧ T2) or
‘(S1 ∧ S2) + ‘(T1 ∨ T2) is strictly greater than 2.
Case 1. If ‘(S1 ∨ S2) + ‘(T1 ∧ T2)¿ 2, either ‘(S1 ∨ S2) or ‘(T1 ∧ T2) = 2.
However, since (S1; T1) and (S2; T2) are nested,
(S1 ∧ S2) 4 (S1 ∨ S2) 4 (T1 ∨ T2)
and
(T1 ∧ T2) 4 (T1 ∨ T2):
So, ‘(T1 ∨ T2) = 2; proving that ‘(S1 ∧ S2) + ‘(T1 ∨ T2)¿2.
Case 2. If ‘(S1 ∧ S2) + ‘(T1 ∨ T2)¿ 2, then ‘(S1 ∧ S2)¿1 and so,
16‘(S1 ∧ S2)6‘(S1 ∨ S2):
Similarly,
16‘(S1 ∧ S2)6‘(T1 ∧ T2);
proving that ‘(S1 ∨ S2) + ‘(T1 ∧ T2)¿2.
Thus, ‘(S1 ∨ S2) + ‘(T1 ∧ T2)¿2 and ‘(S1 ∧ S2) + ‘(T1 ∨ T2)¿2 for each ‘ ∈ L,
i.e., (S1 ∧ S2; T1 ∨ T2) and (S1 ∨ S2; T1 ∧ T2) are covers.
Since (S1 ∧ S2; T1 ∨T2) and (S1 ∨ S2; T1 ∧T2) are covers and (S1; T1) and (S2; T2) are
minimum covers
(S1 ∧ S2) + (T1 ∨ T2)¿(S1) + (T1)
and
(S1 ∨ S2) + (T1 ∧ T2)¿(S2) + (T2):
But, since  is submodular,
(S1 ∧ S2) + (S1 ∨ S2) + (T1 ∧ T2) + (T1 ∨ T2)
6(S1) + (S2) + (T1) + (T2):
Thus, we must have equality throughout.
Let C be the collection of all nested minimum covers. We show that C is an upper
semi-lattice with partial order de@ned by (S; T ) 4 (S ′; T ′) if
• T 4 T ′ and
• S ′ 4 S.
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In fact, we show that the binary operation ∨c on C de@ned by
(S; T ) ∨c (S ′; T ′) = (S ∧ S ′; T ∨ T ′)
is the join operation in C.
Lemma 4.8. C is an upper semi-lattice.
Proof. By Lemmas 4.2 and 4.7, (S ∧ S ′; T ∨T ′) is a nested minimum cover. It is easy
to verify that this is also the least upper bound of (S; T ) and (S ′; T ′): Thus, C is an
upper semi-lattice.
The following example shows that C need not be a lattice. Consider the 2-lattice
polyhedron on E={e; f} with L={‘}, where ‘={e; f}, ‘(S) de@ned by |S ∩‘| and
(S) de@ned by |S|. The nested minimum covers are (∅;E), ({e}; {e}) and ({f}; {f}).
Clearly (∅;E) is the least upper bound of ({e}; {e}) and ({f}; {f}), but these two
nested covers do not have a common lower bound in C.
The following corollary shows that there is a largest cover in C and in some sense
this cover dominates all others.
Corollary 4.9. There is a nested minimum cover (S∗; T ∗); such that T 4 T ∗ and
S∗ 4 S for each minimum cover (S; T ).
Proof. Let (S∗; T ∗) be any nested minimum cover with the property that no nested
minimum cover (S; T ) has T ∗ ≺ T or S ≺ S∗ (since there is a @nite bound on the
length of any chain in , such a cover exists). Suppose that (S; T ) is a minimum cover
with T4= T ∗ or S∗4= S. By Lemma 4.2 (S ∧ T; S ∨ T ) is a nested minimum cover. So,
by Lemma 4.2, (S∧T ∧S∗; S∨T ∨T ∗) is a nested minimum cover and T ∗ ≺ S∨T ∨T ∗
or S ∧ T ∧ S∗ ≺ S∗ contradicting the choice of (S∗; T ∗).
We refer to the nested minimum cover of Corollary 4.9 as the dominant cover.
5. Matching 2-lattice polyhedra
In order to establish more speci@c and useful relationships between the two problems
(2.2) and (2.3), we introduce a special class of 2-lattice polyhedra, called matching
2-lattice polyhedra, that includes most of the classic examples.
Classic examples of 2-lattice polyhedra relate  and  in some way. We capture
these relationships with the following general conditions. First, let E be a (possibly
in@nite) set, and let L be a @nite subset of 2E (generally chosen to be a collection
of pairs from E). We also require that  include E, the empty set ∅ and be closed
under intersections. In fact, we require that the partial order (;4) simply be (;⊆)
so that for each pair S and T of members of , S∧T =S∩T and the smallest element
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Fig. 1. Example.
of  is the empty set. Note that this does not imply that for each pair S and T of
members in , S ∨ T = S ∪ T . The lattice of subspaces of a @nite-dimensional linear
space is, for example, ordered by inclusion and has meet de@ned by intersection, but
is not generally even closed under unions.
We associate with each set S ⊆E the smallest member, )(S), of  containing S.
We further require that  :→ Z+ be normalized, i.e., (∅)=0, increasing and satisfy
()({e})) = 1 for each e ∈ E; and ()(‘)) = 2 for each ‘ ∈ L. Finally, we model the
relationship between  and  via the condition ‘(S)=()(‘)∩ S) for each ‘ ∈ L and
S ∈ . We often refer to ‘(S) as the number of points of ‘ in S. It is easy to see
that ‘ is normalized and non-decreasing. It is also straightforward to prove (see [28])
that ‘ is supermodular. We call such 2-lattice polyhedra, denoted by P(E; ; ; L),
matching 2-lattice polyhedra.
To avoid awkward notation, we extend the meet and join operations of  to all
subsets of E so that for S and T ⊆E, S ∧ T = )(S) ∩ )(T ) and S ∨ T = )(S) ∨ )(T ).
We also extend the range of ‘ and  to 2E as follows. For S ⊂E, let (S)= ()(S))
and let ‘(S) = (S ∧ ‘). We must exercise some care in employing this extension:
while ‘ :→{0; 1; 2} is supermodular, its extension to 2E may not be. Likewise, while
 :→ Z is increasing, its extension to 2E may only be non-decreasing.
Note that when E is @nite,  is the collection of 4ats and  is the rank function
of a matroid. We belabor these de@nitions, however, because of our interest in those
cases in which E is in@nite. The following examples illustrate a hierarchy of matching
2-lattice polyhedra and motivate our interest in those problems in which E is in@nite.
When  is the collection of all subsets of a @nite set E and L is a partition of E
into pairs we refer to the matching 2-lattice polyhedron P(E; ; ; L) as an incidence
2-lattice polyhedron (note that in this setting, ‘ :→ {0; 1; 2} is de@ned by ‘(S) =
|S ∩ ‘|). Examples of integral incidence 2-lattice polyhedra include bipartite matching
polytopes [16,22], network 4ow polyhedra [10], and (under the assumption that the
matroids contain no loops) the intersection of two matroids [9]. Incidence 2-lattice
polyhedra have also been studied in the context of non-bipartite matching [26].
Example 1. Let  : 2E → Z+ be the rank function of the cycle matroid for the
graph shown in Fig. 1 and let L = {‘1; ‘2; ‘3; ‘4; ‘5; ‘6}, where ‘1 = {(0; 1); (1; 5)},
‘2 = {(0; 2); (2; 5)}, ‘3 = {(0; 3); (3; 5)}, ‘4 = {(0; 4); (4; 5)}, ‘5 = {(6; 7); (6; 8)},
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‘6 = {(7; 8); (8; 9)}. Then, P(E; ; ; L) is the set of x ∈ R6+ satisfying
2xi62 for i = 1; 2; : : : ; 6;
2xi + 2xj63 for i; j ∈ {1; : : : ; 4}; i = j;
2xi + 2xj + 2xk64 for i; j; k ∈ {1; : : : ; 4}; i = j = k:
2x1 + 2x2 + 2x3 + 2x465
2x5 + x662
Frequently, we are interested in the convex hull of the integer solutions to a given
system of inequalities. Despite the signi@cant successes to date, the formulation via an
incidence 2-lattice polyhedron is not always the best available. We can, for instance,
improve the incidence formulation in Example 1 via the following matroid formulation.
When  is the rank function of a matroid M de@ned on E, L is a partition of E into
pairs, and  is the lattice of 4ats or closed subsets in M , we refer to P(E; ; ; L) as
a matroid 2-lattice polyhedron.
Example 2. Let  : → Z+ be the rank function and let  be the 4ats of the cycle
matroid of the graph in Fig. 1. Under the matroid formulation P(E; ; ; L) is the set
of x ∈ R6+ satisfying
2xi62 for i = 1; 2; : : : ; 6;
2xi + 2xj63 for i; j ∈ {1; : : : ; 4}; i = j;
2xi + 2xj + 2xk64 for i; j; k ∈ {1; : : : ; 4}; i = j = k:
2x1 + 2x2 + 2x3 + 2x465
2x5 + 2x662
Note that this formulation has the same integral solutions as that of Example 1, but
has cut oK all extreme points with x5 = 12 and x6 = 1. For example, it has cut oK the
extreme points (0; 0; 0; 0; 12 ; 1) and (
1
2 ;
1
2 ;
1
2 ;
1
2 ;
1
2 ; 1).
When the matroid is linear and a representation is available, we can do still better
than the matroid formulation via the following linear formulation. Let A be a rational
matrix and let V denote the linear subspace spanned by the columns of A. We refer to
P(E; ; ; L) as a linear 2-lattice polyhedron when L is a collection of pairs of columns
of A,  is the lattice of linear subspaces of V and, for each S ∈ , (S) denotes the
linear rank of S.
Example 3. Let A be the node-edge incidence matrix of a directed version of the graph
in Fig. 1. Under the linear 2-lattice formulation, P(E; ; ; L) is given by the set of
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x ∈ R6+ satisfying
x1 + x2 + x3 + x461;
x5 + x661:
Notice that this is in fact the convex hull of integral solutions to the polyhedron
de@ned in Example 1.
The diKerences between linear 2-lattice polyhedra and the corresponding matroid
2-lattice polyhedra motivated us to consider those cases in which E is in@nite. We
conjecture, for example, that linear 2-lattice polyhedra do have ChvTatal rank 1.
6. The dominant cover
In the case of matching 2-lattice polyhedra, the relationship between  and  enables
us to characterize the dominant cover in a manner analogous to the Gallai–Edmonds
characterization of a minimum odd set cover.
Lemma 6.1 shows that given one component of a nested minimum cover, we can
characterize the other. To facilitate this characterization, for T ∈  we denote by L(T )
those lines ‘ ∈ L with one point in T , i.e., L(T ) = {‘ ∈ L: ‘(T ) = 1}:
Lemma 6.1. If (S; T ) is a nested minimum cover of a matching 2-lattice polyhedron
P(E; ; ; L), then S = )({‘ ∧ T : ‘ ∈ L(T )}) and T = S ∨ )({‘ ∈ L: ‘(S) = 0}).
Proof. Since (S; T ) is a nested cover, S ′ = )({‘ ∧ T : ‘ ∈ L(T )})⊆ S. Further, since
(S ′; T ) is a cover,
(S) + (T )6(S ′) + (T ):
It follows that S ′ = S.
Similarly, since (S; T ) is a nested cover, T ′ = S ∨ )({‘ ∈ L: ‘(S) = 0})⊆T and
since (S; T ′) is a cover,
(S) + (T )6(S) + (T ′):
It follows that T ′ = T .
Lemma 6.2 establishes a relationship between nested minimum covers and an induced
matroid intersection problem. In particular it shows that if (S; T ) is the dominant cover,
then the maximum cardinality of an intersection in the induced matroids is (S). After
some technical preliminaries, Lemma 6.6 shows how to construct a maximum match-
ing 2-lattice vector from a (S)-intersection. Together, these observations lead to our
characterization in Theorem 6.8 of the dominant cover in terms of maximum matching
2-lattice vectors.
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The close analogies between our characterization of the dominant cover via an in-
duced matroid intersection problem and the algorithm of Orlin and Vande Vate [25] for
@nding a maximum cardinality matching in a representable matroid via a sequence of
induced intersection problems highlight the similarities between the two problems and
suggest the possibility of a polyhedral interpretation for their procedure. Our methods
for handling non-integral components and our reliance on the graph structures associ-
ated with extreme matching 2-lattice vectors in [3] highlight the diKerences between
the problems.
Let (S; T ) be a nested cover and for each ‘ ∈ L(T ), let t(‘) ∈ ‘ ∧ T . De@ne the
matroid M1(S; T ) with rank function r1 on L(T ) as follows. A set X of lines in L(T )
is independent in M1(S; T ) if ({t(‘): ‘ ∈ X }) = |X |, the number of lines in X .
For e ∈ E, de@ne the matroid M2(S; T ; e) with rank function r2 on L(T ) as follows.
A set X of lines in L(T ) is independent in M2(S; T ; e) if (
⋃
‘∈X ‘=(T ∨ {e})) = |X |.
We henceforth use the less cumbersome (X ) in place of (
⋃
‘∈X ‘) and T ∨ e in
place of T ∨ {e}.
Since  is normalized, non-decreasing (on 2E) and submodular, the fact that
({t(‘)})=1 for each ‘ ∈ L(T ) ensures that M1(S; T ) is in fact a matroid. To see that
M2(S; T ; e) is a matroid, it is enough to observe that for each line ‘ ∈ L(T ),
(‘=T ∨ e)= (‘ ∨ T ∨ e) − (T ∨ e)6 (‘) − (‘ ∧ (T ∨ e)) 61. When S, T and
e are clear from context, we write M1 in place of M1(S; T ) and M2 in place of
M2(S; T ; e).
Lemma 6.2 shows that if the maximum cardinality of an intersection in M1 and M2
is (S)− 1, there is a cover (S ′; T ′) with T ∨ e⊆T ′.
Lemma 6.2. If (S; T ) is a nested minimum cover of a matching 2-lattice polyhedron
P(E; ; ; L) and e ∈ T; then the maximum cardinality of an intersection in M1(S; T )
and M2(S; T ; e) is either (S) or (S)− 1. Furthermore; if the maximum cardinality
of an intersection in M1 and M2 is (S)− 1 then there is a minimum cover (S ′; T ′)
such that T ∨ e⊆T ′.
Proof. The maximum cardinality of an intersection in M1 and M2 is bounded by
(S). Suppose the maximum cardinality of an intersection in M1 and M2 is less than
or equal to (S) − 1, then there is a minimum rank cover (X1; X2) of L(T ) for the
matroid intersection problem such that
r1(X1) + r2(X2)6(S)− 1;
that is,
({t(‘): ‘ ∈ X1}) + (X2=(T ∨ e))6(S)− 1
and so
({t(‘): ‘ ∈ X1}) + (X2 ∨ T ∨ e)6(S) + (T ∨ e)− 1 = (S) + (T ):
Let S ′ = )({t(‘): ‘ ∈ X1}) and T ′ = X2 ∨ T ∨ e. Then (S ′; T ′) is a cover of L with
T ∨ e⊆T ′ and (S ′; T ′)6(S; T ). Since (S; T ) is a minimum cover, it follows that
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(S ′; T ′) is a minimum cover and the size of a maximum intersection must be at least
(S)− 1.
Corollary 6.3. If (S∗; T ∗) is the dominant cover of a matching 2-lattice polyhe-
dron P(E; ; ; L) and e ∈ T ∗; then the maximum cardinality of an intersection in
M1(S∗; T ∗) and M2(S∗; T ∗; e) is (S∗).
The following two lemmas identify special properties of maximum matching 2-lattice
vectors and show conditions under which we may combine portions of two matching
2-lattice vectors to form a third. We exploit these conditions to construct maximum
matching 2-lattice vectors from (S)-intersections in M1(S∗; T ∗) and M2(S∗; T ∗; e).
Lemma 6.4. Let x be a maximum matching 2-lattice vector and let (S; T ) be a nested
minimum cover. Then xL\L(T ) satis;es
1. (T )xL\L(T ) = (T=S) and
2. for T ′⊆T; (T ′)xL\L(T )6(T ′=S) and xL(T ) satis;es
3. (T )xL(T ) = (S),
4. for T ′⊆T; (T ′)xL(T )6(T ′ ∧ S).
Proof. First, observe that for each line ‘ ∈ L\L(T ), ‘(T ) = 2. So, if ‘(S)¿ 0;
‘(S) + ‘(T )¿ 2 and, by Corollary 4.5, x(‘) = 0. Thus, (S)xL\L(T ) = 0. Since
(S)x = (S), it follows that (S)xL(T ) = (S).
To see (3), observe that for each ‘ ∈ L(T ), ‘(T ) = ‘(S) = 1. So,
(T )xL(T ) = (S)xL(T ) = (S):
To see (1), observe that since
(T )x = (T ) = (T ∨ S) and (T )xL(T ) = (S)
it follows that
(T )xL\L(T ) = (T=S):
To see (2), observe that for T ′⊆T ,
(T ′ ∨ S)x6(T ′ ∨ S) and (T ′ ∨ S)xL(T ) = (S):
Thus,
(T ′)xL\L(T )6 (T ′ ∨ S)xL\L(T )
= (T ′ ∨ S)x − (T ′ ∨ S)xL(T )
6 (T ′ ∨ S)− (S)
= (T ′=S):
To see (4), note that for ‘ ∈ L(T ), ‘(S) = ‘(T ). So,
(T ′)xL(T ) = (T ′ ∧ S)xL(T )6(T ′ ∧ S):
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Lemma 6.5. Let x and x˜ be matching 2-lattice vectors and let (S; T ) be a nested
minimum cover. If x satis;es (1) and (2) of Lemma 6:4; x˜ satis;es (3) and (4) of
Lemma 6:4; and
a: (T=cl(x˜L(T ))) = (T=S),
b: (cl(x˜L(T )))xL\L(T ) = 0; and
c: supp(x˜L(T ))⊆ cl(x˜L(T )).
then x′ = x˜L(T ) + xL\L(T ) is a matching 2-lattice vector.
Proof. Suppose x′ is not a matching 2-lattice vector, then there is a 4at Z ∈  such
that (Z)x′¿(Z). We @rst show that we may choose Z to contain cl(x˜L(T )).
By condition (b), (Z ∧cl(x˜L(T )))x′=(Z ∧cl(x˜L(T )))x˜L(T ), and since x˜L(T ) is feasible
(Z ∧ cl(x˜L(T )))x˜L(T )6(Z ∧ cl(x˜L(T ))). It follows by Lemma 3:2 that
(Z ∨ cl(x˜L(T )))x′¿(Z ∨ cl(x˜L(T ))):
Thus, if x′ is not a matching 2-lattice vector, there is a 4at Z ∈  with cl(x˜L(T ))⊆Z
such that (Z)x′¿(Z).
We next show that we may also assume T ⊆Z .
By conditions (3) and (1)
(T )x′ = (T )x˜L(T ) + (T )xL\L(T ) = (S) + (T=S) = (T ):
Further, by conditions (4) and (2)
(Z ∧ T )x′ = (Z ∧ T )x˜L(T ) + (Z ∧ T )xL\L(T )6(Z ∧ T ∧ S) + ((Z ∧ T )=S):
By the submodularity of ; (Z ∧ T )x′6(Z ∧ T ), and so it follows by Lemma 3:2
that (Z ∨ T )x′¿(Z ∨ T ). But,
(Z ∨ T )x′ = (Z ∨ T )x˜L(T ) + (Z ∨ T )xL\L(T )
6 (cl(x˜L(T ))) + (Z ∨ T )xL\L(T ) since supp(x˜L(T ))⊆ cl(x˜L(T ))⊆Z;
= (cl(x˜L(T ))) + (T )xL\L(T ) since supp(xL\L(T ))⊆T;
= (cl(x˜L(T ))) + (T=S) by (1);
= (cl(x˜L(T ))) + (T=cl(x˜L(T ))) by (a);
= (cl(x˜L(T )) ∨ T )
6 (Z ∨ T ) since cl(x˜L(T ))⊆Z:
This contradicts the existence of Z and proves that x′ is a matching 2-lattice
vector.
Lemma 6.6 shows that if (S; T ) is a nested minimum cover and e ∈T , then each
(S)-intersection in M1(S; T ) and M2(S; T ; e) gives rise to a maximum matching
2-lattice vector x with e ∈ cl(x).
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Lemma 6.6. Let x be a maximum matching 2-lattice vector; (S; T ) be a nested
minimum cover and e ∈ T . If X is a (S)-intersection in M1(S; T ) and M2(S; T ; e);
then x′ de;ned by
x′(‘) =


1 if ‘ ∈ X;
0 if ‘ ∈ L(T )\X;
x(‘) otherwise;
is a maximum matching 2-lattice vector and e ∈ cl(x′).
Proof. First, since X is independent in M2(S; T ; e) and |X |= (S),
(X=T ∨ e) = |X |= (S):
As a consequence, e ∈ )(X ∨ T ) and (X=T ) = (S) as well. To see this, observe that
if e ∈ )(X ∨ T ), then
(S)¿ (X=T ) = (X ∨ T )− (T )
= (X ∨ T ∨ e)− (T ∨ e) + 1 = (X=T ∨ e) + 1
= (S) + 1;
a contradiction. Thus, e ∈ )(X ∨ T ) and so (X=T ) = |X |.
Second, since X is independent in M1(S; T ) and |X |=(S), (X ∧(T ∨e))¿({t(‘):
‘ ∈ X }) = (S). By the submodularity of ,
(X ) + (T ∨ e)¿(X ∨ T ∨ e) + (X ∧ (T ∨ e)):
So,
(X )¿(S) + (X=(T ∨ e)) = 2(S) = 2|X |
and x′L(T ) is a matching 2-lattice vector.
We see that x′L(T ) satis@es (3) of Lemma 6.4 as follows. Since ‘(T ) = 1 for each
‘ ∈ X ,
(T )x′L(T ) = |X |= (S):
We see that x′L(T ) satis@es (4) of Lemma 6.4 as follows. Since ‘(S) = ‘(T ) = 1
for each ‘ ∈ X , if T ′⊆T ,
(T ′)x′L(T ) = (T
′ ∧ S)x′L(T )6(T ′ ∧ S):
Since x is a maximum matching 2-lattice vector, xL\L(T ) satis@es conditions (1) and
(2) of Lemma 6.4. Thus, to show that x′ is a matching 2-lattice vector, we need only
show that x′L(T ) and xL\L(T ) satisfy conditions (a)–(c) of Lemma 6.5.
We see that x′L(T ) satis@es (c) of Lemma 6.5, since it is a binary valued matching
2-lattice vector.
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We see that x′L(T ) satis@es (a) of Lemma 6.5 as follows. Since
cl(x′L(T ))⊆ )(supp(x′L(T ))) = )(X )
and
()(X ))x′L(T ) = 2|X |= ()(X ));
it follows that cl(x′L(T )) = )(X ). Therefore,
(T=cl(x′L(T ))) = (T=X ) = (X=T ) + (T )− (X )
= (T )− (S) = (T=S)
= (T=)({t(‘) : ‘ ∈ X })):
We see that x′L(T ) and xL\L(T ) satisfy condition (b) of Lemma 6.5 as follows. Since
supp(x′L\L(T ))⊆T and cl(x′L(T )) = )(X ),
(cl(x′L(T )))xL\L(T ) = (X ∧ T )xL\L(T ):
But X ∧ T = S so
(cl(x′L(T )))xL\L(T ) = (S)xL\L(T ) = 0:
Thus, by Lemma 6.5, x′ is a matching 2-lattice vector.
Since e ∈ )(X ∪ T ) and cl(x′)⊆ )(supp(x′))⊆ )(X ∪ T ), it follows that e ∈ cl(x′).
To see that x′ is a maximum matching 2-lattice vector, observe that∑
‘∈L
x′(‘) =
∑
‘∈L(T )
x′(‘) +
∑
‘∈L\L(T )
x(‘)
= (S) +
∑
‘∈L
x(‘)−
∑
‘∈L(T )
x(‘)
= (S) + (S; T )−
∑
‘∈L(T )
x(‘)
¿ (S) + (S; T )− (S)
= (S; T ):
Corollary 6.7. If (S∗; T ∗) is the dominant cover of a matching 2-lattice polyhedron
P(E; ; ; L); then T ∗⊇⋂(cl(x): x ∈ ().
Proof. By Corollary 6.3, if e ∈ T ∗, then the maximum cardinality of an intersection
in M1(S∗; T ∗) and M2(S∗; T ∗; e) is (S∗). By Lemma 6.6, there is x ∈ ( such that
e ∈ cl(x), hence, e ∈ ⋂(cl(x): x ∈ (). Therefore, T ∗⊇⋂(cl(x): x ∈ ().
Combining Corollaries 4.6, 6.7 and Lemma 6.1, we have the following characteri-
zation of the dominant cover in terms of maximum matching 2-lattice vectors.
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Theorem 6.8. Let T ∗ =
⋂
(cl(x): x ∈ () and S∗ = )({‘ ∧ T ∗: ‘ ∈ L(T ∗)}). Then
(S∗; T ∗) is the dominant cover of the matching 2-lattice polyhedron P(E; ; ; L).
The following results re@ne Lemma 6.6 to extreme maximum matching 2-lattice
vectors.
Lemma 6.9. Let (S∗; T ∗) be the dominant cover of a matching 2-lattice polyhedron
P(E; ; ; L) and x ∈ (ext. Then
1. for each ‘ ∈ L(T ∗); x(‘) ∈ {0; 1};
2. (T ∗=cl(xL(T∗))) = (T ∗=S∗); and
3. T ∗ ∧ cl(xL(T∗)) = S∗
Proof. For each x∗ ∈ (ext, there is a complementary dual solution y∗. Let
S={Si: i=1; : : : ; t} be a nested family of 4ats in  and N a subset of L such that x∗
is the unique solution to the system:
(Si)x = (Si) for each Si ∈S;
x(‘) = 0 for each ‘ ∈ N
and y∗ is the unique solution to the system:∑
Si∈S
y(Si)‘(Si) = 1 for each ‘ ∈ L\N:
By arguments similar to those used in the proof of Theorem 4.1, there are two indexes
i1 and i2; i16i2; i1; i2 ∈ {0; 1; : : : ; t} such that
• S1; : : : ; Si1 correspond to the nodes in G(S; L\N ) that have an odd number of edges
in the unique path from Si to the root;
• Si1+1; : : : ; Si2 correspond to the nodes in G(S; L\N ) that have no path from Si to the
root;
• Si2+1; : : : ; St correspond to the nodes in G(S; L\N ) that have an even number of
edges in the unique path from Si to the root; and
• (Si1 ; Si2 ) forms a minimum cover.
Since Si2 ⊆T ∗, if ‘(T ∗) = 1, then ‘(Si2 ) = 1. Clearly, if ‘ ∈ N , then x∗(‘) = 0.
If ‘ ∈ N and ‘(T ∗) = 1 then ‘ must correspond to an edge in a tree component of
G(S; L\N ). Therefore, x∗(‘) ∈ {0; 1} if ‘(T ∗) = 1.
To see (2), observe that by Corollary 4.5, ‘(S∗)x(‘)=0 for each ‘ ∈ L\L(T ∗) and
‘(S∗) = 1 for each ‘ ∈ L(T ∗). It follows that
‘(S∗)x =
∑
‘∈L(T∗)
x(‘) = (S∗):
Further, since xL(T∗) is integral, cl(xL(T∗)) = )(supp(xL(T∗))) and so
(cl(xL(T∗)))x = 2
∑
‘∈L(T∗)
x(‘) = 2(S∗) = (cl(xL(T∗))) (6.6)
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and
(T ∗ ∨ cl(xL(T∗)))x = 2
∑
‘∈L
x(‘) = (T ∗) + (S∗) = (T ∗ ∨ cl(xL(T∗))): (6.7)
Combining (6.6) and (6.7) we see that (T ∗=cl(xL(T∗)) = (T ∗=S∗).
Finally, to see (3), observe that S∗⊆T ∗ ∧ cl(xL(T∗)), but since
(T ∗ ∨ cl(xL(T∗))) + (T ∗ ∧ cl(xL(T∗)))6(T ∗) + (cl(xL(T∗)));
it follows that (T ∗ ∧ cl(xL(T∗)))6(S∗).
Corollary 6.10. Let x be an extreme maximum matching 2-lattice vector; (S∗; T ∗)
be the dominant cover and e ∈ T ∗. If X is a (S∗) intersection in M1(S∗; T ∗) and
M2(S∗; T ∗; e); then x′ de;ned by
x′(‘) =


1 if ‘ ∈ X;
0 if ‘ ∈ L(T ∗)\X;
x(‘) otherwise;
is an extreme maximum matching 2-lattice vector with e ∈ cl(x′).
Proof. In Lemma 6.6, we showed that x′ ∈ (. If x′ is not extreme, there is a subset
{x1; x2; : : : ; xk} of distinct vectors in (ext, such that
x′ = 1x1 + 2x2 + · · ·+ kxk
for some = (1; 2; : : : ; k)¿ 0 with
∑
i = 1. We show that zi = xL(T∗) + xiL\L(T∗) is
in ( for each i ∈ {1; : : : ; k} as follows.
Since x ∈ (, xL(T∗) satis@es conditions (3) and (4) of Lemma 6.4. Similarly,
since xi ∈ (, xiL\L(T∗) satis@es conditions (1) and (2) of Lemma 6.4 for i= 1; 2; : : : ; k.
Thus, it remains to show that xL(T∗) and xiL\L(T∗) satisfy conditions (a), (b) and (c) of
Lemma 6.5.
Since x is an extreme maximum matching 2-lattice vector, we have by (1) of
Lemma 6.9, that xL(T∗) is binary valued and so satis@es (c) of Lemma 6.5.
By (2) of Lemma 6.9, xL(T∗) satis@es (a) of Lemma 6.5. Further, since
supp(xiL\L(T∗))⊆T ∗,
(cl(xL(T∗)))xiL\L(T∗) = (cl(xL(T∗)) ∧ T ∗)xiL\L(T∗):
But cl(xL(T∗)) ∧ T ∗ = S∗ so
(cl(xL(T∗)))xiL\L(T∗) = (S
∗)xiL\L(T∗) = 0;
proving that xL(T∗) and xiL(T∗) satisfy condition (b) of Lemma 6.5.
Thus, by Lemma 6.5, zi is a matching 2-lattice vector for each i ∈ {1; : : : ; k}.
Since
xL\L(T∗) = x′L\L(T∗) = 1x
1
L\L(T∗) + 2x
2
L\L(T∗) + · · ·+ kxkL\L(T∗)
86 S.-y. Chang et al. / Discrete Mathematics 237 (2001) 63–95
it follows that
x = 1z1 + 2z2 + · · ·+ kzk :
Further, since x′L(T∗) ∈ {0; 1}; xiL(T∗) = x′L(T∗) for i = 1; : : : ; k. Hence, the members
of {xiL\L(T∗): i ∈ [1; : : : ; k]} are distinct and therefore so are the members of
{zi: i ∈ [1; : : : ; k]}. This contradicts the assumption that x is extreme.
Corollary 6.11. Let (S∗; T ∗) be the dominant cover of the matching 2-lattice poly-
hedron P(E; ; ; L); then
T ∗ =
⋂
(cl(x): x ∈ () =
⋂
(cl(x): x ∈ (ext):
In the case of matroid intersection, we have the following characterization.
Corollary 6.12. Let M1 be a matroid with rank function r1 and closure operator )1
and let M2 be a matroid with rank function r2 and closure operator )2 both de;ned
on the same ground set E and let (ext be the collection of all maximum cardinality
intersections in M1 and M2. Then for each I ∈ (ext ;
|I |= r1(T1) + r2(E\T1) = r1(E\T2) + r2(T2);
where
T1 =
⋂
()1(I): I ∈ (ext)
and
T2 =
⋂
()2(I): I ∈ (ext):
7. Canonical families
We refer to an integral matching 2-lattice vector x and to its support supp(x) as
a matching. Clearly a vector x ∈ {0; 1}|L| is a matching if and only if (supp(x)) =
2|supp(x)| and every matching is an extreme point of P(E; ; ; L). To construct a
nested family S={S1; S2; : : : ; Sk} of 4ats de@ning the matching x, index the lines of L
so that supp(x)={‘1; ‘2; : : : ; ‘k}, let S1 =)(‘1) and, for i=2; 3; : : : ; k, let Si=Si−1∨‘i.
Not every extreme matching 2-lattice vector x is a matching and, when x is not
integral, the problem of constructing a nested family S of 4ats de@ning x is more
complicated. We show that every extreme point of a matching 2-lattice polyhedron
P(E; ; ; L) can be characterized by an especially simple kind of nested family.
We say that the family S= {Si: i ∈ [1; : : : ; t]} is canonical with respect to x ∈ R|L|
if there is a sequence I = [e1; e2; : : : ; et] of elements in E such that
1. S1 = L1(x) ∨ {e1} is in (x),
2. Si = Si−1 ∨ {ei} is in (x) for i = 2; 3; : : : ; t, and
3. G(S; L1=2(x)) is a collection of node-disjoint odd cycles.
S.-y. Chang et al. / Discrete Mathematics 237 (2001) 63–95 87
Lemma 7.1 shows that each extreme point x ∈ {0; 1=2}|L|, i.e., with L1(x) = ∅, can
be described via a canonical family. Theorem 7.2 shows that even when L1(x) = ∅, an
extreme point x can be described via a canonical family.
Lemma 7.1. Let x∗ ∈ {0; 1=2}|L| be an extreme point of the matching 2-lattice poly-
hedron P(E; ; ; L). Then every minimal nested family S={Si: i ∈ [1; : : : ; t]} of 5ats
such that x∗ is the unique solution to:
(Si)x = (Si) for i = 1; : : : ; t; (7.8)
x(‘) = 0 for ‘ ∈ L0(x∗); (7.9)
is canonical with respect to x∗.
Proof. Since S is a nested family and (7.8)–(7.9) have a unique solution,
G(S; supp(x∗)) must be a basis graph, i.e., a forest of trees and blooms. Since (Si) is
integral for i=1; : : : ; t, if some connected component of G(S; supp(x∗)) is a tree, then
for each line ‘ corresponding to an edge in that connected component, x∗(‘) must be
integral. But, x∗(‘) = 1=2 for each line ‘ ∈ supp(x∗). It follows that G(S; supp(x∗))
is a forest of blooms and no edge in this graph is a spur.
Since x∗(‘) = 1=2 for each line ‘ ∈ supp(x∗), the degree of each node Si in
G(S; supp(x∗)) must be at least 2. Collections of node-disjoint odd cycles are the
only basis graphs in which the degree of each node is at least two.
More generally, Theorem 7.2 shows that we may construct a canonical family de@n-
ing the extreme point x∗ even when L1(x∗) = ∅.
Theorem 7.2. A vector x∗ ∈ {0; 1=2; 1}|L| is an extreme point of the matching 2-lattice
polyhedron P(E; ; ; L) if and only if )(L1(x∗)) ∈ (x∗) and there is a canonical
family S with respect to x∗.
Proof. We @rst show that if )(L1(x∗)) ∈ (x∗) and there is a canonical family S
with respect to x∗, then x∗ is an extreme point.
Since S={Si: i ∈ [1; : : : ; t]} is a canonical family with respect to x∗ G(S; L1=2(x∗))
is a collection of node-disjoint odd cycles. Order the lines so that L1(x∗)={‘1; ‘2; : : : ; ‘k}
and let M= {M1; M2; : : : ; Mk}, where M1 =)(‘1) and Mi =Mi−1 ∨ ‘i for i=2; 3; : : : ; k.
Since )(L1(x∗)) ∈ (x∗), ‘(L1(x∗))=0 for each ‘ ∈ L1=2(x∗) and G(M∪S; supp(x∗))
is a basis graph. By Theorem 3.3 then, x∗ is an extreme point if it is a matching 2-lattice
vector. Thus, we need only show that x∗ is a matching 2-lattice vector.
If x∗ is not a matching 2-lattice vector, there is a violated 4at S, i.e., a 4at S such
that (S)x∗¿(S).
Next, observe that since L1(x∗) is a matching and ‘(L1(x∗)) = 0 for each
‘ ∈ L1=2(x∗), no violated 4at can be contained in )(L1(x∗)). It follows from
Corollary 3:2 that for any violated 4at S, S ∨ L1(x∗) is violated. Thus, if there are
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violated 4ats, there are violated 4ats containing L1(x∗) and we may choose S to be a
minimal violated 4at containing L1(x∗).
In addition, any violated 4at S must be contained in the largest 4at St of S. To see
this, observe that since G(M ∪S; supp(x∗)) is a collection of cycles with no spurs,
2¿‘(S ∨ St)¿‘(St) = 2 for each line ‘ ∈ supp(x∗) and so
(S ∨ St)x∗ = (St)x∗
= (St)
6 (S ∨ St):
By Corollary 3:2, then, S∧St is a violated 4at with L1(x∗)⊂ S∧St ⊂ St . Again, if there
is a violated 4at, then there is a violated 4at S such that L1(x∗)⊂ S ⊂ St , and we may
choose S to be a minimal violated 4at with this property.
Finally, let Si be the smallest 4at in S such that S ⊂ Si. Then S ∨ Si−1 = Si and
since S ∧ Si−1 is a proper subset of S containing L1(x∗), (S ∧ Si−1)x∗6(S ∧ Si−1).
But, then by Corollary 3:2, S ∨ Si−1 = Si must be violated, contradicting the existence
of S. So, if )(L1(x∗)) ∈ (x∗) and there is a canonical family S with respect to x∗,
then x∗ is a matching 2-lattice vector and, in fact, is an extreme point.
We next show that if x∗ is an extreme point, then there is a canonical family S with
respect to x∗. By Theorem 3.3, if x∗ is an extreme point, then x∗ ∈ {0; 1=2; 1}|L| and
there is a subset N of L and a family S∗={S∗i : i ∈ [1; : : : ; s]} with S∗1 ⊂ S∗2 ⊂ · · ·⊂ S∗s
such that:
• x∗(‘) = 0 for each ‘ ∈ N , and
• The projection of x∗ onto the components indexed by lines in L\N is the unique,
perfect fractional b-matching in G(S∗; L\N ), where b(S∗i ) = (S∗i ) − (S∗i−1) for
each i = 1; : : : ; s.
It follows that there is a subfamily S′={S ′i : i ∈ [1; : : : ; s′]} such that the projection of
x∗ onto the components indexed by lines in supp(x∗) is the unique, perfect fractional
b-matching in G(S′; supp(x∗)), where b(S ′i ) = (S
′
i )− (S ′i−1) for i = 1; : : : ; s′.
We show that any such family can be converted into a family M ∪S, where S
is canonical with respect to x∗. Since x∗ is in P(E; ; ; L), it follows that L1(x∗)
is a matching, and ‘(L1(x∗)) = 0 for ‘ ∈ L1=2(x∗). Thus, by Lemma 3.1, for each
i = 1; : : : ; s′
• S ′i ∨ L1(x∗) ∈ (x∗),
• ‘(S ′i ∨ L1(x∗)) = ‘(S ′i ) for each ‘ ∈ L1=2(x∗) and
• ‘(S ′i ∧ L1(x∗)) = ‘(S ′i ) for each ‘ ∈ L1(x∗).
Index the lines so that L1(x∗) = {‘1; ‘2; : : : ; ‘k} and let M = {M1; M2; : : : ; Mk}, where
M1 = )(‘1) and, for i = 2; 3; : : : ; k; Mi = Mi−1 ∨ ‘i. Then there is a subfamily
S = {Si: i ∈ [1; : : : ; t]} of {S ′i ∨ M : i = 1; 2; : : : ; s′} such that G(S; L1=2(x)) is a
collection of node-disjoint odd cycles and so the family S is canonical with respect
to x∗.
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Fig. 2. An example showing that a characterization of polymatroid extreme points does not extend to matching
2-lattice polyhedra.
Corollary 7.3. If x ∈ (ext and (S∗; T ∗) is the dominant cover of the matching 2-lattice
polyhedron P(E; ; ; L); then cl(x) = )(supp(x)) = )(L1(x) ∨ T ∗).
Proof. By Theorem 7.2 )(L1(x)) ∈ (x) and by Corollary 4.5 T ∗ ∈ (x). It follows
by Lemma 3.1 that L1(x)∨T ∗ ∈ (x) and hence cl(x)⊇L1(x)∨T ∗. We next argue that
L1(x) ∨ T ∗⊇ )(supp(x)). Clearly, if ‘ ∈ L1(x), then )(‘)⊆L1(x) ∨ T ∗. Otherwise, if
‘ ∈ supp(x) then ‘ ∈ L1=2(x) and, by Lemma 6.9, ‘ ∈ L(T ∗). It follows that )(‘)⊆T ∗.
Thus, we have that cl(x)⊇L1(x) ∨ T ∗⊇ )(supp(x)).
Finally, we argue that cl(x) cannot strictly contain )(supp(x)), for otherwise, we
would have that
(cl(x)) = (cl(x))x = 2
∑
‘∈supp(x)
x‘6()(supp(x)))¡(cl(x)):
Example 4 shows that the converse is not, however, true in general. In fact, Bixby
et al. [2] showed that a vector x in a polymatroid is an extreme point of the polymatroid
if and only if supp(x)⊆ cl(x) and the smallest 4ats containing distinct elements in cl(x)
are distinct. Example 4 also shows that this characterization does not extend to matching
2-lattice polyhedra.
Example 4. Let  be the set of 4ats and let  : → R+ be the rank function of the
cycle matroid of the graph in Fig. 2. Let ‘1 = (e1; Re1) and let ‘2 = (e2; Re2). Under the
matroid formulation P(E; ; ; L) is the set of x ∈ R2+ satisfying
x1 + x261:
Note that x = (1=2; 1=2) is feasible and cl(x) = )(supp(x)), but x is not an extreme
point.
On the other hand, the point x = (1; 0) is extreme, but note that the smallest 4at in
(x) containing e1 is identical to the smallest 4at in (x) containing e2. Likewise, the
smallest 4at in (x) containing ‘1 is identical to the smallest 4at containing ‘2.
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8. The greedoid of an extreme point
The fact that each extreme point can be characterized via a canonical family re-
duces the problem of determining whether or not a half-integral vector x is extreme
to determining whether there is an ordered independent set I de@ning a nested family
S canonical with respect to x. Conceptually, this reduces the problem of @nding the
next 4at in the family to a search over the elements of E rather than over the 4ats
of . The question remains, however, whether we may hope to @nd the 4ats of a
canonical family one at a time or whether we must somehow consider the entirety of
the collection to ensure that it remains canonical. In this section we show that each
extreme point of P(E; ; ; L) induces a greedoid ensuring that we may @nd the 4ats
of a canonical family one at a time.
A language 2 over @nite ground set of letters, called the alphabet, is a collection of
@nite sequences of letters, called words. We distinguish the sequence w=[e1; e2; : : : ; et]
from the set w˜ = {e1; e2; : : : ; et} and denote the concatenation of two sequences by
[e1; e2; : : : ; ei]||[ei+1; ei+2; : : : ; et] = [e1; e2; : : : ; et]. The length of a word w, denoted |w|,
is the number of letters in the sequence. A sequence w is simple if no letter is repeated,
i.e., if |w| = |w˜|, and a language is simple if all its words are simple sequences. A
language 2 such that
1. the empty set is in 2, and
2. if w = a||b is in 2, then a is in 2.
is said to be hereditary. A simple hereditary language 2 such that
3. if w and w′ are in 2 and w is longer than w′, then there is a letter e in w such
that w′||[e] is in 2
is a greedoid. Korte and LovTasz introduced and explored greedoids [21]. We relax the
restriction that the alphabet be @nite and instead require that there be a @nite bound
on the length of words in the language.
For each extreme point x, we construct a hereditary language 2(x) on E representing
the sequences of elements that can be extended to de@ne a nested family S canon-
ical with respect to x. With each simple sequence w = [e1; e2; : : : ] of elements, we
associate the collection S(w) = {S1; S2; : : :} of 4ats, where S1 = L1(x) ∨ {e1}, and, for
i = 2; 3; : : : ; Si = Si−1 ∨ {ei}. The sequence w is a word in 2(x) if
1. each 4at Sj ∈S(w) is in (x), and
2. the vectors {(Sj): Sj ∈S(w)} ∪ {1‘: ‘ ∈ L0(x)} are linearly independent.
Let Si be the largest 4at in S(w). Then condition (2) is equivalent to the condition
that G(S(w); L(w)) be a basis graph, where L(w) is de@ned to be the set of lines in
L1=2(x) such that ‘(Si) = 2.
Clearly, the conditions de@ning the words of 2(x) are necessary in the sense that
S(w) can be extended to de@ne a nested family S canonical with respect to x only if
w is a word of 2(x). We show that these conditions are also suJcient, i.e., if w is a
word of 2(x), then S(w) can be extended to de@ne a nested family S canonical with
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respect to x. In fact, we show that 2(x) is a greedoid and for each maximal cardinality
word w in 2(x) the nested family S(w) is canonical with respect to x.
Theorem 7.2 shows that if x is an extreme point of P(E; ; ; L), then each maximum
cardinality word in 2(x) corresponds to a canonical family. We show that if x is an
extreme point, then every maximal word in 2(x) has the same cardinality, i.e., each
word in 2(x) can be extended to a maximum cardinality word.
Theorem 8.1. If x is an extreme point of P(E; ; ; L); then each word in 2(x) can
be extended to a maximum cardinality word in 2(x).
Proof. Since x is an extreme point, there is a canonical family S∗ with respect to x
and so, there is a word w∗ in 2(x) with |w∗|= |L1=2(x)|. Clearly, this is a maximum
cardinality word in 2(x).
Inductively, suppose that any word with no more than k letters can be extended to a
maximum cardinality word, and consider a word w||[e] with k+1 letters. We show that
w||[e] can be extended to a maximum cardinality word. By our inductive hypothesis,
w can be extended to a maximum cardinality word w||a, where a=[ak+1; ak+2; : : : ; at].
Let S(w||a) = {S1; S2; : : : ; St}. Since e ∈ St = )(supp(x)), there is a smallest 4at Sj
such that e ∈ Sj. We argue that S′ = {S1; S2; : : : ; Sk} ∪ {Sk ∨ {e}; Sk+1 ∨ {e}; : : : ;
Sj−1∨{e}} ∪ {Sj+1; Sj+2; : : : ; St} is a canonical family and hence w||[e]||[ak+1; ak+2; : : : ;
aj−1; aj+1; : : : ; at] is a maximum cardinality word.
Since Sk ∨ {e} ∈ (x), we have by Lemma 3.1 that for i = k + 1; k + 2; : : : ; j − 1,
Si ∨ {e}= Si ∨ (Sk ∨ {e}) ∈ (x) and
‘(Si ∨ {e}) + ‘(Sk) = ‘(Si ∨ (Sk ∨ {e})) + ‘(Si ∧ (Sk ∨ {e}))
= ‘(Si) + ‘(Sk ∨ {e}) (8.10)
for each ‘ ∈ supp(x).
Let S ′i denote the ith 4at of S
′. To show that the vectors {(S ′i ): S ′i ∈ S′} ∪
{u‘: ‘ ∈ L0(x)} are linearly independent, we show that the graph G(S′; L1=2(x)) is
simply the basis graph G(S; L1=2(x)) with the nodes renamed.
Consider a node Si of G(S(w||a); L1=2(x)). The edges incident to Si are determined
by the vector (Si)− (Si−1). Clearly, if 16i6k or j + 26i6t, then
(Si)− (Si−1) = (S ′i )− (S ′i−1)
and so the same edges are incident to S ′i in G(S
′; L1=2(x)) as are incident to Si in
G(S(s||a); L1=2(x)). Likewise, since S ′j = Sj−1 ∨ {e}= Sj,
(Sj+1)− (Sj) = (S ′j+1)− (S ′j)
and so the same edges are incident to S ′j+1 in G(S
′; L1=2(x)) as are incident to Sj+1
in G(S(w||a); L1=2(x)). By (8.10), we have that for i = k + 1; k + 2; : : : ; j − 1,
‘(S ′i ) = ‘(Si−1 ∨ {e}) = ‘(Si−1) + ‘(Sk ∨ {e})− ‘(Sk)
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for each line ‘ ∈ supp(x) and so, for i = k + 2; k + 3; : : : ; j
‘(S ′i )− ‘(S ′i−1) = ‘(Si−1)− ‘(Si−2)
for each ‘ ∈ supp(x). Hence, for k + 26i6j, the same edges are incident to S ′i in
G(S′; L1=2(x)) as are incident to Si−1 in G(S(w||a); L1=2(x)). Finally, note that
‘(Sj) = ‘(Sj ∨ {e}) = ‘(Sj−1) + ‘(Sk ∨ {e})− ‘(Sk)
for each ‘ ∈ supp(x). It follows that
‘(Sj)− ‘(Sj−1) = ‘(Sk ∨ {e})− ‘(Sk) = ‘(S ′k+1)− ‘(S ′k)
for each line ‘ ∈ supp(x) and so the same edges are incident to S ′k+1 in G(S′; L1=2(x))
as are incident to Sj in G(S(w||a); L1=2(x)). We conclude then that G(S′; L1=2(x)) is
exactly the basis graph G(S(w||a); L1=2(x)) with the nodes renamed.
In fact, Lemma 8.2 shows that if x is an extreme point, then (E; 2(x)) is a
greedoid. Normally, one reaches the conclusion of Theorem 8.1 by proving the result
of Lemma 8.2. We found it more diJcult, but nonetheless of independent interest, to
show that underlying language is a greedoid.
Lemma 8.2. If x is an extreme point of P(E; ; ; L); then (E; 2(x)) is a greedoid.
Proof. Clearly (E; 2(x)) is a simple, hereditary language. It remains to show that if
w and w′ are words in 2(x) with |w|¡ |w′|, then there is a letter e ∈ w′ such that
w||[e] is a word in 2(x).
Let S(w) = {S1; S2; : : : ; Si} and let S(w′) = {S ′1; S ′2; : : :}. Since |w|¡ |w′|, there is
an element e ∈ w′ such that e ∈ Si. Choose ej to be the @rst such element in w′. We
argue that w||[ej] is a word in 2(x).
First, by Lemma 3.1, Si∨{ej}=Si∨S ′j ∈ (x). To see that G(S(w||[ej]), L(w||[ej]))
is a basis graph, let w||a be an extension of w to a maximum cardinality word in 2(x)
and apply the arguments of Theorem 8.1 to show that w||[ej] can be extended to yield
the same basis graph as w||a with the nodes renamed.
9. Recognizing extreme points
Since each extreme point can be described by a canonical family of 4ats and we
can construct a canonical family incrementally, there is a simple procedure for testing
whether a given half-integral vector x such that )(L1(x)) ∈ (x) is extreme: Construct
a maximal word w ∈ 2(x) and check whether |w| = |L1=2(x)|. The simplicity of this
procedure belies the computational challenges involved. In this section we explore the
computational complexity of constructing a maximal word in 2(x).
In attempting to develop an eJcient procedure, the question immediately arises:
How do we represent the data? When E is @nite, we can rely on the methods used to
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represent matroids. For example, we can represent  and  via an oracle RANK, which
given a subset S of E computes (S) as a single elementary operation.
When E is in@nite, however, it clearly cannot be counted as part of the problem
data. Further, in this case the oracle RANK is of little value in determining membership
in . In fact, a 4at may contain an in@nite number of elements. There is, however, a
@nite bound B on the length of any chain in . So, each 4at S can be represented by
a set S of at most B elements such that )(S) = S. Borrowing from the terminology of
matroids, we refer to a subset S ⊆ S such that |S|= (S)= (S) as a base of S. Thus,
rather than the possibly in@nite set E we consider B, the length of a longest chain in
, as problem data.
To represent , we assume there is an oracle MEET, which given a base S of a
4at S and a base S ′ of a 4at S ′, returns a base of S ∧ S ′ as a single elementary
operation. Note that we can use MEET to determine a base of S ∨ S ′ as follows. Start
with S ∨ S ′=∅ and consider the elements e ∈ S ∪ S ′ one at a time, adding e to S ∨ S ′
whenever e ∧ (S ∨ S ′) = ∅.
We can also use MEET to determine whether two bases S and S ′ represent the same
4at: Simply test whether e ∧ S ′ = ∅ for each e ∈ S and e ∧ S = ∅ for each e ∈ S ′.
Ultimately, the complexity of any procedure for constructing a maximal word de-
pends on whether, given a word s in 2(x), we can eJciently identify an element e ∈ E
such that s||[e] is a longer word. In the case of matroid 2-lattice polyhedra, |E|62|L|
and so we may eJciently identify an appropriate element e by simply testing the ele-
ments of E one at a time. When E is in@nite, however, this brute force approach is of
no avail. In this section we present an eJcient procedure for @nding a maximal word
in 2(x).
Given a half-integral vector x in the matching 2-lattice polyhedron P(E; ; , L),
consider then a word w ∈ 2(x) and let S be the largest 4at in S(w). If w||[e] is to
be a word in 2(x), then the 4at S ∨ {e} must be in (x), i.e., either
1. There is a line ‘′ ∈ L1=2(x) such that
′‘(S ∨ {e}) = ′‘(S) + 2 and
‘(S ∨ {e}) = ‘(S) for each ‘ ∈ L1=2(x); ‘ = ‘′ or
2. There are two distinct lines ‘1, ‘2 ∈ L1=2(x) such that
‘1 (S ∨ {e}) = ‘1 (S) + 1;
‘2 (S ∨ {e}) = ‘2 (S) + 1 and
‘(S ∨ {e}) = ‘(S) for each ‘ ∈ L1=2(x); ‘ = ‘1; ‘2:
In the @rst case, since ‘′ ⊆ S and ‘′S ∨ {e}, S ∨ {e}= S ∨ ‘′. So, in this case, we
can @nd e by calling MEET to @nd an element in a base of ‘′ that is not in S.
In the second case, if ‘1 (S) = 1 then ‘1⊆ S ∨ {e}. So, S ∨ {e} = S ∨ ‘1 and we
can again @nd e by calling MEET to @nd an element in a base of ‘1 that is not in S.
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Similarly, if ‘2 (S) = 1, we can again @nd e by calling MEET to @nd an element in a
base of ‘2 that is not in S.
If ‘1 (S)=‘2 (S)=0, then e must satisfy S∨{e}⊆ S∨‘1 and S∨{e}⊆ S∨‘2 and so
‘2 (S ∨‘1)¿1 and ‘1 (S ∨‘2)¿1. If ‘2 (S ∨‘1)=1, then ‘2∧ (S ∨{e})=‘2∧ (S ∨‘1)
and we can @nd e by calling MEET to determine an element in a base of ‘2 in S ∨ ‘1.
Likewise, if ‘1 (S ∨ ‘2) = 1, we can @nd e by calling MEET to determine an element
in a base of ‘1 in S ∨ ‘2.
Finally, if ‘1 (S∨‘2)=‘2 (S∨‘1)=2, then S∨‘1=S∨‘2 and x cannot be an extreme
point since the two lines ‘1 and ‘2 must form an even cycle in G(S; L1=2(x)) for any
extension S of S(w) with 4ats in (x) whose largest member contains supp(x).
Thus, given a word w in 2(x), we can @nd a letter e such that w||[e] is a larger
word (or conclude that no such letter exists) in O(|L|2) calls to MEET. Further, we have
proven the following corollary that will prove useful in @nding a matching 2-lattice
vector with maximum sum of components.
Corollary 9.1. For each extreme point x of the matching 2-lattice polyhedron
P(E; ; ; L); there is a maximal word w = [e1; e2; : : : ; et] in 2(x) such that for each
Si ∈S(s), ei ∈ ‘ ∧ Si for some line ‘ ∈ L1=2(x) incident to Si in G(S(w); L1=2(x)).
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