The construction of asymptotic confidence intervals is considered for the difference of binomial proportions in two doubly sampled data subject to false-positive error. The coverage behaviors of several likelihood based confidence intervals and a Bayesian confidence interval are examined. It is shown that a hierarchical Bayesian approach gives a confidence interval with good frequentist properties. Confidence interval based on the Rao score is also shown to have good performance in terms of coverage probability. However, the Wald confidence interval covers true value less often than nominal level.
Introduction
A double sampling scheme on binary observations occurs when the cost of precise test is expensive. To reduce the cost, most samples are classified by an inexpensive but fallible device, and a small subsample is classified by a supplementary inerrant device. Numerous literatures are concerned with the inference on the population proportion in the double sampling scheme; see Tenenbein (1970) , Geng and Asano (1989) , York et al. (1995) , Moors et al. (2000) , Barnett et al. (2001) , Raats and Moors (2003) and Boese et al. (2006) . For instance, York et al. (1995) illustrated the advantage of the double sampling scheme in estimating the proportion of infants born with Down's syndrome nationwide. For every birth during a certain period of time, the midwife or obstetrician classified the child with Down's syndrome based on a visual inspection, and for a small subsample of births, expensive but accurate cytogenetic tests were applied for the classification.
The classification by a visual inspection could not be expected to be accurate; the visually inspected sample might be exposed to measurement error. It is well known that usual estimators can be extremely biased when data is subjected to misclassification. It might be dangerous to use the data alone. On the other hand, the use of only the cytogenetic data would give a large variance because of the small sample size. It would have clear advantages to use all the data in estimating the accuracy of the visual test as well as the population proportion.
The sample classified by only the visual inspection might contain two types of error done by the midwife or obstetrician. He or she might classify erroneously a normal child as Down's syndrome (false-positive) and vice versa (false-negative). Tenenbein (1970) presented the maximum likelihood(ML) estimator for the population proportion as well as for false-positive and false-negative error rates.
Some fallible devices may have only one type of misclassification. For example, Lie et al. (1994) considered the case that the false-negative counts were corrected using multiple fallible classifiers and gave the ML estimators. The same model was considered by York et al. (1995) . They estimated the proportion of Down's syndrome in Norway from the Bayesian perspective. Moors et al. (2000) analyzed an auditing data with no observed false-negative count. They put the corresponding error rate equal to zero a priori, and gave one-sided confidence intervals for the population proportion.
For interval estimation problem, Boese et al. (2006) gave five likelihood-based confidence intervals in the false-positive misclassification model. Among them, they recommended the interval based on the Rao score function. The recommended interval seems to have a good frequentist property in that it has the coverage probability close to nominal level. Under the same model, Lee and Byun (2008) gave a Bayesian confidence interval which outperforms slightly the confidence interval recommended by Boese et al. (2006) .
In this paper, we consider the interval estimation of the difference of binomial proportions in two data sets obtained by a double sampling scheme subjected to false-positive misclassification. A naive approach is employing the Wald method. However, many recent works showed that the Wald method does not provide proper interval in various sampling situations; see for example, Blyth and Still (1983) , Agresti and Coull (1998) and Brown et al. (2001) . In particular, Brown et al. (2001) investigated the unsatisfactory coverage properties of the Wald interval in detail. We will demonstrate that the Wald method is not adequate as well for the sampling design considered in this paper. Agresti and Coull (1998) showed that an improved interval for the parameter of a binomial distribution could be obtained by so-called "adding two successes and two failures" to the observed counts and then using the Wald method. Agresti-Coull's strategy works well in various sampling designs as well as in the 1-group design. For instance, Agresti and Caffo (2000) examined the interval estimation for the difference of two binomial proportions, and concluded that the strategy performs about as well as the best available methods in this 2-group design. See also Agresti and Min (2005) . The more general problem of interval estimation for a linear function of binomial proportions was considered by Price and Bonett (2004) . Unlike the 1-group and the 2-group cases for which competitive alternatives exist, they also concluded that the Agresti-Coull's method would provide effective confidence intervals. In addition, Lee (2007) investigated the performance of the Agresti-Coull type confidence interval in a double sampling design subject to false-positive misclassification and concluded that the Agresti-Coull type interval is comparable to or even better than likelihood-based confidence intervals.
It might be peculiar why "adding two successes and two failures" would work well in those designs. Agresti and Coull (1998) justified their approach by the Bayesian perspective. Lee and Byun (2008) showed that this justification is also applicable to the double sampling design. In other words, the Agresti-Coull type interval is essentially a Bayesian confidence interval. Thus, it is natural to consider a Bayesian approach for the difference of binomial proportions. Likelihood-based confidence intervals described in Barndorff-Nielsen and Cox (1994) also could be good candidates for the problem.
Two Sample False-Positive Misclassification Model
A double sampling scheme consists of two stages of sampling. A sample of size N is selected at random from the population of interest and a fallible device classifies each unit in the sample, and then a subset of size n is selected from the initial sample. Each unit in the subsample is tested by an inerrant device. Thus, a unit in the subsample is tested by both the inerrant and the fallible device. 
The false-negative error rate, Pr [F i = 0|T i = 1], is assumed to be zero in this model. Thus, each unit in the subsample belongs to one of three mutually disjoint categories {(t, f ) | (0, 0), (0, 1), (1, 1)} with probabilities (1 − p)(1 − ϕ), (1 − p)ϕ and p, respectively. Let n t f be the observed count in (t, f ). N − n units are tested by only fallible device. Among these units, let x be the number of units tested positively, and
Assuming each unit is tested independently, the joint likelihood of p and ϕ is given by
where C(Y) = n!/(n 00 !n 01 !n 11 !)
and Y represents (n 00 , n 01 , n 11 , x, y). The maximum likelihood estimate of p and ϕ were obtained by Tenenbein (1970) as:
See also Barnett et al. (2001) . While the estimate of asymptotic variance ofp is given as:
A two-sample false-positive misclassified data consists of two data sets Y 1 = (n 100 , n 101 , n 111 , x 1 , y 1 ) and
Thus, the joint likelihood of p 1 , p 2 , ϕ 1 and ϕ 2 can be written as:
(2.4)
Confidence Intervals

Frequentist confidence intervals
Profile likelihood and information
The profile likelihood for λ and the restricted information are the keys of likelihood-based confidence intervals. Thus, the calculation of them is essential in what follows.
Substituting p 1 by λ + p 2 and taking logarithm of (2.4), we have the full log-likelihood, ℓ(λ, p 2 , ϕ 1 , ϕ 2 ) = (n 100 + n 101 + y 1 ) log(1 − λ − p 2 ) + n 111 log(λ + p 2 ) + (n 100 + y 1 ) log(1 − ϕ 1 )+ n 101 log ϕ 1 + x 1 log π 1 + (n 200 + n 201 + y 2 ) log(1 − p 2 ) + n 211 log p 2 + (n 200 + y 2 ) log(1 − ϕ 2 ) + n 201 log ϕ 2 + x 2 log π 2 ,
is the full log-likelihood regarding λ as a given value. Note that, given λ ∈ (−1, 1), the maximum of the log-profile likelihood is ℓ P (p 
where
Then it can be shown thatp λ 2 is the solution of a nonlinear equation
Substituting p in (3.4) and (3.5) byp λ 2 , we haveφ
. When all observed counts are greater than zero,p λ 2 lies in the interval (max{−λ, 0}, min{1 − λ, 1}), which in turn results inφ λ 1 ∈ (0, 1) andφ λ 2 ∈ (0, 1). Thus, a simple numerical algorithm such as the bisection method or the Newton-Raphson method can be applicable. However, when some observed counts are zero, then the full likelihood or the profile likelihood does not admit unique maximum. For instance, when n 211 = 0 or n 201 = 0, log(p 2 ) or log(φ 2 ) is undefined. A customary remedy to prevent the undefined problem is to add a small number, say 1.e-5, to null observed counts; see for example Boese et al. (2006) . Thus we will add a small number when necessary for the calculation of likelihood-based confidence intervals.
Letp
Then the adjusted observed information for λ is where
The adjusted restricted information is obtained by replacing observed counts by their expectations. That is,
Likelihood-based confidence intervals
The first likelihood-based confidence interval considered in this paper is the Wald interval which can be constructed by using (2.1) and (2.3) aŝ
whereλ =p 1 −p 2 and z α represents the 1 − α quantile of a standard normal distribution. We will denote (3.6) as CI W . Efron and Hinkley (1978) claimed that the observed information is preferable form than the expected information in general. However, under the double sampling model, the restricted observed information yields nonsensical results in some cases as shown in Boese et al. (2006) . Thus we do not consider the confidence intervals based the restricted observed information.
Using the adjusted restrictive information, an Wald related confidence intervals can be setup as:
Next interval is based on the Rao score which is obtained from the partial derivative of ℓ(λ, p 2 , ϕ 1 , ϕ 2 ) with respective to λ. Substituting nuisance parameters by the corresponding solutions of profile likelihood equations, we have
Then, weighting by the adjusted restrictive information, we get an approximate confidence interval,
The last likelihood-based confidence interval is due to the well-known log-likelihood ratio statistic, i.e.
W n , S n and Q n do not admit closed-form intervals. Although the wide array method can give confidence limits, one may have difficulty in calculating the limits. They are computationally too expensive.
Confidence interval based on Bayesian approach
Various researchers have previously discussed the Bayesian approach for the double sampling scheme. Geng and Asano (1989) used Dirichlet priors for the joint probabilities rather than for the natural model parameters p and ϕ. However, as the conjugate prior for the binomial sample results, the beta distribution might be appropriate for the marginal prior distributions of p and ϕ. In addition, it is logical to assume that p and ϕ are independent. Raats and Moors (2003) used the beta prior distribution. However, the beta distribution leads to complex posterior distributions. In particular, the marginal posterior distribution of p is a nontrivial linear combination of beta distributions, and it requires a heavy computation to calculate density. Even, we can only obtain the mean of the posterior distribution numerically. Thus, their approach is not appropriate for the interval estimation problem.
Recently Lee and Byun (2008) gave a confidence interval for population proportion in a doubly sampled data. Applying a hierarchical Bayesian approach, a relatively simple and effective confidence interval was derived. This result can be applicable to the problem considered in this paper.
They applied priors hierarchically as
n−1 dx. Then, the posterior mean and variance of p i for i = 1, 2 arê Subsample  0  33  11  13  3  1  na  32  na  23  701  535  318  375 respectively,
Thus, a Bayesian confidence interval due to Lee and Byun (2008) can be established as:
To utilize (3.7), we must specify the parameters of prior distributions. Usually the parameters reflect the prior knowledge about p i 's and π i . However, noninformative priors were adequate for interval estimation problem, and it is logical that the prior parameters of the first group are the same as those of the second group. We had considered three choices of noninformative priors, uniform prior
α/2 /8 and δ = 3z 2 α/2 /4. The last one is closely related to "adding two successes and two failures". See Lee and Byun (2008) for further detail.
It turned out that the last set of priors outperforms the others in terms of the coverage probability and the expected width. Thus, we only consider the last one in what follows and denoted it by CI B .
An example
The case-control study of Hildesheim et al. (1991) aimed to examine that invasive cervical cancer can affect exposure to Herpes Simplex Virus(HSV). To explore the relationship, western blot procedure was applied to 693 women in the case group and for 1236 women in the control group to detect the infection of HIV. Since the western blot procedure is fallible, a sub-sample from each group was further investigated by refined western blot procedure, which is known to be a relatively accurate procedure. Originally the fallible procedure is exposed to the two types of error, but we assume the false-negative error rate is zero. The false-negative cases are absorbed into the true-positive. This artificial data is shown in Table 1 .
Using the values in Table 1 , we find the Bayesian and the maximum likelihood estimates of p are −0.151 and −0.157, respectively with standard errors 0.0484 and 0.0539. Figure 1 shows the values of likelihood-based statistics against λ. The limits of 95% confidence intervals are the points crossing with z 
Comparison of Confidence Intervals and Conclusions
As we noted before, the likelihood-based confidence intervals are computationally expensive. For instance, when N 1 = N 2 = 100 and n 1 = n 2 = 20, it requires 18,711 × 18,711 = 350,101,521 iterations to calculate actual coverage probability for each parameter point (p 1 , p 2 ). In particular, the wide array method for calculating confidence limits requires a huge computation work. Thus, it is practically impossible to compare actual coverage probability or expected width. We abandon Table 1 . The crossing points with 3.8416 are 95% confidence limits.
to compare actual values. The comparison is done through simulations. That is, we estimated the coverage probability and the expected width of 95% confidence intervals at every 81 grid points of (p 1 , p 2 ) where p i = 0.1 up to 0.9 with 10,000 random samples, and then calculated the averages of these 81 estimated coverage probabilities and expected widths. We also computed the averages of mean absolute deviation of coverage probabilities from nominal level(AMADN). The AMADN is multiplied by 10,000. The results are shown in Table 2 . The random samples were generated by the well-known IMSL Fortran Library. Some messages of Table 2 are quite clear. For instance, CI W , Q n and W n do not approximate the nominal level well enough. The AMADN's of these confidence intervals are always larger than those of S n and CI B . In particular, CI W has significantly smaller averages of coverage probabilities than the nominal level. As a result, it has the largest AMADN's for almost always. It seems that the Wald procedure should be used with a great care for the interval estimation of the difference of binomial proportions in two doubly sampled data as well. Q n and W n also are not interesting. These two intervals are dominated by S n and CI B in the approximation. Since the averages of coverage of these two are always lower than nominal level, we may conclude that they tend to be narrower than necessary under the configurations consider in Table 2 .
However, the preference between S n and CI B is not clear. S n gives better approximation than CI B in most cases, but CI B also dominates S n in some cases. Although it seems that S n would be better than CI B in the approximation, it is hard to conclude that S n is better than CI B . Note that the coverage of S n fluctuate around the nominal level, but those of CI B are slightly larger than the nominal level. In other words, CI B is conservative. If we notes that CI B has almost always smaller averages of expected widths than S n , one may choose CI B for the interval estimation problem.
Another important factor for judging confidence intervals may be the simplicity emphasized by Agresti and Coull (1998) , Brown et al. (2001) and many other researchers. It is possible to argue that the computation is not a problem for modern computational techniques; however, we believe that the simplicity is important as it is a matter of practice and not of computation. From this point of view, we prefer CI B to S n in that CI B is much simpler with competitive powers. 
