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Preface
I hereby declare that this thesis is the result of my own work, except where I
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to a published source or a thesis. The Direct Dynamics Multi-Configuration
Gaussian (DD-vMCG) and Density Matrix Non-equilibrium Fermi’s Golden
Rule (DM-NFGR) are methods developed elsewhere. Here these are employed
as tools for the study of excited state decay in polyatomic molecules.
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March 13, 2013
7
8
Abstract
The introduction of general numerical methods in the form of widely avail-
able software can have a dramatic effect on the development of a scientific
field. In electronic structure theory, for example, general-purpose programs
(such as Gaussian, ADF, MOLPRO,. . . ) combined with better computa-
tional resources have in part led to molecular electronic structure calcula-
tions becoming a ubiquitous tool in chemical research. Similarly, quantum
dynamics methods based on coupled time-evolving Gaussian basis sets and
molecular potential energy surfaces calculated on-the-fly hold out similar
promise in the study of non-adiabatic processes, because of their generality
and freedom from ad hoc assumptions.
Therefore, the aim of this thesis is to investigate the convergence and
applicability of quantum dynamics calculations with a fully variational cou-
pled Gaussian basis set description, termed variational Multi-Configuration
Gaussian (vMCG). It is suggested that the vMCG approach provides a way
to balance accuracy against computational cost for molecules of compara-
ble size by choosing the number of coupled Gaussian product basis functions
and a middle way forward between grid-based and trajectory surface hopping
approaches to non-adiabatic molecular quantum dynamics calculations.
In order to prove the suitability of vMCG we show its application to
three problems of chemical interest: the study of fulvene excited state decay,
the prediction of a coherent control mechanism for the same system and
the benchmarking of an electronic population dynamics model for electronic
transitions when occurring through a conical intersection. In the long term,
the development of vMCG is expected to have a major impact, allowing non-
adiabatic dynamics simulations to be made not only by theoreticians, but also
by non-specialists and experimentalists in both industry and academia.
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Chapter 1: Modelling Excited State Decay
This chapter introduces and reviews the current state-of-the-art modelling
of non-adiabatic processes in molecular systems. This is a challenging topic
since the simulation must treat simultaneously the motion of the nuclei and
the electrons, which are coupled together. It is concluded that a wide range
of methodologies are available. However, when looking for a general tool
for the study of non-adiabatic processes, quantum dynamics methods based
on coupled time-evolving Gaussian basis sets such as the Direct Dynamics
variational Multi-Configuration Gaussian (DD-vMCG) wavepacket method,
as well as to other related methods — such as Ab Initio Multiple Spawning
(AIMS, FMS)[1, 2] and Multi-Configurational Ehrenfest (MCE)[3, 4] — seem
to be an especially suitable choice because of their generality and freedom
from ad hoc assumptions.
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Chapter 2: variational Gaussian nuclear wavepack-
ets
This chapter describes three possible time-evolving Gaussian basis sets for
use in non-adiabatic quantum dynamics based on the Direct Dynamics varia-
tional Multi-Configuration Gaussian (DD-vMCG) wavepacket method. These
general model representations are compared using model calculations in a
simple harmonic oscillator and describing their connections to other work. It
is suggested that the fully variational nuclear wavefunction, termed vMCG
(variational Multi-Configuration Gaussian) is a very convenient formulation
leading towards a realistic sampling of the phase space without the initial
conditions (i.e. initial disposition and momentum) being so important when
using a sufficient amount of coupled Gaussian basis functions.
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Chapter 3: Fulvene S1/S0 Excited State Decay
The vMCG (variational Multi-Configuration Gaussian) approach described
in Chapter 2 is benchmarked in a realistic system by modelling the radia-
tionless decay from an electronic excited state through an extended conical
intersection seam. As a benchmark system, we model the radiationless de-
cay of fulvene from its first electronic excited state and monitor two associ-
ated properties: the spatial extent to which the conical intersection seam is
sampled and the timescale and stepwise nature of the population transfer.
We illustrate how the use of a fully variational nuclear wavefunction pro-
vides a way to balance accuracy against computational cost for molecules of
comparable size by choosing the number of coupled Gaussian product basis
functions.
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Chapter 4: Controlling Fulvene S1/S0 Decay
Direct quantum dynamics simulations using the vMCG (variational Multi-
Configuration Gaussian) approach were performed in order to model the
control of the stepwise population transfer in fulvene. As shown in Chap-
ter 3, ultra-fast internal conversion takes place centred on the higher-energy
planar/sloped region of the S1/S0 conical intersection seam. Therefore, two
possible schemes for controlling whether stepwise population transfer occurs
or not — either altering the initial geometry distribution or the initial mo-
mentum composition of the photo-excited wavepacket — were explored. In
both cases, decay took place instead in the lower-energy twisted/peaked re-
gion of the crossing seam, switching off the stepwise population transfer. This
absence of re-crossing is a direct consequence of the change in the position on
the intersection at which decay occurs and its consequences should provide
an experimentally observable fingerprint of this system.
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Chapter 5: A population transfer model for
intramolecular electron transfer
The aim of this chapter is to further prove the applicability of the vMCG
(variational Multi-Configuration Gaussian) approach by benchmarking an
approximate population dynamics model in Jahn-Teller systems. The so-
called Density Matrix Non-Equilibrium Fermi Golden Rule (DM-NFGR) can
be seen as a simplified version of vMCG, in which the finite Gaussian basis
set and on-the-fly evaluation of the nuclear Hamiltonian are eliminated via
use of the density matrix formalism and a perturbational treatment of the
equations. This has three clear advantages: firstly, it allows us to extend the
maximum molecular size considerably; secondly, we can relate the popula-
tion dynamics to an analytical time-dependent rate expression; and finally,
temperature effects can be included in the simulations. Benchmark calcu-
lations for the 2,6-bis(methylene) adamantyl (BMA) radical cation support
the reliability of the results.
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Chapter 1
Modelling excited state decay
This chapter introduces and reviews the current state-of-the-art modelling
of non-adiabatic processes in molecular systems. This is a challenging topic
since the simulation must treat simultaneously the motion of the nuclei and
the electrons, which are coupled together. It is concluded that a wide range
of methodologies are available. However, when looking for a general tool
for the study of non-adiabatic processes, quantum dynamics methods based
on coupled time-evolving Gaussian basis sets such as the Direct Dynamics
variational Multi-Configuration Gaussian (DD-vMCG) wavepacket method,
as well as to other related methods — such as Ab Initio Multiple Spawning
(AIMS, FMS)[1, 2] and Multi-Configurational Ehrenfest (MCE)[3, 4] — seem
to be an especially suitable choice because of their generality and freedom
from ad hoc assumptions.
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1.1 Introduction
Non-adiabatic molecular dynamics involves multiple electronic states and
thus transcends the Born-Oppenheimer (BO) approximation, as populations
transfer from one state to another. Typical current applications include
modelling radiationless relaxation of excited states,[5] to photoisomerization
processes,[6] to electron and proton transfer,[7] to Jahn-Teller effects[8] and,
as recently reviewed, to reactions that thermally generate electronic excited
states[9] (see also [10, 11, 12, 13, 14] and references therein for other comple-
mentary reviews).
Moreover, much progress has been reported in recent years in the field
of coherent control.[15, 16] Pump-probe experiments can follow the time
evolution of a photochemical event in real time, while optimal control tech-
niques allow the generation of products selectively. More recently, it has been
shown that the observation of electron dynamics in the attosecond time-scale
is possible.[17, 18] In other words, experiments now give access to observ-
ing, measuring and manipulating quantum mechanical effects in molecular
systems.
Therefore, there is an increasing need to develop new theoretical models
in order to describe such processes and interpret experimental data. Re-
garding theoretical modelling, in the stationary picture full-CI electronic
structure calculations are too costly in terms of computing time. Con-
sequently, a wide variety of approximate approaches have been developed
(i.e. Hartree-Fock, Møller-Plesset, coupled cluster, multi-configurational self-
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consistent field, density functional theory, etc). Similarly, in terms of the
dynamical picture, full-scale quantum dynamics simulations are currently in-
accessible thus many practical methods have also been devised in recent
decades (i.e. molecular dynamics, Gaussian wavepackets, mult-configuration
time-dependent Hartree, etc). These can be classified as either direct, when
potential energy surfaces are computed on-the-fly as needed, or grid-based,
when propagation takes place on pre-computed and fitted potential energy
surfaces. Naturally there is no universal recipe because each method is jus-
tified in its own right, having its own strengths and weaknesses. The art of
modelling is to choose the proper degree of detail.[19]
Consequently, the purpose of this introductory chapter is to give a general
overview of the current state-of-the-art modelling of non-adiabatic events;
this should provide the necessary theoretical background for the rest of the
thesis. The chapter begins by describing the general “line of attack”, in which
the problem is solved in two well-defined and complementary stages: station-
ary and dynamic. The fundamentals are reviewed and practical methods for
finding approximate numerical solutions in molecular systems, for both the
time-independent and time-dependent pictures, are briefly described.
1.2 Modelling excited state decay
When a molecule absorbs ultraviolet light, the energy of the photon is used
to promote the molecule to an excited electronic state. Then the excess in
energy can be transmitted to other molecules by collisions or redistributed
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within the nuclear degrees of freedom, allowing molecular geometry changes
and decay back to the ground state. Two important aspects should be no-
ticed. Firstly, an interesting characteristic, with tremendous applications in
synthesis, is that the reactivity in excited states can differ completely in com-
parison with the ground or thermal state. Secondly, in many important cases
the change in electronic state is a radiationless process, passing through a
conical intersection seam where two or more states cross.
A conical intersection seam is a region on the molecular Potential Energy
Surface (PES) where two or more electronic states have the same energy.
Conical intersections have been known for a long time since their fundamen-
tal theorems were firstly recognised by F. Hund in 1927[20, 21] and later
demonstrated by J. von Neumann, E. Wigner[22] and E. Teller,[23] but since
the 1970s they have become an established paradigm for understanding reac-
tion mechanisms in photochemistry.[11, 24] In molecules with high symmetry,
these points of intersection give rise to the Jahn-Teller effect, while acciden-
tal conical intersections do not require any symmetry, and are commonly
primary players in photochemical reaction mechanisms.
In order to illustrate the importance of conical intersection seams, Figure
1.1 shows a general mechanistic picture for describing radiationless excited
state decay through a seam of conical intersections. Starting at the Franck-
Condon (FC) region, the excited state reaction path can cross through the
seam regenerating the reactants (solid curve), or alternatively, a photochemi-
cal reaction can occur on the excited state (dotted curve) with the formation
of new products.
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Figure 1.1 Schematic representation of the general mechanistic picture for
a photochemical reaction with two possible events: decay and regeneration
of reactants (solid curve), or decay and formation of new products (dotted
curve).
The outcome of the photochemistry for a particular molecule depends on
two fundamental aspects:
1. Stationary: the shape of the excited state and the conical intersection
seam.
Topological study of the shape of PESs belongs to the field of
electronic structure theory and involves finding the station-
ary states of the system by solving the Time-Independent
Schro¨dinger Equation (TISE):
HˆΨ = EΨ (1.1)
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where Hˆ is the molecular Hamiltonian and Ψ the wavefunc-
tion. Much chemistry can be described by analysis of the
critical points on the PESs. From a stationary point of view,
minima represent stable nuclear configurations, saddle points
correspond to transition states connecting them and conical
intersections are points of degeneracy connecting different
electronic states. Therefore, photochemical reactivity can
significantly be explained in terms of the Internal Reaction
Coordinate (IRC) that goes from reactants to products via
transition states and conical intersections. Furthermore, a
number of tools are available; minimum and transition states
can routinely be described by frequency calculations, and
conical intersections by examining the electronic states in-
volved and the branching space that lifts the degeneracy.
2. Dynamic: where and in which manner the decay occurs on the conical
intersection seam.
Accurate description of the nuclear motion requires resolving
the Time-Dependent Schro¨dinger Equation (TDSE), which a
difference from the TISE is an initial value problem:
i~
∂Ψ
∂t
= HˆΨ (1.2)
Quantum dynamics is dedicated to the modelling of the nu-
clear motion providing a trajectory of the “journey” from
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reactants to products. Atoms and molecules only follow the
IRC in the limit of infinite friction, thus in real experiments
the nuclear kinetic energy allows movements along the sur-
roundings of this pathway. An important difference between
thermal and photochemical processes is that in the latter case
kinetic motion usually plays a more important role. Conse-
quently many photochemical experiments, in particular those
in the field of femtochemistry, require accompanying chemi-
cal dynamics calculations for interpretation.
Finally, we mention that conical intersections have only recently risen in
the past decades, while earlier descriptions were based on the application of
Fermi’s Golden Rule (FGR). Here, population dynamics and a non-radiative
relaxation rate are calculated via the interaction of an initially populated vi-
brational eigenstate (associated with the donor PES) coupled to a continuous
manifold of states (associated with the acceptor PES).[25, 26]
1.3 Theoretical formalism
We now consider the third section, in which the background formalism em-
ployed in non-adiabatic dynamics is described. Here, only the basic theory
when solving the TDSE for the non-relativistic molecular Hamiltonian is
given. For reviews and books that cover these topics in more detail see
references [27, 28] and [29, 30], respectively.
Throughout operators are denoted by Oˆ and a bold font is used to signify
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vectors and matrices. Unless otherwise stated, N denotes the number of
nuclei and n the number of electrons. Q and q correspond to all the nuclear
coordinates and all the electronic coordinates, respectively.
1.3.1 Separation of nuclear and electronic motion
Application of the Galerkin method[31] to the TDSE allows transforming
this continuous operator problem into a discrete problem within a finite set
of parameters. In short, the orthogonality of a set of basis functions is used to
turn a partial differential equation, in this case the TDSE, into coupled sets
of ordinary differential equations. This is the so-called Born representation,
for which exact treatment involves a complete infinite set of equations and
thus cannot be solved in practice. Therefore the set of states included must
be truncated, leading to the well-known BO approximation and the group
adiabatic and adiabatic approximations. Following this, a further choice
remains regarding the electronic basis representation, which can be either
adiabatic or diabatic. Then finally, we can focus on solving the TDSE within
the framework of any of the aforementioned approximations.
The Born representation
The wavefunction Ψ for describing a molecular system for N nuclei and n
electrons depends on the space and spin coordinates for each one of these par-
ticles. In the case of an isolated system in an inertial frame of reference with
the origin of coordinates centred at the centre of mass, the non-relativistic
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Hamiltonian is expressed as:
Hˆ(Q,q) = TˆN(Q) + Tˆn(q) + VˆN(Q) + Vˆn(q) + VˆNn(Q,q) (1.3)
where TˆN and Tˆn are the kinetic energy terms for nuclei and electrons, VˆN is
the coulomb repulsion between nuclei, Vˆn is the coulomb repulsion between
electrons and VˆNn is the coulomb attraction between nuclei and electrons.
Defining the electronic Hamiltonian as the sum of all terms that depend
on electronic coordinates and setting the nuclear kinetic energy TˆN to zero,
the electronic wavefunctions and eigenvalues can be found by solving the
clamped-nucleus or electronic TISE:
Hˆel(q; Q) = Tˆn(q) + Vˆn(q) + VˆNn(q; Q) + VN(Q) (1.4)
Hˆel(q; Q)Φi(q; Q) = Vi(Q)Φi(q; Q) (1.5)
Note that the nuclear repulsion term VˆN is a constant at a given value Q, thus
its inclusion only shifts the eigenvalues, but it does not change the eigenstates.
There is a different set of equations for each nuclear configuration, thus Φi
depends parametrically on Q.
The set of electronic eigenfunctions Φi are complete and orthonormal.
They are usually taken to be real and used as a basis set in which to expand
the total wavefunction Ψ:
Ψ(Q,q, t) =
∑
i
χi(Q, t)Φi(q; Q) (1.6)
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Insertion of this ansatz 1 into the TDSE (Equation 1.2), multiplication from
the left by one particular electronic function Φ∗j and integration over the
electronic coordinates leads to a set of coupled differential equations for the
expansion coefficients χi:
[TˆN(Q) + Vj(Q)]χj(Q, t)−
∑
i
Λˆji(Q)χi(Q, t) = i~
∂χj(Q, t)
∂t
(1.7)
where the matrix elements Λˆji are operators in the space of nuclear coor-
dinates that involve different electronic states and depend inversely on the
mass of the system and energy gap between electronic states. This mass
relation — large mass leads to small Λˆji — usually becomes the justification
for the BO and adiabatic approximations which are described below. See
references [13, 27, 32] for a more detailed explanation and full definition.
The Born-Oppenheimer approximation
Approximate solutions for the study of ground state processes in molecu-
lar chemistry and physics are centred on the BO approximation. The BO
approximation consists of the inclusion of only one electronic state into the
expansion 1.7:
Ψ(Q,q, t) = χi(Q, t)Φi(q; Q) (1.8)
1In mathematics, an assumption about the form of an unknown function which is made
in order to facilitate solution of an equation or other problem. Ansatz is a German word
roughly corresponding to the English word attempt or approach.
36
Modelling excited state decay
This leads to the version of the Schro¨dinger equation that is used in the
majority of molecular quantum mechanical calculations:
[TˆN(Q) + Vj(Q)]χj(Q, t) = i~
∂χj(Q, t)
∂t
(1.9)
where the term Λii has been set to zero. The quality of this approximation,
which assumes that there is no coupling between different electronic states,
is usually very good. For example, we can imagine the simplest case, in
which a harmonic approximation of the potential Vj is made. Then the
wavefunctions χj become the harmonic oscillator eigenfunctions (Hermite
polynomials). It is only in the case of nuclear geometries involving electronic
states with similar energies that it is necessary to renounce this simplification.
For non-Born-Oppenheimer processes more than one electronic state is
involved, which from a mathematical point of view, means that the coupling
operators are not negligible and that the treatment derived from the BO
approximation previously described is incorrect. Whenever two electronic
surfaces are close, the BO approximation breaks down due to the impossi-
bility of neglecting their coupling terms. As the gap narrows, the coupling
increases thus outweighing the mass factor. The reaction then must be de-
scribed as non-adiabatic and the coupling terms must be evaluated.
At this point it is useful to clarify some points about the nomenclature,
which are confusing even in the literature. The BO approximation is obtained
in the limit that only one state is taken into account. When more than one
state is included and we choose to ignore all the coupling elements, this is the
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adiabatic approximation, and when we ignore just a sub-set (those weakly-
coupled states), we work within the group adiabatic approximation. This is
why a reaction that proceeds via more than one electronic state is referred
to as “non-adiabatic” and the nuclear terms that couple the electronic states
are termed non-adiabatic coupling elements (when the states are completely
uncoupled or independent the description is said to be “adiabatic”).
A further point for confusion arises from what we mean by “decoupling”
the set of equations from the Born representation. For some authors this
means to completely ignore the non-adiabatic coupling matrix terms, which
lead to Equation 1.9. Meanwhile for others this means instead to assume
that the terms Λji are zero, thus the terms Λii remain.
Adiabatic and diabatic representations
We now describe the adiabatic and diabatic representations. The reader
should not be confused between the terms adiabatic approximation and adi-
abatic representation. The term “adiabatic approximation” refers to the
number of coupled states taken into account as it was described above, while
“adiabatic representation” refers to the electronic basis representation.
Returning to the set of electronic eigenfunctions derived from the clamped-
nucleus or electronic TISE (Equation 1.5), if instead of a wavefunction of the
form 1.6 we use a finite product (group adiabatic approximation), for instance
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a double product:
Ψ(Q,q, t) =
2∑
i=1
χi(Q, t)Φi(q; Q) (1.10)
then, insertion of this ansatz into the TDSE results in Equation 1.7, but with
the off-diagonal elements of the coupling operator Λij for the rest of states
out of the double product set to zero:
[TˆN(Q) + Vj(Q)]χj(Q, t)−
2∑
i=1
Λˆij(Q)χi(Q, t) = i~
∂χj(Q, t)
∂t
(1.11)
where j = 1, 2, thus we only take into account the coupling between these
two electronic states.
As we will see next, the derived expression is then best written in matrix
form:
[Tˆ1 + V − Λˆ]χ = i~χ˙ (1.12)
If the electronic basis is chosen such that V is diagonal, only the non-
adiabatic coupling operators Λ couple the nuclear motion. This choice for
the electronic basis is the so-called the adiabatic electronic basis. Another
possible choice is the so-called the diabatic electronic basis, which arises from
applying an appropriate rotation in the electronic states space in such a way
that a representation, in which the non-adiabatic coupling terms Λ are small
enough to be neglected, is obtained. Of course, the consequence is that in
this representation the remaining potential-like term V — now referred as
W — contains all the coupling information and no longer becomes diagonal.
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In order to change from adiabatic to diabatic representation a unitary
transformation of the adiabatic electronic wavefunctions is used at each point
in space, χ˜ = Sχ, such that the time-dependent Schro¨dinger equation can be
written as:
[Tˆ1 + W]χ˜ = i~ ˙˜χ (1.13)
Both adiabatic and diabatic representations have some strengths and
weaknesses. In contrast to the adiabatic representation, the diabatic ba-
sis is not unique, which forces the choice of a reference point from where the
basis is constructed. However, in the diabatic representation this coupling
is smooth, whereas in the adiabatic surfaces conical intersections lead to
problematic singularities. Specifying the adiabatic electronic state coupling
terms is highly complicated since these are singular, rapidly varying and
high dimensional vectors (3N-6 dimensional vectors, where N is the number
of atoms). In general, the diabatic representation simplifies the description
because the coupling term between electronic states is scalar and the derived
PESs are simpler and smoother.
Throughout this thesis a diabatic representation and the group adiabatic
approximation are always employed. Non-adiabatic couplings are expressed
within the Ko¨ppel regularised diabatization scheme (described in Chapter
2). These coupling elements are only considered between the ground and
first excited electronic state, thus the remaining states are assumed to be
energetically well separated.
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1.3.2 Quantum dynamics
The use of the clamped-nucleus or electronic TISE (Equation 1.5) in concert
with any of the aforementioned approximations (BO, adiabatic or group adi-
abatic) represents one of the cornerstones of molecular chemistry and physics,
since it allows the calculation of dynamical processes to be divided in two
stages:
1. Stationary: in the first stage the electronic problem is solved keep-
ing the atomic nuclei fixed in space. The computation of electronic
energies and wavefunctions at fixed nuclei geometries has been exten-
sively developed in what nowadays is considered as the field of quantum
chemistry.
2. Dynamic: in the second stage the nuclear dynamics on a single or
several PESs is treated within the framework of the BO, adiabatic or
group adiabatic approximations. In other words, we have one or many
electronic states and we can either couple them or not. Furthermore
the representation of the coupling can be either adiabatic or diabatic.
Then, if our focus of interest is the nuclear motion, we can define the
nuclear TDSE as:
i~
∂χ(Q, t)
∂t
= Hˆχ(Q, t) (1.14)
Notice that in Equation 1.14 the electronic motion is accounted for into the
potential terms inside the Hamiltonian. Therefore, the nuclear wavefunction
moves over the PES provided by the electrons and driven by the nuclear ki-
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netic energy operator. Also, the dynamics can occur on one or several coupled
surfaces, depending on the form of χ and the states taken into account.
To finish the formalism section, we next consider the dynamical aspects
that cover the propagation of the nuclear wavefunction in time by solving
the nuclear TDSE. Some of the questions to be answered here are:
1. Where does a given system evolve to?
2. How does it get there, when the system is initially prepared in a non-
stationary state (non-equilibrium situation)?
Time-evolution operator
Due to the TDSE is an initial value problem, the solutions for 1.14 are found
by applying the time-evolution operator Uˆ(t, t0) on the initial state:
Ψ(t) = Uˆ(t, t0)Ψ(t0) (1.15)
The analytical expression for the time-evolution operator can be obtained by
inserting 1.15 into the TDSE,
i~
∂Uˆ(t, t0)
∂t
= HˆUˆ(t, t0) (1.16)
For a time-independent Hamiltonian this leads to: Uˆ(t, t0) = e
−i
~ Hˆ(t−t0), while
the formal solution for a general case (i.e. time-dependent Hamiltonian) has
the form of Uˆ(t, t0) = Tˆ e
−i
~
∫ t
t0
Hˆdt′
where Tˆ is the time-ordering operator.
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Some important properties of the time-evolution operator are that:
1. It is a unitary operator.
Uˆ † = Uˆ−1 (1.17)
2. In the limit of t→ t0 becomes the identity operator, thus:
lim
∆t→0
Uˆ(t0 + ∆t, t0) = lim
∆t→0
Uˆ(t0, t0 + ∆t) = Iˆ (1.18)
3. Can be split into intervals. For instance,
Uˆ(t2, 0) = Uˆ(t1, 0)Uˆ(t2, t1) (1.19)
assuming that 0 ≤ t1 ≤ t2.
Time-Dependent Perturbation Theory (TDPT)
The full propagator Uˆ(t, t0) = Tˆ e
−i
~
∫ t
t0
Hˆdt′
might be solved by truncating the
iterative solution of Equation 1.16. However, from a practical point of view
it is more convenient to expand the solution only around a relatively small
term (perturbation) compared to a solvable reference. Similarly to time-
independent perturbation theory, where approximate stationary solutions for
a Hamiltonian of the type Hˆ = Hˆ0+Vˆ are found assuming we know the exact
solution for Hˆ0 and Vˆ is small; in TDPT, we derive an approximate time-
evolution operator assuming we know how to propagate Ψ(t0) to Ψ(t) for Hˆ0
and again that the perturbation Vˆ is small enough.
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The first step is to address the problem in the appropriate way, by moving
from the Schro¨dinger representation to the interaction representation. We
define the new time-evolution operator in the interaction picture as:
UˆI(t) = e
i
~ Hˆ0tUˆ(t) (1.20)
Inserting 1.20 into the TDSE and multiplying by e
i
~ Hˆ0t leads to (see reference
[29]):
i~
∂UˆI(t, t0)
∂t
= VˆIUˆI(t, t0) (1.21)
where VˆI = e
i
~ Hˆ0tVˆ e
−i
~ Hˆ0t. Integrating both sides of Equation 1.21 we obtain
the fundamental equation of TDPT:
UˆI(t, t0) = I − i~
∫ t
t0
VˆI(t
′)UˆI(t′)dt′ (1.22)
In contrast with the general case using simply Hˆ, we can write down the
problem in the form of an integral equation that can be solved efficiently if
the term Vˆ is small. The zero-order solution corresponds to UˆI = I, being
the identity operator (valid only when VˆI = 0). Then, a series of orders of
approximation can be found by inserting the zero-order solution and keeping
doing so in order to generate improved solutions (i.e. first order, second
order, etc). When all orders are included the complete perturbation series
becomes the time-ordered product UˆI(t, t0) = Tˆ e
−i
~
∫ t
t0
Vˆ dt′
.[33]
Finally, we mention the computation of population dynamics and time-
dependent rates using TDPT. The standard Fermi’s Golden Rule provides
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a simple formula for the population dynamics and rate constant in non-
adiabatic transitions. This assumes that the system is initially prepared in
a rovibrational eigenstate of the PES associated with the initially populated
electronic state and that this initial state is coupled to an infinite number
of states. In order to treat initial non-equilibrium nuclear distributions the
increase in the complexity of the problem requires the application of gener-
alised master equation models.[34] However, as described in references [35]
and [36] a simpler approach can be derived by applying second order TDPT
to the FGR, which we will refer to as Non-equilibrium Golden Rule (NFGR)
and Non-equilibrium generalization of Fo¨rster-Dexter Theory (NFDT), re-
spectively.
The perturbation expansion is built on considering as Hˆ0 the diagonal
elements of the Hamiltonian and as the perturbation Vˆ the off-diagonal cou-
pling elements. Then, by writing the population dynamics P (t) in terms of
UˆI(t0, t) the following expression is obtained:
P (t) = exp
(
−
∫ t
t0
κ(t′)dt′
)
(1.23)
where the exponentiation step is justified when neglecting back population
transfer to the donor state. The term κ(t′) is the time-dependent rate con-
stant, which reduces to the FGR time-independent rate when equivalent
approximations are applied (i.e. initial stationary approximation, infinite
number of acceptor states, infinite time-approximation, etc).
In chapter 5, TDPT is applied to solve the Liouville equation[34] in order
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to build a model for the estimation of population dynamics in Jahn-Teller
systems. Throughout the thesis this latter will be referred to as the Density
Matrix Non-Equilibrium Fermi’s Golden Rule (DM-NFGR).
Dirac-Frenkel Variational Principle (DFVP)
The Dirac-Frenkel variational principle is a common tool in quantum dynam-
ics. In fact, this is the foundation for the equations of motion for the DD-
vMCG method, which as we will describe later is extensively used throughout
this thesis.
In its usual derivation the DFVP is formulated from the action integral:
S =
∫ t1
t0
Ldt (1.24)
In classical mechanics a Lagrangian of the form L = L(q(t), q˙(t), t) allows
the derivation of the well-known Euler’s equations of motion requiring that
the action integral is stationary δS for variations of the coordinate function
δq(t). Similarly, in quantum mechanics for a Lagrangian of the form L =
L(Ψ, Ψ¯)[37] the optimal wavefunction is determined such that the action
integral is stationary with respect to variations of the form Ψ¯(t) = Ψ(t) +
δΨ(t).
Starting from the functional:[38]
S[Ψ] =
∫ t1
t0
〈
Ψ(t)
∣∣∣∣ i ∂∂t − Hˆ
∣∣∣∣Ψ(t)〉 dt (1.25)
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we obtain,
δS[Ψ] =
∫ t1
t0
〈
δΨ(t)
∣∣∣∣ i ∂∂t − Hˆ
∣∣∣∣Ψ(t)〉 dt+ ∫ t1
t0
〈
Ψ(t)
∣∣∣∣ i ∂∂t − Hˆ
∣∣∣∣ δΨ(t)〉 dt
(1.26)
then using integration by parts and the condition δΨ(t0) = δΨ(t1) = 0 one
arrives at,
δS[Ψ] = 2
∫ t1
t0
Re
〈
δΨ(t)
∣∣∣∣ i ∂∂t − Hˆ
∣∣∣∣Ψ(t)〉 dt = 0 (1.27)
Taking into account that the integration boundaries t1 and t2 are arbi-
trary, one can conclude that Equation 1.27 vanishes if and only if[39]
Re
〈
δΨ
∣∣∣∣ i ∂∂t − HˆΨ
〉
= 0 (1.28)
If instead of the variations δq(t), we do the variations iδq(t) one arrives
to the related form,
Im
〈
δΨ
∣∣∣∣ i ∂∂t − HˆΨ
〉
= 0 (1.29)
When we take into account all possible variations we arrive at the Dirac-
Frenkel principle being:
〈
δΨ(t)
∣∣∣∣ i ∂∂t − Hˆ
∣∣∣∣Ψ(t)〉 = 0 (1.30)
where δΨ denotes all the possible variations of Ψ with respect to the param-
eters.
47
Chapter 1
Therefore, in practice the TDVP is applied by introducing a finite set of
parameters and performing a restricted variational optimization with respect
to the time-dependence of these from Equation 1.30. By definition, the varia-
tions are restricted to a sub-space of the exact solution, thus the DFVP gives
us an optimal solution, which in principle converges if the parameterization
is improved. See references [39] and [40] for the illustrative derivations of the
Time-Dependent Hartree (TDH) and Multi-Configuration Time-Dependent
Hartree (MCTDH) equations, respectively. The density matrix formalism of
MCTDH has also been derived by H. D. Meyer and co-workers.[41, 42]
Finally notice that, from a mathematical point of view, the DFVP corre-
sponds to the application of the Galerkin method to the TDSE. Once again,
a continuous operator equation (TDSE) is converted into a discrete prob-
lem within a finite set of parameters. The variational optimization of the
wavefunction respect to the set of parameters allows us to find the optimal
solution in a given sub-space of solutions. Similarly to the DFVP, the previ-
ously mentioned BO approximation, adiabatic and group adiabatic approxi-
mations can be seen as a variational optimization of the TISE in a sub-space
of solutions.[43]
1.4 Non-adiabatic molecular modelling at work
After describing the background formalism used in non-adiabatic modelling,
now we move to the practical numerical approach. Quantum mechanics
provides the tools in the form of equations in order to describe atoms and
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molecules from first principles. However, general analytical solutions in
molecular systems are still far from being achievable for anything other than
reduced models. Therefore, the general approach in molecular modelling is
to numerically solve the problem at hand via approximate algorithms and
the use of computers. This section presents an overview of the tools currently
available to computational chemists.
1.4.1 Model Chemistries in electronic structure theory
In ab initio computational chemistry, numerical calculations are typically
performed within a finite set of basis functions. The wavefunction is then
represented as a vector, the components of which correspond to the weight
coefficients in a linear expansion of configurations. These configurations are
also in turn expanded in a basis set of basis functions. The operators are
then represented as matrices in this finite basis.
After four decades of development and exploration, the accumulated ex-
perience derived from examining different basis set approximations has made
it possible to standardise and classify them by assessing their usefulness, ac-
curacy and reliability. Figure 1.2 illustrates the Pople’s diagram,[44] nowa-
days commonly used in electronic structure theory, where different models
or levels of theory are spanned in the two-dimensional space constituted by
the N-particle (configuration) and one-particle (basis set) descriptions. It is
well known that the errors made in approximate electronic structure calcu-
lations arise from the truncation of these, thus the systematic improvement
in the description comes from moving in a concerted (diagonal) manner from
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the minimal HF/STO-3G to the well-defined limit of FCI/∞ basis set (see
reference [45] for a recent review regarding the status of quantum chemistry
as a predictive tool in chemistry).
Figure 1.2 Pople’s diagram, commonly used in electronic structure theory,
in which different levels of theory are spanned in the two-dimensional space
constituted by the N-particle (configuration) and one-particle (basis set) de-
scriptions (QCI refers to QCISD(T)).[44]
N-particle space (configurations)
The Hartree-Fock (HF) method constitutes the basic building block in elec-
tronic structure theory. Here, electrons are described by single particle
functions, a molecular orbital, and the electron-electron repulsion is treated
within a mean-field approximation. However, it is generally known that an
exact molecular wavefunction cannot be completely expressed as a single HF
determinant. The difference between the exact energy and the energy derived
from the HF approximation is defined as the correlation energy.
There are two main strategies in order to recover electron correlation en-
ergy; one consists of the expansion of the wavefunction into basis set of con-
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figurations and posterior application of the variational principle. When one
uses all possible excitations, this corresponds to the Full Configuration In-
teraction (FCI) method, while truncation leads to different families of meth-
ods such as the Configuration Interaction (CI), Coupled Cluster (CC) or
the Multi-Configurational Self-Consistent Field (MC-SCF).[46] On the other
hand, another strategy is to apply Møller-Plesset (MP) time-independent
perturbation theory to the HF reference wavefunction. Once more, depend-
ing on the level of truncation, we have a number of methods, MP2, MP3,
and so on.
Regarding the modeling of non-adiabatic events, single-reference and single-
excitation methods are, in general, not applicable because of their incapacity
to predict the correct shape of excited PESs. Specially in crossing regions,
where the character of the wavefunctions changes rapidly, multi-reference
methods are essential since these provide a balanced representation of ground
and excited states (see reference [47] for a recent review). Finally, we mention
Density Functional Theory (DFT) and Time-Dependent Density Functional
Theory (TD-DFT), which might become a competitive alternative in the
near future, however, their extension to excited states still is currently under
development.
In this thesis, the Complete Active Space Self-Consistent Field (CASSCF)
method was always employed due to its convenience for the representation
of excited states in molecules. Its implementation in the commercial soft-
ware Gaussian 09[48] provides efficient algorithms for the location of conical
intersections and allows the computation of non-adiabatic couplings and an-
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alytical first and second nuclear energy derivatives.
One-particle space (basis set)
Molecular orbitals are also expressed as linear combinations of a set of known
functions. Then an individual orbital can be written as:
Φi(qi) =
∑
µ
Cµiφµ(qi) (1.31)
The accuracy of a basis set depends on the number of basis functions and
their capacity to represent the unknown function. For example, in molecular
orbital theory, atomic orbitals of the constituent atoms are used as basis
functions. This is what is known as Linear Combination of Atomic Orbitals
(LCAO) theory and the reference description in the one-particle space.
Many other types of basis sets are available, depending on the number
and shape of basis functions. In this thesis the following Pople’s basis sets
have been used: minimal basis set (STO-3G)[49, 50] and split-valence using
the d polarization extension (6-31G(d)).[51, 52]
Molecular Mechanics (MM)
Finally we mention the use of molecular mechanics potentials. Many different
MM potentials have been fitted to reproduce available data; these have the
advantages of simplicity and low computational cost, but inevitably can be
very inaccurate and cannot describe reactions (bond breaking/forming pro-
cesses). Most MM potentials have been developed for ground state organic
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and biochemical systems [53] and some of them for excited states.[54, 55]
1.4.2 Dynamical methods applied to non-adiabatic tran-
sitions
Now we move to the time-dependent picture, in which a wide range of
methodologies is available as well. However, here there is no hierarchy or
systematic organization such as the Pople’s diagram, thus a simple three-
category classification is described, focusing on methods with current appli-
cability to simulation of excited state decay (Carr-Parinello and path inte-
gral based approaches, i.e. Ring Polymer Molecular Dynamics (RPMD), are
therefore not covered):
1. Grid-based methods: Discrete Variable Representation (DVR),[56]
Multi-Configuration Time-Dependent Hartree (MCTDH)[40, 57], den-
sity matrix formalism.[58]
2. Gaussian moving basis sets: Local Coherent State Approximation
(LCSA),[59, 60] Coupled Coherent States (CCS),[60, 61] Ab Initio Mul-
tiple Spawning (AIMS, FMS),[2, 6] Multi-Configurational Ehrenfest
(MCE),[3, 4] Direct Dynamics variational Multi-Configuration Gaus-
sian (DD-vMCG).[62, 63]
3. Semi-classical trajectory methods: Ehrenfest,[64, 65] Trajectory
Surface Hopping (TSH)[66, 67] and other variants.[68, 69, 70]
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The above methods are listed in order of increasing approximation. Grid-
based methods accurately solve the problem via a global representation of
the potential functions and nonadiabatic couplings. This is often obtained by
fitting a mathematical function to a large number of data points. Meanwhile,
Gaussian moving basis sets and semi-classical methods treat the problem by
propagating the dynamic calculations on-the-fly through basis functions or
pseudo-particles2 respectively. This leads to a statistical description of the
dynamics, usually referred to as direct dynamics, which has become very
popular since the seminal work of E. J. Heller in the 1970s. The use of grid-
based methods raises the problem of exponential scaling with the number
of degrees of freedom, while the other two, even though general, are much
poorer in terms of accuracy. See references [28, 71, 72] for a general overview.
Grid-based methods
In traditional methods the nuclear TDSE (Equation 1.14) is solved numer-
ically by representing the nuclear wavefunction χ in an appropriate basis
set:
χ(Q, t) =
∑
α
Cα(t)φα(Q) (1.32)
Then exact solution can be obtained by inserting this expression into the
TDSE and thus obtaining the corresponding matrix equation i~χ˙ = Hχ.
In order to represent the PES, usually a global representation of the po-
2Notice that this does not mean that the nuclei are being treated as classical particles,
instead each is being represented by a set or ensemble of “particles” that together simulate
the behavior of the nucleus. The word “pseudo-particle” is used in order to emphasize
this distinction.
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tential is employed by fitting a mathematical function to a large number of
data points. Various methods have been developed, which form the field of
quantum dynamics simulations.
As previously mentioned an appropriate basis set could be harmonic os-
cillator eigenfunctions if the motion takes place in a harmonic well. A more
generally applicable basis is the Discrete Variable Representation (DVR),
which is a widely used approach in the field of quantum dynamics when em-
ploying localised orthonormal basis sets. Several DVR variants have been
developed depending on the type of basis functions, such as Legendre, har-
monic oscillator, plane waves or sine (particle in a box functions).
In terms of integrators the matrix equation is solved using matrix-vector
operations. For instance, for a time-independent Hamiltonian, the time-
evolution operator can be simply applied after diagonalization of the Hamil-
tonian matrix (this can be full diagonalization or approximate, i.e. Lanczos),
or alternatively, standard numerical integration techniques can be employed,
such as Runge-Kutta, predictor-corrector, split operator, etc.
More powerful methods such as the Multi-Configuration Time-Dependent
Hartree (MCTDH) instead employ fully flexible time-dependent functions
that follow variational equations derived from the DFVP. Therefore, the
method still converges to the exact solution, but it can treat more degrees
of freedom than usual quantum dynamics (up to 24 degrees of freedom in
references [3, 73]). See references [74] and [56] for a review of the theoretical
background and a comparison of principal numerical propagation algorithms,
respectively.
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These techniques can usually only be applied to model systems and re-
duced dimensionality problems. Due to the rapid scaling of the computa-
tional cost with the number of degrees of freedom producing accurate PESs
and running quantum dynamics simulations for more than 5 or 6 atoms
quickly becomes impossible. Therefore, the state-of-the-art here concerns
the production of practical coordinate models. For instance, the Vibronic
Coupling Model (VCM)[11] is a commonly used model for providing a sec-
ond order analytic expression for coupled PESs fitted to ab initio data. In
general, this provides realistic surfaces than can be used for both exact dy-
namics and more approximate approaches.
Gaussian moving basis sets
Grid-based methods are very accurate, but also very limited in terms of
molecular size. Therefore, one of the strategies for overcoming the exponen-
tial scaling problem is to numerically solve the TDSE within a finite basis
set of time-dependent Gaussian Basis Functions (GBF):
Ψ(Q, t) =
∑
s
∑
j
A
(s)
j (t)g
(s)
j (Q, t) (1.33)
where s refers to the electronic state associated with the basis function. This
is not an extreme assumption if we take into account that, in a harmonic
potential, the centre of a Gaussian wavepacket follows a classical trajectory
and retains its shape. Furthermore, the use of Gaussian moving basis sets
allows the evaluation of the PES on-the-fly by approximating the surface
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with a second order expansion around the centre of each GBF. This is the
so-called Local Harmonic Approximation (LHA), which removes the necessity
of using a globally fitted potential. The two main methodologies, Ab Initio
Multiple Spawning (AIMS, FMS) and Direct Dynamics variational Multi-
Configuration Gaussian (DD-vMCG), are explained below.
AIMS is a classical-based direct dynamics method, which is aimed to
describe the quantum dynamics of non-adiabatic processes by including the
quantum mechanical effects on the nuclei. This method, developed by T. J.
Mart´ınez and co-workers,[1, 2] uses classical mechanics to generate a basis
set within which the nuclear TDSE is solved. A variational solution of the
TDSE for the expansion coefficients leads to
i~A˙(s) = S(s)−1[Hˆ− i~τ ]A (1.34)
where S
(s)
jl is the overlap matrix, H
(ss′)
jl is the Hamiltonian matrix and τ
(s)
jl
is the overlap time-derivative (for further details see Chapter 2). The use
of classical trajectories as a basis set implies that certain quantum mechan-
ical phenomena (i.e. non-adiabatic effects and tunnelling) may not be well-
described unless a large number of trajectories are computed. Therefore an-
other feature of the AIMS method is that the classical basis set is expanded
adaptively in regions of strong non-adiabatic coupling. The AIMS method
has been applied to a number of problems and successfully explains many
observed phenomena in the photochemistry of polyatomic molecules.[6]
Similarly to AIMS, the DD-vMCG methodology describes the photo-
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excited nuclear wavepacket with a basis set of parameterised GBFs. However,
not only the evolution of the wavepacket expansion coefficients, but also the
mean position and momentum of every GBF is determined variationally via
the DFVP. Collection of all parameters defining each GBF (i.e. position,
momentum and width) into the variable Λ leads to the generalised equation
of motion:
i~Λ˙(s) =
[
C(s)
]−1
Y(s) (1.35)
where C(s) and Y(s)are matrices and vectors involving the overlap matrices
and higher moments of the Hamiltonian (for further details see Chapter 2).
As a result, besides the variational optimization of the expansion coefficients
in Equation 1.34, all GBFs follow a given optimised trajectory along the
PES.
In contrast with the AIMS method, the introduction of the basis func-
tion parameters into the variational optimization introduces an additional
quantum character to the basis. The existence of a coupling between GBFs
and full variational optimization means that these do not follow the same
trajectory as they would do alone; instead, the centre of every GBF follows
what are known as quantum trajectories.[71]
Semi-classical methods
Semi-classical methods renounce to treating the nuclei as quantum objects by
approximating the wavepacket as an ensemble of classical trajectory pseudo-
particles. In the classical limit of ~ → 0 and a single PES, the evolution of
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the wavepacket can be exactly simulated by a swarm of trajectories driven
by classical mechanics.
However, by definition, classical trajectories are restricted to one elec-
tronic potential, thus an ad hoc approximate treatment that allows trajec-
tories to transfer from one surface to another has to be added in order to
imitate non-adiabatic mechanisms. Having a general applicability to non-
adiabatic processes, the Ehrenfest and Trajectory Surface Hopping (TSH)
methods are the two main methodologies that belong to this category.
Ehrenfest methods propagate trajectories in time using classical equations
of motion, but an associated wavefunction is propagated at the same time
as the pseudo-particles. This wavefunction, which is free to contain compo-
nents from all states, provides the potential felt by the pseudo-particles as
the expectation value of the energy. Thus leading to the concept of mixed-
trajectory, continuous variation of the weight coefficients allows the trajec-
tory to swap from one PES to another.
The electronic wavefunction is expanded in the adiabatic basis set at the
nuclear geometry Q(t):
Φel(q, t) =
∑
j
cj(t)Φ
ad
j
(
q; Q(t)
)
(1.36)
then, insertion of this into the TDSE for the electronic wavefunction and
multiplication from the left by Φ∗adj
(
q; Q(t)
)
leads to
i~c˙i = ciVi − i~
∑
j
R˙ · Fijcj (1.37)
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where R˙ is the nuclear velocity and Fij is the derivative coupling (see ref-
erence [28]). This expression provides the equation of motion for the time-
dependent amplitudes ci, which determine the forces experienced by the par-
ticle. This mixed state character is a serious weakness of the method. In
cases where two states have a very different character (i.e. bound vs. disso-
ciative state), the bound component to the mean-field potential may prevent
the trajectory from reaching the dissociative region. See reference [75] for a
detailed discussion.
In the case of TSH, initially proposed by J. C Tully,[67] trajectories are
propagated on “pure” states, thus there is no mixed state character. Then
these “hop” between states when the probability exceeds a given threshold.
Various schemes have been developed.[66] In its simplest form this probability
is computed via the Landau-Zener theory of curve crossing, while a more
sophisticated treatment is the fewest switches algorithm:[69]
P2→1 = − d
dt
log |c2|2 (1.38)
This expression gives the probability of changing from state 2 to state 1.
Similarly to the Ehrenfest method, ci is the coefficient in the total electronic
wavefunction Ψ(t) = c1(t)Φ1 + c2(t)Φ2 for the electronic state Φ2 at a given
time. This is obtained by integrating Equation 1.37.
Besides being generally applicable independently of the system size, semi-
classical based approaches give, in general, good results. Nonetheless, these
have problems dealing with quantum effects such as the evolution and decay
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of coherence derived from the coupling between electronic states. These
effects are a direct result of quantum mechanics. Note that in contrast with
Gaussian moving basis sets, in which each trajectory (centre of the Gaussian)
has some sort of quantum character due to its spread in phase space, here
this is lost and has to be recovered by statistical averaging. In other words,
a double ensemble of trajectories is necessary: one ensemble of trajectories
(initial conditions) and another ensemble of hops for each trajectory (non-
adiabaticity).
1.5 Summary and conclusion
This introductory chapter has described the main framework of the thesis.
Firstly, in terms of the separation of nuclear and electronic motion, we have
described the Born representation and subsequent approximations (group
adiabatic, adiabatic and BO). Following this, in terms of the propagation of
a system in time, the time-evolution operator, TDPT and DFVP have been
briefly described. Secondly, we have also addressed the practical numerical
approach. Practical analytical solutions using the formalism above are inac-
cessible for molecular systems. Thus, a wide range of approximate numerical
methodologies has been developed over the past 40 years.
On the one hand, in electronic structure theory, the Pople’s diagram
gives a virtual infinity of levels of theory spanned in the two-dimensional
space constituted by the N-particle (configuration) and one-particle (basis
set) descriptions. Therefore, the general approach is to apply approximate
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but general-purpose “levels of theory” depending on the necessary “level of
description” via the Pople’s diagram. We can go from the reference HF/
STO-3G to the limit FCI/∞.
On the other hand, many practical methods for non-adiabatic molecu-
lar dynamics have been devised as well. In general, these can be classified
as either, direct when PESs are computed on-the-fly as needed (i.e. Gaus-
sian moving basis sets or semi-classical approaches), or grid-based, when
propagation takes place on pre-computed and fitted PESs (i.e. standard
grid-based methods or MCTDH). However, well-established direct dynamics
approaches such as TSH[66, 67] and other semi-classical variants[68, 69, 70]
introduce state transfers to classical trajectories in a way that does not al-
low for systematic improvement towards the exact result. On the other
hand, while “exact” wavepacket propagation methods (Tchebychev, Lanc-
zos, Split Operator, etc.)[56, 76] can lead to convergence in principle, such
simulations become prohibitively expensive computationally at present for
more than a few nuclear degrees of freedom, which must be carefully chosen
at the outset. The Multi-Configuration Time-Dependent Hartree method
(MCTDH),[40, 57] which also converges on the numerically exact result, is
limited in general cases to 20–30 degrees of freedom.
Despite the poorer accuracy compared with grid-based approaches, mov-
ing Gaussian basis sets provide what we believe to be a well-defined and
general methodology in non-adiabatic dynamics when used in conjunction
with on-the-fly direct dynamics. The use of a local time-dependent basis
set of Gaussian functions firstly allows the systematic solution of the nu-
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clear TDSE in a set of time-dependent analytical functions, and secondly,
the performance of the calculation in full dimensional space, since a local
representation of the PES can be computed around their centres at every
time-step.
Therefore, the purpose of this work is to describe and demonstrate the
convenience of employing moving Gaussian basis sets in the field of non-
adiabatic dynamics. Our approach will be based around fully variationally
optimised Gaussian product basis functions, describing wavepacket motion
on regions of molecular PESs calculated on-the-fly. The construction of the
nuclear wavefunction and subsequent propagation in time will be accom-
plished by applying the Direct Dynamics variational Multi-Configuration
Gaussian (DD-vMCG) wavepacket method,[62] while the local electronic
structure information will be obtained using a Complete Active Space Self-
Consistent Field (CASSCF) description.
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Variational Gaussian wavepack-
ets
This chapter describes three possible time-evolving Gaussian basis sets for
use in non-adiabatic quantum dynamics based on the Direct Dynamics varia-
tional Multi-Configuration Gaussian (DD-vMCG) wavepacket method. These
general model representations are compared using model calculations in a
simple harmonic oscillator and describing their connections to other work. It
is suggested that the fully variational nuclear wavefunction, termed vMCG
(variational Multi-Configuration Gaussian) is a very convenient formulation
leading towards a realistic sampling of the phase space without the initial
conditions (i.e. initial disposition and momentum) being so important when
using a sufficient amount of coupled Gaussian basis functions.
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2.1 Introduction
The Direct Dynamics-variational Multi-Configuration Gaussian (DD-vMCG)
wavepacket method[62] (which has now been used in several studies [77, 78,
79, 80]) provides what we believe to be a middle way forward by combining
advantages from direct dynamics and grid-based methods. Potential Energy
Surfaces (PESs) are evaluated as required, so there is no need to choose a re-
duced number of nuclear degrees of freedom, introducing constraints from the
outset. Yet non-adiabatic transitions and other quantum effects are treated
rigorously, converging towards the exact solution in principle by application
of the Dirac-Frenkel variational principle.
However, notice that any variational principle is a blind procedure, in the
sense that it always provides an answer and its accuracy depends crucially
on the trial function choice. In the DD-vMCG method, it is possible to build
up nuclear wavepackets by increasing the number of variational parameters,
and to propagate these in time on PESs calculated directly on-the-fly. Here
we shall illustrate three of these, describing each in Section 2.3 and their
connections to other work in Section 2.5:
I) In the variational Single-Configuration Gaussian (vSCG) approach (Sec-
tion 2.3.1), we propagate one Gaussian product on two states using the
classical Newtonian equations of motion, with width chosen to represent
the ground state nuclear wavefunction. Here, only the weights of the
Gaussian product on each state are determined by the time-dependent
Schro¨dinger equation.
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II) The variational Independent-Swarm Gaussian (vISG) approach (Sec-
tion 2.3.2) generalizes vSCG to multiple uncoupled trajectories. A sta-
tistically sampled swarm of trajectories should be run in principle. A
set of initial conditions must therefore be chosen carefully in advance
(i.e. position, momentum and width); T. J. Mart´ınez and co-workers
have developed a scheme for pre-selecting initial width parameters for
frozen-width Gaussians[81] and initial phase space.[2]
III) Finally, in the general variational Multi-Configuration Gaussian (vMCG)
approach (Section 2.3.3), the coupling between trajectories, their posi-
tion and momentum (but not their widths) are fully optimised in the
context of the time-dependent Schro¨dinger equation. Thus, in contrast
with vISG, the Gaussians centred on classical trajectories are coupled/
correlated and one is, in effect, looking at quantum trajectories.[71] This
not only reduces the need to choose a detailed set of initial conditions
(position, momentum and width); with an infinite basis, an exact result
is obtained in principle.
Without making particular choices of coordinate system or which degrees
of freedom to include, these three models rely on the use of a time-evolving
Gaussian basis set, direct dynamics on-the-fly and the availability of nuclear
non-adiabatic couplings, first and second nuclear energy derivatives.
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2.2 DD-vMCG code implementation
We begin with an outline of the theory of DD-vMCG, followed by the de-
tails of the vSCG, vISG and vMCG time-evolving nuclear wavefunctions in
the next section. DD-vMCG is a variant of the Multi-Configuration Time-
Dependent Hartee (MCTDH) method developed by B. Lasorne, G. A. Worth,
M. J. Bearpark and M. A. Robb as a general practical implementation of an
algorithm that applies the MCTDH method to solve the time-dependent
Schro¨dinger equation in a basis set of time-evolving Gaussian basis func-
tions. The time-dependent Schro¨dinger equation for the nuclear motion is
treated by solving the resulting equations derived from applying the Dirac-
Frenkel variational principle to the expansion of the wavefunction into the
direct-product basis set.
The practical implementation is based on a development version of the
MCTDH quantum dynamics program[82] interfaced with the Gaussian 09
quantum chemistry package.[48] The basic theory of MCTDH has been pub-
lished in several articles and reviews [40, 83], while the DD-vMCG working
equations have been discussed in references [63, 84].
2.2.1 Generalised nuclear wavefunction
In DD-vMCG, the total nuclear wavefunction is represented as an expansion
(with complex coefficients/amplitudes A
(s)
j that are in general time depen-
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dent) in configurations gj(Q, t):
Ψ(Q, t) =
GBF∑
j
states∑
s
A
(s)
j (t)gj(Q, t) (2.1)
Here, the s indexes the electronic states involved, and j indexes the config-
urations. Each configuration gj(Q, t), a function of molecular geometry Q
and time t that we refer to as a Gaussian Basis Function (GBF), is a product
(over 3N-6 internal nuclear coordinates/vibrational normal modes q, where
N is the number of atoms) of one-dimensional Gaussian functions:
gj(Q, t) =
3N−6∏
k
Φ
(k)
j (qk, t) (2.2)
Φ
(k)
j (qk, t) = exp
(
iγj(t)− 1
4σ
(k)
j
2
[
q(k) − q(k)j (t)
]2
+ i
p
(k)
j (t)
~
[
q(k) − q(k)j (t)
])
(2.3)
For each one-dimensional Gaussian function, the terms q
(k)
j and p
(k)
j are
the mean position and mean momentum respectively, σ
(k)
j is the width or
spatial standard deviation; and γ
(k)
j is the global complex phase of the func-
tion.1
As frozen-width Gaussians were found to be numerically more robust,[86]
the width σ
(k)
j is kept fixed (time-independent) to be that of the vibrational
ground state in the electronic ground state in this work (allowing a single
1In the DD-vMCG implementation the GBFs are defined in terms of a symmetrical
matrix ζ
(k)
j , a vector ξ
(k)
j and a scalar η
(k)
j . Using the relationship ξ
(k)
j = −2ζ(k)j q(k)j + ip(k)j
it can be shown that this definition for the GBFs is equivalent to the more familiar Heller’s
expression[72] in terms of phase space of position and momentum.[85]
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basis function to be populated initially), while the phase γ
(k)
j is chosen so
that the wavepacket stays normalised.2
In Equation 2.1, the GBFs gj(Q, t) are the same for all electronic states.
In this single-set formalism, a particular GBF j is constrained to move iden-
tically on each state s considered. The DD-vMCG method can also describe
multi-set nuclear wavefunctions, with g
(s)
j (Q, t) (i.e. different GBFs on each
state). The single-set formalism has been found to be more stable numeri-
cally in previous studies, as GBFs with small A
(s)
j were less likely to explore
regions of a PES where the electronic structure calculation fails to converge.
When the total vMCG wavepacket is expanded over multiple coupled func-
tions, redistribution of electronic population can be accommodated in either
formalism.
Although each GBF contributes to the wavepacket (Equation 2.1), scaled
by a coefficient, A
(s)
j , the normalization requirement does not imply that the
sum of the square modulus of all such coefficients is equal to one, because the
multi-dimensional basis set of GBFs is non-orthogonal. As a consequence, the
contribution of each GBF to the wavepacket becomes ambiguous. A solution
to this problem was proposed in the form of a Mulliken-type population
analysis,[77] in which every expansion coefficient is distributed according to
the degree to which each GBF contributes to the wavepacket.
The Gross Gaussian Population (GGP) of an individual GBF k is defined
2The global complex phase is somewhat arbitrary as it can be combined with the
expansion coefficients. Therefore, instead of being determined variationally it is chosen so
the overall wavefunction stays normalised. Furthermore, this is convenient because results
in a more stable propagation.[85]
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as:
GGP
(s)
k (t) = <
∑
j
A
(s)∗
j (t)Sjk(t)A
(s)
j (t) (2.4)
where Sjk corresponds to the overlap between GBFs. These individual
GGP
(s)
k not only give a numerical value for the contribution of each GBF
to a particular state, but also the sum of GGP
(s)
k for all GBFs for a given
state s supplies the overall (diabatic or adiabatic) state population, while
the sum of among all states for a single GBF k provides an estimate of the
contribution of this GBF to the wavepacket.
2.2.2 DD-vMCG equations of motion
Application of the Dirac-Frenkel variational principle[40] to the product basis
(Equation 2.1) leads to equations of motion for the time-dependent expansion
coefficients A
(s)
j and time-dependent GBF parameters q
(k)
j and p
(k)
j .[84, 85, 87]
Thus the motion of the GBFs is quantum, in the sense that the trajectory
of one depends upon the position and momentum of the others, and their
propagation as a whole is determined by the solution of the time-dependent
Schro¨dinger equation. For a system in which non-adiabatic events take place,
this non-adiabaticity manifests itself in changing weights on each state, which
are also determined quantum mechanically.
The equations of motion for the expansion coefficients become
i~A˙(s)j =
∑
lm
(
S
(s)
jl
)−1[(
H
(ss)
lm − i~τlm
)
A(s)m +
∑
s′ 6=s′
H
(ss)
lm A
(s′)
m
]
(2.5)
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where
S
(s)
jl =
〈
g
(s)
j
∣∣∣ g(s)l 〉 (2.6)
H
(ss′)
jl =
〈
g
(s)
j
∣∣∣H(ss′) ∣∣∣ g(s)l 〉 (2.7)
τ
(s)
jl =
〈
g
(s)
j
∣∣∣ g˙(s)l 〉 (2.8)
are the overlap matrix, Hamiltonian matrix and overlap time-derivative re-
spectively (see references [63, 84]).
Collecting together all parameters defining each GBF into the vector Λ,
the equations of motion for the GBF are derived after applying the Dirac-
Frenkel variational principle (see references [63, 84]):
i~Λ˙ = C−1Y (2.9)
where
Cjα,lβ = ρjl
(
S
(αβ)
jl −
[
S(α0)S−1S0β
]
jl
)
(2.10)
Yjα =
∑
l
(
Hα0jl −
[
S(α0)S−1H
]
jl
)
(2.11)
S(α0) =
〈
∂gj
∂ξjα
∣∣∣∣ gl〉 (2.12)
S
(αβ)
jl =
〈
∂gj
∂ξjα
∣∣∣∣ ∂gl∂ξlβ
〉
(2.13)
H
(α0)
jl =
〈
∂gj
∂ξjα
∣∣∣∣H ∣∣∣∣ gl〉 (2.14)
These equations are straightforward to evaluate since all matrix elements
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have analytical expressions when using a Taylor expansion around the centre
of each Gaussian (in this work up to second order) for the diabatic potential,
and rectilinear coordinates (either Cartesian coordinates or linear combi-
nations such as normal modes of vibration) to express the kinetic energy
operator.[63]
2.2.3 Diabatization scheme
Within the selected group of states (group adiabatic approximation), the di-
abatization transformation corresponds to the rotation into a new electronic
basis set χ˜, in which the non-adiabatic coupling operators Λji are removed
and replaced with potential-like terms (see Chapter 1):
[Tˆ1 + W]χ˜ = i~ ˙˜χ (2.15)
In the DD-vMCG implementation, the diabatization scheme corresponds
to a simple form of the regularised diabatic states method of Ko¨ppel.[88, 89]
In short, this method uses the fact that the singularities of the adiabatic
representation are only due the linear derivative coupling terms. Therefore,
a quasi-diabatic representation can be obtained by expanding the potential
energy matrix in a Taylor expansion and removing the first-order terms. The
remaining residual coupling terms are neglected.
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For convenience the adiabatic potential V(Q) is rewritten in the form:
V(Q) =
V1(Q) 0
0 V2(Q)
 = Σ(Q)1 + ∆(Q)σz (2.16)
where
∑
(Q) is one half of the sum, ∆(Q) is one half of the difference between
adiabatic potentials, and σz is the third order Pauli matrix.
Σ(Q) =
(V2 + V1)
2
(2.17)
∆(Q) =
(V2 − V1)
2
(2.18)
Remember that the adiabatic surfaces V2 and V1 are typically obtained by
any ab initio calculation using the corresponding method, in this case, the
Complete Active Space Self-Consistent Field (CASSCF). Then the potential
in the diabatic basis becomes:
Wreg(Q) = Σ(Q)1 + W(Q) (2.19)
Because only the first order coupling elements need to be removed, the po-
tential energy matrix W(Q) is expanded in a Taylor series around the point
on the potential energy surface Q = Q0.
W(Q) = W(n)(Q) + W(n+1)(Q) + . . . (2.20)
where W(m) collects all terms of order m in the nuclear displacement around
Q0. Note that W(Q0) = 0 due to the form specified in Equation 2.19.
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For n = 1 (first order correction) the adiabatic-diabatic transformation,
which transforms between both pictures, becomes:
Wreg(Q) = S
(1)(Q)V(Q)S†(1)(Q) (2.21)
Inserting Equation 2.16 into Equation 2.21 we obtain:
Wreg(Q) = Σ(Q)1 + ∆(Q)S
(1)(Q)σzS
†(1)(Q) (2.22)
and using the relation S†(1)(Q)W(1)(Q)S(1)(Q) = ∆(1)σz, Equation 2.22 is
re-written as:
Wreg(Q) = Σ(Q)1 +
∆(Q)
∆(1)(Q)
W(1)(Q) (2.23)
where ∆(1)(Q) and W(1)(Q) are expressions of the gradient difference vector
and linear coupling vector at a given intersection point on the seam due to
the truncation at first order.
∆(1)(Q) =
√
δ2 + λ2 (2.24)
W (1)(Q) =
−δ λ
λ δ
 ·Q (2.25)
In W(1)(Q) the elements are defined as linear extrapolations from the ref-
erence intersection point. This is often referred to as quasi-diabatic basis,
since for multidimensional problems the non-removable terms prevent the
construction of rigorously diabatic states. These arise from the coupling of
the two states to other electronic states, which in general are assumed to be
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well separated in energy (group adiabatic approximation).
In the original method proposed by Ko¨ppel, the reference conical inter-
section point used for the transformation can change and define the whole
seam. However, in DD-vMCG a simplified version is employed in which a
unique pre-selected reference is selected. This should be a point on the in-
tersection seam, but it does not necessarily need to be a stationary point
(conical intersection). This defines the quality of the approximation since a
unique reference is employed for the PES. Then at any different point on the
adiabatic PES, the two branching space vectors that lift the degeneracy are
used to linearly extrapolate the diabatic Hamiltonian matrix, so that the two
diabatic eigenvalues coincide with the adiabatic ones at Franck-Condon. See
references [77, 88, 89] for a further detailed description.
2.3 Approximate nuclear wavefunctions in non-
adiabatic dynamics
After describing the outline of the theory of DD-vMCG and its code imple-
mentation, we now begin with the details of the vSCG, vISG and vMCG
time-evolving nuclear wavefunctions followed by the details and relationship
to other published methods.
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2.3.1 variational Single-Configuration Gaussian (vSCG)
The most basic approximate nuclear wavefunction considered in this work is
the variational Single-Configuration Gaussian (vSCG), a particular case of
DD-vMCG where the wavepacket is constructed using just one GBF:
Ψ(Q, t) =
M∑
s=1
A(s)(t)g(Q, t) (2.26)
q
(k)
j ,p
(k)
j − classical σ(k)j − fixed (2.27)
This is an extension of the frozen Gaussian method developed by Heller,[90]
such that the GBF can have a different expansion coefficient/weight on each
electronic state. These weights evolve due to the Ehrenfest-type forces expe-
rienced by the GBF as it evolves over the coupled PESs.
Billing,[91, 92], Sawada[93] and others[94, 95, 96] suggested and applied
similar approaches to one-dimensional models in the 1980s. Applying the
Dirac-Frenkel variational principle to the time-dependent single-set Gaussian
A(1)(t)g(Q, t) + A(2)(t)g(Q, t) leads to equations of motion for the weights
on both states A(1), A(2), while the q
(k)
j and p
(k)
j parameters follow classical
Newtonian equations of motion.
The width σ
(k)
j in Equation 2.26 is determined so that the initial GBF fits
the lowest stationary solution (coherent state) of the local harmonic approx-
imation around the ground state minimum, defining the initial conditions
explicitly in this case.
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2.3.2 variational Independent-Swarm Gaussian (vISG)
This nuclear wavefunction is constructed as an independent (i.e. uncoupled)
swarm of GBFs that initially represents the ground state wavepacket; thus
more than one GBF is employed in the wavefunction expansion:
Ψ(Q, t) =
N∑
j=1
M∑
s=1
A
(s)
j (t)gj(Q, t) (2.28)
q
(k)
j , p
(k)
j − classical σ(k)j − fixed (2.29)
As the GBFs are independent, the expansion coefficients only evolve in time
due to the Ehrenfest forces along the associated trajectory, in an analogous
way to the vSCG case. Neither the expansion coefficients, nor the GBFs
themselves, are affected by the evolution of other GBFs.
The use of swarms of independent trajectories is related to a number of
known methods in non-adiabatic dynamics. Early applications for the one-
dimensional Morse potential can be found in the work of Sawada.[97] More
recent applications can be found in the form of the Multiple Independent
Spawning (MIS)[2] and Continuous Surface Switching (CSS)[98] methods.
As with vSCG, the variational parameters q
(k)
j and p
(k)
j are propagated fol-
lowing classical equations of motion, and only the expansion coefficients that
determine the partition between states s are optimised for each GBF, inde-
pendently. However, because the wavepacket is constructed as an indepen-
dent swarm of GBFs distributed in phase space, it can spread over the PES,
and bifurcate where necessary.
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2.3.3 variational Multi-Configuration Gaussian (vMCG)
We now describe the general case of a wavefunction constructed as a linear
combination of multiple coupled GBFs:
Ψ(Q, t) =
N∑
j=1
M∑
s=1
A
(s)
j (t)gj(Q, t) (2.30)
q
(k)
j ,p
(k)
j − optimised σ(k)j − fixed (2.31)
The GBFs (positions and momenta) and the expansion coefficients are now
fully coupled and evolve together to optimally describe the time-development
of the wavepacket.
Methods belonging to this category are the Local Coherent State Approx-
imation (LCSA),[99] the Ab Initio Multiple Spawning (AIMS, FMS)[1, 2]
and the Multi-Configurational Ehrenfest (MCE)[3, 4] methods. Due to the
wavepacket being represented as an ensemble of trajectories coupled together,
convergence to the exact result is formally allowed. Nonetheless, the vMCG
approach is the only one of these that provides full variational optimization
of the basis set, since not only amplitudes but also positions and momenta
are fully optimised for each GBF coupled together. The vMCG GBFs do not
necessarily follow classical trajectories; the variational optimization means
that they follow the “best” trajectories, in variational terms. As a conse-
quence, far fewer quantum chemistry calculations than a classical trajectory
based methods will be required, while all quantum effects such as tunnelling
and non-adiabatic crossing are included automatically.[86]
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Initially, a single GBF represents the nuclear wavepacket. The other
GBFs in the basis set start displaced in space from the initially populated
GBF with zero momentum. There is no sampling: weights of the other
GBFs on ground and excited states are initially zero, but subsequently evolve
through coupled variational optimization to describe how the initially Gaussian-
shaped wavepacket changes its shape on the electronic excited state for t > 0.
2.4 Numerical comparison among nuclear time-
dependent basis set expansions
After describing the practical aspects of the DD-vMCG implementation and
the theoretical definition of the three main nuclear wavefunctions used in
the literature, this section shows a set of illustrative calculations on a two-
dimensional anisotropic oscillator. The aim of this section is to demonstrate
the intrinsic strengths and limitations of all three wavefunctions in the de-
scription of a molecular process.
It is well known that a Gaussian wavepacket moving on a quadratic po-
tential remains a Gaussian for all times while the centre oscillates back and
forth following Newton’s equations of motion.[33] Furthermore, unless the
amplitude of the wavepacket matches that of the ground stationary state,
the width or variance shall expand and contract continuously. Therefore,
for an initially squeezed Gaussian moving on a harmonic potential, the ex-
act solution for the wavepacket propagation is expected to be an oscillatory
movement of the mean position and momentum, and a continuous expansion
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or contraction of the width depending on the initial value.
Here an anisotropic harmonic potential of the form V = k1x
2 +k2y
2, with
force constants k1 = 3.6 mDyne/A˚ and k2 = 4.1 mDyne/A˚ was used. The
Gaussian wavefunction was initially centred at the potential side displaced
along the x coordinate but not y, and with initial variances σx = 0.5000 and
σy = 0.7071. As a result, position and width variation is only allowed along
the x coordinate, while the other y, must remain constant.3
2.4.1 variational Single-Configuration Gaussian (vSCG)
This is a very simplified case, however, the systematic comparison of models
visibly illustrates the improvements gained from one level to another.
Figure 2.1 vSCG trajectory x(t) for the two dimensional harmonic oscilla-
tor.
3Coordinates x and y are the frequency-mass weighted displacement (dimensionless)
with respect to the origin.
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Figure 2.1 shows the sinusoidal variation of the expectation value for the
coordinate x with respect to time. As expected the centre of the Gaussian
follows a classical trajectory along the coordinate x, while the width remains
constant by definition. The vSCG model represents the process as the clas-
sical movement of a coherent state.
2.4.2 variational Independent-Swarm Gaussian (vISG)
In order to sample the initial representation of the initial state, only sampling
along the x coordinate is required. No displacement or changing of width
along the y coordinate can take place. Consequently, two GBFs were disposed
on each side of the initial x coordinate in such a way that the sum of these
represents the initial squeezed wavepacket.
Figure 2.2 shows the variation of the x coordinate with time for the two
GBFs and the average. The average (red) follows an identical trajectory
to the vSCG described before, while the GBFs (green and blue) oscillate in
phase shift. This movement is what, from a statistical point of view, describes
the change of width in the wavepacket. They oscillate with different phase
but with the same period. For instance, at time t=5 fs the separation is
maxima and at time t=10, when these cross, is minimum.
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Figure 2.2 vISG trajectories x(t) for the two dimensional harmonic oscilla-
tor. GBF 1 (green), GBF 2 (blue) and average (red).
2.4.3 variational Multi-Configuration Gaussian (vMCG)
Now we consider the fully coupled case where three quantum trajectories are
employed. Similarly to vISG, these GBFs were initially displaced represent-
ing the initial squeezed state; one of them in the middle position and the
other two displaced.
However, in contrast with the previous case, the positions of these three
GBFs were not chosen according to any initial value representation of the
wavepacket. The middle GBF, which represents the wavepacket at time zero,
initially has weight one and the other two were simply arbitrarily displaced
along the x coordinate. Notice that their initial position does not matter
because their respective weights are set to zero. As soon as the optimization
procedure begins at the very first time-step, weights, positions and momen-
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tums are fully optimised in concert.
Figure 2.3, shows the x coordinates for the centre of all three GBFs
(dotted lines) and, for comparison, the vISG trajectories (full lines). As we
can see, the evolution of the vMCG trajectories is much more complex than
simple sinusoidal functions, because of the coupling.
Figure 2.3 vMCG quantum trajectories x(t) for the two dimensional har-
monic oscillator (dotted lines). The corresponding classical trajectories are
plotted with continuous lines.
In order to understand them, we also need to look at their respective
weight coefficients, which are plotted in Figure 2.4. At time t=0 fs their dis-
placements along the x coordinate are arbitrary. Then the variational opti-
mization begins and these move to the respective optimised vMCG positions
and momentum, with the allocation of an optimised expansion coefficient.
Initially these move following classical trajectories, thus dotted and full lines
match each other. The GBF number one (red) is initially describing the
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middle average trajectory, while the other two (green and blue) move along
each side. During this period their respective weights are relatively constant
with values 0.6, 0.2 and 0.2 respectively. However, at time t=10 fs these
weights change dramatically, the GBF number one progressively acquires all
the weight and thus describes the whole wavepacket. This coincides with the
passing over the minimum of the well and thus the minimum width for the
overall wavepacket. Only one GBF is required at that time. Then after this,
the weight starts to be distributed as soon as the wavepacket moves away
from the minima and the GBF roles are re-assigned again.
Figure 2.4 vMCG weight coefficients for the three quantum trajectories
described in Figure 2.3.
One might wonder why the GBFs do not follow classical trajectories all
the time, however, this is not always necessarily the case. In the present
example, the non-classical behaviour of the GBFs is a consequence of the non-
crossing rule for quantum trajectories.[71] Classical trajectories cross at two
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focal points during each oscillatory period, however, in the case of quantum
trajectories, the associated quantum force prevents them from crossing at all
times except when their weight is zero.
2.5 Comparison with other direct dynamics
methods
Direct dynamics methods have a long history in non-adiabatic simulations,
which immediately raises the questions of how vSCG, vISG and vMCG fit
into the picture. However, here we cannot mention all of these. Instead
we limit our comparison to those methodologies that have been applied on-
the-fly, using full dimensionality and in non-adiabatic transitions: Ab Ini-
tio Multiple Spawning (AIMS, FMS)[2, 6] and Trajectory Surface Hopping
(TSH).[66, 67]
Both approaches, vMCG and the AIMS method developed by T. J.
Mart´ınez and co-workers, include the correlation between basis functions.
However, two fundamental key differences distinguish them:
1. The AIMS method has the capacity to increase the basis set size by
generating new basis functions when required, while vMCG maintains
the basis set size constant during the whole simulation.
2. vMCG and AIMS provide variational optimization for the expansion
coefficients A
(s)
j , however, vMCG also optimises the mean position and
momentum of each GBF.
86
Variational Gaussian wavepackets
In analogy with electronic structure theory, the difference between vMCG
and AIMS is comparable to the difference between CASSCF and other cor-
related methods using a conventional CI expansion. In terms of inclusion
of the correlation motion in the N-particle description, in both cases the
correlation between electronic configurations is included through the expan-
sion coefficients. However, in the case of CASSCF and vMCG, in addition,
certain parameters that describe these basis functions are also variationally
optimised.
On the other hand, the relation between vISG and TSH can be seen
analogous to the relation between Hartree-Fock and semi-empirical meth-
ods in electronic structure calculations. TSH and semi-empirical methods
make use of an ad hoc algorithm based on a physical principle, while vISG
has a clear foundation based on the variational optimization of the time-
dependent Schro¨dinger equation. Furthermore, vSCG and vISG can be seen
as a restricted case of the more general vMCG formulation, in the same way
as Hartree-Fock is a restricted mono-determinant case compared to CASSCF.
2.6 Conclusions
In the Direct Dynamics variational Multi-Configuration Gaussian (DD-vMCG)
wavepacket method, it is possible to build up nuclear wavepackets by increas-
ing the number of variational parameters, and to propagate these in time on
PESs calculated directly on-the-fly. In the present chapter we have intro-
duced and tested three of these, which correspond to zero, first and second
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order descriptions respectively, on a simple model system:
1. variational Single-Configuration Gaussian (vSCG)
2. variational Independent-Swarm Gaussian (vISG)
3. variational Multi-Configuration Gaussian (vMCG)
On the one hand, the vSCG representation gives a pictorial description in
semi-classical terms as a Gaussian function floating on a classical trajectory.
The initial conditions are well defined and due to its cheap computational
cost there are no restrictions on the number of nuclear degrees of freedom
that could be included. However, sampling of the PES and crossing seam
would be limited with only a single trajectory.
Thus, following this, we next considered allowing the nuclear wavefunc-
tion to change its shape as it propagates via the superposition of uncoupled
GBFs with fixed widths. Compared to vSCG, the vISG nuclear wavefunction
would give a more physically meaningful description by means of the average
of several GBFs distributed in phase space within a given PES interval. In
practical applications, having more than one GBF means that we can de-
scribe bifurcation and spread of the wavepacket. However, this description
would require an adequate sampling of the phase space and a selection of the
widths for each GBF, for which there is no unique or general prescription.
Such selections are not unique, require a certain amount of expertise and are
often selected in an ad hoc manner.
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Last, in the vMCG nuclear wavefunction an ensemble of GBFs also de-
scribes the evolution, however, here the basis set is adaptive since both posi-
tion and momentum are optimised for each basis component. As with vISG
we have more than one GBF, but with vMCG the GBFs are fully coupled,
so in practical applications bifurcation and spread of the wavepacket would
be in principle realistically described without the initial conditions being so
important.
Among all three possible descriptions, in the present work a fully varia-
tional description is preferred since, despite the higher computational cost,
this ensures that the relevant regions of phase space are automatically ex-
plored in principle. After the introductory chapters, Chapter 1 and Chapter
2, we will explore the use of the vMCG nuclear wavefunction for the study
of excited state decay in polyatomic molecules.
First, in Chapter 3 we benchmark the vMCG nuclear wavefunction in a
well-known and already studied realistic example, fulvene excited state de-
cay. Following this, we move towards its application to a case in which a
given answer is unknown. In Chapter 4 vMCG is employed as a general tool
for studying the mechanistic aspects of coherent control in fulvene. Next, in
Chapter 5 we employ vMCG for the benchmark of a simplified model Hamil-
tonian for describing decay in non-adiabatic processes. In this case, popula-
tion transfer dynamics in Jahn-Teller systems such as the 2,6-bis(methylene)
adamantyl radical cation. Finally, the thesis is then brought to a close with
the conclusions of the work, its possible impact and a discussion of other
areas of research that might be generated from it.
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Fulvene S1/S0 excited state de-
cay
The vMCG (variational Multi-Configuration Gaussian) approach described
in Chapter 2 is benchmarked in a realistic system by modelling the radia-
tionless decay from an electronic excited state through an extended conical
intersection seam. As a benchmark system, we model the radiationless de-
cay of fulvene from its first electronic excited state and monitor two associ-
ated properties: the spatial extent to which the conical intersection seam is
sampled and the timescale and stepwise nature of the population transfer.
We illustrate how the use of a fully variational nuclear wavefunction pro-
vides a way to balance accuracy against computational cost for molecules of
comparable size by choosing the number of coupled Gaussian product basis
functions.
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3.1 Introduction
In this chapter, the variational Multi-Configuration Gaussian (vMCG) ap-
proach is benchmarked by modelling the dynamics of the radiationless decay
of fulvene from its first electronic excited state through an extended S1/S0
conical intersection seam. We chose fulvene as a benchmark system for com-
putations (despite the experimental challenges) because the crossing seam
has previously been mapped out in detail,[100] the relationship between the
seam and the excited state path followed initially (summarised in Section
3.2) understood, and the non-adiabatic decay dynamics previously modelled
with several different methods[101, 102, 103] (including surface hopping and
grid-based dynamics) for comparison. Our aim is to assess its strengths and
weaknesses and thus, estimate its applicability to non-adiabatic dynamics
calculations in a “real” molecular system rather than an idealised harmonic
model.
We examine the convergence of two specific dynamical properties of the
fulvene S1 excited state here (Section 3.4): the spatial extent to which the
conical intersection seam is sampled, and the timescale and stepwise nature
of the population transfer/decay. Determining properties such as rate con-
stants or spectra would require a larger number of Gaussian product basis
functions[85] for dynamics than we have been able to use here. At present,
this limits the size of molecule for which such calculations can be carried out,
but it is not a fundamental limitation.
As a limiting case, we propagate one Gaussian product/trajectory start-
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ing on an electronic excited state, with width chosen to represent the nuclear
wavefunction of the ground electronic state. This corresponds to the varia-
tional Single Configuration Gaussian (vSCG) and is our reference point here;
aside from this, it is primarily of historical interest.
We then investigate the convergence of the general variational Multi-
Configuration Gaussian (vMCG) approach through increasing the number
of Gaussian product basis functions, with one chosen initially to represent
the ground state nuclear wavefunction on the electronic excited state. Here,
the coupling between trajectories, their positions and momenta (but not the
widths) are fully optimised in the context of the time-dependent Schro¨dinger
equation. Thus, the Gaussians are correlated and one is, in effect, looking at
quantum trajectories.[71] With an infinite basis, the exact result is obtained
in principle.
Our conclusion (Section 3.5) is that, in terms of providing a middle way
forward between grid-based and trajectory surface hopping approaches to
non-adiabatic molecular quantum dynamics calculations, vMCG is found to
provide the necessary foundation. Similarly to Pople’s diagram in electronic
structure theory,[44] systematically increasing the number of Gaussian prod-
uct basis functions provides a range of descriptions, leading towards conver-
gence for a dynamical property in principle, through which accuracy can be
balanced against computational cost in practical applications by choosing
the number of coupled Gaussian Basis Functions (GBFs).
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3.2 The model system: fulvene excited state
decay
In this section we briefly review the shape of the extended S1/S0 conical inter-
section seam in fulvene, and the resulting decay dynamics. A comprehensive
stationary picture of the crossing seam[100, 104] to second-order[105, 106]
has been presented, and the associated ultra-fast decay described using grid-
based wavepacket dynamics,[101, 102, 107, 108, 109] and direct dynamics
using Trajectory Surface Hopping (TSH).[103]
Figure 3.1 illustrates the Potential Energy Surfaces (PESs) of the ground
and first excited electronic states of fulvene, in the subspace of both CH2
torsion and symmetric C-C skeletal deformation coordinates. Throughout
this chapter, we will present most of our results relative to diabatic poten-
tial energy surfaces, as these retain their distinctive electronic character as
the molecular geometry changes. This avoids referring to S1 and S0 adia-
batic states that change character, and is also a natural choice since, in our
dynamics calculations, the adiabatic potential energy surfaces are rotated
to diabatic potentials in order to integrate the time-dependent Schro¨dinger
equation conveniently.
In Figure 3.1, the surface shown in orange corresponds to the diabatic
state associated with the triene conjugation (I), while the surface in blue
corresponds to the diabatic state associated with two radical centres (II) (one
centred on the methylene fragment, the other around the adjacent allyl) in
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fulvene. These diabatic surfaces will be referred to as the triene state and the
biradical state (labelled B2 in references[110, 111] and related work, although
strictly this applies only to the C2v point group) below.
Figure 3.1 The S1/S0 conical intersection seam in fulvene: the ground and
first excited state potential energy surfaces are given in the diabatic repre-
sentation, with the triene state (I) in orange and the biradical state (II) in
blue.
The Franck-Condon (FC) point shown in Figure 3.1 corresponds to the
ground state minimum energy geometry, and is planar. The different elec-
tronic character of the biradical and triene diabatic states generates an acces-
sible conical intersection between them. Since torsion belongs to the intersec-
tion space[100] while in-plane skeletal deformation belongs to the branching
space,[112] the intersection appears as an extended seam as a function of both
coordinates in Figure 3.1. The seam itself shows a local minimum at around
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90 degrees torsion (the lowest energy region on S1 overall) and local maxima
(saddle points) with equivalent geometries at 0 and 180 degrees. Although
not shown in Figure 3.1, the intersection seam also has a low-energy segment
along a coordinate corresponding to pyramidalization of the CH2 group.[100]
The most important coordinates for the fulvene decay dynamics are the
branching space of the conical intersection (both symmetric and asymmetric
skeletal deformations), and the torsion/twisting and pyramidalization coor-
dinates from the intersection space. In previous dynamics computations[101]
the initially excited wavepacket was observed to reach the intersection seam
rapidly through in-plane symmetrical deformations, spreading along both
twisting and pyramidalization coordinates due to the nearly flat topology of
the excited state potential surface. The extent to which our dynamics calcu-
lations explore phase space — particularly the conical intersection seam —
is the first property we will use to investigate convergence here.
The excited state wavepacket transfers to the ground state after ∼ 100
fs. Looking at the population transfer profile, one observes characteristic re-
crossing leading to stepwise decay, due to the sloped[112] nature of the planar
region of the intersection seam. Although the details vary, qualitatively this
characteristic has been observed in previous dynamical studies[101, 102], and
is the second property we use to test the convergence of our calculations
here.[87]
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3.3 Computational details
In this work, the vSCG and vMCG nuclear wavefunction were constructed
and propagated with the DD-vMCG method implemented in a development
version of the MCTDH quantum dynamics program.[82]
For each trajectory, the planar S1/S0 conical intersection point (Fig-
ure 3.1) was used as our current implementation of the regularised diabatic
states method forces some choice.[88, 89] Nuclear non-adiabatic couplings at
the diabatization reference point and gradients/Hessians at each time step
were calculated using a development version of the Gaussian 09 quantum
chemistry package,[48] with the Complete Active Space Self-Consistent Field
(CASSCF) method. The active space was six electrons in six pi orbitals, in
a 6-31G(d) basis set, with state averaging between ground and first excited
electronic states throughout. CASSCF calculations were previously found
to give energy differences comparable to CASPT2 (complete active space
second-order perturbation theory) for fulvene,[101] consistent with the first
excited state being a valence state.[113, 114]
For vSCG: the initial GBF width is set to the ground state value. For
the trajectory given initial momentum, the value of 0.5 eV was chosen to
maximise population transfer to the triene diabatic state: with smaller val-
ues, the symmetry was not broken sufficiently to give significant population
transfer.
For vMCG: at t=0, one GBF on the excited state is given all of the weight,
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and represents the ground state vibrational wavefunction of the ground elec-
tronic state. The other GBFs are distributed close by, and pick up population
and move apart through variational optimization for t > 0.
Breaking the symmetry of the initial distribution of GBFs helps numeri-
cally for t > 0 for fulvene (as shown below for 4 GBFs). This is not sampling,
as the initial condition is the same. Instead we prepare the unpopulated func-
tions to be available where they will be needed. If the wavepacket is sym-
metric it will stay symmetric, but it should spread (symmetrically) along
non-totally symmetric vibrational modes, which means that GBFs will move
in pairs. A single configuration cannot do this (hence the initial momentum
bias described above).
We calculate the dispersion of the position and momentum of the wavepacket
from the average and standard deviation of the corresponding values for each
individual GBF. These dispersions are a function of time (which we have av-
eraged in Section 3.4.2) and are evaluated along each coordinate qk (Equation
2.3 in Chapter 2).
3.4 Results and discussion
We now investigate the vMCG approximate nuclear wavefunction described
in Chapter 2 through representative computations of the radiationless decay
of fulvene at its S1/S0 conical intersection seam. We focus on the convergence
of vMCG, for which the variational procedure automatically ensures that the
relevant parts of phase space are explored. Single configuration calculations
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(vSCG) are presented first to help explain vMCG results with fewer coupled
GBFs.
3.4.1 variational Single-Configuration Gaussian
For the two representative vSCG trajectories described in this section, the
single product Gaussian basis function is located initially at the ground state
minimum geometry (FC in Figure 3.1). The Gaussian follows a classical tra-
jectory, with weights (Equation 2.26 in Chapter 2) evolving on the biradical
A(2)(t) and triene A(1)(t) diabatic states, with a well-defined fixed width
σ(k) representing the initial ground state wavefunction. With this single
trajectory, the wavepacket cannot bifurcate or spread during the dynamics
simulation with limitations described below.
Figure 3.2 The branching space at the planar S1/S0 conical intersection
point in fulvene: Gradient Difference Vector (GDV) and Derivative Coupling
Vector (DCV).
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Given zero initial momentum, the trajectory is constrained as expected
to maintain C2v symmetry, as the gradient on the PES of the upper state at
FC is parallel to the Gradient Difference Vector (GDV, Figure 3.2). To ex-
plore non-totally symmetric geometries, the initial conditions were modified,
adding momentum along the Derivative Coupling Vector (DCV, Figure 3.2)
to break symmetry.
Figure 3.3(a) shows that, with zero initial momentum, the population
|A(2)|2 of the GBF on the biradical diabatic state is constant: the trajectory
remains exclusively on the blue surface in Figure 3.1, crossing and re-crossing
the planar region of the intersection seam as shown by the interchanging
energies of the biradical and triene diabatic states. These states remain un-
coupled, as the initial C2v symmetry is preserved, and there is no population
transfer (see Appendix 3.6.1). Consequently, this trajectory is diabatically
trapped — unphysically compared to experiment, but consistent with the
model starting conditions and effective constraints.
In contrast (Figure 3.3(b)), momentum leading to displacement in the
direction of the DCV lowers the symmetry, and induces mixing of the diabatic
states, allowing population to transfer between them. In this case, the GBF
begins to transfer from the biradical to the triene state the first time the
conical intersection seam is reached, after around 10 fs. There are small
oscillations in the populations whenever the two diabatic states come close
together in energy subsequently, but overall this simulation leads to rapid
transfer/decay to the triene state.
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Figure 3.3 Top: The population of the initially excited biradical diabatic
state for a trajectory starting at FC (Figure 3.1) with (a) zero initial momen-
tum and (b) adding 0.5 eV initial momentum along the DCV (Figure 3.2).
The corresponding population of the triene state is not shown. Bottom: the
energies of the biradical and triene diabatic states for each point along the
corresponding classical trajectory.
A vSCG trajectory/wavefunction can be thought of as a zeroth order
description for non-adiabatic molecular quantum dynamics. Unlike surface
hopping methods, continuous population transfer from one diabatic state to
another can take place as shown (Figure 3.3), with no need to make any
ad hoc decisions about when a state switch should take place, and how the
total energy should then be conserved. There are no restrictions on the
number of vibrational modes included, and the initial conditions are well
defined. However, sampling of the crossing seam is limited with only a single
trajectory, and there is the possibility of symmetry restrictions leading to
unphysical and misleading results.
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3.4.2 variational Multi-Configuration Gaussian
We now consider the general case where the wavepacket is constructed as a
time-dependent linear combination of coupled GBFs. We shall discuss the
convergence of our results as a function of the number of GBFs with respect
to two criteria: the extent to which the conical intersection seam is explored
by the trajectories; and the population transfer profile from biradical to triene
diabatic state. The spatial part of the wavepacket appears to converge more
quickly than the populations. As might be expected, we find vMCG results
with small basis sets (2 or 4 GBFs) show some limitations compared to those
with 24 GBFs, so we begin with the larger basis set.
Intersection seam sampling for 24 GBFs
Figures 3.4 and 3.5 illustrate qualitatively the regions of the potential energy
surface explored by 24 coupled GBFs. In Figure 3.4, we label the ring geom-
etry associated with each GBF at four successive time intervals, according to
the six possible Valence Bond (VB) structures (a to f) of fulvene shown. In
Figure 3.5 we show the corresponding CH2 geometries. As an example: tra-
jectory/GBF number 4 explores VB structures (a), (a+e) and (a+d) (Figure
3.4), and the planar region of the PES (Figure 3.5) exclusively during these
time intervals.
Figure 3.4 shows that the GBFs together sample all of the planar sym-
metric and asymmetric ring geometries (a–f) shown. Figure 3.5 shows that
twisting and pyramidalization also takes place, as expected from the curva-
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ture of the PES of the biradical state (Figure 3.1). The wavepacket therefore
spreads out substantially (although the GBFs were all close to the FC geom-
etry initially). The highlights in Figures 3.4 and 3.5 correspond to points on
the conical intersection seam, showing that the most important regions of the
seam — planar, twisted and pyramidalized structures[100] — are sampled.
The average position of all 24 GBFs preserves C2v symmetry, showing that
the spread of the wavepacket is balanced.
Figure 3.4 Regions of the fulvene potential energy surface explored by the
vMCG GBFs at successive times, referring to the six spin-paired VB struc-
tures (a–f) arising from resonance. When a given structure is highlighted,
this denotes that the GBF is at a point on the conical intersection seam
during the corresponding interval.
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Figure 3.5 Regions of the fulvene potential energy surface explored by the
vMCG GBFs at successive times, referring to three CH2 orientations in ful-
vene. When a given structure is highlighted, this denotes that the GBF is at
a point on the conical intersection seam during the corresponding interval.
Population transfer profile for 24 GBFs
Figure 3.6 illustrates the change in population with time of both the diabatic
biradical state (top) and the adiabatic S1 excited state (bottom), on the
corresponding regions of the potential energy surfaces shown inset in blue.
(both populations are calculated as a sum over GBFs, as described in Chapter
2, Section 2.2.1).
At t=6 fs the conical intersection seam is reached for the first time, and
almost all of the adiabatic S1 population transfers to S0. At the same time,
the diabatic biradical population remains relatively constant. This is as
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expected: after crossing the intersection seam, the wavepacket swaps from
adiabatic S1 to S0 states, but remains on the same diabatic electronic state.
After crossing the intersection seam, the wavepacket continues to move in
the same direction until at t=10 fs it starts to return. At t=14 fs the conical
intersection is reached again, and much of the adiabatic population trans-
fers back from S0 to S1. However, some population remains on the lower
state (∼20%), mirrored by a decrease in the population of the diabatic bi-
radical state as population transfers to the triene state. Overall transfer of
population takes place after three similar stages, at t=33, 52 and 70 fs.
The stepwise decay shown in Figure 3.6 characteristic of a sloped conical
intersection is a result of the GBFs transferring population at similar times.
However, as shown in Figures 3.4 and 3.5, the geometry at which each GBF
transfers population is different, and the intersection seam has been exten-
sively sampled. Each GBF moves under the influence of the others, because
their positions and momenta are variationally optimised. As a result, their
movements and populations are correlated, and their behaviour explicitly
non-local.
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Figure 3.6 Total population of the diabatic biradical state (top) and the
adiabatic S1 state (bottom) as a function of time, for a 24-GBF calculation
starting at FC (Figure 3.1) with no initial momentum.
106
Fulvene S1/S0 excited state decay
Convergence and comparison
We now discuss the convergence of 2, 4, 8, 16-GBF vMCG in fulvene towards
the 24-GBF results presented in the previous section.
Figure 3.7(a) shows time-averaged dispersions (Section 3.3) for the CH2
pyramidalization and torsion coordinates. This shows that 2-GBF and 4-
GBF mainly spread along the pyramidalization coordinate, while 8-GBF,
16-GBF and 24-GBF spread along both torsion and pyramidalization coor-
dinates.
Figure 3.7(b) illustrates the percentage of population transferred at each
of the four oscillations across the conical intersection seam (Figure 3.6). Su-
perficially, the 2-GBF results resemble 24-GBF, in that population is mainly
transferred on the second pass. However, for 2-GBF this is far from a con-
verged result, as only the (sloped) pyramidalized region of the seam is being
sampled (Figure 3.7(a)). Starting to add more GBFs leads to poorer agree-
ment for the population transfer at first, as more of the seam is sampled.
However, by further increasing the basis set size, 16-GBF and 24-GBF show
population transfer for all four oscillations, and the changes through adding
additional GBFs are smaller, suggesting that we are approaching conver-
gence.
Figure 3.7 suggests that — as a working hypothesis — sampling of the
conical intersection seam for a given non-adiabatic process can be studied
using a smaller basis set (8 GBFs here), while accurate description of the
population decay requires larger basis sets (16 GBFs here). For a grid-based
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quantum dynamics simulation,[101] equivalent to starting at FC with no
additional momentum, the wavepacket begins to spread along CH2 torsion
and pyramidalization coordinates from ∼ 30 fs, which is consistent with
our Figure 3.5 for the 24-GBF calculation, where we see these coordinates
explored more after 40 fs than 20 fs. Comparing with Figure 5.7 in reference
[101], we see the expected re-crossing character, with a similar period of
about 20 fs.
Figure 3.7 (a) The time-averaged dispersion of the Gaussian basis set along
the CH2 pyramidalization and torsion coordinates. (b) percentage popula-
tion transferred at every oscillation (1st to 4th) for 2, 4, 8, 16 and 24 GBF
simulations.
vMCG with four GBFs as a mechanistic probe
In previous sections, we showed that we can obtain near-converged results
with 24 GBFs, and examined convergence as function of the number of GBFs.
In this section, we discuss the interpretation of a smaller basis set calculation
— specifically 4-GBF — and the extent to which it can be considered for
future applications.
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Figure 3.8 shows the individual GBF populations for both biradical and
triene diabatic states in a 4-GBF simulation. A given GBF can transfer
population to a different state, to a different GBF, or to a combination of
both. Consequently for a particular GBF, the biradical population does not
mirror the triene population (unlike Figure 3.3), and both are shown.
Figure 3.8 Individual GBF populations in a 4-GBF calculation, starting
near FC with no initial momentum. All basis functions were initially disposed
along normal modes that describe twisting of the CH2 group.
The GBFs themselves behave in pairs in Figure 3.8. GBFs 1 and 3
explore twisted coordinates, while 2 and 4 explore planar regions in a mirror-
like fashion. From 0 to 5 fs, the contribution of GBFs 2 and 4 is almost
non-existent, while the biradical populations of GBFs 1 and 3 oscillate in
concert; thus the wavepacket is mainly described by these GBFs exchanging
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population on the same diabatic state. At ∼ 5 fs, GBFs 1 and 3 transfer
biradical population to GBFs 2 and 4, reaching a maximum at ∼ 10 fs. At
this time, all four GBFs reach the seam of conical intersection, and transfer
from the biradical to the triene diabatic state.
One advantage of a smaller basis set is that it is easier to interpret the
contribution of the individual GBFs. But we must proceed with caution, as
in this case the evolution of the wavepacket is more sensitive to where the
basis functions are initially placed, particularly when there is symmetry. To
test this, we compared 4-GBF simulations starting with one GBF at FC with
weight 1.0 on the biradical state, and three GBFs with the same widths but
zero weight displaced along different normal mode coordinates. Displacing
only along in-plane coordinates, all of the GBFs stayed planar. Adding
the pyramidalization coordinate resulted in two GBFs exploring only this
coordinate, and two staying planar. These problems — analogous to those
encountered with vSCG (Section 3.4.1) — can be avoided by placing GBFs to
allow full symmetry breaking. By doing this, we have a method that appears
to be suitable for initial exploration of a conical intersection seam.
3.5 Conclusions
In this chapter, the radiationless decay of fulvene from its first electronic
excited state through an extended S1/S0 conical intersection seam is inves-
tigated using the vMCG approach with an increasing basis set, examining
the convergence of two associated properties: the spatial extent to which the
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conical intersection seam is sampled and the timescale and stepwise nature
of the population transfer/decay.
Our approach is based around variationally optimised Gaussian product
basis functions, describing wavepacket motion on regions of molecular PESs
calculated on-the-fly. Two types of nuclear wavefunction were compared and
contrasted:
Our zeroth order nuclear wavefunction here — vSCG — is the frozen-
width Gaussian formulated by Heller,[90, 115] extended with coefficients on
multiple electronic states, allowing population to transfer between them. Un-
like surface hopping methods, there is no need to make decisions about ex-
actly when a state switch should take place and how the total energy should
be conserved. There are no restrictions on the number of vibrational modes
that can be included for a molecule such as fulvene, and the initial conditions
are well defined. However, sampling of the crossing seam is limited with only
a single trajectory, and there is the possibility of symmetry restrictions lead-
ing to unphysical and misleading results. Consequently this is not so much
a practical method as a limit, useful as a reference point and for explaining
the behaviour of other more adaptable calculations.
Our second order nuclear wavefunction — vMCG — includes the corre-
lation between GBFs and a variational optimization of their respective mean
positions and momenta. Population transfer is again continuous and there is
no restriction on the number of vibrational modes that can be included here,
but as the GBFs are fully coupled, bifurcation and spread of the wavepacket
can be more realistically described.
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In the case of fulvene, a total of 24 GBFs appear to be where the pop-
ulation transfer converges with respect to smaller basis sets, while sam-
pling of the conical intersection seam can be realistically described with
a smaller number of GBFs. This is a working hypothesis based on a se-
ries of calculations only for this one molecule. Nevertheless, it agrees with
previous studies[77, 78, 79, 80, 116, 117] using vMCG, where mechanistic
information[118] of excited state decay[119, 120, 121, 122] for several sys-
tems could be obtained using no more than 4 or 8 GBFs. Further studies of
different chemical systems are now required to better understand how many
basis functions are appropriate for a particular property.
At the current stage of development, a reference point for diabatization
must still be chosen at the outset of a simulation. A more general diabati-
zation scheme is an additional important goal that we are working towards.
Nevertheless, once an initial geometry, reference point for diabatization and
number of GBFs are specified, the method presented here is completely de-
fined without system-specific choices and with a well-defined route towards
convergence in principle. This approach provides a middle way between grid-
based and trajectory surface hopping approaches to non-adiabatic molecular
quantum dynamics calculations with some of the advantages of both.
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3.6 Appendix
3.6.1 Uncoupled electronic states in vSCG
Two non-degenerate electronic states, Φ1 and Φ2, are coupled by a vibrational
mode q if the product of the irreducible representations transforms according
to:
Γ1 × Γ2 × Γq = ΓA (3.1)
where Γ1 and Γ2 are the electronic representations of the respective electronic
states and ΓA is totally symmetric representation. In the case of fulvene
molecule, where the Franck-Condon geometry belongs to the C2v symmetry
group, the ground state and first excited states have A1 and B2 symmetry
respectively. Therefore, the product of irreducible representations shows that
the only coordinates that couple both electronic states are those that have
B2 symmetry since the product with A1 and B2 contains the totally irre-
ducible representation A1. As a consequence, due to symmetry restrictions,
a simulation that starts at the Franck-Condon geometry using a single con-
figuration wavefunction with one coefficient on each state will only transfer
population if the GBF breaks symmetry along one of the B2 normal modes
coordinates, which cannot happen because the forces on the Franck-Condon
region directly lead to the C2v planar conical intersection.
113
Chapter 3
3.6.2 Cartesian coordinates (A˚) and energies (a.u.) of
all optimised geometries, CASSCF(6,6)/6-31G(d)
Atom X Y Z
C 1.175903 -0.111998 0.000000
C 0.000000 0.778381 0.000000
C -1.175903 -0.111998 0.000000
C 0.740038 -1.394395 0.000000
C -0.740038 -1.394396 0.000000
C 0.000000 2.126984 0.000000
H -0.916423 2.689184 0.000000
H 0.916423 2.689184 0.000000
H -2.193338 0.227518 0.000000
H 2.193338 0.227518 0.000000
H -1.349886 -2.277167 0.000000
H 1.349886 -2.277167 0.000000
Table 3.1: Fulvene S0(A1) C2V minimum (A˚, energy: -230.7230983 a.u.).
Atom X Y Z
C 1.104403 -0.066203 0.000000
C 0.000000 0.743625 0.000000
C -1.104403 -0.066203 0.000000
C 0.658689 -1.527182 0.000000
C -0.658689 -1.527182 0.000000
C 0.000000 2.318608 0.000000
H -0.926697 2.854235 0.000000
H 0.926697 2.854235 0.000000
H -2.130491 0.252015 0.000000
H 2.130491 0.252015 0.000000
H -1.327882 -2.364831 0.000000
H 1.327882 -2.364831 0.000000
Table 3.2: Fulvene S0(A1)/S1(B2) C2v ConInt (A˚, energy: -230.6173706 a.u.).
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Controlling the mechanism of ful-
vene S1/S0 decay
Direct quantum dynamics simulations using the vMCG (variational Multi-
Configuration Gaussian) approach were performed in order to model the
control of the stepwise population transfer in fulvene. As shown in Chap-
ter 3, ultra-fast internal conversion takes place centred on the higher-energy
planar/sloped region of the S1/S0 conical intersection seam. Therefore, two
possible schemes for controlling whether stepwise population transfer occurs
or not — either altering the initial geometry distribution or the initial mo-
mentum composition of the photo-excited wavepacket — were explored. In
both cases, decay took place instead in the lower-energy twisted/peaked re-
gion of the crossing seam, switching off the stepwise population transfer. This
absence of re-crossing is a direct consequence of the change in the position on
the intersection at which decay occurs and its consequences should provide
an experimentally observable fingerprint of this system.
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4.1 Introduction
Selective control of product formation in a particular chemical reaction has
traditionally been accomplished at the macroscopic level, through manipula-
tion of external variables such as temperature, pressure or solvent character.
Nevertheless, recent theoretical and experimental work has shown that pho-
tochemical control of reactions can also be achieved at the microscopic level
using ultra-fast light pulses.[15, 16] The general approach is known as coher-
ent control, which has as a central objective the design of laser pulses capable
of driving or forcing a chemical system to a targeted outcome. Nowadays,
commercial lasers can be programmed to routinely generate short laser pulses
on the scale of a few femtoseconds, whose complex internal structure can be
variably shaped in space and time with great precision.
The problem of finding optimal laser pulses is often addressed by optimal
control methodologies,[123, 124] which make use of learning algorithms and
closed loop techniques. These procedures employ direct experimental feed-
back signals in order to optimize pre-user-defined targets. Nevertheless, even
though optimal control optimization techniques are very effective in practice,
these “blind” or “black box” techniques do not provide a physical interpre-
tation of the mechanism influencing the molecular dynamics. No knowledge
about the underlying mechanism is needed as input, however not much un-
derstanding is obtained about the way the laser acts and how it perturbs the
system.
From a theoretical point of view, there is an increasing need to find mech-
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anistic principles in order to interpret and understand how the shaped pulse
perturbs the system. Therefore, the aim of this chapter is to apply the varia-
tional Multi-Configuration Gaussian (vMCG) approach in order to gain some
mechanistic insights by interpreting and rationalising photochemical exper-
iments via simple mechanistic principles based on dynamical pathways on
Potential Energy Surfaces (PESs). We suggest — using the radiationless de-
cay of fulvene as a prototype system — that understanding shapes of PESs
is a vital initial step in targeting a specific outcome of a photophysical or
photochemical process. Rather than indirectly targeting a particular product
to do this, we aim for a specific region of the conical intersection/crossing
seam, at molecular geometries that correlate with a well-defined experimen-
tal signature. This does not control whether radiationless decay occurs or
not, but affects how and when decay takes place.
Two possible schemes for controlling the population transfer — either al-
tering the initial geometry distribution or the initial momentum composition
of the photo-excited wavepacket — were explored as proof of concept: the
first slows the initial relaxation towards the planar crossing, allowing twisting
to develop; the second drives the system directly towards the twisted cross-
ing. These simulations suggest that changing the region of the intersection
seam at which decay takes place (planar vs. twisted) generates a well-defined
experimental signature: no stepwise population transfer (re-crossing charac-
ter) should be observed if controlled decay in the twisted region is successfully
photo-induced.
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4.2 Mechanistic principles based on potential
energy surfaces: peaked vs. sloped
PESs provide an adequate description of chemical systems since these de-
scribe the parametric dependence of the electronic state energies with dif-
ferent molecular geometries. When a molecule absorbs ultraviolet light, re-
laxation via the appropriate geometry changes is what allows the molecule
to explore PESs and reach conical intersection points where the system can
decay back to the electronic ground state.[11]
Fulvene S1 relaxation and S1/S0 radiationless decay are illustrated on the
left hand side of Figure 4.1. In the C2v symmetry the electronic diabatic
states belong to the A1 (bottom) and B2 (top) irreducible representations.
Note that the adiabatic states S0 and S1 correspond to S0(A1) and S1(B2) in
the Franck-Condon (FC) region, while after crossing the intersection seam
the diabatic states swap to S0(B2) and S1(A1). During the following sections
the adiabatic states will be referred as S0 and S1, and the corresponding
diabatic states as A1 and B2.
Figure 4.1 shows that, after vertical excitation, the PES gradient at the
FC geometry results in elongation of the C-C bond connecting the methylene
group to the cyclopentadienyl ring and the creation of two radical centres,
one on the methylene group and another on the cyclopentadienyl ring. This
reaction coordinate (Qs), which is represented with a continuous line, leads
directly to a second order saddle point (SP) and the sloped planar section
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of the seam (CIplan) where decay takes place. The dashed line represents an
alternative reaction coordinate (that involves torsion, Qtor) induced at FC in
addition to the steep gradient towards SP, and decay at twisted geometries in
the peaked region (CIperp). Using the nomenclature originally proposed by K.
Ruedenberg[112] the planar conical intersection exhibits a sloped topology,
while the twisted crossing has a peaked character. Sloped conical intersec-
tions arise when the gradients of the two PESs point in the same direction.
Therefore, in this type of topology a high probability of re-crossing is usually
observed, because after the wavepacket crosses to the lower state the forces
oblige it to return to the crossing region where it may cross back to the upper
state. On the other hand, a peaked conical intersection occurs when the gra-
dients of the two intersecting PESs are directed towards different directions,
and in this situation the probability of re-crossing is much smaller. In order
to further show the peaked character of the twisted region and the sloped
topology of the planar section of the seam, the right hand side of Figure 4.1
shows the one-dimensional cut that we would obtain from these paths.1
As shown in Chapter 3, ultra-fast internal conversion in fulvene takes
place centred on the higher-energy planar region of the S1/S0 conical inter-
section seam leading back to the ground state reactant. The direct quantum
dynamics calculations presented there confirm that decay takes place centred
on the higher-energy planar region of the intersection seam by default, giv-
ing the stepwise population transfer characteristic of a sloped surface crossing
(in agreement with previous studies). In contrast, due to the probability of
1Strictly speaking, the sloped and peaked characters cannot be extracted from Figure
4.1. This is because in order to do this, it is necessary to take into account the gradient
of the entire 3N-6 space (N is the number of atoms).
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re-crossing the intersection seam is much smaller at the peaked topology in
comparison with the sloped, another clearly experimental observable signal
should in theory be generated if decay is successfully induced to occur to-
wards the lower energy peaked region.
Figure 4.1 Fulvene S1 relaxation and decay via S1/S0 intersection. The
reaction coordinate Qs represents the movement from Lewis valence structure
(a) to (b), and is the initial relaxation direction on S1. Qtor corresponds to
the methylene torsion coordinate. Note that the degeneracy between the
crossing states exists for all values of the torsion coordinate, provided all of
the other coordinates are allowed to relax.
4.3 Computational details
In this work, direct quantum dynamics calculations were run employing the
variational Multi-Configuration Gaussian wavepacket (vMCG) method,[62,
120
Controlling the mechanism of fulvene S1/S0 decay
63] implemented in a development version of the MCTDH[82] quantum dy-
namics program interfaced with a development version of the Gaussian 09
quantum chemistry package.[48]
The planar S1/S0 conical intersection point (Figure 4.1) was always used
as the reference for diabatization of the electronic states to transform the
adiabatic state information from the electronic structure calculations into
the local diabatic representation.[88, 89]
The vMCG approach requires rectilinear coordinates. Each GBF moves
in a space of 3N-6 normal mode coordinates: a set of rectilinear displace-
ments along the normal modes of vibration obtained from a state-averaged
frequency calculation at the S0 equilibrium geometry. Section 4.4.2 aims
to reproduce the reduced dimensionality model used in references [102, 107,
108, 109], where three nuclear coordinates, the symmetric and antisymmetric
allylic stretches (Qa and Qs) and the CH2 torsion angle (Qtor) where consid-
ered. Each one of these three coordinates was described here by a sub-set
of normal modes. The symmetric allylic stretch Qs was described by all
eleven totally symmetric A1 normal modes, while the antisymmetric allylic
stretch Qa, which defines the state interaction, was described by the two B2
modes that closely resemble the derivative coupling vector (which the other
B2 modes do not). Finally the torsion angle Qtor was described by a sub-set
of four normal modes.
In all simulations presented in this work, a total of sixteen GBFs were
employed, apart from Figure 4.3(b), where eight GBFs were used. Attempts
to propagate sixteen GBFs in this case were unsuccessful, due to convergence
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problems with the Complete Active Space Self-Consistent Field (CASSCF)
electronic structure calculation for one of the basis functions.
During the direct quantum dynamics simulations, the gradient and the
Hessian of the adiabatic PES were computed around the centre point of each
GBF at every time step for both electronic states. A development version
of the Gaussian 09 program was used to calculate these using the CASSCF
method with a 6-31G(d) basis set. The fulvene CASSCF wavefunction was
described using the active space of six electrons spread among six molec-
ular orbitals. The initial CASSCF active space was initially obtained at
the C2v ground state equilibrium geometry and propagated for every GBF.
State-average calculations with both S1 and S0 states equally weighted were
performed for the whole PES, even when it should not be necessary, in or-
der to avoid discontinuities. This implies a slight error of ∼ 2.75 kcal/mol
in the energy gap in the FC region with respect to the non-state-averaged
calculation.
4.4 Results and discussion
The direct quantum dynamics results presented here aim to cover two main
aspects: description of fulvene natural decay centred at the planar crossing
region of the intersection seam and controlled decay at the twisted region
by altering the initial disposition and initial momentum composition of the
photo-excited wavepacket. Consequently, this section is divided in two parts.
First the natural or non-altered ultra-fast planar decay is described in Section
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4.4.1. Nonetheless, in contrast with the previous chapter this results descrip-
tion is focused on the stepwise population character, its relation with the
sloped topology of the planar conical intersection and possible experimental
evidence. This description is necessary for completeness; similar behaviour
has already been observed in other systems, but in the case of fulvene and
similar derivatives such as dimethyl fulvene (mentioned at the end of refer-
ence [125]), it awaits experimental confirmation. Following this, the second
(4.4.2) and third (4.4.3) parts of this section are dedicated to a theoretical
simulation of controlled decay of fulvene targeting the twisted/peaked region
of the intersection seam.
4.4.1 S1/S0 natural or non-altered planar decay
After vertical excitation to the upper excited state, the GBFs start to “feel”
the forces in the FC region. Fourteen of them move downhill, spread apart
and sample the conical intersection seam, while the remaining two oscillate
around totally symmetric coordinates and do not reach the seam. This cor-
responds to the natural decay centred along the Qs coordinate represented
with a continuous line in Figure 4.1. However, the GBFs that reach the seam
spread out along the Qtor coordinate symmetrically, as well as along coordi-
nates leading to methylene pyramidalization and in-plane symmetry breaking
of the ring. The average position calculated over all sixteen GBFs preserves
the C2v planar symmetry of the FC region during the whole simulation, thus
the wavepacket crosses and decays through the seam of intersection, centred
around the planar crossing region.
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Every GBF has two weights, one on each electronic state, thus the sum of
all GGP weights for a given state gives us the contribution of that state to the
wavepacket. Figure 4.2 illustrates the resulting total adiabatic population of
the first excited state S1. At t=0 the wavepacket is in the FC region with
weight 0.0 on the ground state S0 and weight 1.0 on the first excited state
S1. At t=6 fs the conical intersection seam is reached for the first time and
almost all population is transferred from S1 to S0. After the crossing, the
wavepacket follows the same direction by inertia until at t=10 fs it starts
to return. Then at t=14 fs the conical intersection is reached again and a
large part of the population is transferred back from S0 to S1. However, this
time the conical intersection is reached in the same direction as the forces
on both S1 & S0 surfaces, thus the wavepacket splits and some population
remains on the lower state (∼ 0.5%). This re-crossing process is repeated a
total number of four times until at 80 fs almost all the population is on the
ground state. This is shown in the decrease of S1 total population at times
t= 14, 33, 52 and 70 fs, which corresponds to an oscillation period of ∼ 19
fs on S1 and denotes the characteristic stepwise population transfer of decay
centred around the sloped region of a crossing seam.
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Figure 4.2 Fulvene natural ultra-fast S1 decay. Total adiabatic population
of the S1 excited state.
This simulation shows that a vibrationally cold S1 fulvene decays to
the ground state in a stepwise population transfer manner. Such an ultra-
fast decay process, which takes place in ∼ 100 fs, should be experimen-
tally observable via time-resolved pump-probe techniques. If the system is
pumped to the S1 state using a short femtosecond laser pulse, the re-crossing
character should be present in form of large amplitude oscillations of the
wavepacket and coherent vibrational motion in the newly formed population
on the ground state. This behaviour has been already observed in similar
systems,[126, 127, 128] however, in the case of fulvene and similar derivatives
(i.e. dimethyl fulvene) this prediction awaits experimental confirmation.
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4.4.2 Prevention of the initial relaxation along the Qs
coordinate: altering the initial geometry distri-
bution of the photo-excited wavepacket
The control scheme we describe in this section is based around modifying the
initial geometry distribution of a photo-excited wavepacket, to allow decay
in the twisted region of the crossing seam to develop without re-crossing
(Figure 4.1). An experimental procedure based on a sequence of IR followed
by UV pulses has been theoretically proposed[129] in order to induce such
a non-Franck-Condon transition,[130] based on the idea that a wavepacket
can be first localised on the ground state, then projected onto the excited
state. (An IR+UV scheme has also been proposed in order to selectively
create and transfer momentum to an initial wavepacket,[131, 132] which is
the alternative control scheme for switching off re-crossing that we discuss in
the next Section 4.4.3).
Direct quantum dynamics calculations were performed starting at differ-
ent positions along the Qs coordinate. The initial wavepacket was shifted
along the Qs coordinate via linear interpolations between the FC geometry
and the second-order saddle point SP. Shifted positions downhill along the
Qs coordinate drastically decrease the available kinetic energy acquired dur-
ing the initial relaxation, and as a consequence, access to the planar conical
intersection is damped. The two following examples correspond to an initial
position displaced 50% between the FC geometry and the second-order saddle
point SP, which approximately corresponds to exciting a non-FC wavepacket
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at an energy of ~ω = 2.80 eV as in reference.[107]
Damped decay (reduced dimensionality)
Calculations in references [102, 107, 108, 109] show that a designed laser
pulse can initiate a twisted decay in fulvene if the central laser frequency is a
middle term between the frequency corresponding to a vertical excitation and
the one resonant with the transition from the lowest vibrational state in the
ground electronic state to the lowest vibrational state in the excited electronic
state. Such excitation would lead to a photo-excited population in-between
the FC region and the SP stationary point, decreasing the kinetic energy that
the wavepacket acquires during the relaxation (compared to Section 4.4.1).
If the wavepacket oscillates around the equilibrium position with too small
an amplitude to reach the planar region of strong non-adiabatic coupling, it
shall remain on the excited state potential for longer time, thus torsion of
the -CH2/methylene group can take place.
These dynamics calculations start on S1 between FC and SP (Figure 4.1).
All GBFs move downhill towards the intersection seam, but as expected,
most of them do not reach the seam of conical intersections during the first
50 fs (as shown by the adiabatic S1 population in Figure 4.3(a), top). Instead,
they oscillate along the Qs coordinate, but spreading and exploring the whole
range of torsion angles in a uniform and symmetrical manner (as shown by
the expectation value of Qtor in Figure 4.3(a), bottom). After 50 fs, eight out
of the sixteen GBFs begin to cross the seam and transfer some population
to S0 (< 20%). After about 70 fs, the symmetry between basis functions
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is broken: most of them begin to twist in the same direction, and a rapid
decay (60%) centred on the twisted crossing region of the seam takes place,
in agreement with reference.[107]
Damped decay (full dimensionality)
Previous quantum dynamics studies included methylene rotation without
taking into account the pyramidalization coordinate in the nuclear degrees
of freedom. Nevertheless, looking at the topology of the PES we can see that
the twisting and pyramidalization imaginary frequencies at the SP second-
order saddle point (Figure 4.1) correspond to 448i cm-1 and 264i cm-1 re-
spectively at CAS(6,6)/6-31G(d) level of theory. Therefore, because both
directions along the decay path have negative and similarly shallow curva-
tures, a wavepacket is expected to spread out along both twisting and pyra-
midalization coordinates when both are included in the nuclear degrees of
freedom.
Figure 4.3(b) shows the total adiabatic population of the first excited
state and the expectation value of the Qtor dihedral angle of a damped de-
cay in full dimensionality using eight GBF (attempts to propagate sixteen
GBFs in this case were unsuccessful, due to convergence problems with the
CASSCF electronic structure calculation for one of the basis functions). As
with the reduced dimensionality case, the stepwise character is considerably
diminished, compared to the natural decay (Section 4.4.1): decay takes place
during one oscillation at about ∼ 70 fs. However, the effect on the dihedral
angle expectation value is much less dramatic in the full dimensionality case
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on the same timescale: decay at 70 fs is associated with a much smaller tor-
sion angle than for the reduced dimensionality case. This effect is attributed
to the fact that, in the case of the full dimensionality model, the majority
of coupled trajectories decay through mixed twisted/pyramidalized crossing
regions of the seam.
Figure 4.3 Fulvene damped decay with an initial wavepacket displaced 50%
along the Qs coordinate, which approximately corresponds to exciting a non-
FC wavepacket at a frequency of ~ω = 2.80 eV. Total adiabatic population of
the S1 excited state and the expectation value of the Qtor (Figure 4.1) using
(a) reduced and (b) full dimensionality models.
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We can understand this behaviour by looking at Figure 4.1. In the dy-
namical picture obtained from the present quantum dynamics simulation,
the nuclear kinetic energy allows movements along the surroundings of the
reaction pathway, thus a chemical representation of the reaction is obtained
in semi-classical terms as an average sampling of the PES region that the
GBFs are able to dynamically explore.
In order to illustrate how the pathway followed by the centre of each
GBF provides a straightforward interpretation of the wavepacket in semi-
classical terms, Figure 4.4 shows selected geometries for three representatives
trajectories out of eight. The time/geometry at which each GBF begins to
transfer a significant amount of population to the ground state is highlighted.
In addition to this, Figure 4.5 shows (a) the individual GGP weights and (b)
the electronic energies of the S0 and S1 adiabatic states explored by the same
trajectories.
Looking at both Figures 4.4 and 4.5, trajectory 1 reaches the surround-
ings of the seam several times. The contribution this basis function makes to
S1 reduces quickly, but this is not mirrored in a buildup of S0 population for
this basis function. Instead, other basis functions dominate S1 from ∼ 30 fs.
Trajectory 2 oscillates around the equilibrium position with too small an am-
plitude to fully reach the area of strong non-adiabatic coupling until between
70–80 fs where it transfers population to S0. Finally, trajectory 3 oscillates
around totally symmetric coordinates, and after 10 fs, it makes almost no
contribution to the wavepacket on S1 or S0. Looking at these three exam-
ples we can see how these quantum trajectories [71] extracted from the centre
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of each basis function can be considered as a projection of the wavepacket
probability density to a reduced statistical sampling distribution of represen-
tative time-dependent Gaussian functions. Trajectory 2 in particular shows
that both pyramidalization and twisting coordinates should be included in
future models in order to more accurately describe a damped decay.
Figure 4.4 Selected geometries over time of three representative “quantum
trajectories” of a damped decay in full dimensionality using eight GBF. Each
trajectory corresponds to the movement of the centre of a particular GBF,
and the time/geometry at which each begins to transfers a significant amount
of population to the ground state is highlighted.
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Figure 4.5 (a) Individual GGP weights and (b) electronic energies of the
S1 and S0 adiabatic states for the same three representative quantum tra-
jectories illustrated in figure 4, which correspond to a damped decay in full
dimensionality using eight GBF. It should be noticed that decrease in a given
GGP weight might be due to transfer to the lower state (decay) or as a re-
sult of transfer to another GBF on the same state (loss of contribution to
the wavepacket). For instance, in the present figure the sharp decay of tra-
jectory 2 at ∼ 70 fs corresponds to a transfer of population from S1 to S0 at
the geometry highlighted in figure 4 while trajectories 1 and 2 mainly loose
contribution to the wavepacket during the first ∼ 30 fs.
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4.4.3 Driving the system to the peaked region of the
PES: altering the initial momentum composition
of the photo-excited wavepacket
Selective excitation of normal modes has been achieved experimentally by
matching the frequency of the pulse train to a ground-state vibrational mode.
Then the wavepacket can be photo-excited after momentum has been intro-
duced along the mode coordinate. Several experimental schemes have been
proposed and applied experimentally to various molecules.[133, 134, 135] In
particular, recent experimental investigations on the photo-isomerisation of
cyanines[136] have proved that significant control of the absolute quantum
yield of isomerization can be achieved by means of excitation of specific
modes. Significant changes in the isomerization kinetics were interpreted as
a result of an alteration of the initial momentum composition of the photo-
excited wavepacket. These excitations of specific modes were found to be ca-
pable of moving the excited-state population towards the conical intersection
seam and thus notably increase the absolute quantum yield of isomerization.
In order to theoretically model specific stimulation of modes of vibra-
tion, an initial momentum, p = hk, was added along the chosen direction
immediately after excitation to the S1 FC region. This was achieved by
multiplying the initial real-valued multidimensional wavepacket, called the
Gaussian envelope, by the complex phase factor exp(ikQ). This technique
has been previously applied to benzene[80] and cyanine model[77] in order
to study the general mechanistic principles that control S1/S0 decay through
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conical intersections. In both studies, giving a specific extra momentum to
the initial wavepacket accessed specific targeted points on the PES.
The k vector (given in Appendix 4.6.2) was obtained by converting the
geometry of the minimum energy conical intersection on the seam, which
has a twist angle of 63 degrees, to frequency-mass-weighted normal mode
coordinates. These correspond to the rectilinear displacements obtained by
scaling the normal coordinates of the S0 minimum, so that the vibrational
ground state in S0 corresponds to a width equal to 1/
√
2 in each of the 30
coordinates. Then a total energy of 0.5 eV (4033 cm-1) was added in that
direction immediately after excitation.
Figure 4.6 illustrates the total adiabatic population and the variation of
the expectation value of this dihedral angle. Initially the wavepacket is at the
FC region with weight zero in S0 and weight one in S1. Then the wavepacket
moves downhill to the intersection seam along the coordinate represented
by the dashed line in Figure 4.1. At t=6 fs the conical intersection seam is
reached for the first time. At this point the average value of the dihedral
angle is only 10 degrees, thus a considerable sloped character of the crossing
is still retained. The wavepacket transfers population from S1 to S0. After
the crossing, the wavepacket follows the same direction by inertia until at
t=10 fs comes back. Then at t=14 fs the conical intersection seam is reached
again, but now the expectation of the dihedral angle is almost 30 degrees,
thus some population is transferred back from S0 to S1, but a large amount
stays on S0. Figure 4.7 shows a sketch of the pathway that the wavepacket
(considered as the average position of all GBFs) follows on the PES.
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Figure 4.6 (a) Total adiabatic population of the first excited state for the
selective torsional excitation. (b) expectation value of the dihedral angle Qtor
for the selective torsional excitation.
The k vector has components along every normal mode that includes out-
plane movement of the methylene group and the Qs coordinate components,
which means that the excess vibrational energy (0.5 eV / 4033 cm-1) has
to be distributed among mainly twelve modes (∼ 336 cm-1/mode). In the
previously studied cases of benzene[80] and cyanine model[77] a minimum
of 6.0 eV was necessary in order to drive the system to the targeted region
of the seam with one single “kick”. Therefore, among all three systems, we
consider that fulvene is the one in which this control scheme is more likely
to work.
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Figure 4.7 Fulvene decay after selective excitation of torsional modes.
Sketch of the pathway that the centre of the wavepacket follows on the PES.
4.5 Conclusions
Two possible schemes for controlling population transfer — either altering
the initial geometry distribution or the initial momentum composition of
the photo-excited wavepacket — were explored. In each case, the target
for control is to force decay away from the default planar region towards
the lower-energy twisted region of the S1/S0 crossing seam, switching off the
stepwise population transfer. Instead of targeting a particular product, a
specific region of the crossing seam, which correlates with a well-defined ex-
perimental signature, was targeted. Experimentally, there may be other ways
to achieve such control: these two complementary schemes were investigated
as proof of concept, and because they have a straightforward interpretation
based on the shapes of the ground and excited state potential energy surfaces
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involved.
In the first control scheme investigated, a non-Franck-Condon wavepacket
was generated with a geometry distribution shifted along the symmetric co-
ordinate leading to the planar region of the seam (Figure 4.1). This aims to
simulate a hypothetical experiment in which laser pulses damp nuclear mo-
tion towards planar conical intersection geometries, by reducing the accelera-
tion due to the steep gradient of the excited state potential energy surface of
fulvene. Decay at the twisted region of the seam was successfully achieved,
using both reduced dimensionality (reproducing previous quantum dynamics
calculations) and full dimensional models. However, in the latter case, the
pyramidalization coordinate was additionally explored by the wavepacket,
thus this should be included in future models in order to accurately describe
fulvene decay.
An alternative control scheme was also investigated, in which extra mo-
mentum was explicitly added to the wavepacket at t=0, such that torsional
motion was favoured. This aims to simulate a hypothetical experiment
whereby laser pulses are chosen to alter the initial momentum composition of
a photo-excited wavepacket. A total of 0.5 eV (∼ 336 cm-1/mode) was found
to be sufficient to force significant decay throughout the twisted/peaked
crossing region of fulvene: decay at the twisted region of the seam was suc-
cessfully achieved with this method too.
Both control schemes are complementary for fulvene, successfully result-
ing in ultra-fast decay with no stepwise population transfer. These simula-
tions suggest that, from an experimental point of view, a stepwise population
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transfer should be observed by default, and that this re-crossing character
should not be observed if controlled decay is successfully photo-induced to
take place at the twisted region of the fulvene surface crossing.
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4.6 Appendix
4.6.1 Prevention of the initial relaxation. Initial posi-
tion between the FC geometry and the second-
order saddle point SP (A˚).
Atom X Y Z
C 1.148946 -0.095701 0.000000
C 0.000000 0.765139 0.000000
C -1.148944 -0.095702 0.000000
C 0.709184 -1.437170 0.000000
C -0.709185 -1.437171 0.000000
C 0.000000 2.187856 0.000000
H -0.919421 2.741570 0.000000
H 0.919421 2.741572 0.000000
H -2.170993 0.235956 0.000000
H 2.170988 0.235976 0.000000
H -1.340529 -2.306297 0.000000
H 1.340513 -2.306309 0.000000
Table 4.1: Initial position simulating a non-Franck-Condon wavepacket in
fulvene (A˚).
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4.6.2 Driving the system to the peaked region of the
PES. Initial momentum vector.
Atom X Y Z
C 1.129511 -0.083075 -0.028529
C 0.000001 0.755718 0.000000
C -1.129513 -0.083076 0.028522
C 0.684267 -1.471303 -0.017719
C -0.684268 -1.471304 0.017715
C -0.000001 2.234938 0.000000
H -0.437498 2.788274 -0.808915
H 0.437501 2.788269 0.808914
H -2.151303 0.242415 0.062184
H 2.151303 0.242408 -0.062180
H -1.329263 -2.327573 0.036598
H 1.329272 -2.327582 -0.036596
Table 4.2: Cartesian coordinates giving the direction of the induced geomet-
rical displacement with respect to Franck-Condon point (arbitrary unit).
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Coordinate Normal mode of vibration Value (dimensionless)
Q1 B1 0.00000
Q2 B2 0.00000
Q3 A2 -2.02794
Q4 B1 0.00001
Q5 A1 -1.99872
Q6 A2 -2.80784
Q7 A2 -4.11536
Q8 B1 -0.00026
Q9 B2 -0.00002
Q10 B1 0.00000
Q11 A2 -0.18238
Q12 B1 -0.00031
Q13 A1 -0.88109
Q14 B2 0.00000
Q15 A1 -0.82133
Q16 B2 -0.00027
Q17 A1 1.43731
Q18 B2 0.00000
Q19 B2 0.00006
Q20 A1 -1.66280
Q21 A1 0.72868
Q22 A1 3.13010
Q23 B2 -0.00009
Q24 A1 -0.69194
Q25 A1 5.81317
Q26 B2 -0.00009
Q27 A1 0.14509
Q28 B2 0.00000
Q29 B2 0.00001
Q30 A1 0.15218
Table 4.3: Components of the initial momentum in the normal mode coor-
dinate set (dimensionless).
141
142
Chapter 5
A population transfer model for
intramolecular electron transfer
The aim of this chapter is to further prove the applicability of the vMCG
(variational Multi-Configuration Gaussian) approach by benchmarking an
approximate population dynamics model in Jahn-Teller systems. The so-
called Density Matrix Non-Equilibrium Fermi’s Golden Rule (DM-NFGR)
can be seen as a simplified version of vMCG, in which the finite Gaussian
basis set and on-the-fly evaluation of the nuclear Hamiltonian are eliminated
via use of the density matrix formalism and a perturbational treatment of
the equations. This has three clear advantages: firstly, it allows us to extend
the maximum molecular size considerably; secondly, we can relate the popu-
lation dynamics to an analytical time-dependent rate expression; and finally,
temperature effects can be included in the simulations. Benchmark calcu-
lations for the 2,6-bis(methylene) adamantyl (BMA) radical cation support
the reliability of the results.
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5.1 Introduction
Full quantum treatment of electrons and nuclei is impractical for systems
with a large number of Degrees Of Freedom (DOF). Thus, some intermedi-
ate solutions, such as the Direct Dynamics variational Multi-Configuration
Gaussian (DD-vMCG) method, have been devised in the past decades, in-
cluding: mixed quantum-classical techniques[70, 137] (i.e. trajectory surface
hopping), Gaussian wavepacket methods,[3, 138] semi-classical,[139] and gen-
eral path-integral-based approaches.[140, 141]
Although all these techniques alleviate the burden of full quantum con-
sideration, they require numerical simulations and can still be quite compu-
tationally expensive owing to multiple Potential Energy Surface (PES) cal-
culations involved at every dynamical step. Also, the variety of time scales
in large systems can easily make straightforward dynamical simulations in-
credibly long. In these circumstances, techniques that reduce the number of
relevant DOF and parametrize PESs by simple model Hamiltonians amenable
to analytical treatment are highly valuable, not only because they make eval-
uation of non-adiabatic dynamics for large systems possible but also because
these models provide qualitative insights into otherwise incredibly complex
processes.
One of these reduced model representations is the so-called DM-NFGR,
a population dynamics model in Jahn-Teller systems. The DM-NFGR is the
Density Matrix (DM) analogue of the Non-equilibrium Femi Golden Rule
(NFGR).[35] Similar to other models with perturbative origins (i.e. the non-
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equlibrium generalization of the Fo¨rster-Dexter theory[36], see also references
[142, 143, 144]), the DM-NFGR provides a simple method for the estimation
of population dynamics and a time-dependent rate constant.
In short, the DM-NFGR can be seen as a simplified version of the DD-
vMCG method, in which the on-the-fly evaluation of the nuclear Hamiltonian
and finite Gaussian basis set are eliminated via use of the density matrix for-
malism and a perturbational treatment of the equations (see Appendix 5.6
for a full derivation). The DM-NFGR builds on three independent approxi-
mations:
1. Nuclear DOF constraint
In order to reduce the computational cost for large systems, one can con-
sider only a restricted number of nuclear DOF that are the most relevant
to the electronic transition.
2. Rigid-fixed harmonic surface
If the PES landscape is relatively simple, one can treat the nuclear DOF
as a set of harmonic oscillators that are constructed around a given sta-
tionary point.
3. Perturbation treatment of the dynamical equations
Last, via Time-Dependent Perturbation Theory (TDPT), an approximate
solution for the population dynamics can be found by taking the off-
diagonal part of the Hamiltonian as a perturbation.
Therefore, in order to complete the application work of this thesis, here
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we apply the vMCG (variational Multi-Configuration Gaussian) approach to
benchmark the DM-NFGR. First, the most converged population dynam-
ics are computed through vMCG, and then the three successive approxima-
tions are evaluated separately. As will be shown for the 2,6-bis(methylene)
adamantyl (BMA) radical cation, all approximations successfully reproduce
the exact dynamics obtained via vMCG qualitatively for short times.
The rest of the chapter is organised as follows. In Section 5.2, we provide
a short summary of Intramolecular Electron Transfer (IET) in BMA and the
DM-NFGR procedure. Section 5.4.1 reports details of numerical simulations
using the standard vMCG approach. Then Section 5.4.2 applies the afore-
mentioned simplifications while comparing them with the vMCG reference
description for the equilibrium nuclear configuration. Section 5.4.3 concludes
the application of the DM-NFGR by applying it to non-equilibrium nuclear
configurations at different temperatures, and finally, Section 5.5 summarises
the obtained results.
5.2 Background
The BMA radical cation derivative, which has been the subject of several
studies[145, 146, 147], is a simple model for the study of IET in bichro-
mophoric systems. As shown in Figure 5.1, in the BMA molecule a rigid
adamantane framework connects two pi bonds, in which the localised posi-
tive charge can migrate from one side to the other.
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Figure 5.1 Intramolecular electron transfer in the bis(methylene [X=H])
adamantly radical cation.[146]
5.2.1 Previous studies
The first mechanistic study of BMA was carried out using a semi-empirical
TSH method in the late 1990s.[147] In this study, the main symmetry-
breaking mode was identified as the torsional vibration about the terminal
methylene group on the one-electron pi bond at 298 K. This torsional vibra-
tion was also attributed to being responsible for the secondary kinetic isotope
effect, which was also observed.
Later, L. Blancafort[146] identified the so-called diabatic trapping (favoured
re-crossing character) in BMA at 0 K and its origin in terms of structural
factors using Ehrenfest dynamics.[64, 148] According to this study, the co-
ordinates that control the energy gap during the IET at the D2d conical
intersection are the Gradient Difference Vector (GDV) — pi bond stretching
— and the Derivative Coupling Vector (DCV) — adamantane antisymmetric
breathing (right hand side Figure 5.3). This last component of the branching
space, DCV, has a small length; therefore, the diabatic trapping in BMA is
a consequence of the derived quasi-degenerate seam landscape.
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In contrast with reference [147], according to L. Blancafort degeneracy
preserving coordinates at the D2d conical intersection, such as methylene
torsion and pyramidalization, do not contribute to avoiding the energy gap.
Furthermore, it was found that, in terms of Ehrenfest semi-classical trajecto-
ries, there is no single mode that controls the diabatic trap. On the contrary,
the reactivity depends on the combination of a number of small effects acting
on the adamantane cage.
More recently simulations in reference [145] have confirmed the mecha-
nistic feature of no predominance of a single degeneracy mode at different
temperatures up to 300 K. These temperature dependent modes were mainly
the methylene rotation, the out-of-plane twisting of the pi bonds, and the os-
cillation of methylene moieties as a whole. Here, also thermal activation of
additional DOF was observed to lower the free energy barrier.
5.2.2 Elementary processes in BMA
BMA charge transfer corresponds to the photo-induced non-adiabatic transi-
tion from a donor to an acceptor state through a peaked conical intersection
(sketch 1 in Figure 5.2). This is a completely opposite situation compared
to the fulvene decay mechanism, which takes place centred around a sloped
conical intersection (sketch 2 in Figure 5.2).
The diabatic trapping situation is defined by L. Blancafort as the com-
petition between IET and upward hops to the excited state when the length
of one of the branching space vectors is small. Therefore, three possible
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elementary processes can occur in the BMA dynamics:[146, 148]
1. Non-reactive trajectories
2. Direct electron transfer
3. Secondary electron transfer
Figure 5.2 Photoinduced non-adiabatic transitions through a (1) peaked
and a (2) sloped conical intersection. Red arrows are the ultra-fast laser
excitations, purple arrows are the adiabatic oscillations on the donor surface
and green arrows are the non-adiabatic transitions between the donor and
acceptor surfaces.
The first and simplest case corresponds to non-reactive trajectories, thus
the trajectory stays on the initial side of the diabatic PES. The second case
is the charge transfer effect that occurs when the trajectory moves from one
minimum to the other. In other words, the trajectory remains on the adia-
batic ground state, but switches diabatic electronic state. Finally, the third
event occurs when the trajectory switches diabatic state as in the previous
case, but crosses the seam three times as a result of the favoured re-crossing.
These three processes are schematically illustrated in the scheme in Figure
5.3 (left hand side).
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Figure 5.3 Schematic representation of elementary processes in BMA: (a)
Non-reactive trajectories (b) direct electron transfer and (c) secondary elec-
tron transfer.
5.2.3 Non-Equilibrium Fermi’s Golden Rule
Now, we present the main steps in order to obtain the DM-NFGR, a sim-
plified model of population dynamics in Jahn-Teller systems. One of the
simplest model Hamiltonian for non-adiabatic transitions through conical
intersections is the Linear Vibronic Coupling (LVC) Hamiltonian:
HLCV =
∆1 0
0 ∆2
+∑
i
(p2i + ω2i x2i )/2 0
0 (p2i + ω
2
i x
2
i )/2
+
xid(1)i cixi
cixi xid
(2)
i

(5.1)
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HLCV represents nuclear motion on two coupled diabatic PESs separated
vertically in energy by ∆2 − ∆1 and parametrised by harmonic oscillators
with frequencies ωi, coordinates xi, and momenta pi. Although both diabatic
surfaces have the same set of frequencies, they differ by linear shifts d
(k)
i xi and
their adiabatic sets of frequencies can be different upon diagonalization due to
the off-diagonal couplings cixi. In spite of its simplicity, HLCV parametrised
with ab initio methods has shown to produce accurate results for vibronic
spectra and dynamics in many molecules (see references [27, 149]).
Nevertheless, the computational cost of quantum dynamics with the HLCV
still scales exponentially with the number of nuclear DOF. For practical pur-
poses though, only the dynamics of the most relevant DOF to the electronic
transition is the main interest, which corresponds to the aforementioned ap-
proximation (1) nuclear DOF constraint. Notice that the two coupled sur-
faces are also fixed in time, therefore this corresponds to the application of
approximation (2) rigid-fixed harmonic surface. This latter approximation
also ignores the anharmonicity of the PES, which we will show not to be vital
for the population transfer dynamics in BMA.
Now we describe the application of approximation (3) perturbation treat-
ment of the dynamical equations. Although the full HLCV does not have an
analytical solution, its diagonal part does. Therefore via TDPT, an approx-
imate solution can be found by taking the diagonal part of the HLCV as
H0 and the off-diagonal part as the perturbation V (see Chapter 1 for more
details and Appendix 5.6 for full derivation).
The resulting population dynamics, which treats the non-adiabatic tran-
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sitions perturbatively, becomes:
P (t) = exp
(
−
∫ t
t0
κ(t′)dt′
)
(5.2)
where the time-dependent rate κ(t′) can be seen as a non-equilibrium ana-
logue of the Fermi’s Golden Rule time-independent rate. This characterises
the dynamics of the electronic donor population P (t) within a simple first
order kinetic equation,
∂P (t)
∂t
= κ(t)P (t) (5.3)
Extension of the Fermi’s Golden Rule for initial non-equilibrium nuclear
configurations can be found in references [35, 36]. Similarly to reference [36],
here we apply the same perturbational treatment within the density matrix
formalism. This has the advantage of allowing the inclusion of temperature
effects in the simulation.
5.3 Computational details
Direct quantum dynamics simulations with the vMCG method were carried
out with a development version of the MCTDH[82] quantum dynamics pro-
gram interfaced with a development version of the Gaussian 09 package.[48]
In all simulations the system of coordinates for the dynamics was con-
structed as the rectilinear displacements that were obtained as normal modes
of vibration in a standard frequency calculation at the LOC minimum (see
Figure 5.1).
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The vMCG method can employ two types of nuclear wavefunction ex-
pansion: single-set
Ψ(s)(Q, t) =
∑
j
A
(s)
j (t)gj(Q, t) (5.4)
and multi-set
Ψ(s)(Q, t) =
∑
j
A
(s)
j (t)g
(s)
j (Q, t) (5.5)
where gj(Q, t) are the frozen width multidimensional Gaussian Basis Func-
tions (GBFs), and A
(s)
j are the corresponding expansion coefficients. In the
single-set expansion, GBFs on two different electronic surfaces are restricted
to move identically, while in the multi-set expansion they are completely
independent.[77, 87] For both basis sets, analysis of the trajectories revealed
that a single GBF stayed on the initial donor surface and acquired more than
99% of the weight for most of the simulation. Then the rest of GBFs move
and explore the acceptor surface as a result of all three elementary processes
previously described. Therefore, the multi-set scheme adapts better to the
characteristics of the electron transfer, since this allow us to assign a specific
number of GBFs for each diabatic surface (i.e. one for the donor surface and
N for the acceptor surface). Except for the full dimensionality vMCG com-
putations, which were done using both schemes for comparison, the multi-set
scheme was employed in the rest of simulations.
A development version of the Gaussian 09[48] program was used to cal-
culate the BMA minimum geometry and conical intersection using the Com-
plete Active Space Self-Consistent Field (CASSCF) method. To keep compu-
153
Chapter 5
tational expenses minimal, but at the same time obtain qualitatively correct
topology of the electronic surfaces, all on-the-fly electronic structure calcu-
lations were done using the minimal STO-3G basis set. Quality of the basis
set was not a matter of concern because the main emphasis of this work is
on testing the reliability of the three previously mentioned approximations
within the vMCG accuracy. Benchmark calculations in reference [146] show
that the STO-3G basis cannot reproduce the details of the PES, however, it
does provide a correct qualitative description in the region near the crossing
seam. The CASSCF wavefunction was described using the pi active space
of three electrons spread among four molecular orbitals. The initial active
space was obtained at the ground state equilibrium geometry and propagated
for every GBF. State-average calculations with both S1 and S0 states equally
weighted were performed for the whole PES, even when it should not be
necessary, in order to avoid discontinuities.
5.4 Results and discussion
We begin with the description of vMCG dynamics in full dimensionality.
Following this, the “exact” results are compared with each one of the ap-
proximations for the population dynamics starting at equilibrium nuclear
geometries. These comparisons with quantum dynamics results are done for
zero temperature to which the vMCG method is currently restricted. Finally,
to conclude, the non-equilibrium dynamics and the effect of increasing the
temperature are assessed through the DM-NFGR formalism.
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5.4.1 Converged population dynamics in full dimen-
sionality
BMA is composed of 28 atoms and 78 nuclear DOF (3N-6) in normal mode in-
ternal coordinates. Figure 5.4 shows the diabatic population for the initially
populated diabatic state employing the single-set formalism (see computa-
tional details) in full dimensionality. As we can see, vMCG quickly converges
by increasing the number of basis configurations; 12-GBF already show qual-
itative convergence when compared to 16-GBF and 24-GBF.
Figure 5.4 Diabatic population for the initially populated donor state em-
ploying 1 to 24 GBF and the single-set formalism.
For the case that uses 12-GBF, two GBF are non-reactive and one of them
is the GBF with the major contribution to the wavepacket. Four exhibit
direct IET, while the remaining six show secondary IET. Figure 5.5 (top)
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illustrates the diabatic electronic energies for two reactive trajectories in the
12-GBF simulation. A large gap between ground and first excited states
indicates that the GBF is close to the minimum, while a reduction in this
value corresponds to approaching the crossing seam. One can also see that
the gap never goes to zero, thus the D2d conical intersection is never reached.
The electron transfer can also be observed as the inversion of the pi bond
characters in the methylene groups. In Figure 5.5 (bottom), the evolution
of the C-C carbon distances is presented for each trajectory. As we can see
these swap at 10 fs approximately.
Figure 5.5 Diabatic electronic energies for two reactive trajectories in a 12-
GBF simulation in BMA (above). Time dependence of the C-C distances is
displayed below for each trajectory (below).
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Analysis of the variation in the dihedral angle of the plane represented
by the pi bonds (the lowest vibrational mode in the BMA minimum) shows
constant variation up to 10 degrees for most of the GBFs. This low energy
mode has also been observed in classical simulations of BMA at 300 K,
however, here it already gets activated at 0 K.
Besides the C-C distances and out-of-plane bond movements, there is
no simple correspondence between normal modes and GBF trajectories, as
many internal coordinates play a role in the moving process. Reactive tra-
jectories cross via combination of many DCV components as seen in previous
studies.[145, 146]
Finally, to conclude, analysis of the contribution of each basis function
showed that a single GBF tends to remain representing almost the totality
of the donor diabatic state (99%), while the rest represent the density proba-
bility transferred to the acceptor state. Therefore, rather than the standard
single-set, the multi-set scheme for vMCG is more convenient since this allows
us to assign a certain number of GBFs for each diabatic surface. Compar-
isons between using one or many GBFs for the description of the donor well
showed that only one GBF is sufficient, which already gives us insight into
the mechanism of the IET process. This is also the main idea behind the
Fermi’s Golden Rule, in which the vibrational ground state on the donor
surface is assumed to be coupled to a number of vibrational eigenstates on
the acceptor surface. For the rest of the computations, only the multi-set
scheme will be employed.
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5.4.2 Approximated equilibrium population dynamics
Now we describe the obtained results within the successive approximations
(1 to 3). The vMCG code is interfaced with the development version of the
Gaussian package so that we can obtain quantum dynamics not only with
the fully quadratic Hamiltonian evaluated on-the-fly at every propagation
step, but also with the reduced dimensionality and fixed LVC Hamiltoni-
ans. Therefore, the three approximations: (1) reduced nuclear DOF (2)
rigid-fixed harmonic surface and (3) perturbation treatment of the dynami-
cal equations, can be independently evaluated. The Hamiltonian evaluated
on-the-fly at each time-step will be referred to as the exact Hamiltonian in
further discussion.
Approximation 1: reduced dimensionality
The current section is devoted to the reproduction of the exact vMCG results
by a reduced set of nuclear DOF. The objective is to show that the full
dimensionality population can be reproduced qualitatively by reducing the
normal mode coordinate exploration space, as long as the most important
coordinates are preserved.
In general there are four independent sets of modes to take into account
when reducing dimensionality in non-adiabatic decay:
1. Conical intersection description
2. Coordinates belonging to the GDV
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3. Coordinates belonging to the DCV
4. Coordinates activated due to internal energy transfer
In the present case, the second, third and fourth sets are the main ones.
The set of coordinates describing the conical intersection and the GDV are
the same because the minimum LOC and the conical intersection are con-
nected without barrier. This could not be the case when there is a transition
state connecting the Franck-Condon region and the crossing seam. Then
an extra set of coordinates, different from the gradients at the seam, would
probably be necessary.
After the calculations presented in the previous section, we already know
that the lowest vibrational mode is activated in BMA, thus naturally this
and similar out-of-plane modes should be included. In order to select the
remaining set of modes, Table 5.1 in Appendix 5.6.4 shows the DCV and
GDV described as a linear combination of the most important Normal Modes
of Vibration (NMV) in BMA. These are ordered from greater to smaller
contribution. The full dimensionality model is composed of a total of 78
normal mode coordinates. The minimal dimensionality is made of the 23
most important modes that belong to the GDV and DCV (23 DOF). A second
dimensionality model is composed of these 23 modes plus the six modes that
describe out of plane movements (29 DOF). Finally, a third dimensionality is
composed by the fifteen most important modes belonging to each class plus
the nine modes that describe out of plane movements (39 DOF).
Even though the details are naturally better described as soon as the
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number of modes belonging to the branching space description is increased,
all three models with reduced dimensionality are capable of qualitatively
reproducing the population transfer in BMA. Figure 5.6 shows the donor
diabatic population using full dimensionality (black) and 23 DOF (blue)
using 12 GBFs.
Approximation 2: fixed PES
To assess how the LVC Hamiltonian dynamics differ from that of the exact
Hamiltonian, we compared the vMCG wavepacket dynamics with these two
Hamiltonians using 12-GBF and 23 DOF. This is shown in Figure 5.6 (blue
and green).
The two dynamics simulations are very similar for short times and agree
only qualitatively for longer times (t > 40 fs). As we can see both curves
show a relative maximum at t ∼ 10 and t ∼ 20 fs. Thus, we conclude that
the LVC Hamiltonian introduces only very small deviations in dynamics for
time scales at short times (t < 40 fs) when the employed nuclear basis set is
adequate.
Approximation 3: perturbation treatment
Finally we move to the third approximation, in which, after applying ap-
proximations (1) and (2), the population dynamics is analytically solved via
second order TDPT. This has the advantage of providing quick and compu-
tationally inexpensive estimates of the electronic population dynamics and
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its temperature dependence in Jahn-Teller systems.
Figure 5.6 shows the DM-NFGR for the equilibrium dynamics in BMA
(red) in comparison with the LVC Hamiltonian using 12-GBF (green). The
smoother decrease of population in DM-NFGR is attributed to considering
only the forward population flow (donor to acceptor) and neglecting the back-
ward population flow (acceptor to donor) in the DM-NFGR. Nevertheless,
quantitatively there is very good agreement at short and long times.
Figure 5.6 Equilibrium population dynamics in BMA: vMCG full dimen-
sionality (black) and vMCG using 23 DOF (blue) with the exact Hamiltonian
and 12-GBF, vMCG using 23 DOF with the LVC Hamiltonian (green) and
DM-NFGR.
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5.4.3 Non-equilibrium dynamics and temperature de-
pendence
To investigate non-equilibrium dynamics we consider photoexcitation from
the minimum of the acceptor diabat (LOC’ in Figure 5.1) to the donor diabat
(Figure 5.2). Therefore, the shift coordinate corresponds to the GDV (see
Appendix 5.6). For the vMCG method, the non-equilibrium case is even
more basis set demanding than the equilibrium case. All of our calculations
with the exact Hamiltonian and small basis sets (up to 12-GBFs) provided
quite inadequate results because of basis set limitations. Therefore, here we
present only vMCG results with the LVC Hamiltonian for the reduced models
where we can approach convergence with the basis set.
Figure 5.7 illustrates the electron transfer dynamics in the DM-NFGR
and vMCG methods for BMA. 12-GBF with multi-set (green) already shows
very good agreement compared to 64-GBF (blue). We also compared the
multi-set description using 1-GBF for the donor surface and 64-GBF for the
acceptor, and employing 64-GBF for both surfaces, which shows quantita-
tively almost no difference. Meanwhile, DM-NFGR performs very well in
describing oscillations related to the non-equilibrium character of the ini-
tial distribution for a fairly extended time window, when comparing to the
vMCG results.
For non-converged computations, the basis deficiency can create dynam-
ical artefacts in quite arbitrary places, and it is highly valuable to have the
complete basis set point of view of the DM-NFGR method, even though the
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latter has perturbative origins. The derived rate expression uses an analyt-
ical form for the trace element and thus represents the complete basis set
limit.
Figure 5.7 Non-equilibrium population decay in BMA: vMCG with the LVC
Hamiltonian using [N (Donor) – M (Acceptor)] 64 – 64 (black), 1 – 64 (blue)
and 1 – 12 (green) multi-set GBFs followed by the DM-NFGR (red).
Finally, we would like to discuss briefly the temperature dependence of
non-adiabatic dynamics. It is not clear how to include temperature effects
in direct quantum dynamics, thus the aim of this is to show that it is rela-
tively straightforward via the DM-NFGR and that the obtained results are
physically sensible.
Figure 5.8 shows temperature dependence of the equilibrium IET process.
Looking at the rate expression, the temperature increase always promotes the
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population transfer by activating coupling modes. Temperature dependence
in BMA mostly comes from a 435 cm-1 coupling mode corresponding to a
torsional motion of the methylene groups, and involving deformations in the
adamantane cage (see Figure 5.9).
Figure 5.8 Lowest energy coupling modes in BMA.
Figure 5.9 Temperature dependence of equilibrium population decay in DM-
NFGR for BMA.
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5.5 Conclusions
We have characterised the population dynamics and mechanistic character-
istics of the charge transfer in the BMA radical cation via the vMCG ap-
proach. As previously observed,[145, 146] electron transfer in BMA shows
the diabatic trapping effect and electron transfer via a combination of many
DCV components. Reactive trajectories in full dimensionality also exhibit
activation of the lowest vibrational mode.
Then three successive approximations were evaluated: (1) the most rele-
vant nuclear DOF; (2) fixed harmonic surface; and (3) a perturbation treat-
ment of the nuclear dynamics. Reduction in the number of DOF and ap-
plication of the fixed LVC Hamiltonian allowed us to dramatically reduce
the cost of the simulations while preserving the main characteristics of the
process. Comparison with vMCG computations using up to 12-GBF shows
quantitative agreement for short-time dynamics and qualitative agreement
for longer times.
Successive application of these approximations provided an electronic
population dynamics model, named DM-NFGR, for electronic transitions
when occurring through a conical intersection seam. The DM-NFGR is a
simple model for the estimation of population transfer dynamics, which is
generally valid as long as:
1. The fixed local harmonic surface gives an adequate description
2. The perturbation is sufficiently weak
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3. The observation time is relatively short
In the present work we have reduced the number of nuclear DOF for conve-
nience, but in general this is not a requirement.
The main advantage of the DM-NFGR model is in its ability to sub-
stitute the computationally expensive quantum dynamics step, on the road
from electronic structure calculations to characterisation of the electronic
transition process. This is the first step for what could become a transition
state theory for non-adiabatic transitions through conical intersections. The
nuclear basis set completeness of the DM-NFGR also makes it a good comple-
ment to the frozen-width wavepacket techniques in assessing their inevitable
basis set incompleteness. Another advantage of the proposed approach is
to quickly relate the structural features of the system to components of the
rate expression. This capability can be used not only to obtain qualitative
insights into electronic transitions in large nanoscale systems with conical
intersection topology, but also to perform the inverse design of such systems.
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5.6 Appendix
The standard Fermi’s Golden Rule (FGR) rate model is an important result
derived from Time-Dependent Perturbation Theory (TDPT), which gives
transition rates when the perturbation couples a state into a continuum or
band of states. However, application of this to the computation of electronic
population dynamics in non-adiabatic transitions requires two conditions:[35]
1. Small coupling since FGR is an application of first order perturbation
theory
2. The assumption that the system is prepared in a rovibrational eigen-
state of the initially populated electronic potential energy surface
Therefore, generalised models to non-equlibrium situations have been sug-
gested in the literature by introducing a time-dependent transfer rate (see
references [35, 36, 142, 143, 144]) .
In this appendix we outline the non-equilibrium generalization of charge
transfer via a time-dependent transfer rate and using the density matrix for-
malism. This is employed in Sections 5.4.2 and 5.4.3 for quick and inexpen-
sive estimates of the electronic population dynamics and their temperature
dependence in BMA.
We note first, that this method was developed and implemented by A. F.
Izmaylov, thus this appendix is based on the derivation published in reference
[150]. Second, that from now on we employ braket notation for convenience.
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5.6.1 General overview
In general, the philosophy is to go through the same derivation for FGR using
TDPT, but assuming non-stationary initial conditions and considering full
time dependencies.
Reference [35] derives the expression for second order approximate popu-
lation dynamics from a initial prepared electronic state with non-equilibrium
nuclear distribution using the wavefunction formalism. Here, the probability
of observing the system in |k〉 at a time t, Pk(t), is expressed in terms of
the time-evolution operator UI(t0, t) truncated up to second order. Then, a
expression for the time-dependent rate transfer is obtained.
Alternatively, this can be done as well in the density matrix formalism
by expressing the Liouville equation in the interaction picture. In the next
section we apply the non-equilibrium generalization of the FGR for the par-
ticular case of the LVC Hamiltonian using the density matrix formalism. The
electronic population dynamics for the LVC Hamiltonian (Equation 5.1) can
be written by projecting the full electron-nuclear density ρ(t) dynamics
ρ(t) = e−iHLCV tρ(0)eiHLCV t (5.6)
on the electronic donor state |1〉 and tracing out the nuclear Degrees of
Freedom (DOF) (Trn)
P (t) = Trn[〈1|e−iHLCV tρ(0)eiHLCV t|1〉] (5.7)
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Then, a finite temperature perturbation theory can be built after applying
the small polaron transformation[25] to HLCV and taking the diagonal part
of the transformed HLCV as H0 and the off-diagonal part as the perturbation
V .
5.6.2 Polaron transformation
Since the LVC Hamiltonian cannot be treated exactly, we will use perturba-
tion theory with respect to the electronic off-diagonal couplings cixi. How-
ever, firstly, in order to use the same harmonic oscillator states for both
diabats, we remove on-diagonal linear terms d
(k)
i xi in the LVC Hamiltonian
with the polaron transformation.[25]
H = U †HLCVU (5.8)
U = U1U2 (5.9)
Uk = e
|k〉〈k|∑j g(k)j pˆj (5.10)
where, k enumerates electronic states (k = 1 donor and k = 2 acceptor), and
z
(k)
j = id
(k)
j /w2j are necessary geometric shifts.
The polaron transformation results in the Hamiltonian where diagonal
harmonic oscillators are not shifted anymore; instead, the off-diagonal terms
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are dressed by exponential operators
H = ∆˜1 |1〉 〈1|+ ∆˜2 |2〉 〈2|+ (|1〉 〈1|+ |2〉 〈2|)
∑
i
(p2i + w
2
i )x
2
i /2 (5.11)
+ |1〉 〈2|
∑
i
e−
∑
j g
(1)
j pj(cixi)e
∑
l g
(2)
l pl + |2〉 〈1|
∑
i
e−
∑
j g
(2)
j pj(cixi)e
∑
l g
(1)
l pl
and the constant energy shifts undergo re-normalization
∆˜k = ∆k −
∑
j
d
(k)
j
2
2w2j
(5.12)
The dressing of the off-diagonal coupling corresponds to the introduction of
the Franck-Condon factors in the operator form.
5.6.3 Second order perturbation approximation
Following this, we apply the conventional perturbation theory procedure. We
define H = H0 +V , where H0 contains all operators with diagonal electronic
projectors, and V incorporates both off-diagonal operators: V12 for the |1〉 〈2|
block and V21 for the |2〉 〈1| block.
H0 = ∆˜1 |1〉 〈1|+ ∆˜2 |2〉 〈2|+ (|1〉 〈1|+ |2〉 〈2|)
∑
i
(p2i + w
2
i )x
2
i /2
V = |1〉 〈2|
∑
i
e−
∑
j g
(1)
j pj(cixi)e
∑
l g
(2)
l pl + |2〉 〈1|
∑
i
e−
∑
j g
(2)
j pj(cixi)e
∑
l g
(1)
l pl
= |1〉 〈2| ν12 + |2〉 〈1| ν21 = V12 + V21 (5.13)
170
A population transfer model for intramolecular electron transfer
After the polaron transformation, the donor population dynamics [Equation
5.7] becomes
P (t) = Trn[〈1|e−iHtU †ρ(0)UeiHt|1〉] (5.14)
We assume that the initial full density can be factorised as ρ(0) = |1〉 ρn(0) 〈1|,
which is a good approximation for ultra-fast photoinduced processes. Insert-
ing the density factorization as well as expanding the evolution operator up
to second order gives
P (t) = Trn[〈1|U˜ (2)I (t)|1〉 ρ˜n(0) 〈1|U˜ (2)†I (t)|1〉] (5.15)
where
U˜
(2)
I (t) = 1−
∫ t
0
dt′
∫ t′
0
VI(t
′)VI(t′′)dt′′ (5.16)
VI(t) = e
iH0tV e−iH0t (5.17)
ρ˜n = U
†
1ρnU1 (5.18)
Note that the population in Equation 5.14 contains some parts of the overall
fourth order corrections, while the pure second order population is
P (2)(t) = 1− 2Re
∫ t
0
dt′
∫ t′
0
〈1|Trn[ρ˜n(0)eiH0t′V12eiH0(t′−t′′)V21e−iH0t′′ ]|1〉 dt′′
= 1− 2Re
∫ t
0
dt′
∫ t′
0
〈1|Trn[ρn(t′′)eiH0(t′−t′′)V12eiH0(t′−t′′)V21]|1〉 dt′′
(5.19)
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Here, we used the trace invariance with respect to cyclic permutations. The
last expression can also be connected to the time-independent FGR. To il-
lustrate this, we rewrite P (2)(t) as
P (2)(t) = 1−
∫ t
0
κ(t′)dt′ (5.20)
where
κ(t′) = 2Re
∫ t′
0
〈1|Trn[ρn(t′′)eiH0(t′−t′′)V12e−iH0(t′−t′′)V21]|1〉 dt′′ (5.21)
is a time-dependent analogue of a rate constant. Equation 5.21 gives the
DM-NFGR time-dependent rate.
The regular time-independent FGR rate can be derived from the DM-
NFGR rate under a few additional assumptions: First, nuclear density ρn(0)
is taken as the Boltzmann density (ρBZN), so that ρn(t
′′) = ρBZN and second,
we consider times t′ which are longer than a characteristic decay time of the
correlation function 〈1|Trn[ρBZNV12(t′ − t′′)V21]|1〉 so that one can substitute
in the upper integral limit with infinity and obtain the time-independent rate.
The latter condition requires the presence of many DOF, which is usually the
case in condensed phase environments.
Both DM-NFGR and FGR are derived using second order perturbation
theory, which breaks down if the spectrum of nuclear DOF in the donor
state overlaps with that of the acceptor state. In the time representation
that problem leads to negative populations in Equation 5.20 while in the
energy representation it gives rise to zero energy denominators. A relatively
172
A population transfer model for intramolecular electron transfer
easy way out of this problem is the so-called exponential resummation of the
perturbation series, which is also known as the cumulant expansion.[151]
The main idea of this resummation is to do a perturbative expansion
while preserving the exponential form of the evolution operator eiHt. For a
general exponential operator eA, the cumulant expansion of a thermal av-
erage is Tr[ρeA] = e
∑
j Tr[ρBj ], where the first two terms in the expansion
are B1 = Tr[ρA] and B2 = Tr[ρA
2] − Tr[ρA]2. Here, we substitute the
thermal average of the exponential operator with the exponent of the ther-
mal averages. Although, practically, we still need to truncate the cumulant
expansion at some finite order, this expansion allows us to preserve the ex-
ponential structure in any finite order. In our case, Equation 5.14 can be
rewritten as
P (t) = Trn[ρ˜n(0) 〈1|eiHt|1〉 〈1|e−iHt|1〉] (5.22)
= e
∑
j Trn[ρ˜n(0)Bj ] (5.23)
and in the second order cumulant expansion, the donor population dynamics
becomes
P (2)(t) = e−
∫ t
0 κ(t
′)dt′ (5.24)
This expression is always positive and does not require any extra computa-
tional work compared to Equation 5.20. Equations 5.20 and 5.24 can also
be seen as a consequence of the zeroth and first order kinetics for the donor
population.
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5.6.4 Gradient Difference Vector (GDV) and Deriva-
tive Coupling Vector (DCV) in BMA
NMV Gradient Difference NMV Derivative Coupling
62 0.00560241 50 0.00070862
41 0.00548931 8 -0.00030021
55 -0.00480216 48 0.00027622
52 0.00284191 39 -0.00026852
57 0.00277927 16 0.00026486
56 -0.00212801 27 0.00022324
40 -0.00151346 63 0.00022326
46 0.00120756 11 0.00019789
28 -0.00126053 42 -0.00019625
68 -0.00049334 58 -0.00002332
24 -0.00047425 73 0.00002146
19 -0.00040683 35 -0.00001444
67 0.00039479 3 -0.00001093
12 0.00039045 25 0.00000419
15 0.00025033 65 0.00000037
36 0.00022959 64 -0.00000027
61 0.00013169 66 -0.00000015
70 0.00008924 51 -0.00000003
76 0.00004639 75 0.00000003
6 0.00004265 4 0.00000001
10 -0.00003939 7 -0.00000001
30 -0.00003486 10 -0.00000001
72 0.00001838 12 -0.00000001
66 0.00000650 20 0.00000001
54 -0.00000025 31 -0.00000001
74 0.00000012 47 -0.00000001
Table 5.1: Gradient difference vector and derivative coupling vector expressed
as linear combinations of normal modes of vibration in BMA. Only the 26
most important normal modes of vibration are shown. These were obtained
from a SA-CAS(4,4)/STO-3G on the ground state minimum.
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Conclusions
In this thesis it is suggested that a fully variational time-evolving Gaussian
basis set, termed variational Multi-Configuration Gaussian (vMCG), is a
suitable formulation for the study of non-adiabatic processes in polyatomic
molecules. By systematically increasing the number of coupled Gaussian
Basis Functions (GBFs) one can obtain a set of descriptions leading towards
convergence for a dynamical property in principle, through which accuracy
can be balanced against computational cost in practical applications.
First, in Chapter 1 we introduced and reviewed the current state-of-the-
art modelling of non-adiabatic processes in molecular systems. Second in
Chapter 2 the vMCG approach was compared to two other possible formula-
tions – termed variational Single-Configuration Gaussian (vSCG) and vari-
ational Independent-Swarm Gaussian (vISG) – which have been commonly
used in the form of a variety of methods.[2, 91, 93, 98] This comparison in a
simplified harmonic model system allowed us to see the intrinsic advantage
of vMCG, which is a realistic sampling of the phase space without the initial
conditions (i.e. initial disposition and momentum) being so important when
using a sufficient amount of coupled GBFs.
Following this, we benchmarked the vMCG approach in a realistic molec-
ular example, fulvene, by modelling the radiationless decay and testing the
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convergence of two associated properties: the spatial extent to which the
conical intersection seam is sampled; and the timescale and stepwise nature
of the population transfer. These results showed that, in the case of fulvene,
a total of 24 GBFs appear to be where the population transfer converges
with respect to smaller basis sets, while sampling of the conical intersec-
tion seam can be realistically described with a smaller number of GBFs.
In principle, the systematic increase in the number of GBFs in vMCG pro-
vides a hierarchy of representations built from a well-defined base — Heller’s
frozen Gaussian model — which increases in accuracy and theoretically con-
verges towards another well-defined limit — the exact solution of the time-
dependent Schro¨dinger equation. This is a working hypothesis derived from
the study of fulvene excited state decay; further studies of different chemical
systems are now required to better understand the convergence respect to
the number of GBFs. This work has been published in reference [152].
The second application of vMCG was carried out in order to gain some
mechanistic insights by interpreting and rationalising photochemical exper-
iments via simple mechanistic principles based on dynamical pathways on
Potential Energy Surfaces (PESs). Two possible schemes for controlling
the population transfer were explored as proof of concept: altering the ini-
tial geometry distribution; and altering the initial momentum composition
of the photo-excited wavepacket. These simulations suggest that changing
the region of the intersection seam at which decay takes place (planar vs.
twisted) generates a well-defined experimental signature. No stepwise popu-
lation transfer (re-crossing character) should be observed if controlled decay
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in the twisted region is successfully photo-induced. This mechanistic feature
is not unique to fulvene and should be observed in any system containing
the aforementioned change in topology. This work has been published in
reference [153].
The third application consisted of the testing of a model for population
dynamics. The so-called Density Matrix Non-equilibrium Fermi Golden Rule
(DM-NFGR) can be seen as a simplified version of vMCG, in which the on-
the-fly evaluation of the nuclear Hamiltonian and finite Gaussian basis set
are eliminated via use of the density matrix formalism and a perturbational
treatment of the equations. The three main approximations leading to the
DM-NFGR model — (1) use of the most relevant nuclear Degrees Of Free-
dom (DOF), (2) fixed harmonic surface and (3) the solution of the equations
via time-dependent perturbation theory — were independently evaluated.
Comparison with vMCG computations using up to 12-GBF showed quan-
titative agreement for short-time dynamics and qualitative agreement for
longer times. In these calculations we reduced the number of nuclear DOF
for convenience, but in general this is not a requirement. The DM-NFGR
model allowed us to reduce the computational effort considerably, relate the
population dynamics to an analytical time-dependent rate expression and
include temperature effects in the simulations. This work and an extended
application of DM-NFGR to fulvene have been published in reference [150].
At least four independent areas of research may be generated from the
work discussed in this thesis:
1. The first area of research concerns the development of general tools for
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the study of non-adiabatic processes from first principles. The Jour-
nal of Chemical Physics published a special issue dedicated to non-
adiabatic dynamics in December 2012. In the last section of his open-
ing perspective article, J. C. Tully talks about the current challenge in
the field:[154]
“The role of theory is not simply to reproduce experiment.
This can serve as a useful test of accuracy, and sometimes
valuable lessons are learned by disagreement between theory
and experiment. But to be truly valuable, theories need to
be predictive. In the context of non-adiabatic dynamics, this
will require that all inputs to the calculations or simulations
must, at least in principle, be amenable to calculation from
first principles. While advances in ab initio electronic struc-
ture theory are bringing us closer to this goal, quantitative ab
initio calculation of electronic excited states remains as elu-
sive a goal as development of accurate and practical quantum
mechanical theories of non-adiabatic dynamics. Fortunately,
there is considerable current activity and progress on both
fronts.”
There is still a long way to go until accurate and practical non-adiabatic
dynamics calculations from ab initio principles become routinely avail-
able and generally applicable to large dimensionality systems. Never-
theless, the development of the vMCG approach, as well as other alter-
native methods (i.e. other time-evolving Gaussian basis set approaches[1,
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2, 3, 4] or the generlization of standard grid-based methodologies,[155,
156] are bringing us closer to this goal. Once an initial geometry, ref-
erence point for diabatization and number of GBFs are specified, the
protocol employed in this thesis is completely defined without system-
specific choices and with a well-defined route towards convergence in
principle.
2. Similarly, a second area of research would concern the extension of the
DD-vMCG code implementation to other electronic structure method-
ologies available in the Gaussian 09 quantum chemistry package. The
main advantage of this would be the possibility of studying larger sys-
tems that are outside the capabilities of the Complete Active Space Self-
Consistent Field (CASSCF) method with the current computational
resources. For instance, the ONIOM method has been proven to be a
cheap and efficient way of reproducing energies, first and second deriva-
tives of CASSCF hundreds of times faster.[157] Another promising
method is the so-called Molecular Mechanics Valence Bond (MMVB)
— a hybrid quantum mechanics/molecular mechanics method, which
has been proven to be effective in the study of large Polycyclic Aro-
matic Hydrocarbons (PAHs). For some of these systems, such as the
perylene radical cation (see reference [158]) CASSCF full active space
computations are computationally prohibitive.
3. The third area is directly related to the field of coherent control. From
a theoretical point of view, there is an increasing need to find mecha-
nistic principles based on theoretical models, in order to interpret and
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understand how a shaped laser pulse perturbs the system. However,
rather than optical control strategies, here we favour the interpretation
of coherent control strategies through mechanistic principles based on
PESs. To gain such insight and understanding successfully, a detailed
picture of the PES, intersection seam and wavepacket dynamics explo-
ration is necessary, for which stationary studies of the intersection seam
(see references [159] and [160]) and the mechanistic control of fulvene
proposed in this thesis are representative examples.
4. Finally, in future studies, it would be interesting to further explore the
applicability of the vISG approach and, by comparison with vMCG,
analyse the effect of coupling variationally all GBFs to different extents.
Further understanding of the effect of the coupling would give new
insights into the addition of phenomenological corrections in order to
include quantum effects, such as tunnelling or quantum coherence, to
semi-classical approaches.
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