Abstract-We consider the classical problem of estimating a density on [0, 1] via some maximum entropy criterion. For solving this convex optimization problem with algorithms using first-order or second-order methods, at each iteration one has to compute (or at least approximate) moments of some measure with a density on [0, 1], to obtain gradient and Hessian data. We propose a numerical scheme based on semidefinite programming that avoids computing quadrature formula for this gradient and Hessian computation.
I. INTRODUCTION
We consider the maximum entropy estimation problem. Namely, let f ∈ L 1 ([0, 1]) be a nonnegative function only known via the first 2n + 1 moments of its associated measure dµ = f dx on [0, 1]. From that partial knowledge one wishes (a) to provide an estimate f n of f such that the first 2n + 1 moments of f n dx match those of f dx, and (b) to analyze the asymptotic behavior of f n as n → ∞. This problem has important applications in various areas of physics, engineering, and signal processing in particular; see e.g. the discussions in [2] , [3] , [4] , [7] , [11] , [12] and [13] .
An elegant and appealing methodology is to search for f n in a parametrized family { f n (λ , x)} λ of functions: [0, 1] → R + , and optimize over the unknown parameters λ of a finite dimensional space, via a suitable criterion. For instance, one may wish to select an estimate f n that maximizes some appropriate entropy. If one chooses the BoltzmannShannon entropy, then the optimal estimate f * n is shown to be the exponential of some polynomial of degree 2n, whose coefficient vector λ ∈ R 2n+1 is then an optimal solution of a finite-dimensional convex problem; other choices of entropy functional are possible as long as one obtains a convex problem in finitely many coefficients λ i 's. For more details on this approach the interested reader is referred to e.g. Byrnes and Lindquist [5] , Borwein and Lewis [2] , [3] , [4] , Georgeou [7] , Mead and Papanicolaou [11] , and Tagliani [12] , [13] . As early as in [11] , it was recognized that such entropy methods may outperform classical Padé-like approximations.
Except for the homotopy approach developed in Georgiou [7] , optimization algorithms using first or second-order methods to search for λ , need evaluate the gradient or the gradient and Hessian of the function g n : R 2n+1 → R defined by:
This work was supported the (French) ANR Jean B. Lasserre is with LAAS-CNRS and the Institute of Mathematics, University of Toulouse, France. lasserre@laas.fr at the current iterate λ . In the present context it reduces to evaluating the first 2n moments of the measure f n (λ , x)dx on [0, 1]. This can be done via several integration techniques and in particular, via quadrature formula. A typical example of this approach is the Newton method described in Mead and Papanicolaou [11] which uses quadrature formula (or alternatively, Newton-Cotes integration) for gradient and Hessian evaluation. In principle, the quadrature formula should be with respect to the weight function f n (λ , •) on [0, 1] and so, one has to repeatedly compute such a quadrature formula at each current iterate λ of the algorithm. In particular, it requires to repeatedly compute orthogonal polynomials with respect to the measure f n (λ , x)dx on [0, 1], not an easy task in general. This is why in [11] the authors rather use some Gaussian quadrature formula with respect to the constant weight function 1 on [0, 1] and incorporate f n (λ , •) in the integrand to evaluate. Hence, in doing so, they estimate both gradient and Hessian with some unknown error. However, in [11] they obtain very good numerical results because Gaussian quadrature formula seem to perform well for integrating exponentials of polynomials.
Contribution. In this paper we provide a numerical scheme to evaluate (or rather approximate) both gradient and Hessian of the function g n in (1), at each current iterate λ of a maximizing entropy algorithm. We do not use quadrature formula and thus avoid computing orthogonal polynomials associated with the measure dµ = f n (λ ; x)dx on [0, 1]. We instead use the approach defined in [1] for approximating integrals of exponentials of multivariate polynomials. It allows us to compute an estimate of the moments of the measure f n (λ , ·)dx by solving two single semidefinite programs (SDP) U r and L r , each with 2n variables and two Linear Matrix Inequalities involving Hankel matrices of size r. This produces a monotone sequence of upper and lower bounds (u r and l r respectively) both converging to the same value as r → ∞, and in addition, both optimal solutions of U r and L r also converge to the vector of moments of the measure f n (λ , ·)dx on [0, 1], at the current iterate λ . The desired accuracy is controlled by the size r of the Hankel matrices.
In addition, still following ideas of [1] , the methodology easily extends to the multivariate case and also on compact domains more complicated than just boxes of R p , but of course at a higher computational cost. In particular, and in contrast to the univariate case, the number of variables is not fixed anymore (i.e. now depends on r) and moreover, ThPI26. 4 1-4244-1498-9/07/$25.00 ©2007 IEEE.
the size of the moment and localizing matrices in U r and L r increases fast with the dimension p, typically like O(r p ).
Therefore, especially in view of the present status of SDP solvers still in their infancy, applicability of this methodology is still limited to multivariate problems with dimension p ≤ 3 and with a reasonable number of parameters λ j .
II. PROBLEM STATEMENT A. Background
Consider the problem of estimating an unknown density f : [0, 1] → R + , based only on the knowledge of its first 2n + 1 moments, m = (m 0 , . . . , m 2n ) only. That is,
where in general m 0 = 1 (as f is the density of some probability measure µ on [0, 1]). The approach we follow is to compute an estimate f n that maximizes some appropriate entropy. Namely, we consider the usual Boltzmann-Shannon entropy H :
a strictly concave functional. Therefore the problem reduces to solving the concave maximization problem:
The structure of this infinite-dimensional convex optimization problem permits to search for an optimal solution f * n of the form
where λ * ∈ R 2n+1 is unique when g * n has to satisfy the constraints of (4). This is because the Legendre-Fenchel conjugate of
. And so, the conjugate functional
For a detailed discussion, see e.g. Borwein and Lewis [2, p.
So, in view of what precedes, with n fixed and given λ ∈ R 2n+1 , define f n (λ , ·) : R + → R to be the function:
Then Problem (4) reduces to solving the finite-dimensional optimization problem:
Notice that solving P is just evaluating g * n (m), where g * n is the Legendre-Fenchel transform of the function g n :
i.e., the mass of the measure dµ n := f n (λ , x)dx on [0, 1]. Lemma 1: Let f n , g n be defined as in (6) and (8) respectively, and let
Then g n is convex with
for all j = 0, . . . , 2n, and
for all i, j = 0, . . . , 2n.
Notice that computing the first 2n + 1 moments of the measure dµ = f n dx yields the gradient ∇g n , which in turn permits to implement a first-order minimization algorithm. Computing an additional 2n moments provides us with the Hessian {∂ 2 g n /∂ λ i ∂ λ j } as well, which in turn permits to implement second-order methods (e.g. Newton's method) for minimization.
In fact, we only need compute the first 2n moments as every other moment can be expressed as a linear combination of γ (n) j , j = 0, . . . , 2n − 1, at no additional computational cost.
Lemma 2: Let g n and γ (n) = (γ (n) k ) be as in (8) and (9), and assume that λ 2n = 0. Then, for all k ≥ 0
for some (s k , ψ k ) ∈ R × R 2n , easily obtained by an iterative process.
Proof: The proof is by induction, which also gives a simple recipe to obtain (s k , ψ k ). We start with the case γ
From the definition of g n , integration by parts yields
and so, with s 0 = f n (λ , 1) (and as λ 2n = 0),
with 2nλ n ψ 0 (0) := −1 and 2nλ n ψ 0 ( j) := − jλ j , for all j = 1, . . . , 2n − 1. Next, assume that (12) holds until k > 1. Then, again:
and so, 2nλ 2n γ
j+k+1 . Next, use the induction hypothesis for γ (n) 2n+ j , j = 0, . . . , k to get the desired result.
III. COMPUTING THE MAXIMUM ENTROPY ESTIMATOR
To solve the convex optimization problem P defined in (7), we can use a first or second-order method. For instance one may wish to implement Newton's method which in view of (10)- (11), yields the iterates
where
In any case, one has to compute 2n+1 or 4n+1 moments. In fact, from Lemma 2, all moments can be obtained from the first 2n − 1 moments only, via (12) . Hence only a good approximation of the first 2n − 1 moments is required.
A first possibility for evaluating (9) is to use some quadrature formula with respect to the weight function x → f n (λ , 
for all j, k = 0, 1, . . . ; see e.g. [6] .
Another possibility is to approximate (9) by integrating directly the function x → x k f n (λ , x) via some quadrature formula with respect to the constant weight function 1 on [0, 1]. In this case, well-known quadrature formula are available but then one produces some error with the exact value. This is the successful approach taken in [11] with a double precision 24-point Gaussian quadrature formula. Indeed numerical experiments suggest that Gaussian quadratures seem to perform rather well for integrating exponentials of polynomials. Newton-Cotes integration is also a viable alternative proposed in [11] with good performances.
In the sequel, we provide a numerical approximation scheme for computing γ (n) k in (9), k = 0, . . . , 2n − 1, by using two sequences of semidefinite programs U r and L r whose size is indexed by r ∈ N. Both U r and L r have the same fixed number 2n of variables and as r → ∞, their respective optimal values u r and l r both converge monotonically to the same value. Moreover, their optimal solutions also converge to the desired vector of the first 2n moments of the measure
A. Computing moments of dµ = f n (λ , x) dx Let r ≥ n, λ ∈ R 2n+1 be fixed and with no loss of generality assume that λ 2n = 0. Let y = (y 0 , . . . , y 2n−1 ) ∈ R 2n , and defineỹ ∈ R 2r+1 bỹ
where (s k , ψ k ) is defined in (12) . Next, consider the (r + 1) × (r + 1) Hankel matrix H r (y) ∈ S r+1 defined by:
and the r × r Hankel matrix ∆ r (y) ∈ S r defined by:
H r (y) is the moment matrix associated with y, whereas ∆ r (y) is the localizing matrix associated with y and the polynomial t(1 − t). The conditions H r (y), ∆ r (y) 0 are necessary for y to be the (2r + 1)-moment vector of some measure ν on [0, 1]; see e.g. Lasserre [9] . Define L r and U r to be the semidefinite programs
with m ∈ R 2n+1 as in (2), and denote by l r and u r their respective optimal value. Theorem 3: Let L r and U r be as in (18) Theorem 3 is a particular case of a more general result in [1] where integrals of exponentials of multivariate polynomials on special bounded domains are considered. In fact the criterion m,ỹ of U r and L r can be chosen arbitrarily and other choices are possible.
Therefore, one may obtain a good approximation of the first 2n moments, as close as desired, the gap u r − l r controlling the error. Hence, we are now ready to implement Newton's method (14) to solve the convex optimization P. Below we display results for three simple cases, with 2 and 4 moments.
Example 1: Consider the case f ≡ 1 and n = 1, i.e., approximating the uniform distribution from knowledge of only its first three moments m = (1, 1/2, 1/3). For practical purposes we only solve the SDP L r with r = 5, i.e., with at most 10 moments. Results are displayed in Table I where the last row displays the exact moments of f dx. Notice that in spite of an initial state far from the optimal solution, one obtains very good results after 10 iterations only. The gradient is like O(10 −4 ) and the first seven moments of f n dx read (1.0, 0.5, 0.3333, 0.25, 0.2, 0.1667, 0.1429), an excellent approximation of the exact ones. The optimal solution is just f * n ≈ exp(0) = 1 = f . 46th IEEE CDC, New Orleans, USA, Dec. [12] [13] [14] 2007 ThPI26.4 Example 2: Consider now the case f ≡ x and n = 1. With r = 5, i.e., with at most 10 moments, results are displayed in Table II curves of f ≡ x and f n on [0, 1]. One can see that they agree fairly well despite we only use 3 moments.
Example 3: Next, consider the case f ≡ (1 + x) −1 . With n = 1 and r = 5, i.e., with at most 10 moments, results are displayed in Table III Table IV , again with very good results. However, we had to set r = 7 (i.e. 14 moments) for the SDP-relaxations L r . In case the Hessian would be ill-conditioned when close to the optimal solution, more sophisticated second-order methods (or even first-order methods) might be preferable for larger r. At iteration 8 the gradient is O(10 −10 ). Figure 3 displays f n − f on [0, 1] because again both curves of f n and f are almost indistinguishable. Indeed, the scale in Figure 3 is 10 −4 .
IV. CONCLUSION
We have provided a relatively simple numerical scheme to obtain (in principle arbitrary close) approximations of gradient and Hessian data needed in first and second-order optimization methods for maximum entropy estimation.
• It is based on the semidefinite programming approach defined in [1] for evaluating integrals of exponentials of multivariate polynomials on simple compact domains. quadrature formula with respect to the weight function f n (λ , •) on[0, 1].
• As it uses results from [1] , the methodology easily extends to the multivariate case and on compact domains more complicated than just boxes of R p . However,
• Its numerical analysis as well as its sensitivity to the number n of parameters λ is still to be investigated.
• In view of the present status of SDP solvers, its applicability is still limited to problems in dimension not larger than 3, and with a reasonable number of parameters λ .
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