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ON CHAINS AND ROTA-BAXTER OPERATORS OF EVOLUTION
ALGEBRAS
M. LADRA, SH.N. MURODOV
Abstract. The paper is devoted to study new classes of chains of evolution algebras
and their time-depending dynamics. Moreover, we construct some Rote-Baxter operators
of such algebras.
1. Introduction
In the 1920s and 1930s a new object - general genetic algebra was introduced to math-
ematics, which was the product of interactions between Mendelian genetics and mathe-
matics. Recognizing algebraic structures and properties in Mendelian genetics was one
of the most important steps to start study genetic algebras. Mendel first exploited some
symbols [15], which is quite algebraically suggestive to express his genetic laws. In fact, it
was later termed “Mendelian algebras” by several authors. Mendel’s laws were mathemati-
cally formulated by Serebrowsky [24], who was the first to give an algebraic interpretation
of the sign “×”, which indicated sexual reproduction. Later Glivenkov [8] introduced the
so-called Mendelian algebras. Independently, Kostitzin [13] also introduced a “symbolic
multiplication” to express Mendel’s laws. Etherington [5–7] gave the systematic study of
algebras occurring in genetics and introduced the formal language of abstract algebra to
the study of genetics. These algebras, in general, are non-associative.
There exist several classes of non-associative algebras (baric, evolution, stochastic, etc.),
whose investigation has provided a number of significant contributions to theoretical pop-
ulation genetics. Such classes have been defined different times by several authors, and all
algebras belonging to these classes are generally called “genetic”.
Fundamental contributions have also been made by Gonshor [9], Schafer [23], Hol-
gate [11, 12], Heuch [10], Reiersöl [19], Abraham [1]. Until the 1980s, the most com-
prehensive reference in this area was Wörz-Busekros’ book [27]. More recent results, such
as evolution theory in genetic algebras, can be found in Lyubich’s book [14]. A good sur-
vey article is Reed’s paper [18]. All algebras studied by these authors are generally called
“genetic”.
In the present day, Non-Mendelian genetics is a basic language of molecular geneti-
cists. Naturally, the question arises: what new subject non-Mendelian genetics offers to
mathematics? What mathematics offers to understanding of non-Mendelian genetics? The
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systematic formulation of reproduction in non-Mendelian genetics as multiplication in al-
gebras was introduced in [26] and called as “evolution algebras”. These are algebras in
which the multiplication tables are motivated by evolution laws of genetics.
The foundation of evolution algebra theory and applications in non-Mendelian genetics
and Markov chains are developed by Tian in [25]. Evolution algebras associated to function
spaces defined by graphs, state spaces, and Gibbs measures are studied in [21].
A notion of chain of evolution algebras was introduced in [4], where the sequence of
matrices of structural constants of the chain of evolution algebras satisfies an analogue of
the Chapman-Kolmogorov equation.
Originally Rota-Baxter operators were defined on associative algebras by G. Baxter to
solve a problem in probability [2] and then developed by the Rota school [20]. These
operators have connections with many areas of mathematics and mathematical physics,
such as number theory, combinatorics, quantum field theory.
The paper is organized as follows. In Section 2 we give the main definitions related to
a chain of evolution algebras. In Section 3 we construct new chains of evolution algebras
(CEAs), and study theirs time-depending dynamics.
Finally, in Section 3 we give Rota-Baxter operators on two-dimensional complex evolu-
tion algebras.
2. Chain of Evolution Algebras
Evolution algebras are defined as follows.
Definition 2.1. Let (E, ·) be an algebra over a field K. If it admits a basis {e1, e2, . . . },
such that {e1, e2, . . . }, such that
ei · ej =


0, if i 6= j;∑
k
aikek, if i = j,
then this algebra is called an evolution algebra. The basis is called a natural basis.
The matrix A = (aij) is called the matrix of structural constants.
Evolution algebras have the following elementary properties (see [25]). Evolution al-
gebras are not associative, in general; they are commutative, flexible, but not power-
associative, in general; direct sums of evolution algebras are also evolution algebras; Kro-
necker products of evolutions algebras are also evolution algebras. The next theorem gives
the classification of the real two-dimensional evolution algebras.
Theorem 2.2 ( [17]). Any two-dimensional real evolution algebra E is isomorphic to one
of the following pairwise non-isomorphic algebras:
(i) dimE2 = 1.
E1 : e1e1 = e1, e2e2 = 0;
E2 : e1e1 = e1, e2e2 = e1;
E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2;
E4 : e1e1 = e2, e2e2 = 0;
E5 : e1e1 = e2, e2e2 = −e2;
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(ii) dimE2 = 2.
E6(a2; a3) : e1e1 = e1+a2e2, e2e2 = a3e1+e2, 1−a2a3 6= 0, a2, a3 ∈ R. Moreover
E6(a2; a3) is isomorphic to E6(a3; a2).
E7(a4) : e1e1 = e2, e2e2 = e1 + a4e2, where a4 ∈ R.
Following [4] we consider a family
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of n-dimensional evolu-
tion algebras over the field R, with basis e1, . . . , en, and the multiplication table
eiei =
n∑
j=1
a
[s,t]
ij ej , i = 1, . . . , n; eiej = 0, i 6= j.
Here parameters s, t are considered as time.
Denote by M [s,t] =
(
a
[s,t]
ij
)
i,j=1,...,n
the matrix of structural constants.
Definition 2.3. A family
{
E[s,t] : s, t ∈ R, 0 ≤ s ≤ t
}
of n-dimensional evolution alge-
bras over the field R is called a chain of evolution algebras (CEA) if the matrix M [s,t] of
structural constants satisfies the Chapman-Kolmogorov equation
M [s,t] = M [s,τ ]M [τ,t], for any s < τ < t. (2.1)
Definition 2.4. Assume a CEA, E[s,t], has a property, say P , at pair of times (s0, t0);
one says that the CEA has P property transition if there is a pair (s, t) 6= (s0, t0) at which
the CEA has no the property P .
Denote
T = {(s, t) : 0 ≤ s ≤ t};
TP = {(s, t) ∈ T : E
[s,t] has property P};
T 0P = T \ TP = {(s, t) ∈ T : E
[s,t] has no property P}.
The sets have the following meaning:
• TP -the duration of the property P ;
• T 0P -the lost duration of the property P ;
The partition {TP ,T
0
P } of the set T is called P property diagram.
For example, if P = commutativity then since any evolution algebra is commutative,
we conclude that any CEA has not commutativity property transition.
To construct a chain of two-dimensional evolution algebras one has to solve equation
(2.1) for the 2 × 2 matrix M[s,t]. This equation gives the following system of functional
equations (with four unknown functions):
a
[s,t]
11 = a
[s,τ ]
11 a
[τ,t]
11 + a
[s,τ ]
12 a
[τ,t]
21 ,
a
[s,t]
12 = a
[s,τ ]
11 a
[τ,t]
12 + a
[s,τ ]
12 a
[τ,t]
22 ,
a
[s,t]
21 = a
[s,τ ]
21 a
[τ,t]
11 + a
[s,τ ]
22 a
[τ,t]
21 ,
a
[s,t]
22 = a
[s,τ ]
21 a
[τ,t]
12 + a
[s,τ ]
22 a
[τ,t]
22 .
(2.2)
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But the general analysis of system (2.2) is difficult.
In [16] we studied the classification dynamics of known two-dimensional chains of evo-
lution algebras constructed in [22] and showed that known chains of evolution algebras
never contain evolution algebra isomorphic to E4 in any time s, t (see Theorem 2.2). In
this section we will construct CEAs, which will contain the algebra E4 for some period of
time.
To construct a CEA, which for some time will be isomorphic to E4, we need the following
theorem.
Theorem 2.5 ( [16]). An evolution algebra EM is isomorphic to E4 if and only if EM
has the matrix of structural constants in the following form:
M1 =
(
0 β
0 0
)
or M2 =
(
0 0
γ 0
)
, where β, γ ∈ R. (2.3)
Thus, we should construct CEAs with the matrix of structural constant showed in (2.3).
Consider (2.2) with a
[s,t]
11 = α(s, t), a
[s,t]
12 = β(s, t), a
[s,t]
21 = γ(s, t), a
[s,t]
22 = δ(s, t).
Therefore, to find CEA, we should solve the next equation:(
α(s, τ) β(s, τ)
γ(s, τ) δ(s, τ)
)
·
(
α(τ, t) β(τ, t)
γ(τ, t) δ(τ, t)
)
=
(
α(s, t) β(s, t)
γ(s, t) δ(s, t)
)
. (2.4)
Case 1.1. If we consider in (2.4), α(s, t) = γ(s, t) ≡ 0, β(s, t) 6= 0, δ(s, t) 6= 0, then we
have the following: (
0 β(s, τ)
0 δ(s, τ)
)
·
(
0 β(τ, t)
0 δ(τ, t)
)
=
(
0 β(s, t)
0 δ(s, t)
)
. (2.5)
From (2.5), we get the following system of functional equations:{
β(s, τ)δ(τ, t) = β(s, t),
δ(s, τ)δ(τ, t) = δ(s, t).
(2.6)
The second equation of system (2.6) is known as Cantor’s second equation, which has
the following solutions:
(1) δ(s, t) ≡ 0;
(2) δ(s, t) = φ(t)
φ(s) , where φ is an arbitrary function with φ(s) 6= 0;
(3) δ(s, t) =
{
1, if 0 < s ≤ t < a;
0, if t ≥ a.
Substituting these solutions in the first equation of (2.6), we find β(s, t):
(1) β(s, t) ≡ 0;
(2) β(s, t) = ρ(s)φ(t), where ρ is an arbitrary function;
(3) β(s, t) =
{
σ(s), if 0 < s ≤ t < a;
0, if t ≥ a,
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where σ is an arbitrary function;
From these solutions we have the following matrices of structural constants of CEAs:
M
[s,t]
0 =
(
0 0
0 0
)
,
M
[s,t]
1 =
(
0 ρ(s)φ(t)
0 φ(t)
φ(s)
)
,
where ρ, φ are arbitrary functions, with φ(s) 6= 0;
M
[s,t]
2 =


(
0 σ(s)
0 1
)
, if 0 < s ≤ t < a;
(
0 0
0 0
)
, if t ≥ a,
where a > 0 and σ is an arbitrary function.
Case 1.2. Consider the case α(s, t) = β(s, t) ≡ 0, γ(s, t) 6= 0, δ(s, t) 6= 0. Then from
(2.4) we have the following:
(
0 0
γ(s, τ) δ(s, τ)
)
·
(
0 0
γ(τ, t) δ(τ, t)
)
=
(
0 0
γ(s, t) δ(s, t)
)
.
From the last equality, we have the following system of equations:
{
δ(s, τ)γ(τ, t) = γ(s, t),
δ(s, τ)δ(τ, t) = δ(s, t).
(2.7)
The second equation of system (2.7), known as Cantor’s second equation, which has the
following solutions:
(1) δ(s, t) ≡ 0;
(2) δ(s, t) = ϕ(t)
ϕ(s) , where ϕ is an arbitrary function with ϕ(s) 6= 0;
(3) δ(s, t) =
{
1, if 0 < s ≤ t < a;
0, if t ≥ a.
Substituting these solutions in the first equation of (2.7), we find b(s, t):
(1) γ(s, t) ≡ 0;
(2) γ(s, t) = f(t)
ϕ(s) , where f is an arbitrary function;
(3) γ(s, t) =
{
g(t), if 0 < s ≤ t < a;
0, if t ≥ a.
where g is an arbitrary function.
From these solutions we have the next matrices of structural constants of CEAs:
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M
[s,t]
0 =
(
0 0
0 0
)
,
M
[s,t]
3 =
(
0 0
f(t)
ϕ(s)
ϕ(t)
ϕ(s)
)
,
where f, ϕ are arbitrary functions, ϕ(s) 6= 0;
M
[s,t]
4 =


(
0 0
g(t) 1
)
, if 0 < s ≤ t < a;
(
0 0
0 0
)
, if t ≥ a,
where a > 0 and g is an arbitrary function.
Case 1.3. Let us try to find the solution satisfying the following:(
α(s, τ) β(s, τ)
γ(s, τ) δ(s, τ)
)
·
(
α(τ, t) β(τ, t)
γ(τ, t) δ(τ, t)
)
=
(
0 β(s, t)
0 0
)
. (2.8)
From (2.8) we have the next system of functional equations:

α(s, τ)α(τ, t) + β(s, τ)γ(τ, t) = 0,
α(s, τ)β(τ, t) + β(s, τ)δ(τ, t) = β(s, t),
γ(s, τ)α(τ, t) + δ(s, τ)γ(τ, t) = 0,
γ(s, τ)β(τ, t) + δ(s, τ)δ(τ, t) = 0.
(2.9)
Let α(s, t) = γ(s, t) = 0. Then we get:{
β(s, τ)δ(τ, t) = β(s, t),
δ(s, τ)δ(τ, t) = 0.
(2.10)
To find a non-zero solution of the system of equations (2.10) we should prove that the
equation
δ(s, τ)δ(τ, t) = 0, for all s < τ < t, (2.11)
has a non-zero solution. Indeed, take C > 0 and
δ(s, t) =


0, if 0 < C ≤ s < t or 0 < s < t ≤ C;
f(s, t), if 0 < s < C < t,
(2.12)
where f(s, t) is an arbitrary non-zero function.
Now, we show that independently on f(s, t) the function (2.12) satisfies (2.11): take an
arbitrary τ such that s < τ < t, then for given C > 0, we have only two possibilities:
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Case 1.3.1. Let τ ≤ C. By the defined function (2.12), we have that δ(s, τ) = 0 and
for δ(τ, t):
δ(τ, t) =
{
0, if t ≤ C;
f(τ, t), if t > C,
(2.13)
where f(τ, t) is the function fixed in (2.12).
Therefore, δ(s, τ)δ(τ, t) = 0.
Case 1.3.2. τ > C. Also from (2.12), we have that δ(τ, t) = 0 and for δ(s, τ):
δ(s, τ) =
{
f(s, τ), if s < C;
0, if s ≥ C,
where f(s, τ) is the function fixed in (2.12).
Therefore, δ(s, τ)δ(τ, t) = 0.
Thus, we have proved that the function (2.12) satisfies equation (2.11).
Now we should find solutions of the first equation of system (2.10):
β(s, τ)δ(τ, t) = β(s, t), s < τ < t, (2.14)
where δ(τ, t) is given by (2.12).
To find a solution we have the next possibilities:
Case 1.3.3. Let τ ≤ C, then by the defined function (2.12) we have that δ(s, τ) = 0 and
from (2.13) in period of time t ≤ C, δ(τ, t) = 0, then from (2.14) we have that β(s, t) = 0.
When t > C, δ(τ, t) = f(τ, t) and by (2.14) we have to solve the next equation:
β(s, τ)f(τ, t) = β(s, t), s < τ < t. (2.15)
We solve (2.15) for some particular cases:
Case 1.3.3.1 Consider β(s, t) = f(s, t). Then from (2.15), we have f(s, τ)f(τ, t) =
f(s, t), which is Cantor’s second equation. As f(s, t) is a non-zero function, then we have
the next solution:
f(s, t) =
Φ(t)
Φ(s)
,
where Φ is an arbitrary function, with Φ(s) 6= 0.
Thus we have the next solution of system (2.9):
α(s, t) ≡ 0,
β(s, t) =
{
0, if s < t ≤ C
Φ(t)
Φ(s) , if t > C,
γ(s, t) ≡ 0,
δ(s, t) =
{
0, if 0 < C ≤ s < t or 0 < s < t ≤ C;
Φ(t)
Φ(s) , if s < C < t,
where C > 0 and Φ is an arbitrary function, with Φ(s) 6= 0.
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Then we have the next matrix of structural constants:
M
[s,t]
5 =


(
0 0
0 0
)
, if s < t ≤ C;
(
0 Φ(t)Φ(s)
0 0
)
, if t > C,
where C > 0 and Φ is an arbitrary function, with Φ(t) 6= 0.
Case 1.3.3.2. Let β(s, t) 6= f(s, t). As f(τ, t) is an arbitrary non-zero function, consider
f(τ, t) = φ(τ)
φ(t) , with φ(t) 6= 0. Then from (2.15) we have the following:
β(s, τ) ·
φ(τ)
φ(t)
= β(s, t),
β(s, t)φ(t) = β(s, τ)φ(τ).
From the last equality, we can see that β(s, t)φ(t) does not depend on t, i.e. there exists
a function ρ(s) such that β(s, t)φ(t) = ρ(s). Therefore, β(s, t) = ρ(s)
φ(t) .
Then we get the next solution of system (2.9):
α(s, t) ≡ 0,
β(s, t) =
{
0, if s < t ≤ C;
ρ(s)
φ(t) , if t > C,
γ(s, t) ≡ 0,
δ(s, t) =
{
0, if 0 < C ≤ s < t or 0 < s < t ≤ C;
φ(s)
φ(t) , if s < C < t,
where C > 0 and φ, ρ are arbitrary functions with φ(t) 6= 0.
Then we have, respectively, the next matrix of structural constants to the solution:
M
[s,t]
6 =


(
0 0
0 0
)
, if s < t ≤ C;
(
0 ρ(s)
φ(t)
0 0
)
, if t > C,
where C > 0 and φ, ρ are arbitrary functions with φ(t) 6= 0.
Case 1.3.4. When τ > C, then by the defined function (2.12) we have that δ(τ, t) = 0.
Then from (2.14) we have that β(s, t) = 0. Thus we get the trivial CEA.
Case 1.4. Let us try to find the solution satisfying:(
α(s, τ) β(s, τ)
γ(s, τ) δ(s, τ)
)
·
(
α(τ, t) β(τ, t)
γ(τ, t) δ(τ, t)
)
=
(
0 0
γ(s, t) 0
)
. (2.16)
From equality (2.16) we have the next system of functional equations:
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

α(s, τ)α(τ, t) + β(s, τ)γ(τ, t) = 0,
α(s, τ)β(τ, t) + β(s, τ)δ(τ, t) = 0,
γ(s, τ)α(τ, t) + δ(s, τ)γ(τ, t) = γ(s, t),
γ(s, τ)β(τ, t) + δ(s, τ)δ(τ, t) = 0.
Let α(s, t) = β(s, t) = 0. Then we have the next system:{
δ(s, τ)γ(τ, t) = γ(s, t),
δ(s, τ)δ(τ, t) = 0.
The analysis of this system is similar to the (2.10) and we get the following CEAs:
M
[s,t]
7 =


(
0 0
Ψ(t)
Ψ(s) 0
)
, if s < C;
(
0 0
0 0
)
, if s ≥ C,
where C > 0 and Ψ is an arbitrary function, with Ψ(t) 6= 0;
M
[s,t]
8 =


(
0 0
σ(t)
ϕ(s) 0
)
, if s < C;
(
0 0
0 0
)
, if s ≥ C,
where C > 0 and ϕ, σ are arbitrary functions with ϕ(s) 6= 0.
Denote by E
[s,t]
i the CEA with matrix M
[s,t]
i .
Remark 2.6. We should note that, from the CEAs E
[s,t]
i , i = 1, . . . , 8, only E
[s,t]
3 coincides
with the CEA E
[s,t]
16 constructed in [22] and it has the same dynamic. All other CEAs are
different from CEAs constructed in [22] and have different dynamics.
The next theorem gives time-depending dynamics of these CEAs:
Theorem 2.7. For the next CEAs hold:
E
[s,t]
1 ≃
{
E1 for all (s, t) ∈ {(s, t) : s < t, ρ(s) = 0} ,
E2 for all (s, t) ∈ {(s, t) : s < t, ρ(s) 6= 0} .
E
[s,t]
2 ≃


E1 for all (s, t) ∈ {(s, t) : s < t < a, σ(s) = 0} ,
E2 for all (s, t) ∈ {(s, t) : s < t < a, σ(s) 6= 0} ,
E0 for all (s, t) ∈ {(s, t) : t ≥ a}
E
[s,t]
3 is isomorphic to E1 for any (s, t) ∈ T .
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E
[s,t]
4 ≃
{
E1 for all (s, t) ∈ {(s, t) : s < t < a} ,
E0 for all (s, t) ∈ {(s, t) : t ≥ a} .
E
[s,t]
5 ≃
{
E0 for all (s, t) ∈ {(s, t) : s < t ≤ C} ,
E4 for all (s, t) ∈ {(s, t) : t > C} .
E
[s,t]
6 ≃


E0 for all (s, t) ∈ {(s, t) : s < t ≤ C} ,
E0 for all (s, t) ∈ {(s, t) : t > C, ρ(s) = 0} ,
E4 for all (s, t) ∈ {(s, t) : t > C, ρ(s) 6= 0} .
E
[s,t]
7 ≃
{
E4 for all (s, t) ∈ {(s, t) : s < C} ,
E0 for all (s, t) ∈ {(s, t) : s ≥ C} .
E
[s,t]
8 ≃


E0 for all (s, t) ∈ {(s, t) : s < C, σ(t) = 0} ,
E4 for all (s, t) ∈ {(s, t) : s < C, σ(t) 6= 0} ,
E0 for all (s, t) ∈ {(s, t) : s ≥ C} .
Proof. When ρ(s) = 0, then E
[s,t]
1 is isomorphic to E1, for all s, t ∈ T by the change of
basis e′1 = e1, e
′
2 =
φ(s)
φ(t) e2, and when ρ(s) 6= 0, it is isomorphic to E2, for all s, t ∈ T by
the change of basis e′1 =
1
ρ(s)φ(t)e1, e
′
2 =
φ(s)
φ(t) e2.
When σ(s) = 0, then E
[s,t]
2 is isomorphic to E1, for all s, t ∈ T , s < t < a, by the
change of basis e′1 = e1, e
′
2 = e2, and when σ(s) 6= 0, it is isomorphic to E2, for all
s, t ∈ T , s < t < a, by the change of basis e′1 =
1
σ(s)e1, e
′
2 = e2. In period of time t ≥ a,
it will be isomorphic to the trivial evolution algebra E0.
E
[s,t]
3 is isomorphic to E1, for all s, t ∈ T by the change of basis e
′
2 =
f(t)ϕ(s)
ϕ2(t)
e1 +
ϕ(s)
ϕ(t) e2, e
′
2 = e1.
E
[s,t]
4 is isomorphic to E1, for all s, t ∈ T , s < t < a, by the change of basis e
′
1 =
σ(t)e1 + e2, e
′
2 = e1, in period of time t ≥ a, it will be isomorphic to the trivial evolution
algebra E0.
E
[s,t]
5 is isomorphic to E4, for all s, t ∈ T , t > C, by the change of basis e
′
1 =
Φ(s)
Φ(t) e1, e
′
2 =
e2, in period of time s < t ≤ C, it will be isomorphic to the trivial evolution algebra E0.
When ρ(s) 6= 0, then E
[s,t]
6 is isomorphic to E4, for all s, t ∈ T , t > C, by the change of
basis e′1 =
φ(t)
ρ(s)e1, e
′
2 = e2, in period of time s < t ≤ C and when ρ(s) = 0, then it will be
isomorphic to the trivial evolution algebra E0.
E
[s,t]
7 is isomorphic to E4, for all s, t ∈ T , s < C, by the change of basis e
′
1 =
Ψ(s)
Ψ(t) e1, e
′
2 = e2, in period of time s ≥ C, it will be isomorphic to the trivial evolution
algebra E0.
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When σ(t) 6= 0, then E
[s,t]
6 is isomorphic to E4, for all s, t ∈ T , s < C, by the change
of basis e′1 =
ϕ(s)
σ(t) e1, e
′
2 = e2, in period of time s ≥ C, and when σ(t) = 0, then it will be
isomorphic to the trivial evolution algebra E0. 
Thus we proved that there exists CEAs that for some values of time will be isomorphic
to E4.
3. Rota-Baxter operators on Evolution Algebras
In this section we will study Rota-Baxter operators on evolution algebras.
Definition 3.1. Let F be a field. A Rota-Baxter operator of weight λ ∈ F on evolution
algebra (E, ·) over F is a linear map P : E −→ E satisfying
P (x) · P (y) = P (x · P (y) + P (x) · y + λ · x · y), for all x, y ∈ E.
Note that, if P is a Rota-Baxter operator of weight λ 6= 0, then λ−1P is a Rota-Baxter
operator P of weight 1. Therefore, one only needs to consider Rota-Baxter operators of
weight 0 and 1. We also assume that F = C.
To study Rota-Baxter operators on an evolution algebra (E, ·) over the field C, we need
to the next theorem, which gives the classification of two-dimensional complex evolution
algebras.
Theorem 3.2 ( [3]). Any two-dimensional complex evolution algebra E is isomorphic to
one of the following pairwise non-isomorphic algebras:
(i) dimE2 = 1
• E1 : e1e1 = e1;
• E2 : e1e1 = e1, e2e2 = e1;
• E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2;
• E4 : e1e1 = e2;
(ii) dimE2 = 2:
• E5(a2, a3) : e1e1 = e1 + a2e2, e2e2 = a3e1 + e2, 1 − a2a3 6= 0, a2, a3 ∈ C.
Moreover E5(a2, a3) ∼= E5(a3, a2).
• E6(a4) : e1e1 = e2, e2e2 = e1 + a4e2, where E6(a4) ∼= E6(a
′
4) ⇔
a′4
a4
= cos 2pik3 +
i sin 2pik3 for some k = 0, 1, 2.
For an n-dimensional evolution algebra we have that eiei =
∑n
j=1 aijej , for all i, eiej =
0, i 6= j, and for the Rota-Baxter operator P (ei) =
∑n
j=1 rijej .
To find a Rota-Baxter operator of weight λ on evolution algebra we should solve the
system of equations obtained from the next equality:
P (ei)P (ej) = P (eiP (ej) + P (ej)ei + λeiej), i, j = 1, . . . , n. (3.1)
For i = j, the LHS of (3.1) equals to:
12 M. LADRA, SH.N. MURODOV
P (ei)P (ei) =
n∑
j=1
n∑
k=1
r2ijajkek. (3.2)
And the RHS (3.1), for i = j, is equal to:
P (eiP (ei) + P (ei)ei + λeiei) = (2rii + λ)
n∑
j=1
n∑
k=1
aijrjkek.
For i 6= j, we have:
P (ei)P (ej) =
n∑
k=1
n∑
s=1
rikrjkakses
P (eiP (ej) + P (ei)ej + λeiej) = rji
n∑
k=1
n∑
l=1
aikrklel + rij
n∑
k=1
n∑
l=1
ajsrslel (3.3)
Thus, to find an operator of Rota-Baxter on an evolution algebra we have to solve the
system of equations (3.1) with equalities (3.2)–(3.3).
Without loss of generality for the Rota-Baxter operator with λ 6= 0 we can assume
λ = 1, therefore we will find the Rota-Baxter operators corresponding to a given evolution
algebra with weights λ = 0 and λ = 1.
Now, we will find the Rota-Baxter operators corresponding to the two-dimensional com-
plex evolution algebras Ei, i = 1, . . . , 6, with weights λ = 0 and λ = 1.
Consider the Rota-Baxter operator(
P (e1)
P (e2)
)
=
(
a b
c d
)(
e1
e2
)
,
where a, b, c, d ∈ C.
• For the algebra E1 : e1e1 = e1 to find the matrix form of the Rota-Baxter operator
of weight 0 we should solve the next system of equations:


a2 = 0,
2ab = 0,
c2 = 0,
ac = ac,
bc = 0.
This system of equations has the following solution:(
0 b
0 d
)
.
For the algebra E1 : e1e1 = e1 to find the matrix form of the Rota-Baxter
operator of weight λ = 1 we should solve the next system of equations:
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

a2 + a = 0,
(2a+ 1)b = 0,
c2 = 0,
ac = ac,
bc = 0.
This system of equations has the following solutions:(
−1 0
0 d
)
,
(
0 0
0 d
)
.
• For the algebra E2 : e1e1 = e1, e2e2 = e1 to find the matrix form of the Rota-
Baxter operator of weight 0 we should solve the next system of equations:

b2 = a2,
2ab = 0,
c2 + d2 = 2ad,
2bd = 0,
bd = ab,
(b+ c)b = 0.
This system of equations has the next solutions:(
0 0
c −ic
)
,
(
0 0
c ic
)
.
For the algebra E2: e1e1 = e1, e2e2 = e1 to find the matrix form of the Rota-
Baxter operator of weight 1 we should solve the following system of equations:

b2 = a2 + a,
(2a+ 1)b = 0,
c2 + d2 = (2d+ 1)a,
(2d+ 1)b = 0,
bd = ab,
(b+ c)b = 0.
This system of equations has the following solutions:(
0 0
c ic
)
,
(
0 0
c −ic
)
,
(
−12
i
2
− i2 −
1
2
)
,
(
−12 −
i
2
i
2 −
1
2
)
,
(
−1 0
c −1 + ic
)
,
(
−1 0
c −1− ic
)
.
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• For the algebra E3 : e1e1 = e1+e2, e2e2 = −e1−e2 to find the matrix form of the
Rota-Baxter operator of weight 0 we should solve the next system of equations:

a2 − b2 = 2a(a+ c),
a2 − b2 = 2a(b+ d),
c2 − d2 = −2d(a+ c),
c2 − d2 = −2d(b+ d),
ac− bd = (c− b)(a+ c),
ac− bd = (c− b)(b+ d).
This system of equations has the following solutions:(
a a
−a −a
)
,
(
a −a
−a a
)
.
For the algebra E3 : e1e1 = e1 + e2, e2e2 = −e1 − e2 to find the matrix form
of the Rota-Baxter operator of weight 1 we should solve the following system of
equations: 

a2 − b2 = (2a+ 1)(a + c),
a2 − b2 = (2a+ 1)(b + d),
c2 − d2 = −(2d+ 1)(a+ c),
c2 − d2 = −(2d+ 1)(b+ d),
ac− bd = (c− b)(a+ c),
ac− bd = (c− b)(b+ d).
This system of equations has the following solutions:(
−1 + b b
−b −1− b
)
,
(
−1− b b
b −1− b
)
,
(
b b
−b −b
)
,
(
−b b
b −b
)
.
• For the algebra E4 : e1e1 = e2 to find the matrix form of the Rota-Baxter operator
of weight 0 we should solve the following system of equations:

a2 = 2ad,
2ac = 0,
ac = cd,
c2 = 0.
This system of equations has the next solutions:(
0 b
0 d
)
,
(
a b
0 a2
)
.
For the algebra E4 : e1e1 = e2 to find the matrix form of the Rota-Baxter
operator of weight 1 we should solve the following system of equations:
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

a2 = (2a+ 1)d,
(2a+ 1)c = 0,
ac = cd,
c2 = 0.
This system of equations has the following solution:
(
a b
0 a
2
1+2a
)
,
where a 6= −12 . The system has not solution when a = −
1
2 .
• For the algebra E5(x, y) : e1e1 = e1+xe2, e2e2 = ye1+ e2, 1−xy 6= 0, x, y ∈ C,
to find the matrix form of the Rota-Baxter operator of weight 1 we should solve
the following system of equations:

a2 + b2y = (2a+ 1)(a+ xc),
a2x+ b2 = (2a+ 1)(b+ xd),
c2 + d2y = (2d + 1)(ay + c),
c2x+ d2 = (2d + 1)(by + d),
ac+ bdy = c(a+ cx) + b(ay + c),
acx+ bd = c(b+ dx) + b(by + d).
(3.4)
To find the solution of system (3.4) consider the following:
Case 1. Let a = 0. Then from (3.4)

b2y = xc,
b2 = b+ xd,
c2 + d2y = (2d+ 1)c,
c2x+ d2 = (2d + 1)(by + d),
bdy = c2x+ bc,
bd = c(b+ dx) + b(by + d).
(3.5)
From this system consider:
Case 1.1. Let b = 0. Then

0 = xc,
0 = xd,
c2 + d2y = (2d+ 1)c,
c2x+ d2 = (2d+ 1)d,
0 = c2x,
0 = cdx.
In the case when x = 0 we have:
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(
0 0
1 0
)
,
(
0 0
c1 −1
)
,
(
0 0
c2 −1
)
,
where c1,2 =
−1±√1−4y
2 .
When x 6= 0 we have the trivial solution of the system a = b = c = d = 0.
Case 1.2. b 6= 0. Then in (3.5) consider:
Case 1.2.1. c = 0. Then we get:

b2y = 0,
b2 = b+ xd,
d2y = 0,
d2 = (2d+ 1)(by + d),
bdy = 0,
b2y = 0.
Since b 6= 0, we have y = 0. Then we have:(
0 1
0 0
)
,
(
0 b1
0 −1
)
,
(
0 b2
0 −1
)
,
where b1,2 =
1±√1−4x
2 .
Case 1.2.2. Let c 6= 0. Then from (3.5) consider:
Case 1.2.2.1. When x = 0, then y = 0. And we get the system

b2 = b,
c2 = (2d+ 1)c,
d2 + d = 0,
bc = 0,
which has not solution.
Case 1.2.2.2. Let x 6= 0. Since b 6= 0, c 6= 0, then y 6= 0. Then from (3.5)
consider:
Case 1.2.2.2.1. d = 0. And so we have the system

b2y = cx,
b2 = b,
c2 = c,
c2x = by,
c2x+ bc = 0,
b2y + bc = 0,
which has solution b = c = 1, x = y = −1. But this solution does not satisfy the
condition xy 6= 1.
Case 1.2.2.2.2. d 6= 0. Then from (3.5) consider:
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Case 1.2.2.2.2.1. When d = −12 we get a solution, which also contradicts the
condition xy 6= 1.
Case 1.2.2.2.2.2. When d 6= −12 . One have to solve the system:

b2y = xc,
b2 = b+ xd,
c2 + d2y = 2cd+ c,
c2x = d2 + 2bdy + by + d,
bdy = c2x+ bc,
bc+ cdx+ b2y = 0.
The system has the next solution: b = −1, c = 1, d = −2, x = −1, y = −1.
But this solution also contradicts the condition xy 6= 1.
Case 2. Let a 6= 0. Then from (3.4):
Case 2.1. For a = −12 we get:

1
4 + b
2y = 0,
x
4 + b
2 = 0,
c2 + d2y = (2d+ 1)(−y2 + c),
cx + d2 = (2d+ 1)(by + d),
− c2 + bdy = c(−
1
2 + cx) + b(−
y
2 + c),
− cx2 + bd = c(b+ xd) + b(by + d).
From the first two equations of the system, we can see that xy = 1, which
contradicts the condition xy 6= 1.
Case 2.2. Let a 6= −12 . Then from (3.4):
Case 2.2.1. When b = 0, we get


a2 + 2acx+ a+ cx = 0,
a2x− 2axd− xd = 0,
c2 + d2y = 2ady + 2cd+ ay + c,
c2x = d2 + d,
c2x = 0,
acx− cdx = 0.
For this system, when c = 0, we have the following solutions:(
−1 0
0 0
)
, which corresponds to the evolution algebra E(0, 0).(
−1 0
0 −1
)
, which corresponds to the evolution algebra E(x, y).
When c 6= 0, it implies that x = 0. Thus we have the next solutions that
correspond to E(0, y)
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(
−1 0
−1 −1
)
,
(
−1 0
c1 0
)
,
(
−1 0
c2 0
)
,
where c1,2 =
1±√1−4y
2 and y 6= 0.
Case 2.2.2. Let b 6= 0. Then from (3.4) consider:
Case 2.2.2.1. c = 0. Then we have


b2y = a2 + a,
a2x+ b2 = 2ab+ 2adx+ b+ xd,
d2y = 2ady + ay,
d2 + 2bdy + by + d = 0,
bdy = aby,
b2y = 0.
From the last equation of the system, it implies that y = 0. Thus we have the
following solutions corresponding to the evolution algebra E(x, 0):
(
−1 b1,2
0 0
)
,
(
−1 −1
0 −1
)
,
where b1,2 =
−1±√1−4x
2 .
Case 2.2.2.2. Let c 6= 0. Then from (3.4) consider:
Case 2.2.2.2.1. d = 0. Then we have


b2y = a2 + 2acx+ a+ cx,
a2x+ b2 = 2ab+ b,
c2 = ay + c,
c2x = by,
c2x+ aby + bc = 0,
acx = bc+ b2y.
When x = 0, it is easy to see that the system of equations has not solution.
From x 6= 0 implies that y 6= 0. Then
Case 2.2.2.2.2. Let d 6= 0. When d = −12 we get a solution, which also
contradicts the condition xy 6= 1. Then from (3.4) consider:
Case 2.2.2.2.2.1. x = 0. Then we have
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

b2y = a2 + a,
b2 = 2ab+ b,
c2 + d2y = 2ady + 2cd+ ay + c,
d2 + 2bdy + by + d = 0,
bdy = aby + bc,
bc+ b2y = 0.
When y = 0 and y = −14 one can check that the system has not solutions.
In the case, when y 6= 0 and y 6= 14 , we have the next solutions of the system:
1−4y+
√
1−4y
8y−2 −
1√
1−4y
y√
1−4y
1−4y−√1−4y
8y−2

 ,

1−4y−
√
1−4y
8y−2
1√
1−4y
− y√
1−4y
1−4y+√1−4y
8y−2

 .
Case 2.2.2.2.2.2. When x 6= 0. Then from (3.4) consider:
Case 2.2.2.2.2.2.1. y = 0. Then we get

a2 + 2acx+ a+ cx = 0,
a2x+ b2 = 2ab+ 2adx+ b+ dx,
c2 = 2cd + c,
c2x = d2 + d,
c2x+ bc = 0,
acx = bc+ cdx.
The system of equations has the following solutions:

1−4x+
√
1−4x
8x−2 −
x√
1−4x
1√
1−4x
1−4x−√1−4x
8x−2

 ,

1−4x−
√
1−4x
8x−2
x√
1−4x
− 1√
1−4x
1−4x+√1−4x
8x−2

 ,
where x 6= 14 .
Case 2.2.2.2.2.2.2. When y 6= 0, then we should solve (3.4) for all non-zero
unknowns. 

a2 + b2y = (2a+ 1)(a+ xc),
a2x+ b2 = (2a+ 1)(b+ xd),
c2 + d2y = (2d + 1)(ay + c),
c2x+ d2 = (2d + 1)(by + d),
ac+ bdy = c(a+ cx) + b(ay + c),
acx+ bd = c(b+ dx) + b(by + d).
(3.6)
From the second and the third equations of the system (a2 − d − 2ad)x =
b+ 2ab− b2, (d2 − a− 2ad)y = c− c2 + 2cd, consider the next cases:
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Case A. Let a2−d−2ad = 0, b+2ab−b2 = 0, d2−a−2ad = 0, c−c2+2cd = 0.
From which we will get the next solutions:
a) a = b = c = d = −1;
b) a = −3+i
√
3
6 , b =
i√
3
, c = − i√
3
, d = −3−i
√
3
6 ;
c) a = −3−i
√
3
6 , b = −
i√
3
, c = i√
3
, d = −3+i
√
3
6 .
a = b = c = d = −1 will be solution of the system of equations (3.6) if and only
if x = y = 1, which contradicts the condition xy 6= 1.
a = −3+i
√
3
6 , b =
i√
3
, c = − i√
3
, d = −3−i
√
3
6 and a =
−3−i√3
6 , b = −
i√
3
, c =
i√
3
, d = −3+i
√
3
6 will be solutions of the system of equations (3.6) if and only if
x = 1− y. From the condition xy 6= 1 we get x 6= 1±i
√
3
2 .
Case B. Let a2−d−2ad = 0, b+2ab−b2 = 0, y = c−c
2+2cd
d2−a−2ad . Then substituting
d = a
2
2a+1 , b = 2a+ 1, y =
c−c2+2cd
d2−a−2ad , we get the next:


a+ a2 + (1+2a)
3(1+2a2−2a(−1+c)−c)c
a(1+4a+6a2+3a3)
+ cx+ 2acx = 0;
(1+2a)2

(1+2a)(1+ 2a2
1+2a
)c(−1− 2a2
1+2a
+c)+
a(1+4a+6a2+3a3)( a
4
(1+2a)2
)+ a
2
1+2a−c
2
x
(1+2a)2


a(1+4a+6a2+3a3)
= 0;
c(2a3+c(1+x)+a(1+c(4+3x))+a2(3+c(4+3x)))
1+3a+3a2
= 0;
c(−1− 2a+ (1+2a)
3(1+2a2−2a(−1+c)−c)
a(1+4a+6a2+3a3)
+ a(1+a)x1+2a ) = 0,
where a 6= −12 , a 6= −1, a 6=
−3+i√3
6 , a 6=
−3−i√3
6 .
From which we will get the following solution:
x1 = −
(1+2a)2
a2
, c1 =
a3
(1+2a)2
, x2 = −
(1+2a)2
(1+a)2
, c2 =
1+3a+3a2+a3
(1+2a)2
.
Thus we will get the solution of the system in the next form:
b = 1 + 2a, c1 =
a3
(1+2a)2
, d = a
2
1+2a , x1 = −
(1+2a)2
a2
, y1 = −
a2
(1+2a)2
,
b = 1 + 2a, c2 =
1+3a+3a2+a3
(1+2a)2
, d = a
2
1+2a , x2 = −
(1+2a)2
(1+a)2
, y2 = −
(1+a)2
(1+2a)2
.
But these solutions contradict the condition xy 6= 1.
Case C. Let x = b+2ab−b
2
a2−d−2ad , c− c
2 + 2cd = 0, d2 − a− 2ad = 0. Similar to the
Case B we get the next solutions of the system:
a = d
2
1+2d , b1 =
d3
(1+2d)2 , c = 1 + 2d, x1 = −
d2
(1+2d)2 , y1 = −
(1+2d)2
d2
,
a = d
2
1+2d , b2 =
1+3d+3d2+d3
(1+2d)2 , c = 1 + 2d, x2 = −
(1+d)2
(1+2d)2 , y2 = −
(1+2d)2
(1+d)2 .
Also these solutions contradict the condition xy 6= 1.
Thus we cannot take these solutions as a solution of system (3.6).
Case D. Let x = b+2ab−b
2
a2−d−2ad , y =
c−c2+2cd
d2−a−2ad .
In this case we have the next solution of system (3.6):
a = −1− d, b = −d(1+d)
c
, x = d(1+d)(c+2cd−d(1+d))
c2(1+3d+3d2) , y =
c(1−c+2d)
c2(1+3d+3d2) ,
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where d 6= −1, d 6= −3±i
√
3
6 , c 6=
d(1+d)
1+2d , c 6= 1 + 2d.
For the algebra E5(x, y) : e1e1 = e1+xe2, e2e2 = ye1+e2, 1−xy 6= 0, x, y ∈ C,
to find the matrix form of the Rota-Baxter operator of weight 0 we should solve
the following system of equations:

b2y = a2 + 2acx,
a2x+ b2 = 2ab+ 2adx,
c2 + d2y = 2ady + 2cd,
c2x = 2bdy + d2,
bdy = c2x+ aby + bc,
acx = bc+ cdx+ b2y.
(3.7)
One can check that this system of equations has only the trivial solution, in the
case when one of unknowns of a, b, c, d will equal to 0.
Also, when x = y = 0, we have only the trivial solution of the system.
For the algebra E5(0,
1
4 ), system (3.7) has the following solution:(
a 2a
−a2 −a
)
.
And for the algebra E5(
1
4 , 0), system (3.7) has the following solution:(
a a2
−2a −a
)
.
Consider for system (3.7), that a 6= 0, b 6= 0, c 6= 0, d 6= 0, and for the algebra
E(x, y), let x 6= 0, y 6= 0.
From the first and the fifth equations of system (3.7), let b2y − a2 6= o, c2x+
aby + bc 6= 0 (otherwise we get a contradiction). Then,
c =
b2y − a2
2ax
, d =
c2x+ aby + bc
by
.
After replacing these values in the second equation of system (3.7), we have
x =
−a4 + 2a3b− 2a2b2y − b4y2
2a3by
.
Then substituting these values in the 3, 4, 6-th equations of system (3.7) we get
y =
−a2 + 2ab
3b2
.
Then substituting the value of y in the value of x, we get
x =
(2a− b)b
3a2
.
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For the parameters x, y we should check that xy 6= 1. Substituting the values of
x and y, we have
xy = −
(a− 2b)(2a − b)
9ab
6= 1.
Then, we get a 6= −b.
Substituting the values of x, y in the values of c, d, we get d = −a, c = −a
2
b
.
Thus, we have the following solution of system (3.7):
(
a b
−a
2
b
−a
)
,
where a 6= −b.
• For the algebra E6(x) : e1e1 = e2, e2e2 = e1+xe2, x ∈ C, to find the matrix form
of the Rota-Baxter operator of weight 1 we should solve the following system of
equations:


b2 = (2a+ 1)c,
a2 + b2x = (2a+ 1)d,
d2 = (2d + 1)(a+ cx),
c2 + d2x = (2d + 1)(b + dx),
bd = ab+ c2 + bcx,
ac = cd+ b2.
(3.8)
Case 1. Let a = 0. Then

b2 = c,
b2x = d,
d2 = 2cdx+ cx,
c2 + d2x = 2bd+ 2d2x+ b+ dx,
bd = c2 + bcx,
cd+ b2 = 0.
Case 1.1. Consider b = 0. Then it is easy to see that the system has only the
trivial solution.
Case 1.2. In the case when b 6= 0, one can check that the system has not
solutions.
Case 2. Let a 6= 0 and a 6= −12 (in the case when a = −
1
2 , it is easy to see that
(3.8) has not solution).
Case 2.1. Let b = 0. Then from (3.8),
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

(2a+ 1)c = 0,
a2 = (2a+ 1)d,
d2 = (2d+ 1)(a + cx),
c2 + d2x = 2d2x+ dx,
c2 = 0,
ac = cd.
And this system has the following solutions:
For the algebra E6(x) (
−1 0
0 −1
)
,
and for the algebra E6(0)
−3+i
√
3
6 0
0 −3−i
√
3
6

 ,

−3−i
√
3
6 0
0 −3+i
√
3
6

 .
Case 2.2. Let b 6= 0.
Case 2.2.1. Let c = 0. Then we get b = 0, which contradicts the Case 2.2..
Thus we do not have solution.
Case 2.2.2. Let c 6= 0. Then for the case, when d = 0, the system has not
solution. Consider d 6= 0.
Case 2.2.2.1. Consider x = 0. Then from (3.8) we get the following system of
equations: 

b2 = (2a+ 1)c,
a2 = (2a+ 1)d,
d2 = 2ad+ a,
c2 = 2bd+ b,
bd = ab+ c2,
ac = cd+ b2.
This system has the following solutions:

−3+i
√
3
6 −
i√
3
i√
3
−3−i√3
6

 ,

−3−i
√
3
6
i√
3
− i√
3
−3+i√3
6

 ,

−3−i
√
3
6 −
6√−1√
3
( 6
√−1)5√
3
−3+i√3
6

 ,

 −3+i
√
3
6
6√−1√
3
− (
6
√−1)5√
3
−3−i√3
6

 ,

−3+i
√
3
6
( 6
√−1)5√
3
6√−1√
3
−3−i√3
6

 ,

−3−i
√
3
6 −
( 6
√−1)5√
3
6√−1√
3
−3+i√3
6

 .
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Case 2.2.2.2. Consider x 6= 0. Then we get the following solution of system
(3.8) for the algebra E6(
−b3−c3
bc2
):
(
b2−c
2c b
c −b
2−c
2c
)
,
where the parameters b, c are solutions of the following system of equations
{
b6+5b3c3+4c6
c
= c(b
3+c3)
b
,
b4
c
+ 4bc2 = c.
For the algebra E6(x) : e1e1 = e2, e2e2 = e1 + xe2, x ∈ C, to find the matrix
form of the Rota-Baxter operator of weight 0 we should solve the following system
of equations:


b2 = 2ac,
a2 + b2x = 2ad,
d2 = 2ad+ 2cdx,
c2 = 2bd+ d2x,
bd = ab+ c2 + bcx,
ac = cd+ b2.
Which will have the following solution for the algebra E6(−
3b2
4c2
):
(
b2
2c b
c −b
2
2c
)
,
where the parameters b, c are solutions of the following system of equations
{
3b6
c
+ 16b3c2 + 16c5 = 0,
b3
c
+ 4c2 = 0.
Thus we have proved the following theorem, which gives all matrices form of the Rota-
Baxter operators on 2-dimensional complex evolution algebras.
Theorem 3.3. The matrices of the Rota-Baxter operators on the two-dimensional complex
evolution algebras are given in the next table, with parameters a, b, c, d, x, y ∈ C.
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Evolution Algebra Matrices of RBOs of weight 0
on the evolution algebra
E1
(
0 b
0 d
)
E2
(
0 0
c −ic
)
,
(
0 0
c ic
)
E3
(
a a
−a −a
)
,
(
a −a
−a a
)
E4
(
0 b
0 d
)
,
(
a b
0 a2
)
E5(
1
4 , 0)
(
a a2
−2a −a
)
E5(0,
1
4)
(
a 2a
−a2 −a
)
E5
( (2a−b)b
3a2 ,
−a2+2ab
3b2
)
a 6= 2b, b 6= 2a, a 6= −b
(
a b
−a
2
b
−a
)
a 6= 0, b 6= 0
E6(−
3b2
4c2 )
(
b2
2c b
c −b
2
2c
)
b 6= 0, c 6= 0 where the parameters b, c are solutions
of the following system of equations{
3b6
c
+ 16b3c2 + 16c5 = 0,
b3
c
+ 4c2 = 0.
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Evolution Algebra Matrices of RBOs of weight 1
on the evolution algebra
E1
(
−1 0
0 d
)
,
(
0 0
0 d
)
E2
(
0 0
c ic
)
,
(
0 0
c −ic
)
,(
−12
i
2
− i2 −
1
2
)
,
(
−12 −
i
2
i
2 −
1
2
)
,(
−1 0
c −1 + ic
)
,
(
−1 0
c −1− ic
)
E3
(
−1 + b b
−b −1− b
)
,
(
−1− b b
b −1− b
)
,
(
b b
−b −b
)
,
(
−b b
b −b
)
E4
(
a b
0 a
2
1+2a
)
, a 6= −12
E5(0, y)
(
0 0
1 0
)
,
(
0 0
c1,2 −1
)
,
where c1,2 =
−1±√1−4y
2 .
E5(0, y)
(
−1 0
−1 −1
)
,
(
−1 0
c1,2 0
)
,
y 6= 0 where c1,2 =
1±√1−4y
2 , c1,2 6= 0
E5(0, y)

1−4y+
√
1−4y
8y−2 −
1√
1−4y
y√
1−4y
1−4y−√1−4y
8y−2

,
y 6= 0, y 6= 14

1−4y−
√
1−4y
8y−2
1√
1−4y
− y√
1−4y
1−4y+√1−4y
8y−2


(
0 1
0 0
)
,
(
0 b1,2
0 −1
)
,
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E5(x, 0)
(
−1 −b1,2
0 0
)
,
(
−1 −1
0 −1
)
,
where b1,2 =
1±√1−4x
2 , b1,2 6= 0.
E5(x, 0)

1−4x+
√
1−4x
8x−2 −
x√
1−4x
1√
1−4x
1−4x−√1−4x
8x−2

,
x 6= 0, x 6= 14

1−4x−
√
1−4x
8x−2
x√
1−4x
− 1√
1−4x
1−4x+√1−4x
8x−2


E5(0, 0)
(
−1 0
0 0
)
E5(x, y)
(
−1 0
0 −1
)
E5(x, 1 − x)

−3−i
√
3
6 −
i√
3
i√
3
−3+i√3
6

,
x 6= 1±i
√
3
2

−3+i
√
3
6
i√
3
− i√
3
−3−i√3
6


E5(x, y)
(
−1− d −d(1+d)
c
c d
)
,
x = d(1+d)(c+2cd−d(1+d))
c2(1+3d+3d2)
, d 6= 0, d 6= −1, d 6= −3±i
√
3
6 ,
y = c(1−c+2d)
c2(1+3d+3d2) c 6= 0, c 6=
d(1+d)
1+2d , c 6= 1 + 2d.
E6(0)

−3+i
√
3
6 0
0 −3−i
√
3
6

 ,

−3−i
√
3
6 0
0 −3+i
√
3
6

,

−3+i
√
3
6 −
i√
3
i√
3
−3−i√3
6

 ,

−3−i
√
3
6
i√
3
− i√
3
−3+i√3
6

,

−3−i
√
3
6 −
6√−1√
3
( 6
√−1)5√
3
−3+i√3
6

,

 −3+i
√
3
6
6√−1√
3
− (
6√−1)5√
3
−3−i√3
6

,


−3+i√3
6
( 6
√−1)5√
3
6√−1√
3
−3−i√3
6

 ,


−3−i√3
6 −
( 6
√−1)5√
3
6√−1√
3
−3+i√3
6

.
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E6(x)
(
−1 0
0 −1
)
E6(
−b3−c3
bc2
)
(
b2−c
2c b
c −b
2−c
2c
)
−b3 − c3 6= 0 where the parameters b, c are solutions
b 6= 0, c 6= 0 of the following system of equations{
b6+5b3c3+4c6
c
= c(b
3+c3)
b
,
b4
c
+ 4bc2 = c.
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