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Abstract. By using a specially constructed cone and the fixed point index theory, this
paper investigates the existence of multiple positive solutions for the third-order three-
point singular semipositone BVP:{
x′′′(t)−λ f (t,x) = 0, t ∈ (0,1);
x(0) = x′(η) = x′′(1) = 0,
where 12 < η < 1, the non-linear term f (t,x): (0,1)× (0,+∞)→ (−∞,+∞) is continu-
ous and may be singular at t = 0, t = 1, and x = 0, also may be negative for some values
of t and x, λ is a positive parameter.
Keywords. Singular semipositone boundary value problem; cone; positive solution;
fixed point theorem.
1. Introduction
Singular boundary value problem (BVP) and semipositone BVP arise in a variety of dif-
ferential applied mathematics and physics and hence, they have received much attention
(for example, see [1,2,4,6,7] and references therein). Meanwhile a lot of attention has also
been paid to third-order three-point BVP:{
x′′′(t)−λ f (t,x) = 0, t ∈ (0,1);
x(0) = x′(η) = x′′(1) = 0,
(1λ )
where 12 < η < 1, f (t,x): (0,1)× [0,+∞)→ (−∞,+∞).
In 1998, Anderson [3] considered the problem (1λ ) and obtained an existence result
about positive solutions when f (t, l) = f (l) and f : [0,+∞)→ [0,+∞). Recently, Yao [8]
has investigated (1λ ) when f is semipositone but not singular at t = 0, t = 1, and x = 0;
and he obtained the following existence theorem.
Theorem A. Suppose
(1) inf{ f (t, l): (t, l) ∈ [0,1]× [0,+∞)}=−M >−∞, where M ≥ 0.
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(2) B = max{ f (t, l): (t, l) ∈ [0,1]× [0,1]}+M≥ 0.
(3) There exist 0 < α < β < 1 such that liml→+∞minα≤t≤β f (t,l)l =+∞.
Then the problem (1λ ) has at least one positive solution, provided
0 < λ < min
{
6
Bη2(3− 2η) ,
6(2η − 1)
M[1− 3(1−η)2] ,
1
M
}
.
By using the approximation method, the fixed point index theory, and a newly-
constructed cone, the present paper considers (1λ ) when the non-linear term f (t,x) may
be singular at t = 0, t = 1, and x = 0, also may be negative for some values of t and x.
The existence of multiple positive solutions is obtained under a simple assumption which
is very similar to that of [8].
The paper is organized as follows: In the rest of this section, some preliminaries are
introduced. In §2, the main result will be stated and proved and in §3, some examples are
worked out to demonstrate our main result.
A map y∈C[[0,1],R] is said to be a positive solution to BVP(1λ ) if it satisfies (1λ ) and
y(t)> 0 for t ∈ (0,1].
In obtaining positive solutions to (1λ ), the following two results are fundamental.
Lemma 1.1. ([5], Lemma 2.3.1, p. 88, and Lemma 2.3.2, p. 91). Let P be a cone of real
Banach space E,Ω be a bounded open set of E,θ ∈ Ω, the map A: P∩Ω → P be com-
pletely continuous.
1) If x 6= µAx for x ∈ P∩∂Ω and µ ∈ [0,1], then i(A,P∩Ω,P) = 1;
2) If infx∈P∩∂Ω‖Ax‖> 0 and Ax 6= µx for x∈ P∩∂Ω and µ ∈ (0,1], then i(A,P∩Ω,P) =
0.
Lemma 1.2. ([6], Lemma 1.2). If g ∈ C[(0,+∞),R+], then there exists a non-decreasing
function h ∈ C[R+,R+] such that h(x) > 0 as x > 0 and g(x)h(x) ∈ C[R+,R+] (that is,
limx→0+g(x)h(x) exists), where R+ = [0,+∞).
2. Main results
For convenience, we list the following hypothesis.
(H1) There exists M > 0 such that
0 ≤ M+ f (t,x)≤ g(t)h(x), ∀t ∈ (0,1), x ∈ (0,+∞),
where g(t): (0,1)→ (0,+∞),
∫ η
0 sg(s)ds+
∫ 1
η g(s)ds <+∞, and h: (0,+∞)→ [0,+∞) is
continuous.
(H2) There exists [α,β ]⊂ (0,1) such that
lim
x→0+
f (t,x) = +∞, lim
x→+∞
f (t,x)
x
=+∞,
both uniformly with respect to t ∈ [α,β ].
The following theorem is our main result.
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Theorem 2.1. Suppose that conditions (H1) and (H2) hold, then for each r > 0, there
exists λ = λ (r) > 0 such that BVP (1λ ) has at least two positive solutions x(t) and y(t)
in C3[(0,1),R]∩C[[0,1],R] satisfying 0 < ‖x‖< r < ‖y‖ provided λ ∈ (0,λ ).
Before giving the proof of Theorem 2.1, we first list some preliminaries and prove some
lemmas.
Let I = [0,1],E = C[I,R], then E is a Banach space with norm ‖x‖ = maxt∈I |x(t)|.
Throughout this paper, we shall use the following notation:
G(t,s) =


ts− 12 t
2, 0 ≤ s ≤ η ,0 ≤ t ≤ s;
1
2 s
2, 0 ≤ s ≤ η ,0 ≤ s ≤ t;
ηt − 12 t2, η ≤ s≤ 1,0 ≤ t ≤ s;
1
2 s
2− ts+ηt, η ≤ s≤ 1,0 ≤ s ≤ t.
It is well-known that G(t,s) is the Green’s function of homogeneous boundary value
problem: {
x′′′(t) = 0, 0 ≤ t ≤ 1;
x(0) = x′(η) = x′′(1) = 0.
Lemma 2.1. G(t,s) defined as above have the following properties:
(1) J(s) =: max
t∈I
G(t,s) =
{ 1
2 s
2, 0 ≤ s ≤ η ;
1
2 η2, η ≤ s ≤ 1.
(2) G(t,s)≥ q(t)J(s), where q(t) =
{
ηt, 0 ≤ t ≤ η ;
2ηt− t2, η ≤ t ≤ 1,
is a non-negative concave
function in I.
(3) Ψ∗(t) =: ∫ 10 G(t,s)ds = 16 [t3 − 3t2 + (6η − 3η2)t] and ‖Ψ∗‖ = maxt∈IΨ∗(t) =
1
6(3η2− 2η3).
(4) Ψ∗(t)≤ Kq(t),∀t ∈ I, where K = max{1,B0},B0 = (6η − 3η2− 2)[6(2η− 1)]−1.
Proof. The proof of (1) and (2) can be seen from [8].
The proof of (3) is as follows: For t ∈ [η ,1], we can get
∫ 1
0
G(t,s)ds =
∫ η
0
1
2 s
2ds+
∫ t
η
(
1
2 s
2− ts+ηt
)
ds+
∫ 1
t
(
ηt− 12 t
2
)
ds
=
1
6 [t
3− 3t2+(6η − 3η2)t].
Meanwhile, for t ∈ [0,η ],
∫ 1
0
G(t,s)ds =
∫ t
0
1
2
s2ds+
∫ η
t
(
ts−
1
2
t2
)
ds+
∫ 1
η
(
ηt− 1
2
t2
)
ds
=
1
6 [t
3− 3t2+(6η − 3η2)t].
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Therefore it is easy to see that
max
t∈I
Ψ∗(t) = Ψ∗(η) = 16 (3η
2− 2η3).
The proof of (4) is as follows: For t ∈ [0,η ], we have
Ψ∗(t)−Kq(t)≤ Ψ∗(t)− q(t) =
1
6(t
3− 3t2− 3η2t).
Let p(t) = 16 (t
2− 3t− 3η2). Noticing that p(0)< 0, p(η)< 0, we assert that p(t)< 0
for t ∈ [0,η ]. And follows the conclusion Ψ∗(t)−Kq(t)≤ 0 for t ∈ [0,η ].
On the other hand, for t ∈ [η ,1],
Ψ∗(t)−Kq(t)≤ Ψ∗(t)−B0q(t)
=
1
6 [t
3− 3t2+(6η − 3η2)t]− 6η − 3η
2− 2
6(2η − 1) (2ηt− t
2).
Similar to the above, for t ∈ [η ,1], let
p(t) =
1
6(t
2− 3t+ 6η − 3η2)− 6η − 3η
2− 2
6(2η − 1) (2η − t).
Since p(η) = (−η3 −η + 2η2)[6(2η − 1)]−1 < 0 and p(1) = 0, we can prove that
Ψ∗(t)−Kq(t)≤ 0 for t ∈ [η ,1]. ✷
Let P = {x ∈ E: x(t)≥ 0, ∀t ∈ I}, Q = {x ∈ P: x(t)≥ q(t)‖x‖, ∀t ∈ I}. Obviously P
and Q are cones in E .
For λ ∈ (0,+∞), j ∈N (N = {1,2,3, . . .}), consider the following approximation prob-
lem of (1λ ):{
x′′′(t)−λ f ∗j (t,x(t)−φλ (t)+ 1j ) = 0, t ∈ (0,1);
x(0) = x′(η) = x′′(1) = 0,
(2)
where
φλ (t) = λ MΨ∗(t),
f ∗j
(
t,u+
1
j
)
=
{ f (t,u+ 1j )+M, u ≥ 0;
f (t, 1j )+M, u < 0.
It is easy to see ‖φλ‖ = λ M‖Ψ∗‖ = λ6 M(3η2 − 2η3) < +∞. Evidently, x ∈
C3[(0,1),R]∩C[I,R] is a solution of (2) if and only if x ∈ C[I,R] is a solution of the
following integral equation:
x(t) = λ
∫ 1
0
G(t,s) f ∗j
(
s,x(s)−φλ (s)+ 1j
)
ds. (3)
Let operator A jλ be defined by
(A jλ x)(t) =: λ
∫ 1
0
G(t,s) f ∗j
(
s,x(s)−φλ (s)+ 1j
)
ds, ∀t ∈ I. (4)
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Lemma 2.2. For each λ ∈ (0,+∞), j ∈ N,A jλ : Q → Q is a continuous and compact map-
ping.
Proof. From Lemma 2.1(2), we can see that A jλ : Q → Q. Meanwhile, by f ∗j ∈C[(0,1)×
R,R+] and (H1), one can conclude that A jλ is continuous and compact from Q to Q. ✷
Therefore, x ∈ Q is a solution of (2) if x is a fixed point of A jλ on Q. Then we next
consider the existence of fixed point of A jλ on Q.
Lemma 2.3. For each r > 0, there exists λ (r)> 0 such that
i(A jλ ,Qr,Q) = 1, ∀λ ∈ (0,λ (r)), j ∈ N,
where Qr = {x ∈Q : ‖x‖< r}.
Proof. By Lemma 1.2 and (H1), there exists a non-decreasing function p ∈ C[R+,R+]
such that p(x)h(x) ∈C[R+,R+] and p(x)> 0 for ∀x > 0. For ∀r > 0, let
λ (r) =: min
{
r
2KM
,
b
c(r)a
}
,
where
a =:
1
2
∫ η
0
τ2g(τ)dτ + η
2
2
∫ 1
η
g(τ)dτ, c(r) =: max
x∈[0,r+1]
h(x)p(x),
b =: 2
∫ r(2η−1)
2
0
p(s)ds+ 2rp
(
r(2η − 1)
2
)
(1−η),
K is defined in Lemma 2.1(4).
We now claim that
x 6= µ(A jλ x), ∀µ ∈ [0,1], x ∈ ∂Qr, λ ∈ (0,λ (r)).
If it is false, then there exist x0 ∈ ∂Qr and µ0 ∈ [0,1] such that
x0(t) = µ0(A jλ x0(t)), ∀t ∈ I.
Noticing x0 ∈Q and using Lemma 2.1, we get
x0(t)≥ q(t)‖x0‖= rq(t),
φλ (t) = λ MΨ∗(t)≤ λ MKq(t)≤ λ KM
r
x0(t), ∀t ∈ I.
So
x0(t)−φλ (t)≥
(
1− λ KM
r
)
x0(t)≥
1
2
x0(t)≥
r
2
q(t), ∀t ∈ I. (5)
Furthermore, since q(t) is a non-negative function on [0,1], it is easy to see
f ∗j
(
t,x0(t)−φλ (t)+ 1j
)
= f
(
t,x0(t)−φλ (t)+ 1j
)
+M, ∀t ∈ I. (6)
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Therefore, by (5), (6), and (H1) we have
x′′′0 (t) = λ µ0
[
f
(
t,x0(t)−φλ (t)+ 1j
)
+M
]
≤ λ g(t)h
(
x0(t)−φλ (t)+ 1j
)
≤ λ g(t) c(r)
p(x0(t)−φλ (t))
≤ λ g(t) c(r)
p( 12 x0(s))
, ∀t ∈ (0,1). (7)
Integrate (7) from t to 1 to obtain
−x′′0(t)≤ λ c(r)
∫ 1
t
g(s)
p( 12 x0(s))
ds
≤ λ c(r)
∫ 1
t
g(s)
p( 12 min{x0(t),x0(1)})
ds, t ∈ (0,1). (8)
Now integrating (8) from t to η , we have
x′0(t)≤ λ c(r)
∫ η
t
∫ 1
s
g(τ)
p( 12 min{x0(s),x0(1)})
dτds
≤ λ c(r)
∫ η
t
∫ 1
s
g(τ)
p( 12 min{x0(t),x0(1)})
dτds, ∀t ∈ (0,η),
that is,
x′0(t)p
(
1
2
min{x0(t),x0(1)}
)
≤ λ c(r)
∫ η
t
∫ 1
s
g(τ)dτds, t ∈ (0,η). (9)
Integrate (9) from 0 to η to get
∫ η
0
x′0(t)p
(
1
2
min{x0(t),x0(1)}
)
dt ≤ λ c(r)
∫ η
0
∫ η
t
∫ 1
s
g(τ)dτdsdt
≤ λ c(r)
[∫ 1
η
g(τ)dτ
∫ η
0
ds
∫ s
0
dt +
∫ η
0
g(τ)dτ
∫ τ
0
ds
∫ s
0
dt
]
= λ c(r)
[η2
2
∫ 1
η
g(τ)dτ + 1
2
∫ η
0
τ2g(τ)dτ
]
= λ c(r)a.
On the other hand, noticing x0 ∈ Q and x′0(t)> 0 for t ∈ (0,η), we get∫ η
0
x′0(t)p
(
1
2
min{x0(t),x0(1)}
)
dt
≥
∫ η
0
x′0(t)p
(
1
2
min{x0(t),r(2η − 1)}
)
dt
=
∫ r
0
p
(
1
2
min{s,r(2η − 1)}
)
ds.
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Then
∫ r
0
p
(
1
2
min{s,r(2η − 1)}
)
ds
=
∫ r(2η−1)
0
p
(
1
2
s
)
ds+
∫ r
r(2η−1)
p
(
r(2η − 1)
2
)
ds
= 2
∫ r(2η−1)
2
0
p(s)ds+ 2rp
(
r(2η − 1)
2
)
(1−η) = b ≤ λ c(r)a.
This guarantees that λ ≥ b
c(r)a , which is in contradiction with 0< λ < bc(r)a . Consequently
the result of Lemma 2.3 follows. ✷
Lemma 2.4. For ∀λ ∈ (0,λ (r)), there exists R > r > 0 such that
i(A jλ ,QR,Q) = 0, ∀ j ∈ N.
Proof. By (H2) we know that, for ∀λ ∈ (0,λ (r)), there exists L > r > 0 such that
f (t,x)
x
≥ 2
(
λ min
t∈[α ,β ]q(t)
∫ β
α
G(t,s)ds
)−1
, ∀x > L, t ∈ [α,β ]. (10)
Set
R = R(λ )> max

 2Lmin
t∈[α ,β ]q(t)
,r

 .
We now claim that
A jλ x 6= µx, ∀x ∈ ∂QR, µ ∈ (0,1].
In fact, if it is not true, then there exist x0 ∈ ∂QR and µ0 ∈ (0,1] such that A jλ x0 = µ0x0,
that is,
x0(t)≥ (A jλ x0)(t) = λ
∫ 1
0
G(t,s) f ∗j
(
s,x0(s)−φλ (s)+ 1j
)
ds, ∀t ∈ I. (11)
Since
x0(t)≥ q(t)R, φλ (t) = λ MΨ∗(t)≤ λ MKq(t), ∀t ∈ I,
then for ∀t ∈ [α,β ], we have
x0(t)−φλ (t)≥ (R−λ MK) min
t∈[α ,β ]q(t)≥
R
2
min
t∈[α ,β ]q(t)> L.
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By (10) and (11) we get for ∀t ∈ [α,β ],
x0(t)≥ λ
∫ 1
0
G(t,s) f ∗j
(
s,x0(s)−φλ (s)+ 1j
)
ds
= λ
∫ 1
0
G(t,s)
[
f
(
s,x0(s)−φλ (s)+ 1j
)
+M
]
ds
> λ
∫ β
α
G(t,s) f
(
s,x0(s)−φλ (s)+ 1j
)
ds
≥ 2λ
(
λ min
t∈[α ,β ]q(t)
∫ β
α
G(t,s)ds
)−1
(R−λ MK)
× min
t∈[α ,β ]q(t)
∫ β
α
G(t,s)ds
≥ 2(R−λ KM)> R.
This is a contradiction with x0 ∈ ∂QR. Thus, the proof of Lemma 2.4 is completed. ✷
Lemma 2.5. For the above-mentioned r > 0 and λ (r) > 0, there exists λ = λ (r) ∈
(0,λ (r)] satisfying that for each λ ∈ (0,λ ), there exists r′ = r′(λ ) ∈ (0,r) such that
i(A jλ ,Qr′ ,Q) = 0, if j is sufficiently large.
Proof. By condition (H2), we can get that for each L′ > MK(mint∈[α ,β ]
∫ β
α G(t,s)ds)−1,
there exists δ > 0 such that
f (t,x)> L′ for x ∈ (0,δ ) and t ∈ [α,β ].
Let
λ = min
{ δ
M
,λ (r)
}
, l = L′ min
t∈[α ,β ]
∫ β
α
G(t,s)ds.
Then Mλ < δ for λ ∈ (0,λ ). Fix λ ∈ (0,λ ), choose r′ = r′(λ ) ∈ (0,δ ) and j sufficiently
large such that
r′
l < λ <
r′
MK
, r′+
1
j < δ .
Next, we prove
A jλ x 6= µx, ∀x ∈ ∂Qr′ , µ ∈ (0,1].
Suppose this is false, then there exist x0 ∈ ∂Qr′ and µ0 ∈ (0,1] such that A jλ x0 = µ0x0.
Since x0(t)≥ r′q(t) and φλ ≤ λ MKq(t) for t ∈ I, we can get
x0(t)−φλ (t)≥ (r′−λ MK)q(t)≥ 0, ∀t ∈ I.
Consequently
f ∗j
(
t,x0(t)−φλ (t)+ 1j
)
= f
(
t,x0(t)−φλ (t)+ 1j
)
+M, ∀t ∈ I.
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On the other hand,
0 < x0(t)−φλ (t)+ 1j ≤ x0(t)+
1
j ≤ r
′+
1
j < δ , ∀t ∈ I.
Therefore,
x0(t)≥ (A jλ x0)(t) = λ
∫ 1
0
G(t,s) f ∗j
(
s,x0(s)−φλ (s)+ 1j
)
ds
> λ
∫ 1
0
G(t,s) f
(
s,x0(s)−φλ (s)+ 1j
)
ds
> λ L′
∫ β
α
G(t,s)ds ≥ λ L′ min
t∈[α ,β ]
∫ β
α
G(t,s)ds > r′,
∀t ∈ [α,β ].
This is in contradiction with x0 ∈ ∂Qr′ and immediately our result follows. ✷
Lemma 2.6. For each λ ∈ (0,λ ) and sufficiently large j, BVP (2) has at least two positive
solutions x j and y j satisfying
r′ < ‖x j‖< r < ‖y j‖< R,
where R,r′ and λ are the same as in Lemmas 2.4 and 2.5.
Proof. By Lemmas 2.3–2.5 and the additivity of fixed point index we can easily get
i(A jλ ,QR \Qr,Q) = i(A
j
λ ,QR,Q)− i(A
j
λ ,Qr,Q) = 0− 1 =−1,
i(A jλ ,Qr \Qr′ ,Q) = i(A
j
λ ,Qr,Q)− i(A
j
λ ,Qr′ ,Q) = 1− 0 = 1.
It follows from solution property of the fixed point index that there exist y j ∈ QR \Qr
and x j ∈ Qr \Qr′ such that
A jλ x j = x j and A
j
λ y j = y j.
Consequently, Lemma 2.6 follows. ✷
Proof of Theorem 2.1. Let {x j},{y j} ( j ≥ j0) be the positive solutions obtained in
Lemma 2.6.
We now prove {x j} j≥ j0 is a bounded and equicontinuous family on [0,1].
The boundedness is obvious. Since ‖x j‖> r′,φλ (t)≤ λ MKq(t)≤ λ MKr′ x j(t) for j ≥ j0,
and λ MK < r′, we have
x j(t)−φλ (t)≥
(
1− λ MK
r′
)
x j(t), t ∈ (0,1).
Similar to the proof of (9), we get
x′j(t)p
(
1
2
min{x j(t),x j(1)}
)
≤ λ c(r)
∫ η
t
∫ 1
s
g(τ)dτds, ∀t ∈ (0,η). (12)
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Let I: R+ → R+ be defined by
I(u) =:
∫ u
0
p
(
1
2
min{s,r′(2η − 1)}
)
ds.
By (H1) we get
ζ =:
∫ η
0
τg(τ)dτ <+∞, γ =:
∫ 1
η
g(τ)dτ <+∞,
and for ∀ε > 0, there exist δ ∈ (0,ε) such that
∫ t2
t1
τg(τ)dτ < ε as 0 ≤ t1 ≤ t2 ≤ η and |t2− t1|< δ .
For ∀t1, t2 ∈ [0,η ] with |t2− t1|< δ and t1 ≤ t2, we have
|I(x j(t2))− I(x j(t1))|
=
∣∣∣∣
∫ t2
t1
p
(
1
2
min{x j(t),r′(2η − 1)}
)
x′j(t)dt
∣∣∣∣
≤
∫ t2
t1
p
(
1
2
min{x j(t),x j(1)}
)
x′j(t)dt
≤ λ c(r)
∫ t2
t1
∫ η
t
∫ 1
s
g(τ)dτdsdt
= λ c(r)
[
1
2
∫ t2
t1
g(τ)(τ − t1)2dτ +
1
2
(t2− t1)
2
∫ 1
t2
g(τ)dτ
+(t2− t1)
∫ η
t2
(τ − t2)g(τ)dτ +(t2− t1)(η − t2)
∫ 1
η
g(τ)dτ
]
≤ λ c(r)
[
η
∫ t2
t1
g(τ)τdτ + 3
2
(t2− t1)
∫ η
0
τg(τ)dτ
+2η(t2− t1)
∫ 1
η
g(τ)dτ
]
≤ λ c(r)
(
η + 3
2
ζ + 2ηγ
)
ε.
Thus, we obtain that {I(x j(t))} j≥ j0 is equicontinuous on [0,η ]. Furthermore, by the uni-
form continuity of I−1 on [0, I(r)] and
|x j(t2)− x j(t1)|= |I−1(I(x j(t2)))− I−1(I(x j(t1)))|,
the equicontinuity of {x j(t)} j≥ j0 on [0,η ] is established.
For ∀t0 ∈ (0,η), t ∈ [t0,1], noticing x j ∈ Q and returning to (8) (replacing x0 with x j),
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we obtain
0 ≤−x′′j (t)≤ λ c(r)
∫ 1
t
g(s)
p( 12 min{x j(t),x j(1)})
ds
≤ λ c(r)
∫ 1
t0
g(s)
p( 12 min{x j(t0),x j(1)})
ds
≤
λ c(r)
p( 12 min{r′ηt0,r′(2η − 1)})
∫ 1
t0
g(s)ds, t ∈ [t0,1]. (13)
Since ∫ 1
t0
g(s)ds =
∫ η
t0
g(s)ds+
∫ 1
η
g(s)ds ≤ 1
t0
∫ η
0
sg(s)ds+
∫ 1
η
g(s)ds,
and by (H1), we can get d =:
∫ 1
t0
g(s)ds <+∞.
This together with (13) guarantees that
|x′′j (t)| ≤
λ c(r)
p( 12 min{r′ηt0,r′(2η − 1)})
d < ∞, t ∈ [t0,1]. (14)
Therefore,
|x′j(t)|= |x
′
j(t)− x
′
j(η)|= |x′′j (ξ )(t −η)|
≤ |x′′j (ξ )| ≤ λ c(r)p( 12 min{r′ηt0,r′(2η − 1)})
d, ∀t ∈ [t0,1].
Consequently, the equicontinuity of {x j} j≥ j0 on [t0,1] follows, and now {x j} j≥ j0 is
equicontinuous in I.
The Arzela–Ascoli theorem guarantees the existence of a subsequence N0 of N and a
function x∗ ∈C[0,1] with x j converging uniformly on I to x∗ as j →+∞ through N0. Also
x∗(0) = 0, r′ ≤ ‖x∗‖ ≤ r, and x∗(t)≥ r′q(t) for t ∈ I. In particular, x∗(t)> 0 on (0,1).
Noticing (14), {x′′j (η)} j∈N0 is a bounded sequence. Therefore, {x′′j (η)} j∈N0 has a con-
vergent subsequence. For convenience, let {x′′j (η)} j∈N0 denote this subsequence also, and
let r0 ∈ R be its limit.
Fix t ∈ [0,1],x j ( j ∈ N0) satisfies the integral equation
x j(t) = x j(η)+
(t−η)2
2
x′′j (η)
+λ
∫ t
η
(t − s)2
2
[
f
(
s,x j(s)−φλ (s)+ 1j
)
+M
]
ds. (15)
Now, let j →+∞ through N0 in (15) to obtain
x∗(t) = x∗(η)+ (t −η)
2
2
r0
+λ
∫ t
η
(t − s)2
2
[ f (s,x∗(s)−φλ (s))+M]ds, t ∈ I. (16)
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Differentiate (16) directly to obtain x∗′(η) = 0. On the other hand, x j ( j ∈ N0) also satis-
fies the integral equation
x j(t) = x j(1)− x′j(1)(1− t)
−λ
∫ 1
t
(s− t)2
2
[
f
(
s,x j(s)−φλ (s)+ 1j
)
+M
]
ds, t ∈ I. (17)
This together with (H1) and r′ ≤ ‖x j‖ ≤ r guarantees that {x′j(1)} j∈N0 is a bounded
sequence. Therefore, {x′j(1)} j∈N0 has a convergent subsequence. Also let {x′j(1)} j∈N0
denote this subsequence, and let R0 ∈R be its limit.
Let j →+∞ through N0 in (17) to get
x∗(t) = x∗(1)−R0(1− t)−λ
∫ 1
t
(s− t)2
2
[ f (s,x∗(s)−φλ (s))+M]ds. (18)
Differentiate (18) directly to obtain x∗′′(1) = 0. Therefore, x∗(t) is a solution of
{
x′′′(t)−λ [ f (t,x(t)−φλ(t))+M] = 0, t ∈ (0,1),
x(0) = x′(η) = x′′(1) = 0.
(19)
Notice that
x∗(t)≥ ‖x∗‖q(t)≥ r′q(t)> λ MKq(t)≥ φλ (t), ∀t ∈ (0,1).
Let x(t) = x∗(t)−φλ (t) for t ∈ [0,1], then x(t) ∈ Q. By (16) or (18), it is easy to see that
x(t) is a positive solution to (1λ ).
Similar to the above discussion, we can get another positive solution y∗ to (19) from
{y j(t)} j≥ j0 and y∗(t)> φλ (t) for ∀t ∈ (0,1). Consequently, y(t) = y∗(t)−φλ (t) is also a
solution to (1λ ).
We now show that (19) has no positive solution on ∂Qr. Suppose there exists x ∈ ∂Qr
satisfying (19). Then
x′′′(t)≤ λ g(t)h(x(t)−φλ (t)), ∀t ∈ (0,1).
Similar to the proof of Lemma 2.3, we can get λ ≥ b
c(r)a . This is in contradiction with
0 < λ < b
c(r)a . Since r
′ ≤ ‖x∗‖ ≤ r, r ≤ ‖y∗‖ ≤ R, then x∗ 6= y∗. Consequently x 6= y and
Theorem 2.1 follows. ✷
Remark. When (1λ ) reduces to positone problem or f (t,x) has no singularity, Theo-
rem 2.1 can also be used.
3. Examples
Example 1. Consider the following BVP:
{
x′′′(t)−λ f (t,x) = 0, t ∈ (0,1);
x(0) = x′
( 2
3
)
= x′′(1) = 0,
(20)
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where
f (t,x) = 1√
t(1− t)
(
1
x
+ x2
)
− sint.
It is easy to see f (t,x) is singular at t = 0, t = 1, and x = 0, also may be negative for some
values of t and x. Evidently, (H1) and (H2) are satisfied for (20). Then by Theorem 2.1,
we can get that (20) has at least two positive solutions when λ is sufficiently small.
Example 2. Consider the following BVP:{
x′′′(t)−λ f (t,x) = 0, t ∈ (0,1);
x(0) = x′
( 3
4
)
= x′′(1) = 0,
(21)
where
f (t,x) = t
( a
xα
+ bex
)
, a > 0, α > 0, b > 0.
It is easy to see that by Theorem 2.1, (21) has at least two positive solutions when λ is
sufficiently small.
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