The Class of various order numerical methods based on non-polynomial spline have been developed for the solution of linear and non-linear sixth-order boundary value problems. We developed non-polynomial spline which contains a parameter ρ, act as the frequency of the trigonometric part of the spline function, when such parameter tends to zero the dened spline reduce into the septic polynomial spline, the consistency relation of non-polynomial spline derived in such a way that, to be tted to approximate the solution of the given sixth-order boundary value problems. Boundary formulas are developed to associate with presented spline methods. Truncation errors are given, we developed the class of second, fourth, sixth and eight order methods. Convergence analysis has been proved. The obtained methods have been tested on nine examples, to illustrate practical usefulness of our approach. The results of our higher eight order method compare with the existing methods so far.
Introduction
We consider non-linear sixth-order boundary value problem of type (1.1) u (6) (x) = f (x, u), a < x < b, a, b, x ∈ R, with the following boundary conditions u(a) = λ1, u (a) = λ2, u (a) = λ3, u(b) = λ4, u (b) = λ5, u (b) = λ6, or u(a) = λ7, u (a) = λ8, u (4) (a) = λ9, u(b) = λ10, u (b) = λ11, u (4) (b) = λ12, (1.2) where λi for i = 1, 2, ..., 12, are nite real constants and u(x) andf (x, u) are continuous functions dened in the interval [a, b] . The sixth-order boundary value problem occurs in several models of engineering and branches of physics, applied mathematics and astrophysics. For example in astrophysics, they believed that the narrow convecting layers border which have x layers, compass A-type of stars may be modeled by sixth-order boundary value problems [7, 22] . The existence and uniqueness of solution of the sixth-order boundary value problem has been discussed by Agarwal [1] . Many attempts have been done to approximate the solution boundary value problems (1.1)-(1.2). Finite dierence methods of various orders, for the solutions of such problems have been developed by Boutayeb and Twizell [5] , Pandey [17] , Twizell [23] and Twizell and Boutayeb [24] . Sinc-Galerkin method for the solution of sixth-order boundary value problems has been developed by El-Gamel et al. [6] . The spectral method based on Bernstein polynomials for solving high order nonlinear boundary value problems have been developed by Behroozifar [4] . The Homotopy perturbation and Variational iteration methods for solving sixth-order boundary value problems have been given by Noor et al. [15, 16] . Adomian decomposition method for solving sixth-order boundary value problems developed by Wazwaz [27] and Hayani [8] . Daftardar Jafari method (DJM) for solutions of fth and sixth-orders boundary value problems presented by Ullah et al. [25] . The series solution method for higher-order boundary value problems has been developed by Aslanov [2] . The numerical solution based on polynomial and non-polynomial splines have been developed by many authors, to solve sixth-orders boundary value problems (1.1)-(1.2). Siddiqi and Twizell [21] derived the polynomial splines of degree six, also Siddiqi et al. [19] used quintic spline and later on Siddiqi and Akram [20] used septic spline to developed the numerical solution of (1.1)-(1.2). Non-polynomial spline has been used by Akram et al. [3] later on Ramadan et al. [18] used non-polynomial spline for the solution of sixth-order boundary value problems. Jalilian et al. [10] presented the solutions of non-linear sixth-order boundary value problems using nonic-spline method. Jha et al. [11] introduced an ecient algorithm based on non-polynomial spline approximations on a geometric mesh for the numerical solution of linear and non-linear two-point boundary value problems. Lang et al. [14] used quintic spline and Arshad Khan et al. [12, 13] applied parametric quintic spline and septic splines for the solution of sixth-order boundary value problems.
The spline functions proposed in this paper have the form T7 = span{1, x, x 2 , x 3 , x 4 , x 5 , cos(ρx), sin(ρx)} where ρ is the frequency of the trigonometric part of the spline functions which can be real or pure imaginary and such parameter will be used to developed the classes of the various order and raise the accuracy of the methods. Thus in each subinterval xi ≤ x ≤ xi+1 we have
which is the septic polynomial spline. In this paper, in section 2, non-polynomial spline is developed. We derive the consistency relation of non-polynomial spline in such a way to be tted with the solution of boundary value problems (1.1) along with boundary condition (1.2). The class of various order of second up to eight-order methods have been obtained. Development of the boundary formulas are considered to be associated with various order methods, in section 3. Convergence analysis proved in section 4 and nally in section 5, numerical examples are included to compare our results with the results obtained by other existing methods, and to show superiority of our approach.
Numerical methods
To develop the spline approximation to the sixth-order boundary value problem (1.1)-(1.2), the interval [a, b] is divided in to n equal subintervals using the grid xi = a + ih, i = 0, 1, 2, ..., n, where h = b−a n . We consider the following non-polynomial spline Si(x), on each subinterval [xi, xi+1] 
where aij, (j = 0, 1, 2, 3, 4, 5), bi, and ci, are real nite constants and ρ, is free parameter. The spline is dened in terms of its rst, second and sixth derivatives, and we denote these values at knots as:
Assuming u(x), to be the exact solution of the boundary value problem (1.1) and ui, be an approximation to u(xi), using the continuity conditions of third, fourth and fth
i (xi) where µ = 3, 4 and 5), and also by elimination of mi, and Mi, we obtain the following relations between ui and pi: ), then we obtain the second-order method and also the relations dened by (2.3) reduce into septic polynomial spline function [20] . Now by using the spline relation (2.3) and discretize the given system (1.1) at the grid points xi, we obtain (n − 5) non-linear equation in the (n − 1), unknowns ui, i = 1, 2, ..., n − 1, as:
We obtain the local truncation error corresponding to the method (2.3) as:
i + ( 
.
Eighth-order method
For α = , the coecient of h 6 up to h 12 in (2.5) can be vanish simultaneously and then the truncation error of method is Ti = −1 57600
Development of the boundary formulas
System of equation (2.4) contains (n − 5) equations, with the (n − 1) number of unknown, so that to obtain the unique solution of the system we need four more equations to be associated with system (2.4). By using boundary conditions (1.2) we can develop these equations to be associate with system (2.4), but here we obtained dierent class of methods so that we need to developed the boundary value formulas of various orders, in our knowledge so far in the literature most of the existing methods based on spline are suer from boundary conditions, in this paper we need to develop the new class of boundary conditions of orders 4, 6 and 8, so that we dene the following identity:
i=0 ψiu (6) n−i + tn−4,
i=0 σiu (6) n−i + tn−3, by using Taylor's expansion we obtain the unknown coecients in (3.1) and (3.2) as follows: (η0, η1, η2, η3, η4, µ1, λ1) = (415, −576, 216, −64, 9, 300, 72), (κ0, κ1, κ2, κ3, κ4, κ5, µ2, λ2) = ( (ν0, ν1, ν2, ν3, ν4, ν5, ν6, ν7) = ( 4 105 , 19 7 , 2, 1 21 , 0, 0, 0, 0), (ω0, ω1, ω2, ω3, ω4, ω5, ω6, ω7) = ( 
Convergence analysis
In this section, we investigate the convergence analysis of the presented eight-order method, in the same manner we can prove the convergence analysis for the rest of other classes of methods. The system of equations (2.4) along with boundary conditions (3.1) or (3.2) yields the non-linear system of equations, and may be written in matrix form as (4.1)
in (4.1) the matrices A0, B and B are order n − 1 and are given by
otherwise.
By using Henrici [9] the matrix P is a monotone matrix and we have (4.3)
and the matrix B and B in case of eight-order method dened by 
where A0 is seven-diagonal matrix thus we have
The matrixs f (1) , R (1) and R (1) each have n − 1 components and are given by (4.8)
1 , ..., f
where f
l ), l = 1, 2, ..., n − 1, and (4.9)
0 , −u0 + αh 6 u
0 , 0 . . .
where u
n = f (xn, un). We suppose that
where the vector U (1) = u(x l ), l = 1, 2, ..., n − 1, is the exact solution and
2 , ..., t
n−1 ] T , is the vector of order n − 1 of local truncation errors. Also in the same way we can prove the convergence analysis for B, and R (1) , of the method. From (4.1) and (4.11) we have:
where (4.13)
1 , e
2 , ..., e
(1)
and
.., n − 1, is a diagonal matrix of order n − 1. 
by using (4.5) we obtain B ≤ 5506027 4989600
and also we have
.., n − 1, and then by using (4.7) and (4.14) we obtain Y < 2554675200 5506027(b − a) 6 . As a consequence of Lemmas 4.2 and 4.1 the non-linear system (4.1) has a unique solution if Y < 2554675200 5506027(b−a) 6 . Theorem 4.3 Let u(x l ) be the exact solution of the boundary value problem (1.1) with boundary conditions (1.2) and we assume u l , l = 1, 2, ..., n − 1, be the numerical solution obtained by solving the non-linear system (4.1). Then we have: 6 , for eight-order method.) Proof : We can write the error equation (4.12) in the following form
, It follows that 
) , B and t (1) from above relations in (4.15) and simplifying we obtain (4.17)
It is a eight-order convergent method provided (4.18) Y < 2554675200 5506027(b − a) 6 .
Numerical illustration
In this section for sake of briefness the eight-order presented method are applied to the following test problems. If we choose α = we obtained the eight-order method. Examples 1-9 have been solved and also compared the obtained solution with the exact solution. The maximum absolute errors in solutions of eight-order method are tabulated in Tables 1-10 . The maximum absolute errors in solutions of examples 1-9 are compared with methods in [12, 13, 25, 11, 15, 18, 19, 20] moreover, in gures 1-3 we plot the graphs of exact and numerical solution for the nonlinear examples 5, 8 and 9, with dierent values of step size h. Example 1. Consider the following linear problem [12, 19, 20] 
The exact solution for this problem is u(x) = (1 − x)e x .
Example 2. Consider the following linear problem [12, 19] 
, u (1) = 2 cos(1). The exact solution for this problem is u(x) = (x − 1) sin(x).
Example 3. Consider the following linear problem [20] 
Example 5. Consider the following non-linear problem [11, 15, 25] 
The exact solution for this problem is u(x) = e −x .
Example 6. Consider the following linear problem [15] 
The exact solution for this problem is u(x) = (1 − x)e x . We solved this example with dierent order of methods and the computed results are tabulated in tables 6-7.
Example 7. Consider the following linear problem [18] 
The exact solution for this problem is u(x) = (x 2 − 1) sin(x).
Example 8. Consider the following non-linear problem [11, 13, 15, 25] 
The exact solution for this problem is u(x) = e x . The exact solution for this problem is u(x) = (x 2 − 1) sin(x). 
Conclusion
We approximate solution of the sixth-order linear and non-linear boundary value problems by using non-polynomial spline, we developed the class of various order of 4, 6 and 8 methods. The new approach enable us to approximate the solution at every point of the range of integration. Tables 1-10 show that our approach produced better in the sense that max | ei | is minimum in comparison with the methods developed in [12, 13, 25, 11, 15, 18, 19, 20] . The results obtain by our methods are observed to be better than that obtained results by Arshad Khan [12, 13] , Ullah et al. [25] , Navnit Jha et al. [11] , Noor et al. [15] , Ramadan et al. [18] and Siddiqi et al. [19, 20] as discussed in examples 1-9.
