Abstract. A multigrid preconditioning scheme for solving the Ciarlet-Raviart mixed method equations for the biharmonic Dirichlet problem is presented. In particular, a Schur complement formulation for these equations which yields non-inherited quadratic forms is considered. The preconditioning scheme is compared with a standard W-cycle multigrid iteration. It is proved that a Variable V-cycle preconditioner leads to problems with uniformly bounded condition numbers. However, W-cycle convergence is proved only if the number of smoothings \m is su ciently large". An example is given in which the W-cycle diverges unless m 8. Divergent W-cycles are also encountered when solving the Morley equations for the biharmonic Dirichlet problem; although, Brenner has proved W-cycle convergence for su ciently large m 9]. This is illustrated with additional computations, while Variable V-cycles continue to produce excellent preconditioners in this setting.
Introduction. In this paper we introduce and analyze the behavior of multigrid
iterative schemes for solving the Ciarlet-Raviart mixed method equations (2.7) for the biharmonic Dirichlet problem in the plane. Other mixed methods for the same problem, the methods of Herrmann and Miyoshi 20, 21, 27] , and Herrmann and Johnson 20, 21, 22] , and the method of Raviart and Thomas 31] for second-order problems, may be analyzed using the same techniques. For each of these methods, the approximate solution satis es an ill-conditioned and inde nite block matrix equation of the form It will be proved that a multigrid W-cycle iteration which uses a su ciently large number of smoothing steps, \m is su ciently large" in the language of Theorem 6, can be used to solve (1.2) . The hypothesis that \m is su ciently large" is common to many multigrid analyses. In practical computations, \m = 1" is su ciently large for many problems. However, this will not be true for (1.2) . (Nor will this necessarily be true for the W-cycle THIS WORK WAS PARTLY SUPPORTED BY THE U.S. ARMY RESEARCH OFFICE THROUGH THE MATHEMATICAL SCIENCES INSTITUTE OF CORNELL UNIVERSITY.
of Brenner 9] for the Morley discretization 28] of the biharmonic Dirichlet problem, see Section 6.) Alternatively, it will be possible to construct a multigrid preconditioner B for the Schur complement S. (A multigrid preconditioner may similarly be constructed for the Morley equations.) Iterative schemes for the preconditioned problem BSu h = Bf (1.3) (e.g. conjugate gradients) are known to converge with a rate which is bounded by a function of the condition number of BS, 2 (BS) . The smaller the condition number, the better the bound, as we shall see in (3.15) of Section 3.2. It will be shown that a \Variable V-cycle" multigrid preconditioner yields problems (1.3) with small condition number, bounded independently of the mesh diameter for a scale of underlying nite element meshes. We shall then say that B and S ?1 are spectrally equivalent, or that BS is spectrally equivalent to the identity.
One can construct a variety of weak formulations for the biharmonic Dirichlet problem which are of the abstract form: where h and u h are the coe cient vectors of h and u h . The resulting matrix N is inde nite and extremely ill-conditioned for ne triangulations; in fact, 2 (N) = O(h ?4 ). The Schur complement S is similarly ill-conditioned, but is symmetric positive de nite. It has been shown by Peisker in 29] that a multigrid W-cycle iteration for N 2 = N t N, the normal equations, converges if \m is su ciently large". We shall take a di erent approach, applying multigrid iterative schemes to the equation (1.2) . It is important therefore to observe that for the Ciarlet-Raviart method, A is an L 2 -Gramm matrix. In principle then, the action of A ?1 may be computed with a rapidly converging iteration; although, a method will be described for avoiding this iteration. With u h obtained from (1.2), one may then compute h = ?A ?1 B t u h .
A multigrid analysis based on the so-called \non-inherited form" theory of Bramble, Pasciak, and Xu 8] is provided for (1.2). Accordingly, an \Approximation and Regularity" property will be proved, see Section 4.2. For this analysis, H 3 -regularity will be assumed for the biharmonic Dirichlet problem; i.e. that the problem is posed on a convex polygonal domain . The multigrid analysis is extended to nonconvex polygonal domains in 19] .
Once the Approximation and Regularity property is veri ed, it is possible to prove that a multigrid W-cycle iteration for (1.2) converges if \m is su ciently large". In practice, W-cycle iterations for (1.2) typically diverge if m is small. A numerical example is given in Section 6 for which W-cycle convergence is not guaranteed unless m 8 . (This cannot happen in the \inherited form, nested space" setting 2, 3, 6, 24, 25, 26] .) It will be preferable then to view the e ect of a single multigrid iteration as a preconditioner for the Schur complement S. Constructing a preconditioner from a Variable V-cycle multigrid iteration, it will be seen in Section 3.2 that preconditioned problems with small and uniformly bounded condition numbers can be obtained. This is an improvement over a result of Braess and Peisker 4] . Furthermore, the cost of applying the preconditioner is comparable to that of a single W-cycle iteration with m = 1. The problem (1.2) may then be rapidly solved with a preconditioned conjugate gradient iteration.
Consider now the problem of computing the action of BA ?1 B t . For the RaviartThomas mixed method, in the special case of a rectangular \triangulation" with tensor product elements, A can be cheaply inverted. However, the cheapest procedure for computing the action of BA ?1 B t when A is well-conditioned generally involves an inconvenient second iteration. We will show how one can avoid this \inner iteration" for the Ciarlet This paper is arranged in the following manner. In Section 2, we provide an outline of the Ciarlet-Raviart method for the biharmonic Dirichlet problem. We prove error estimates for a perturbed version of this method which will be used in the multigrid analysis. The multigrid preconditioner is considered in Section 3, and in Section 4 we prove the Approximation and Regularity condition. In Section 5 we describe several forms a h ( ; ) which approximate a ( ; ) and which yield operators A d which are diagonal in certain local bases for V h . In the nal section, we present the results of several computations.
Throughout this paper we use C to denote a generic positive constant which is independent of the mesh parameter h.
A Model
Problem. In this section we provide a description of the Ciarlet-Raviart method for approximately solving the biharmonic Dirichlet problem (2.1) on convex polygonal planar domains. We also describe certain perturbations by quadrature of this standard Ciarlet-Raviart discretization. These perturbed methods will retain the optimal accuracy of Ciarlet-Raviart solutions, while the quadratures reduce the expense of the multigridpreconditioned iterative methods considered in this work. In the course of this section we highlight those features of the discretizations which lead to optimal error estimates and which provide a basis for the multigrid analysis of Section 3. Recall the de nition, for non-negative integer s, for a constant C which is independent of f, see 18] . In the remainder of this paper we shall assume that is a convex polygon. Given a regular and quasi-uniform triangulation (in the sense of Ciarlet 13] 3. Multigrid Algorithms. In this section we will describe several multigrid approaches for solving the mixed method discretizations presented in the previous section. A standard multigrid W-cycle is considered rst; namely, Algorithm 3.1 in which p is set equal to 2. It will be shown that this multigrid iteration converges provided that a su ciently large but a priori unknown number of smoothing iterations are performed for each multigrid iterative step. In the language of Theorem 6, one must have that \m is su ciently large". This indeterminacy with respect to the smoothing is common to many multigrid analyses. In practice, taking the minimal number of smoothing steps (m = 1) leads to W-cycle convergence for many problems. However, for the mixed methods considered in this work, numerical experiments described in Section 6 show that the W-cycle iteration diverges unless many smoothing iterations are performed | with respect to Theorem 6, one may be required to take m 8.
Even if a suitable value for m can be determined, the requirement that m be large leads to an ine cient W-cycle iteration as we shall see. For the Ciarlet-Raviart mixed method (and for a non-conforming method of Morley), we shall therefore consider a slightly di erent multigrid approach. In Section 3.1 we shall construct a preconditioner from a single multigrid iteration. Actually, the multigrid iteration is itself nothing more than a preconditioned linear iteration, cf. (3.5) { (3.8). It can be shown that for the socalled \Variable V-cycle" multigrid preconditioner, a uniformly bounded conditioning is obtained, and with no parameters to estimate. Compare the result proved in Theorem 7. Furthermore, the cost of applying this preconditioner is comparable to the cost of a single W-cycle iteration with m = 1. One may then use this preconditioner to obtain a rapidly converging conjugate gradient iteration. This will be illustrated in Section 6.
3.1. Overview. In the next paragraphs we shall describe several multigrid algorithms in an abstract setting. The application of these algorithms to the mixed methods of Section 2.1 will be described in Section 3. 
The computability of the adjoint operators P k?1 will be considered in the next section. Finally, we shall employ linear \smoothing iterations" associated with the problems A k u k = f k , for k = 2; . . .; j. We postpone the discussion of the suitability of a smoothing iteration, but now claim that point, line, or block Jacobi or Gauss-Seidel iterations, or the Richardson iteration, may be e ectively used. These smoothing iterations can be expressed in terms of operators R k : W k ! W k in the following way,
As the operators R k need not be self-adjoint, consider also the \symmetrized" smoothing 
But this is nothing more than a linear iterative scheme for solving the preconditioned system B j A j u j = B j f j : (3.8) Since Algorithm 1 employs a symmetrized smoothing iteration, it can be shown that B j is symmetric with respect to ( ; ) j , see 8]. Consequently, B j A j is symmetric with respect to the inner product (A j ; ) j .
The multigrid iteration (3.5) is contracting provided that the eigenvalues of the symmetric operator E j are contained in the interval (?1; 1), or if kE j k < 1. Equivalently, the linear iterative scheme (3.7) converges provided that the eigenvalues of B j A j are contained in (0; 2). If the maximum eigenvalue of B j A j is larger than 2, then (3.7) generally diverges; although, a di erent iterative scheme for solving (3.8), conjugate gradients for example, may rapidly converge. This is an important observation for the multigrid iteration when it is applied to the mixed methods of Section 2.1. Indeed, the W-cycle with m = 1 diverges for these methods. However, the problem (3.8) obtained for the Variable V-cycle with p = 1 and m(k) = 2 j?k has a small condition number | independent of the mesh size h k | and is rapidly solved by a conjugate gradient iteration. Even when kE j k < 1 so that the multigrid iteration (3.5) converges, the spectral condition number of B j A j satis es 3.2. Convergence theory. We now outline the convergence theory for Algorithms 1 and 2 following the approach taken in 8]. The analysis is based upon two conditions. Before introducing the rst condition, which concerns the smoothing iteration, it is convenient to de ne an error operator K k = I ? R k A k and its adjoint with respect to the inner product (A k ; ) k , K k = I ? R t k A k .
C.1) There is a constant C R independent of k such that the smoothing procedure satis es j j juj j j 2 0;k k C R (R k u; u) k ; 8 u 2 W k ; (3.9) for both R k = (I ? K k K k )A ?1 k and R k = (I ? K k K k )A ?1 k , where k is the largest eigenvalue of A k , and j j juj j j 0;k denotes the norm induced by the inner product ( ; ) k .
In 5] it is shown that C:1 is equivalent to the condition that the smoothing iteration (3.3)
converge at a rate exceeding that of a Richardson iteration de ned by R k = ! ?1 k I with ! = C R ?1 . That paper then proves C:1 for a class of smoothers de ned by subspace decomposition and which satisfy simple hypotheses. In particular, point, line, and block Jacobi or Gauss-Seidel iterations satisfy C:1. This iteration di ers from (3.4) only notationally. In fact, the meaning given to R k (e.g. the sweep direction for Gauss-Seidel smoothing) can be chosen, perhaps di erently, for each notation so that the two iterations are identical. 
where M is a constant, M = M( ; C ; C R ).
As consequence of this theorem, the spectral condition number of B k A k satis es
and the multigrid-preconditioned conjugate gradient solution of (3. In Section 4.2 a proof is given of C:2 for the mixed methods of Section 2.1. The preconditioning properties of the simple V-cycle are questionable in comparison to those of the Variable V-cycle. Numerical experiments described in Section 6 suggest that this condition number may not be bounded independent of the mesh.
3.3. Implementation. It remains to interpret the multigrid discussion of the previous section in the context of the mixed methods of Section 2.1. We provide such an interpretation in the next paragraphs. In particular, we relate the operator equation (3.1) to the Schur complement formulations (2.11) and (2.8). With this relation established, we then consider the question of the computability of Algorithms 1 and 2 which were expressed in terms of operators. A description of a multigrid-preconditioned conjugate gradient algorithm is given to end the section.
Consider a nested sequence of quasi-uniform (in the sense of Ciarlet 13] 
The symmetry and positivity of the form A k ( ; ), and hence of the operator A k , follows from that of M k . It is also easy to prove that A k is positive de nite, cf. Lemma 9. Finally, observe that as a result of the embedding W k?1 W k , one may choose the \prolongation" operator I k of the previous section to be the natural injection. Remark 8. In the multigrid analysis of the next sections it will be convenient to have the following representation: According to the preceding discussion, it is convenient to pass the function f j to the multigrid algorithms in the form of the computable cartesian vector F j with entries F j ] i = (f j ; i j ) j . It is also natural to represent the output of these algorithms, z l by the vectorF k with entries
If the basis functions for each space W k are locally de ned, then a representation for f k?1 = P k?1f k is easily computed fromF k since and G k must therefore be inverted for each smoothing step. However, if one selects appropriate discrete inner products; for example, (u; v) k = h 2 k for the problem B j 1=2 A j B j 1=2 (B j ?1=2 u d;j ) = B j 1=2 f j described in 17]. 4 . Approximation and Regularity. In the next two sections I shall interpret and prove the estimate (3.11). More precisely, a proof is given of (3.11) for the perturbed Ciarlet-Raviart method of Section 2.1. The proof employs several properties of the CiarletRaviart mixed method but can be extended to other mixed methods.
4.1. A scale of discrete-space norms. We rst prove several technical Lemmas which will be used in the next section. It is convenient to interpret the technical Lemmas in terms of a scale of discrete norms generated from powers of the operator A k . That fractional and negative powers of A k are well-de ned is a consequence of the rst: Lemma 9. Assume that H:1, H:2, and H:4 are satis ed. Then A k de ned by (3.17) and (3.18) is self-adjoint with respect to the inner product ( ; ) k and positive de nite.
proof:
According to the de nition (3. (4.4) with C independent of h k .
Consider rst the case s = 2. According to (3.19) , and the coercivity of ( ; ) Combining (4.5), (4.6), and (4.7), we obtain j j jQ k j j j 2;k C k k 2 ; 8 2 L 2 ( ) ; (4.8) with C independent of h k . This completes the proof for s = 2.
Additionally, the uniform equivalence of j j j j j j 0;k and k k 0 yields j j jQ k j j j 0;k C kQ k k 0 = C k k 0 ; 8 ? ; (4.11) with to be determined.
Essential to the method of proof is the identi cation of (I ? I k P k?1 )u as an error in the following sense. One may construct an f 2 H ?1 ( ) and an associated system (2.10) for which u (an element of W k ) and I k P k?1 u are solutions associated with meshes k and k?1 , provided that I k is the natural injection. To this end, for any u 2 W k , consider the element G u 2 W k satisfying (G u ; ) L 2 = A k (u; ) ; 8 2 W k :
Since H 1 0 ( ) is continuously embedded in L 2 ( ), (G u ; ) L 2 de nes an element of H ?1 ( ), which we also denote by G u . Consider then the continuous problem (2.5), and the problem But according to the de nition of P k?1 , and if I k was taken to be the natural injection
Since A k?1 ( ; ) is an inner product for W k?1 , we conclude that I k P k?1 u = w d;k?1 .
Having interpreted the term (I ? I k P k?1 )u, one may apply approximation properties for f d;l ; w d;l g for l = k ? 1; k, and elliptic regularity to prove: Lemma 12 . If ( ; ) h k is chosen so that the estimates (2.18) and (2.19) the proof is completed with the observation that h k C k ?1=4 , cf. Lemma 10.
Comparing (4.11) and (4.13), a natural choice for is 1 It remains then to prove that j j jG u;k j j j ?1;k C j j jA k uj j j 0;k
This inequality is an immediate consequence of the inequality (4.10) j j jG u;k j j j ?1;k j j jG u;k j j j 1=2 0;k j j jG u;k j j j 1=2 ?2;k ;
and the identi cations j j jG u;k j j j 0;k = j j jA k uj j j 0;k ; and j j jG u;k j j j ?2;k = j j jA ?1=2 k G u;k j j j 0;k = j j jA 1=2 k uj j j 0;k = (A k u; u) k 1=2 = A k (u; u) 1=2 :
5. Approximate Forms. As discussed in Section 2.1, the motivation for introducing approximate forms ( ; ) h k was a desire to avoid inverting the and the assumption H:2 will then be proved for these forms.
The approximate forms ( ; ) h k will be constructed locally from certain quadrature schemes de ned on triangles T of the mesh k , with C independent of T, then one can prove (5.1) and (5.2) with s = 3 for piecewisequadratic Ciarlet-Raviart spaces V k . It will be shown, with a Bramble-Hilbert argument, that the bound (5.5) can be obtained provided that the quadrature scheme Q T (u; v) is sufciently exact, (E T (u; v) = 0 for all fu; vg 2 P (2) (T) P (0) (T)). We prove a generalization of this in Lemma 13. In order to de ne a suitably exact approximate form for quadratic spaces, consider the standard nodal basis f g for P (2) (T), (see Figure 1) . Each is the restriction to T of a single nodal basis function for V k . Alternatively, de ne a basis f~ g for P (2) (T) according to the speci cations of Table 1 For each~ , we construct a linear functional, or \degree of freedom", F ;T ( ) acting on P (2) (T) and satisfying F ;T (~ ) = , see Table 1 '(n ij ) ; 8 ' 2 P (2) (T) ;
it follows that E T (u; v) = 0 for all fu; vg 2 P (2) (T) P (0) (T).
We now prove a generalization of (5. Table 1 for m = 2, or by Table 2 for m = 3. In order to obtain inequalities (5.1) and (5.2) from Theorem 15, we shall make use of a local L 2 -projection operator, Q k j T 2 P (m) (T) with Q k j T de ned for each T 
The following inequalities are known:
kQ k k l;T C k k l;T ; 8 2 H l (T) ; (5.13) k ? Q k k 0; C h l k k k l; ; 8 2 H l ( ) ; (5.14) for 0 l m + 1, with constants C independent of T or h k , (cf. Theorem 3:1:5 of 13]). Remark 16. One may de ne a quadrature scheme of the form (5.8) for piecewise cubic spaces using the weights and degrees of freedom from Table 2 . (See also Figure 1 .)
The resulting schemes (u; v) h k ;T are exact for fu; vg 2 P (3) (T) P (1) centroid, n ijk ijk 27 100 jTj u(n ijk ) + 2 9 P 3 i=1 u(n i ) 11) . The e ectiveness of this preconditioner when combined with a preconditioned conjugate gradient (PCCG) iteration is illustrated by a second set of computations. We note that condition C:2 follows from results proved in 9] so that Theorem 7 applies in the Morley setting as well. In this section the Schur complement equation (2.11) associated with the modi ed Ciarlet-Raviart method, with piecewise-quadratic spaces, will be considered on the unit square, = 0; 1] 0; 1]. The discrete forms used in de ning this method are chosen from Table 1 of Section 5. Consequently, Gauss-Seidel smoothing iterations may be used in the multigrid algorithms. (This is another good reason to use the modi cation to the CiarletRaviart method. Similar multigrid behavior is observed for the standard Ciarlet-Raviart method with Richardson smoothing.) We construct a sequence of nested quasi-uniform triangulations of from a coarse mesh by joining triangle midpoints to get ner meshes. For each computation, the coarsest mesh consists of two triangles.
The rst set of computations examines ve-level W-cycles as the number of multigrid smoothing iterations, m, is increased. Eigenvalues min and max of the \W-cycle preconditioned" operators B k A k are displayed in Table 3 Table 3 that if Richardson smoothing is used, one must take \m 8" smoothings per ve-level W-cycle iteration in order to guarantee convergence. Clearly Gauss-Seidel smoothing is to be preferred for this problem | yet m > 1 is still necessary for general W-cycle convergence. Similarly, for the Morley discretization, Richardson smoothing is again unsatisfactory for small m. In this case, it appears that m = 1 Gauss-Seidel smoothing yields an acceptable W-cycle. However, it is not known if this will continue to be true for ner grids or for di erent domains . Next we examine the e ectiveness of the Variable V-cycle ( = 2) preconditioners B k . Computed values for extremal eigenvalues and condition numbers of the preconditioned operators B k A k , k = 2; . . .; 6, are listed in Table 4 . According to Theorem 7, the condition number of B k A k is bounded independently of k. Further computations with varying conrm that the slow growth of max seen in this table is not inconsistent with this Theorem, :96 for k = 5. This distinction, which is supported by iteration data (c.f. Table 5 ), is explained in Section 3.2, see (3.5) { (3.8). It was shown there that the standard multigrid iteration is nothing more than a preconditioned iteration using a scheme which is generally less e ective than the preconditioned conjugate gradient scheme. To further illustrate the behavior of the various multigrid schemes we provide Table 5 . In particular, this data demonstrates that, in addition to being robust, the Variable Vcycle preconditioner is cheaper to use than an m > 1 W-cycle. Recorded in Table 5 are the numbers of iterations required to solve A k u = f k with relative error less than 2 10 ?7 . Relative error was measured in the norm (A k B k A k ; ) k 1=2 , (2 10 ?7 corresponds to approximately six correct digits), and iteration counts were averaged for ve simple test problems. Results are listed for both the modi ed Ciarlet-Raviart and the Morley methods. In each case Gauss-Seidel smoothing was used. For the W-cycles, results for the standard multigrid scheme appear rst and are followed by a slash and then the results for the associated preconditioned conjugate gradient (PCCG) scheme. Note that the W-cycle may be used as a preconditioner provided that m is large enough, (m 2 for the modi ed Ciarlet-Raviart method). In comparing results recall that an (m = 1) W-cycle or a ( = 2) Variable V-cycle iteration is roughly 50 to 100 percent more costly than an (m = 1) V-cycle iteration. An m-smoothing W-cycle is roughly m times as expensive as a ( = 2) Variable V-cycle. It is not known if the V-cycle provides a bounded preconditioning for these problems.
