In this paper, we propose a stabilized sequential quadratic semidefinite programming method for solving nonlinear semidefinite programming problems. Recently, the concept of sequential optimality conditions is introduced for nonlinear programming and nonlinear semidefinite programming. These are so-called approximate-Karush-Kuhn-Tucker (AKKT) conditions, and known as genuine necessary optimality conditions in the sense that any constraint qualifications are not required. The proposed method is based on an iterative one which solves a consistent subproblem (so-called the stabilized subproblem) approximately, and is designed for obtaining an AKKT point satisfying the AKKT conditions. We also prove that the proposed method converges to an AKKT point without assuming any constraint qualifications. Finally, we conduct some numerical experiments to indicate efficiency of the proposed method.
Introduction
In this paper, we deal with the following nonlinear semidefinite programming (NSDP) problem: minimize x∈R n f (x), subject to g(x) = 0, X(x) 0, (1.1) where f : R n → R, g : R n → R m , and X : R n → S d are twice continuously differentiable functions, and S d denotes the set of d × d real symmetric matrices. Let S d ++ (S d + ) denote the set of d × d real symmetric positive (semi)definite matrices. For a matrix M ∈ S d , M 0 and M ≻ 0 mean that M ∈ S d + and M ∈ S d ++ , respectively. Moreover, let g 1 , . . . , g m be functions such that g(x) = [g 1 (x) . . . g m (x)] ⊤ for all x ∈ R n . Especially, when the functions f , g, and X are linear, we can regard (1.1) as a linear semidefinite programming (LSDP) problem.
As reported by many researchers, LSDP plays a crutial role in various fields such as combinatorial optimization, signal processing, finance, control theory, data analysis, and so on [26, 29, 30] . Accordingly, development of algorithms solving LSDP has been siginificantly advanced after 1995. Among them, a primal-dual interior point method is known to be one of the most powerful tools for solving LSDP, and implemented in several efficient solvers such as SDPA, SDPT3, and SeDuMi [24, 27, 28, 35] . On the other hand, NSDP also has many applications in control theory, finance, eigenvalue problems, structural optimization, and so forth [23, 34, 37] . Since these applications contain many important ones that cannot be formulated as LSDP, it would be useful to develop efficient methods solving NSDP. Now, there are many algorithms for NSDP, for example, sequential quadratic semidefinite programming (SQSDP) methods [4, 6, 8, 11, 39, 40] , interior point methods [20, 33, 34, 36, 37] , augmented Lagrangian methods [15, 18, 23, 25, 32] , and others [17, 38] .
The Karush-Kuhn-Tucker (KKT) conditions are classical first-order necessary optimality conditions, and many algorithms are designed to compute a KKT point which satisfies the KKT conditions. However, the KKT conditions do not necessarily hold at a local optimum in the absence of constraint qualifications (CQs), such as Slater's CQ and the Mangasarian-Fromovitz CQ (MFCQ). In the early 2000s, approximate-Karush-Kuhn-Tucker (AKKT) and approximate gradient projection (AGP) conditions were introduced for nonlinear programming (NLP) [21, 22] . Those conditions always hold at a local optimum of NLP regardless of any CQs, and hence they can be regarded as genuine optimality conditions for NLP. Moreover, they are often called sequential optimality conditions [1] because they are defined in terms of a sequence converging to a local optimum of NLP. In [1, 3, 9, 10] , stabilized sequential quadratic programming methods and augmented Lagrangian methods were proposed and shown to converge to an AKKT or an AGP point under some mild assumptions.
Quite recently, the AKKT conditions have been carried over from NLP to NSDP in a certain manner, and named as AKKT and trace-AKKT (TAKKT) conditions by Andreani, Haeser, and Viana [2] , where the authors have also been proposed an augmented Lagrangian method and proved that it converges to an AKKT and a TAKKT points that satisfy the AKKT and the TAKKT conditions, respectively, without assuming any CQs. To the best of the authors' knowledge, the augmented Lagrangian method proposed in [2] is currently the only method equipped with a theoretical guarantee of convergence to an AKKT or a TAKKT point of NSDP.
In this paper, we present a stabilized SQSDP method for NSDP problem (1.1) in which a sequence of certain quadratic SDP problems is solved to produce iteration points, and prove its global convergence to an AKKT or a TAKKT point in the absence of any CQs. The proposed method can be regarded as a variant of the SQSDP methods proposed in [4, 6, 8, 11, 40] . However, it can be distinguished from such the existing SQSDP methods in the following two points:
(i) The proposed method approximately solves a consistent subproblem (so-called the stabilized subproblem) at each iteration;
(ii) it converges to an AKKT or a TAKKT point globally without assuming any CQs.
Statement (i) is an advantage over the existing SQSDP methods. Actually, they are not welldefined in the sense that their subproblems are possibly inconsistent, i.e., infeasible. Moreover, they are impractical in the point that they require exact optima of their subproblems to ensure global convergence to a KKT point. Concerning statement (ii), the proposed SQSDP method has a novelty because there have been no SQSDP methods equipped with convergence to an AKKT or a TAKKT point so far. To the best of the authors' knowledge, all the existing methods were shown to converge to a KKT point under the MFCQ, Robinson's CQ, etc. On the other hand, the proposed SQSDP method is proved to converge to an AKKT or a TAKKT point without assuming any CQs. If the MFCQ holds, we can ensure that such an AKKT or a TAKKT point is nothing but a KKT point. The remaining part of this paper is organized as follows. In Section 2, we introduce several notations and important concepts such as the KKT, the AKKT, and the TAKKT conditions. In Section 3, we propose a stabilized SQSDP method for finding an AKKT or a TAKKT point of NSDP problem (1.1). Moreover, we prove the global convergence property of the proposed method. In Section 4, we report some numerical results associated with the proposed method. Finally, we make some concluding remarks in Section 5.
Throughout this paper, we use the following notations. For matrices A and B included in R p×q , A, B denotes the inner product of A and B defined by A, B := tr(A ⊤ B), where tr(M) denotes the trace of a square matrix M, and the superscript ⊤ denotes the transposition of a vector or a matrix. Note that if q = 1, then ·, · denotes the inner product of vectors in R p . Let U ∈ S d be a matrix with an orthogonal diagonalization U = P DP ⊤ . We denote by λ P 1 (U), . . . , λ P d (U) its eigenvalues satisfying D = diag[λ P 1 (U), . . . , λ P d (U)]. In particular, the minimum and the maximum eigenvalues of U are denoted by λ min (U) and λ max (U), respectively. Furthermore, we denote by [U] + the projection of U on S + , that is,
Let Φ : P 1 × P 2 → P 3 , where P 1 and P 2 are open sets. We denote the Fréchet derivative of Φ as ∇Φ. Moreover, we denote the Fréchet derivative of Φ with respect to a variable Z ∈ P 1 as ∇ Z Φ. For a closed convex set S, we denote the metric projector over S as Π S . For a set T , we denote the cardinality of T as card(T ).
Preliminaries
In this section, we define some notations and terminologies.
KKT conditions
First, we introduce the Karush-Kuhn-Tucker (KKT) conditions for (1.1), that is well known as the first order optimality conditions. To this end, we define the following notations:
• the adjoint operator of A(x), that is,
Next, we define the Lagrange function L :
where v := (x, y, Z). Note that y ∈ R m and Z ∈ S d + are Lagrange multipliers for g(x) = 0 and X(x) 0, respectively. The gradient of L at v with respect to x is given by
By using the Lagrange function L, the KKT conditions for (1.1) are written as follows:
In what follows, we call v = (x, y, Z) satisfying the KKT conditions a KKT point. Most of solution methods for NSDP are developed to find a KKT point.
Robinson's CQ and the MFCQ
In this section, we introduce some CQs for (1.1). First, we give Robinson's CQ in the following:
where int(S) denotes the topological interior of the set S.
As is well-known, the set {(y, Z) ∈ R m × S d : (x, y, Z) satisfies the KKT conditions.} is nonempty and bounded under Robinson's CQ [19] . 
AKKT and TAKKT conditions
In this section, we define the AKKT conditions and the TAKKT conditions for (1.1). These concepts are introduced by Andreani, Haeser, and Viana [2] . In the following, we first give the AKKT conditions:
We say that x ∈ R n satisfies the AKKT conditions if X(x) O, g(x) = 0, and there exist sequences
Here, U and U k are orthogonal matrices such that U k → U (k → ∞).
Next, we also give the TAKKT conditions in the following:
Definition 5 We say that x ∈ R n satisfies the TAKKT conditions if X(x) O, g(x) = 0, and there exist sequences
In this paper, we call x satisfying the AKKT (TAKKT) conditions an AKKT (TAKKT) point. Moreover, we call {(x k , y k , Z k )} used for defining the AKKT (TAKKT) point x an AKKT (TAKKT) sequence corresponding to x.
It is generally known that the KKT conditions make sense as the necessary optimality conditions under some CQ, such as Robinson's CQ and the MFCQ described in Section 2.2. In contrast, by the next theorem, the AKKT and the TAKKT conditions are genuine necessary optimality conditions in the sense that any CQs are not required.
Theorem 1 [2, Theorem 2, Theorem 5] Let x be a local optimum of (1.1). Then, x satisfies the AKKT and the TAKKT conditions.
As can be easily confirmed, the KKT conditions imply both the AKKT and the TAKKT conditions. On the other hand, the AKKT conditions were shown not to imply the TAKKT conditions by [2, Example 3], but the converse implication has not been elucidated yet. In [2] , the authors conjectured that the TAKKT conditions do not imply the AKKT conditions.
Finally, we state that if the MFCQ holds, then an AKKT or a TAKKT point is also KKT point.
Theorem 2 [2, Theorem 7, Theorem 8] Let x be a feasible point of (1.1) satisfying the MFCQ. If x satisfies the AKKT (TAKKT) conditions, then the AKKT (TAKKT) sequence corresponding to x has a subsequence converging to a KKT point.
A stabilized SQSDP method and global convergence
In this section, we propose a stabilized SQSDP method for NSDP problem (1.1), and prove its global convergence property. First, we describe the method before providing its formal statement. The proposed method has three main steps. The first main step finds a search direction. In this step, the proposed method solves a consistent subproblem, and obtain a search direction. The second main step updates a current point. We define a merit function for the global convergence, and provide a updating rule with a flexible backtracking line-search strategy proposed by [5] . The third main step is updating some parameters.
Let x be a current point, and let y E and Z E be Lagrangian multiplier estimates for the equality constraint g(x) = 0 and the semidefinite constraint X(x) O, respectively.
Finding a search direction
We consider the following quadratic semidefinite programming (QSDP) problem to produce a search direction:
H denotes the Hessian of the Lagrangian for NSDP problem (1.1) or its approximation, and σ > 0 is a penalty parameter. Problem (3.1) originates from the stabilized subproblem devised aiming for calm effect on multipliers for degenerate problems. For details, see [10, 13, 31] . Eliminating the variable ζ in (3.1) by using the transformed equality constraint ζ = y E − 1 σ {g(x) + ∇g(x) ⊤ ξ} yields the following problem:
We can easily see that (3.1) is equivalent to (3.2) in the sense that both global optimal values, if exist, are equal. In this paper, we consider solving (3.2) to generate a search direction. Notice that problem (3.2) is always feasible. In fact, it has (ξ, Σ) = (0, T ) as a feasible point. Hence, if the objective function of (3.2) is strongly convex, namely, the matrix M is positive definite, problem (3.2) necessarily has a unique optimum. We state this fact as the following proposition. Since this fact is trivial, we omit the proof.
Then, problem (3.2) has a unique optimal solution.
In the subsequent argument, assume that M ≻ O. Let (ξ * , Σ * ) be the unique optimum of (3.2). Since (3.2) has a strictly feasible point (ξ, Σ) = (0, I + T ), Slater's CQ holds for (3.2). Therefore, the KKT conditions hold at (ξ * , Σ * ), namely, there exists some Lagrange multiplier matrix Λ * such that
To the best of the authors' knowledge, any existing SQSDP methods [4, 6, 8, 11, 39, 40] for NSDP presume computing (ξ * , Σ * , Λ * ) satisfying KKT conditions (3.5)-(3.9) exactly. However, it is impractical. In this paper, we propose a new SQSDP method that generates iteration points satisfying KKT conditions (3.5)-(3.9) for subproblem (3.2) approximately, and we establish convergence to an AKKT or a TAKKT point by controlling error related to conditions (3.5)-(3.9) in an appropriate manner. To explain this manner, we define a sequence {(η j , Θ j , Ω j )} concerning error for (3.5)-(3.9) as follows: For each j,
Let us consider the following sequence {(ξ j , Σ j , Λ j )} converging to the KKT point (ξ * , Σ * , Λ * ) for subproblem (3.2):
Note that the sequence {(ξ j , Σ j , Λ j )} can be produced by applying a suitable convergent algorithm, such as primal-dual interior point methods, to subproblem (3.2). Note also that although {(Σ j , Λ j )} is not necessarily convergent, we can suppose that it has a convergent subsequence, and hence we can without loss of generality regard {(Σ j , Λ j )} as the sequence converging to (ξ * , Σ * , Λ * ). Next, we define the merit function F :
where σ, y E , and Z E are parameters. It follows from [2, Lemma 5], (3.3), and (3.4) that the function F is differentiable on R n , and its gradient at x ∈ R n is given by
As aforementioned, whereas the existing SQSDP methods use ξ * as a search direction p at x, the proposed method employs p := ξ j if the triplet (ξ j , Σ j , Λ j ) with some j satisfies the following conditions:
where c 1 ∈ (0, 1), c 2 > 0, and c 3 > 0 are prefixed constants. An index j ∈ N satisfying (3.16)-(3.18) necessarily exists. See Proposition 3 for the proof.
Updating a current point
After computing a search direction p, we determine a step size along p so that the merit function value decreases. Notice that (3.16) with ξ j = p implies that ∇F (x; σ, y E , Z E ), p ≤ 0. For determining the step size, we adopt a flexible backtracking line-search strategy proposed by Curtis and Nocedal [5] . In this strategy, we set a step size as α := β ℓ , where ℓ is the smallest nonnegative integer such that
, and τ ∈ (0, 1). In the proposed line-search, we try to get the integer ℓ satisfying (3.
, p | is large, then the term −ω p 2 in ∆ helps us to adopt ℓ at an early iteration of the line-search. Moreover, note that if ν = σ and ∆ = ∇F (x; σ, y E , Z E ), p , then condition (3.19) reduces to the ordinary line-search strategy. After calculating the step size α > 0, we update (x, y, Z) as (
Updating some parameters
In this section, we express an index k as the current iteration. In the proposed method, we make several steps for updating some parameters φ k , ψ k , γ k , y E k , and Z E k , where φ k and ψ k indicate degree of the feasibility and the improvement of optimality conditions, and γ k means the stationarity of the merit function. These update strategies are based on those of Gill and Robinson [10] , and are supported by numerical results of them. First, we define three functions r, Φ, and Ψ as follows:
where κ ∈ (0, 1) is a weight parameter, and the functions r F and r O are defined by
then these inequalities mean that the sequence tends to converge to a KKT point. We call the case where Φ(v k+1 ) ≤ 1 2 φ k a feasibility step, and we call the case where Ψ(v k+1 ) ≤ 1 2 ψ k an optimality step. Now, notice that problem (3.2) with setting (y E k , Z E k ) = (y k , Z k ) corresponds to the subproblem of the existing stabilized SQP methods [7, 13, 16, 31] because it follows from Proposition 1 that problems (3.1) and (3.2) are equivalent. The fact derives that it is preferred to adopt the update rule that allows y E k+1 = y k+1 and Z E k+1 = Z k+1 as often as possible. Especially, to perform the feasibility or the optimality step is a nice tendency because the feasibility or the optimality is improved at a new point, and hence we set y E k+1 := y k+1 and Z E k+1 := Z k+1 . On the other hand, it is required that Φ(v k ) → 0 or Ψ(v k ) → 0 as k → ∞ in order to ensure the global convergence property. Therefore, we set φ k+1 := 1 2 φ k , ψ k+1 := ψ k , and γ k+1 := γ k in the feasibility step, and we set φ k+1 := φ k , ψ k+1 := 1 2 ψ k , and γ k+1 := γ k in the optimality step. Next, we make a step for generating an AKKT sequence. This step is performed in the case where the if-statements of the feasibility and the optimality steps are false. As shown in the subsequent convergence analysis, the proposed method tends to generate the AKKT sequence when the generated sequence approaches the stationary point of the merit function F . Therefore, if
then we update the parameter γ k so that it decreases. Moreover, the AKKT sequence is not necessarily bounded with respect to the Lagrange multipliers, and hence we update y E k and Z E k so that they are bounded. In concrete, we set
Finally, if the if-statements of all the steps stated above are false, then we set
Moreover, we introduce two update rules of the penalty parameters σ k and ρ k . These update rules are also derived from those in [10] . Now, note that the proposed method can be regarded as an iterative one combining the SQP method and the augmented Lagrangian method. Therefore, it is reasonable that the update rule of the parameter σ k is designed like the augmented Lagrangian method. If we consider the merit function F as the augmented Lagrangian, we can derive the following rule:
Concerning the parameter ρ k , we make its update rule taking into consideration the proof of the global convergence property. Namely, we update ρ k as follows:
where α k := min{α min , α k } and α min ∈ (0, 1).
Formal statement of a stabilized SQSDP method
In this section, we propose a stabilized SQSDP method for solving (1.1). Summarizing the explanation in the above sections gives the following algorithm:
Algorithm 1
Step 0. Select ε > 0, τ ∈ (0, 1), ω ∈ (0, 1),
Step 1. If r(v k ) ≤ ε, γ k ≤ ε, or k = k max , then stop.
Step 2. If ∇F (x k ; σ k , y E k , Z E k ) ≤ ε, then set p k := 0, α k := 1, ∆ k := 0, and go to Step 5. Otherwise, go to Step 3.
While generating a sequence {(ξ j , Σ j , Λ j )} satisfying conditions (3.13) related to subproblem (3.2), perform the following two steps for each j ∈ N ∪ {0}.
Step 3.1 Calculate η j , Θ j , and Ω j defined by
respectively.
Step 3.2 If the following inequalities hold, then set p k := ξ j , and go to Step 4.
Step 4. Calculate α k := β ℓ k and ∆ k :
where ℓ k is the smallest nonnegative integer satisfying one of the following inequalities.
Step 5.
Step 6. Update φ k , ψ k , γ k , y E k , and Z E k according to the following steps.
, and go to Step 7. Otherwise, go to Step 6.2.
, and go to Step 7. Otherwise, go to Step 6.3. Step 6.4. Set φ k+1 := φ k , ψ k+1 := ψ k , γ k+1 := γ k , y E k+1 := y E k , and Z E k+1 := Z E k .
Step 7. Update σ k and ρ k by
Step 8. Set k := k + 1, and go back to Step 1.
Well-definedness of Algorithm 1
Throughout this section, we assume that {(ξ j , Σ j , Λ j , η j , Θ j , Ω j )} is a sequence produced in Step 3. Moreover, we assume that M ≻ O, c 1 ∈ (0, 1), c 2 > 0, and c 3 > 0. Recall that this sequence satisfies (3.13) .
In this section, we prove that Algorithm 1 is well-defined in the sense that Step 3 is terminated after a finite number of iterations. For this purpose, we first define
(3.26)
Lemma 1 If there exists j ∈ N satisfying (3.26), then (3.16) holds. 
According to Lemma 1, (3.26) is a sufficient condition under which ξ j satisfies (3.16). We will show that there exists j ∈ N satisfying (3.26). In the following proposition, we prove that such an index j exists if the following condition holds:
(3.31)
Proposition 2 Assume that (3.31) holds. Then, there exists n 0 ∈ N such that (3.16) holds for all j ≥ n 0 .
Proof. It is clear that Ω * , [T ] + ≥ 0 due to Ω * O. Moreover, we see that Λ * − [T ] + , T − [T ] + ≤ 0 by Λ * O and the fact that [·] + is the projection onto the convex set S d + . We have from these facts, (3.13), and (3.25) that
Since (3.32) holds, there exists n 0 ∈ N such that |R j − R * | ≤ (1 − c 1 )K for all j ≥ n 0 , that is, R j ≤ R * + (1 − c 1 )K ≤ (1 − c 1 )K for all j ≥ n 0 . Noting (3.31) yields that (3.26) holds for all j ≥ n 0 . It then follows from Lemma 1 that (3.16) holds for all j ≥ n 0 . ✷ By the above proposition, we can ensure the existence of an index j such that ξ j is a descent direction of the function F if (3.31) holds. The next lemma provide a sufficient condition that (3.31) holds.
Lemma 2 If ∇F (x; σ, y E , Z E ) = 0, then (3.31) holds.
Proof. We prove the assertion by contradiction. Assume that there exists L ⊂ N such that Proof. By Proposition 2, we ensure that there exists n 0 ∈ N such that
Considering
(3.33) Lemma 2 and (3.33) derive that there exists K > 0 such that
which means that
Since (3.13) indicates that η j → 0 as j → ∞, there exists n 1 ∈ N such that η j ≤ c 1 c 2 K for all j ≥ n 1 . This fact and (3.34) yield that
Moreover, using (3.13) again implies that η j + Θ j F + | Ω j , Λ j | → 0 as j → ∞. Hence, there exists n 2 ∈ N such that 
Global convergence of Algorithm 1
In what follows, we prove the global convergence property of Algorithm 1. In the subsequent argument, we make the following assumptions:
Assumption 1 (A1) The functions f, g, and X are twice continuously differentiable;
(A2) there exists a compact set Γ such that a sequence {x k } generated by Algorithm 1 remains in Γ;
(A3) there exist positive constants ν 1 and ν 2 such that ν 1 ≤ λ min (H k + 1 σ k ∇g(x k )∇g(x k ) ⊤ ) and λ max (H k ) ≤ ν 2 for all k ∈ N.
In addition to Assumption 1, we suppose that there exists no iteration k such that r(v k ) = 0, and suppose that ε = 0 and k max = ∞. These assumptions imply that Algorithm 1 generates an infinite set of iterations.
For simplicity, we denote
We also use the following notations: 
where notice that (3.45) is derived from η k + Θ k F + | Ω k , Λ k | ≤ c 3 . In Algorithm 1, Step 6 is divided into Steps 6.1-6.4. If only Steps 6.1 and 6.2 are eventually performed, then Φ(v k ) → 0 or Ψ(v k ) → 0 as k → ∞. It then follows from (3.20) and (3.21) that a generated sequence is expected to converge to a KKT point of (1.1). For the sake of complete analysis, we need to consider the case where Steps 6.3 and 6.4 are performed for infinitely many times. To this end, we divide N into the following three sets: In the following, we give properties associated with the parameters φ k , ψ k , γ k , σ k , and Z E k .
Lemma 3 Suppose that Assumption 1 holds. Then, the following statements hold: Proof. We show item (i). Note that card(I) = ∞, and φ k+1 = 1 2 φ k or ψ k+1 = 1 2 ψ k for k ∈ I. These facts indicate that φ k → 0 or ψ k → 0 as k → ∞.
We next show item (ii). Since card(I) < ∞,
Let k be a nonnegative integer and assume that Z E k ∈ D. Now, we consider two cases: k ≥ n 0 ; k < n 0 . In the first case, we have from (3.46 
On the other hand, we consider the case where k < n 0 .
The fact and the boundedness of D yield the desired result. Finally, we prove (iii). It is easily seen that γ k+1 = 1 2 γ k for k ∈ J . Moreover, we have from (3.23) that σ k+1 = min{ 1 2 σ k , r(v k+1 ) (ii) {p k } k≥k 0 is bounded;
Proof. First, we prove item (i). Since card(I) < ∞, card(J ) < ∞, and card(K) = ∞, there exists n 1 ∈ N such that
where γ := γ n 1 , y E := y E n 1 , and Z E := Z E n 1 . Moreover (3.23) yields that
where σ := σ n 1 . Note that σ k ≥ σ k+1 for all k ∈ N ∪ {0} by (3.23) . Then, we have from ρ 0 ≥ σ 0 and (3.24) that ρ k ≥ σ k for all k ∈ N. Let F := {k ∈ N :
Noting (3.24) implies that if k ∈ F , then ρ k+1 = max{ 1 2 ρ k , σ k }, and if k ∈ F , then ρ k+1 = ρ k . We consider two cases: card(F ) < ∞; card(F ) = ∞. The first case yields that there exists m 0 ∈ N such that k ∈ F for all k ≥ m 0 , i.e., ρ m 0 = ρ k ≥ σ k for all k ≥ m 0 . Meanwhile, the second case implies that the update rule ρ k+1 = max{ 1 2 ρ k , σ k } is infinitely performed. Therefore, there exists m 1 ∈ N such that m 1 ≥ n 1 and σ m 1 = σ ≥ 1 2 ρ m 1 , that is, ρ m 1 +1 = σ. Once this case occurs, it follows from (3.24) that ρ k = σ for all k ≥ m 1 + 1. By the arguments of the above two cases, we conclude that there exists n 2 ∈ N such that
where ρ := ρ n 2 . By (3.47), (3.48), and (3.49), there exists k 0 := max{n 1 , n 2 } such that k ∈ K, γ k = γ, y E k = y E , Z E k = Z E , σ k = σ, and ρ k = ρ ≥ σ for all k ≥ k 0 . Next, we show item (ii). From now on, assume that k ≥ k 0 , that is, item (i) holds. The combination of (3.38), (3.39) , and Assumption 1 (A1) and (A2) implies that
Assumption 1 (A3) and (3.37) give
It follows from (3.40) and (3.41) that
Using (3.45), (3.50), and (3.52) derives that (3.45) and Assumption 1 (A1) and (A2), we can evaluate b k as follows: 
where P k := A(x k )M −1 k b k − σT k . We can reformulate (3.56) as follows:
, and note that M −1 k u, u ≥ 0 for all u ∈ R n . Thus, (3.45) and (3.57) imply that
(3.58) By using (3.51), (3.52), and (3.55), we can evaluate P k and Q k as follows:
Since Assumption 1 (A1) and (A2) hold, {P k } k≥k 0 and {Q k } k≥k 0 are bounded due to (3.59) and (3.60), respectively. These results and (3.58) indicate that {Σ k } k≥k 0 is bounded. Therefore, the boundedness of {p k } k≥k 0 is derived from (3.54) and Assumption 1 (A1) and (A2). Finally, we prove item (iii). To this end, we first verify that { ∇F (x k ; σ k , y E k , Z E k ), p k } k≥k 0 is bounded away from zero. To show this, assume to the contrary that there exists L ⊂ N such that ∇F (x k ; σ k , y E k , Z E k ), p k → 0 as L ∋ k → ∞. Let k be an arbitrary positive integer satisfying k ∈ L 0 := {k ∈ L : k ≥ k 0 }. Now, it follows from Assumption 1 (A3), item (i), (3.43), and (3.44 
. Then, we easily see that p k → 0, Λ k − [T k ] + F → 0 and η k → 0 as L 0 ∋ k → ∞. Moreover, we have from Assumption 1, (3.15), (3.37), and (3.40) that
As a result, there exists k 1 ∈ N such that ∇F (x k ; σ, y E , Z E ) ≤ γ for all k ∈ {k ∈ L 0 : k ≥ k 1 }, which means that k ∈ J for all k ∈ {k ∈ L 0 : k ≥ k 1 }. However, this result contradicts k ∈ K for all k ≥ k 0 in item (i). Thus, { ∇F (x k ; σ k , y E k , Z E k ), p k } k≥k 0 is bounded away from zero. Secondly, we verify that {−ω p k 2 } k≥k 0 is bounded away from zero. We also prove this assertion by contradiction, that is, suppose that there exists M ⊂ N such that −ω p k 2 → 0 as M ∋ k → ∞. Note that ∇F (x k ; σ k , y E k , Z E k ), p k → 0 as M ∋ k → ∞. This result implies that we can show this case in a similar way to the above proof. Therefor, we conclude that { ∇F (x k ; σ k , y E k , Z E k ), p k } k≥k 0 and {−ω p k 2 } k≥k 0 are bounded away from zero. By the definition of ∆ k , it is clear that {∆ k } k≥k 0 is bounded away from zero. ✷ By using Lemma 4, we show that Algorithm 1 does not generate an infinite set of iterations satisfying card(I) < ∞, card(J ) < ∞, and card(K) = ∞. Proof. We prove this theorem by contradiction. Suppose that Algorithm 1 generates an infinite set of iterations satisfying card(I) < ∞, card(J ) < ∞, and card(K) = ∞. By Lemma 4 (i), there exists k 0 ∈ N such that k ∈ K, γ k = γ, y E k = y E , Z E k = Z E , σ k = σ, and ρ k = ρ ≥ σ for all k ≥ k 0 . In what follows, we assume that k ≥ k 0 . Notice that the if-statement of Step 2 is false because if there exists an iteration k 1 such that it is true, then k 1 ∈ J . Now, we consider two cases: (a) ρ > σ; (b) ρ = σ.
Case (a): Note that ∆ k ≤ 0 due to (3.43 ). Since ρ k = ρ > σ for all k ≥ k 0 , we have from
However, the former contradicts ρ k = ρ for all k ≥ k 0 , and the latter also contradicts ρ k = ρ > σ for all k ≥ k 0 . According to Assumption 1 (A1) and (A2), it is clear that {F (x k ; ρ, y E , Z E )} k≥k 0 is bounded below. Furthermore, {F (x k ; ρ, y E , Z E )} k≥k 0 is a non-increasing sequence. These facts and (3.61) yield min{α min , β ℓ k }∆ k → 0 (k → ∞). Then, there are two cases: (a1) lim inf k→∞ β ℓ k > 0; (a2) lim inf k→∞ β ℓ k = 0.
Case (a1):
Since α min > 0, we see that lim inf k→∞ min{α min , β ℓ k } > 0. Hence, we have ∆ k → 0 (k → ∞).
(3.62) Case (a2): In this case, there exists L 1 ⊂ N such that ℓ k → ∞ as L 1 ∋ k → ∞. Moreover, Assumption 1 (A2) implies that there exist L 2 ⊂ N and x * ∈ Γ such that
Applying the mean value theorem derives that there exists θ k ∈ (0, 1) satisfying
where the first inequality is obtained by τ ∈ (0, 1), the definition of ∆ k , and (3.43) . Notice that {p k } k≥k 0 is bounded from Lemma 4 (ii). Notice also that δ k = β ℓ k −1 → 0 as L ∋ k → ∞. As a result, we see that x * = lim L∋k→∞ x k = lim L∋k→∞ (x k + θ k δ k p k ). Thus, the continuity of ∇F and (3.63) yield that
We have from (3.62) and (3.64) that {∆ k } k≥k 0 is not bounded away from zero.
Case (b): Secondly, we consider the case where ρ = σ, which implies that the step size α k = β ℓ k is calculated by the ordinary line-search strategy. Thus, we know that ℓ k is the smallest integer such that 0
This inequality corresponds to (3.61) in Case (a), and hence it follows from the proof similar to the above case that {∆ k } k≥k 0 is not bounded away from zero.
Therefore, all cases contradict Lemma 4 (iii). ✷
The above theorem states that there exist infinitely many elements of I or J . By exploiting the above result, we provide a main convergence result associated with Algorithm 1.
Theorem 4 Suppose that Assumption 1 holds. If Algorithm 1 generates an infinite sequence {x k }, then there exists at least one accumulation point x * such that it satisfies any of the following statements:
(i) x * is a TAKKT point of (1.1);
(ii) x * is an AKKT point of (1.1);
(iii) x * is a stationary point of the optimization problem 
These results derive that {(x k , y k , Z k )} L is a TAKKT sequence corresponding to x * . Thus, this case satisfies situation (i).
Case (b): Next, we discuss the case where card(I) < ∞. In this case, it follows from Lemma 3 (ii) that {Z E k } is bounded. Moreover, card(J ) = ∞ must hold because card(J ) < ∞ contradicts the assertion of Theorem 3. Let Q := {k ∈ N : k − 1 ∈ J }. Notice that card(Q) = ∞ by card(J ) = ∞. Since Assumption 1 (A2) holds, there exist M ⊂ Q and x * ∈ R n such that x k → x * as M ∋ k → ∞. We have from Lemma 3 (iii) that
we compare Algorithm 1 with an augmented Lagrangian (AL) method given in Appendix A, where note that the AL method is based on [2] . Although the original AL method proposed in [2] cannot handle equality constraints, we improve the original one so that it can handle equality constraints by adding appropriate penalty terms to the augmented Lagrange function. For details of the AL method, see appendix A. The program is written in MATLAB R2019a and run on a machine with an Intel Core i7-8700 3.20 GHz CPU and 16.00GB RAM.
In what follows, we describe the settings of Algorithm 1 and the AL method. First, the setting of Algorithm 1 is as follows. We exploit SDPT3 version 4.0 [27, 28] as a solver for subproblem (3.2) . We use the approximate Hessian H k updated by the Levenberg-Marquardt type algorithm presented by [37, Remark 3] . The parameters are as follows:
ε := 10 −6 , τ := 10 −4 , ω := 10 −4 , β := 0.5, κ := 10 −5 , a min := 10 −3 , k max := 300, y max := 10 6 , Z max := 10 6 I, φ 0 := 10 3 , ψ 0 := 10 3 , γ 0 := 10 −1 , σ 0 := 10 −1 , ρ 0 := 10 −1 .
The initial point (x 0 , y 0 , Z 0 ) is selected as follows. All elements of x 0 and y 0 are randomly generated from [0, 1], and Z 0 is set to the form z 0 I, where z 0 is also randomly generated from [0, 1]. On the other hand, the setting of the AL method is as follows. We use fminunc, which is the MATLAB unconstrained optimizer, as a solver for the unconstrained minimization problem of Step 2 in the AL method. The parameters are as follows:
ε := 10 −6 , τ := 0.5, γ := 2, k max := 300, y max := 10 6 , Z max := 10 6 I, ρ 0 := 10, ε 0 := 10 −30 .
The positive sequence {ε k } is generated by ε k+1 := 1 2 ε k for k ∈ N ∪ {0}. The initial point (x 0 , y 0 , Z 0 ) is selected in the similar way to the case of Algorithm 1.
In tables 1-8, we show computational results of Algorithm 1 and the AL method. Note that v * , x * , y * , and Z * described in 
Solving degenerate problems
In this section, we solve two degenerate problems described in [12, Section 3] . The first one is the next problem:
subject to [X] jj = 1, j = 1, . . . , N, J, X = 0, X O,
where C ∈ S N is a constant matrix whose elements are selected randomly from [−1, 1], and J denotes the matrix whose elements are all one, that is, J = ee ⊤ , where e := [1, . . . , 1] ⊤ ∈ R N . Due to e ⊤ Xe = J, X = 0, problem (4.1) has no interior feasible point. Thus, Slater's CQ fails for this problem. Secondly, we introduce the second degenerate problem as follows:
where M, N ∈ N are positive constants satisfying M ≤ N, and b ∈ R M is a constant vector whose first element is set to zero and the others are all one, and α ∈ R N is a constant vector whose nth element is set to zero and the others are selected randomly from [0, 1], and A 1 , . . . , A N ∈ S N are constant matrices such that A j := v j v ⊤ j , j = 1, . . . , N where v 1 , . . . , v N ∈ R N are arbitrary orthonormal basis vectors. Problem (4.2) also has no feasible interior point because v ⊤ 1 Xv 1 = A 1 , X = [b] 1 = 0. Hence, Slater's CQ does not hold. Tables 1 and 2 show computational results of Algorithm 1 and the AL method on problem (4.1), respectively. The two tables mean that the Algorithm 1 and the AL method were not able to obtain a KKT point of problem (4.1). However, Algorithm 1 was able to obtain a feasible point of problem (4.1). On the other hand, tables 3 and 4 illustrate computational results of Algorithm 1 and the AL method on problem (4.2), respectively. Although Algorithm 1 was able to find a KKT point of problem (4.2), the AL method was not able to find that. Furthermore, values of max{ y * , Z * F } in tables 2 and 4 imply that the AL method seems to have difficulty with the numerical stability related to Lagrange multipliers.
Solving nondegenerate problems
Next, we confirm that Algorithm 1 can also solve some nondegenerate problems. Problems of this subsection are solved in [34, 37] . The first one is the Gaussian channel capacity problem: where A ∈ S N is a constant matrix, and ε ∈ R is a positive constant. In the experiments, the elements of A are generated randomly from [−1, 1] with [A] jj = 1 for j = 1, . . . , N, and we set ε := 10 −3 . In tables 5 and 6, we give performances of Algorithm 1 and the AL method on problem (4.3), respectively. The both algorithms could obtain a KKT point of problem (4.3). Moreover, the AL method could find the KKT point faster than Algorithm 1. On the other hand, Algorithm 1 was able to find a KKT point of problem (4.4) whereas the AL method could not obtain that. As with the case of problems (4.1) and (4.2), tables 6 and 8 indicate that the AL method was not able to compute Lagrange multipliers stably.
Throughout the numerical experiments, it can be seen that Algorithm 1 could solve many test problems stably. In contrast, the AL method could not solve a lot of test problems, although the performance of the AL method on problem (4.3) is better than that of Algorithm 1. 
Concluding remarks
In this paper, we have proposed a stabilized SQSDP method (Algorithm 1) for NSDP problem (1.1). This method is designed for degenerate problems, such as MFCQ and Slater's CQ are not satisfied. The feature of Algorithm 1 is to solve the stabilized subproblem approximately at each iteration, and to find an AKKT or a TAKKT point. Moreover, we have shown its global convergence property without assuming any CQs. In the numerical experiments, we have illustrated that Algorithm 1 can solve many test problems stably compared with the AL method proposed in [2] . As a future work, it is worth proving the superlinear convergence property of Algorithm 1 under some appropriate conditions.
