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Abstract
Describing the dimension reduction (DR) techniques by means of probabilistic models has recently been given special attention.
Probabilistic models, in addition to a better interpretability of the DR methods, provide a framework for further extensions of
such algorithms. One of the new approaches to the probabilistic DR methods is to preserving the internal structure of data. It is
meant that it is not necessary that the data first be converted from the matrix or tensor format to the vector format in the process
of dimensionality reduction. In this paper, a latent variable model for matrix-variate data for canonical correlation analysis (CCA)
is proposed. Since in general there is not any analytical maximum likelihood solution for this model, we present two approaches
for learning the parameters. The proposed methods are evaluated using the synthetic data in terms of convergence and quality of
mappings. Also, real data set is employed for assessing the proposed methods with several probabilistic and none-probabilistic
CCA based approaches. The results confirm the superiority of the proposed methods with respect to the competing algorithms.
Moreover, this model can be considered as a framework for further extensions.
Index Terms
Canonical Correlation Analysis, Probabilistic dimension reduction, Matrix-variate distribution, Latent variable model.
I. INTRODUCTION
RECENTLY, probabilistic interpretation of statistical dimension reduction techniques in the subspace domain has beenapplied in the different applications [1]–[3]. Probabilistic dimension reduction models offer many benefits, including the
handling of missing and outlier data [4], automatic selection of number of projection vectors [5] and the extending of the
standard dimension reduction methods to more complex ones such as mixture models [6], [7] or non-linear models [8], [9].
Tipping and Bishop presented a probabilistic model for principal component analysis (PCA) called probabilistic PCA (PPCA)
and showed that a relation could be found between the projections extracted by the PCA method and the maximum likelihood
solution of an restricted factor analysis model [10]. Lawrence proposed a dual model for PPCA and extended it to the non-
linear case through the gaussian processes [8]. Bach and Jordan presented probabilistic interpretation of canonical correlation
analysis (CCA) and called it probabilistic CCA (PCCA) [11]. In this method, a latent variable model is used to describe two
gaussian random vectors. Recently different variations of PCCA have also been proposed [12]–[14].
All the above mentioned methods assume that the input data or features are described as vectors. However, in many
applications, we encounter with the data that have an intrinsic structure such as matrix or tensor. For example, in face recognition
task, pixels of the image can be considered as the features, which have matrix structure, or in image processing, 2D Gabor
functions are frequently used for feature extraction that the outputs of which have the matrix structure [15]. In traditional
dimension reduction approaches, these structures are usually broken and the features are concatenated into a long vector.
However, this leads to the small sample size problem and the increase in the computational cost due to the large matrices [16].
Therefore, in recent years, attention has been paid to the use of algorithms that do not use the data transformation (converting
data into a vector) as a preprocessing step. Two-dimensional PCA (2DPCA) [16], general low rank approximation of matrix
(GLRAM) [17] and two-dimensional CCA (2DCCA) [18], [19] are among the first examples of these algorithms.
The probabilistic interpretation of 2-or-more-dimensional subspace feature extraction techniques is also an active research
field. Tao and et al. presented a decoupled bayesian tensor analysis model which could reduce the dimensions of tensor
data and automatically determine the appropriate dimensions [20]. In [21], by applying matrix variate distributions [22], a
probabilistic higher-order PCA for matrix-variate data was introduced and variational expectation-maximization (EM) was
applied for learning the parameters of the model. Another probabilistic model for 2DPCA was proposed by Zhao and et al.
called bilinear PPCA (BPPCA) which extend the previous models by defining three separate model of noises called column, row
and common noise. BPCCA formulated its proposed model with a two-stage representation and the parameters of the model
were computed with both maximum likelihood estimation (MLE) and EM [23]. Safayani and et al. introduced probabilistic
2DCCA (P2DCCA) in which two models on columns and rows of images called left and right probabilistic models were defined
[24]. For learning the parameters, it is assumed that the parameters of right probabilistic model is known and the observations
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are projected to the corresponding latent spaces. Then the parameters of the left probabilistic model are estimated using EM
algorithm. In a similar procedure, and parallel to the left probabilistic model, the parameters of right probabilistic model are
learned. This procedure is repeated until convergence. In this approach, it is assumed that the columns of observation matrix
are independent and its probability distribution is constructed by producting the probability of the corresponding columns.
Also, because of existence of two models on the rows and the columns, a pair of data can not be mapped to a single latent
space. This causes the model not to be a generative model.
In this paper, a probabilistic model for CCA with matrix data assumption is presented. In this model, two random matrices
are related through a latent variable that has a matrix-variate normal distribution. Since there is no closed-form solution for
learning the parameters of this model, two approaches are proposed. The first approach called unilateral matrix-variate CCA
(UMVCCA) assumes that the latent variables are only projected from one side (rows or columns), and with this assumption,
the model parameters are estimated using EM algorithm. In the second approach, the simple assumption of the first approach
is not considered and the hidden variables are written from both sides (rows and columns). This model is named bilateral
matrix-variate CCA (BMVCCA). To learn the parameters of this model, an algorithm based on the variational EM [25] is
proposed. In the learning algorithm, the posterior distribution is estimated using a matrix-variate normal distribution and a
lower bound of the log-likelihood is maximized with respect to the variational parameters that are here mean matrix and two
covariance matrices of the matrix-variate normal distribution.
The proposed algorithms are initially assessed using synthetic data for convergence analysis and also accuracy of mapping
matrices, and then are evaluated on the ”NIR-VIS 2.0” [26] face database and their results are compared with competing
algorithms such as CCA, 2DCCA [18], PCCA [11] and P2DCCA [24]. The rest of this paper is organized as follows: in
Section II, matrix-variate normal distribution as well as CCA, 2DCCA and PCCA are briefly reviewed. The proposed method
is presented in Section III. Section IV is devoted to the assessing of proposed methods using both syntectic and real data.
Finally, the paper is concluded in Section V.
II. RELATED WORKS
A. Matrix-variate normal distribution
Since in two-dimensional probabilistic models we deal with random matrices (instead of random vectors) variables, it is
convenient to use matrix-variate distributions to model them. In general, matrix-variate distributions are a 2D generalization of
multivariate distributions [22]. Matrix-variate normal distribution X ∼MN (M,Σ,Φ) is the most famous one and is defined
as follows:
1
(2pi)
1
2mn|Σ| 12n|Φ| 12m exp
[
tr(−1
2
Σ−1(X −M)Φ−1(X −M)′)], (1)
where X ∈ IRm×n is a random matrix, M ∈ IRm×n is the mean matrix, Σ ∈ IRm×m  0 and Φ ∈ IRn×n  0 are the
column and row covariance matrices respectively and tr(A) denotes trace of matrix A. Also, it can be shown that if X follows
X ∼MN (M,Σ,Φ) then vec(X) ∼ N (vec(M),Σ⊗ Φ), where ⊗ is the kronecker product [22].
B. Canonical Correlation Analysis (CCA)
Canonical correlation analysis is a method that seeks to find relationships between two multivariate sets of variables [27].
CCA maps each set of data to a common subspace in which the correlation between the two data sets is maximized. For
example assumes that x1 ∈ IRm1 and x2 ∈ IRm2 are two random vectors. CCA finds two linear mappings w1′x1 and w2′x2
in which the following criteria is maximized
arg max
w1,w2
cov
(
w1
′
x1, w2
′
x2
)
, (2)
s.t. var(w1
′
x1) = 1,
var(w2
′
x2) = 1.
It can be shown that the optimal w1 and w2 can be obtained by solving the following eigen problems:
C11
−1C12C22−1C21w1 = λ2w1, (3)
C22
−1C21C11−1C12w2 = λ2w2, (4)
where C11 and C22 are the autocovariance matrices of random vectors x1 and x2 respectively and C12 is the cross-covariance
matrix of them and λ2 is the largest eigenvalue and is equal to the square of canonical correlations.
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C. Two-dimensional CCA (2DCCA)
2DCCA is a 2D extension of CCA which works directly on matrix data [18] . Let {Xjn ∈ IRm
j×nj |2j=1, n = 1, ..., N} are
realizations of random matrix variable Xj |2j=1. Without loss of generality, here, we assume that the random variables are zero
mean. 2DCCA tries to obtain projection vectors lj |2j=1 and rj |2j=1 that maximizes the following optimization problem:
arg max
l1,r1,l2,r2
cov
(
l1
′
X1r1, l2
′
X2r2
)
, (5)
s.t. var(l1
′
X1r1) = 1,
var(l2
′
X2r2) = 1.
Since there is no closed-form solution for this problem, 2DCCA assumes that once rj |2j=1 are fixed and after some
simplifications the optimization formula converts to
arg max
l1,l2
l1
′
Σr12l
2, (6)
s.t. l1
′
Σr11l
1 = 1,
l2
′
Σr22l
2 = 1,
where Σrij =
1
N
∑N
n=1X
i
nr
1r2
′
Xjn
′, and once again the lj |2j=1 are assumed to be fixed and the following formula is obtained:
arg max
r1,r2
r1
′
Σl12r
2, (7)
s.t. r1
′
Σl11r
1 = 1,
r2
′
Σl22r
2 = 1,
where Σlij =
1
N
∑N
n=1X
i
n
′
l1l2
′
Xjn. By solving (6) and (7) iteratively until convergence, the optimum transformations
{l1, r1, l2, r2} are obtained. It can be shown that optimization (6) and (7) converts to the following eigen problems:[
0 Σr12
Σr21 0
] [
l1
l2
]
= λ
[
Σr11 0
0 Σr22
] [
l1
l2
]
, (8)[
0 Σl12
Σl21 0
] [
r1
r2
]
= λ
[
Σl11 0
0 Σl22
] [
r1
r2
]
. (9)
The d1 largest eigenvectors of (8) generates the columns of matrix Lj |2j=1, similarly d2 largest eigenvectors of (9) determines
columns of matrix Rj |2j=1.
D. Probabilistic CCA (PCCA)
PCCA defines the following latent variable model [11]:
xj = W jz + µj + j , j ∈ {1, 2}, (10)
where xj is the observation random vector, z is the latent vector with a multivariate normal distribution with zero mean and
identity covariance matrix, j is the residual noise vector which follows multivariate normal distribution with expectation of
zero and Ψj covariance matrix and µj is the mean vector of random vector xj . In this model, conditioned on the latent variable
z, x1 and x2 are independent. It can be shown that the following distributions result from (10):
p(xj |z) = N (W jz + µj ,Ψj), (11)
p(x|z) = N (Wz + µ,Ψ), (12)
p(x) = N (µ,Σ), (13)
where x = [x1′, x2′]′, W = [W 1′,W 2′]′, µ = [µ1′, µ2′]′, Σ =
[
W 1W 1
′
+ Ψ1 W 1W 2
′
W 2W 1
′
W 2W 2
′
+ Ψ2
]
and Ψ = [Ψ1′,Ψ2′]′. Let
x1n|Nn=1 and x2n|Nn=1 denote a set of observation vectors. The maximum log likelihood estimates of parameters θ = (W,Ψ) can
be obtained by maximizing
L(θ) = N
2
log Σ +
1
2
N∑
n=1
trΣ−1(xn − µ)(xn − µ)′ + const, (14)
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which leads to
W jML = Σ˜jjU
j
dS
j , j ∈ {1, 2}, (15)
ΨjML = Σ˜jj −W jMLW jML
′
, j ∈ {1, 2}, (16)
where S1 and S2 are the arbitrary matrices such that S1S2′ = Cd and Cd is the diagonal matrix of the first d canonical
directions, and U jd consists of first d canonical directions and Σ˜jj is the sample covariance matrix of x
j .
In [11], also an iterative algorithm based on EM was proposed to maximize (14). For this reason, zn|Nn=1 are considered as
the missing values in the optimization algorithm and the complete log-likelihood is as follows:
L(θ) =
N∑
n=1
{lnP (xn|zn) + lnP (zn)}. (17)
By substituting (12) into (17) and some mathematics, the expected value of log-likelihood function with respect to the posterior
distribution is obtained :
Q(θ|θ(t)) =
N∑
n=1
{
− 1
2
|Ψ| − 1
2
(x′nΨ
−1xn)− 1
2
(〈znz′n〉) (18)
− 1
2
(W ′Ψ−1W 〈znz′n〉) + 〈zn〉W ′Ψ−1xn
}
,
where
〈zn〉 = MW ′Ψ−1xn, (19)
〈znz′n〉 = M + 〈zn〉〈zn〉′, (20)
M = (W ′ΨW + I)−1. (21)
By maximizing (18) with respect to the parameters and substituting (19) and (20) into the solutions, the final update formulas
are obtained as follows:
Wt+1 =Σ˜Ψ
−1
t WtMt(Mt +MtW
′
tΨ
−1
t Σ˜Ψ
−1
t WtMt)
−1, (22)
Ψt+1 =Σ˜− Σ˜Ψ−1t WtMtWt+1. (23)
III. LATENT VARIABLE MODEL FOR TWO-DIMENSIONAL CCA
Inspired by [11], [21], the proposed model extends PCCA for matrix data as follows:
Xj = LjZRj
′
+M j + Ξj , j ∈ {1, 2}, (24)
where j is the index of observation variable, Xj ∈ IRmj×nj and Ξj ∈ IRmj×nj are observed variable and residual noise
matrix respectively, Z ∈ IRd1×d2 is the latent matrix variable, M j ∈ IRmj×nj indicates means of corresponding observed
variable ( without loss of generality from here we assume that the observed variables are zero mean) and Lj ∈ IRmj×d1 and
Rj ∈ IRnj×d2 are the left and right projection matrices respectively. The latent and noise matrix variables have the following
distributions:
p(Z) =MN (0, I, I), (25)
p(Ξj) =MN (0,ΨjL,ΨjR), ΨjL,ΨjR  0, j ∈ {1, 2}, (26)
where ΨjL ∈ IRm
j×mj and ΨjR ∈ IRn
j×nj are the positive-semidefinite covariance matrices of noise matrix variables.
From the linear model presented in equation (24) and the noise distributions in equation (26), the conditional distribution
of observation variables given the latent matrix are obtained as:
p(Xj |Z) =MN (LjZRj ′,ΨjL,ΨjR), j ∈ {1, 2}. (27)
This model is an extension to the PCCA [11], the difference is that here the observed, latent and noise variables are represented
as matrices instead of vectors. It can be shown that the vector form of (24) is obtained as follows
vec(Xj) = W jvec(Z) + vec(M j) (28)
+ vec(Ξj), j ∈ {1, 2},
p(vec(Z)) = N (0, I), (29)
p(vec(Ξj)) = N (0,ΨjL), Ψj  0, j ∈ {1, 2}, (30)
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where vec(.) is an operator that vectorize the input matrix by concatenating its columns, W j = (Rj⊗Lj) and Ψj = ΨjR⊗ΨjL.
As it can be observed projection matrix Wj is the Kronecker product of right and left projection matrices and similarly noise
covariance matrix Ψj can be decompose into right and left noise covariance matrices. Therefore, the number of free parameters
of model (28) is much less than those of model (10).
The joint probabilistic distribution for a data pair and the corresponding subspace respresentation could be written as
P (X1, X2, Z) = P (X1|Z)P (X2|Z)P (Z). (31)
While in PCCA the likelihood function of observed data, i.e., P (X1, X2) could be obtained via integrating out the latent
variable, here due to the use of matrix-variate distributions, in the general case P (X1, X2) and also posteriori distribution
P (Z|X1, X2) do not follow a matrix-variate normal distribution. Therefore, we propose two approaches for learning the
parameters. In the first one, we simplify the model by assuming only one projection matrix (left or right) so that the posteriori
distribution can be derived based on a matrix-variate normal distribution and a solution based on EM algorithm can be provided.
We call this approach unilateral matrix variate CCA model(UMVCCA). In another approach that we call it bilateral matrix
variate CCA model (BMVCCA), we consider the model in general case (with both left and right projections) and estimate
the posterior distribution P (Z|X1, X2) using a parametric matrix-variate normal distribution q(Z) and a lower bound of the
log-likelihood is maximized using variational EM algorithm [25]. Each of these approaches is discussed here.
A. Unilateral matrix variate CCA (UMVCCA)
We assume that one of the left or right mapping matrices(here, without loss of generality the left mapping matrix) in (24)
are replaced by the identity matrix therefore we have
Xj = ZRj
′
+ Ξj , j ∈ {1, 2}, (32)
p(Ξj) =MN (0, I,ΨjR), (33)
where Z ∈ IRmj×d2 . With assumption of m1 = m2 = m, the above models can be reformulated into one factor analysis
model as follows:
X = ZR′ + Ξ, (34)
where X = [X1, X2] ∈ IRm×(n1+n2), R = [R1′, R2′]′ ∈ IR(n1+n2)×d2 and Ξ = [Ξ1,Ξ2] ∈ IRm×(n1+n2). Following
distributions can be obtained:
p() =MN (0, I, [Ψ1R 0
0 Ψ2R
]
), (35)
p(X|Z) =MN (ZR′, I,ΨR), (36)
P (Z|X) =MN (SR′Ψ−1R X ′, I, S), (37)
S = (R′Ψ−1R R+ I)
−1, (38)
where Ψr =
[Ψ1R 0
0 Ψ2R
]
.
For learning the parameters of UMVCCA, we use well-known EM algorithm. Let X1n|Nn=1 and X2n|Nn=1 be defined as N
pairs of training data. {Xn, Zn}Nn=1 is the complete data and the complete log likelihood is:
L(θ) = ΣNn=1ln{P (Xn, Zn)} = ΣNn=1ln{P (Xn|Zn)P (Zn)}. (39)
The rest of the derivations is straight forward. The final EM update formulas are
R∗ = Σ˜Ψ−1R RS[mS + SR
′Ψ−1R Σ˜Ψ
−1
R RS]
−1, (40)
Ψ∗R =
1
m
Σ˜− 2
m
RSR′Ψ−1R Σ˜ +
1
m
RSR′Ψ−1R Σ˜Ψ
−1
R RSR
′, (41)
where Σ˜ = 1N
∑N
i=1X
′
iXi is data scatter matrix and N is the number of training data. Algorithm (1) shows the steps of this
algorithm.
Algorithm 1 UMVCCA algorithm
Input: X1n|Nn=1 and X2n|Nn=1, initialization of Rj with random matrices and ΨjR with identity matrices, for j=1,2
1: repeat
2: Update R and ΨR using (40) and (41).
3: until change of L is smaller than a threshold
Output: Rj and ΨjR, for j=1,2
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B. Bilateral matrix variate CCA (BMVCCA)
In this case, we assume that in equation (24) both left and right projection matrices are exist. For maximizing the likelihood
function, we need to estimate the posterior of latent variable Zn given the observed variables X1n and X
2
n. However, in general
there is no matrix-variate formulation for this posterior. Therefore we employ variational-EM algorithm [25] for maximizing the
lower-bound of the likelihood function. In variational-EM, a parameterised variational distribution q(Zn) is chosen to estimate
the posteriori distribution P (Z|X1, X2) and then its parameters are optimised. Here, we consider the following parametric
distribution in the form of matrix-variate normal for q(Zn):
q(Zn) ∼MN (Cn, O, S), (42)
where Cn ∈ IRd1×d2 is the mean matrix and O ∈ IRd1×d1 and S ∈ IRd2×d2 are the column and row covariance matrices
respectively. The variational parameters are optimised to maximized a lower bound L(q) of the data log-likelihood function
which can be written as
L(q) =
∑
n
∫
ln
[
P (X1n, X
2
n, Zn)
q(Zn)
]
q(Zn)dZn = (43)
∑
n
Eq
[
ln
[
P (X1n, X
2
n, Zn)
q(Zn)
]]
,
where Eq stands for ”expected w.r.t the variational distribution”. The optimization of the variational parameters {Cn, O, S}
yields the following update formulas (variational E-step).
O∗ =
[
1
d2
2∑
j=1
tr[Rj
′
ΨjR
−1
RjS]Lj
′
ΨjL
−1
Lj +
1
d2
tr[S]× I
]−1
, (44)
S∗ =
[
1
d1
2∑
j=1
tr[Lj
′
ΨjL
−1
LjO]Rj
′
ΨjR
−1
Rj +
1
d1
tr[O]× I
]−1
, (45)
vec(C∗n) =
[
2∑
j=1
[
Rj
′
ΨjR
−1
Rj ⊗ Lj ′ΨjL
−1
Lj
]
+I
]−1
× (46)
vec
(
2∑
j=1
Lj
′
ΨjL
−1
XjnΨ
j
R
−1
Rj
)
.
After estimating the variational distribution q(Zn) in the E-step process, the update formulas for the rest parameters of the
model are obtained as follows (variational M-step):
ΨjL
∗
=
[
1
Nnj
P jL +
1
nj
tr[Rj
′
ΨjR
−1
RjS](LjOLj
′
)
]
, (47)
ΨjR
∗
=
[
1
Nmj
P +
1
mj
tr[Lj
′
ΨjL
−1
LjO](RjSRj
′
)
]
, (48)
Lj
∗
=
[
−
N∑
n=1
XjnΨ
j
R
−1
Rj
′
C ′n
][
−Ntr[RjΨjR
−1
Rj
′
S]O (49)
−
N∑
n=1
CnR
jΨjR
−1
Rj
′
Cn
′
]−1
,
Rj
∗
=
[
−
N∑
n=1
Cn
′Lj
′
ΨjL
−1
Xjn
][
−Ntr[Lj ′ΨjL
−1
LjO]S (50)
−
N∑
n=1
C ′nL
j ′ΨjL
−1
LjCn
]−1
,
The algorithm of BMVCCA is presented in algorithm (2).
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Algorithm 2 BMVCCA algorithm
Input: X1n|Nn=1 and X2n|Nn=1, initialization of Lj and Rj with 2DCCA algorithm and ΨjL ΨjR with identity matrices, for j=1,2
1: repeat
2: E-STEP:
3: Update O, S and Cn using (44), (45) and (46) respectively.
4: M-STEP:
5: Update ΨjL, Ψ
j
R L
j and Rj using (47), (48), (49) and (50) respectively for j=1,2.
6: until change of L is smaller than a threshold
Output: Lj ,Rj ,ΨjL and Ψ
j
R for j=1,2
2 4 6 8 10
0
5
10
15
Iteration
D
is
ta
nc
e
L1
L2
R1
R2
average
Fig. 1. Distance between two successive iteration mappings of BMVCCA
C. Dimension Reduction
Observation data matrices can be projected into the low-dimensional space using {Lj , Rj}2j=1. But it is more natural to
use probabilistic projection. Here, similar to PPCA, we represent the observed data into the low-dimensional space by using
the mean of posterior distribution,i.e., E(Z|T 1, T 2). However, in BMVCCA, q(Z) estimates the posterior distribution so we
consider the mean of q(Z). As it can be seen this equation can be applied whenever we have two observation matrices. In the
case of one observation matrix (here, X1), we consider E[q(Z|X1,M2)] as the low-dimensional representation of X1, where
M2 is the average of X2 random matrix in the training dataset. Similar formula can be obtained for X2.
IV. EXPERIMENTS
In this section we analyze the performance of algorithm using both synthetic and real data.
A. Synthetic data
1) Convergence of Algorithm: In this section, the convergence of the algorithm is analyzed using synthetic data. For
generating the synthetic data, we at first sample each element of the projection matrices Lj ∈ IR32×15|2j=1 and Rj ∈ IR32×15|2j=1
from the uniform distribution in the range of zero and one. Then for each pair of observed data, the latent matrix Z ∈ IR15×15
and residual matrices Ξj ∈ IR32×32|2j=1 are sampled from MN (0, I, I) and MN (0, 0.1I, 0.1I) respectively and the observed
data {Xj ∈ IR32×32}2j=1 are generated using equation (24). We generate 1000 samples with this procedure and run BMVCCA
algorithm and compute the Frobenius norm of each projection matrix in different iterations of the algorithm. Fig. (1) plots the
difference of computed norms in the successive iterations. As it can be seen the algorithm converges after some iterations.
2) Analyzing the probabilistic subspace: In this section, we want to get the mean of distribution of latent variables
conditioned on the observed matrices and compute their distance to the true latent variables. Similar to the previous section,
we generate 1000 pairs of data {Xj ∈ IR32×32}2j=1 using equation (24). This time, the projections Lj ∈ IR32×1|2j=1 and
Rj ∈ IR32×1|2j=1 are vectors and come from the uniform distribution in the range of zero and one, for each data Z ∈ IR1×1
is a scalar sampled from N (0, 1) distribution and residual matrices Ξj ∈ IR32×32|2j=1 are sampled from MN (0, 0.1I, 0.1I).
We run BMVCCA to obtain Cn|1000n=1 , which are the estimated mean of posterior distribution of P (Zn|X1n, X2n), in each
iteration of algorithm. Then we compute the Euclidean distance between the true latent space Zn|1000n=1 with the corresponding
Cn|1000n=1 and plot it in Fig. (2) for different iterations. As it can be observed the error is reduced and goes to zero. To investigate
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Fig. 2. Distance between estimate and true latent space in varying iterations for BMVCCA
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Fig. 3. Distance between estimate and true latent space with varying training samples for BMVCCA
the effect of the number of training data, we repeat this experiment with different training samples ranging from 10 to 1000
samples. Fig. (3) illustrates the result as it can be observed the accuracy of estimation is improved with increased training size.
It should be noted that this experiment is applicable only for 1 × 1 latent space. It is due to the fact that the obtained latent
space leads to the true latent space up to a rotation and in general there is no solution for obtaining the rotation matrices. But
it can be shown that whenever the subspace is restricted to 1× 1, there is no rotational matrix and the true and learned latent
variables are equal up to a scaling factor which its magnitude can be removed by normalizing both latent spaces. However, its
sign cannot be removed by this procedure and for canceling the sign of scaling factor, we compute Euclidean distance between
the true latent space with both positive and negative sign of learned subspace and the minimum is chosen.
3) Analyzing the learned projections of UMVCCA: In this section, we try to examine the learned projection matrices of
UMVCCA by using the synthetic data. We generate 1000 pairs of observation data {Xj ∈ IR32×32}2j=1 with the procedure
similar to the previous section. However, this time only right projection vectors Rj ∈ IR32×1|2j=1 exist. Then, UMVCCA is
run and the learned projection vectors are obtained. Fig. (4) plots the true and learned projection vectors. It can be observed
that without regarding the sign and scaling factor the true and learned vectors are similar.
B. NIR-VIS 2.0 face dataset
We analyze the performance of the proposed algorithms on ”NIR-VIS 2.0” [26].This dataset contains the visible and near
infrared face images. The data are collected through four different sessions and in each session some visible and infrared
images are taken from each subject participated in that session. There are 740 unique ”person-session” subjects in the dataset
( 710 persons were involved in only one session, while 15 persons were participated in two sessions). There are 1-22 VIS
and 5-50 NIR face images per subject. However, some of the subjects only have one image and also some of them do not
have either the visible or infrared images. Therefore, we select 728 ”person-session” for our experiments. The same label is
considered for the subjects who have involved in two sessions. We select 728 VIS and 728 NIR face images as the train
data and 4333 VIS face images as the test data. The faced images are cropped so that the eyes of all images have the same
coordinates. The face images are gray scaled and resized to 32× 32. Fig. 5 shows several samples from this dataset.
1) Image reconstruction: In this experiment, we at first project the pairs of visible and infrared images into the low-
dimensional subspace using BMVCCA and then try to reconstruct the original images. Fig. 6 depicts the images from visible
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Fig. 4. Illustration of the true and learned projection vectros of UMVCCA. Horizontal axis is the dimension of the vector ranging from 1 to 32. Left: true
projection vectors, Right: learned projection vectors
Fig. 5. Samples from NIR-VIS face dataset. First row (Visible images), Second row (Infrared images)
and infrared spectrum of six persons as well as their corresponding low-dimensional subspace and reconstructed images. Here,
compressed representation is 15×15 and is obtained by equation (46). As it can be observed, reconstructed images are similar
to the original images.
2) Convergence: Fig. 7 demonstrates the Euclidean distance of consecutive projection matrices in learning of BMVCCA.
As it can be observed after some iterations the distance goes to zero. Also, Fig. 8 depicts a plot of the lower bound of the
Fig. 6. Six persons original visible and infrared images and their corresponding reconstructed images.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9
0 2 4 6 8 10 12 14 16 18 20
0
1
2
3
4
L1
0 2 4 6 8 10 12 14 16 18 20
0
0.1
0.2
0.3
0.4
L2
0 2 4 6 8 10 12 14 16 18 20
0
0.5
1
1.5
2
E
uc
lid
ea
n
di
st
an
ce
be
tw
ee
n
cu
rr
en
t
an
d
pr
ev
io
us
st
ep
s
va
lu
e
R1
0 2 4 6 8 10 12 14 16 18 20
0
1
2
3
4
R2
Fig. 7. Euclidean distance between consecutive projection matrices of BMVCCA in NIR-VIS 2.0 dataset
0 2 4 6 8 10 12 14 16 18 20
5.8
6
6.2
6.4
6.6
6.8
·106
Iteration
L
ow
er
bo
un
d
of
lo
g-
lik
el
ih
oo
d
Fig. 8. Lower bound of log-likelihood in BMVCCA algorithm in NIR-VIS 2.0 dataset
logarithm of likelihood with respect to different iterations. As it can be observed the algorithm converges after some iterations.
3) face recognition: The task here is face recognition which we train the model with pairs of visible and infrared images
and then project each train or test data into the low-dimensional space. Then compute the Euclidean distance between each
projected test image and all the projected train images and choose the label of the train image with the least distance as the
label of the test image. Table I expresses the corresponding formula for the representing images into the low-dimensional space
for each method. Moreover, in addition to the mentioned criteria based on the Euclidean distance between the projected test
image and train images, we utilize the following probabilistic criteria:
label(Xj) = (51)
arg max
n
Eq
[
ln[P (Xj |Zn)]
]
, n = 1...N, j ∈ {1, 2},
where here Xj is a test image. This equation calculates the conditional probability of a test image given each of the training
images and selects the label corresponding to the most probable image as the test data label. We call this approach probabilistic
test and abbreviate it as ”ptest” in the tables. Table II compares the error rate of different algorithms with different number of
Method Subspace representation
CCA W jxj
PCCA [11] E[z|x]
2DCCA [18] LjXjRj
P2DCCA [24] E[Z|X]
UMVCCA E[Z|X]
BMVCCA E[q(Z)]
TABLE I
DIFFERENT METHODS AND THEIR LOW-DIMENSIONAL REPRESENTATION FORMULA
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 10
TABLE II
COMPARISON OF ERROR RATE OF DIFFERENT CCA BASED METHODS ON NIR-VIS 2.0
Subspace dimentions
Methods 5×5 10×10 15×15 20×20 25×25 30×30 best
PCA+CCA 89.2% 51.4% 31.1% 21.2 16.3% −−− 16.3%
PCA+PCCA 58.5% 29.3% 20.7% 16.6% 15.4% −−− 15.4%
2DCCA 27.2% 20.2% 19.2% 18.8% 19.1% 19.3% 18.8%
P2DCCA 35.6% 18.7% 11.3% 11.1% 9.2% 11.6% 9.2%
UMVCCA 22.9% 15.6% 25.1% 29.6% 30% 30% 15.6%
BMVCCA 78.6% 29.6% 17.4% 17.3% 17.1% 17.6% 17.1%
BMVCCA(ptest) 40% 13.2% 9.4% 9.1% 7.5% 7.5% 7.5%
features in the low-dimensional space. For UMVCCA, the number of features is 32× d, where d is the dimension of reduced
feature space, therefore we select appropriate d so that the number of obtained features is closed to the number of features
in the corresponding column. For example, the number of features in the first and second column of table II is 25 and 100
respectively. So for UMVCCA we consider the value of d to be 1 and 3 respectively for these two columns, which produces 32
and 96 features. Since CCA and PCCA methods suffer from the small sample size problem that leads to the singular matrices.
We at first project the data to the lower dimension of 727 (one less than the number of training data) using PCA and then
applying the corresponding algorithms. Therefore, we cannot project the data to 30 × 30 features for these algorithms and
consequently place dash in the corresponding column. As it can be observed form table II, the BMVCCA with ptest criteria
outperforms other algorithms significantly.
V. CONCLUSION
In this paper a probabilistic model for CCA was proposed which works with matrix-variate data such as image matrices.
Two iterative approach for learning the parameter were presented. In the first approach, called unilateral matrix variate CCA
(UMVCCA), the model was restricted by mapping the latent matrix only from one side (row or column) and a learning method
based on expectation maximization was introduced. In the other approach, called bilateral matrix variate CCA (BMVCCA),
the latent matrix was mapped from the both sides and the posterior distribution was estimated using a variational matrix-
variate distribution and its variational parameters were estimated using variational expectation maximization. The proposed
algorithms was evaluated using syntectic and real data. The results indicated that the algorithm converges after a few iteration.
Also, comparison with other CCA based algorithms showed that the proposed algorithm has a better performance in terms
of recognition accuracy. This model can be extended to more complex models such as mixture models, nonlinear models, or
bayesian framework.
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