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Abstract 
A popular model of random orders is obtained by taking two disjoint n-element antichains A, and 
Al, and putting in each relation in A, x A, with probability l/2, all the choices being made 
independently. We estimate the number of linear extensions of such an ordered set, showing that this 
number is almost always very close to q(n!)‘, where q is a known constant. 
We extend this result to produce estimates for the number of linear extensions of almost every 
n-element ordered set. 
1. Introduction 
There has recently been much interest in various models of random partially ordered 
sets. In particular, there has been a resurgence of interest in ‘typical’ ordered sets. 
Kleitman and Rothschild [7] proved in 1975 that almost all partial orders on an n-point 
ground set have a rather special structure: they have just three ‘layers’, with n/2 + C 
elements in the middle layer, and about n/4 in each of the outer layers. For partial orders 
of this form, the problem of estimating the standard order-theoretic parameters of 
height and width is trivial. By contrast, the task of estimating the dimension of almost 
every order on n points is far from simple - this is the subject of a recent paper by 
ErdGs et al. [4]. The subject of this note is to give estimates for another parameter of 
interest, namely the number of linear extensions. As in [4], we shall actually spend most 
of our time considering a slightly different model - that of random bipartite orders. 
2. Linear extension of an ordered set 
Let P =(X, < ) be a partial order. A linear extension of P is a linear order < on the 
same ground set X such that x < y whenever x <y. The set of linear extensions is 
denoted L(P), and we set I(P) = 1 L(P) 1. 
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Let A1,A2,...,A, be disjoint sets, and let B(A1,Az,...,A,) be the class ofpartial 
orders (A, <) with ground set A = ui Ai satisfying the following conditions: 
(1) If U~Ai and BEAM with a < b, then i < j. 
(2) If aEAi, bEAj and i< j- 1, then a<b. 
Condition (1) implies that each Ai is an antichain, and condition (2) specifies 
relations between elements of nonconsecutive sets, so the only freedom is that, for each 
i < t - 1, the relations between Ai and Ai+ 1 can be specified arbitrarily. Let R = ((a, b): 
aE’Ai and bEAi+i for some i}. Thus a partial order (A, <) in P(Ai, A,, . . . , A,) is 
specified uniquely by the subset {(a, ~)ER: a < b}. Hence the number of partial orders 
in .P(A1,A2, . . . ,A,) is given by 
In particular, if t= 2 then the number of partial orders in P( Ai, AZ) is 21a111A21. 
We can generate a random element of P(Ai, AZ,. . . , A,) by considering each 
(a, ~)ER independently, and putting in the relation a < b with probability l/2 in each 
case. This gives us an easy way of dealing with random orders in P( Al, AZ, . . . , A,). 
More generally, we can put in each relation independently with probability p, where 
p can be either a constant or a function of the sizes of the Ai. Different values of p give 
different models of random orders. The results of this paper are stated only for the case 
p = l/2, but the proofs all go through (with different constants) for any constant value 
of p. 
Let us highlight two special cases. A bipartite (n, m) order is an element of 
P(A,, AZ), with 1 A, I= n and 1 A2 I= m. A random bipartite (n, m) order is an order 
chosen uniformly at random from this set. For most of the paper, we shall be dealing 
with random bipartite orders. This is purely for convenience, as most of what we do 
carries over into the general case. 
Kleitman and Rothschild [7] proved that almost every ordered set on a ground 
set A with 12 points is in some P(A1,Az,A3), where (A1,A2,A3) is a partition 
of A. Furthermore, the same is true if we consider only those partitions where 
II~~I--n/2I<4n)and Il~II-n/41~44~ , ‘I2 for any function o(n) tending to infin- 
ity. Therefore, if we wish to prove statements about almost every ordered set on 
n points, we may restrict attention to those in a class P( A,, AZ, A3).l 
Our aim is to estimate the number of linear extensions of a random element of 
P(A,,AZ,... ,A,). (We shall assume throughout that the Ai are large, and not too 
disparate in size. The number t of parts is to be fixed (and small).) This will enable 
us to estimate the number of linear extensions of almost every random order on 
n points although, as we shall see, the answer we obtain is in some sense slightly 
unsatisfactory. 
1 Here, ‘almost every’ is used in the sense of random graphs, meaning that, as n+ co, the proportion of 
n-element ordered sets which are not in some such class tends to 0. 
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What does a typical linear extension of a typical ordered set in P(Ai, A,, . . . , A,) 
look like? A little thought suggests that any linear extension will be fairly similar to 
one where every element of Ai comes before every element of Ai+ l, for each i, with just 
a little overlapping on the boundaries between the consecutive Ats. So it is reasonable 
to suppose that the number of linear extensions is of the order of 1 A, I! 1 A2 ) ! . . .I A, I! , 
which is the number of linear extensions in which all the elements of Ai do precede all 
those of Ai+ 1. We shall prove that this is indeed the case, and furthermore that the 
various boundaries between the Ai do not interfere with each other, so that each 
boundary contributes a fixed constant multiplicative factor q to the number of linear 
extensions. Therefore, the number of linear extensions of a random order in 
Y(Ai,Az, . . . , A,) is about v’-~) Al ( ! 1 A2 I!.. . JA,J !. We shall make these assertions 
more precise shortly. 
For convenience, we shall restrict ourselves for the most part to random bipartite 
orders, with I A, I= n, I A2 I = m and n 3 m. We shall also assume that m B 3 log, II: we 
are really interested in the case where m and n are comparable in size. We shall let 
x,x1,x*, etc., denote elements of Al, and y,y,,y,, etc., will be elements of AZ. If, in 
a linear extension < of a bipartite order, we have y < x for a pair XE Al, YE AZ, we say 
that the pair (x, y) is reversed in the linear extension. 
Let us begin by calculating the expected number I(P) of linear extensions of P, for 
P a random bipartite (n,m) order. 
We partition the linear orderings of A = Al uA, according to the orderings induced 
on each Ai separately. Thus the expectation of I(P) is equal to n!m! times the expected 
number of linear extensions consistent with two fixed orderings or of Al and gZ of AZ. 
Suppose that cl orders Al as x1 >x2 )x3 > ... >x,, and that rs2 orders A2 as 
yl <y2<y3<“‘<Yn,. 
Now, for each ordering ~7 of A consistent with or and g2, consider the set of pairs 
(i,j) with yi < Xj under C. This set forms a tableau with no row of size greater than m or 
column of size greater than n. The probability that the order r~ actually corresponds to 
a linear extension of P is just the probability that none of the relations (xj, yi) is in P, 
for (i, j) an entry in the tableau, and so is 2-“, where s is the number of entries in the 
tableau (i.e. the number of pairs reversed in c). 
The number of tableaux with s entries is the partition number p(s), so the expected 
number E,, ,,, of linear extensions respecting o1 and c2 satisfies 
,gO ~(s)2-“6E,,,G f PW-“7 
s=o 
and so, as m+co with n>m, 
E n,m-+ 
s=o 
The identity above is just the well-known evaluation of the generating function for 
p(s). If we denote the constant nz 1 (l-2-‘) by 11, we see that the expected number of 
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linear extensions of a poset in B(AI, A*) is asymptotic to qn!m!, as m tends to 
infinity.’ 
Our main task is to show that almost every order in 9’( A,, A,) has about this many 
linear extensions. Our methods will be typical random techniques: we shall consider 
certain properties that almost all random bipartite orders possess, and show that 
those properties imply bounds on the number of linear extensions. We shall then 
sharpen these bounds using martingale techniques. 
Let us extract a little more information from the above calculation of expectation. 
Throughout the paper, we let k =r 3 log, n 1, so k<m. For P a bipartite order, let 
K(P) denote the set of linear extensions of P in which some element x of AI appears 
above more than k elements of AZ, and let k(P) = 1 K(P) 1. The number k(P) is at most 
the number of linear extensions in which more than k pairs (xi,yj) are reversed. As 
seen above, the expected value of this quantity is at most 
The partition number p(s) is known to be bounded above by CJ” for some constant 
C (vastly more precise estimates were discovered by Hardy and Ramanujan [S]), and 
so Ek(P)=o(n! m! n- 11’4) Hence, for some constant K, almost every bipartite order 
Phas k(P)<Kn!m!n . -W For our purposes, this will always be a negligible fraction 
of the total number of linear extensions. 
The same argument gives us an error term for the calculation of expectation. Since 
m > k, we certainly have 
yn!m!-El(P)<n!m! f p(~)2-“<n!m!n-~‘~. 
s=m+ 1 
Let P be a bipartite (n, m) order. For S a subset of Al, let G(S) be the set of elements 
of AI comparable with some element of S, and set g(S)= 1 G(S)l. The next lemma, 
which effectively allows us to assume bounds for g(S), is entirely routine. Let d be the 
property that, for every subset S of AZ of size at most k, the number g(S) satisfies 
~g(S)-n(l-2-~S1)~<4fi logn. 
Lemma 2.1. The probability that a random bipartite orderfails to have property & is at 
most C510gn. 
Proof. Let us estimate the probability that the condition is not satisfied by some 
fixed set S, with (S 1 =s < k. The number ‘n-g(S) is a binomial random variable 
S,,, with parameters n and p=2-“. We use the Chernoff bounds in the form 
WI &,,- np I> uzp) < 2eCE2 w/~. Setting E = 4 log n/pfi, we have that the probability 
‘If we put in relations between A, and A2 with some fixed probability p= 1 -q other than l/2, the 
argument goes through as above, and the constant obtained is n,C 1 (1 -qi)-l. 
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of failure for S is at most e-10’0g2”. The number of subsets of A2 of size at most k is at 
most mk<nk<es’og2n, so the overall probability of failure is at most e-5’og*n, as 
required. q 
Let P be a bipartite order. The next step is to partition L(P)\K(P) into rather 
many parts, and then estimate the size of each part. Let @ denote the set of ordered 
k-tuples of distinct elements of AZ. Thus I@ I= m!/(m - k)! . For 4 = (yI , yk)e @, let 
L,(P) denote the set of linear extensions < of P in which 
(i) ~1~~2~“‘~~k~~2-{~l~~~.~~k}~ 
(ii) if a pair (x, y) is reversed in <, then y~{yr, . . . ,Yk}. 
For ~EQ, let l,(P)= 1 L+(P) 1. We shall also make a slight abuse of terminology: if 
4 =(yl, . . . ,Yk), then we shall call y,, . . . ,Yk the elements of 4. 
Note that the sets L+(P) partition the set L(P)\K(P). So, we have 
I(P)= 1 Z,(P)+k(P). 
CEO 
(*) 
We have already seen that k(P) is almost always negligible, so our next task is to 
obtain estimates for the Z,(P). 
In fact, we can Write down a precise expression for Z,(P), where 4 = (yl, . . . , yk). In 
a linear extension in LB(P), the top m-k elements are those in A2 - ( y, , . . . , yk}, and 
these can occur in any order. We claim that the number of possible orders of the 
remaining n + k elements consistent with 4 is exactly 
Indeed, the probability that a randomly chosen linear ordering of the elements of 
AlU{YI, ... 3 Yk} extends to a linear extension in L+(P) is the probability that, for each 
j, the element Yj is the highest among G((y,, . . . ,Yj})u{yI, . . . ,Yj} - an event with 
probability equal to the reciprocal of the size of the set. A moment’s thought reveals 
that these k events are independent, establishing our claim. Hence 
Now, the previous lemma gives us tight bounds on l+(P). 
Lemma 2.2. If the bipartite order P has property ~4 and n is suficiently large, then, for 
every c$E@, the number Z,(P) satisjies 
LAP) 
(m-k)!n!q 
_1 <4010g2n 
‘7’ 
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Proof. Since P has property &, we have upper and lower bounds for each of the 
CJ({Yl, ... , yj}). Inserting the upper bounds into the formula for Z,(P) gives 
l+(P)>(m-k)!(n+k)!fi((I-2-j)n+4j;I logn+j)-l 
j=l 
~(m-k)!(n+k)!n-k~((l-2-~)+510gn,&)-1 
j=l 
where vk is the expression in square brackets, which is just a truncation of the product 
defining the constant ‘I. Indeed, we have 
qk O” 
-_= 
tl I-I 
(l-2_‘)> 1-2-k= 1 -n-3. 
i=k+l 
Also (n+k)! nek>n!, so we have the required lower bound for l+(P). 
An entirely similar calculation gives the upper bound - note that (n+ k)! nWk < 
(l+k/n)k= 1+O(log2n/n). 0 
This is already enough to show that l(P) is almost always close to its expectation. 
Substituting our bounds for l,(P) and k(P) into the estimate (*), we have that for 
almost every random bipartite order P, 
Z(P)=n! m! ~(1 +O(log2 n/G)). 
We shall improve on this estimate substantially. 
The above approach fails to take into account the fact that many of the 1,(P) are 
independent random variables. Indeed, if (b and C#J’ have disjoint sets of elements, then 
E,(P) and I,,(P) are independent. One way to take advantage of this is simply to 
estimate the variance of Z(P); it turns out that this yields an error term of the form 
(1 + O(log’ n/n”” ml” )), which is an improvement on the above estimate - but we 
can do better. 
We shall prove the following result. 
Theorem 2.3. For almost every bipartite order P, 
l(P)=n!m!rf(l+O($CJ)). 
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Let us remark here that this error term is best possible, at least as regards the 
powers of n and m. To see this informally, observe that, if XEA, and yeA, are 
incomparable in P, then the pair (x, y) will be reversed in roughly a fraction C/nm of 
the linear extensions of P. (This can be made precise by applying an analysis similar to 
the above to the number of linear extensions of P reversing (x,y).) So adding the 
relation x < y to P decreases I(P) by about Cn! m! (nm)) i. Now the standard deviation 
of the number of relations in a random (n, m) bipartite order is of order (nm)“‘, so we 
cannot hope for an error term any better than n! m!(nm)-“* o(nm), where co(nm)+co. 
We shall use the so-called ‘method of bounded differences’ to prove Theorem 2.3, 
which involves applying martingale inequalities. To use this method, one has to show 
that the random variable of interest does not vary too much when a fairly small subset 
of the relations between A, and A2 is altered. In this case, we shall show that 
a parameter which is effectively 1(P) is not very sensitive to a change in the set U, of 
elements in A1 which are below one particular element yeA,. The motivation for this 
is that l(P) only depends on a particular U, via (i) the terms l+(P) with y an element of 
4 and (ii) the term k(P), which is almost always small. 
We quote the following theorem, which is a very slight variant on results to be 
found in the recent survey articles by Bollobas [2,3] and McDiarmid [S]. These 
results are in turn based on inequalities of Azuma [l] and Hoeffding [6]. For 
Pa bipartite order, let c(P)={(x,y)~A, x,4,: x<y in P}. 
Theorem2.4. Let$=S,cS,c . ..cSI=AlxA2.andletf:B(A,,A2)~Rbesuchthat, 
ifC(P)AC(Q)cSj\Sj-1, then If(P)-f(Q)I<h. Then,fir a>O, we have 
We would like to apply Theorem 2.4 by fixing an ordering (yr , . . . , y,,,) on A,, 
setting I=m, lSj=Al X{yl,..., yj} (SO the set of relations of P from Sj\Sj-i is the 
random variable Uyj), and considering f(P)= l(P). The problem is that l(P) may 
depend to a huge extent on one of the variables U,,: all we know is that it usually does 
not. To get around this problem, we instead define f(P) to be a rather artificial 
random variable which is almost always equal to ‘&(P) = I(P)- k(P), and which is 
never sensitive to a change in one of the variables U,. 
For P a bipartite order and 4~@, we define 
if I~~(P)/((m--k)!n!~)-1~~4010g*~~~, 
otherwise. 
Now setf(P)=&,&(P). Lemma 2.2 tells us that if P satisfies property &, then the 
second case above is never invoked, and f( P) = l(P)- k( P). 
Suppose that P and Q are bipartite orders which differ only in the relations 
involving a particular YEA* (i.e., C( P)AC(Q) c Ai x { y}). Then k(P) =f+(Q), unless 
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y is an element of 4. Also, if y is an element of 4, then 
80 log’ n 
lf,(~)-f,(Q)I~(~-k)! n! vl~ 3 
J;; 
and therefore 
’ k 80 log’ n ~- If(P)-fOl~~m~k~! m (m-k)! n! v & 
< n, ,, 2000 log3 n 
. . . 
m&l . 
Applying Theorem 2.4, with the above bound for h and 1= m, we have 
Pr(lf(P)-Ef(P)I>a)G2exp - [( a 2000n! in! log3 n(nm)-“’ ’ 
Setting a=o(n)!m!log3 n(nm)-I”, we have that almost every bipartite (n,m) order 
satisfies If(P)-Ef(P)J <a. 
To complete the proof of Theorem 2.3, we have to show that Ef(P) is very close to 
EZ( P) N n! m! q. Recall from Lemma 2.1 that the probability p that a random bipartite 
(n, m) order does not satisfy d is at most n-5’og”<n-k-3. 
We observe that 
Ef(P)=E(QP)-k(P))+p(ECf(P)-I(P)+k(P)IP does not satisfy &I). 
But f( P) d lOn! m! and 
I(P)-k(P)= 1 I+(P)<&(m-k)!(n+k)!, 
4JE@ 
rather crudely, so the conditional expectation above is certainly at most 2n! m! nk. 
Therefore, 
IEf(P)-EI(P)IdEk(P)+p.2n!m!nk 
dn!m!n- “‘4+2n!m!n-3<n!m!n-5’2. 
The proof of Theorem 2.3 is now essentially complete. We have seen that, for almost 
every bipartite order P, 
(I(P)-qn!m!I=If(P)+k(P)-qn!m!I 
= O(n! m! log3 n(nm)- l/‘) 9 
as desired. 0 
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3. The general case 
Let us turn to the general case of a random order P in 9(A,, . . . , A,). Let 
n = c:= 1 1 Ai 1, and again let k = 3 log, n. In this case, we wish to assume that each 1 Ai 1 
is at least 3k. We shall sketch the argument required to extend Theorem 2.3 to this 
general setting. 
As before, one can check that in all but a negligible fraction of the linear extensions 
of P, each element is in at most k reversed pairs. Now let Y denote the set of all 
(t-l)-tuples(X,,..., X,), where each Xi is an ordered k-tuple from Ai. Again proceed- 
ing as before, we let L, denote the set of linear extensions of P in which the bottom 
k elements from each Ai (2 < i < t) are the elements of Xi in the specified order, and 
a <b, whenever a~Ai_l and b~Ai\Xi. The L,,, form a partition of most of L(P), and 
the analogue of Lemma 2.2 is proved in precisely the same way. 
The analogue of Theorem 2.3 also goes through much as in the bipartite case: the 
random variables U, in the discussion of that result are replaced by the at most 
n random variables U, where, for xEAi with i> 1, U, is the set of elements of 
Ai- 1 which are less than x in P. 
We obtain the following result. 
Theorem 3.1. Let AI, . . . , A, be as above. Then almost every order P in B(AI, . . . , A,) 
has 
What does this imply about almost every n-element order? Recall that almost 
every n-element order is in some 9( A,, Aa, A3), where 1 IA2 )-n/2 I <w(n) and 
lIAlI-n/41~o(n)n”2, where o(n)+co. It is easy to see by counting that both bounds 
are best possible. 
Unfortunately, (n/4)!’ and (n/4 + c$)!(n/4 - cJ;;)! are significantly different num- 
bers: the second is about e4c2 . times the first. Also (n/4 - c/2)!‘(n/2 + c)! is about 2’ times 
as large as (n/4)!‘(n/2)!. So the very precise estimate in Theorem 3.1 is of 
no use to us, and we have the following theorem, which follows immediately from 
Theorem 3.1 and the work of Kleitman and Rothschild [7]. 
Theorem 3.2. Let o(n) be any function tending to infinity. Then almost every n-element 
partial order satisjes 
(n/2)!(n/4)!2/w(n)<Z(P)d(n/2)!(n/4)!2w(n). 
Conversely, for any constant C, there is a 6 >O such that, for n suficiently large, 
min{Pr(l(P)<C-‘(n/2)!(n/4)!2), Pr(l(P)>C(n/2)!(n/4)!2)}>6. 
Indeed, it would be possible to use Theorem 3.1, together with estimates for the 
numbers of orders in each class S(AI, A2, A3), to get a very good estimate of 
Pr(l(P)>a(n/2)! (n/4)!2) for each fixed constant a. 
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One problem which might be of some interest is the following. If one considers the 
space of all bipartite (n, n) posets with exactly m relations between elements 
(m=Ld/2 J), can one improve the error term given by Theorem 2.3? Preliminary 
calculations suggest that, in this model, 
almost surely, where this error term seems to be roughly best possible. 
One final open problem is that of determining the asymptotic value for the expected 
number of linear extensions of an n-element partial order. This is definitely sub- 
stantially larger that q(n!)2. 
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