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Symplectic Rational Blow-Up and Embeddings of Rational Homology Balls
Abstract
We define the symplectic rational blow-up operation, for a family of rational homol-
ogy balls Bn, which appeared in Fintushel and Stern’s rational blow-down construc-
tion [FS2]. We do this by exhibiting a symplectic structure on a rational homology
ball Bn as a standard symplectic neighborhood of a certain 2-dimensional Lagrangian
cell complex. We also study the obstructions to symplectically rationally blowing up
a symplectic 4-manifold, i.e. the obstructions to symplectically embedding the ra-
tional homology balls Bn into a symplectic 4-manifold. First, we present a couple
of results which illustrate the relative ease with which these rational homology balls
can be smoothly embedded into a smooth 4-manifold. Second, we prove a theorem
and give additional examples which suggest that in order to symplectically embed
the rational homology balls Bn, for high n, a symplectic 4-manifold must at least
have a high enough c21 as well.
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11. Introduction
In 1997, Fintushel and Stern [FS2] defined the rational blow-down operation for
smooth 4-manifolds, a generalization of the standard blow-down operation. For
smooth 4-manifolds, the standard blow-down is performed by removing a neighbor-
hood of a sphere with self-intersection (−1) and replacing it with a standard 4-ball B4.
The rational blow-down involves replacing a negative definite plumbing 4-manifold
with a rational homology ball. In order to define it, we first begin with a description
of the negative definite plumbing 4-manifold Cn, n ≥ 2, as seen in Figure 1, where
each dot represents a sphere, Si, in the plumbing configuration. The integers above
the dots are the self-intersection numbers of the plumbed spheres: [S1]
2 = −(n + 2)
and [Si]
2 = −2 for 2 ≤ i ≤ n− 1.
−(n+ 2) −2 −2 −2 −2
S1 S2 S3 Sn−2 Sn−1
Figure 1. Plumbing diagram of Cn, n ≥ 2
The boundary of Cn is the lens space L(n
2, n− 1), thus pi1(∂Cn) ∼= H1(∂Cn;Z) ∼=
Z/n2Z. (Note, when we write the lens space L(p, q), we mean it is the 3-manifold
obtained by performing −p
q
surgery on the unknot.) This follows from the fact that
[−n− 2,−2, . . .− 2], with (n− 2) many (−2)’s is the continued fraction expansion of
n2
1−n .
Let Bn be the 4-manifold as defined by the Kirby diagram in Figure 2 (for a
more extensive description of Bn, see section 3.1). The manifold Bn is a rational
homology ball, i.e. H∗(Bn;Q) ∼= H∗(B4;Q). The boundary of Bn is also the lens
space L(n2, n − 1) [CH]. Moreover, any self-diffeomorphism of ∂Bn extends to Bn
[FS2]. Now, we can define the rational blow-down of a 4-manifold X:
2n− 1
n
Figure 2. Kirby diagram of Bn
Definition 1.1. ([FS2], also see [GS]) Let X be a smooth 4-manifold. Assume that
Cn embeds inX, so thatX = Cn∪L(n2,n−1)X0. The 4-manifoldX(n) = Bn∪L(n2,n−1)X0
is by definition the rational blow-down of X along the given copy of Cn.
Fintushel and Stern [FS2] also showed how to compute Seiberg-Witten and Donald-
son invariants of X(n) from the respective invariants of X. In addition, they showed
that certain smooth logarithmic transforms can be alternatively expressed as a series
of blow-ups and rational blow-downs. In 1998, (Margaret) Symington [Sy1] proved
that the rational blow-down operation can be performed in the symplectic category.
More precisely, she showed that if in a symplectic 4-manifold (M,ω) there is a sym-
plectic embedding of a configuration Cn of symplectic spheres, then there exists a
symplectic model for Bn such that the rational blow-down of (M,ω), along Cn is also
a symplectic 4-manifold. (Note, we will often abuse notation and write Cn both for
the actual plumbing 4-manifold and the plumbing configuration of spheres in that
4-manifold.)
As a result, Symington described when a symplectic 4-manifold can be symplec-
tically rationally blown down. We would like to investigate the following question:
when can a symplectic 4-manifold be symplectically rationally blown up?
By rational blow-up, (at least in the smooth category) we mean the inverse operation
of rational blow-down: if a 4-manifold has an embedded rational homology ball Bn,
then we can rationally blow it up by replacing the Bn with the negative definite
3plumbing Cn. In order to do that, we first need to verify that rationally blowing up
makes sense in the symplectic category. This is done in section 3.
The first step towards such a definition is to equip Bn with a symplectic structure,
such that it is the “standard” symplectic neighborhood of a certain (2-dimensional)
“Lagrangian core” Ln,1 (see section 3.4.1 and for an illustration with n = 3 see
Figure 9). For n = 2, L2,1 is simply a Lagrangian RP 2. For n ≥ 3, Ln,1 is a cell
complex consisting of an embedded S1 and a 2-cell D2, whose boundary “wraps”
n times around the embedded S1 (the interior of the 2-cell D2 is an embedding).
Furthermore, the cell complex Ln,1 is embedded in such a way that the 2-cell D2 is
Lagrangian. We show, by mirroring the Weinstein Lagrangian embedding theorem,
that a symplectic neighborhood of such an Ln,1 is entirely standard. As a result,
we show that we can obtain a symplectic model for Bn as a standard symplectic
neighborhood of this Lagrangian complex Ln,1.
Consequently, we prove that a symplectic 4-manifold (X,ω) can be symplectically
rationally blown up provided there exists this “Lagrangian core” Ln,1 ⊂ (X,ω):
Theorem A. (Theorem 3.8) Suppose we can find a “Lagrangian core” Ln,1 ⊂ (X,ω),
(as in Definition 3.7), then for some small λ > 0, there exists a symplectic embedding
of (Bn, λωn) in (X,ω), and for some λ0 < λ and µ > 0, there exists a symplectic
4-manifold (X ′, ω′) such that (X ′, ω′) = ((X,ω)−(Bn, λ0ωn))∪φ (Cn, µω′n), where φ is
a symplectic map, and (Bn, ωn) and (Cn, ω
′
n) are the symplectic manifolds as defined
in section 3.3. (X ′, ω′) is called the symplectic rational blow-up of (X,ω).
In Theorem A above, the scaling coefficient λ, regulates the “size” of the rational
homology ball Bn that is removed from the symplectic manifold (X,ω), just like in
the definition of the regular symplectic blow-up operation, where one chooses the
size of the 4-ball being removed. The scaling coefficient µ regulates the symplectic
volume of Cn which can “fit back into” in place of the removed symplectic volume of
Bn.
4After defining the symplectic rational blow-up operation, we proceed to investigate
the following question: what are the obstructions to symplectically embed-
ding the rational homology balls Bn into a symplectic 4-manifold? First, in
section 4, we tackle this question for smooth embeddings, in an attempt to determine
whether the obstructions to symplectically embedding the Bn occurs on the smooth
level. We prove the following results regarding smooth embeddings of the rational
homology balls Bn:
Theorem B. (Theorem 4.1) Let V−n−1 be a neighborhood of a sphere with self-
intersection number (−n − 1). There exists an embedding of the rational homology
balls Bn ↪→ V−n−1, for all n ≥ 2.
Theorem C. (Theorem 4.2) Let V−4 be a neighborhood of a sphere with self-intersec-
tion number (−4). For all n ≥ 3 odd, there exists an embedding of the rational
homology balls Bn ↪→ V−4. For all n ≥ 2 even, there exists an embedding of the
rational homology balls Bn ↪→ B2#CP 2.
Theorems B and C above show that there is little obstruction to smoothly embedding
the rational homology balls Bn into a smooth 4-manifold. In particular, Theorem C
implies that if a smooth 4-manifold X contains a sphere with self-intersection (−4),
then one can smoothly embed the rational homology balls Bn into X for all odd
n ≥ 3.
One of the implications of Theorem C is that for a given smooth 4-manifoldX, there
does not exist an N , such that for all n ≥ N one cannot find a smooth embedding
Bn ↪→ X. In the setting of this sort in algebraic geometry, for rational homology ball
smoothings of certain surface singularities, such a bound on n does exist, in terms
of (c21, χh) invariants of an algebraic surface [KSB, Wa]. Therefore, for the case of
symplectic embeddings of the rational homology balls Bn, if we model our symplectic
5manifold such that it resembles a surface of general type, we can make the following
conjecture:
Conjecture 1.2. Let (X,ω) be a symplectic 4-manifold, such that:
• b+2 (X) > 1 and
• [c1(X,ω)] = − [ω] as cohomology classes,
then there exists an N , such that for all n ≥ N there does not exist a symplectic
embedding Bn ↪→ (X,ω).
The condition [c1(X,ω)] = − [ω], implies that (X,ω) does not contain any spheres of
self-intersection (−1) or (−2) and c21(X,ω) ≥ 1, resembling a surface of general type
with an ample canonical divisor.
In section 5, we show a result that is a first step in proving the above conjecture.
We observe that if we impose the condition n ≥ c21(X,ω) + 2 on (X,ω), then if
we symplectically rationally blow up a Bn ↪→ (X,ω), we would obtain a symplectic
manifold (X ′, ω′) for which c21(X
′, ω′) ≤ −1. As a consequence of a theorem of
Taubes [Ta2, Ta4, Ta3], we would then obtain, for a generic ω-compatible almost-
complex structure J, a J-holomorphic embedded sphere Σ

−1 with self-intersection
(−1). The consequences of the existence of such a sphere in the symplectic rational
blow-up (X ′, ω′) leads to various contradictions of adjunction formulas and results
on Seiberg-Witten invariants.
We show that if (X,ω) is such that n ≥ c21(X,ω) + 2 (in addition to the two
conditions on (X,ω) in Conjecture 1.2), then a symplectic embedding Bn ↪→ (X,ω)
will fall into two types: A and Ek, 2 ≤ k ≤ n− 1, (see Definitions 5.3, 5.4, 5.5). The
types A and Ek are determined by the intersection patterns of a sphere Σ−1, with
self-intersection (−1) (obtained as consequence of the sphere Σ−1), with the spheres
of Cn ⊂ (X ′, ω′). We then prove the following theorem:
6Theorem D. (Theorem 5.6) If Bn ↪→ (X,ω) is a symplectic embedding, where (X,ω)
is a symplectic 4-manifold, such that:
• b+2 (X) > 1,
• [c1(X,ω)] = − [ω] as cohomology classes,
• n ≥ c21(X,ω) + 2 and
• BasX = {±c1(X,ω)}, (BasX denotes the set of Seiberg-Witten basic classes
of X,)
then it cannot be of type A or of type Ek, k ≥ c21(X,ω) + 2.
In Theorem D above, the condition BasX = {±c1(X,ω)} on (X,ω) is also true for
surfaces of general type.
We also describe a family of symplectic manifolds, X , constructed from the elliptic
surfaces E(m), which contain an embedded Bn of type E2 (not covered by Theorem
D), in such a way that
n < 3 +
4
3
c21(X,ω) ,
for all (X,ω) ⊂ X . Thus, also providing evidence for Conjecture 1.2, that every
symplectic manifold has a bound on n, above which one can no longer embed a
rational homology ball Bn. Both Theorem D and this family of examples suggest
that in order for there to exist a symplectic embedding Bn ↪→ (X,ω) for high n, the
manifold (X,ω) needs to at least have a high enough c21(X,ω).
This paper is organized as follows. In section 2, we give a brief review of Kirby
calculus and symplectic/contact structures, which are heavily used in various proofs.
In section 3, we prove Theorem A (Theorem 3.8). First, in section 3.1, we give a
detailed description of the rational homology balls Bn. Second, in section 3.2, we give
a brief overview of Gompf’s Kirby-Stein calculus [Go2]. Third, in section 3.3, using
computations of Gompf’s Γ invariant (see Theorem 3.5), we show that (∂Bn, ξ) ∼=
(L(n2, n − 1), ξstd) ∼= (∂Cn, ξ′), where ξ and ξ′ are the induced contact structures of
7∂Bn and ∂Cn, respectively, and ξstd is the standard contact structure on L(n
2, n−1).
Fourth, in section 3.4, we finally give the statement of Theorem A (Theorem 3.8), after
stating the definition of the Lagrangian cores Ln,1. We show that the neighborhood
of the Lagrangian core Ln,1 is standard and is symplectomorphic to a symplectic copy
of Bn. We conclude the proof, using earlier computations of Gompf’s invariant Γ,
by showing that after removing the Bns, we can symplectically glue the Cns, thus
defining the symplectic rational blow-up operation.
In section 4, we prove Theorems B and C (Theorems 4.1 and 4.2), using primarily
Kirby calculus. We also draw some additional conclusions from the proofs of these
theorems, which leads us to define the notion of “simple” smooth embeddings of Bn
into a smooth 4-manifold X.
In section 5, after separating the symplectic embeddings of Bn ↪→ (X,ω) into
types A and Ek, we prove Theorem D (Theorem 5.6). First, in section 5.2, we
provide some additional background material on toric and almost-toric fibrations of
symplectic 4-manifolds and Seiberg-Witten invariants. Next, in section 5.3, we prove
Theorem D (Theorem 5.6) in four steps, by assuming that there exists a symplectic
embedding Bn ↪→ (X,ω) and obtaining a contradiction. In step 1, section 5.3.1,
we show that symplectic embeddings of Bn will indeed be of type A or Ek. In
step 2, section 5.3.2, we construct a cycle γ and compute c1(X,ω) · γ. In step 3,
section 5.3.3, we show that if c1(X,ω) · γ > 0 then ω · γ > 0, contradicting the
[c1(X,ω)] = − [ω] assumption. In step 4, section 5.3.4, we show that if c1(X,ω)·γ ≤ 0,
then the condition BasX = {±c1(X,ω)} or the adjunction formula will be violated.
Additionally, in section 5.3.5, we provide explicit examples of symplectic embeddings
of Bn ↪→ (X,ω) of type E2, which adhere to Conjecture 1.2.
Finally, in section 6, we give some remarks about generalizing the above results to
generalized rational homology balls Bn,m, which are used in the generalized rational
blow-down operation.
82. Background
2.1. Review of Kirby calculus. Kirby calculus is a very useful visual tool for
constructing diffeomorphisms between 4- and 3-manifolds. For a full exposition, see
[GS] and [OzSt]. We begin by viewing a 4-manifold as a 4-dimensional handlebody.
A 4-dimensional k-handle is a copy of Dk × D4−k, attached to the boundary of a
4-manifold along ∂Dk × D4−k ∼= Sk−1 × D4−k. To build up a 4-manifold as a 4-
dimensional handlebody, we start with a 0-handle, a D4, then attach n 1-handles to
it, along S0 ×D3 in the boundary of the existing 0-handle, as seen in Figure 3. The
union of the 0-handle and the n 1-handles will always be diffeomorphic to \S1 ×D3
(here \ denotes the “boundary sum”). Next, we proceed to attach the 2-handles.
Since the 2-handles get attached via S1 ×D3, it is enough to specify a framed knot
in \S1 ×D3, to determine how the 2-handles get attached. If the desired 4-manifold
is closed, we do not have to keep track of the 3- and 4-handles, since according to the
result of [LP], the gluing of the union of the 3- and 4-handles is unique. Note, the
fact that every smooth 4-manifold admits a handle decomposition, comes from Morse
theory, with the handles corresponding to the critical points of a Morse function.
Figure 3. Attaching region of a 1-handle
Figure 4. Kirby diagram of a 1-handle
9As a result of viewing a 4-manifold as a handlebody, we can represent any 4-
manifold by a Kirby diagram. In these diagrams, we depict a 1-handle by a pair of
balls S0×D3, as seen in Figure 3 or as a dotted circle, Figure 4, and a 2-handle with
a framed knot. The dotted circles are treated as 0-framed unknots. Consequently,
in this manner, a 4-manifold can be represented as a link diagram, where some of
the components of the link are dotted circles (the 1-handles) and the rest of the
components of the link are framed knots (the 2-handles).
If we start out with a Kirby diagram D1 representing a 4-manifold X1, and we
perform moves (1) − (3) below, and obtain a Kirby diagram D2 representing a 4-
manifold X2, then X1 and X2 are diffeomorphic.
(1) Isotopies of the link in S3. For the Kirby diagram, these are essentially
Reidemeister moves for links in S3 (or R3).
(2) Handle slides. To slide a 2-handle, represented by a knot K1 over another
2-handle, represented by a knot K2, one simply replaces K1 in the Kirby
diagram by K1#K
′
2, the knot connected sum of K1 and K
′
2, where K
′
2 is a
push-off of K2 respecting the framing of K2. The framing coefficient of the
new knot in the diagram, K1#K
′
2 becomes:
fr(K1#K
′
2) = fr(K1) + fr(K2)± 2lk(K1, K2)
where fr(Ki) denotes the framing of Ki. The sign depends on orientations
of the knots K1 and K2. To perform a 1-handle slide, we simply perform the
same action as with a 2-handle slide, treating the dotted circles that represent
the 1-handles as 0-framed unknots. This has to be performed with some care,
to insure that the resulting 1-handle is still represented by an unknot.
(3) Adding/deleting a cancelling 1/2-handle pair (or a cancelling 2/3-
handle pair). A cancelling 1/2-handle pair occurs when the dotted circle
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Figure 5. A cancelling 1/2-handle pair
representing the 1-handle is linked once (geometrically) to the knot repre-
senting the 2-handle, as in Figure 5. A cancelling 2/3-handle pair occurs
when the 2-handle is represented by a 0-framed unknot which is disjoint from
the rest of the link diagram, and we know that we have a 3-handle in our han-
dlebody description. (Adding a cancelling handle pair amounts to connect
summing with a D4.)
In addition, notice that the above moves (1)−(3) do not change the 3-manifold that
is on the boundary of the 4-manifold, ∂X, (also represented by the Kirby diagram).
Blowing up a 4-manifold is represented in a Kirby diagram by adding a disjoint
(−1)-framed unknot. Clearly, doing this changes the diffeomorphism type of the 4-
manifold X, namely to X#CP 2, however, this does not change the 3-manifold on
the boundary, ∂X. Similarly, we can construct X#CP 2 from X by adding a disjoint
(1)-framed unknot. As a result, we can construct diffeomorphisms of 3-manifolds,
with Kirby diagrams, using moves (1)− (3) above and adding/deleting (±1)-framed
unknots.
2.2. Review of symplectic and contact structures. Here, we will briefly review
symplectic, contact, and almost-complex structures. For a full exposition of symplec-
tic geometry and topology, we refer the reader to [MS2, Ca]. For a full exposition of
contact geometry, we refer the reader to [Ge] and for an additional reference for Leg-
endrian knots, see [Et]. In addition, [OzSt] is an excellent source for the interaction
of symplectic and contact topology, as well as Stein surfaces.
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2.2.1. Symplectic structures. We will discuss symplectic structures on 4-manifolds,
although in general symplectic structures can be defined on 2n-dimensional manifolds.
Definition 2.1. A symplectic 4-manifold (X,ω) is a 4-dimensional smooth manifold
X equipped with a nondegenerate and closed 2-form ω.
A 2-form ω ∈ Ω2(X) on a smooth 4-manifold X is nondegenerate if it is nondegenerate
on every tangent space TpX, ∀p ∈ X, meaning that for every nonzero vector u ∈ TpX,
∃v ∈ TpX such that ω(u, v) 6= 0. This property of the 2-form implies that ω2 = ω∧ω
is nowhere 0.
Definition 2.2. A symplectomorphism between two symplectic 4-manifolds (X1, ω1)
and (X2, ω2) is a diffeomorphism φ : X1 → X2 preserving the symplectic form ω, i.e.
ω1 = φ
∗(ω2).
Similarly to a Riemannian metric, the nondegeneracy of a symplectic form gives an
isomorphism between TX and T ∗X. However, very much unlike a Riemannian met-
ric, locally, every 4-dimensional symplectic manifold is symplectomorphic to (R4, ω0),
where
ω0 = dx1 ∧ dy1 + dx2 ∧ dy2
is the standard symplectic structure on R4, with respect to the standard coordinates
(x1, y1, x2, y2).
Symplectic structures on a 4-manifold are very closely related to almost-complex
structures.
Definition 2.3. An almost-complex structure of a smooth 4-manifold X, is an en-
domorphism J : TX → TX, such that J2 = −IdTX .
We say that a 2-form ω tames an almost-complex structure J if ω(v, Jv) > 0 for all
v 6= 0 in TX. We say that a 2-form ω is compatible with an almost-complex structure
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J if in addition to taming J , we have ω(Jv1, Jv2) = ω(v1, v2) for all v1, v2 ∈ TX. We
have the following important result (See [GS] for example):
Proposition 2.4. Any symplectic 4-manifold (X,ω) admits a compatible almost-
complex structure J . Moreover, the space of compatible almost-complex structures is
contractible.
A 2-dimensional symplectic submanifold Σ ⊂ X, is a 2-dimensional submanifold of
X, such that ω|Σ is a nondegenerate, closed 2-form on Σ. A 2-dimensional Lagrangian
submanifold Σ ⊂ X, is a 2-dimensional submanifold of X, such that ω|Σ = 0, if in
addition Σ is closed and oriented, then we always have −χ(Σ) = [Σ]2. Consequently,
the neighborhood of a Lagrangian submanifold, in a symplectic 4-manifold, is always
“standard”. If J is an almost-complex structure on M , then a pseudo-holomorphic
submanifold (real 2-dimensional) Σ ⊂ X is a 2-dimensional submanifold of X such
that J maps TΣ ⊂ TX into itself. For closed pseudo-holomorphic submanifolds, we
always have:
(2.1) − χ(Σ) = [Σ]2 − c1(X,ω)[Σ].
Note, [x] will always denote the (co)homology class of x.
2.2.2. Contact structures. Closely related to symplectic 4-dimensional manifolds are
3-dimensional contact manifolds. Note, although contact structures can be defined
for all odd-dimensional manifolds, we will focus here only on 3-dimensional manifolds.
Definition 2.5. A contact structure on a 3-manifold M is a plane field ξ (i.e. a
subbundle of the tangent bundle TM such that ∀p ∈M,TpM ⊂ ξ is a 2-dimensional
subspace of TpM), such that if α is any 1-form for which ξ = kerα, then α∧ dα 6= 0.
Definition 2.6. There is a contactomorphism between two contact structures ξ1 and
ξ2 on M , if there is a diffeomorphism φ : M →M such that φ∗(ξ1) = ξ2.
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Contact structures on 3-dimensional manifolds are similar to symplectic structures
on 4-dimensional manifolds, since just like symplectic structures, contact structures
are all locally contactomorphic. The “standard”’ contact structure on R3, with Carte-
sian coordinates (x, y, z) is given by the 1-form:
α = dz + xdy
where ξ =
{
∂
∂x
, x ∂
∂z
− ∂
∂y
}
are the contact planes. The “standard”’ contact structure
on S1 × S2 ⊂ S1 × R3, with coordinates (θ, x, y, z) is given by the contact 1-form:
α = zdθ + xdy − ydx.
Given a contact 3-manifold (M, ξ), one can define knots in M that respect the
contact structure in a certain way.
Definition 2.7. A knot K in a contact manifold (M, ξ), is called Legendrian if it is
always tangent to the contact planes, i.e. TpK ⊂ ξp, ∀p ∈ K.
λ+ ρ+ λ− ρ−
Figure 6. Cusps in a front projection of a Legendrian knot
One can compute the so called “classical” invariants of a Legendrian knot K: Thurs-
ton-Bennequin invariant, tb(K) and the rotation number, rot(K). If K is a null
homologous knot, then tb(K) is the linking number `k(K,K ′), where K ′ is a push-off
of K by a vector field along K which is transverse to the contact planes ξ. The
rotation number of a null-homologous knot K, is the winding number of TK after a
certain trivialization of ξ along K. If K ∈ R3 (or S3), then we can compute tb(K)
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and rot(K) easily from the front projection (projection to the yz−plane) of a knot.
In this projection, we don’t have any vertical tangencies but we do have cusps. If we
give a Legendrian knot an orientation, then from the number of upward left cusps
(λ+), downward left cusps (λ−), upward right cusps (ρ+) and downward right cusps
(ρ−) (see Figure 6) we can compute tb(K) and rot(K) as follows:
(2.2) tb(K) = w(K)− 1
2
(λ(K) + ρ(K)) = w(K)− λ(K)
(2.3) rot(K) = λ− − ρ+ = ρ− − λ+
where w(K) is the writhe of K.
Contact 3-manifolds can be divided into two categories: overtwisted and tight (see
[El1]).
Definition 2.8. A contact 3-manifold (M, ξ) is overtwisted if it contains an over-
twisted disk (an embedded disk D ⊂ (M, ξ) with ∂D = K a Legendrian knot with
tb(K) = 0). A contact 3-manifold (M, ξ) is tight if it does not contain an overtwisted
disk.
A lot of literature has been concerned with classifying tight contact structures for a
given contact 3-manifold. A result of Honda [Ho] that will be relevant to us later, is
that there are |(r0 + 1)(r1 + 1) · · · (rk + 1)| tight contact structures on the lens space
L(p, q), where [r0, r1, . . . , rk] is the continued fraction expansion of −pq .
2.2.3. Relationship between contact and symplectic structures. As mentioned before,
symplectic 4-manifolds and contact 3-manifolds are closely related. For example,
there are several ways that a symplectic 4-manifold can have a contact 3-manifold
as its boundary. A contact 3-manifold (M, ξ) is weakly symplectically fillable (or
fillable) if there exists a compact symplectic 4-manifold (X,ω) such that ∂X = M
and ω|ξ 6= 0. A contact 3-manifold (M, ξ) is strongly symplectically fillable if in
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addition to fillable, ω is exact near the boundary, ω = dα, such that ker(α|∂W ) = ξ
(in other words, (M, ξ) is an ω-convex boundary of (X,ω)). A contact 3-manifold
(M, ξ) is holomorphically fillable if there exists a compact complex surface (X, J)
such that (M, ξ) is contactomorphic to the contact structure on ∂X given by complex
tangencies. A contact 3-manifold (M, ξ) is Stein fillable if it is the J-convex boundary
of a Stein surface [OzSt]. For discussion on Stein surfaces, see section 3.2.
From a contact 3-manifold (M, ξ) we can construct the symplectic 4-manifold
Symp(M, ξ), called the symplectization of (M, ξ), which is defined as follows:
(2.4) Symp(M, ξ) =
{
v ∈ T ∗pM |v = tαp for some t > 0
}
,
where α is a chosen contact 1-form for ξ. The 4-manifold Symp(M, ξ) is diffeomorphic
to M × (0,∞) equipped with a symplectic 2-form
ω = tdα + dt ∧ α
(note, this construction is independent of the choice of α). Additionally, given a
symplectic 4-manifold with a contact 3-manifold on its boundary ∂(X,ω) = (M, ξ)
(symplectic filling), we can construct the symplectic completion (X,ω)+ of (X,ω) by
(2.5) (X,ω)+ = (X,ω) ∪ Symp(M, ξ).
3. Symplectic rational blow-up
In the regular symplectic blow-up operation, we take a standard symplectic ball
D4, of a certain chosen radius, (a Darboux neighborhood of a point), and remove it
while collapsing its boundary S3, by the Hopf map h : S3 → S2, onto S2. The sphere
S2 will have self-intersection (−1), i.e. [S2]2 = −1. In order to define a symplectic
rational blow-up, our first step is to endow the rational homology balls Bn with a
symplectic structure such that Bn and ∂Bn are totally standard, to guarantee that
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it “matches up” with ∂Cn. Consequently, we want to find a symplectic structure ωn
on Bn such that ∂(Bn, ωn) = (L(n
2, n− 1), ξstd).
3.1. Description of the rational homology balls Bn. There are several ways to
give a description of the rational homology balls Bn. One of them is a Kirby calculus
diagram seen in Figure 2. This represents the following handle decomposition: Start
with a 0-handle, a standard 4-disk D4, attach to it a 1-handle D1 × D3. Call the
resultant space X1, it is diffeomorphic to S
1×D3 and has boundary ∂X1 = S1×S2.
Finally, we attach a 2-handle D2×D2. The boundary of the core disk of the 2-handle
gets attached to the closed curve, K, in ∂X1 which wraps n times around the S
1×∗
in S1 × S2. We can also represent Bn by a slightly different Kirby diagram, which is
more cumbersome to manipulate but is more visually informative, as seen in Figure 7,
where the 1-handle is represented by a pair of balls.
n− 1
}n
Figure 7. Another Kirby diagram of Bn
Figure 8. L′2 Figure 9. L
′
3
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The rational homology ball B2 can also be described as an unoriented disk bundle
over RP 2. Since RP 2 is the union of a Mobius band M and a disk D, we can visualize
RP 2 sitting inside B2, with the Mobius band and its boundary (M,∂M) embedded in
(X1 ∼= S1×D3, ∂X1 ∼= S1×S2) (Figure 8, with the ends of the cylinder identified), and
the disk D as the core disk of the attaching 2-handle. We will construct something
similar for n ≥ 3. Instead of the Mobius band sitting inside X1, as for n = 2, we have
a “n-Mobius band”, L′n, sitting inside X1. The case of n = 3 is illustrated in Figure 9,
again with the ends of the cylinder identified. In other words, L′n is a singular surface,
homotopic to a circle, in X1 ∼= S1 × D3, whose boundary is the closed curve K in
∂X1 ∼= S1×S2, and it includes the circle, S = S1× 0 in S1×D3. Let Ln = L′n∪KD,
where D is the core disk of the attached 2-handle (along K). We will call Ln the core
of the rational homology ball Bn; observe, that L2 ∼= RP 2.
The cores Ln will be used as geometrical motivation in the construction of a sym-
plectic structure on the rational homology balls Bn. For n = 2, if we have an
embedded RP 2 in (X,ω), such that ω|RP 2 = 0, (i.e. a Lagrangian RP 2) then the
RP 2 will have a totally standard neighborhood, which will be symplectomorphic to
the rational homology ball B2. The symplectic structures which we will endow on
the rational homology balls Bn will have the cores Ln ↪→ Bn be Lagrangian, which
we will refer to later as Ln,1 in section 3.4.
3.2. Kirby-Stein calculus. We will use Eliashberg’s Legendrian surgery construc-
tion [El2] along with Gompf’s handlebody constructions of Stein surfaces [Go2] to
put symplectic structures on the Bns, which will be induced from Stein structures.
We will give a brief overview of the aforementioned constructions, beginning with a
theorem of Eliashberg’s on a 4-manifold admitting a Stein structure [El2] [Go2]:
Theorem 3.1. A smooth, oriented, open 4-manifold X admits a Stein structure if
and only if it is the interior of a (possibly infinite) handlebody such that the following
hold:
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(1) Each handle has index ≤ 2,
(2) Each 2-handle hi is attached along a Legendrian curve Ki in the contact struc-
ture induced on the boundary of the underlying 0- and 1-handles, and
(3) The framing for attaching each hi is obtained from the canonical framing on
Ki by adding a single left (negative) twist.
A smooth, oriented, compact 4-manifold X admits a Stein structure if and only if
it has a handle decomposition satisfying (1), (2), and (3). In either case, any such
handle decomposition comes from a strictly plurisubharmonic function (with ∂X a
level set).
From Theorem 3.1, it follows that if we wanted to construct a Stein surface S, such
that its strictly plurisubharmonic Morse function did not have any index 1 critical
points, then all we have to do to give a handlebody description of S is to specify a
Legendrian link L in S3 = ∂B4 = ∂(0-handle), and attach 2-handles with framing
tb(Ki)−1, where Ki are the components the framed link L. If we allow index 1 critical
points, then we must include 1-handles in the handlebody decomposition of S. If a
handle decomposition of a compact, oriented 4-manifold has only handles with index
0, 1, or 2, then all that one needs to specify it is a framed link in #mS1 × S2 = ∂
(0-handle ∪ 1-handles). Consequently, in order to deal with arbitrary Stein surfaces,
Gompf [Go2] established a standard form for Legendrian links in #mS1 × S2:
Definition 3.2. ([Go2], definition 2.1) A Legendrian link diagram in standard form,
with m ≥ 0 1-handles, is given by the following data (see Figure 10):
(1) A rectangular box parallel to the axes in R2,
(2) A collection of m distinguished segments of each vertical side of the box,
aligned horizontally in pairs and denoted by balls, and
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(3) A front projection of a generic Legendrian tangle (i.e. disjoint union of Leg-
endrian knots and arcs) contained in the box, with endpoints lying in the
distinguished segments and aligned horizontally in pairs.
Legendrian
tangle
Figure 10. Legendrian link diagram in standard form
All one needs to do is attach 1-handles to each pair of balls and one gets a link
in #mS1 × S2. Using this definition, Gompf [Go2] establishes a full list of Kirby-
Legendrian calculus type moves that will relate any two such diagrams:
Theorem 3.3. ([Go2], theorem 2.2) Let H denote a handlebody consisting of a 0-
handle and m 1-handles (ordered), with the canonical Stein structure determined by
Theorem 3.1 and let ξ be a contact structure on ∂H. The boundary of H can be
identified with a contact manifold obtained from the standard contact structure on
S3 by removing smooth balls and gluing the resulting boundaries as in Figure 10.
The identification exhibits H in the usual way as a smooth handlebody, and it can
be assumed to match the above data for H with corresponding pre-assigned data for
the diagram. Any Legendrian link in ∂H = #mS1 × S2 is contact isotopic to one in
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standard form. Two Legendrian links in standard form are contact isotopic in ∂H if
and only if they are related by a sequence of the six moves shown in (Figures 3 and 9
in [Go2]), together with isotopies of the box that fix the boundary outside of the balls
and introduce no vertical tangencies.
The classical invariants of Legendrian knots, such as the Thurston Bennequin num-
ber tb(K) and the rotation number rot(K) still make sense for the Legendrian link
diagrams in standard form, although with a few caveats. Both tb(K) and rot(K) can
be computed for a knot K that’s part of a Legendrian link diagram as in Figure 10
from the same formulas as in a standard front projection of Legendrian knots in R3
(also see Figure 6):
(3.1) tb(K) = w(K)− 1
2
(λ(K) + ρ(K)) = w(K)− λ(K)
(3.2) rot(K) = λ− − ρ+ = ρ− − λ+ .
The invariant rot(K) doesn’t change under the moves in Theorem 3.3. However,
one of the moves changes tb(K) by twice the number of times (with sign) that K runs
over the 1-handle (involved in the move). The change is due to how it is obtained
from the diagram and not the canonical framing. Moreover, it is shown that in these
Legendrian diagrams (as in Figure 10) the number tb(K) + rot(K) + 1 is always
congruent modulo 2 to the number of times that K crosses the 1-handles.
Putting together the Legendrian link diagrams in standard form, the classical Leg-
endrian knot invariants that can be read from them, the complete list of their Kirby
calculus moves in Theorem 3.3, and Eliashberg’s Theorem 3.1, the following charac-
terization of compact Stein surfaces with boundary can be made:
Proposition 3.4. [Go2] A smooth, oriented, compact, connected 4-manifold X ad-
mits the structure of a Stein surface (with boundary) if and only if it is given by a
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handlebody on a Legendrian link in standard form (Definition 3.2) with the i’th 2-
handle hi, attached to the i’th link component Ki, with framing tb(Ki)− 1 (as given
by Formula 3.1). Any such handle decomposition is induced by a strictly plurisub-
harmonic function. The Chern class c1(J) ∈ H2(X;Z) of such a Stein structure J
is represented by a cocycle whose value on each hi, oriented as in Theorem 3.1, is
rot(Ki) (as given by Formula 3.2).
The benefits of these Legendrian link diagrams, is that one can compute several
useful invariants of the Stein surface and its boundary straight from them. In partic-
ular, Gompf ([Go2], section 4) gave a complete set of invariants of 2-plane fields on
3-manifolds, up to their homotopy classes, which, in particular, could be used to dis-
tinguish contact structures of the boundaries of Stein surfaces. We will describe one
such invariant, Γ, which we will later use in section 3.3. In general, the classification
of 2-plane fields on an oriented 3-manifold M is equivalent to fixing a trivialization of
the tangent bundle TM and classifying maps ϕ : M → S2 up to homotopy, which was
done in [Po]. Γ is an invariant of 2-plane fields on closed, oriented 3-manifolds, that
is a 2-dimensional obstruction, thus it measures the associated spinc structure. The
advantage of Γ is that it can be specified without keeping explicit track of the choice
of trivialization of TM , and instead can be measured in terms of spin structures of
the 3-manifold M .
In order to define Γ we need to establish some notation and terminology. Let
(X, J) be a Stein surface with a Stein structure J . There is a natural way to obtain
a contact structure ξ on its boundary ∂X = M , by letting ξ be the field of complex
lines in TM ⊂ TX|M , in other words
ξ = T∂X ∩ JT∂X .
Assume X can be presented in standard form, as in Figure 10. We can construct
a manifold X∗, which is obtained from X by surgering out all of the 1-handles of
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X (this can be done canonically). As a result, we have ∂X = ∂X∗ = M , and X∗
can be described by attaching 2-handles along a framed link L in ∂B4 = S3, which
can be obtained by gluing the lateral edges of the box in Figure 10. The 1-handles
of X become 2-handles of X∗ that are attached along unknots with framing 0, call
this subset of links L0 ⊂ L. The 2-handles of X remain 2-handles of X∗, with the
same framing. Since Γ will be defined in terms of the spin structures of M , it is
useful to express the spin structures of M as characteristic sublinks of L; thus, for
each s ∈ Spin(M), we will associate a characteristic sublink L(s) ⊂ L. Recall, that
L′ is a characteristic sublink of L if for each component K of L, the framing of K is
congruent modulo 2 to `k(K,L′) [Go2] [GS]. (Note, here `k(A,B) is the usual linking
number if A 6= B, and the framing of A if A = B, and is extended bilinearly if A
or B have more than one component.) Finally, we can define Γ for a boundary of a
compact Stein surface, by a formula obtained from a diagram of the Stein surface in
standard form:
Theorem 3.5. (Gompf [Go2], Theorem 4.12) Let X be a compact Stein surface in
standard form, with ∂X = (M, ξ), and X∗, L = K1 ∪ . . . ∪ Km and L0 as defined
above. Let {α1, . . . , αm} ⊂ H2(X∗;Z) be the basis determined by {K1, . . . , Km}. Let
s be a spin structure on M , represented by a characteristic sublink L(s) ⊂ L. Then
PDΓ(ξ, s) is the restriction to M of the class ρ ∈ H2(X∗;Z) whose value on each αi
is the integer
(3.3) 〈ρ, αi〉 = 1
2
(rot(Ki) + `k(Ki, L0 + L(s))) ,
(note: rot(Ki) is defined to be 0 if Ki ⊂ L0.)
3.3. Computations of Gompf’s invariant Γ. In this section, we compute Gompf’s
Γ invariant for (L(n2, n− 1), ξstd), (section 3.3.1), ∂(Bn, Jn), (section 3.3.2), and for
∂(Cn, J
′
n), (section 3.3.3). (The almost-complex structures Jn and J
′
n will be defined
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later.) Note, by the standard contact structure ξstd on (L(n
2, n − 1), we mean the
contact structure that descends to L(n2, n− 1) from the standard contact structure
on S3, via the identification L(n2, n−1) = S3/Gn2,n−1, where Gn2,n−1 is the subgroup
Gn2,n−1 =

 ζ 0
0 ζn−1
 | ζn2 = 1
 ⊂ U(2) .
3.3.1. Computations of Γ for (L(n2, n−1), ξstd). In 2006, Lisca [Lis] classified all the
symplectic fillings of (L(p, q), ξstd) up to diffeomorphisms and blow-ups. In order to
show that the boundaries of the symplectic 4-manifolds he constructed are the lens
spaces with the standard contact structure (L(p, q), ξstd), he computed the Gompf
invariant Γ of (L(p, q), ξstd) by expressing the contact manifold as the link of a cyclic
quotient singularity. We will use his calculations, in the case of p = n2 and q = n−1,
to match up to our own calculations of Γ for ∂(Bn, ωn) and ∂(Cn, ω
′
n).
As mentioned above, (L(n2, n − 1), ξstd) can be expressed as a link of a cyclic
quotient singularity. There is a canonical resolution of this singularity with an excep-
tional divisor, with a neighborhood Rn2,n−1. Let l1 ∪ l2 be the union of two distinct
complex lines in CP 2. After successive blow-ups, we can obtain a string C of ra-
tional curves in CP 2#NCP 2 of type (1,−1,−2, . . . ,−2,−n) (with (n− 1) of −2’s),
with ν(C) a regular neighborhood of C. It is shown in ([Lis], section 6) that there
is a natural orientation preserving diffeomorphism from the complement of ν(C) to
Rn2,n−1. The boundary of ν(C) is an oriented 3-manifold which can be given by
a surgery presentation of unknots U0, . . ., Un+1 (Figure 11), where ν0, . . . , νn+1 are
the generators of H1(∂ν(C);Z). If the unknot U0 is blown down, we have a natural
identification
(3.4) ν(C) = −L(n2, n− 1) = L(n2, n2 − (n− 1))
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since [−2,−2, . . . ,−2,−n], with n amount of (−2)s, is the continued fraction expan-
sion of n
2
n2−(n−1) .
1 −1 −2 −2 −n
U0 U1 U2 Un Un+1
Figure 11. Surgery diagram of ∂ν(C)
The relations of ν0, . . . , νn+1 in H1(∂ν(C);Z) are as follows:
ν0 + ν1 = 0
ν0 − ν1 + ν2 = 0
ν1 − 2ν2 + ν3 = 0
ν2 − 2ν3 + ν4 = 0
...
νn−1 − 2νn + νn+1 = 0
νn − nνn+1 = 0

=⇒
ν0 = −ν1
ν2 = 2ν1
ν3 = 3ν1
ν4 = 4ν1
...
νn+1 = (n+ 1)ν1
(n2)ν1 = 0 .
Lisca applied a slight generalization of Theorem 3.5 ([Lis], theorem 6.2), and com-
puted the value of Gompf’s Γ invariant of ∂ν(C) = −L(p, q). For our purposes we
restate it with p = n2 and q = n− 1, and we will handle the even and odd values of
n seperately.
For n odd, the lens spaces L(n2, n2− (n−1)) each have one spin structure t, which
can be specified by the characteristic sublink L(t) = U1 ∪ U3 ∪ U5 ∪ . . . ∪ Un. Also,
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L0 = ∅, (see (3.3)). Consequently, we have:
PDΓL(n2,n−1)(ξstd, t) = −PDΓL(n2,n2−(n−1))(ξstd, t)
= −ν0 − ν1 + ν2 − ν3 + . . .− νn + n− 1
2
νn+1
= ν1 − ν1 + 2ν1 − 3ν1 + · · · − nν1 + n
2 − 1
2
ν1
≡ n
2 − n
2
ν1 mod n
2 .
For n even, the lens spaces L(n2, n2−(n−1)) each have two spin structures t1 and t2,
corresponding to the characteristic sublinks L(t1) = U0 and L(t2) = U1∪U3∪. . .∪Un+1
respectively. As before, L0 = ∅. Consequently we have:
PDΓL(n2,n−1)(ξstd, t1) = −PDΓL(n2,n2−(n−1))(ξstd, t1)
= −ν0 + νn+1
= ν1 +
n2 − n− 2
2
ν1
≡ n
2 − n
2
ν1 mod n
2
PDΓL(n2,n−1)(ξstd, t2) = −PDΓL(n2,n2−(n−1))(ξstd, t2)
= −ν0 − ν1 + ν2 − ν3 + . . .+ νn+1
= ν1 − ν1 + 2ν1 − 3ν1 + 4ν1 − . . .− (n+ 1)ν1
≡ n
2
ν1 mod n
2 .
3.3.2. Computations of Γ for ∂(Bn, Jn). Next, we will put Stein structures Jn on the
rational homology balls Bn, and compute the Γ invariant on their boundaries. We
will present (Bn, Jn) as a Legendrian diagram in standard form, as in Definition 3.2.
However, before that can be done we must first express the Bns with a slightly
different Kirby diagram, one that has appropriate framings with which its 2-handles
are attached, thus enabling us to put it in Legendrian standard form. Figure 12
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shows another Kirby diagram of Bn, that is equivalent to the one in Figure 2 and
Figure 7, by a series of Kirby moves seen in Appendix A.
−n− 1
}n
−n− 1
−n
Figure 12. Another Kirby diagram of Bn
Having this Kirby diagram for Bn, we are now ready to put it in Legendrian
standard form, as seen in Figure 13. The orientation was chosen arbitrarily, but will
remain fixed throughout. Observe, that the Legendrian knot Kn2 in the diagram has
the following classical invariants:
tb(Kn2 ) = w(K
n
2 )− λ(Kn2 ) = −(n− 1)− 1 = −n
rot(Kn2 ) = λ− − ρ+ = 1 .
−1
}n
Kn2
Figure 13. Kirby diagram of Bn with Stein structure Jn
Therefore, the framing with which the 2-handle is attached is precisely as dictated
by Theorem 3.4, namely tb(Kn2 )− 1 = −n− 1.
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Now that we described the Stein structure Jn on Bn, we are ready to compute
the Γ invariant of ∂(Bn, Jn) = (∂Bn, ξ) where ξ is the induced contact structure,
ξ = T∂Bn ∩ JT∂Bn. Recall, that since the set of Stein structures of a 4-manifold
is a subset of the set of almost-complex structures of a 4-manifold, then from the
Stein surface (Bn, Jn) we naturally get a symplectic 4-manifold (Bn, ωn), where the
symplectic form ωn is induced by the almost-complex structure Jn. As a result,
(Bn, ωn) is a symplectic filling of (∂Bn, ξ) = (L(n
2, n − 1), ξ). Our goal is to show
that ξ ∼= ξstd.
As described in Theorem 3.5, we construct the manifold B∗n from Bn, where we
replace the 1-handle in Bn with a 2-handle attached to an unknot with framing 0. A
diagram for B∗n is seen in Figure 14.
0
−n
−n− 1
Kn2 K
n
1
Figure 14. Kirby diagram of B∗n
Let µ1 and µ2 be the meridians of the knots K
n
1 and K
n
2 , as depicted in Figure 14.
Let α1, α2 be the basis of H2(B
∗
n;Z) determined by Kn1 and Kn2 . By definition, we
have rot(Kn1 ) = 0, and according to the Stein structure Jn, we have rot(K
n
1 ) = 1.
The relations of µ1 and µ2 in H1(∂Bn;Z) are:
−nµ2 = 0
−nµ1 − (n+ 1)µ2 = 0
 =⇒ µ2 = −nµ1(n2)µ1 = 0 .
For n odd, as before, ∂Bn = L(n
2, n − 1) has only one spin structure, s, whose
characteristic sublink is L(s) = ∅. Additionally, we have L0 = Kn1 . Letting ρ be as
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in Theorem 3.5, we have:
〈ρ, α1〉 = 1
2
(rot(Kn1 ) + `k(K
n
1 , K
n
1 )) =
1
2
(0 + 0) = 0
〈ρ, α2〉 = 1
2
(rot(Kn2 ) + `k(K
n
2 , K
n
1 )) =
1
2
(1− n) .
Using the above, we compute PDΓ∂Bn(ξ, s):
PDΓ∂Bn(ξ, s) = 〈ρ, α1〉µ1 + 〈ρ, α2〉µ2
= 0µ1 +
1− n
2
µ2
≡ n
2 − n
2
µ1 mod n
2 .
For n even, ∂Bn = L(n
2, n − 1) has two spin structures s1 and s2, corresponding
to the characteristic sublinks L(s1) = K
n
2 and L(s2) = K
n
1 + K
n
2 respectively, (and
L0 = K
n
1 as before). We have for the spin structure s1:
〈ρ, α1〉 = 1
2
(rot(Kn1 ) + `k(K
n
1 , K
n
1 +K
n
2 )) =
1
2
(0− n) = −n
2
〈ρ, α2〉 = 1
2
(rot(Kn2 ) + `k(K
n
2 , K
n
1 +K
n
2 )) =
1
2
(1− (2n+ 1)) = −n .
Therefore,
PDΓ∂Bn(ξ, s1) = 〈ρ, α1〉µ1 + 〈ρ, α2〉µ2
=
−n
2
µ1 − nµ2
≡ 2n
2 − n
2
µ1 mod n
2 .
For the spin structure s2 we get:
〈ρ, α1〉 = 1
2
(rot(Kn1 ) + `k(K
n
1 , 2K
n
1 +K
n
2 )) =
1
2
(0− n) = −n
2
〈ρ, α2〉 = 1
2
(rot(Kn2 ) + `k(K
n
2 , 2K
n
1 +K
n
2 )) =
1
2
(1− (3n+ 1)) = −3n
2
.
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Therefore,
PDΓ∂Bn(ξ, s2) = 〈ρ, α1〉µ1 + 〈ρ, α2〉µ2
=
−n
2
µ1 − 3n
2
µ2
≡ n
2 − n
2
µ1 mod n
2 .
3.3.3. Computations of Γ for ∂(Cn, J
′
n). Next, we will compute the Γ invariant for
∂(Cn, J
′
n), where J
′
n is a Stein structure on Cn. We will exhibit the explicit Stein
structure on Cn with a Legendrian link diagram (with no 1-handles) which induces
ξ′ = T∂Cn∩JT∂Cn the same contact structure on the boundary ∂(Cn, J ′n) = (∂Cn, ξ′)
as on ∂(Bn, Jn), thus we will show ξ
′ ∼= ξ ∼= ξstd.
We label the unknots in the plumbing diagram of Cn, (as seen in Figure 15),
W1,W2, . . .Wn−1. We put a Stein structure J ′n on Cn, seen in Figure 16, by making the
unknots, representing the spheres in the plumbing configuration, Legendrian in such a
way that the framing of each unknot corresponds to the required framing as dictated
by Theorem 3.5: tb(Wi) − 1. Observe, that in this particular choice of Legendrian
representatives of unknots, we have rot(W1) = −n, rot(W2) = · · · = rot(Wn−1) = 0.
−(n+ 2) −2 −2 −2 −2
W1 W2 W3 Wn−2 Wn−1
Figure 15. Plumbing diagram of Cn, n ≥ 2
Let λ1, . . . , λn−1 be the meridians of the knots W1, . . . ,Wn−1. Also, let β1, . . . , βn−1
be the basis of H2(Cn;Z) determined by W1, . . . ,Wn−1. The relations of λ1, . . . , λn−1
in H1(∂Cn;Z) are as follows:
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−1 −1 −1 −1
−1
W1
W2 W3 Wn−2 Wn−1
← (n+ 1) cusps
Figure 16. Stein structure J ′n on Cn
(−n− 2)λ1 + λ2 = 0
λ1 − 2λ2 + λ3 = 0
λ2 − 2λ3 + λ4 = 0
...
λn−3 − 2λn−2 + λn−1 = 0
λn−2 − 2λn−1 = 0

=⇒
λ2 = (n+ 2)λ1
λ3 = (2n+ 3)λ1
λ4 = (3n+ 4)λ1
...
λn−1 = (n2 − n− 1)λ1
(n2)λ1 = 0 .
As before, for n odd, ∂Cn = L(n
2, n−1) has only one spin structure, r, represented
by the characteristic sublink L(r) = W2 +W4 +W6 + · · ·+Wn−1, in addition, we have
L0 = ∅. Again, letting ρ be as in Theorem 3.5, we have:
〈ρ, β1〉 = 1
2
(rot(W1) + `k(W1,W2 +W4 + · · ·+Wn−1)) = 1
2
(−n+ 1) = 1− n
2
〈ρ, β2〉 = 1
2
(rot(W2) + `k(W2,W2 +W4 + · · ·+Wn−1)) = 1
2
(0− 2) = −1
〈ρ, β3〉 = 1
2
(rot(W3) + `k(W3,W2 +W4 + · · ·+Wn−1)) = 1
2
(0 + 2) = 1
...
〈ρ, βn−2〉 = 1
2
(rot(Wn−2) + `k(Wn−2,W2 +W4 + · · ·+Wn−1)) = 1
2
(0 + 2) = 1
〈ρ, βn−1〉 = 1
2
(rot(Wn−1) + `k(Wn−1,W2 +W4 + · · ·+Wn−1)) = 1
2
(0− 2) = −1 .
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Using the above, we compute PDΓ∂Cn(ξ
′, r):
PDΓ∂Cn(ξ
′, r) = 〈ρ, β1〉λ1 + · · ·+ 〈ρ, βn−1〉λn−1
=
1− n
2
λ1 − λ2 + λ3 − · · ·+ λn−2 − λn−1
=
1− n
2
λ1 − (n+ 2)λ1 + (2n+ 3)λ1 − · · · − (n2 − n− 1)λ1
=
1− n
2
λ1 − n
2 + 1
2
λ1
≡ n
2 − n
2
λ1 mod n
2 .
For n even, ∂Cn = L(n
2, n − 1) has two spin structures r1 and r2, corresponding
to the characteristic sublinks L(r1) = W1 + W3 + W5 + · · · + Wn−1 and L(r2) = ∅
respectively, (and L0 = ∅ as before). For the spin structure r1, we have:
〈ρ, β1〉 = 1
2
(rot(W1) + `k(W1,W1 +W3 + · · ·+Wn−1)) = −(n+ 1)
〈ρ, β2〉 = 1
2
(rot(W2) + `k(W2,W1 +W3 + · · ·+Wn−1)) = 1
〈ρ, β3〉 = 1
2
(rot(W3) + `k(W3,W1 +W3 + · · ·+Wn−1)) = −1
...
〈ρ, βn−2〉 = 1
2
(rot(Wn−2) + `k(Wn−2,W1 +W3 + · · ·+Wn−1)) = 1
〈ρ, βn−1〉 = 1
2
(rot(Wn−1) + `k(Wn−1,W1 +W3 + · · ·+Wn−1)) = −1 .
Therefore,
PDΓ∂Cn(ξ
′, r1) = 〈ρ, β1〉λ1 + · · ·+ 〈ρ, βn−1〉λn−1
= −(n+ 1)λ1 + λ2 − λ3 + · · ·+ λn−2 − λn−1
= −(n+ 1)λ1 + (n+ 2)λ1 − (2n+ 3)λ1 + · · · − (n2 − n− 1)λ1
≡ n
2 − n
2
λ1 mod n
2 .
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For the spin structure r2 we get:
〈ρ, β1〉 = 1
2
(rot(W1) + `k(W1, ∅)) = −n
2
〈ρ, β2〉 = 1
2
(rot(W2) + `k(W2, ∅)) = 0
...
〈ρ, βn−1〉 = 1
2
(rot(Wn−1) + `k(Wn−1, ∅)) = 0 .
Therefore,
PDΓ∂Cn(ξ
′, r2) = 〈ρ, β1〉λ1 + · · ·+ 〈ρ, βn−1〉λn−1
=
−n
2
λ1
≡ 2n
2 − n
2
λ1 mod n
2 .
3.3.4. Showing (∂Bn, ξ) ∼= (L(n2, n− 1), ξstd) ∼= (∂Cn, ξ′).
Proposition 3.6. With the notation established above, we have (∂Bn, ξ) ∼= (L(n2, n−
1), ξstd) ∼= (∂Cn, ξ′) as contact 3-manifolds. In particular, this implies that (Bn, ωn)
is a symplectic filling of (L(n2, n− 1), ξstd).
Proof. Since we computed the Γ invariant for the manifolds (∂Bn, ξ), (L(n
2, n −
1), ξstd), and (∂Cn, ξ
′), in order to show these manifolds have the same contact struc-
ture, (ξ ∼= ξstd ∼= ξ′), we have to find a suitable identification between these manifolds,
in particular between their first homology groups. It is important to note that the
contact structures ξ and ξ′ are tight [Lis], since they were induced from the bound-
aries of Stein surfaces. Therefore, due to the classification of tight contact structures
on lens spaces L(p, q) [Gi] [Ho], the Γ invariant is sufficient to show the isomor-
phisms between these contact 3-manifolds. This is because the Γ invariant shows
which spinc structures are induced by the contact structures ξ, ξ′, and ξstd, since
Γ(ζ, ·) : Spin(M)→ H1(M ;Z) depends only on the homotopy class [ζ].
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Figure 17 demonstrates a sequence of Kirby calculus moves from ∂B∗n to −∂ν(C),
(compare with Figure 11). (Note, for shorthand we represent most spheres by dots,
as in Figure 1.) As the moves are performed, we keep track of the µi ∈ H1(∂B∗n;Z),
the meridians of the associated unknots in the diagram. In move I we perform n
blow-ups. In moves II and III we perform a handleslide. In moves IV1, . . . , IVn−3
we perform a handleslide in each. Finally, in move V, we blow-down the unknot with
framing (−1).
As a result we can form the following identifications between µ1, µ2 ∈ H1(∂Bn;Z)
and ν0, . . . , νn+1 ∈ H1(L(n2, n− 1); Z):
µ1 = νn+1
nµ1 + nµ2 = νn
(n− 1)µ1 + (n− 1)µ2 = νn−1
...
2µ1 + 2µ2 = ν2
µ1 + µ2 = ν1 .(3.5)
For n odd, L(n2, n−1) has only one spin structure, so there is no need to keep track
of it throughout the Kirby moves. We multiply both sides of the first identification
above by n
2−n
2
and get:
n2 − n
2
µ1 =
n2 − n
2
νn+1 = (n+ 1)
n2 − n
2
ν1 =
n3 − n
2
ν1
≡ (n
3 − n
2
− (n− 1)n
2
2
)ν1 ≡ n
2 − n
2
ν1 mod n
2 .
Thus, we have:
PDΓ(∂Bn)(ξ, s) =
n2 − n
2
µ1 ≡ n
2 − n
2
ν1 = PDΓL(n2,(n−1))(ξstd, t) .
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−n− 1 0
−n
µ2 µ1
I
n −1
1
1
1
1
µ1 µ2
µ1 + µ2
µ1 + µ2
II
n −1
1
1
1
2
µ1 µ2
µ1 + µ2
µ1 + µ2
2µ1 + 2µ2
III
n −1
1
1
2
2
µ1
µ2
µ1 + µ2
µ1 + µ2
2µ1 + 2µ2
3µ1 + 3µ2
IV1 . . . IVn−3
n −11
2
2
2
µ1 µ2nµ1 + nµ2
2µ1 + 2µ2
µ1 + µ2
V
n
2
2
2
2
µ1
nµ1 + nµ2
2µ1 + 2µ2
µ1 + µ2
Figure 17. Kirby moves from ∂B∗n to −∂ν(C)
For n even, since L(n2, n− 1) has two spin structures, in addition to matching up
the µi to the νi, we also also have to make an appropriate identification among the
spin structures. In Figure 17 we follow the spin structure s1 through the Kirby moves
by denoting the knots corresponding to its characteristic sublink in grey color. Thus,
we can see that spin structure s1 of ∂Bn is identified with the spin structure t1 of
−∂ν(C). If we multiply the first identification of (3.5) by n2−n
2
, we get:
n2 − n
2
µ1 =
n2 − n
2
νn+1 = (n+ 1)
n2 − n
2
ν1 =
n3 − n
2
ν1
≡ 2n
2 − n
2
ν1 mod n
2 .
Likewise, if we take the last identification of (3.5), and apply the relations for µi,
we get (1− n)µ1 = ν1. We multiply this by n2−n2 , and get:
n2 − n
2
ν1 =
n2 − n
2
(1− n)µ1 ≡ 2n
2 − n
2
µ1 mod n
2 .
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As a result, we have:
(3.6) PDΓ(∂Bn)(ξ, s1) =
2n2 − n
2
µ1 ≡ n
2 − n
2
ν1 = PDΓL(n2,(n−1))(ξstd, t1)
(3.7) PDΓ(∂Bn)(ξ, s2) =
n2 − n
2
µ1 ≡ 2n
2 − n
2
ν1 = PDΓL(n2,(n−1))(ξstd, t2) .
As a consequence, this gives us (∂Bn, ξ) ∼= (L(n2, n− 1), ξstd).
In a similar manner, we can show (∂Bn, ξ) ∼= (∂Cn, ξ′). We first find a suitable iden-
tification between µ1, µ2 ∈ H1(∂Bn;Z) and λ1, . . . , λn−1 ∈ H1(∂Cn;Z), by a sequence
of Kirby moves depicted in Figure 18. In move I we perform a handleslide: we slide
Kn1 over K
n
2 . In moves II and III we perform blow-ups. In moves IV1, . . . , IVn−4
we perform a blow-up in each. Finally, in move V we blow-down the unknot with
framing (1).
In the final diagram we can see a clear identification with Figure 15, which gives
us the following:
µ1 + µ2 = λ1
2µ1 + µ2 = λ2
...
(n− 2)µ1 + µ2 = λn−2
(n− 1)µ1 + µ2 = λn−1 .(3.8)
For n odd, the above identifications imply:
(3.9)
n2 − n
2
µ1 ≡ n
2 − n
2
λ1 mod n
2 .
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−n− 1 0
−n
µ2 µ1
I
−n− 1
n− 1
µ1 + µ2
µ2 II
−n− 2
−1
n− 2
µ1 + µ2
2µ1 + µ2
µ2
III
−n− 2
−2
−1
n− 3
µ1 + µ2
2µ1 + µ2
3µ1 + µ2
µ2
IV1 . . . IVn−4
−n− 2 −2 −2 −1 1
µ1 + µ2 2µ1 + µ2 3µ1 + µ2 (n− 1)µ1 + µ2 µ2
V
−n− 2 −2 −2 −2 −2
µ1 + µ2 2µ1 + µ2 3µ1 + µ2 (n− 1)µ1 + µ2
Figure 18. Kirby moves from ∂Bn to ∂Cn
Giving us:
(3.10) PDΓ(∂Bn)(ξ, s) ≡ PDΓ∂Cn(ξ′, r) .
For n even, we again match up the spin structures by following the spin structure s1
through the Kirby moves in Figure 18. We represent the spin structure s1 by coloring
the corresponding unknots in its characteristic sublink with a grey color. Thus, we
can see that the spin structure s1 of ∂Bn is identified with the spin structure r1 of
∂Cn. Similar to previous calculations, the relations in (3.8) imply:
2n2 − n
2
µ1 ≡ n
2 − n
2
λ1 mod n
2(3.11)
n2 − n
2
µ1 ≡ 2n
2 − n
2
λ1 mod n
2 .(3.12)
Therefore,
(3.13) PDΓ(∂Bn)(ξ, s1) ≡ PDΓ∂Cn(ξ′, r1)
(3.14) PDΓ(∂Bn)(ξ, s1) ≡ PDΓ∂Cn(ξ′, r1) .

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3.4. Symplectic rational blow-up - main theorem.
3.4.1. Lagrangian cores Ln,q. In this section we define the symplectic rational blow-
up operation. It is important to note, that just like the symplectic blow-up is not
unique because of the choice of radius of the removed 4-ball, so to, the symplectic
rational blow-up will also not be unique due to the choice of the symplectic volume of
the removed rational homology ball Bn. Moreover, we also have to make a choice of
the symplectic structure on the Bns. Therefore, we will go further, and show that the
existence of a certain 2-dimensional Lagrangian core (see section 3.1) in a symplectic
manifold (X,ω) will have a standard neighborhood that will be our desired symplectic
rational homology ball (Bn, ωn) as in section 3.3.2.
Now we will describe the construction of our Lagrangian cores. First, we take an
embedding γ : S1 ↪→ (X,ω). Next, we consider a Lagrangian immersion L : D2 #
(X,ω), (an embedding on the interior of D), such that its boundary “wraps around”
γ(S1), with winding number n, so γ(S1) ↪→ L(∂D). There is another winding number
q that comes in to the picture, so we are going to call this Lagrangian disk immersion
Ln,q. Let P be the following bundle over γ(S1):
P =
⋃
z∈γ(S1)
{plane pi|pi ⊂ TzX, oriented, ω(pi) = 0, Tz(γ(S1)) ⊂ pi} .
Because we are restricting to those planes pi that contain Tz(γ(S
1)), the bundle P
is an S1-bundle. So, after a choice of trivialization, we have P ∼= S1 × γ(S1), and a
map:
L̂n,q : ∂D → P ∼= S1 × γ(S1)(3.15)
L̂n,q : x 7−→ (Ln,q)∗(TxD)
where n is the degree of the map L̂n,q on the first component, and q on the second.
Note, that before a choice of trivialization of P , q is only defined mod n.
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Now we state the formal definition of the Lagrangian “cores”, Ln,q:
Definition 3.7. Let Ln,q : D # (X,ω) be a smooth Lagrangian immersion of a
2-disk D into a symplectic 4-manifold (X,ω), with n ≥ 2 an integer, and q is an
integer defined mod n, assuming the following conditions:
i) Ln,q(D − ∂D) ↪→ (X,ω) is a smooth embedding.
ii) There exists a smooth embedding γ : S1 ↪→ (X,ω) such that γ(S1) ↪→
Ln,q(∂D).
iii) The pair (n, q) are defined to be the degrees of the maps on the first and
second component, respectively of the map L̂n,q : ∂D → P ∼= S1 × γ(S1) as
defined in (3.15).
iv) The map L̂n,q is injective, so for any points x, y ∈ ∂D if Ln,q(x) = Ln,q(y)
then (Ln,q)∗(Tx(D)) 6= (Ln,q)∗(Ty(D)).
Figure 9 is an illustration of how Ln,q(D) looks like near γ(S1), for n = 3 and q = 1.
Note, we will use Ln,q to also denote its image in (X,ω).
3.4.2. Statement of the main theorem. Now we are ready to state the main theorem:
Theorem 3.8. Symplectic Rational Blow-Up. Suppose Ln,1 ⊂ (X,ω), is as
in Definition 3.7 with q = 1, then for some small λ > 0, there exists a symplectic
embedding of (Bn, λωn) in (X,ω), and for some λ0 < λ and µ > 0, there exists a
symplectic 4-manifold (X ′, ω′) such that (X ′, ω′) = ((X,ω)−(Bn, λ0ωn))∪φ (Cn, µω′n),
where φ is a symplectic map, and (Bn, ωn) and (Cn, ω
′
n) are the symplectic manifolds
as defined in section 3.3. (X ′, ω′) is called the symplectic rational blow-up of
(X,ω).
Proof. The proof of the theorem will follow from Lemmas 3.9 and 3.10 below, but
first we will introduce some notation.
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We express Ln,q ⊂ (X,ω) as a union:
(3.16) Ln,q = Σn,q ∪∆,
where Σn,q is the image of a collar neighborhood of ∂D ⊂ D, CD, and ∆ is the
image of the remainder D − CD. First, we will present a model of Σn,q explicitly by
expressing it in terms of local coordinates.
For Ln,q, the respective γ(S1) ↪→ (X,ω), as in Definition 3.7, will have a neighbor-
hood, S1 × D3 with standard Darboux coordinates: (θ, x, u, v) with the symplectic
form ω = dθ ∧ dx + du ∧ dv, where θ is a 2pi-periodic coordinate on S1, and x, u, v
are the standard coordinates on D3. Parameterizing CD by (t, s) with 0 ≤ t < 2pi
and 0 ≤ s ≤  for some small , Definition 3.7 implies that without loss of generality,
Σn,q(t, s) can be expressed as:
(3.17) Σn,q(t, s) = (nt, x(t, s), s cos(ψq(t, s)),−s sin(ψq(t, s)))
where x(t, s) and ψq(t, s) are smooth functions with x(0, s) = x(2pi, s) and ψq(2pi, s)−
ψq(0, s) = q(2pi). We observe that at s = 0 we have:
Σn,q(t, 0) = (nt, 0, 0, 0) = γ(S
1) .
Thus, the numbers in the pair (n, q) as they appear in (3.17), are the degrees of the
maps in part (iii) of Definition 3.7.
Next, we switch to somewhat more convenient coordinates (θ, x, τ, ρ), (sometimes
referred to as action-angle coordinates) where:
θ → θ, x→ x, u→
√
2ρ cos τ, v → −
√
2ρ sin τ .
This coordinate change is symplectic, since the symplectic form remains the same:
ω = dθ ∧ dx + dτ ∧ dρ. We can reparameterize Σn,q with (t, I), 0 ≤ t < 2pi and
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0 ≤ I ≤ ′, where I = 1
2
s2, and so (3.17) in (θ, x, τ, ρ) coordinates becomes:
Σn,q(t, I) = (nt, x(t, I), ψq(t, I), I) .
The Lagrangian condition ω|TLn,q(D)X = 0 imposes further restrictions on x(t, I),
thus Σn,q(t, I) can be given as follows:
(3.18) Σn,q(t, I) = (nt,− q
n
I
∂ψq
∂t
+
∫
q
n
I
∂2ψq
∂I∂t
dI, ψq(t, I), I) .
A particular example is when ψq(t, I) = qt, this will be called Σ
]
n,q:
(3.19) Σ]n,q(t, I) = (nt,−
q
n
I, qt, I) .
Again, we refer the reader to Figure 9 for an illustration of Σ]n,q for n = 3 and q = 1.
Lemma 3.9. Let Ln,q ⊂ (X,ω) be as in Definition 3.7. Then there exists another
L]n,q ⊂ (X,ω), also as in Definition 3.7, such that if Ln,q = Σn,q ∪ ∆, (as defined
in (3.16)), then L]n,q = Σ]n,q ∪ ∆], where Σ]n,q is as in (3.19) and ∆] agrees with ∆
everywhere except for a small neighborhood of its boundary. We will refer to such
L]n,qs as the “good” ones. Thus all the “good” Ln,qs are the ones which are standard
in a neighborhood of γ(S1).
Lemma 3.10. Let L]n,q and Lˇ]n,q be both “good” Ln,qs, in accordance with Defini-
tion 3.7 and Lemma 3.9, then they will have symplectomorphic neighborhoods in
(X,ω).
Note, the above Lemmas are meant to mirror the standard Weinstein Lagrangian
embedding theorem. First, we will prove Lemma 3.9 by constructing a Hamiltonian
vector flow that will take Σn,q to Σ
]
n,q. Second, we will prove Lemma 3.10 using
Lemma 3.9 and a relative Moser type argument.
41
Proof. Proof of Lemma 3.9. We construct a Hamiltonian H with flow
ϕα : nbhd(γ˜(S1))→ nbhd(γ˜(S1)),
for 0 ≤ α ≤ 1, where γ˜(S1) is the n-sheeted covering space of γ(S1). Note, we choose
′ small enough such that ˜Σ]n,q(t, I) ⊂ nbhd(γ˜(S1)). H and ϕα are as given in (3.20)
and (3.21) below on Σ˜]n,q(t, I) and are 0 otherwise:
(3.20) ϕα(θ, x, τ, ρ) = (θ, x− (∂f
∂θ
ρ−
∫
∂2f
∂ρ∂θ
ρ dρ)α, τ + f(θ, ρ)α, ρ)
(3.21) H(θ, x, τ, ρ) =
∫
f(θ, ρ) dρ
for some continuous function f .
The following calculations show that ϕα preserves the symplectic form ω = dθ ∧
dx+ dτ ∧ dρ, and that it is indeed the Hamiltonian flow for the H above.
dθ ∧ d(x− (∂f
∂θ
ρ−
∫
∂2f
∂ρ∂θ
ρ dρ)α) + d(τ + f(θ, ρ)α) ∧ dρ
= dθ ∧ (dx− α(∂
2f
∂θ2
ρdθ +
∂f
∂θ
dρ+
∂2f
∂ρ∂θ
ρdρ− ∂
∂θ
(
∫
∂2f
∂ρ∂θ
ρ dρ)dθ − ∂
2f
∂ρ∂θ
ρdρ))
+ (dτ + α(
∂f
∂θ
dθ +
f
∂ρ
dρ)) ∧ dρ
= dθ ∧ dx− α∂f
∂θ
dθ ∧ dρ+ dτ ∧ dρ+ α∂f
∂θ
dθ ∧ dρ
= dθ ∧ dx+ dτ ∧ dρ .
Also,
d
dα
ϕα = (0,−∂f
∂θ
ρ+
∫
∂2f
∂ρ∂θ
ρ dρ, f(θ, ρ), 0) = (
∂H
∂x
,−∂H
∂θ
,
∂H
∂ρ
,−∂H
∂τ
) .
If we let pn : nbhd(γ˜(S1)) → nbhd(γ(S1)) be the (n : 1) covering map, then we
have pn ◦ ϕ1(Σ˜]n,q) = Σn,q, taking f(nt, I) = ψq(t, I) − qt, as seen in the equation
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below:
pn ◦ ϕ1(Σ˜]n,q)(t, I) = (nt,− q
n
I − ∂f(nt, I)
∂(nt)
I +
∫
∂2f(nt, I)
∂I∂(nt)
I dI, t+ f(nt, I), I)
= (nt,− q
n
I
∂ψq
∂t
+
∫
q
n
I
∂2ψq
∂I∂t
dI, ψq(t, I), I)
= Σn,q(t, I) .
Note, in order for pn ◦ ϕα(Σ˜]n,q) to remain being a “Σn,q” for all 0 ≤ α ≤ 1, (and
not “tear” as α goes from 0 to 1), we must have
[q(2pi) + (ψq(2pi, I)− q(2pi)α]− [q(0) + (ψq(I, 0)− q(0))α]
be an integer multiple of 2pi for all 0 ≤ α ≤ 1. This implies:
ψq(2pi, I)− ψq(0, I) = q(2pi) .
Which is precisely the condition that ψq(t, I) needs to have in the definition of
Σn,q(t, I). Hence, whenever we have Ln,q ⊂ (X,ω), we can always find a “good”
L]n,q ⊂ (X,ω), which looks “standard” near γ(S1), by the map pn ◦ϕ−11 (Σ˜n,q) = Σ]n,q,
with L]n,q = Σ]n,q ∪∆]. (We have ∆], since the map pn ◦ ϕ−11 gets smoothed off near
∂∆.) 
Proof. Proof of Lemma 3.10. In order to prove this lemma, we will be using the
relative Moser’s theorem, stated below:
Lemma 3.11. Relative Moser’s Theorem. [EM] Let ωt be a family of symplectic
forms on a compact manifold W with full-dimensional submanifold W1, such that
ωt = ω0 over an open neighborhood of W1 and the relative cohomology class [ωt − ω0] ∈
H2(W,W1) vanishes for all t ∈ [0, 1]. Then there exists an isotopy Φt : W → W which
is fixed on an open neighborhood of W1 and such that Φ
∗
t (ω0) = ωt, t ∈ [0, 1].
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(Note, in [EM] this thereom is stated for the pair (W,∂W ), however, the proof
directly extends to the pair (W,W1).)
Let L]n,q be a “good” Ln,q immersed disk, and let L0,]n,q ↪→ (X0, ω0) be some
particular “good” Ln,q immersed disk in a symplectic 4-manifold (X0, ω0). Let
Σ],δn,q(t, I) ⊂ Σ]n,q(t, I) be such that 0 ≤ t < 2pi and δ ≤ I < ′. Then, we let
L],δn,q = Σ],δn,q(t, I) ∪∆]
L0,],δn,q = Σ],δn,q(t, I)∪
◦
∆
]
.
OL0,],δn,q
L0,],δn,qOΣ],δn,q Σ],δn,q
nbhd(γ(S1))
Figure 19. Schematic diagram of OL0,],δn,q
Also, let ν(X,L],δn,q) and ν(X0,L0,],δn,q ) be normal bundles of L],δn,q and L0,],δn,q respectively.
We also denote
NΣ],δn,q ⊂ NL],δn,q ⊂ ν(X,L],δn,q)
OΣ],δn,q ⊂ OL0,],δn,q ⊂ ν(X0,L0,],δn,q )
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to be the neighborhoods of Σ],δn,q, L],δn,q and L0,],δn,q in their respective normal bundles.
Refer to Figure 19 for a schematic diagram. We construct a bundle map:
B0 : Tx(ν(X0,L0,],δn,q )) −→ Ty(ν(X,L],δn,q))
for x ∈ L0,],δn,q and y ∈ L],δn,q such that B0|Σ],δn,q = Id. By the Whitney Extension theorem
[Wh], we have a map
φ0 : OL0,],δn,q → NL],δn,q
with φ = B0 on TL0,],δn,q (ν(X0,L0,],δn,q )) and φ∗0(ω) = ω0 on OΣ],δn,q .
Next, we define a family of symplectic forms:
ωt = (1− t)ω0 + tφ∗0(ω) for t ∈ [0, 1] .
We get ωt − ω0 = t(φ∗0(ω)− ω0) = 0, for all t ∈ [0, 1] on some open neighborhood of
OΣ],δn,q . We can do this by making our ′ a bit smaller. Moreover, we can pass down
to the relative homology class:
[ωt − ω0] ≡ [t(φ∗o(ω)− ω0)] ∈ H2(OL0,],δn,q ,OΣ],δn,q) .
This relative class [ωt − ω0] will vanish since φ∗0(ω) = ω0 on OΣ],δn,q . Thus, we can use
relative Moser’s theorem (Lemma 3.11), with W = OL0,],δn,q and W1 = OΣ],δn,q , and we
get an isotopy Φt : OL0,],δn,q → OL0,],δn,q such that Φ∗1(ω0) = ω1 = φ∗0(ω). We define the
map Φ] = φ0 ◦ Φ−11 , and obtain:
Φ] : OL0,],δn,q → NL],δn,q with Φ∗] (ω) = ω0 .
Likewise, we can obtain a symplectomorphism Φˇ] : NLˇ],δn,q → OL0,],δn,q . By composing
Φ] and Φˇ], we get a symplectomorphism:
Φ : NLˇ],δn,q → NL],δn,q ,
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which extends to map between Lˇ]n,q and L]n,q, since they are both “good” immersed
disks, and are the same on Σ]n,q.
Now to complete the proof of Lemma 3.10, we will construct a particular model of a
neighborhood of such an immersed Lagrangian disk L0,]n,q = Σ]n,q(t, I)∪
◦
∆. We will do
this by symplectically gluing NΣ]n,q to NB ⊂ T ∗(B), where T ∗(B) is just the cotangent
space of a 2-disk B, and NB is its neighborhood in T
∗(B). With the identification of
Σ],δn,q with CB, a collar neighborhood of the boundary of disk B, we can construct a
symplectomorphism Ψ between NΣ],δn,q ⊂ ν(X,L],δn,q) and NCB ⊂ T ∗(B), by a similar
Moser type argument as used above. We then symplectically glue NΣ]n,q to NB via
Ψ. 
3.4.3. Showing (nbhdL]n,1) ∼= (Bn, ωn). Now that we have shown that a neighborhood
of a “good” Lagrangian core L]n,1 is entirely standard, we will now show that this
standard neighborhood is in fact equivalent to (Bn, ωn) for each n ≥ 2, where ωn
are the symplectic forms induced on the rational homology balls Bn by the Stein
structures Jn, in section 3.3.2. Note, there is a choice in the size of a neighborhood
of L]n,1 which corresponds to the choice of the symplectic volume of the rational
homology ball Bn; this is the source of the non-uniqueness of the symplectic rational
blow-up operation, as mentioned in section 3.4.1.
Lemma 3.12. There exists a neighborhood of L]n,1 in (X,ω), N(L]n,1), such that there
exists a symplectomorphism
(3.22) f : (N(L]n,1), ω|N(L]n,1))
+ → (Bn, ωn)+
where (N(L]n,1), ω|N(L]n,1))
+ and (Bn, ωn)
+ are the symplectic completions of (N(L]n,1),
ω|N(L]n,1)) and (Bn, ωn) respectively, as defined in section 2.2.
Proof. Recall that the “good” Lagrangian cores L]n,1 can be expressed as a union
L]n,1 = Σ]n,1(t, I) ∪ ∆], and that Σ],δn,q(t, I) ⊂ Σ]n,q(t, I) is such that 0 ≤ t < 2pi and
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δ ≤ I < ′. We fix a number 0 < a < ′ and let:
(3.23) ∂(Σ]n,1 − Σ],an,1) = Kn,1
where Kn,1 is a knot in ∂(S1×D3) ∼= S1×S2, and the spheres S2 have radius a. The
knot Kn,1 can be described with respect to the (θ, x, τ, ρ) coordinates, introduced in
section 3.4.2, as follows:
(3.24) Kn,1(t) = (nt,−a
n
, t, a) .
We observe that Kn,1 is a Legendrian knot with respect to the standard (tight)
contact structure on S1 × S2, which has the contact 1-form
(3.25) α = −xdθ − ρdτ
with the restriction to the spheres x2 + 2ρ = a2.
In light of Eliashberg’s classification of Stein handlebodies [El2] and Gompf’s result
[Go2], seen here in Theorem 3.3, in order to show that a neighborhood of L]n,1 is the
same symplectic manifold as (Bn, ωn), then all we have to show is that Kn,1 in (3.23)
is the same Legendrian knot as Kn2 in Figure 13. We will show this by presenting the
knot Kn,1 in S1 × S2 in an alternate way, and showing that this is equivalent to the
presentation of the knot Kn2 in standard form as in Figure 13.
In ([Go2], section 2) Gompf presents an alternate way of presenting a knot in
S1 × S2, we recreate this method here. We want to pull back the contact 1-form
α = −xdθ − ρdτ to R3 using cylindrical coordinates (θ, r,$), by stereographically
projecting all of the spheres S2, (with radius a), in S1×S2. Thus, when we perform the
stereographic projections, we switch from coordinate system (θ, x, τ, ρ) to (θ, r,$),
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such that:
θ = θ
x =
a(r2 − 1)
r2 + 1
τ = −$
ρ =
2a2r2
(r + 1)2
.
Consequently, the contact 1-form α = −xdθ−ρdτ restricted to the spheres x2+2ρ =
a2, becomes the following contact 1-form on S1 × (S2 − {poles}):
α˜ = d$ +
1− r4
2ar2
dθ ,
which after rescaling pulls back to standard contact 1-form on R3,
αstd = dZ +XdY
(with the Z coordinate being 2pi-periodic). As a result, we can present knots in
S1 × S2 by their standard front projections into the Y -Z plane, i.e. by projecting
them to the θ-$ “plane” R2/2piZ2. Thus, one can alternately present knots in S1×S2
by disconnected arcs in a square, corresponding to R2/2piZ2.
Now we will present the knot Kn,1, using this alternate presentation. First, we
transfer the knot Kn,1 into (θ, r,$) coordinates,
(3.26) K˜n,1 = (nt, Ca,n,−t) ,
where Ca,n is just a constant depending on a and n. Figure 20 depicts the front
projection of K˜n,1 onto the θ-$ plane, (after we shift it in the θ-coordinate, and take
−pi
2
≤ t ≤ 3pi
2
). We then perform Gompf’s move 6 (see [Go2], Figure 11), which
in effect swings the knot around the 1-handle, and we obtain the knot as seen in
Figure 21, which is isotopic to the knot Kn2 in standard form in Figure 13.
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Figure 20.
}n}n
Figure 21.
Remark 3.13. To see how to compute the classical Legendrian knot invariants from
a diagram like in Figure 20, we describe what happens to the rotation number. For
a Legendrian knot K in a contact 3-manifold, and v a nonvanishing vector field in
the contact planes, one can define the rotation number rotv(K) = rot(K), as the
signed number of times the tangent vector field of K rotates, relative to v, in the
contact planes [Go2]. This number is independent of the choice of the nonvanishing
vector field v. In the presentations of knots in S1 × S2, by their front projections in
R2/2piZ2 (and knots in standard form), we can choose v to be ∂
∂X
inside the square
(or box). This corresponds to computing rot(K) with counting cusps, as in (3.2).
However, when we extend the vector field ∂
∂X
to a nonvanishing vector field on all of
S1 × S2, then the latter vector field will make a 360◦ twist going from the top edge
of the square, R2/2piZ2, to the bottom. Consequently, one can compute the rotation
number of a Legendrian knot in R2/2piZ2 by counting the cusps as in equation (3.2)
and adding to that ± the number of times the knot crosses over from the top to the
bottom edge of the square.
As a result, both (N(L]n,1), ω|N(L]n,1)) and (Bn, ωn) can be represented by the same
Kirby-Stein diagram, i.e. Figure 13. Thus, there exists a symplectomorphism between
the symplectic completions of these two manifolds. 
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Lemma 3.12 implies that for a small enough λ, (λ << 1), we can find a symplecto-
morphic copy of (Bn, ωn) in (X,ω) as follows: let ι be the identification of the copy
of (N(L]n,1), ω|N(L]n,1)) in (N(L
]
n,1), ω|N(L]n,1))
+ to the copy of (N(L]n,1), ω|N(L]n,1)) in
(X,ω), then we have an embedding:
(3.27) ι ◦ f−1(Bn, λωn) ↪→ (X,ω)
where f is the symplectomorphism in (3.22). As a consequence, combining the results
of Lemmas 3.9, 3.10 and 3.12, we have shown that for each n ≥ 2, if there exists a
Lagrangian core Ln,1 ⊂ (X,ω), then for a small enough λ, there exists an embedding
of the rational homology ball: (Bn, λωn) ↪→ (X,ω); hence proving the first part of
Theorem 3.8. Note, as stated before, just like the symlectic blow-up, the symplec-
tic rational blow-up operation is unique up to the choice of volume of the rational
homology ball Bn, i.e. the choice of a λ that works for this construction.
3.4.4. Gluing argument using computations of Gompf’s invariant. In the final step
of our proof of Theorem 3.8, we will show using Proposition 3.6, that we can sym-
plectically rationally blow-up (X,ω) by removing (Bn, λ0ωn) and replacing it with
(Cn, µω
′
n), for some λ0 < λ and µ > 0.
We start by assuming that we have Ln,1 ⊂ (X,ω), implying that we can find
an embedding (Bn, λωn) ↪→ (X,ω). According to Proposition 3.6, ∂(Bn, ωn) ∼=
(L(n2, n − 1), ξstd) ∼= ∂(Cn, ω′n), thus for some high enough t we will have a sym-
plectomorphism:
(3.28) g : [t,∞)× ∂(Bn, ωn)→ [t,∞)× ∂(Cn, ω′n)
such that
[t,∞)× ∂(Bn, ωn) ⊂ (Bn, ωn)+
[t,∞)× ∂(Cn, ω′n) ⊂ (Cn, ω′n)+
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(Bn, ωn)
+
h(A)
(Cn, ω
′
n)
+
A
CN(∂(Cn, µω
′
n))
g
h
Figure 22. Symplectic completions of (Bn, ωn) and (Cn, ω
′
n)
where (Bn, ωn)
+ and (Cn, ω
′
n)
+ are the symplectic completions of (Bn, ωn) and (Cn,
ω′n) respectively. We take the embedding (Bn, λωn) ↪→ (X,ω), and consider its image
f ◦ ι−1(Bn, λωn) back in (Bn, ωn)+. Likewise, for λ0 < λ, we can consider the image
of f ◦ ι−1(Bn, λ0ωn) in (Bn, ωn)+. We define the A ⊂ (Bn, ωn)+ to be:
(3.29) A = (f ◦ ι−1(Bn, λωn))− (f ◦ ι−1(Bn, λ0ωn))
so that A is a collar neighborhood of the boundary of f ◦ ι−1(Bn, λωn).
We let h be the symplectomorphism corresponding to a radial vector field flow in
(Bn, ωn)
+, then we can find a µ > 0 such that A ⊂ (Bn, ωn)+ is symplectomorphic
to g ◦ h(A) ∼= CN(∂(Cn, µω′n)) ⊂ (Cn, ω′n)+, where CN(∂(Cn, µω′n)) denotes a collar
neighborhood of ∂(Cn, µω
′
n) in (Cn, ω
′
n)
+ (see Figure 22).
Finally, we are ready to construct the symplectic rational blow-up (X ′, ω′) of (X,ω)
(see Figure 23). We let:
(3.30) (X ′, ω′) = ((X,ω)− (Bn, λ0ωn)) ∪φ (Cn, µω′n)
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Ln,1
(Bn, λ0ωn)
(X,ω)
(X,ω)− (Bn, λ0ωn) (Cn, µω′n)
A
CN(∂(Cn, µω
′
n))
φ
Figure 23. Construction on (X ′, ω′)
where φ is the symplectic map:
φ : ι ◦ f−1(A)→ CN(∂(Cn, µω′n)).

It is worthwhile to note, that given the definition of the symplectic rational blow-up,
one can ask the following symplectic capacity question: Given λ0, what is the upper
bound on µ such that the construction in (3.30) works?
4. Smooth embeddings of rational homology balls Bn
Now that we have defined the symplectic rational blow-up, we can ask which sym-
plectic 4-manifolds can be rationally blown up? In other words, what are the obstruc-
tions to embedding a rational homology ball Bn in a symplectic 4-manifold? Given
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the definition of the symplectic rational blow-up in the previous section, this is equiv-
alent to finding a Lagrangian core Ln,1 (Definition 3.7) in a symplectic 4-manifold
(X,ω). Moreover, we can ask, given a symplectic 4-manifold (X,ω), is there a bound
on n for which one can embed Bn (see Conjecture 1.2)?
Before we study the obstructions to symplectic embeddings of rational homology
balls Bn, we will first present a couple of theorems showing that on the smooth level,
there is little obstruction to embedding the rational homology balls Bn.
The obvious examples of smooth 4-manifolds containing smoothly embedded ratio-
nal homology balls Bn, are those manifolds obtained via a rational blow-down. Ex-
amples of such manifolds first appeared in Fintushel and Stern’s original paper [FS2]
on rational blow-downs: logarithmic transforms E(m)n of elliptic surfaces E(m). In
these manifolds, one starts with a fishtail fiber of E(m), which has homological self-
intersection 0, blows it up (n − 2) times, and then one obtains a configuration of
spheres Cn, which one rationally blows down (see Figure 24). Consequently, one
obtains a manifold E(m)n, having the same (c
2
1, c2) numbers but different Seiberg-
Witten invariants as E(m), which contains an embedded rational homology ball Bn
(for SW invariants of E(m)n see Example 5.39).
0 −4 −1 −5 −2
−1
−n− 2
−1
−2
−2
−2
Figure 24. Fishtail fiber in E(k) blown up (n− 1) times
Most other examples of smooth 4-manifolds that contain embedded rational ho-
mology balls Bn, are obtained in a similar manner, one blows up a smooth manifold
several times, then finds a particular configuration of spheres Cn which one rationally
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blows down. Often, one ends up with a manifold with lower betti number b−2 than
the original manifold one started with. In fact, in a lot of these examples, since one
can compute the betti numbers of the resultant manifold, by Freedman’s theorem
[Fr, FQ] one can conclude they are homeomorphic to kCP 2#`CP 2, for some k and `.
However, after a computation of the Seiberg-Witten invariants, one can often show
that the resultant manifolds are not diffeomorphic to kCP 2#`CP 2, and thus possess
an exotic smooth structure, which is frequently the goal. In fact, one can sometimes
find an infinite family of exotic 4-manifolds which are homeomorphic but not diffeo-
morphic to kCP 2#`CP 2. For example, using these techniques, exotic CP 2#7CP 2
manifolds were constructed in [Pa2]. Additionally, using a generalized rational blow-
down [Pa1] (also see section 6), exotic CP 2#6CP 2 manifolds were constructed in
[SS].
4.1. Main theorems on smooth embeddings of Bn. The following two theorems
give rise to a large class of smooth 4-manifolds which contain a smoothly embedded
rational homology ball Bn:
Theorem 4.1. Let V−n−1 be a neighborhood of a sphere with self-intersection number
(−n− 1). There exists an embedding of the rational homology balls Bn ↪→ V−n−1, for
all n ≥ 2.
Theorem 4.2. Let V−4 be a neighborhood of a sphere with self-intersection number
(−4). For all n ≥ 3 odd, there exists an embedding of the rational homology balls
Bn ↪→ V−4. For all n ≥ 2 even, there exists an embedding of the rational homology
balls Bn ↪→ B2#CP 2.
Proof. Proof of Theorem 4.1. We prove this using Kirby calculus (see section 2.1). We
start with the Kirby diagram for V−n−1, Figure 27, blow it up (n−1) times, and obtain
the configuration of spheres Cn with an additional sphere Σ−1 with [Σ−1]2 = −1,
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Figure 25.
−n− 2 −2 −2 −2
n− 2
−1−1
−1
0
n− 1 n
S1 S2 S3 Sn−1
Figure 26.
attached to the last sphere with self-intersection (−2), Sn−1, Figure 30. In Figures 31-
35 we proceed to do the standard Kirby calculus manipulation where one changes
the Kirby diagram of Cn from the one in Figure 25 to the one in Figure 26, (see [GS],
p. 516), by first adding a cancelling 1/2 handle pair (Figure 31) and performing
a series of handleslides. However, in our case the additional sphere Σ−1 is present,
and intersects with the Cn configuration in a non-trivial way. As a result, when we
perform the last handleslide to get Cn to look like Figure 26, the sphere Σ−1 intersects
with Cn as seen in Figure 35.
Figure 27. V−n−1
−n− 1 −n− 2 −1 −n− 2 −2 −1
Figure 28. V−n−1#CP 2 Figure 29. V−n−1#2CP 2
−n− 2 −2 −2 −2 −1
n− 2
Figure 30. V−n−1#(n− 1)CP 2
Next, in Figure 36 we perform the rational blow-down, thus replacing Cn with
Bn. This is done by first swapping the one-handle and the 0-framed two-handle and
then blowing down the (n − 1) spheres with self-intersection (−1). Consequently,
after rationally blowing down, we obtain Bn with an additional 0-framed two-handle.
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−n− 2
−2
−2 −2 −1
n− 2
−1
Figure 31.
−n+ 1
−2 −2 −2 −1
n− 2
−1
Figure 32.
Figure 33.
n− 1
−n+ 1
−1
−1
−1
−1
n− 2
−1
−1
−1
−1
−1
−1
n− 1
twists
Figure 34.
When we slide then (n− 1)-framed two-handle of Bn over that 0-framed two-handle,
we obtain Figure 37. We proceed to slide the same handle over the 0-framed two-
handle (n− 2) more times, and obtain Figure 38. Finally, we remove the cancelling
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Figure 35.
n− 2
−1
−1
−1
−1 −1
0
n
twists
0
n− 1
n
twists
Figure 36. Bn
with a two-handle
Figure 37.
0
n− 3
n− 1
twists
0 −n− 1 −n− 1
Figure 38. Figure 39. V−n−1
1/2 handle pair, and obtain a single (−n− 1)-framed two-handle, Figure 39, which is
the manifold V−n−1. Consequently, since to get from Figure 36 to Figure 39, we only
performed handleslides, it follows that Bn ↪→ V−n−1. 
Corollary 4.3. For n ≥ 2, the rational blow-up of Bn ↪→ V−n−1 is diffeomorphic to
V−n−1#(n− 1)CP 2.
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In fact, the proof of Theorem 4.1, also proves Corollary 4.3. If we follow the Kirby
moves backwards from Figure 39 to Figure 30, it follows that if we start with a V−n−1,
and rationally blow up the Bn ↪→ V−n−1, then we end up with V−n−1#(n− 1)CP 2.
Proof. Proof of Theorem 4.2.
We prove Theorem 4.2 using similar Kirby Calculus techniques as in the proof
of Theorem 4.1. (Note, the case n = 2 is trivial and the case n = 3 is covered in
Theorem 4.1, so here we can assume n ≥ 4.) We start with the Kirby diagram for V−4,
Figure 40. We blow up V−4 (n− 1) times, as seen in Figures 41 through 44, in such
a manner that we end up with a plumbing tree of spheres as seen in Figure 44. This
configuration of spheres is Cn with an extra sphere Σ
′
−1, with self-intersection (−1),
which intersects only with the first sphere with self-intersection (−2), S2, (compare
with Figure 30).
Figure 40. V−4
−4 −5 −1 −6 −1 −2
Figure 41. V−4#CP 2 Figure 42. V−4#2CP 2
−n− 2 −1 −2 −2 −2
n− 3
Figure 43. V−4#(n− 2)CP 2
As was done in the proof of the previous theorem, we proceed with a series of Kirby
moves that will change the presentation of Cn in Figure 44, from a linear plumbing
of spheres, Figure 25, to the one in Figure 26. We start by adding a cancelling 1/2-
handle pair in Figure 45. We proceed by sliding the (−n−2)-framed two-handle over
the two-handle which was added in the previous step (Figure 46). Following this,
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−n− 2 −2 −2 −2 −2
−1
n− 2
Figure 44. V−4#(n− 1)CP 2
−n− 2 −1
−2 −2 −2
n− 2
−1
Figure 45.
−n+ 1
−2 −2 −2
−1
n− 2
−1
Figure 46.
we perform (n− 2) handleslides in order to slide off the (−2)-framed two-handles in
Figures 47-49. As a result, the (−1)-framed two-handle corresponding to the sphere
Σ′−1, intersects once with each of the spheres corresponding to the (n−2) (−1)-framed
two-handles, as seen in Figure 49. Next, we slide the (−n+ 1)-framed two-handle off
of each of the (n− 1) (−1)-framed two-handles, Figures 50 and 51. Consequently, in
Figure 51 we obtain a presentation of Cn as in Figure 26, with the extra sphere Σ
′
−1.
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−n+ 1
−1
−2 −2
−1 n− 3
−1
Figure 47.
−n+ 1
−2 −2
n− 4
−1
−1
−1
−1
Figure 48.
Figure 49.
n− 1
−n+ 1
−1
−1
−1
−1
−1
n− 2
−1
−1
−1
−1 −1
−n+ 2
Figure 50.
Next, we perform the rational blow-down procedure, by exchanging the one-handle
and the 0-framed two-handle, and blowing down along the (n− 1) spheres with self-
intersection (−1), and obtain the Kirby diagram of Bn with an additional (n − 3)-
framed two-handle, Figure 52. Next, we slide the (n − 1)-framed two-handle over
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Figure 51.
n− 2
−1
−1
−1−1
−1
0
n
twists
n− 3
n− 1
n
twists
n− 2
twists
Figure 52. Bn with a
two-handle
Figure 53.
n− 3
0
n− 2
twists
n− 5
0
n− 4
twists
Figure 54.
the (n − 3)-framed two-handle and obtain the Kirby diagram in Figure 53, with
the (n − 1)-framed two-handle becoming a 0-framed two-handle. At this point, the
unknot corresponding to the (n − 3)-framed two-handle is linked with the unknot
corresponding to the one-handle with (n−2) twists. If we slide off that (n−3)-framed
two-handle off of the the 0-framed two-handle, then we knock down the amount of
twists that the unknot corresponding to the (n−3)-framed two-handle is linked with
the unknot corresponding to the one-handle by 2, thus obtaining Figure 54.
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Figure 55.
−1
0
−1
0
2
Figure 56. B2#CP 2
If n is even, then after n−2
2
such handleslides we obtain the diagram in Figure 55,
(equivalent to the one in Figure 56), which is just B2 blown up once, i.e. B2#CP 2.
Consequently, if we start with B2#CP 2, and follow the Kirby moves backwards from
Figure 56 to Figure 52, then we see that Bn ↪→ B2#CP 2, for n even.
Figure 57.
0
0
0
−2
Figure 58.
Figure 59.
0 −4 −4
Figure 60. V−4
If n is odd, then if we start with the diagram in Figure 53, and slide off the (n−3)-
framed two-handle n−3
2
times, we obtain the diagram in Figure 57. Following this, we
slide the 0-framed two handle (the one on the bottom of the diagram), over the other
0-framed two-handle and obtain the diagram in Figure 58. We then perform another
handleslide, and slide off the (−2)-framed two-handle off of the 0-framed two-handle
and get the diagram in Figure 59. Finally, we remove the cancelling 1/2-handle
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pair and are left with one (−4)-framed two-handle, Figure 60, which represents the
manifold V−4. Consequently, if we follow the Kirby moves backwards from Figure 60
to Figure 52 (skipping Figures 55 and 56, as these are for the case when n is even),
then we can conclude that Bn ↪→ V−4 for n odd. 
Corollary 4.4. For odd n ≥ 3, the rational blow-up of Bn ↪→ V−4 is diffeomorphic
to V−4#(n− 1)CP 2.
Similarly to the proof of Theorem 4.1 proving Corollary 4.3, the proof of Theo-
rem 4.2 also proves Corollary 4.4. From the proof of Theorem 4.2, we can represent
V−4 with the Kirby diagram in Figure 52, where we can see the Bn ↪→ V−4. If we
rationally blow up this Bn, then we obtain the Kirby diagram in Figure 51, which
by a sequence of Kirby moves gets us back to the diagram in Figure 44, which is
precisely V−4#(n− 1)CP 2.
4.2. “Simple” embeddings. It is worthwhile to remark that the embeddings of
the Bns in Theorems 4.1 and 4.2 are inherently different from the embeddings of
Bn ↪→ E(m)n, as discussed in the beginning of section 4. As seen from Corollaries 4.3
and 4.4, the embeddings of Bn ↪→ V−n−1, V−4 are such that if one rationally blows up
those Bns and then performs the regular blow-down (n−1) times, then one gets back
the manifolds V−n−1, V−4 respectively. One could also do these two steps in reverse:
if one starts with V−n−1, V−4, blows them up (n− 1) times and then rationally blows
down the obtained Cn configuration, then one again obtains the manifolds V−n−1, V−4
respectively. This is summarized in the following diagrams for the embeddings of
Bn ↪→ V−n−1 for n ≥ 2 and for Bn ↪→ V−4 for odd n ≥ 3 respectively:
V−n−1
RBU the Bn−−−−−−−→ V−n−1#(n− 1)CP 2yBU (n−1) times yBD (n−1) times
V−n−1#(n− 1)CP 2 RBD the Cn−−−−−−−→ V−n−1
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V−4
RBU the Bn−−−−−−−→ V−4#(n− 1)CP 2yBU (n−1) times yBD (n−1) times
V−4#(n− 1)CP 2 RBD the Cn−−−−−−−→ V−4
This is not the case with the embeddings of Bn ↪→ E(m)n, since the rational blow-
ups of those Bn’s result in E(m)#(n− 1)CP 2 (and not E(m)n#(n− 1)CP 2) and so
blowing down (n− 1) times yields the manifold E(m) and not E(m)n, the manifold
we started with.
As a result, one can call an embedding of Bn ↪→ X “simple” if rationally blowing
up and then blowing down (n − 1) times yields back the same 4-manifold X (the
top and right arrows of the diagram below). Equivalently, an embedding Bn ↪→ X
is “simple” if blowing up (n− 1) times followed by rationally blowing down the Cn,
yields back the same 4-manifold X (the left and bottom arrows of the diagram below).
X
RBU the Bn−−−−−−−→ X#(n− 1)CP 2yBU (n−1) times yBD (n−1) times
X#(n− 1)CP 2 RBD the Cn−−−−−−−→ X
It follows that the embeddings of of Bn ↪→ V−n−1 for n ≥ 2 and for Bn ↪→ V−4 for odd
n ≥ 3 are “simple”, whereas the embedding Bn ↪→ E(m)n is not “simple”. Therefore,
one can ask the following question: Are there obstructions to embedding the Bns in
a “non-simple” way?
Nevertheless, Theorem 4.2 prevents one from finding an upper bound on n for a
smooth 4-manifold X to contain an embedded Bn. In other words, one could not hope
for something similar to Conjecture 1.2 to hold for smooth 4-manifolds. However,
one can ask whether such a bound exists for “non-simple” embeddings of Bn ↪→ X.
For symplectic embeddings of Bn, the situation is very different, as will be shown in
the section 5.
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The Kirby diagrams in the proofs of Theorems 4.1 and 4.2 strongly suggest that the
key to determining whether an embedding of a rational homology ball Bn is “simple”
lies in analyzing how the extra sphere with self-intersection (−1) intersects with the
spheres of the Cn configuration after one rationally blows up the Bn. For example,
if one starts with Bn ↪→ V−n−1 for n ≥ 2, and rationally blows it up, one obtains the
Kirby diagram seen in Figure 30. In this case, the extra sphere with self-intersection
(−1) intersects with the last sphere of self-intersection (−2) (Sn−1 in Figure 25) in the
Cn configuration. Likewise, if one starts with Bn ↪→ V−4 for odd n ≥ 3, and rationally
blows it up, one obtains the Kirby diagram seen in Figure 44. In this case, the extra
sphere with self-intersection (−1) intersects with the first sphere of self-intersection
(−2) (S2 in Figure 25) in the Cn configuration. In the “non-simple” embedding case
of Bn ↪→ E(m)n, if one rationally blows up those rational homology balls, then the
extra sphere of self-intersection (−1) intersects with the first and last spheres of the
Cn configuration (S1 and Sn−1, respectively, in Figure 25), as seen in Figure 24. The
intersection of this extra sphere of self-intersection (−1) with the spheres of the Cn
configuration will play a central role in the study of symplectic embeddings of the
rational homology balls Bn.
5. Symplectic embeddings of rational homology balls
We now turn to the question of when can one symplectically embed a rational
homology ball Bn in a symplectic 4-manifold. As a warm-up, we give the following
proposition:
Proposition 5.1. There does not exist a symplectic embedding of Bn ↪→ E(2) for
any n ≥ 2.
Proof. If n is even this is trivial since the Bns aren’t even spin manifolds. For n odd,
we make the following observation about canonical classes: If there was a symplec-
tic embedding of Bn ↪→ E(2), then the restriction of the canonical class of E(2),
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KE(2), to Bn must be the canonical class of Bn, KBn . In other words, we must
have KE(2)|Bn = KBn . Likewise, the restriction of the canonical class of E(2) to the
boundary ∂Bn = L(n
2, n− 1) must correspond to the spinc structure associated with
the contact structure ξstd. However, on one hand, since E(2) is a K3 surface, its
canonical class in trivial, KE(2) = 0. On the other hand, in section 3.3 we computed
that the contact structure ξstd on ∂Bn = L(n
2, n− 1) corresponded to an element of
order n in H2(L(n2, n− 1);Z) ∼= Z/n2Z. In addition, the homomorphism induced by
the inclusion map ι : L(n2, n− 1)→ Bn, on cohomology is ([Pa1]):
H2(Bn;Z) ∼= Z/nZ → H2(L(n2, n− 1);Z) ∼= Z/n2Z
x → n · x .(5.1)
Therefore, the canonical class of Bn, KBn , is non-trivial as well, and is in fact a gen-
erator of H2(Bn;Z) ∼= Z/nZ. As a result, KE(2)|Bn 6= KBn , preventing a symplectic
embedding of Bn ↪→ E(2). 
5.1. Main theorem on symplectic embeddings of Bn. In this section we present
the statement of the main theorem on symplectic embeddings of Bn. Unlike the
smooth embedding theorems, this theorem presents a negative result. Before we do
so, we state the following crucial proposition and some definitions and terminology.
Proposition 5.2. Let (X,ω) be a symplectic 4-manifold, such that:
• b+2 (X) > 1,
• [c1(X,ω)] = − [ω] as cohomology classes and
• n ≥ c21(X,ω) + 2.
If there exists a symplectic embedding Bn ↪→ (X,ω) and (X ′, ω′) is the symplectic
rational blow-up of (X,ω), then there exists an embedded symplectic sphere Σ−1 ⊂
(X ′, ω′), and a linear plumbing configuration Cn ⊂ (X ′, ω′) of symplectic spheres Sj,
1 ≤ j ≤ n− 1, such that:
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• [Σ−1]2 = −1,
• [S1]2 = −n− 2 and [Sj]2 = −2 for 2 ≤ j ≤ n− 1 (see Figure 25) and
• Σ−1 intersects the spheres Sj, 1 ≤ j ≤ n− 1 positively and transversally.
Definition 5.3. We call a symplectic embedding of Bn ↪→ (X,ω) to be of type
〈α1, α2, α3, . . . , αn−1〉, where αj ∈ Z≥0, if there exists an embedded symplectic sphere,
Σ ⊂ X ′, with [Σ]2 = −1, such that it intersects positively and transversally with the
spheres Sj, 1 ≤ j ≤ n − 1, of the Cn configuration in X ′ and αj is the number of
those positive transverse intersections.
Definition 5.4. Let A be the set of (n− 1)-tuples 〈α1, α2, α3, . . . , αn−1〉 such that:
(1) αj 6= 0 for at least one j, where 2 ≤ j ≤ n− 1, or
(2) α1 ≥ n, or
(3) α1 = 1 and αj = 0 for 2 ≤ j ≤ n− 1.
We will call a symplectic embedding Bn ↪→ X to be of type A if it is of type
〈α1, α2, α3, . . . , αn−1〉 ⊂ A.
Definition 5.5. Let Ek denote the (n− 1)-tuple 〈k, 0, 0, . . . , 0〉 for 2 ≤ k ≤ n− 1.
We note that Proposition 5.2 implies that a symplectic embedding Bn ↪→ (X,ω)
(for b+2 (X) > 1, [c1(X,ω)] = − [ω] and n ≥ c21(X,ω) + 2) will always be of type
〈α1, α2, α3, . . . , αn−1〉, for some (n − 1)-tuple 〈α1, α2, α3, . . . , αn−1〉 with αj ∈ Z≥0 .
Moreover, any (n − 1)-tuple 〈α1, α2, α3, . . . , αn−1〉 with αj ∈ Z≥0 will be in at least
one of the sets A, Ek, 2 ≤ k ≤ n− 1.
Theorem 5.6. If Bn ↪→ (X,ω) is a symplectic embedding, where (X,ω) is a sym-
plectic 4-manifold, such that:
• b+2 (X) > 1,
• [c1(X,ω)] = − [ω] as cohomology classes,
• n ≥ c21(X,ω) + 2 and
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• BasX = {±c1(X,ω)}, (BasX denotes the set of Seiberg-Witten basic classes
of X,)
then it cannot be of type A or of type Ek, k ≥ c21(X,ω) + 2.
Remark 5.7. The condition [c1(X,ω)] = − [ω] holds for surfaces of general type X,
with the canonical class KX ample. The ampleness implies that for all curves C in
X, we have that c1(X,ω) · [C] < 0, implying that there are no (−1) or (−2) curves
in X. For a symplectic 4-manifold X, the condition [c1(X,ω)] = − [ω] implies that
there are no symplectic spheres S with self-intersection (−1) or (−2): since for a
symplectic sphere S, we have
∫
S
ω > 0 which implies c1(X) · [S] < 0 ⇒ [S]2 < −2
by the adjunction inequality. Additionally, the condition of (X,ω) having only one
Seiberg-Witten basic class (up to sign), is also true of all surfaces of general type.
Consequently, these symplectic 4-manifolds are meant to mimic surfaces of general
type as much as they can.
We will prove this theorem in four steps. In Step 1, section 5.3.1, we will prove
Proposition 5.2. In Step 2, section 5.3.2, using the existence of the sphere Σ−1 from
Proposition 5.2, we construct a specific homology cycle γ, and compute c1(X,ω) · γ
in terms of the intersection pattern of Σ−1 with the spheres of the Cn configuration.
In Step 3, section 5.3.3, we show that if c1(X,ω) · γ > 0, then ω · γ > 0, thus
contradicting the [c1(X,ω)] = − [ω] assumption on (X,ω). As a result, we will show
show that Bn ↪→ (X,ω) cannot be of type A1 ⊂ A, where A1 is the set of (n − 1)-
tuples corresponding to c1(X,ω) · γ > 0. In Step 4, section 5.3.4, we show that if
c1(X,ω) · γ ≤ 0, then this violates certain adjunction inequalities or forces X to have
additional Seiberg-Witten basic classes, thus preventing Bn ↪→ (X,ω) to be of type
(A−A1) and Ek, k ≥ c21(X,ω) + 2.
Remark 5.8. In section 5.3.5, we give explicit examples of symplectic embeddings
of Bn ↪→ (X,ω) of type E2 for n odd. In these examples, we always have n <
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3+ 4
3
c21(X,ω). However it is not entirely clear how to construct manifolds (X,ω), such
that they will have embeddings Bn ↪→ (X,ω) of type Ek, with 3 ≤ k ≤ c21(X,ω) + 1.
We do propose the following conjecture:
Conjecture 5.9. For n odd, there exist symplectic embeddings of Bn ↪→ (X,ω) of
type Ek, with 3 ≤ k ≤ c21(X,ω)+1, for symplectic 4-manifolds (X,ω) with b+2 (X) > 1,
n ≥ c21(X,ω) + 2 and BasX = {±c1(X,ω)}. Moreover, for such embeddings, we will
have a bound of the type n < A(χh(X)) +B(c
2
1(X)), for some A and B.
(Note, χh denotes the holomorphic Euler number which equals to (b
+
2 + 1)/2 for
manifolds with b1 = 0.)
Before we present a proof of Theorem 5.6, we will present some additional back-
ground material below in section 5.2.
5.2. More background material.
5.2.1. Toric and almost-toric fibrations of symplectic 4-manifolds. In [Sy1], Syming-
ton showed that the rational blow-down construction can be performed in the sym-
plectic category. She did this by describing the symplectic structure of Cn and a
collar neighborhood of ∂Bn with the help of toric fibrations. In [Sy2], she general-
ized this construction to show that the generalized rational blow-down (see section 6)
can also be performed in the symplectic category. In [Sy3], she presented a way of
describing symplectic 4-manifolds through almost-toric fibrations and used this to
prove the existence of the symplectic rational blow-down in a less cumbersome man-
ner than using just toric fibrations. In what follows, we present a brief review of toric
and almost-toric fibrations of symplectic 4-manifolds, including some key results and
examples, which will be used in Step 3 (Section 5.3.3) in the proof of Theorem 5.6.
The goal of toric and almost-toric fibrations of symplectic 4-manifolds is to be
able to depict various topological and symplectic properties of these manifolds with
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polytopes and curves in plane. The basis for doing this comes from a theorem of
Delzant:
Theorem 5.10. [De] If a closed symplectic manifold (M2n, ω) is equipped with an ef-
fective Hamiltonian n-torus action, then the image of the moment map ∆ determines
the manifold M , its symplectic structure ω and the torus action.
Additionally, we have the following key result on Hamiltonian torus actions:
Theorem 5.11. [At, GS] The moment map image ∆ for a Hamiltonian k-torus
action on a closed symplectic manifold (M,ω) is a convex polytope.
When k = n, the manifold (M2n, ω) is called toric. For our purposes we will only be
dealing with the case n = 2, and while several of the following results hold in any
even dimension, we will only state them for n = 2. The main goal of [Sy3], with the
almost-toric fibrations is to extend the above two theorems to work for a larger class
of symplectic 4-manifolds, and generalize the class of moment-map images.
Since the symplectic form vanishes on the fibers of a moment map, implying that
the regular fibers are Lagrangian submanifolds, the moment map actually provides
us with a Lagrangian fibration:
Definition 5.12. [Sy3] A projection pi : (M4, ω) → B2 is a Lagrangian fibration if
it restricts to a regular Lagrangian fibration (locally trivial fibration where the fibers
are Lagrangian) over an open dense set B0 ⊂ B.
The most basic example is pi : (R2 × T 2, ω0)→ R2, with ω0 the standard symplectic
structure, which serves as a model for all other examples. The goal is to make use
of the standard lattice Λ0 on the tangent bundle TR2, spanned by
{
∂
∂pi
}
and
{
∂
∂qi
}
,
where (p, q) are the standard coordinates on R2 × T 2. In relation to this, Symington
shows the following:
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Theorem 5.13. [Sy3] If pi : (M,ω)→ B is a regular Lagrangian fibration then there
are lattices Λ ⊂ TB, Λ∗ ⊂ T ∗B and Λvert in the vertical bundle of TM (induced by
pi) that, with respect to standard local coordinates, are the standard lattice, its dual,
and the standard vertical lattice.
This induced lattice Λ on the tangent bundle of the base B, as above, gives B an
integral affine structure A.
Proposition 5.14. [Sy3] An n-manifold B admits an integral affine structure if and
only if it can be covered by coordinate charts {Ui, hi}, hi : Ui → Rn such that the
map hj ◦ h−1i , wherever defined, is an element of AGL(n,Z), i.e. a map of the form
Φ(x) = Ax+ b where A ∈ GL(n,Z) and b ∈ Rn.
Symington denotes the toric (and almost-toric) bases with (B,A,S), where B is
the polytope base in Rn (see Theorem 5.11), A is an integral affine structure, and
S is a natural stratification of the base B: the l-stratum is the set of points b ∈ B
such that pi−1(b) is a torus of dimension l. Additionally, ∂RB denotes the collection
of all the k-strata, with k < n, which is the reduced boundary of the base (B,A,S).
Symington gives the following definition of the toric fibration and base:
Definition 5.15. [Sy3] A Lagrangian fibration pi : (M4, ω) → (B,A,S) is a toric
fibration if there is a Hamiltonian 2-torus action and an immersion Φ : (B,A) →
(R2,A0) such that Φ ◦ pi is the corresponding moment map and S is the induced
stratification. In this case we call (B,A,S) a toric base.
Since we are looking to represent symplectic 4-manifolds, we will be working with
bases of dimension 2, and with 2, 1 and 0-strata. In other words, the 1-stratum are the
edges of our polytope B in the plane, and the 0-stratum are its vertices. Consequently,
Symington’s goal was to put the appropriate conditions on the base (B,A,S) to
ensure that it determines a unique symplectic 4-manifold. To reconstruct a symplectic
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4-manifold from a toric base (B,A,S), one can start with a regular Lagrangian
fibration over (B,A) and collapse certain fibers to get the desired stratification S.
Symington does this with the help of symplectic boundary reduction, introduced in
[Sy1], which is defined in the proposition below:
Proposition 5.16. Let (M,ω) be a symplectic manifold with boundary such that a
smooth component Y of ∂M is a circle bundle over a manifold Σ. Suppose also that
the tangent vectors to the circle fibers lie in the kernel of ω|Y . Then there is a pro-
jection ρ : (M,ω)→ (M ′, ω′) and an embedding φ : Σ→ M ′ such that ρ(Y ) = φ(Σ),
ρ|M−Y is a symplectomorphism onto M ′ − φ(Σ) and φ(Σ) is a symplectic submani-
fold. The manifold (M ′, ω′) = ρ(M,ω) is the symplectic boundary reduction of
(M,ω) along Y .
Connecting the above proposition to the toric bases (B,A,S), Symington gives the
following definition:
Definition 5.17. Given a toric fibration pi : (M4, ω) → (B,A,S), the boundary
recovery is the unique Lagrangian fibered manifold (B × T 2, ω0) that yields (M,ω)
via boundary reduction.
Figure 61. Toric model of CP 2
Example 5.18. A basic example is the toric base for a symplectic 4-manifold diffeo-
morphic to CP 2, which is a simple triangle with vertices on (0, 0), (1, 0) and (0, 1),
as depicted in Figure 61, with the bold edges representing the 1-stratum. This base
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represents CP 2 as the boundary reduction of (B4, ω0), where the circles of the Hopf
fibration are collapsed.
In reading such diagrams, it is important to remember that the pre-image of each
interior point in the diagram, is a torus, S1 × S1, the pre-image of each point on the
thick edges of the diagram (the 1-stratum) is a circle S1, and the pre-image of each
vertex in the diagram is just a point. Before giving another example, that will be
directly relevant to rational blow-downs, we first introduce the following important
element of toric bases, having to do with the interpretation of the slopes of the lines
in these diagrams:
Definition 5.19. [Sy3] Let pi : (M,ω) → (B,A, S) be a toric fibration and γ a
compact embedded curve with one endpoint b1 in the 1-stratum of ∂RB (both the 1
and 0-stratum in this case) and such that γ − {b1} ⊂ B0 = B − ∂RB. Let b0 be the
other endpoint of γ. The collapsing class, with respect to γ, for the smooth component
of ∂RB containing b1 is the primitive class a ∈ H1(Fb0 ;Z) that spans the kernel of
ι∗ : H1(Fb0 ;Z)→ H1(pi−1(γ);Z), where ι is the inclusion map. Corresponding to the
collapsing class is the collapsing covector, with respect to γ, which is the primitive
covector v∗ ∈ T ∗b0B that determines vectors v(x) ∈ T vertx M for each x ∈ pi−1b0 such
that the integral curves of this vector field represent a.
Example 5.20. Another example is the toric base for a symplectic neighborhood of
the spheres in the C3 configuration, as seen in Figure 62. (Note, the actual slopes of
the lines in Figure 62 have been exaggerated for visual effect.) The horizontal edge
on the bottom of the diagram, E1, represents the symplectic sphere S1 in the C3
configuration, with [S1]
2 = −5. The slanted edge on the bottom, E2, represents the
symplectic sphere S2 in the C3 configuration, with [S2]
2 = −2.
The lengths of these horizontal edges correspond to the areas of these symplectic
spheres (see [Sy1, Sy2]). The self-intersection numbers of the spheres S1 and S2 can
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S1 S2
L(9, 2)
E0
E1 E2 − slope 15
E3 − slope 29
Figure 62. Toric model for C3
be read off from the slopes of the lines in the diagram. The slopes of edges E2 and
E3 in Figure 62 are
1
5
and 2
9
, respectively. The collapsing covector for a path in the
base hitting E0 is v0 =
 1
0
 and the collapsing covector for a path hitting E2 is
v2 =
 −1
5
. It can be shown, that the self-intersection number of the sphere S1,
represented by the edge E1, can be computed by taking the cross product of the
collapsing covectors v0 and v2: v2 × v0 = −5, giving us [S1]2 = −5 (see [Sy1, Sy2]).
Similarly, we can compute the self-intersection number of the sphere S2, represented
by the edge E2, by taking the cross product of the collapsing covectors v1 and v3,
corresponding to paths hitting the edges E1 and E3. We have v1 =
 0
1
 and
v3 =
 −2
9
, giving us v3 × v1 = −2 which implies [S2]2 = −2.
The (thin) curve on top is the boundary ∂C3 = L(9, 2). Note, that this curve must
be convex, to insure that we get symplectic convexity on C3, ∂C3 = L(9, 2). The
fibers above this curve do not collapse, as they are not in the 1-stratum, thus the
pre-image of every point on this curve is a torus S1 × S1. When this curve hits the
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edge E0, the collapsing covector is v0 =
 1
0
. When this curve hits the edge E3, the
collapsing covector is v3 =
 −2
9
. As a result, the collection of all the pre-images
of the points on this curve forms the lens space L(9, 2).
S1
S2
S3
Sn−1
L(n2, n− 1)
Figure 63. Toric model for Cn
Example 5.21. Similarly to Example 5.20, we can construct a toric fibration of the
Cn configuration of spheres, (see Figure 63). In this diagram, the slopes of the edges
are 0, 1
n+2
, 2
2n+3
, 3
3n+4
, . . . , n−1
n2
, thus the corresponding collapsing covectors are: v1 = 0
1
 , v2 =
 −1
n+ 2
 , v3 =
 −2
2n+ 3
 , v4 =
 −3
3n+ 4
 , . . . , vn =
 1− n
n2
.
Consequently, we have vi+1 × vi−1 = [Si]2, giving us the desired self-intersection
numbers of the spheres Si.
As in the previous example, the pre-image of the (thin) curve on the top of the
diagram is the boundary ∂Cn = L(n
2, n− 1), since the collapsing covectors on both
endpoints of the curve are v0 =
 1
0
 and vn =
 1− n
n2
.
Symington proves (Theorem 3.19, [Sy3]) that such diagrams of toric bases (B,A,S),
determine unique toric manifolds, presented as the boundary reduction of (B×T 2, ω0)
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(assuming certain technical conditions, see [Sy3] for details, all of which are satisfied
for the examples we present). The uniqueness of the toric manifold fibering over the
base (B,A,S), was shown earlier by [BM].
One can push these diagrams further, to depict Lagrangian fibrations with (nodal)
singularities:
Definition 5.22. [Sy3] A nondegenerate Lagrangian fibration pi : (M,ω) → B of a
symplectic 4-manifold is an almost-toric fibration if it is a nondegenerate topologi-
cally stable fibration with no hyperbolic singularities (e.g. a fibration with a nodal
singularity). A triple (B,A,S) is an almost-toric base if it is the base of such a
fibration. A symplectic 4-manifold equipped with such a fibration is an almost-toric
manifold.
Thus if {si} ⊂ B are the images of such singularities, then A is the affine structure
on B − {si}. Generally, a Lagrangian fibration can be arranged such that nodal
singularities occur in distinct fibers. Also, a nodal fiber is the singular fiber of a
Lefschetz fibration, and its neighborhood is diffeomorphic to T 2 × D2 with a (−1)-
framed two-handle attached along a simple closed curve in T 2 × {x}. One can also
compute the topological monodromy around the nodal fiber with respect to the basis
{[γ1], [γ2]} ∈ H1(Fb;Z):
Ψ(γ) = A(1,0) =
 1 1
0 1
 .
If we choose a different basis for H1(Fb;Z), then we conjugate the matrix A(1,0), giving
us the following monodromy matrix with eigenvector (a, c):
A(a,c) =
 1− ac a2
−c2 1 + ac
 .
This leads us to the following definition and lemma:
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Definition 5.23. [Sy3] Let pi : (M,ω)→ B be an almost-toric fibration with a node
at s. Let η be an embedded curve with endpoints at s and a point b ∈ B0 = B−∂RB
such that η − {s} ⊂ B0 contains no other nodes. A vanishing class in H1(Fb;Z),
associated to s and η, is the class whose representatives bound a disk in pi−1(η).
The vanishing covector w∗ ∈ T ∗b B is the primitive covector that determines vectors
w(x) ∈ T vertx M for each x ∈ pi−1b such that the integral curves of this vector field
represent the vanishing class.
Lemma 5.24. [Sy3] Suppose γ is a positively oriented loop based at b that is the
boundary of a closed neighborhood of s containing η. Then the vanishing class is the
unique class (up to scale) that is preserved by the monodromy along γ. With respect
to the basis for H1(Fb;Z) for which the monodromy matrix is A(a,c), the vanishing
class is the class (a, c).
Figure 64. Almost toric base
Notice, that given such an almost-toric fibration pi : (M,ω)→ B with a node at s,
the fibration over B−{s} is regular and has an induced affine structure A. However,
there is non-trivial monodromy around the node s, thus there is no affine immersion
of (B − {s} ,A) into (R2,A0). To salvage this, we can remove a ray R, based at the
node s, from the base B, giving us an immersion of (B − R,A) into (R2,A0). An
example of such a base B with a removed ray R is seen in Figure 64. If one chooses
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a different ray R′ then, the the immersion of (B − R′,A) into (R2,A0), will have an
image that is a neighborhood of an origin without a sector of internal angle between 0
and pi. The angle will be 0 (as seen in Figure 64) if the ray R lies within an eigenline:
Definition 5.25. The eigenline L through a node s is the unique maximal affine
linear immersed one-manifold through the node for which there is a regular point
b ∈ L, arbitrarily close to s, such that the affine monodromy along an arbitrary small
loop around s and based at b preserves TbL ⊂ TbB. An eigenray is either of the two
maximal affine linear submanifolds that has an endpoint at the node and is a subset
of the eigenline.
Symington shows, that any integral affine punctured plane (V,A) will be isomor-
phic to the one depicted in Figure 64, where the ray R is the eigenray (1, 0). Con-
sequently, we can model an almost-toric manifold with bases B containing nodes
si:
Definition 5.26. [Sy3] An integral affine manifold with nodes (B,A) is a two-
manifold B equipped with an integral affine structure on B − {si} such that each si
has a neighborhood Ui such that (Ui − si,A) is affine isomorphic to a neighborhood
of the puncture in (V k,Ak) (if the node has multiplicity k).
Theorem 5.27. [Sy3] Consider a triple (B,A,S) such that (B,A) is an integral
affine manifold with nodes {si}Ni=1. Then (B,A,S) is an almost-toric base if and
only if every point in B − {si}Ni=1 has a neighborhood that is a toric base.
Symington also defined various operations, like the nodal slide and the nodal trade
to get from one almost toric base (B,A,S) to another (B′,A′,S ′), with both repre-
senting the same manifold with isotopic symplectic structures. Now we are ready to
describe the almost-toric base for the rational homology balls Bn:
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s
slope 1n
slope n−1
n2
Figure 65. Almost toric base for Bn
Example 5.28. Figure 65 depicts an almost-toric base for the rational homology balls
Bn, in this diagram, the ray R has a of slope of
1
n
, corresponding to the eigenvector
(n, 1) of the monodromy
A(n,1) =
 1− n n2
−1 1 + n
 .
thus making
 −1
n
 be the vanishing covector of the node s. The slope of the line
on the right is n−1
n2
, therefore the preimage of the thin line on the top of the diagram
is L(n2, n− 1) as was the case for the toric diagram for Cn.
Symington then proves that the symplectic rational blow-down can be performed
in the symplectic category, by simply removing the images of the neighborhoods of
the symplectic spheres from the toric model of Cn (Figure 63) and gluing below it,
the almost-toric model for Bn (Figure 65). They match up, since the slopes of the
right-most edge is n−1
n2
, as illustrated in Figure 66.
It is useful for our purposes to illustrate where on this almost-toric model of Bn can
we “see” the image of the “Lagrangian cores” Ln,1 of the rational homology Bn, as
introduced in the symplectic rational blow-up construction in section 3.4.1. Before we
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L(n2, n− 1)
S1 S2
Sn−1
remove
L(n2, n− 1)
s
slope n−1
n2
slope n−1
n2
glue
L(n2, n− 1)
slope n−1
n2
s
Figure 66. Rational blow-down in almost-toric diagrams
do this, we must first introduce the concept of visible surfaces in these almost-toric
fibrations, as was done in [Sy3].
If one draws a curve ν in an (almost)-toric base B, then the pre-image of every
point b ⊂ B0 in the curve will be a torus Fb ∼= S1 × S1. However, if for every point
b in the curve we choose a closed curve in Fb ∼= S1 × S1, then the entire collection
of those closed curves over all points in the curve ν could potentially be a surface
in the original 4-manifold. This is precisely what visible surfaces are, they are a
coherent collection of such closed curves, in the pre-images of the points in a toric
(almost-toric) base. Here is a more precise definition that Symington gives:
Definition 5.29. [Sy3] A visible surface Σν in an almost-toric fibered manifold pi :
(M,ω)→ (B,A,S) is an immersed surface whose image is an immersed (connected)
curve ν with transverse self-intersections such that pi|Σν∩pi−1(B0) is a submersion onto
ν ∩ B0, any non-empty intersection of Σν with a regular fiber is a union of affine
circles, and no component of ∂Σν projects to a node.
The following are the conditions on curves in the base to represent a visible surface
and for a curve ν to represent a unique surface Σν :
Definition 5.30. [Sy3] Given an immersed curve ν : I → (B,A, S), let {νi}ki=1 be
the continuous (and connected) components of ν|ν−1(B−∂RB). A primitive class ai in
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H1(pi
−1(νi);Z) (such that pi∗ai = 0 if νi is a loop) is compatible with ν if all of the
following are satisfied:
(1) ai is the vanishing class of every node in ν,
(2) |ai · c| ∈ {0, 1} for each c that is the collapsing class, with respect to νi, for a
component of the 1-stratum of ∂RB that intersects νi,
(3) |ai · c| = 1 if νi intersects the 1-stratum non-transversally,
(4) |ai ·d| = 1 for each d that is one of the two collapsing classes at a vertex con-
tained in the closure of νi. (Here, · is the intersection pairing in H1(pi−1(νi),Z)
and νi is the closure of νi.)
Theorem 5.31. [Sy3] Suppose (B,A,S) is an almost-toric base such that each node
has multiplicity one. An immersed curve ν : I → (B,A,S) with transverse self-
intersections and a set of compatible classes {ai}ki=1 together determine a visible sur-
face Σν such that for each b ∈ νi,
(5.2) ι∗[Σν ∩ Fb] = ai
where ι : Fb → pi−1(νi) is the inclusion map. (Note, we will not define the “multiplic-
ity” of a node here; all of the nodes that we will work with have “mutliplicity” one,
for details see [Sy3].) The surface Σν is unique up to isotopy among visible surfaces
in the preimage of ν that satisfy equation 5.2. Furthermore, no such surface exists if
the classes ai are not compatible with ν.
Note, that given such conditions for a visible surface, Σν must be a sphere, disk,
cylinder or torus. Therefore, if we want to “see” a Lagrangian core Ln,1 in the almost-
toric base for Bn, we can only really “see” where Ln,1 is an embedding, in other words,
a Lagrangian disk in Ln,1, right before the edge of the disk hits the singular part of
Ln,1. First, we have to say a few more words on the symplectic areas of Σν and the
covectors representing a primitive class ai ∈ H1(pi−1(νi);Z).
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To each primitive class ai ∈ H1(pi−1(νi);Z) there is corresponding compatible vector
vi ∈ R2 such that the integral curves of the vector field vi ∂∂q ⊂ Λvert represent
ai. If v and w are compatible vectors for primitive classes a and b respectively,
then |a · b| = |v × w| = |det(vw)|. Symington also shows that if curves ν1 and ν2
intersect transversally at a point b ∈ B0 and Σν1 and Σν2 intersect transversally in
Fb, then Σν1 intersects Σν2 in |v1 × v2| points where the signs of all intersections
is det(u1u2)det(v1v2). Here, vi are the compatible vectors of νi and the ui are the
tangent vectors of νi at the point b.
In [Sy3], it is proved that one can compute the symplectic area of the visible surfaces
as follows:
Proposition 5.32. Let ν : I → (B,A,S) be a parameterized immersed curve and
{vi}Ni=1 a set of co-oriented compatible vectors in a base diagram that define an ori-
ented surface Σν. The the (signed) area of Σν is:
(5.3) Area(Σν) =
∫
Σν
ω = 2pi
∫ 1
0
ν ′(t) · v(t)dt
where v(t) = vi, if ν(t) ∈ νi and for other values of t (when ν ⊂ ∂RB) v(t) is an
integral vector such that u(t)× v(t) = 1 for some integral vector u(t) = λν ′(t), λ > 0.
sυ
Figure 67. “visible” Ln,1 in almost toric base for Bn
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Remark 5.33. Proposition 5.32 implies that in order for a visible surface Συ to be
Lagrangian, we must have that υ is a straight line. The line υ in Figure 67, extending
from the node and (almost) hitting the left edge of the 1-stratum, represents a La-
grangian visible surface Συ. Since the line υ hits a node, its compatible covector must
correspond to the vanishing covector of the node, which is v =
 −1
n
. Notice, if υ
were to actually hit the left edge of the 1-stratum, then this would violate condition
(2) of Definition 5.30, since |v × c| = n, where c is the collapsing covector of the left
edge of the 1-stratum. As a result, Συ can represent a Lagrangian core Ln,1 of Bn,
as introduced in section 3.4.1, since the winding number of γ : S1 ↪→ Ln,1(∂D) in
Definition 3.7 is n.
5.2.2. Review of Seiberg-Witten invariants and basic classes. Here we give a brief
overview of Seiberg-Witten invariants and basic classes, and state some relevant re-
sults. For a full description of Seiberg-Witten invariants see [Mo], and for a short
overview see [GS], section 2.4 (which this summary is based on). The Seiberg-Witten
invariant is a powerful invariant of smooth manifolds. More precisely, these are in-
variants of a smooth 4-manifold together with a spinc structure (see Definition 5.34
below). We let X be a smooth, closed, oriented 4-manifold, with b+2 (X) > 1 odd.
Definition 5.34. Let U(2) be the group of 2× 2 unitary matrices, then
(5.4) Spinc(4) = {(A,B) ∈ U(2)× U(2) | det(A) = det(B)} .
A spinc structure s forX is given by fixing a principal Spinc(4)-bundle, PSpinc(4) → X,
together with an identification c : PSpinc×ρSO(4) ∼= PSO(4), where ρ : Spinc → SO(4)
on the fibers. (Note: SO(4) ∼= SU(2)× SU(2)/ {±(I, I)}.)
Given a spinc structure s, we can associate to it a determinant line bundle L: to
(A,B) ∈ Spinc we can associate det(A), giving us a homomorphism α : Spinc → S1,
from which we can construct a line bundle L = PSpinc(4) ×α C.
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Definition 5.35. The set of characteristic elements of X (as above) is:
(5.5) CX =
{
K ∈ H2(X;Z)|K ≡ w2(X)(mod2)
}
.
Proposition 5.36. [GS] Suppose that s is a given spinc structure with determinant
line bundle L. Then the first Chern class c1(L) ∈ H2(X;Z) of L satisfies c1(L) ≡
w2(X) (mod 2), hence it is a characteristic element. For every characteristic element
K ∈ CX , there is a spinc structure with determinant line bundle L satisfying c1(L) =
K. Every oriented (possibly noncompact) 4-manifold admits a spinc structure. If X
is simply connected (or more generally H2(X;Z) has no 2-torsion) the determinant
line bundle determines the spinc structure, and the set of spinc structures Sc(X) is
in 1-1 correspondence (via c1(L)) with the set CX of characteristic elements.
As a result, if H2(X;Z) has no 2-torsion, then we may confuse a spinc structure s
and its associated determinant line bundle L. If there is 2-torsion, then we can have
several different spinc structures si having the same Chern class c1(Li) = K.
We will assume for simplicity of the exposition that H2(X;Z) has no 2-torsion. Let
Mδ,gX (K) be the moduli space of solutions to certain perturbed monopole equations,
where K ∈ CX , g is a given metric on X and δ ∈ Ω+(X) is a perturbation. The
moduli spaceMδ,gX (K) is itself a closed and orientable manifold (for a generic metric
g) of dimension 1
4
(K2− (3σ(X) + 2χ(X))). In addition,Mδ,gX (K) is a subspace of an
infinite-dimensional manifold B∗K , which is homotopy equivalent to CP∞, in partic-
ular, implying that H∗(B∗K ;Z) ∼= Z[µ] and [Mδ,gX (K)] ∈ H2m(B∗K ;Z) is a homology
class. (If H2(X;Z) has 2-torsion, then B∗K is homotopic to a disjoint union of CP∞s,
one for each spinc structure si corresponding to K.)
Definition 5.37. For X as above, the Seiberg-Witten invariant is SWX : CX → Z
is defined by SWX(K) =
〈
µm, [Mδ,gX (K)]
〉
, where dim Mδ,gX (K) = 2m and if dim
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Mδ,gX (K) < 0 then SWX(K) = 0. (If dim Mδ,gX (K) is odd then b+2 (X) is even, and
we are assuming b+2 (X) is odd.)
The Seiberg-Witten invariant is SWX is indeed a diffeomorphism invariant: it does
not depend on the choices made in its construction.
Definition 5.38. A cohomology class K ∈ CX ⊂ H2(X;Z) is a Seiberg-Witten basic
class if SWX(K) 6= 0, and the set of basic classes denoted by BasX .
Example 5.39. The following lists all the basic classes of the manifolds E(m)n, the
logarithmic transforms of the elliptic surfaces:
BasE(m)n = {PD(q · fn)|q ≡ mn− n− 1(mod 2), |q| ≤ mn− n− 1}
where fn is the homology class of the multiple fiber of E(m)n
Definition 5.40. A simply connected 4-manifold is said to be of simple type if
for each K ∈ BasX we have K2 = c21(X) = 3σ(X) + 2χ(X) (implying that dim
Mδ,gX (K) = 0).
Now we will state some useful results of Seiberg-Witten invariants:
The Seiberg-Witten invariants behave very well under blow-ups ([FS1] for general
case):
Theorem 5.41. The blow-up formula [GS]. Let X be a simply connected 4-
manifold of simple type with BasX = {Ki|i = 1, . . . , s}. If X ′ = X#CP 2 is the
blow-up of X and E ∈ H2(X ′;Z) denotes the Poincare` dual of the homology class
e ∈ H2(X ′,Z) of the exceptional sphere, then the set of basic classes of X ′ equals
{Ki ± E|i = 1, . . . , s}.
For Seiberg-Witten behavior under rational blow-downs, we have the following
results, [FS2], also see [GS]:
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Proposition 5.42. Let the sphere configuration Cn ⊂ X, and X(n) = X◦ ∪ Bn
(where X◦ = X − Cn) be the rational blow-down of X along Cn. Then for every
characteristic element K ∈ CX(n) there is an element K ∈ CX such that K |X◦ = K|X◦
and K2 −K2 = −(n− 1) (meaning dim MX(n)(K) = dim MX(K)). The class K is
called a lift of K.
Theorem 5.43. Suppose that X and X(n) (as above) are simply connected 4-mani-
folds. Choose K ∈ CX(n), and fix a lift K ∈ CX for it. If K2 ≥ 3σ(X) + 2χ(X)
(meaning that dim MX(K) ≥ 0), then SWX(n)(K) = SWX(K). Consequently, the
Seiberg-Witten invariants of X, SWX , determine the Seiberg-Witten invariants of
the rational blow-down of X, SWX(n).
Remark 5.44. The theorem above expresses the SW basic classes of X(n) in terms of
the SW basic classes of X. Consequently, it tells us which SW basic classes X “pass
down” to X(n). It does not, however, provide us a way to reconstruct the SW basic
classes of X from those of X(n). In fact, the only basic classes that can “pass down”
from X to X(n), are those which when restricted to ∂X
◦ ∼= L(n2, n− 1), correspond
to an element of order n in H2(L(n2, n− 1),Z) ∼= Z/n2Z.
For complex surfaces S, and a smooth, nonsingular, connected, complex curve
C ⊂ S, the standard adjunction formula says that:
2g(C)− 2 = [C]2 − 〈c1(S), C〉 ,
where g(C) is the genus of C [GS]. (Also, look at equation (2.1) for the similar
statement for pseudo-holomorphic submanifolds of an almost-complex 4-manifold).
The Seiberg-Witten invariants give us the following adjunction formula result for
smooth manifolds X:
Theorem 5.45. Generalized adjunction formula [KM, OzSz], also see [GS].
Assume that Σ ⊂ X is an embedded, oriented, connected surface of genus g(Σ) with
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self-intersection [Σ]2 ≥ 0 (and [Σ] 6= 0). Then for every Seiberg-Witten basic class
K ∈ BasX we have 2g(Σ)− 2 ≥ [Σ]2 + |K(Σ)|. If X is of simple type and g(Σ) > 0,
the same inequality holds for Σ ⊂ X with arbitrary square [Σ]2.
There is also further generalization of this result for immersed spheres. We state
here a simplified version, where dim Mδ,gX (K) = 0:
Theorem 5.46. Generalized adjunction formula for immersed spheres
[FS1]. Suppose that X is an arbitrary smooth 4-manifold with b+2 (X) > 1 and that
K ∈ CX with SWX(K) 6= 0 and dimMX(K) = 0. If x 6= 0 ∈ H2(X;Z) is represented
by an immersed sphere with p positive double points, then either
2p− 2 ≥ x2 + |x · L|
or
SWX(K) =

SWX(K + 2x), if x ·K ≥ 0
SWX(K − 2x), if x ·K ≤ 0.
The Seiberg-Witten invariants also have interesting behavior if the 4-manifold X
is equipped with a symplectic form ω. For example, if a 4-manifold has a symplec-
tic structure then it must be of simple type. Additionally, we have the following
important results of Taubes:
Theorem 5.47. [Ta1] If (X,ω) is a simply connected symplectic manifold with
b+2 (X) > 1, then SWX(±c1(X,ω)) = ±1.
Theorem 5.48. [Ta2, Ta4], also see [Ko] (and [GS], chapter 10, for this simpler
statement). Suppose that (X,ω) is a symplectic 4-manifold with b+2 (X) > 1 and
SWX(K) 6= 0 for a given K ∈ CX . Assume furthermore that the class c = 12(K −
c1(X,ω)) is nonzero in H
2(X;Z). Then for a generic compatible almost-complex
structure J on X, the class PD(c) ∈ H2(X;Z) can be represented by a pseudo-
holomorphic submanifold (not necessarily connected).
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From the above result, one can also conclude the following:
Theorem 5.49. [Ta4, Ta3, Ko], also see [GS]. If X is a minimal symplectic 4-
manifold (i.e. does not contain symplectic spheres with self-intersection (−1)) with
b+2 (X) > 1, then c
2
1(X,ω) ≥ 0.
From the above two results and the generalized adjunction formula, we can con-
clude the following:
Corollary 5.50. [Ta3], also see [GS]. If (X,ω) is a symplectic 4-manifold with
c21(X,ω) ≤ −1, then for a generic compatible almost-complex structure J on X, there
exists a J-holomorphic sphere of self-intersection (−1).
Proof. From Theorem 5.49 it follows that if c21(X,ω) ≤ −1, then there exists a sym-
plectic sphere, Σ ∈ X, with [Σ]2 = −1. However, since for the homology class ±[Σ]
we have c1(X,ω) · PD([Σ]) = 1 and SWX(c1(X,ω) + 2PD([Σ])) 6= 0, meaning that
c1(X,ω) + 2PD([Σ]) ∈ BasX , then from Theorem 5.48 we have that the homol-
ogy class [Σ] can be represented by a pseudo-holomorphic submanifold. Finally, the
generalized adjunction formula forces the pseudo-holomorphic submanifold to be a
sphere. 
5.3. Proof of Theorem 5.6.
5.3.1. Step 1. As a first step in proving Theorem 5.6, we will prove Proposition 5.2,
that is, we will show that there exists a sphere, Σ−1 of self-intersection (−1) which
intersects the spheres of the Cn configuration, positively and transversally, in the
rational blow-up of X.
We begin by assuming that for a given symplectic 4-manifold (X,ω), with condi-
tions as stated in the Proposition 5.2, there is a symplectic embedding Bn ↪→ (X,ω).
This embedding is in the sense of Theorem 3.8, meaning there is a Lagrangian core
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Ln,1 in (X,ω), whose neighborhood is the rational homology ball Bn. It follows, ac-
cording to Theorem 3.8, we can perform the symplectic rational blow-up procedure,
and obtain a new symplectic manifold (X ′, ω′) which contains a symplectic copy of
a Cn configuration of symplectic spheres. Since we assumed that n ≥ c21(X,ω) + 2,
and since c21(X
′, ω′) = c21(X,ω)− (n− 1), we have c21(X ′, ω′) ≤ −1. As a consequence
of Corollary 5.50, for a generic compatible almost-complex structure J on X
′, there
exists a J-holomorphic sphere, Σ
−1
 with self-intersection number (−1).
In order to force only positive intersections between the spheres of the Cn configu-
ration and a sphere of self-intersection (−1), Σ−1 (derived from Σ−1 as a consequence
of Proposition 5.61), we need to make the spheres of the Cn configuration pseudo-
holomorphic:
Lemma 5.51. With X ′ as above, there exists an ω-compatible almost-complex struc-
ture J on X ′ such that all of the spheres in the Cn configuration are J-holomorphic.
Proof. First, we label the spheres of Cn with S1, S2, S3, . . . , Sn−1, as before in Fig-
ure 25. Let the points ai = Si ∩ Si+1 be the points in the intersection of the spheres
of Cn. Let Nai be small Darboux neighborhoods around those points, such that
(5.6) E =
n−1⋃
i=1
Si −
n−2⋃
i=1
(Nai ∩ (Si ∪ Si+1))
is a symplectic submanifold consisting of (n−1) connected components. Then, we can
choose an ω-compatible almost-complex structure J on X ′ such that all the connected
components of the submanifold E are J-holomorphic submanifolds.
We can extend this almost-complex structure J across the neighborhoods of the
intersection points Nai as follows: First, the results of [McPo] imply that for the
symplectic spheres in Cn configuration, which intersect transversally and positively,
can always be isotoped in such a way that they intersect orthogonally (with respect to
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the symplectic structure) while remaining symplectic. Second, we use the following
technical local result, which is a version of McDuff’s result in [Mc]:
Lemma 5.52. Let pi1 and pi2 be two orthogonal planes through {0} in R4 which
intersect with positive orientation and are symplectic with respect to the standard
linear symplectic form ω0. Then there is a linear ω0-compatible J which preserves
these planes.
Proof. We can choose a basis (e1, e2) for pi1 ⊂ R4 and a basis (e3, e4) for pi2 ⊂ R4,
such that ω0(e1, e2) = 1 and ω0(e3, e4) = 1 and pi
⊥
1 = pi2 (with respect to ω0). Then
we simply choose J to be such that J(e1) = e2 and J(e3) = (e4). 
Since after (possibly) isotoping the symplectic spheres of Cn, the intersections of the
spheres are orthogonal, in a local Darboux neighborhood, Nai , they can be modeled
by two orthogonal planes through {0} in R4. Therefore, Lemma 5.52 implies that
we can choose an ω-compatible almost-complex structure J on X ′ such that the
symplectic spheres of Cn are also J-holomorphic spheres. 
Remark 5.53. McDuff’s result [Mc], says that if the planes pi1 and pi2 intersect pos-
itively and transversally then there exists an ω-tame almost-complex structure J
preserving the planes. This is not enough for our purposes, since in the next step,
using Gromov compactness we will consider a sequence of almost-complex structures
from J → J , and since J is required to be ω-compatible by Taubes’ theorem, we
need J to be ω-compatible as well.
Proposition 5.54. Let X ′ be the rational blow-up of X, as above, then there exists a
J-holomorphic sphere of self-intersection (−1) in X ′, Σ−1, with J the almost-complex
structure from Lemma 5.51.
Proof. To show the existence of this J-holomorphic sphere, Σ−1 we will use Gro-
mov compactness to find a sequence of almost-complex structures, under which the
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J-holomorphic sphere Σ
−1
 will converge to a multicurve, (or a cusp-curve) with
(potentially) some “bubbles”. One of the components of the multicurve will be a J-
holomorphic sphere of self-intersection (−1), Σ−1. First, we state the definition and
properties of a multicurve, convergence of almost-complex structures and Gromov
compactness. Let (M,ω) be a compact symplectic manifold:
Definition 5.55. [MS1] A multicurve (or cusp-curve) C is a connected union
(5.7) C = C1 ∪ C2 ∪ · · · ∪ CN
of J-holomorphic spheres Cj, which are called components. Each component is pa-
rameterized by a smooth nonconstant J-holomorphic map uj : CP 1 → M , which is
not required to be simple. The multicurve is denoted by u = (u1, . . . , uN).
Definition 5.56. [MS1] A sequence of J-holomorphic curves uν : CP 1 is said to
converge weakly to a multicurve u = (u1, . . . , uN) if the following holds:
(1) For every j ≤ N , there exists a sequence φjν : CP 1 → CP 1 of fractional linear
transformations and a finite set Xj ⊂ CP 1 such that uν ◦ φjν converges to uj
uniformly with all derivates on compact subsets of CP 1 −Xj.
(2) There exists a sequence of orientation preserving (but not holomorphic) dif-
feomorphisms fν : CP 1 → CP 1 such that uν ◦fν converges in the C0-topology
to a parametrization v : CP 1 →M of the multicurve u = (u1, . . . , uN).
It follows [MS1], that for ν sufficiently large, that the map uν : CP 1 → M is
homotopic to:
(5.8) u1#u2# · · ·#uN : CP 1 →M .
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In particular if Aν , A
j ∈ H2(M,Z) are the homology classes of uν and uj respectively,
then we have:
(5.9) c1(M) · Aν =
N∑
j=1
c1(M) · Aj .
Finally, we can state Gromov’s compactness theorem [Gr], as it appears in [MS1]:
Theorem 5.57. (Gromov’s compactness) Assume M is compact, and let Jν ∈
Jτ (M,ω) be a sequence of ω-tame almost complex structures which converge to J in
the C∞-topology. Then any sequence uν : CP 1 → M of Jν-holomorphic spheres with
supνE(uν) < ∞ has a subsequence which converges weakly to a (possible reducible)
J-holomorphic multicurve u = (u1, . . . , uN).
Additionally, specifically for symplectic manifolds of dimension 4, we have the
following adjunction formula:
Theorem 5.58. Adjunction Formula ([MS3] App. E). Let (M,J) be an almost-
complex 4-manifold, (Σ, J) be a closed Riemann surface, not necessarily connected,
and u : Σ → M be a simple J-holomorphic curve. Denote A ∈ H2(M ;Z) the
homology represented by u. Then
(5.10) 2δ(u) ≤ A · A− c1(M) · A+ χ(Σ)
with equality if and only if u is an immersion and all self-intersections are transverse.
In the above, “simple” means not multiply covered and δ(u) is the number of self-
intersections of u:
(5.11) δ(u) :=
1
2
# {(z0, z1) ∈ Σ× Σ|u(z0) = u(z1), z0 6= z1}
Additionally, McDuff also proved the following corollary to the theorem above:
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Corollary 5.59. ([MS3] App. E). Let M , Σ, u and A be as in Theorem 5.58. Then
(5.12) A · A− c1(M) · A+ χ(Σ) ≥ 0
with equality if and only if u is an embedding.
In [MS3], McDuff proves Theorem 5.58 by showing that in dimension 4, a homology
class A ∈ H2(M,Z) which is represented by a simple J-holomorphic curve, u : Σ →
M , can always be represented by an immersed J ′-holomorphic curve v : Σ→M , with
transverse self-intersections. The curves u and v are C1-close, and the almost-complex
structures J and J ′ are C1-close as well. This is shown using a strong theorem of
Micallef-White [MW] which states that a singularity of a J-holomorphic curve is
equivalent to a singularity of a holomorphic curve, up to a C1-diffeomorphism. As a
result, Li in [Li] made the following observation:
Lemma 5.60. If a homology class A ∈ H2(M ;Z), for a 4-dimensional symplectic
manifold M , is represented by a simple J-holomorphic curve u : Σ→M for some ω-
tamed almost-complex structure J , then A is represented by an embedded symplectic
surface.
In our case, the spheres of the Cn configuration are J-holomorphic, whereas the
sphere with self-intersection (−1), Σ−1 , is J-holomorphic. So by Gromov’s compact-
ness theorem, we can take a sequence of almost-complex structures J → J , such
that there will exist a subsequence under which the J-holomorphic sphere Σ
−1
 will
converge to some multicurve u = (u1, . . . , uN). Since the ui’s can be multiply covered
(multiplicity mi), we will write v
i for the underlying simple J-holomorphic curve,
giving us [ui] = mi[v
i] as homology classes in H2(X
′;Z). Also, we have:
(5.13) [Σ−1 ] = m1[v
1] +m2[v
2] + · · ·+mN [vN ]
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in H2(X
′;Z). Next, in Proposition 5.61, our goal is to show that one of the vi’s is
indeed an embedded J-holomorphic sphere of self-intersection (−1) in X ′.
Proposition 5.61. Let Σ−1 and v
i, i ∈ {1, . . . , N}, as in the above paragraph. Then
for at least one i, the simple J-holomorphic curve vi is an embedded sphere with
self-intersection (−1).
Proof. If N = 1, then m1 = 1 and c1(X
′) · [v1] = 1, applying the inequality (5.12)
for v1, we have that [v1]2 ≥ −1. If [v1]2 = −1, then by Corollary 5.59 it must be
an embedding. If [v1]2 = k ≥ 0, then by Lemma 5.60, there exists an embedded
symplectic surface v1S, with [u
1] = [v1S], for which we have −χ(v1S) = [v1S]2 − c1(X ′) ·
[v1S] = k− 1. However, if this is the case then this violates the generalized adjunction
formula, since we would then have k − 1 ≥ k + |c1(X ′) · [v1S]|, which cannot occur.
We will prove this proposition for general N with an inductive combinatorial ar-
gument using Corollary 5.59, Lemma 5.60, the adjunction formula for embedded
symplectic surfaces, as well as the generalized adjunction formula (Theorem 5.45).
First, (although not strictly necessary for the proof), we will prove the proposition
for N = 2, and make a slightly stronger assumption for the initial inductive case, in
order to go to the general inductive step in a less cumbersome manner. If N = 2,
then we have:
(5.14) [Σ−1 ] = m1[v
1] +m2[v
2] m1c1(X
′) · [v1] +m2c1(X ′) · [v2] = 1
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Case 1: Assume [v1]2 = 2k ≥ 0, then by inequality (5.12), we have: c1(X ′) · [v1] ≤
2 + 2k, therefore:
If c1(X
′) · [v1] = 2 + 2k ⇒ v1 must be embedded
If c1(X
′) · [v1] = 2k ⇒ ∃v1S s.t. − χ(v1S) = 0
If c1(X
′) · [v1] = 2k − 2 ⇒ ∃v1S s.t. − χ(v1S) = 2
... ⇒ ...
If c1(X
′) · [v1] = 2 ⇒ ∃v1S s.t. − χ(v1S) = 2k − 2
where v1S is an embedded symplectic surface such that [v
1] = [v1S]. This forces c1(X
′) ·
[v1] ≤ 0, since if 2 ≤ c1(X ′) · [v1] ≤ 2 + 2k, then the embedded surface v1S fails to
satisfy the generalized adjunction formula (Theorem 5.45). Also, note that c1(X
′)·[v1]
must be an even integer. Next, (5.14) together with c1(X
′) · [v1] ≤ 0 imply that
c1(X
′) · [v2] ≥ 1. If we apply (5.12) to v2, we get: [v2]2 ≥ −1. Thus, if [v2]2 = −1,
then c1(X
′)·[v2] = 1 and by Corollary 5.59 v2 is an embedding, if not then [v2]2 = l ≥ 0
and by (5.12) we get 1 ≤ c1(X ′) · [v2] ≤ l + 2, so:
If c1(X
′) · [v2] = l + 2 ⇒ ∃v2S s.t. − χ(v2S) = −2
If c1(X
′) · [v2] = l ⇒ ∃v2S s.t. − χ(v2S) = 0
If c1(X
′) · [v2] = l − 2 ⇒ ∃v2S s.t. − χ(v2S) = 2
... ⇒ ...
If c1(X
′) · [v2] = 1 ⇒ ∃v2S s.t. − χ(v2S) = l − 1(if l is even)
where v2S is an embedded symplectic surface such that [v
2] = [v2S]. Here, we must
have [v2]2 = −1, since all the cases where [v2]2 = l ≥ 0 and 1 ≤ c1(X ′) · [v2] ≤ l + 2,
cannot occur because applying the generalized adjunction formula (Theorem 5.45)
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would result in a contradiction. Consequently, if [v1]2 = 2k ≥ 0, then we must have
[v2]2 = −1 and v2 must be an embedded sphere.
Case 2: Assume [v1]2 = 2k + 1 ≥ 0. If we apply the inequality (5.12) to v1, then
we have c1(X
′) · [v1] ≤ 3+2k. However, just as in Case 2, if 1 ≤ c1(X ′) · [v1] ≤ 3+2k,
then there would exist an embedded symplectic surface v1S, with [v
1] = [v1S], such that
applying the generalized adjunction formula (Theorem 5.45) for v1S would result in a
contradiction. Also, as before, we again observe that the integer [v1]2 − c1(X ′) · [v1]
must be even, thus we have c1(X
′) · [v1] ≤ −1.
We proceed as before in Case 1, and c1(X
′) · [v1] ≤ −1 together with equation
(5.14), imply that 1 ≤ c1(X ′) · [v2]. Therefore, by the same steps as in Case 1, if
[v1]2 = 2k + 1, then we must have [v2]2 = −1, and v2 must be an embedded sphere.
We can switch the roles of v1 and v2, in the above cases, which implies that if
[v2]2 = k ≥ 0 then [v1]2 = −1 and v1 must be an embedded sphere. Therefore, we
are left with case:
Case 3: Assume both [v1]2 ≤ −1 and [v2]2 ≤ −1. We can again apply inequalities
(5.12) to v1 and v2, multiplying the first by m1 and the second one by m2, adding
them together, and using (5.14), we get:
1− 2m1 − 2m2 ≤ m1[v1]2 +m2[v2]2 ,
implying that both [v1]2 and [v2]2 can’t be ≤ 2. Therefore, we are left with a finite
number of possibilities: Either [v1]2 = −1 and [v2]2 = −k ≤ −1 (satisfying inequality
(5.3.1)) or the same with roles of v1 and v2 switched. In this case we have the
following:
[v1]2 = −1
[v2]
2
= −k ≤ −1
 =⇒ c1(X ′) · [v1] ≤ 1c1(X ′) · [v2] ≤ 2− k.
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If k = 1 then, (5.14) implies that at least one of c1(X
′) · [vi] must be 1, in turn
implying that either v1 or v2 is an embedded sphere with self-intersection (−1). If
k > 1, then again because of (5.14), we must have c1(X
′) · [v1] = 1 implying that v1
is an embedded sphere with self-intersection (−1). If roles of v1 and v2 are switched,
with [v1]2 = −k ≤ −2 and [v2]2 = −1, we would have v2 be an embedded sphere with
self-intersection (−1).
This covers all the possibilities of the values for [v1]2 and [v2]2 with N = 2, and in
each case at least one of v1 or v2 is an embedded sphere with self-intersection (−1).
We observe that if we replace the heavily used equation (5.14), by:
(5.15) m1c1(X
′) · [v1] +m2c1(X ′) · [v2] = m ≥ 1
then everything in the Cases 1-3 would proceed in the same way. In Case 1, whenever
we have c1(X
′) · [v1] ≤ 0, we can still use equation (5.15) to conclude that c1(X ′) ·
[v2] ≥ 1, and everything would proceed in the same way. In Case 2, whenever we
have c1(X
′) · [v1] ≤ −1, again we can still use equation (5.15) to conclude that
c1(X
′) · [v2] ≥ 1. Likewise in Case 3, m ≥ 1 in (5.15) is all that is needed to reach
the desired conclusion.
Consequently, for a configuration of J-holomorphic curves m1[v
1]+m2[v
2], with the
condition (5.15), at least one of the curves v1 and v2 must be an embedded sphere
with self-intersection (−1). We make an induction assumption, that if we have a
configuration of J-holomorphic curves m1[v
1] +m2[v
2] + · · ·+mN−1[vN−1], with the
condition:
(5.16) m1c1(X
′) · [v1] +m2c1(X ′) · [v2] + · · ·+mN−1c1(X ′) · [vN−1] = m ≥ 1
then one of the vis, 1 ≤ i ≤ N − 1, is an embedded sphere with self-intersection
(−1). We will show that if we have a configuration of J-holomorphic curves m1[v1] +
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m2[v
2] + · · ·+mN [vN ], with the condition:
(5.17) m1c1(X
′) · [v1] +m2c1(X ′) · [v2] + · · ·+mNc1(X ′) · [vN ] = m′ ≥ 1
then one of the vis, 1 ≤ i ≤ N , is an embedded sphere with self-intersection (−1).
Case 1’: Assume [vN ]2 = 2k ≥ 0. Then by (5.12), we have c1(X ′) · [vN ] ≤ 2k + 2.
However, as in Case 1 from N = 2, by Lemma 5.60 the existence of a smooth
symplectic surface vNS , with [v
N ] = [vNS ], together with the generalized adjunction
formula (Theorem 5.45) imply that in fact c1(X
′) · [vN ] ≤ 0. Combining this with
(5.17), we get:
m′ −m1c1(X ′) · [v1]− · · · −mN−1c1(X ′) · [vN−1] = mNc1(X ′) · [vN ] ≤ 0
⇒ m1c1(X ′) · [v1] + · · ·+mN−1c1(X ′) · [vN−1] ≥ m′ ≥ 1
which according to the induction hypothesis implies that at least one vis, 1 ≤ i ≤
N − 1, is an embedded sphere with self-intersection (−1).
Case 2’: Assume [vN ]2 = 2k+1 ≥ 1. Again, by (5.12), we have c1(X ′)·[vN ] ≤ 2k+3.
However, as in Case 2 from N = 2, we have c1(X
′) · [vN ] ≤ −1, and combining this
with (5.17), we get:
m′ −m1c1(X ′) · [v1]− · · · −mN−1c1(X ′) · [vN−1] = mNc1(X ′) · [vN ] ≤ −mN
⇒ m1c1(X ′) · [v1] + · · ·+mN−1c1(X ′) · [vN−1] ≥ m′ +mN ≥ 1
which again according to the induction hypothesis implies that at least one vis, 1 ≤
i ≤ N − 1, is an embedded sphere with self-intersection (−1).
Case 3’: Assume [vN ]
2 = −1. Applying (5.12) to vN , we get c1(X ′) · vN ≤ 1. If
c1(X
′) · vN = 1, then vN is an embedded sphere. Otherwise, c1(X ′) · vN ≤ −1, and
as in Case 2’, we have:
(5.18) m1c1(X
′) · [v1] + · · ·+mN−1c1(X ′) · [vN−1] ≥ m′ +mN ≥ 1
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which by the induction hypothesis would imply that at least one of the vis, for
1 ≤ i ≤ N − 1, is an embedded sphere with self-intersection (−1).
Case 4’ Assume [vN ]
2 = −2. Again, applying (5.12) to vN , we get c1(X ′) · vN ≤ 0,
meaning we have:
(5.19) m1c1(X
′) · [v1] + · · ·+mN−1c1(X ′) · [vN−1] ≥ m′ ≥ 1
which by the induction hypothesis again would imply that at least one of the vis, for
1 ≤ i ≤ N − 1, is an embedded sphere with self-intersection (−1).
Applying Cases 1’-4’ to every vi, 1 ≤ i ≤ N − 1, and applying the induction
hypothesis each time, gives us that for all the instances where [vi]2 ≥ −2, for any 1 ≤
i ≤ N , we will have a vj, for at least one 1 ≤ j ≤ N , that is an embedded sphere with
self-intersection (−1). Therefore, the only remaining cases is when [vi]2 = −ki ≤ −3
for all 1 ≤ i ≤ N . In which case, we would have c1(X ′) · [vi] ≤ 2 − ki ≤ −1 for all
1 ≤ i ≤ N , which would violate the assumption (5.17). This concludes the induction
argument. As a result, when m′ = 1, this is the case of the Proposition 5.61. 
As a result of Propostion 5.61, we now have a J-holomorphic embedded sphere of
self-intersection (−1) in (X ′, ω′), which we will name Σ−1, along with a Cn configu-
ration of J-holomorphic spheres. This proves Proposition 5.54 
An important feature of J-holomorphic curves, proven by McDuff [MS3], is that
their intersections are always positive. In fact, we can always perturb a set of J-
holomorphic curves and obtain embedded symplectic surfaces intersecting positively
and transversally. Li-Usher in [LU], develop McDuff’s techniques further, in order to
perturb several J-holomorphic curves at once, and obtain the following result:
Lemma 5.62. [LU] Any set of distinct J-holomorphic curves C0, . . . , Cm can be
perturbed to symplectic surfaces C ′0, . . . , C
′
m whose intersections are all transverse
and positive, with C ′i ∩ C ′j ∩ C ′k = ∅ when i, j, k are all distinct. Furthermore, there
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is an almost-complex structure J ′ arbitrarily C1-close to J such that the C ′i are J
′-
holomorphic.
This is shown by modeling a neighborhood around each intersection point or singu-
larity with holomorphic coordinates, and then slightly perturbing each branch.
Proposition 5.2 is now a direct consequence of Lemma 5.62, Lemma 5.51 and
Proposition 5.54.
5.3.2. Step 2. In this next step of our proof of Theorem 5.6, we use Σ−1 to construct
a homology class γ and compute c1(X) · γ in terms of the intersection numbers of
Σ−1 with the spheres of the Cn configuration.
We begin by rationally blowing down the Cn configuration in (X
′, ω′) symplecti-
cally. We can do so by the definition of the symplectic rational blow-down of Syming-
ton in [Sy3]. We choose a neighborhood (N(Cn), ω
′|N(Cn)) of the spheres in Cn, such
that ∂(N(Cn)) ∩ Σ−1 ∼= S1, N(Cn) ∩ Σ−1 ∼= D2 and (X ′\N(Cn)) ∩ Σ−1 ∼= D2. We
denote this rational blow-down of (X ′, ω′) as (X˜ ′, ω˜′). We observe that the symplectic
manifolds (X,ω) and (X˜ ′, ω˜′) differ only by the volume of the rational homology ball
Bn. This is due to the non-uniqueness of the symplectic rational blow-up operation,
in terms of the symplectic volume of the Bns. This also implies that the symplectic
rational blow-down and the symplectic rational blow-up are not strictly inverse opera-
tions. However, (X˜ ′, ω˜′) still has the properties that (X,ω) does: [c1(X˜ ′, ω˜′)] = − [ω˜′],
b+2 (X˜
′) > 1, BasX =
{
±c1(X˜ ′, ω˜′)
}
and n ≥ c21(X˜ ′, ω˜′) + 2. Therefore, for the re-
mainder of the proof, we will abuse notation and write (X,ω) for (X˜ ′, ω˜′).
Back up in X ′, we can split up rational homology classes as follows:
H2(X
′;Q) = H2(Cn;Q) ⊕ H2(X ′\Cn;Q)
Σ−1 = a + b
PD(c1(X
′, ω′)) = c + d
Since we have c1(X
′, ω′) · [Σ−1] = 1, then we have 1 = a · c+ b · d.
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Let D be a 2-disk defined by:
(5.20) D = (X ′\N(Cn)) ∩ Σ−1 ⊂ X.
Observe that D ⊂ X, since by definition X ∼= (X ′\N(Cn)) ∪ Bn. Also, since ∂D ⊂
∂Bn and H1(Bn;Z) ∼= Z/nZ, then n∂D ∼= 0 ∈ H1(Bn;Q). Back down in X, we can
now define the class γ ∈ H2(X;Q) by:
(5.21) γ = nD + e2
where e2 is just a 2-cell in Bn ⊂ X for which ∂(e2) = n∂D. Since, c1(X ′, ω′) · [Σ−1] =
a · c+ b · d and H2(Bn;Q) is trivial, we have:
(5.22) c1(X,ω) · γ = nb · d .
Our goal is to compute c1(X,ω) · γ explicitly in terms of the intersections of the
sphere Σ−1 with the spheres of Cn. Next, in Step 3 we will show that when-
ever c1(X,ω) · γ > 0 then we also have ω · γ > 0, thus contradicting the condition
[c1(X,ω)] = − [ω]. In Step 4 we will show that the intersection configurations of
Σ−1 with Cn yielding c1(X,ω) · γ ≤ 0 will also produce a contradiction.
In order to compute c1(X,ω) ·γ, all we need to compute is a · c, since nb ·d = n(1−
a · c), which is fairly standard. Recall, we denote the spheres of the Cn configuration
by S1, S2, S3, . . . , Sn−1, with [S1]2 = −n− 2 and [Si]2 = −2 for 2 ≤ i ≤ n− 1. Thus,
we may denote the basis of H2(Cn;Q) by [S1], [S2], [S3], . . . , [Sn−1]. As a result “a”,
the homology class of Σ−1 lying in H2(Cn;Q), may be expressed as:
(5.23) a = a1[S1] + a2[S2] + a3[S3] + · · ·+ an−1[Sn−1]
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where ai ∈ Q. Next, let Ij be the intersection numbers of [Σ−1] and [Sj]:
[Σ−1] · [S1] = I1
[Σ−1] · [S2] = I2
[Σ−1] · [S3] = I3
... =
...
[Σ−1] · [Sn−1] = In−1 .
(Note, we have αj = Ij (see Definition 5.3), since the intersections of the sphere Σ−1
with the spheres Sj are positive and transverse.) In order to express the ai in terms
of the intersection numbers Ij, we need to solve the following linear system:
(a1[S1] + a2[S2] + a3[S3] + · · ·+ an−1[Sn−1]) · [S1] = I1
(a1[S1] + a2[S2] + a3[S3] + · · ·+ an−1[Sn−1]) · [S2] = I2
(a1[S1] + a2[S2] + a3[S3] + · · ·+ an−1[Sn−1]) · [S3] = I3
... =
...
(a1[S1] + a2[S2] + a3[S3] + · · ·+ an−1[Sn−1]) · [Sn−1] = In−1 .
Next, we can express “c”, the homology class of PD(c1(X
′, ω′)) lying in H2(Cn;Q),
in terms of the basis [S1], [S2], [S3], . . . , [Sn−1]:
(5.24) c = c1[S1] + c2[S2] + c3[S3] + · · ·+ cn−1[Sn−1]
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where the ci ∈ Q. Since the Si are symplectic spheres, we have the following:
c1(X
′) · [S1] = −n
c1(X
′) · [S2] = 0
c1(X
′) · [S3] = 0
... =
...
c1(X
′) · [Sn−1] = 0 .
As a result, the quantity a · c is the dot product of the following two vectors in
H2(Cn;Q):
(5.25) [a1, a2, a3, . . . , an−1]
and
(5.26) [−n, 0, 0, . . . , 0] .
Consequently, we only have to compute a1 in terms of the intersection numbers Ij,
which corresponds to the first row of the inverse of the H2(Cn;Z) intersection matrix,
giving us:
(5.27) a1 =
−n+ 1
n2
I1 +
−n+ 2
n2
I2 + · · ·+ −2
n2
In−2 +
−1
n2
In−1 .
Since a · c = a1 · n and c1(X,ω) · γ = n(1− a · c), we finally get:
(5.28) c1(X,ω) · γ = n− In−1 − 2In−2 − 3In−3 − · · · − (n− 2)I2 − (n− 1)I1 .
Note, that since αj = Ij, then we have shown that if the symplectic embedding of
Bn ↪→ X is of type 〈α1, α2, α3, . . . , αn−1〉, then there is a class γ, such that c1(X) · γ
is given by (5.28).
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5.3.3. Step 3. In this step we will show that if c1(X,ω) · γ > 0, then we must also
have ω · γ > 0, thus violating the [c1(X,ω)] = −[ω] condition of (X,ω). This will
eliminate the possibility of embeddings Bn ↪→ X of type A1 ⊂ A, where A1 is the set
of (n−1)−tuples 〈α1, α2, α3, . . . , αn−1〉 satisfying the inequality (5.29) (with αj = Ij).
If c1(X) · γ > 0, we have:
(5.29) n− In−1 − 2In−2 − 3In−3 − · · · − (n− 2)I2 − (n− 1)I1 > 0.
First, we will use the following lemma to rule out some cases.
Lemma 5.63. Let Σ and S be embedded spheres in a smooth 4-manifold M with
b+2 (M) > 1, such that [Σ]
2 = −1 and [S]2 = −2. Assume [Σ] · [S] = k ≥ 1, then we
must have k = 1.
Proof. The proof will follow from the following proposition:
Proposition 5.64. [FM] Let M be an oriented 4-manifold and S2 ⊂M be an embed-
ded sphere with α ∈ H2(M ;Z) the cohomology class dual to S2. If α2 = −1 or −2,
there is an orientation preserving self-diffeomorphism ϕ of M such that ϕ∗ = Rα,
where:
(5.30) Rα(x) = x+ 2(x · α)α
if α2 = −1 and
(5.31) Rα(x) = x+ (x · α)α
if α2 = −2. (Note, in both cases Rα = −α and R2α = Id, hence often referred to as
the reflection automorphism.)
As a result of this proposition, the spheres Σ and S will induce orientation preserv-
ing diffeomorphisms on M , corresponding to the following reflection automorphisms
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on H2(M ;Z):
RΣ(x) = x+ 2(x · [Σ])[Σ](5.32)
RS(x) = x+ (x · [S])[S] .(5.33)
We begin with applying RS to x = [Σ]:
(5.34) RS([Σ]) = [Σ] + k[S] .
Next, we apply RΣ to x = [Σ] + k[S]:
(5.35) RΣ([Σ] + k[S]) = (2k
2 − 1)[Σ] + k[S] .
In this manner, we can continue to alternately apply RS and RΣ, and get:
RS((2k
2 − 1)[Σ] + k[S]) = (2k2 − 1)[Σ] + (2k3 − 2k)[S]
RΣ((2k
2 − 1)[Σ] + (2k3 − 2k)[S]) = (4k4 − 6k + 1)[Σ] + (2k3 − 2k)[S]
RS((4k
4 − 6k + 1)[Σ] + (2k3 − 2k)[S]) = (4k4 − 6k + 1)[Σ] + (4k5 − 8k3 + 3k)[S]
... =
... .
We observe that as long as k ≥ 2, the polynomials above keep growing, thus implying
that there is an infinite number of spheres with homology classes of the form x =
s1[Σ] + s2[S] with x
2 = −1. This cannot occur, since if it did, it would imply that
there is an infinite number of Seiberg-Witten basic classes of the manifold M , which
cannot happen if b+2 (M) > 1. 
Lemma 5.63 immediately implies the following Corollary:
Corollary 5.65. With the intersection numbers Ij = [Σ−1] · [Sj], as in section 5.3.2,
we must have I2 + I3 + I4 + · · ·+ In−1 ≤ 1.
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Proof. The spheres Sj with 2 ≤ j ≤ n−1 intersect transversally with the neighboring
spheres in the plumbing configuration Cn. Therefore, we can construct the sphere
Sn−12 , which is the union of the spheres Sj, 2 ≤ j ≤ n − 1, with all the transverse
intersection points smoothed out. The sphere Sn−12 has self-intersection (−2), since
its homology class is:
(5.36) [Sn−12 ] = [S2] + [S3] + [S4] + · · ·+ [Sn−1] .
Now we can apply Lemma 5.63 with Σ = Σ−1 and S = Sn−12 , and conclude that
[Σ−1] · [Sn−12 ] is at most 1, implying:
(5.37) [Σ−1] · [Sn−12 ] = I2 + I3 + I4 + · · ·+ In−1 ≤ 1 .

As a direct consequence of Corollary 5.65 and (5.28), we have the following:
Corollary 5.66. If c1(X,ω) · γ > 0, with γ = nD + e2 as defined in section 5.3.2,
then there is only one j, 1 ≤ j ≤ n− 1, for which Ij = 1 and Ik = 0 if j 6= k.
Next, we will use toric and almost-toric fibrations, introduced in section 5.2.1, to
show that for those cases where c1(X,ω) · γ > 0, we have ω · γ > 0.
Proposition 5.67. If there is only one j, 1 ≤ j ≤ n−1, for which Ij = 1 and Ik = 0
if j 6= k, then ω · γ > 0.
Proof. If there is only one j, 1 ≤ j ≤ n−1, for which Ij = 1 and Ik = 0 if j 6= k, then
by definition, the sphere Σ−1 only intersects the sphere Sj of the Cn configuration
once at a point aj. We can present part of Σ−1 as it intersects Sj, by a visible surface
(see Definition 5.29), with the curve µ1j and a compatible covector uj =
 −1
n+ 1
,
for all 1 ≤ j ≤ n− 1, (see Figure 68). We have [Σ−1] · [Sj] = 1, since |uj × vj| = 1 for
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S2
S3
Sn−1
L(n2, n− 1)
µ11
S1
S2
S3
Sn−1
L(n2, n− 1)
µ12
S1
S2
S3
Sn−1
L(n2, n− 1)
µ1n−1
Figure 68. Visible surfaces represented by curves µ1j in a toric model
for Cn
all j, where the vj =
 1− j
(j − 1)n+ j
 are the collapsing covectors corresponding to
the part of the 1-stratum that represents the spheres Sj, thus satisfying item (2) in
the definition of visible surfaces (Definition 5.29).
After we perform the rational blow-down, as we do in the beginning of Step 2,
we obtain the almost-toric base, as seen in Figure 69 (also see Figure 66). We
recall here that the class γ = nD + e2, where D is the “remains” of Σ−1 in X:
D = (X ′/N(Cn)) ∩ Σ−1. Since Σ−1 is a symplectic sphere, we have ω · nD > 0. In
order to show that ω · γ > 0, we need to show that ω is positive on the 2-cell, e2,
which “closes up” nD i.e. ∂e2 = ∂nD. We will do this by exhibiting the disk e2 ∈ Bn
as a visible surface in the almost-toric fibration of Bn.
L(n2, n− 1) L(n2, n− 1) L(n2, n− 1)
s s s
b1 b2 b3
υ υ υ
µ21 µ
2
2
µ2n−1
Figure 69. Visible surfaces represented by curves µ2j in almost-toric
model for Bn
In order to represent e2 ⊂ γ as a visible surface in the almost-toric base in Figure 69,
we need to choose a curve µ2j , such that it extends the curve µ
1
j and whose collection
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of compatible classes in H2(Fb,Z), for all b ∈ µ2j , forms a disk. We can arrange
the visible surface represented by µ2j to be symplectic, because of Proposition 5.32.
Also, we can arrange e2 such that it hits the Lagrangian core Ln,1, represented by
the straight line υ, thus the curve µ2j hits υ and then the node s.
On one hand, the compatible class of µ2j must be the same as the vanishing class
of the node s, in order for µ2j to represent a visible surface (and be a disk). On
the other hand, the curve µ2j is a continuation of the curve µ
1
j . However, the curve
µ1j represents the visible surface for D ∈ Cn. At the point bj in the toric fibration,
which lies on the curve representing the boundary ∂Cn = L(n
2, n−1), the compatible
covector is uj =
 −1
n+ 1
, corresponding to the class ∂D ∈ L(n2, n − 1). When
we begin the curve µ2j , at the point bj, the compatible class should correspond to
n∂D ∈ L(n2, n− 1), making the compatible covector n
 −1
n+ 1
 =
 −n
n2 + n
. In
∂Cn = ∂Bn = L(n
2, n−1), we have the compatible class with the covector
 −n
n2 + n

homologous to the compatible class with the covector
 −1
n
. As a result, the curve
µ2j will have a compatible covector u
′
j =
 −1
n
 for all 1 ≤ j ≤ n − 1, exactly the
same as the vanishing covector of the node s. Consequently, the curves µ2j do indeed
represent visible surfaces, the 2-cells e2 in the construction of γ.
As a result, we have explicitly exhibited that the class γ = nD + e2 is such that
ω · γ > 0, by representing D and e2 as visible surfaces in the almost-toric fibrations
of Cn and Bn, with positive symplectic area. 
Corollary 5.68. Let γ be as above. If c1(X,ω) · γ > 0, then ω · γ > 0.
Proof. This is a direct consequence of Corollary 5.66 and Proposition 5.67. 
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As a result of Corollary 5.68, we have proved that embeddings of Bn ↪→ X of type
A1 ⊂ A cannot occur, where A1 is the set of (n − 1)-tuples 〈α1, α2, α3, . . . , αn−1〉,
such that c1(X) · γ > 0 in terms of the intersection numbers Ij = αj.
5.3.4. Step 4. In this final step, we will show that symplectic embeddings of Bn ↪→ X
of type (A−A1) and type Ek, k ≥ c21(X,ω) + 2 cannot occur. These sets of (n− 1)-
tuples precisely correspond with c1(X,ω) · γ ≤ 0, i.e. the cases where:
(5.38) n− In−1 − 2In−2 − 3In−3 − · · · − (n− 2)I2 − (n− 1)I1 ≤ 0.
Lemma 5.69. Let I1 = [Σ−1] · [S1] be as above, then I1 ≤ n.
Proof. First, we apply the generalized adjunction formula (Theorem 5.46) to the
sphere Σ−1, which gives us that c1(X ′, ω′)+2[Σ−1] is a SW basic class of X ′. Second,
we apply Theorem 5.46 to the sphere S1, since [S1]
2 = −n − 2 for a SW basic class
L we have:
(5.39) |L · [S1]| ≤ n
if we let L = c1(X
′, ω′) + 2[Σ−1], then we have:
(5.40) |(c1(X ′, ω′) + 2[Σ−1]) · [S1]| = |c1(X ′, ω′) · [S1] + 2[Σ−1] · [S1]| ≤ n .
Since S1 is a symplectic sphere, we have c1(X
′, ω′) · [S1] = −n, therefore, we must
have: I1 = [Σ−1] · [S1] ≤ n. 
Corollary 5.70. Let Ii = [Σ−1] · [Si], 1 ≤ i ≤ n− 1, be as above, then I1 + I2 + I3 +
· · ·+ In−1 ≤ n.
Proof. The spheres Si intersect each other transversally in the Cn configuration. We
can (as done in Corollary 5.65) construct the sphere Sn−11 , which is the union of the
spheres Si, 1 ≤ i ≤ n− 1, with all the intersection points smoothed out (this can be
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done symplectically). The self-intersection number of the sphere Sn−11 is (−n − 2),
since its homology class is:
(5.41) [Sn−11 ] = [S1] + [S2] + [S3] + · · ·+ [Sn−1].
Consequently, by applying Lemma 5.69, since I1 ≤ n then so is I1+I2+I3+· · ·+In−1 ≤
n. 
In light of Corollaries 5.65, 5.70 and Lemma 5.69, the intersection patterns of Σ−1
with the spheres of the Cn configuration, giving us c1(X,ω) · γ ≤ 0, which we still
have to rule out are:
(1) 2 ≤ I1 ≤ n and Ij = 0 for all 2 ≤ j ≤ n− 1
(2) 1 ≤ I1 ≤ n− 1 and Ij = 1 for one 2 ≤ j ≤ n− 1 .
Lemma 5.71. The following intersection configurations:
(a) I1 = n and Ij = 0 for all 2 ≤ j ≤ n− 1
(b) I1 = 1 and In−1 = 1 (Ij = 0 for all 2 ≤ j ≤ n− 2)
will force the 4-manifold (X,ω) to have basic classes in addition to ±K = ∓c1(X,ω),
thus contradicting the hypothesis in Theorem 5.6.
Proof. We begin with looking at the piece of the relative homology long exact se-
quence for the pair (Cn, ∂Cn):
(5.42) 0→ H2(Cn;Z) i→ H2(Cn, ∂Cn;Z) ∂→ H1(∂Cn;Z)→ 0
Let δ ∈ H2(Cn, ∂Cn;Z) be a relative class that is a union of the disks Σ−1∩N(Cn),
where N(Cn) is a neighborhood of the spheres of the Cn. For all 1 ≤ j ≤ n − 1, we
have:
(5.43) δ · [Sj] = Σ−1 · [Sj] = Ij .
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In case (a), for the class −nδ we have:
−nδ · [S1] = −n2
−nδ · [S2] = 0
... =
...
−nδ · [Sn−1] = 0 .
The relative class −nδ can be supported in the interior by the following homology
class:
(5.44) − nδ = (n− 1)[S1] + (n− 2)[S2] + · · ·+ [Sn−1]
since,
((n− 1)[S1] + (n− 2)[S2] + · · ·+ [Sn−1]) · [S1] = −n2
((n− 1)[S1] + (n− 2)[S2] + · · ·+ [Sn−1]) · [S2] = 0
... =
...
((n− 1)[S1] + (n− 2)[S2] + · · ·+ [Sn−1]) · [Sn−1] = 0 .
In case (b), for the class −nδ we have:
−nδ · [S1] = −n
−nδ · [S2] = 0
... =
...
−nδ · [Sn−2] = 0
−nδ · [Sn−1] = −n .
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In this case, the relative class −nδ can be supported in the interior by the following
homology class:
(5.45) − nδ = [S1] + 2[S2] + · · ·+ (n− 1)[Sn−1]
since,
([S1] + 2[S2] + · · ·+ (n− 2)[Sn−2] + (n− 1)[Sn−1]) · [S1] = −n
([S1] + 2[S2] + · · ·+ (n− 2)[Sn−2] + (n− 1)[Sn−1]) · [S2] = 0
... =
...
([S1] + 2[S2] + · · ·+ (n− 2)[Sn−2] + (n− 1)[Sn−1]) · [Sn−2] = 0
([S1] + 2[S2] + · · ·+ (n− 2)[Sn−2] + (n− 1)[Sn−1]) · [Sn−1] = −n .
In both cases (a) and (b) we have the relative class −nδ ∈ im(i) = ker(∂), implying
that ∂(δ) ∈ H1(∂Cn;Z) ∼= H1(L(n2, n − 1);Z) ∼= Z/n2Z is an element of order n.
According to Theorem 5.43 (also see (5.1) and [Pa1]), this implies that the basic
classes ±(c1(X ′, ω′) + 2[Σ−1]) of (X ′, ω′) extend to basic classes of the rational blow-
down (X,ω). Note, the classes ±c1(X ′, ω′) must extend to the basic classes of (X,ω)
since they are the ± the canonical class. Moreover, c1(X ′, ω′) + 2[Σ−1] and c1(X ′, ω′)
must extend to different basic classes on (X,ω), otherwise we would have [Σ−1] =
0. Therefore, the 4-manifold X will have at least four basic classes, which is a
contradiction. 
Lemma 5.72. The following intersection configurations:
i) I1 = 1 and Ij = 1 for one j such that 2 ≤ j ≤ n− 2
ii) I1 = k with 2 ≤ k ≤ n− 1 and Ij = 1 for one j such that 2 ≤ j ≤ n− 1
cannot occur in (X ′, ω′), since it is a symplectic 4-manifold with b+2 (X
′) > 1.
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Proof. Assume I1 = k for 1 ≤ k ≤ n − 1 and let K = c1(X ′, ω′) be the (negative of
the) canonical class of (X ′, ω′). Since S1 is a symplectic sphere with self-intersection
(−n − 2), we have that K · [S1] = −n. Let L be any SW basic class of X ′, then
according to the generalized adjunction formula for immersed spheres, Theorem 5.46,
we have that
(5.46) |L · [S1]| ≤ n
or SWX′(L + 2[S1]) = SWX′(L) if L · S1 ≥ 0, (SWX′(L − 2[S1]) = SWX′(L) if
L · [S1] ≤ 0). We will produce a specific SW basic class L which will fail to satisfy
(5.46) and for which L ± 2S1 cannot be a SW basic class since the symplectic 4-
manifold X ′ is of simple type.
First, we observe, that by smoothing out the transverse intersections of the spheres
in the Cn configuration and the sphere Σ−1, we have the following spheres in X ′, each
with self-intersection (−1):
Σ−1
Σ−1 +Sj
Σ−1 +Sj + Sj−1
...
Σ−1 +Sj + Sj−1 + · · ·+ S2
Σ−1 +Sj + Sj−1 + · · ·+ S2 + Sj+1
Σ−1 +Sj + Sj−1 + · · ·+ S2 + Sj+1 + Sj+2
...
Σ−1 +Sj + Sj−1 + · · ·+ S2 + Sj+1 + Sj+2 + · · ·+ Sn−1.(5.47)
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Second, using these spheres, we can construct several SW basic classes using The-
orem 5.46 as follows: We start off by letting L = K and x = Σ−1 as in Theo-
rem 5.46, since |K · [Σ−1]| ≤ −1 cannot happen, K + 2[Σ−1] must be a SW basic
class. Note, that K2 = (K + 2[Σ−1])2, as required for 4-manifolds of simple type.
Next, we let L = K + 2[Σ−1] and x = Σ−1 + Sj, and after applying Theorem 5.46
again, we get that since |(K + 2[Σ−1]) · ([Σ−1] + [Sj])| ≤ −1 cannot happen, then
(K + 2[Σ−1]) + 2([Σ−1] + [Sj]) is a SW basic class. Proceeding in this manner, with
all the spheres of (5.47), we get that K ′ is a SW basic class of X ′, where K ′ is:
(5.48)
K ′ = K+2(n−1)[Σ−1]+2(n−2)[Sj]+· · ·+2(n−j)[S2]+2(n−(j+1))[Sj+1]+· · ·+2[Sn−1].
Next, we again apply Theorem 5.46 with L = K ′ and x = S1, and as in (5.46), we
get:
|K ′ · [S1]| = |K · [S1] + 2(n− 1)[Σ−1] · [S1] + 2(n− j)[S2] · [S1]|
= |(2k + 1)n− 2k − 2j| ≤ n.(5.49)
If k = 1, then (5.49) becomes:
(5.50) |2n− 2− 2j| ≤ n ,
which for n ≥ 4 and 2 ≤ j ≤ n − 2 cannot occur. Therefore, K ′ + 2[S1] is forced
to be a SW basic class, however, this is impossible since X ′ is of simple type and
(K ′ + 2[S1])2 6= (K ′)2. Consequently, the configurations with intersection numbers
I1 = 1 and Ij = 1 for one j for which 2 ≤ j ≤ n− 2 cannot occur.
If 2 ≤ k ≤ n−1, then the inequality (5.49) cannot hold if 2 ≤ j ≤ n−1. Therefore,
again K ′ + 2[S1] must be a SW basic class, but this cannot happen either since X ′
is of simple type. Consequently, the configurations with the intersection numbers
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I1 = k with 2 ≤ k ≤ n − 1 and Ij = 1 for one j for which 2 ≤ j ≤ n − 1 cannot
occur. 
The results in section 5.3.2 as well as Lemmas 5.71 and 5.72 imply that if n ≥
c21(X,ω) + 2, then there cannot be symplectic embeddings of Bn ↪→ (X,ω) of type
A. The only configurations which remain are those with I1 = k where 2 ≤ k ≤ n− 1
and Ij = 0 for j with 2 ≤ j ≤ n − 1, which correspond to symplectic embeddings
of Bn ↪→ X of type Ek for 2 ≤ k ≤ n − 1. Next, we will show that symplectic
embeddings Bn ↪→ (X,ω) of type Ek, k ≥ c21(X,ω) + 2, cannot occur.
Remark 5.73. The key difference between symplectic embeddings of Bn ↪→ X of type
A and Ek is that in the embeddings of type Ek, the sphere Σ−1 does not intersect
any sphere with self-intersection (−2), which as seen in Lemma 5.72, creates quite
a few Seiberg-Witten basic classes leading to contradictions because of adjunction
formulas. Therefore, in order to prevent embeddings of type Ek, k ≥ c21(X,ω) + 2,
we need c21(X,ω) to be low enough to guarantee the existence of several spheres with
self-intersection (−1), in addition to Σ−1.
The next Lemma will be instrumental in showing this last part of Theorem 5.6.
Lemma 5.74. Let Sdr ⊂ (M,ω) be an immersed symplectic sphere with self-intersec-
tion r and d double points, where (M,ω) is a symplectic 4-manifold with c21(M,ω) ≤
−1 and b+2 (M) > 1. Let Crn ⊂ (M,ω) be the linear plumbing of symplectic spheres
Srd, S2, S3, . . . , Sn−1, where the Sj are embedded symplectic spheres with [Sj]
2 = −2 for
2 ≤ j ≤ n− 1. Then there exists an embedded symplectic sphere Σˆ′−1 ⊂ (M,ω) with
[Σˆ′−1]2 = −1, and C ′rn ⊂ (M,ω), a linear plumbing configuration of symplectic spheres
Sdr , S
′
2, S
′
3, . . . , S
′
n−1 (each S
′
i is a perturbation of Si), such that if Σˆ
′−1 intersects any
spheres in the C
′r
n configuration it must do so positively and transversally.
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Proof. The proof of this lemma mirrors the proof of Proposition 5.2 in section 5.3.1.
As in the proof of Proposition 5.2, we start by putting an ω-compatible almost-
complex structure J on the spheres of the Crn configuration. We can do so in the same
manner as was done for the Cn configuration in Lemma 5.51. The only difference is
that we apply Lemma 5.52 to the small Darboux neighborhoods of the double points
of the immersed sphere Sdr , as well as to the small Darboux neighborhoods of the
intersections between adjacent spheres in the plumbing.
As before, since c21(M,ω) ≤ −1, by Corollary 5.50 of the theorems of Taubes
(Theorems 5.48 and 5.49), there must exist a J-holomorphic sphere Σˆ

−1 in (M,ω),
with [Σˆ−1]
2 = −1 for a generic ω-compatible almost-complex structure J. As in
section 5.3.1, the spheres of the Crn configuration are J-holomorphic curves, and
the sphere Σˆ−1 is a J holomorphic curve. Therefore, we use Gromov Compactness
(Theorem 5.57), and take a sequence of almost-complex structures J → J of which
there exists a subsequence such that Σˆ−1 converges to a multicurve uˆ = (uˆ
1, . . . , uˆN).
We can then apply Proposition 5.61, and conclude that there exists at least one i,
such that uˆi is an embedded J-holomorphic sphere, which we will label by Σˆ−1.
Again, as before, we apply Lemma 5.62, to the J-holomorphic curves Sdr , S2, S3,
. . . , Sn−1, Σˆ−1, and perturb these into symplectic surfaces Sˆdr , S
′
2, S
′
3, . . ., S
′
n−1, Σˆ′−1
which will intersect each other positively and transversally. The symplectic surface
Sˆdr has genus g(Sˆ
d
r ) = d, since it was obtained from the immersed sphere S
d
r by
smoothing out the double points, see [LU]. However, we can replace Sˆdr back with
Sdr , and consider the linear plumbing configuration of spheres S
d
r , S
′
2, S
′
3, . . . , S
′
n−1.
We can still conclude that the sphere Σˆ′−1 (after a possible perturbation) intersects
positively and transversally with that configuration, since Sdr differs from Sˆ
d
r only in
small neighborhoods around its double points. 
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Proposition 5.75. Let Bn ↪→ (W,ω), where (W,ω) is a symplectic 4-manifold with
b+2 (W ) > 1, be an embedding of type Ek, i.e. I1 = k and Ij = 0 for 2 ≤ j ≤ n− 1, for
k ≥ c21(W,ω) + 2, then (W,ω) must have SW basic classes in addition to ±c1(W,ω).
Proof. Assume Bn ↪→ (W,ω) is an embedding of type Ek. This implies that after
symplectically rationally blowing up (W,ω), we obtain (W ′, ω′) which contains a Cn
configuration of symplectic spheres, and a symplectic sphere Σ−1 which intersects the
sphere S1 ([S1]
2 = −n− 2) k times positively and transversally.
We blow down the sphere Σ−1, and obtain a manifold (W (2), ω(2)), such that
c21(W
(2), ω(2)) = c21(W
′, ω′) + 1. The sphere S1 ⊂ W descends to an immersed sphere
Sk−tuple−n−2+k2 which has self-intersection (−n − 2 + k2) and a k-tuple intersection point.
Since the sphere S1 was in fact pseudo-holomorphic, and the blow-down map is
holomorphic, the immersed sphere Sk−tuple−n−2+k2 is pseudo-holomorphic as well. There-
fore, Sk−tuple−n−2+k2 can be perturbed to a pseudo-holomorphic sphere with only double
point intersections (see [Mc]), of which there will be k(k−1)
2
such double points. Con-
sequently, the manifold (W (2), ω(2)) will contain a linear configuration C
k(k−1)/2
−n−2+k2 of
spheres S
k(k−1)/2
−n−2+k2 , S2, S3, . . . , Sn−1, where S
k(k−1)/2
−n−2+k2 is an immersed symplectic sphere
with self-intersection r = −n− 2 + k2 and d = k(k−1)
2
double points.
Next, since k ≥ c21(W,ω) + 2, we have that c21(W (2), ω(2)) ≤ −1, therefore, we can
apply Lemma 5.74 and obtain an embedded symplectic sphere of self-intersection
(−1): Σ(2)−1 ⊂ W (2). This sphere Σ(2)−1 must intersect the configuration Ck(k−1)/2−n−2+k2 , since
if it did not, we could blow up (W (2), ω(2)), obtain (W ′, ω′) again, rationally blow
down and get (W,ω), which would contain the sphere Σ
(2)
−1, a contradiction since
c21(W,ω) ≥ 1. By Lemma 5.74, Σ(2)−1 must then intersect the spheres of the Ck(k−1)/2−n−2+k2
configuration positively and transversally.
By Lemma 5.63, if Σ
(2)
−1 intersects with the spheres Sj, 2 ≤ j ≤ n−1 and [Sj]2 = −2,
then we must have [Σ
(2)
−1] · [Sj] = 1. However, if this is the case, then we would be
able to blow down repeatedly (n − 2) times and end up with a manifold that has a
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sphere of self-intersection (−1) and c21 ≥ 1, which is a contradiction. Therefore, Σ(2)−1
must only intersect with the immersed sphere S
k(k−1)/2
−n−2+k2 .
Since Σ
(2)
−1 is a sphere of self-intersection (−1), then c1(W (2), ω(2)) + 2[Σ(2)−1] is a SW
basic class of W (2), by Theorem 5.46. If we apply Theorem 5.46 to x = S
k(k−1)/2
−n−2+k2 , we
obtain:
(5.51) |(c1(W (2), ω(2)) + 2[Σ(2)−1]) · Sk(k−1)/2−n−2+k2| ≤ n− k,
which implies that
(5.52) [S
k(k−1)/2
−n−2+k2 ] · [Σ(2)−1] = j2, 1 ≤ j2 ≤ n− k.
If j2 = n− k, then we could blow up (W (2), ω(2)) and obtain (W ′, ω′), which would
now contain 2 spheres with self-intersection (−1): Σ−1 and Σ(2)−1, where:
[Σ−1] · [S1] = k[
Σ
(2)
−1
]
· [S1] = n− k.
Since ([Σ−1] + [Σ
(2)
−1]) · [S1] = n, as in Lemma 5.71, we can construct a relative class
δ ∈ H2(Cn, ∂Cn;Z) that is a union of the disks (Σ−1 ∪ Σ(2)−1) ∩N(Cn), such that the
relative class −nδ can be supported in the interior by the following homology class:
(5.53) − nδ = (n− 1)[S1] + (n− 2)[S2] + · · ·+ [Sn−1].
As a result, just as in the proof of Lemma 5.71, the SW basic class ±(c1(W ′, ω′) +
2[Σ−1] + 2[Σ
(2)
−1]) will extend to a SW basic class on (W,ω) after rationally blowing
down, forcing (W,ω) to have basic classes in addition to ±c1(W,ω).
If j2 6= n − k, then we blow down the sphere Σ(2)−1 in (W (2), ω(2)), and obtain the
manifold (W (3), ω(3)). The sphere S
k(k−1)/2
−n−2+k2 ⊂ (W (2), ω(2)) descends to the sphere
S
(k(k−1)+j2(j2−1))/2
−n−2+k2+j22
⊂ (W (3), ω(3)), (after perturbing the j2-tuple intersection, as done
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before). Next, since k ≥ c21(W,ω)+2, we have that c21(W (3), ω(3)) ≤ −1, therefore, we
can apply Lemma 5.74 and obtain an embedded symplectic sphere of self-intersection
(−1): Σ(3)−1 ⊂ W (3). Again, we have that c1(W (3), ω(3)) + 2[Σ(3)−1] is a SW basic class
of (W (3), ω(3)), thus by Theorem 5.46 we have that:
(5.54) |(c1(W (2), ω(2)) + 2[Σ(2)−1]) · Sk(k−1)/2−n−2+k2| ≤ n− k,
which implies that
(5.55) [S
(k(k−1)+j2(j2−1))/2
−n−2+k2+j22
] · [Σ(3)−1] = j3, 1 ≤ j2 ≤ n− k − j2.
If j3 = n − k − j2, then we could blow up (W (3), ω(3)) twice and obtain (W ′, ω′),
which would now contain 3 spheres with self-intersection (−1): Σ−1,Σ(2)−1 and Σ(3)−1,
where:
[Σ−1] · [S1] = k[
Σ
(2)
−1
]
· [S1] = j2[
Σ
(3)
−1
]
· [S1] = n− k − j2.
Since ([Σ−1] + [Σ
(2)
−1] + [Σ
(3)
−1]) · [S1] = n, again as in Lemma 5.71, we can construct a
relative class δ ∈ H2(Cn, ∂Cn;Z) that is a union of the disks (Σ−1∪Σ(2)−1∪Σ(3)−1)∩N(Cn),
such that the relative class −nδ can be supported in the interior by the same class as
before in (5.53). As a result, just as in the proof of Lemma 5.71, the SW basic class
±(c1(W ′, ω′) + 2[Σ−1] + 2[Σ(2)−1] + 2[Σ(3)−1]) will extend to a SW basic class on (W,ω)
after rationally blowing down, again forcing (W,ω) to have basic classes in addition
to ±c1(W,ω).
If j3 6= n − k − j2, we can repeat the same procedure again, which will again
force (W,ω) to have basic classes in addition to ±c1(W,ω). We can continue this
process until it terminates for some ` ≤ n − k, where we will have a j` so that
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j2 + j3 + j4 + · · · + j` = n− k. As a result, we will obtain the manifold (W (`), ω(`)),
which will have a sphere S
(k(k−1)+j2(j2−1)+···+j`−1(j`−1−1))/2
−n−2+k2+j22+···+j2`−1
that interesects the sphere
Σ
(`)
−1, (n − k − j2 − j3 − · · · − j`−1) times. We can then blow up (W (`), ω(`)) (` − 1)
times, and obtain the manifold (W ′, ω′) which will have ` spheres of self-intersection
(−1), such that:
[Σ−1] · [S1] = k[
Σ
(2)
−1
]
· [S1] = j2[
Σ
(3)
−1
]
· [S1] = j3
... =
...[
Σ
(`−1)
−1
]
· [S1] = j`−1[
Σ
(`)
−1
]
· [S1] = n− k − j2 − j3 − · · · − j`−1 = j`.
Again, in this case, we will have the SW basic class ±(c1(W ′, ω′) + 2[Σ−1] + 2[Σ(2)−1] +
2[Σ
(3)
−1]+ · · ·+2[Σ(`)−1]) which will extend to a SW basic class on (W,ω) after rationally
blowing down, again forcing (W,ω) to have basic classes in addition to ±c1(W,ω).
Notice, that we will have to do the greatest number of blow downs if j2 = j3 =
· · · = j` = 1, in which case, ` = n − k. Therefore, we require k ≥ c21(W,ω) + 2, in
order for all the manifolds (W (i), ω(i)) with 1 ≤ i ≤ ` to have c21(W (i), ω(i)) ≤ −1, so
that we can apply Lemma 5.74 repeatedly. 
From Proposition 5.75, we can see that if Bn ↪→ (X,ω) is of type Ek, k ≥
c1(X,ω) + 2, then (X,ω) must have SW basic classes in addition ±c1(X,ω), which
is a contradiction.
5.3.5. Symplectic embeddings of type E2. In this section we will show how to construct
symplectic 4-manifolds (X,ω), such that the symplectic embeddings Bn ↪→ (X,ω)
are of type E2, for n odd. In these constructions (X,ω) will have b+2 (X) > 1,
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n ≥ c21(X,ω) + 2 and BasX {±(c1(X,ω)}. It is not clear however, whether such a
construction actually yields a surface of general type or just a symplectic 4-manifold
with said properties. First, we introduce the Fintushel and Stern knot surgery con-
struction for 4-manifolds [FS3, FS4].
Definition 5.76. Let T ⊂ X be a homologically non-trivial torus, with self-intersec-
tion 0, in a 4-manifold X with b+2 (X) > 1. Let T ×D2 be a tubular neighborhood of
T in X. Also, let K ⊂ S3 be a knot, and N(K) be its tubular neighborhood. Then,
(5.56) XK = (X\(T ×D2)) ∪ (S1 × (S3\N(K)))
is defined to be the knot surgery manifold.
Note, the two pieces are attached in such a manner that the homology class [∗×∂D2]
is identified with [∗×λ], where λ is the longitude of the knot K. In other words, XK
is obtained from X by removing a neighborhood of the torus T and replacing it with
(S1 × (S3\N(K))). The manifold XK is homotopy equivalent to X (assuming X is
simply-connected).
In [FS3], Fintushel and Stern proved that the Seiberg-Witten invariants of XK are
determined by the Seiberg-Witten invariants of X and the Alexander polynomial of
the knot K, as long as T has a cusp neighborhood. For the statement of this result,
it is convenient to arrange all of the Seiberg-Witten basic classes into a Laurent
polynomial as follows:
Definition 5.77. Let BasX = {±β1, . . . ,±βm} and tβi = exp(βi) be variables satis-
fying tβi+βj = tβitβj , then
(5.57) SWX = b0 +
m∑
i=1
bi(tβi + (−1)(χ(X)+σ(X))/4t−1βi )
where b0 = SWX(0) and bi = SWX(βi).
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Example 5.78. Let X = E(m) be the elliptic surface (see example 5.39), and
t = exp(T ), where T is Poincaire dual of the fiber class, then:
(5.58) SWE(m) = (t− t−1)m−2 .
Theorem 5.79. Let T ⊂ X be as above in Definition 5.76. Assume that T lies in a
cusp neighborhood in X, then:
(5.59) SWXK = SWX ·∆K(t)
where ∆K(t) is the Alexander polynomial of the knot K.
Remark 5.80. If ∆K(t) is not monic then XK cannot admit a symplectic structure,
since if XK is symplectic then we must have SWXK (±c1(XK , ω)) = ±1. However, if
the knot K is fibered, then the knot surgery manifold XK has a symplectic structure
[FS3], since it can be constructed as a symplectic fiber sum [Go1].
We will exhibit symplectic 4-manifolds which have symplectic embeddings Bn ↪→ X
of type E2, by obtaining them from the elliptic surfaces E(m) by knot surgery, blow-
ups, and rational blow-down, (these constructions appeared in [Ak]). We will utilize
the following Lefschetz fibration of the elliptic surfaces E(m):
Lemma 5.81. [Ak] There exists an elliptic Lefschetz fibration on the surface E(m)
with a section, a singular fiber F of type I8m, (2m− 1) singular fibers of type I2 and
two additional fishtail fibers.
Recall, that a singular fiber of type Il is a plumbing of l spheres of self-intersection
(−2) in a circle, and a fishtail fiber is an immersed sphere with one positive double
point and self-intersection 0 (for more on elliptic surfaces and their singular fibers,
see [HKK, KM], also see Figure 70).
In [FS4], Fintushel and Stern investigated the consequences of performing the knot
surgery construction in certain neighborhoods in an elliptic fibration:
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fishtail fiber
0
I2 fiber
−2 −2
Il fiber
−2
−2
−2
−2
−2
l
Figure 70. Fibers in an elliptic fibration
Definition 5.82. [FS4] A double node neighborhood D is a fibered neighborhood of an
elliptic fibration which contains exactly two nodal fibers with the same monodromy.
One can perform knot surgery along a regular fiber in such a double node neighbor-
hood, D, for example, in a neighborhood of the I2 fiber (see Figer 70). The elliptic
surface E(m) will have a section R, which is a sphere with self-intersection (−m).
Fintushel and Stern observed that for a family of knots, the twists knots T (r), if we
perform knot surgery in the neighborhood of the I2 singular fiber, then a disk in the
section R gets replaced by a Seifert surface of the knot T (r). As a result, the manifold
E(m)T (r), will have a “pseudo-section” Rs, which we can think of as an immersed
sphere with one double point (since g(T (r)) = 1), still having self-intersection (−m)
(see [FS4, Ak]). Note, we will use this construction only for the knot T (1), which is
the trefoil knot, since we are interested in our 4-manifolds retaining their symplectic
structures.
Before we describe a family of symplectic 4-manifolds which will have a symplectic
embedding of Bn ↪→ (X,ω) of type E2, we first present some examples of a few of
such manifolds. These constructions first appeared in [Ak], however, here we write
them out in more detail.
Example 5.83. We consider the elliptic surface E(3), which has c21(E(3)) = 0,
b+2 (E(3)) = 5, b
−
2 (E(3)) = 29, a section R with [R]
2 = −3, two fishtail fibers F1 and
F2, five I2 fibers and one I24 fiber in its fibration. We perform five knot surgeries,
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F1
0
Rs
−3
F2
0
I24−2
−2
−2
−2
−2
24
Figure 71. Pseudo-section Rs with fibers in E(3)K1,...,K5
using the trefoil knot T (1) = Ki each time in its five double node neighborhoods (the
five I2 fibers), and obtain the manifold E(3)K1,...K5 , which has a “pseudo-section” Rs,
which is an immersed sphere with five double points having [Rs]
2 = −3. Additionally,
this “pseudo-section” Rs has the fibers F1, F2 and I24 intersecting it, in the same way
as they intersect R in E(3), (see Figure 71).
F1
0
S−23
−23
F2
0
E1 E2 E3 E4 E5
−1 −1 −1 −1 −1
I24−2
−2
−2
−2
−2
24
Figure 72. E(3)K1,...,K5#5CP 2
Next, we blow-up E(3)K1,...,K5 at each of the five double points in the “pseudo-
section” Rs, and obtain the manifold E(3)K1,...,K5#5CP 2. Rs becomes a sphere S−23
(self-intersection (−23)) in E(3)K1,...,K5#5CP 2. We have five exceptional spheres
E1, . . . , E5, each of which intersects the sphere S−23 twice, (see Figure 72). As a result,
in E(3)K1,...K5#5CP 2, we now have a C21 configuration of spheres, by taking the S−23
sphere together with 19 of the spheres in the I24 fiber. Finally, we can rationally
blow down this C21 configuration and obtain a manifold X(21) with b
+
2 (X(21)) = 5,
b−2 (X(21)) = 14 and c
2
1(X(21)) = 15, such that:
B21 ↪→ X(21) = RBD(E(3)K1,...,K5#5CP 2)
is a symplectic embedding of type E2. The embedding is symplectic, since we used a
fibered knot, the trefoil, in the knot surgery, and the blow-up and rational blow-down
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operations are symplectic as well. It is of type E2 since we have a symplectic sphere
(one of the exceptional spheres) intersecting the S−23 sphere of the C23 configuration
twice. Moreover, the manifold X(21) has only one Seiberg-Witten basic class (up to
sign), since only the top SW class of E(3)K1,...,K5#5CP 2,
±(13)T + E1 + · · ·+ E5
extends in the rational blow-down to X(21) (here, T is the Poincare dual of the fiber
class, see [FS4, Ak, Pa1]).
E6−1
SF1−4−4
S−23
−23
F2
0
E1 E2 E3 E4 E5
−1 −1 −1 −1 −1
I24−2
−2
−2
−2
−2
24
Figure 73. E(3)K1,...,K5#6CP 2
Using variants of this method, we could also obtain embeddings of other rational
homology balls Bn. We can take the manifold E(3)K1,...,K5#5CP 2 and blow it up
once more by blowing up one of the fishtail fibers (F1) at the double point, and ob-
tain E(3)K1,...,K5#6CP 2, (see Figure 73). The fishtail fiber F1 in E(3)K1,...,K5#5CP 2
becomes a sphere with self-intersection (−4), SF1−4 in E(3)K1,...,K5#6CP 2 which inter-
sects the sphere S−23 once. We can smooth out this intersection, and obtain a sphere
S−25 (self-intersection (−25)), such that:
[S−25] = [S
F1
−4] + [S−23] .
As a result, we have a C23 configuration of spheres in E(3)K1,...,K5#6CP 2, by taking
the sphere S−25 together with 21 spheres of the I24 fiber. After rationally blow-
ing down the C23 configuration, we obtain a manifold X(23) with b
+
2 (X(23)) = 5,
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b−2 (X(23)) = 13 and c
2
1(X(23)) = 16, such that:
B23 ↪→ X(23) = RBD(E(3)K1,...,K5#6CP 2)
is a symplectic embedding of type E2, similar to the embedding of B21 before.
E6−1
SF1−4−4
S−23
−23
E6
−1
SF2−4−4
E1 E2 E3 E4 E5
−1 −1 −1 −1 −1
I24−2
−2
−2
−2
−2
24
Figure 74. E(3)K1,...,K5#7CP 2
Likewise, we can take the manifold E(3)K1,...,K5#6CP 2 and blow it up once more
by blowing up the other fishtail fiber (F2) at the double point, and obtain the mani-
fold E(3)K1,...,K5#7CP 2, (see Figure 74). The fishtail fiber F2 in E(3)K1,...,K5#6CP 2
becomes a sphere with self-intersection (−4), SF2−4 in E(3)K1,...,K5#7CP 2 which inter-
sects the sphere S−23 once. We can smooth out the intersections of S−23 with the
spheres SF1−4 and S
F2
−4, and obtain a sphere S−27, such that:
[S−27] = [S
F1
−4] + [S−23] + [S
F2
−4] .
As a result, we have a C25 configuration of spheres in E(3)K1,...,K5#7CP 2, by taking
the sphere S−27 together with 23 spheres of the I24 fiber. Again, after rationally
blowing down the C25 configuration, we obtain a manifold X(25) with b
+
2 (X(25)) = 5,
b−2 (X(25)) = 12 and c
2
1(X(25)) = 17, such that:
(5.60) B25 ↪→ X(25) = RBD(E(3)K1,...,K5#7CP 2)
is a symplectic embedding of type E2, similar to the embeddings of B21 and B23
before.
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Additionally, we can alter this type of construction by performing knot surgeries
in one, two, three or four of the double node neighborhoods of the elliptic fibration
of E(3), instead of doing five knot surgeries as in the previous examples.
Next, we will describe the general construction of a family of such manifolds, similar
to the examples above, (again, see [Ak]).
Proposition 5.84. There exists a family of symplectic 4-manifolds X , with each
(X,ω) ∈ X having b+2 (X) > 1, BasX = {±c1(X,ω)} and a symplectic embedding
Bn ↪→ (X,ω) of type E2, for n odd. Moreover, for all (X,ω) ∈ X , the embeddings of
Bn ↪→ (X,ω) are such that n < 3 + 43c21(X,ω).
Proof. We proceed as in Example 5.83. First, we take the elliptic surface E(m),
m > 2, which has a section R, a sphere of self-intersection (−m), and perform knot
surgery in the double node neighborhoods of s of the I2 fibers, obtaining the manifold
E(m)K1,...,Ks , where 1 ≤ s ≤ 2m − 1 and Ki are copies of the trefoil knot. We now
obtain a “pseudo-section” Rs (see [FS4, Ak]) of E(m)K1,...,Ks , which is an immersed
sphere with self-intersection (−m) and s double points.
As in Example 5.83, we can blow up s times, so that Rs becomes the embedded
sphere S−m−4s (self-intersection (−m− 4s)) in E(m)K1,...,Ks#sCP 2. Additionally, in
E(m)K1,...,Ks#sCP 2 we will have s exceptional spheres E1, . . . , Es, with [Ei]2 = −1,
each of which intersects the sphere S−m−4s twice. In the fibration of E(m), we also
have two additional fishtail fibers, F1 and F2 (Lemma 5.81), which intersect the
“pseudo-section” Rs once. Therefore, we can blow up E(m)K1,...,Ks (s+ 1) times (at
the double points of Rs and the fishtail fiber F1), and after smoothing out the trans-
verse intersection, obtain a sphere S−m−4s−2 in E(m)K1,...,Ks#(s + 1)CP 2, such that
[S−m−4s−2] = [S
F1
−4] + [S−m−4s]. Likewise, we can blow up E(m)K1,...,Ks (s + 2) times
(at the double points of Rs and the fishtail fibers F1 and F2), and after smoothing out
the transverse intersections, obtain a sphere S−m−4s−4 in E(m)K1,...,Ks#(s + 2)CP 2,
127
such that [S−m−4s−4] = [S
F1
−4] + [S−m−4s] + [S
F2
−4]. (The spheres S
F1
−4 and S
F2
−4 are the
same as in Example 5.83.)
In these three cases, we obtain configurations of Cm+4s−2, Cm+4s and Cm+4s+2 in
E(m)K1,...,Ks # sCP 2
E(m)K1,...,Ks # (s+ 1)CP 2
E(m)K1,...,Ks # (s+ 2)CP 2 ,
respectively, by taking the spheres S−m−4s, S−m−4s−2 and S−m−4s−4, also respectively,
with the spheres of the I8m fiber. Note, this can be done as long we have enough
spheres of self-intersection (−2) in the I8m fiber to complete the Cm+4s−2, Cm+4s and
Cm+4s+2 configurations, so we must have (8m−1) ≥ (m+4s), (8m−1) ≥ (m+4s−2)
or (8m − 1) ≥ (m + 4s − 4), respectively. We can then rationally blow down these
configurations and obtain manifolds X(m+4s−2), X(m+4s) and X(m+4s+2), such that:
Bm+4s−2 ↪→ X(m+4s−2) ∼= RBD(E(m)K1,...,Ks#sCP 2)
Bm+4s ↪→ X(m+4s) ∼= RBD(E(m)K1,...,Ks#(s+ 1)CP 2)
Bm+4s+2 ↪→ X(m+4s+2) ∼= RBD(E(m)K1,...,Ks#(s+ 2)CP 2) .
In all of these cases, just like in Example 5.83, the embeddings of Bn will be
symplectic (since we used the trefoil knot in the knot surgery construction) and will
be of type E2 (due to the exceptional spheres Ei). Again, if m is odd, then only the
top basic classes
±(m+ 2s− 2)T + E1 + E2 + · · ·+ Er
of E(m)K1,...,Ks#rCP 2 extend to the rational blow-down, where r ∈ {s, s+ 1, s+ 2},
(this follows from results in [Pa1], also see [Ak]). As a result, the manifolds X(m+4s−2),
X(m+4s) and X(m+4s+2) will each only have one SW basic class, up to sign.
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It is clear from these embeddings of the rational homology balls Bn, that if we
want higher values of n, we are going to have to take higher values of m, thus, we
need to increase the b+2 betti number. In these constructions, the number n is mainly
restricted by the number of spheres of self-intersection (−2) in the I8m fiber which we
use to construct the Cn configuration of spheres. Consequently, even if we use all of
the (2m−1) of the I2 for our knot surgery construction along with both of the fishtail
fibers F1 and F2, and get a sphere S−m−4s−4, we may not be able not construct a Cn
configuration of spheres with n = m+ 4s+ 2 if we have (8m− 1) < (n− 1). For this
reason, for each m, in order to get the highest possible value for n, we may have to use
less than the (2m−1) of the I2 fibers in our knot surgery construction. Consequently,
the highest n which will work for these constructions is when n = 8m+ 1, where we
use all the (8m− 1) available spheres of the I8m fiber.
If m = 4k + 1, for k ≥ 1, then we have:
B8m+1 ↪→ X(8m+1) ∼= RBD(E(m)K1,...,K7k+2#(7k + 3)CP 2) ,
where b+2 (X(8m+1)) = 2m− 1 and c21(X(8m+1)) = 25k + 5.
If m = 4k + 3, for k ≥ 1, then we have:
B8m+1 ↪→ X(8m+1) ∼= RBD(E(m)K1,...,K7k+6#(7k + 6)CP 2) ,
where b+2 (X(8m+1)) = 2m − 1 and c21(X(8m+1)) = 25k + 2. The case m = 3 was done
in Example 5.83, where n = 25 was the highest possible number, (see (5.60)).
As a result, we can see that as (χh, c
2
1)→∞ then n→∞ as well. Moreover, in all
these examples we have n < 3 + 4
3
c21. If we take m ≥ 5, we can refine this bound to
n < 3 + 32
25
c21. 
It is important to note that it is not clear whether the examples in Proposition 5.84
yield surfaces of general type or just symplectic 4-manifolds. Additionally, as pro-
posed in Conjecture 5.9, one could probably construct embeddings of type Ek for
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k ≥ 3 having the same properties as those of type E2 in Proposition 5.84. This might
be done by defining the knot surgery construction in double node neighborhoods for
fibered knots with higher genus than the trefoil knot.
6. Generalized rational homology balls Bn,m
Park [Pa1] has extended Fintushel and Stern’s rational blow-down construction to
a generalized rational blow-down construction. In this generalized rational blow-down
construction, one takes a negative definite plumbing manifold Cn,m (where n ≥ 2,
m ≥ 1 and n and m are relatively prime), given by the diagram in Figure 75, where
k is the length of the continued fraction expansion [a1, a2, a3, . . . , ak] of
n2
nm−1 . In
Figure 75, the spheres Si, 1 ≤ i ≤ k, have self-intersection numbers (−ai), where
ai ≥ 2. Note, if m = 1 we recover the Cn configuration.
−a1 −a2 −a3 −ak−1 −ak
S1 S2 S3 Sk−1 Sk
Figure 75. Plumbing diagram of Cn,m, n ≥ 2, m ≥ 1
It follows that the boundary of Cn,m is the lens space L(n
2, nm − 1), thus again
pi1(∂Cn,m) ∼= H1(∂Cn,m;Z) ∼= Z/n2Z. These lens spaces also bound the generalized
rational homology balls Bn,m, [CH]. Therefore, one can define the generalized rational
blow-down in a similar manner as the standard one: remove the negative definite Cn,m
manifold and replace it with the rational homology ball Bn,m.
Symington in [Sy2, Sy3] showed that just like in the standard case, the generalized
rational blow-down can be performed in the symplectic category, provided the spheres
in the Cn,m configuration are symplectic and intersect each other transversally. The
almost-toric base (see section 5.2.1) for the rational homology balls Bn,m can be
presented as in Figure 76.
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s
slope mn
slope nm−1
n2
Figure 76. Almost-toric base for Bn,m
It would be interesting to investigate the possible obstructions to embedding these
generalized rational homology balls Bn,m, both smoothly and symplectically. The
greatest difficulty in generalizing the proof of Theorem 5.6 for embeddings of Bn,m
is perhaps that one cannot take advantage of the spheres of self-intersection (−2)
which are present in the Cn configuration. As seen in Lemma 5.63, Corollary 5.65,
Lemma 5.72 and Proposition 5.75, in the proof of Theorem 5.6, the fact that the
spheres Sj, 2 ≤ j ≤ n − 1 in the Cn configuration have self-intersection (−2), plays
a crucial role.
7. Appendices
Appendix A.
The following sequence of Kirby diagrams show the equivalence of the two different
Kirby diagrams for the rational homology balls Bn, as seen in Figures 2 and 12. We
start off with Figure 77, a Kirby diagram of Bn as in Figure 2, and illustrate the n
positive twists in Figure 78. Next we add a cancelling 1/2-handle pair which includes
a 0-framed two-handle, Figure 79. After this, we slide the (n − 1)-framed handle
off of the 0-framed handle, and obtain Figure 80, where the (n − 1)-framed handle
becomes a (n − 3)-framed handle. We can continue to perform handleslides as seen
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in Figure 81 and Figure 82, until we have completely slid off the original two-handle
from the original one-handle, obtaining Figure 83. Finally, we remove a cancelling
1/2-handle pair, and obtain Figure 84, with n negative twists, which corresponds to
Kirby diagram Figure 85 (identical to Figure 12).
Figure 77.
n
n− 1
n
twists
n− 1
Figure 78.
n− 1
n
twists
0
Figure 79.
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n− 3
n− 1
twists
0
Figure 80.
n− 5
n− 2
twists
0
Figure 81.
133
−n+ 1
n− 1
twists
0
Figure 82.
−n− 1
n− 1
twists
0
Figure 83.
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Figure 84.
n
−n− 1
n
twists
−n− 1
Figure 85.
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