I. INTRODUCTION
raffic congestion, as a major player in the economic cycle that has a considerable contribution in the national GDP, is costing Greater Toronto Area $6B a year according to 2010 statistics [1] . ATSC has the potential to significantly alleviate traffic congestion in urban transportation networks as opposed to the commonly used pretimed and actuated control systems for isolated intersections [2] .
Employing adaptive signal control strategies at local level (isolated intersection) might limit their potential benefits. Therefore, optimally controlling the operation of multiple intersections simultaneously can be synergetic and beneficial. However, such integration certainly adds more complexity to the problem. Traffic signal control has been typically approached in a centralized way (e.g., SCOOT [3] , TUC [4] ) or partially centralized (e.g., SCATS [5] ) which is function of the cost and reliability of Manuscript submitted July 13, 2012 . The authors gratefully acknowledge the financial support of Connaught and OGS Scholarships from University of Toronto.
continuous communication from the central controller to the field, which also increases vulnerability upon failures, and ultimately makes the system more difficult and costly to expand major difficulty. PRODYN [6] , OPAC [7] , RHODES [8] are examples of adaptive systems that are decentralized based on dynamic programming (DP). However, DP algorithms are computationally intractable [9] and also require a state transition probability model for the traffic environment which is difficult to obtain.
As suggested in [10] , the next generation of the ATSC that keeps the advantages of the previous systems while addresses the issues that have faced their development; should be built on self -learning capabilities based on experience under various conditions in which the computational scheme is efficient enough to be implemented in real-time.
Reinforcement Learning (RL) [15] has shown good potential for self-learning closed-loop optimal traffic signal control in the stochastic traffic environment ( [9] , [11] , [12] ). RL has the added advantage of being able to perpetually learn and improve service over time. Multi-Agent Reinforcement Learning (MARL) is an extension of RL to multiple agents in stochastic environment. The decentralized traffic control problem is an excellent testbed for MARL due to the inherited dynamics and stochastic nature of the traffic system ( [9] , [13] ), which is our focus in this paper.
Despite the recent approaches employing MARL, it is often assumed that each agent learns individually. However, this independent learning approach is not correct because the underlying environment is not stationary, i.e. as an agent learns its local optimal policy, surrounding agents are also learning and changing their behavior. Thus, flexible and computationally efficient coordination approaches are becoming instrumental in controlling a network of agents; plausibly by employing heuristics and approximate approaches based on modifying the existing MARL techniques [9] .
To address these limitations, we present a new approach for a decentralized and coordinated ATSC using MultiAgent Reinforcement Learning for Integrated Network of Adaptive Traffic Signal Controllers (MARLIN-ATSC). MARLIN-ATSC is designed such that each signalized intersection not only learns its control policy but also considers the policies of the adjacent signalized intersection in its neighborhood and acts accordingly. This approach offers four simultaneous capabilities compared to the existing RL methods employed in the literature: 1) it maintains a coordination mechanism between agents without compromising the dimensionality of the problem, 2) It is not limited to synchronization along an arterial only as it is applicable to any two dimensional networks, 3) it does so while responding adaptively to second-by-second fluctuations in traffic conditions in the network, 4) investigating different levels of coordination between the learning agents.
II. REINFORCEMENT LEARNING IN STATIONARY AND NON-STATIONARY ENVIRONMENT

A. Reinforcement Learning
The most common single agent RL algorithm is Qlearning [14] . The Q-Learning agent learns the optimal PDSSLQJ EHWZHHQ WKH HQYLURQPHQW ¶V VWDWH O and the corresponding optimal control action = based on accumulating rewards N:Oá =;ä Each state-action pair (s,a) has a value called Q-values that represents the expected long-run cumulative reward for the state-action pair :Oá =;. In each iteration, G, the agent observes the current state • i , chooses and executes an action ƒ i that belongs to the available set of actions #, and then the Q-Factor is updated according to the immediate reward "k• i á ƒ i o and the state transition to state • i>5 as follows [15] ;
where =á @ Ð :rás? referred to as the learning rate and discount rate, respectively.
The agent then decide the next action which can be simply choosen as the greedy action at each iteration based on the stored Q-Factors, as follows;
However, the sequence 3 Þ is proven to converge to the optimal value only if the agent visits the state±action pair an infinite number of iterations [14] which requires balancing the exploration and exploitation in Q-Learning, algorithms such as ó-greedy and softmax are typically used [15] .
B. Multi-Agent Reinforcement Learning
MARL is the extension of RL to the multiple agents setting. A comprehensive survey of MARL algorithms can be found in [17] . Nonstationarity of the multi-agent learning problem arises because all the agents in the system are learning simultaneously. Each agent is, therefore, faced with a moving-target learning problem because the best policy changes as the othHU DJHQWV ¶ SROLFLHV FKDQJH [17] . Most MARL algorithms seek an equilibrium joint-policy [16] . In cases where multiple equilibrium policies exist, the problem becomes more challenging because agents acting simultaneously might result in a non-equilibrium joint policy. In such cases, the agents require a coordination mechanism to coordinate their choices/actions so as to reach a unique equilibrium policy.
MARL algorithms can be categorized to four classes according to the level of coordination considered [17] :
x Independent MARL (I-MARL) algorithm in which each agent learns and decides at the local level (i.e., using its local state and local action) using equations (1) and (2). x Joint-Learning algorithm in which agents are considering the actions for other agents in the learning process; however, there is no coordination mechanism in the decision making process. x Indirect Coordination (IC) methods: Indirect coordination methods bias action selection toward actions that are likely to result in good rewards. The likelihood of good values is evaluated using models of the other agents estimated by the learner through observing their behavior in the past e,g. NSCP [19] . [24] where RL is used to control the central intersection in a network of 5 intersections while the other 4 intersections use the longest-queue-first heuristic. Li et al. [25] proposed an RL-based approach in which every agent will consider the ZHLJKWHG VXP RI LWV ORFDO GHOD\ DQG LWV QHLJKERUV ¶ GHOD\V DV the outcome of its action. Salkham et al. [26] proposed a similar algorithm to provide adaptive and efficient urban traffic control. In Wiering's work [27] ., although agents are the traffic signals, the learning process is formulated such that the state representation is vehicle-based (i.e., based on waiting times for individual vehicles). Medina et. al. [28] used Q-learning, and an approximate DP algorithm to control the traffic signals in which the learning agent considers its local state in addition to information about the congestion levels of neighboring intersections. However, this implementation does not include any explicit mechanism for coordination.
On the other hand, Kuyer et al. [29] is the only algorithm, to WKH EHVW RI DXWKRUV ¶ NQRZOHGJH WKDt considers explicit coordination mechanism between the learning agents that extends Wiering [27] using the coordination graphs. Maxplus algorithm is used to estimate the optimal joint action by sending locally optimized messages among connected agents. However, Max-plus algorithm is computationally demanding and therefore the agents reports their current best action at any time even if the action found so far may be sub-optimal. Also, the use of a model-based RL approach adds unnecessary complexities compared to using model free approach like Q-Learning.
In most of the previous studies the algorithms has been applied to very simplistic scenarios and under strong assumptions in terms of traffic behavior by considering simplified simulation environment ( [20, 21, 23, 24, 30] ) , and/or assuming a hypothetical traffic flows ( [20, 21, 23, 24, 27, [30] [31] [32] ) which does not necessarily mimic the reality in traffic networks. Moreover, two major challenges are associated with applying RL (MARL) to ATSC problem; the need for coordination, and the cure of dimensionality as discussed below:
x Need for Coordination:
The need for coordination stems from the fact that the effect of any DJHQW ¶V DFWLRQ RQ WKH HQYLURQPHQW GHSHQGV DOVR RQ WKH DFWLRQV WDNHQ E\ WKH RWKHU DJHQWV +HQFH WKH DJHQWV ¶ FKRLFHV RI DFWLRQV PXVW EH mutually consistent in order to achieve their intended effect [17] . It can be concluded from the reviewed literature that the majority of the previous studies consider independent learning agents Oliveira et al. [20] , Camponogara and Kraus Jr [21] , Bazzan [22] , Richter et al. [23] , Arel et al. [24] , Wiering [27] , Li et al. [25] , Salkham et al. [26] . Although Kuyer et al. [29] considered the two-level coordination, it suffers from the above mentioned limitations.
x Curse of Dimensionality:
Although the existence of few coordination-based MARL methods (e.g., OAL [18] , and NSCP [19] ), they suffer from the curse of dimensionality issue that arises because the state space is growing exponentially with the number of agents. Even in SG-based MARL approaches that are proven to optimally converge to the joint policy, each agent has to keep a set of tables whose size is exponential in the number of agents: |S 1 _î«î_6 N |×|A 1 _î«î_$ N | where S i and A i represent the state and action spaces for agent i, respectively. In addition to the dimensionality issue, these methods require each agent to observe the state of the whole system which is infeasible in case of transportation networks.
In the next section we introduce a new algorithm that maintains a coordination mechanism between agents without compromising the dimensionality of the problem..
IV. MULTI-AGENT REINFORCEMENT LEARNING FOR INTEGRATED NETWORK OF ADAPTIVE TRAFFIC SIGNAL CONTROLLERS (MARLIN-ATSC)
In typical traffic networks, signalized intersections (agents) are physically connected through the roadway network which represents a set of neighbouring agents. Although in traffic networks, the agent is incapable of observing the conditions of the entire network, it is possible to observe the conditions of the neighbouring agents. In MARLIN, each agent plays a game with all its adjacent intersections in its neighbourhood. The agent has a number of learning modules; each corresponds to one game. The state-space and the action-space are distributed such that the agent learns the joint policy with one of the neighbours. the agent learns the optimal joint policies by implementing one of two learning approaches described in section II-B; Multi-Agent Reinforcement Learning for Integrated Network using Indirect Coordination mechanism (MARLIN-IC) and MultiAgent Reinforcement Learning for Integrated Network using Direct Coordination mechanism (MARLIN-DC). Given the joint policies, the agent decides the action based on implementing one of the two coordination mechanisms described in section II-B. The conceptual design of MARLIN is illustrated in Example 1. In the next section, the mathematical framework, the learning approach, and the decision making technique are presented.
Example 1: MARLIN Illustrative Example
In traffic control problems for a network of multi-intersection, each intersection is inevitably affected by its neighbours that are also affected by their neighbours in a network-wide cascading fashion. Three cases are shown in Fig. 1 for an illustrative grid network. 
A. MARLIN Learning Approach 1) MARLIN-IC Learning Approach:
The following are the steps for the learning approach designed in MARLIN-IC that is formally described in a pseudo code in Algorithm 1: using the value of the best-response action taken in the next state. The best-response value ( "" g i ; is the maximum expected Q-value at the next state which is calculated using the models for other agents (Eqn. 4).
Algorithm 1: MARLIN-IC Learning
Initialization at time ' L Ù: 
For each agent
c. Choose the maximum expected Q-value at state
/E,0$EFOEG, O0$EFG,=0$EF
d. Update 3 ÜáÇ» Ô >Ý?
3 ÜáÇ» Ô >Ý?
e. Decide ƒ g i>5
End For End For End For
2) MARLIN-IC Learning Approach:
The following are the steps for the learning approach designed in MARLIN-DC that is described in a pseudo code in Algorithm 2:
x Each agent i starts with a random local policy kƒ g Û4 o and exchanges this policy with its neighbours NBi. x The agent learns the optimal joint policy with the neighbour g >OE? Ê OE Ð <sá å á g = by updating the Q-values corresponding to the pair of connected agents :‹á g >OE?; ; x Each agent updates Q-values gáRF _ >h? :c• g á • RF _ >h? gá >ƒ g , ƒ RF _ >h? ?; using the value of the action that should be taken in the next state following the current policy and given the policy of the neighbouring agents.
Algorithm 2: MARLIN-DC Learning Initialization at time ' L Ù:
For each agent •á Eó<sátá å á 0=: 
e. Update = Ü ÛÞ>5 and Decide = Ü
Þ>5
End For End For End For
B. MARLIN Decision Making Approaches
The decision making approach can be implemented through indirect coordination (IC) or direct coordination (DC) mechanisms. The decision making approaches for MARLIN-IC and MARLIN-DC are discussed in the following sections.
1) MARLIN-IC Decision Making Approach:
In MARLIN-IC, agent decides its action without direct interaction with the neighbors. Instead, the agent uses the estimated models for the other agents and act accordingly. Agent i chooses the next action using a simple heuristic decision procedure which bias action selection toward actions that has the maximum expected Q-value over its neighbours g . The likelihood of Q-values is evaluated using the models of the other agents, / ÜáÇ» Ô >Ý? á estimated in the learning process (Eqn. 6).
2) MARLIN-DC Decision Making Approach:
In MARLIN-DC [33] , agent i generates the next action by negotiating and directly interacting with its neighbours. Agent i starts with a random local policy and exchanges this policy with its neighbours NBi. Then, agent i calculates its utility (U c ) with respect to its current policy and its QHLJKERXUV ¶ SROLFLHV $JHQW L DOVR FDOFXODWHV WKH XWLOLW\ RI LWV best-response policy (U br ) given the policies of its neighbours. The difference between the two utilities (U br ± U c ) represents a gain message. Agent i broadcasts its gain message to its neighbours and receives their gain messages. Agent i then improves its policy if its gain message is higher than all the gain messages received from its neighbours (i.e., if agent i is the winner). If Agent i is the winner at the current cycle of the algorithm, it changes its policy to the best policy and broadcasts it to the neighbors . This process may be repeated until all connected agents change their policies. The pseudo code for the MARLIN-DC is presented in Algorithm 3. 
Broadcast Gain (i) and receive Gain (j) á ÊOE Ð 0$ Ü Update agent i's policy and choose next action
End If Else (agent i explores)
ƒ g i>5 =random action aÐ g
End For End For
Some of the main challenges in deigning any RL system are the design of the following elements/parameters: the state definition, action definition, reward definition, action selection method. In [12] , a comprehensive investigation of these key issues in RL-based signal control for isolated intersections is conducted. The most effective state definition, action definition, reward definition, and action selection method are considered in this paper as follows;
C. State Definition: Queue length 7KH DJHQW ¶V VWDWH LV UHSUHVHQWHG E\ D YHFWRU RI 3 components, where P is the number of phases. The first two components are: 1) index of the current green phase, and 2) Elapsed Green Time (EGT) of the current phase. The remaining P components are the maximum queue lengths associated with each phase (Eqn 11), which is the most common state definition in the RL-based signal control literature [30] .
where " j i is the number of queued vehicles in lane Ž at time k. The maximum queue is taken over all lanes that belong to the lane-group corresponding to phase L, . ã , that receive the right of way during phase L. Vehicle (v) is considered at a queue if its speed is below certain speed threshold :
.
where j i is the set of vehicles travelling on lane Ž at time k.
D. Action Definition: Variable Phasing Sequence
The agent is designed to account for variable phasing sequence in which the control action is no longer an extension or a termination of the current phase as in the fixed phasing sequence approach; instead, the algorithm extends the current phase or switches to any other phase according to the fluctuations in traffic, possibly skipping unnecessary phases. Therefore, this definition employs an acyclic timing scheme with variable phasing sequence in which not only the cycle length is variable but also the phasing sequence is not predetermined. Hence, the action is the phase (p) that should be in effect next (
where P is the set of possible phases. It is worth noting that if the action is the same as the current green phase, then the green time for that phase will be extended by a specific time interval (1 sec). Otherwise, the green light will be switched to phase = Þ after accounting for the corresponding yellow (; Ô Ö ), all red (4 Ô Ö ), and the minimum green () Ô Ö àÜá ; times (Eqn 14).
In this study, the following values are arbitrarily used for the testbed intersection (Fig. 3) 
E. Reward Definition: the reduction in the Total
Cumulative Delay Since the goal of each agent is to minimize the total delay experienced in the intersection area associated with that agent, the reward function is defined as the reduction in the total cumulative delay and of course this value will be different from one agent to another. First, let us define the vehicle cumulative delay † t i which is the total time spent by vehicle R in a queue (defined by a certain speed threshold ' Xfp ) up to time step G. The cumulative delay for phase L is the summation of the cumulative delay of all the vehicles that are currently travelling on lane-group . ã (Eqn 15). Vehicle leaves the intersection once it clears the stop
where ¿ i?5 is the duration of the previous time step before the decision point at time k, and ' t i LV YHKLFOH ¶V VSHHG DW time k. The immediate reward for certain agent is defined as the reduction (saving) in the total cumulative delay associated with that agent, i.e., the difference between the total to B2, MARLIN-ATSC reduces the average delay by 6.9% and 11.3% for the uniform profile and variable profiles, respectively. x At high demand levels, similar trends are observed as depicted from Fig. 4 with proportional increase in the total delay values due to the increase in the demand level. It is noteworthy that the performance of MARLIN-ATSC and B2 (over B1) is more vivid when compared to normal demand scenario. Under uniform demand profiles, MARLIN-ATSC exhibits 55.5% and 8.1% lower average delay when compared to B1 and B2, respectively. Furthermore, under variable demand profiles, MARLIN-ATSC results in 63.3% and 12.3% reductions in average delay over B1 and B2, respectively. x MARLIN-IC and MARLIN-DC have similar average delay performance (Fig. 4) and route travel times (Table 2 ).
x It is shown from Table 1 that the efficiency of MARLIN-ATSC is more profound in cases of traffic fluctuations which assures the adaptability of the algorithm to variant travel patterns.. Although promising, this result is not unexpected as the arrivals variability triggers the intersections to coordinate their actions. For example, promptly releasing 20% of the EW demand (from zone 10 to zone 9) in the first few minutes of the simulation will most likely causes links reach saturation and consequently the links associated with intersections I5, I4, I2. When such spill-back occurs, it is crucial for the three intersections to coordinate their actions. Similarly, when demand increases in the NS direction, it is important for I1, I4, I3 to coordinate their actions.
x Table 1 shows that at normal demand levels, the effect of MARLIN-ATSC and B2 is vivid only for intersection I2 because the flow approaching other intersections warrants only the minimum green (to accommodate the pedestrians crossing) and hence, it is not unexpected to obtain similar average delay (from MARLIN-ATSC, B1,B2) in the uniform demand case.
x At high demand levels (Table 1) , the efficiency of MARLIN-ATSC for all intersections is profound. By spatially examining the results, it is found that intersection I3 contributes the most to the efficiency of MARLIN-ATSC and B2 compared to B1. This is primarily due to the high demand in the NS direction (from zone 13 to zone 1) causing spill-back as B1 typically serves fixed green time that does not cope with the increase in demand, and consequently blocks vehicles upstream the intersection. x Table 2 shows that under normal demand levels, B2 reduces travel times from 5.5% on Bay St. NB route to 38% on Front St. EB route compared to B1. On the other hand, MARLIN-ATSC exhibits more savings that range from 16.6% on Bay St. NB route to 56% on Front St. EB route.
Convergence
The convergence of MARLIN-ATSC and B2 are examined to further assess the reliability of the learning approaches under different conditions. The conversance is evaluated after 30 runs for both algorithms (MARLIN-ATSC, B2) XVLQJ 0±JUHHG\ DFWLRQ VHOHFWLRQ PHWKRG ZLWK 0 Table 3 shows computation time and convergence speed of B2 and MARLIN-ATSC algorithms under normal demand and high demand levels. As expected, MARLIN-ATSC consistently speeds up the convergence relative to B2. The higher the demand, the greater the speed improves for MARLIN-ATSC. This conclusion is also intuitive because when each agent learns independently each agent is faced with a moving-WDUJHW OHDUQLQJ SUREOHP LQ ZKLFK WKH DJHQW ¶V RSWLPDO SROLF\ FKDQJHV DV WKH RWKHU DJHQWV ¶ SROLFLHV FKDQJH RYHU time. Although MARLIN-IC and MARLIN-DC have similar average delay and route travel times performance (Fig. 4 , and Table 1) , it is shown in Table 3 that MARLIN-DC requires more computation time per learning step in addition to slower convergence speed. The problem of coordinated ATSC is a challenging problem because of the exponential growth in the number of joint timing plans to be explored as the network size grows. In this paper, we review previous studies and highlight the gaps in literature. In order to attain the compromise of achieving coordination-based decentralized adaptive real-time control without suffering from the curse of dimensionality challenge that is associated with MARL techniques, MARLIN-ATSC is presented. The presented approach is tested on a simulated network of 5 intersections in Downtown Toronto using PARAMICS. The performance of MARLIN-ATSC is compared to two benchmarks: B1) the widely used fixed time control optimized using Webster method, and B2) the independent Q-Learning-based control agents. An experiment is designed to test efficiency and adaptability of MARLIN-ATSC to: 1) fluctuations in traffic arrivals, and 2) overall demand level. The analysis of the results leads to the following conclusions: 1) MARLIN-ATSC consistently outperforms B1&B2 regardless the demand arrival profiles, 2) the effectiveness of the MARLIN-ATSC is more vivid in case of high demand level and variable demand profiles which reflects its adaptability to fluctuation in traffic conditions. More specifically, the experiments show that coordination is more effective under highly saturated conditions. Indirect coordination mechanism (MARLIN-IC) is recommended over the direct coordination mechanism (MARLIN-DC) as it achieves similar performance (average delay and route travel times)but with faster convergence speed and less computation time.
The on-going research includes testing the proposed algorithm on a large-scale network of about 60 intersections in downtown Toronto that also includes freeway control agents such as ramp metering. 
