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Several perturbation theorems are proved for nonlinear ordinary differential 
equations for which all solutions of the linearized equation are integrable. This 
gives a practical type of stability expressing the property that solutions tend to 
zero, and measures of the effect of various types of perturbations on such 
systems. 
1. In studying the effect of perturbations of various types on the solutions 
of a nonlinear differential equation, one must assume some stability property 
for the unperturbed system. A useful kind of stability is one for which the 
effect of perturbations can be studied. In fact some types of stability, for 
example total stability, are defined in terms of the behavior of solutions under 
perturbations. Here we define a new type of stability in terms of the behavior 
of solutions of the variational system. This type of stability shares many of 
the perturbation properties of uniform asymptotic stability but is not equiv- 
alent to uniform asymptotic stability. Being formulated in terms of a linear- 
ized system, it is a type of stability which is easy to verify in practice, and it 
extends the class of systems for which the effect of perturbations can be 
measured. 
2. We wish to consider solutions of the unperturbed system 
x’ =f(t, x) (1) 
and to compare them with solutions of the perturbed system 
Y’ = f(4 Y> + ‘dt, Y). (2) 
We denote by x(t, t,, , x0) the solution of (1) through the initial point (to, x,,), 
and by y(t, t, , yO) the solution of (2) through the initial point (to, ya). Here 
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t > 0, t, > 0, and X, y, x,, , ys , f, g are n-dimensional column vectors. It is 
assumed throughout that f and g are continuous and that the components of 
f (t, X) are differentiable with respect to the components of x for t > 0 and x 
in a region D. We will use f=(t, X) to denote the matrix of partial derivatives 
of components off (t, x) with respect to the components of X. 
The linear system 
is called the variational system of (1) with respect to the solution x(t, t, , x0) 
of (1). We denote by @(t, t, , x0) the fundamental matrix of (3) which is the 
identity matrix when t = to . Then, by the elementary theory of differenti- 
ability of solutions with respect to initial conditions [4, p. 271, 
@(4 to , x0) = & [x(t, to , %)I. (4) 
An essential tool in our development is the nonlinear variation of constants 
formula of Alekseev [l]. We begin by recalling two results from [l], of which 
we shall make repeated use. 
LEMMA 1. Let D be a convex subset of D, let x0 , y,, E ij, and let t be such 
that x(t, t, , x,,) E D, x(t, t, , y,,) E D. Then 
I 44 to 9 x0) - 44 to ,Yo)l G I x0 -Yo I E’Dp I WY to 3 511 (5) 
LEMMA 2. Let t be such that x(s, to, yo) E D and y(s, t,, , yo) ED for 
to < s < t. Then 
At, to , ~0) - x(t> to 9 ~0) = jlo W> s> ~6, to , YoN g(s, ~0, to , ~0)) ds- (6) 
In this spaper we shall assume that f (t, 0) = 0 for t 3 0, so that x = 0 
is a solution of (1). This also means that we may write 
f 6 4 = 4) x + h(t, 4, (7) 
where A(t) is a continuous matrix and h(t, x) is a column vector which is 
continuous and whose components are continuously differentiable with 
respect to the components of x for t > 0 and x E D. By Taylor’s theorem, we 
also have h(t, X) = o(I x I) as 1 x I -+ 0 uniformly in t. Since 
W, 4 o 
,f$J m = ’ 
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we have h&t, 0) = 0, and by the continuity of h,(t, x), we have 
h,(t, 4 = 41) (8) 
as 1 x / + 0, uniformly in t for t in a compact interval. We assume that (8) 
is valid as 1 x 1 + 0 uniformly in t for all t >- 0. 
We now define a new kind of stability for the solution x = 0 of (1). This 
kind of stability is defined in terms of the variational system with respect to 
the solution x = 0 of (I), which is 
0’ = f&, 0) v, (9) 
or, using the representation (7), 
21’ = A(t) v. (10) 
DEFINITION. The solution x = 0 of (1) is said to be asymptotically stable 
in variation if the fundamental matrix @(t, t, , 0) of (9) (or (10)) such that 
@(to , t, , 0) is the identity matrix satisfies 
s t / @(t, s, 0)i ds < K (11) to 
for every t, > 0 and all t > t, . 
THEOREM 1. If the solution x = 0 of (1) is asymptotically stable in varia- 
tion, then there exist constants 01 > 0 and M > 0 such that 
s t SUP I W, s, x,)1 ds d n/r to IW,lC~ (12) 
for every sujkiently large t, and all t 3 t, . 
Proof. It has been shown [5, p. 691 that (1 I) implies the asymptotic 
stability of the solution x = 0 of (1). Let u(t, s) be a solution of (3) and let 
v(t, s) be the solution of (9) such that U(S, s) = c(s, s). By the (linear) variation 
of constants formula applied to the system 
u’ = A(t) u + h,(t, x(t)) u, (13) 
which is the same as (3), we have 
u(t, s) = v(t, s) + j” @(t, T, 0) h,(T, x(~)) U(T) s) d7. 
s 
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Integration with respect to s from t, to t and interchange of order of integra- 
tion gives 
Let r(t) = & / u(t, s)l ds. Since (11) implies 1 J-i0 o(t, s) ds 1 < K, we have 
~(4 < K + St I @(t , 7, o)l / &(T, X(T))1 Y(T) dT. 
to 
(14) 
But, because of the asymptotic stability of the solution x = 0 of (I), and (8), 
we can make 1 &(T, X(T))~ < E f or 7 > t,, by choosing t, sufficiently large. 
Using this and (11) in (14), we obtain 
y(t) < K + KE sup Y(T). 
t,<s<t 
Then 
and 
K 
sup r(t) < ~ =M 
t0<7<t 1 - KE 
if E < l/K. Now every solution u(t, s) of (3) obeys ljO I u(t, s)/ ds < M, 
provided / X(T)~ is small enough, and this proves the theorem. 
We remark that if the unperturbed system (1) is linear, so that (l), (3), 
and (9) are identical and @(t, t, , x0) is independent of x,, , then (11) implies 
that @(t, t, , x0) is an exponentially decreasing function of t for fixed to and 
( x,, I < 01 [5, p. 681. It is well-known that if (1) is linear, if the solution 
x = 0 of (1) is uniformly asymptotically stable, and if g(t, y) = o(] y 1) 
uniformly in t as I y I -+ 0, then the solution y = 0 of (2) is asymptotically 
stable. It is also known [7] that if (1) is linear and if the solution x = 0 of 
(1) is uniformly asymptotically stable, then (11) is satisfied. It has been shown 
[5, p. 681 that if (1) is linear and ifg(t, y) = o(I y I) uniformly in t as I y I+ 0, 
then the condition (11) suffices to imply the asymptotic stability of the solution 
y = 0 of (2). Our next main result extends this result to the nonlinear case. 
The proof of this theorem requires some information about the asymptotic 
stability of the solutions x = 0 of (1) and u = 0 of (3) under the assumption 
of asymptotic stability in variation. 
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LEMMA 3. If the solution .V = 0 of (1) is asymptotically stable in variation, 
then 
‘,‘ry qt, t,, ) s,,) == 0 (15) t I 
for each t, 12 0 and / x0 ; ;‘; 01. 
Proof. By the chain rule for differentiation and (3), we have 
& x(t, s, x(s, 43 > %)) = @(t, s, x(s, t, , x0) @(s, 4, , %). 
0 
It follows from the uniqueness of solutions of (1) that 
x(t, s, x*(s, t, , xc))) = x(4 43 7 %I), 
and therefore 
@(t, t, , x0) = @(t, s, X(6 t, , xl))) @(s, t, 9 X”)’ (16) 
By hypothesis, and Thm. 1, (12) holds for some 01 > 0. We define 
1 
a(t) = 1 qt, t, , x0)1 . 
Using (16), we have 
s 
t 
a(s) ds . @(t, t, , x0) = 
to I 
t 
@(t, s, x(s, to , x0)) @(s, to , 4 a(s) ds. 
to 
Taking norms, we obtain 
1 t 
-j a(s)ds< s t 44 t, 
I w , s, x(s, to , W ds < K, 
to 
provided xfs, t, , x0) E D for s > t, . If we define A(t) = siO a(s) ds, this 
becomes A(t) < Ku(t) = K/l’(t). We pick any tl > t, and integrate, obtaining 
Thus 
Ku(t) > A(t) > A(t,) eCtetljiK. 
1 1 -(t-t,)/, 
I @(4 t0 ~~31 = a(t) < KA(~,) e , 
which yields (15). We remark that this proof is adapted from [5, p. 681. 
Asymptotic stability in variation is easily seen to be implied by the condi- 
tions cr < 0 and a0 < 0 introduced in [2, 31. It is also clear that a system 
whose linear part is uniformly asymptotically stable, hence exponentially 
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stable, is asymptotically stable in variation. Since exponential stability implies 
exponential stability of the linear part [3, Thm. 21, and exponentially stable 
system is asymptotically stable in variation. However, a system with no 
linear part cannot be asymptotically stable in variation. On the other hand, 
as we shall see in the next section, a system may be asymptotically stable in 
variation without having a uniformly asymptotically stable linear part. 
3. Our first main result deals with perturbationsg(t, y) which are o(i y 1) 
as / y / -+ 0 uniformly in t. 
THEOREM 2. Suppose that the solution x = 0 of (1) is asymptotically stable 
in variation, and that g(t, y) = o(j y 1) as 1 y 1 --f 0 un;formZy in t. Then the 
solution y = 0 of (2) is asymptotically stable. 
Proof. It is clear, from Lemmas 3 and 1 with y0 = 0 that the solution 
x = 0 of (1) is asymptotically stable. Let x(t) and y(t) be solutions of (1) 
and (2), respectively, which have the same initial value for t = t, . By Lem- 
ma 2, 
I r(t)1 G I x(t)1 + ,I, I @(t, $9 r(s))l I cds, rN)l ds. 
We choose E > 0 sufficiently small, and find the corresponding 8 > 0 so that 
1 g(s, y(s))] < E I y(s)] for ] y(s)] < 6. Then if I y(s)1 < 6 for t, < s < t and 
1 y(s)1 < 01 for t, < s < t, where 01 is as in (12), we have from (17) 
I r(t)1 < I 40 + Kc ,,$y~, IY(S)1 * W3) 
We may take the least upper bound over to < s < t on both sides of (18), to 
obtain 
SUP IYW G SUP I x(s)l + KE ,“,“,pi, I r(s)1 > t,<s<t t,<s<t 0 1 
or 
t”ysgt I Yb)l < 
toys!& ’x(s)’ 
l-Kc ’ (19) 
We choose E < 1/2K, and we choose ] x(t,,)l small enough that ] x(t)1 < S/2, 
I x(t)1 < 42 for t 2 to . This may be done because of the stability of the 
solution x = 0 of (1). But then (11) gives 
for every t 3 t, . This validates the inequality (18) for every t > to , and also 
proves the stability of the solution y = 0 of (2). 
220 BRAUER 
TO complete the proof, we let p = lim suptim / y(t)1 . If /A > 0, then there 
exists t, 2 t, such that / y(t)1 < 2~ for t -A t, . Now (17) gives 
We take upper limits of all terms in this inequality, and using the asymptotic 
stability and asymptotic stability in variation of the solution x = 0 of (1) and 
Lemma 3, we obtain p -< 2t~K. Since 2cK < 1, we have a contradiction, and 
p = 0. This completes the proof of the theorem. 
The example x’ = - x3, y’ = - y3 + y2 shows that in Thm. 2 the hypo- 
thesis of asymptotic stability in variation of the solution x = 0 of (1) can not 
be replaced by uniform asymptotic stability. This demonstrates that uniform 
asymptotic stability does not imply asymptotic stability in variation, and also 
suggests that Thm. 1 is the natural generalization of the classical theory to 
the case of a nonlinear unperturbed system. 
Our second result deals with perturbations which are uniformly bounded 
by a sufficiently small constant. 
THEOREM 3. Suppose that the solution x = 0 of (1) is asymptotically stable 
in variation, and that 1 g(t, y)i < A < or/2Kfor t > 0, / y / < 01, where 01 and K 
are as in (12). Then / y(t, t, , y,,)i < olfor t > t, if / y0 1 is su@ientZy small. 
Proof. We choose 1 y0 / small enough that I x(t, to, ya)l < 42 for t > to; 
this is possible because of the stability of the solution x = 0 of (1). Then by 
(5) and (6), 
I r(t, to > Yo) - 44 to > Yo)l G jio I @(4 s9 Y(S7 to % YON I &v Yh to ? Yd ds 
provided I y(s, to, yo)i < 01 for to < s < t. But so long as this remains valid, 
I r(4 to , ro)l d I x(t, 4, , yo)l + KA < 42 + KA < 01, 
and thus (20) continues to hold for all t > to . Therefore 
I r(t, to 3 Y”>l < I x(t, to , Yo)l + 42 -=L a 
for t > to, and the theorem is proved. 
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The content of Thm. 3 is that if the solution x = 0 of (1) is asymptotically 
stable in variation, then the solution x = 0 of (1) is totally stable. It is a well- 
known theorem due to Malkin [6], that uniform asymptotic stability implies 
total stability. Thus Thm. 2, unlike Thm. 1, gives a class of perturbations 
under which uniformly asymptotically stable systems and systems which are 
asymptotically stable in variation have the same behavior. 
Our final perturbation theorem deals with perturbations which tend to 
zero. 
THEOREM 4. Suppose that the solution x = 0 of (1) is asymptotically 
stable in variation, and that 1 g(t, y)i < h(t) for t > 0, / y / < 01, where 
lim,,, A(t) = 0. Then eaery solution y(t) of (2) for which / y(T)1 is sujkiently 
small when T is su$iciently large remains small for t > T and tends to zero as 
t+cO. 
Proof. Choose t, large enough that h(t) < 42K for t >, t, . If T > t, , it 
follows from (6) and (12) that 
I r(t, T, Y,,) - x(t, T> ro)l < gygt W G 42 
if y0 is chosen small enough that [ x(t, T, ya)j < olj2 for t >, T. Thus 
I y(t, T, yo)l < I x(t, T, ro)l + 4 < a, t 3 T. 
Also, 
F-2 I r(t, T, yo)l < $2 I 4, T, ro)l + K ‘,& VI = 0, 
and the theorem is proved. 
It has been shown by Strauss and Yorke [8] that the conclusion of Thm. 4 
is valid if the hypothesis of asymptotic stability in variation of (1) is replaced 
by uniform asymptotic stability. In fact, it is shown there that the conclusion 
of Thm. 4 remains true if the solution x = 0 of (I) is uniformly asymptotic- 
ally stable and if h(t) is integrable, or, more generally, if 
I 
t+1 
lim 
t-tm 1 
h(s) ds = 0. 
Since Straus and Yorke have also given an example of a linear scalar equation 
which is asymptotically stable in variation for which integrable perturbations 
can be found which make all solutions unbounded[9], we see that asymptotic 
stability in variation does not imply uniform asymptotic stability. Thus we 
may sum up the results of this section as saying that while uniform asymp- 
totic stability and asymptotic stability in variation have several perturbation 
properties in common, neither includes the other. 
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