In the paper, we suggest three tests on the validity of a factor model which can be applied for both small dimensional and large dimensional data. Both the exact and asymptotic distributions of the resulting test statistics are derived under classical and high-dimensional asymptotic regimes. It is shown that the critical values of the proposed tests can be calibrated empirically by generating a sample from the inverse Wishart distribution with identity parameter matrix. The powers of the suggested tests are investigated by means of simulations. The results of the simulation study are consistent with the theoretical findings and provide general recommendations about the application of each of the three tests. Finally, the theoretical results are applied to two real data sets, which consist of returns on stocks from the DAX index and on stocks from the S&P 500 index.
Introduction
Factor models are widely spread in different fields of science, especially, in economics and finance where this type of models have been increasing its popularity recently. The factor models are often used in forecasting mean and variance (see, e.g., Stock and Watson (2002a,b) , Marcellino, Stock, and Watson (2003) , Artis, Banerjee, and Marcellino (2005) , Boivin and Ng (2005) , Anderson and Vahid (2007) and the references therein), in macroeconomic analysis (cf., Bernanke and Boivin (2003) , Favero, Marcellino, and Neglia (2005) , Giannone, Reichlin, and Sala (2006) ), in portfolio theory (see, Ross (1976 Ross ( , 1977 , Engle and Watson (1981), Chamberlain (1983b) , Chamberlain and Rothschild (1983) , Diebold and Nerlove (1989) , Fama and French (1992, 1993) , Aguilar and West (2000) , Bai (2003) , Ledoit and Wolf (2003) ). The factor models are also popular in physics, psychology, biology (e.g., Rubin and Thayer (1982) , Carvalho, Chang, Lucas, Nevins, Wang, and West (2008) ) as well as in multiple testing theory (e.g., Friguet, Kloareg, and Causeur (2009) , Dickhaus (2012) , Fan, Han, and Gu (2012) ).
Another stream of research related to the factor models deals with the estimation of highdimensional covariance and precision matrices. This approach is motivated by a rapid development of high-dimensional factor models during the last years (Bai and Ng (2002, 2008) , Bai and Li (2012) , Bai (2013) ). Fan, Fan, and Lv (2008) , Fan, Zhang, and Yu (2012) , Fan, Liao, and Mincheva (2013) among others suggested several methods for estimating the covariance and precision matrices based on the factor models in high dimensions and applied their results to portfolio theory, whereas Ledoit and Wolf (2003) suggested to combine the sample covariance matrix with the single-factor model based estimator in order to improve the estimate of the covariance matrix. Here, they used the capital asset pricing model (CAPM) as a single-factor model. Ross (1976 Ross ( , 1977 argued that the empirical success of the CAPM can be explained by the validity of the following three assumptions: i) there are many assets; ii) the market permits no arbitrage opportunity; iii) asset returns have a factor structure with a small number of factors. He also presented a heuristic argument that if an infinite number of assets is present on the market, then it is possible to construct sufficiently many riskless portfolios. In Chamberlain (1983b) , conditions were derived under which this heuristic argument of Ross is justified. Furthermore, Chamberlain and Rothschild (1983) suggested the so-called approximate K-factor structure model where the number of assets is assumed to be infinite, while Fan, Fan, and Lv (2008) extended this model by considering an asymptotically infinite number of factors.
Let X it be the observation data for the i-th cross-section unit at time t. For instance, in case of portfolio theory, X it represents the return of the i-th asset at time t. Let X t = (X 1t , ..., X pt ) T be the observation vector at time t and let f t be a K-dimensional vector of common observable factors at time t. Then the factor model in vector form is expressed as
where B is the matrix of factor loadings and u t , t = 1, ..., T , are independent errors with covariance matrix Σ u . It is also assumed that f t are independent in time as well as independent of u t . The estimation of the factor model or the covariance matrix resulting from the factor model with observable factors was considered by Fan, Fan, and Lv (2008) , whereas Bai (2003) , Bai and Li (2012) , Fan, Liao, and Mincheva (2013) presented the results under the assumption that the factors are unobservable. Moreover, Bai and Ng (2002) , Hallin and Liška (2007) , Kapetanios (2010) , Onatski (2010) , Ahn and Horenstein (2013) among others dealt with the problem of determining the number of factors K used in (1).
Under the generic assumption that Σ u is a diagonal matrix, the dependence between the elements of X t is fully determined by the factors f t . This means that the precision matrix of
T has the following structure
where Ω 21 = Ω T 12 is a p × K matrix and Ω 11 is a diagonal p × p matrix, if the factor model (1) is true. As a result, the test on the validity of the factor model (1) is equivalent to testing H 0 : Ω 11 = diag(ω 11 , ..., ω pp ) versus H 1 : Ω 11 = diag(ω 11 , ..., ω pp )
for some positive constants ω 11 , ..., ω pp .
We contribute to the existing literature on the factor models by deriving exact and asymptotic tests on the validity of the factor model which are based on testing (3). Furthermore, the distributions of the suggested test statistics are obtained under both hypotheses and also they are analyzed in detail when the dimension of the factor model tends to infinity as the sample size increases such that p/(T − K) −→ c ∈ (0, 1]. This asymptotic regime is known in the statistical literature as the double asymptotic regime or the high-dimensional asymptotics.
Alternatively to the test (3), one can apply the classical goodness-of-fit test which is based on the estimated residuals given bŷ
where B is an estimate of the factor loading matrix. This approach, however, does not always lead to reliable results. To see this, let X = (X 1 , ..., X T ), F = (f 1 , ..., f T ), and U = (û 1 , ...,û T ).
If B is estimated by applying the least square method, i.e. B = XF T (FF T ) −1 , then
Under the assumption of normality it holds that X|F ∼ N p,n (0, Σ u ⊗ I n ) (p × n dimensional matrix variate normal distribution with zero mean matrix and covariance matrix Σ u ⊗ I n ) and, consequently, U|F ∼ N p,n (0, Σ u ⊗ (I n − F T (FF T ) −1 F)). Hence, (û t ) t=1,...,T are autocorrelated and their distribution depends on the factor matrix F, although the true residuals (u t ) t=1,...,T are independent and their distribution does not depend on F. This unpleasant property of U surely influences testing procedures based onû t .
The rest of the paper is organized as follows. In the next section, we provide the mathematical motivation for the testing procedures (considered in the paper). In Section 3, two finite sample tests are suggested which are constructed in two steps. First, marginal test statistics are constructed and then the maxima of the marginal test statistics are calculated. We further prove that the distributions of the maxima do not depend on ω 11 , ..., ω pp and, consequently, the corresponding critical values can be calibrated via simulations. In Section 4, the likelihood ratio test is investigated. Similarly to the tests of Section 3, the distribution of the likelihood ratio statistic does not depend on ω 11 , ..., ω pp used in (3) under the null hypothesis. The results are extended to the case of high-dimensional factor model in Section 5. Here, the high-dimensional asymptotic distributions of the test statistics considered in Sections 3 and 4 are derived. The cases of c < 1 and c = 1 are treated separately in detail. The results of the simulation study in Section 6 illustrate the size and power of the suggested tests, whereas an empirical study is provided in Section 7. We summarize our findings in Section 8. Proofs are given in the appendix.
Mathematical Motivation of Three Tests
A test on the hypothesis (3) can be performed in different ways. Below, we provide a full mathematical motivation for the three approaches considered in the paper.
The first method is based on testing the hypothesis that all non-diagonal elements of Ω 11 are equal to zero, i.e.
where
The second approach is based on the following result Lemma 1. Let A = (a ij ) i,j=1,...,q be a symmetric positive-definite matrix and let B = A −1 = (b ij ) i,j=1,...,q . Then a ii b ii ≥ 1 holds for all i = 1, ..., q and A is a diagonal matrix if and only if
The proof of Lemma 1 is given in the appendix. This result motivates the reformulation of the hypothesis (3) in the following way
..,p} . The third procedure is based on Hadamard's inequality (see, e.g. Section 4.2.6 of Lütkepohl (1996) ): for any positive definite symmetric matrix A it holds that
with equality only if A is a diagonal matrix. This approach leads to the hypothesis expressed as
The test statistics for the null hypotheses (4) and (5) are presented in Section 3, whereas testing (6) leads to the likelihood ratio test of Section 4.
3 Small Sample Tests: p, T are Finite
be the sample covariance matrix calculated for the sample
It is used to estimate Σ = Ω −1 . In (7) the sample mean vector of Y t is not subtracted since the population mean vector is zero following (1). Assuming that both {f t } and {u t } are independent and identically distributed sequences from a multivariate normal distribution,
Wishart distribution with T degrees of freedom and covariance matrix Σ). Consequently, V = (T S) Gupta and Nagar (2000) ).
Let V = (v ij ) i,j=1,...,p+K and let V be partitioned as
Test Based on Each Non-Diagonal Element of Ω 11
The testing hypothesis (4) can also be considered as the global test of the marginal tests with hypotheses given by
for 1 ≤ j < i ≤ p. In terms of multiple testing theory we are thus interested in testing the global hypothesis H 0 = 1≤j<i≤p H 0,ij . For each hypothesis in (9), 1 ≤ j < i ≤ p, we consider the following test statistic
The expression of T ij corresponds to the statistic used in testing for the uncorrelatedness between two random variables (see Section 5 of Muirhead (1982) ), although the differences in the normalizing factor and in the distribution of the test statistics are present.
Let F i,j denote the F -distribution with degrees i and j and let f i,j be the corresponding density function. In the following we make also use of the hypergeometric function given by (cf., Abramowitz and Stegun (1964))
The distribution of the test statistic T ij is obtained both under H 0,ij and under H 1,ij and it is presented in Theorem 1 Theorem 1. Let X t follow model (1) where f t and u t are independent and normally distributed.
Then
(a) the density of T ij is given by
The proof of Theorem 1 is given in the appendix. Since the test statistics (T ij ) 1≤j<i≤p under the global hypothesis H 0 have the same distribution, we consider single-step multiple tests for testing (4) . The test statistic is given by
The marginal critical values for the ij-marginal test are derived from the equality
Solving (12) The testing hypothesis (5) can be considered as the global hypothesis of the multiple tests whose hypotheses are given by
Similarly to Section 3.1, we first consider a test for the marginal hypothesis H 0,j . Let
..,p . Then the test statistic for testing (13) is given by
In Theorem 2 we present the exact distribution of T j under the null H 0,j as well as under the alternative H 1,j hypotheses.
Theorem 2. Let X t follow model (1) where f t and u t are independent and normally distributed.
(a) the density of T j is given by
For testing the global hypothesis H 0 = 1≤j≤p H 0,j in (5) we consider
where the critical value is obtained as a solution of
Since the derivation of the joint distribution of (T j ) 1≤j≤p is a complicated task, we consider two procedures how c The second procedure is based on the following result.
Theorem 3. Let X t follow model (1) where f t and u t are independent and normally distributed with diagonal matrix Σ u . Then the distribution of T pr under H 0 is independent of ω 11 , ..., ω pp . Therefore, the critical values c (pr) 1−α for the multiple tests T pr can be calibrated via simulations by generating a sample from the p-dimensional inverse Wishart distribution with T − K + p + 1 degrees of freedom and identity parameter matrix.
Likelihood-Ratio Test
In this section we derive a test statistics for testing (3) following the third approach outlined in Section 2. It is remarkable that this procedure leads to the likelihood ratio test.
Let etr(.) = exp(tr(.)) denote the exponential of the trace and let Γ p (.) be the p-dimensional gamma function defined by
Then the density of V = (T S) −1 is given explicitly by
where the last equality is obtained by following the proof of Theorem 3 in Bodnar and Okhrin (2008) . As the transformation from the set of parameters (
11 Ω 12 ) is one-to-one (see, e.g. Proposition 5.8 in Eaton (2007)), we rewrite the likelihood function of V in terms of the parameters (Ω 11 , Ψ 21 , Ψ 22 ):
It is noted that the third factor in (17) is always less than or equal to 1 with equality holds if
11 for any given Ω 11 . Moreover, using the multiplicative representation of the likelihood function and noting that no restrictions are imposed under H 0 in (3) on Ψ 21
and Ψ 22 , we get that the likelihood ratio test statistics is then given by
The maximum of the numerator is reached at Ω * 11 = T V 11 , whereas the maximum of the denominator is attained at ω *
11 . Hence,
Due to
Theorem 3 in Bodnar and Okhrin (2008)), we
LR which appears to be a well-known test statistic in multivariate analysis (see, e.g. Section 11 in Muirhead (1982) ). It is used to test the null hypothesis that the p elements of a normally distributed random vector are independent which equivalently can be expressed as
for some positive constantsω 11 , ...,ω pp , whereas the sample of size T −K is used. It is noted that if the null hypothesis in (3) is true then the null hypothesis in (21) is true and vice versa. Finally, we point out that testing (21) is also equivalent to testing whether the correlation matrix related to the covariance matrix Ω −1 11 is the identity matrix (cf., Section 7.4.3 in Rencher (2002)). We use the test statistic given by
which is χ (21) (see, e.g., Section 7.4.3 in Rencher (2002)). Since the expression of T LR remains unchanged if V 11 is replaced by DV 11 D for any diagonal matrix D of an appropriate order, the distribution of T LR does not depend on ω 11 , ..., ω pp under H 0 . Hence, the critical value of this test can be calibrated by generating a sample from the inverse Wishart distribution with T − K + p + 1 degrees of freedom and identity parameter matrix.
Finally, let us point out that the critical value only depends on the dimension p. The asymptotics that the number of factors K tends to infinity such that T − K → ∞ is thus covered as well if the dimension p remains fixed.
High-Dimensional Asymptotic Test
In this section we derive the distribution of the test statistics T j , T el , T ij , T pr , and T LR in the case when both p and K tend to infinity as the sample size T increases. This case is known in the statistical literature as the high-dimensional asymptotic regime. It is remarkable that in this case the results obtained under the standard asymptotic regime (p is fixed) can deviate significantly from ones obtained under high-dimensional asymptotic (see, e.g., Bai and Silverstein (2010)).
Several papers deal with the problem of estimating the covariance and the precision matrices from high-dimensional data. The results are usually obtained by applying the shrinkage technique (see, e.g., Ledoit and Wolf (2003, 2012) , Bodnar, Gupta, and Parolya (2014) ) or by imposing some conditions on the structure of the covariance (precision) matrix (cf., ), Cai, Liu, and Luo (2011 ), Agarwal, Negahban, and Wainwright (2012 , Fan, Fan, and Lv (2008) , Fan, Liao, and Mincheva (2013) ). For instance, in Agarwal, Negahban, and Wainwright (2012) an assumption is imposed that the covariance matrix can be presented as a sum of a sparse matrix and a low rank matrix. This structure of the covariance matrix is similar to the one obtained assuming a factor model (see, e.g. Fan, Liao, and Mincheva (2013) for discussion).
Although several tests on the covariance matrix under high-dimensional asymptotic have been suggested recently (see, e.g., Johnstone (2001) , Ledoit and Wolf (2002) , Bai, Jiang, Yao, and Zheng (2009), Chen, Zhang, and Zhong (2010) , Jiang (2011), Jiang and Yang (2013) , Gupta and Bodnar (2014) ), we are not aware of any test on the precision matrix in the literature. Later problem is closely related to the test theory developed in this paper since the suggested tests can be presented as tests on the specific structure of the precision matrix.
Their distributions under high-dimensional asymptotic are derived in this section.
Later on, we distinguish between two cases, p/(
The number of factors could be both asymptotically finite or infinite, but must remain smaller than the sample size T . Finally, it is also assumed that p ≤ T − K to ensure the invertibility of S.
Asymptotic Distributions of T ij
As the finite sample distribution of the test statistics (T ij ) 1≤j<i≤p depend on p, K, and T through the difference T − K − p only, we get the following result.
Theorem 4. Let X t follow model (1) where f t and u t are independent and normally distributed.
and
where λ ij is given in the statement of Theorem 1.
Asymptotic Distributions of T j
Let v 21,j be the jth column of V 11 leaving out v jj and let V 22,j be the (p − 1) × (p − 1) matrix obtained from V 11 by deleting its jth row and its jth column. We define
Then using the results of Lemma 2 from the appendix (see Section 9), we get with L = I p that
In Theorem 5 we derive the weak limit under high-dimensional asymptotics of a transfor-
Theorem 5. Let X t follow model (1) where f t and u t are independent and normally distributed. Then (a) Under H 0,j we have
where λ j is given in the statement of Theorem 2.
The marginal test based on the statistic √ p − 1 (T j − 1) rejects the null hypothesis H 0,j if the value of the test statistic multiplied by
, the finite sample correction of the statistic √ p − 1 (T j − 1) can be suggested. Since the expectation and the variance of a F p−1,T −K−p+1 random variable are given by
we get the following finite sample adjusted version:
Of course, under the high dimensional asymptotics, we get µ F −→ 1 and
Likelihood Ratio Test under High-Dimensional Asymptotics
In this subsection we extend the results of Section 4 by deriving the asymptotic distribution of the likelihood ratio test statistics under the high-dimensional asymptotic regime. The results
First, we note that the statistic T * LR can be further rewritten. Let R be the correlation matrix calculated from the Wishart distributed matrix V
Then the test statistic T * LR can be presented by
The asymptotic distribution in case of the likelihood ratio test under H 0 in (3) is given in Theorem 6.
Theorem 6. Let X t follow model (1) where f t and u t are independent and normally distributed.
The proof of the theorem follows directly from Corollary 1 of Jiang and Yang (2013) , where it is shown that
where µ LR and σ LR are given in (33) and (34), respectively.
Finite-Sample Performance
In this section we investigate the power of the three tests suggested in the previous sections.
The analysis is performed for both small (Section 6.1) and large (Section 6.2) values of p.
The critical values of each test are obtained via simulations or by using a Bonferroni correction in case of T el and T pr as well as the asymptotic distribution for T LR . Consequently, in all plots six lines are shown. The lines denoted by T el , T pr , and T LR correspond to the case of calibrated critical values of the tests, whereas the notations T el−B , T pr−B , and T LR−as mean that a Bonferroni correction or the asymptotic distribution was used. The critical values, which are based on simulations, are obtained by generating a sample of 10 5 realizations from the inverse Wishart distribution with T − K + p + 1 degrees of freedom and identity parameter matrix.
Based on this sample, the sample quantiles of the corresponding test statistics are calculated and used as critical values.
The situation is more complex if the aim is to access the power of the suggested tests, since the powers depend on the model specified under the alternative hypothesis. In order to investigate the powers of the tests we simulate data following (1). Namely, the vector of factors and the residual vector are generated independently from each other as well as independently in each
with ∆ = (ρ ij ) 1≤j<i≤p and ρ ii = 1, i = 1, ..., p, in case of u t . In order to get reliable results which do not depend on one model only, we take different parameters for B = (b ij ) i=1,...,p;j=1,...,K and η i , i = 1, ..., p in each repetitions. Namely, we specify all these quantities randomly follow-
The correlation matrix ∆ has been chosen in three possible ways in order to account for the behaviour of the tests under different deviations from H 0 . We further increase the number of factors in model (1) and perform the test assuming that a lower number of factors is present.
We present four scenarios for generating data in detail which are used in the investigation of the test powers.
• Scenario 1: Change in one correlation coefficient.
Here, its is assumed that ρ 12 = ρ 21 = ρ with ρ ∈ {−0.5, −0.45, ...., 0, ..., 0.45, 0.5}. The remaining correlations are set to zero.
• Scenario 2: Change in one column.
The remaining correlation coefficients are zero.
• Scenario 3: All correlation coefficients are changed.
Here, we put ρ ij = ρ |j−i| for i, j ∈ {1, ..., p}.
• Scenario 4: Change in the number of factors.
The number of factors in the true model is increased to K +K withK ∈ {1, ..., 10}.
These four scenarios lead to different types of factor models under the alternative hypothesis.
For instance, in case of Scenario 1, a single change in the correlation matrix of residuals is assumed, whereas Scenario 2 leads to changes in the first column (row) of Ω 11 . Scenario 3 corresponds to changes in all elements of Ω 11 although their magnitude becomes smaller as the difference between the row number and the column number increases. Here, the structure of ∆ corresponds to the structure of the correlation matrix of AR(1) process. Finally, Scenario 4 assumes that the true factor model consists of K +K factors, whereas the factor model with K factors is fitted.
For different scenarios, we expect different performance of the suggested three tests with respect to their powers. For the first scenario, the T el test is expected to be the best one, whereas the T pr test should outperform the competitors in case of Scenario 2. Finally, when changes in the entire correlation matrix are present, the likelihood ratio test (T LR ) should possess the best performance.
Results for Small Dimension
In this subsection, we present the results of our simulation study under the assumption that p is much smaller than T − K and/or all quantities p, T , and K are finite. Different values of K = 5, p ∈ {10, 20}, and T ∈ {30, 60, 100} are considered. Moreover, we put ρ ∈ {−0.5, −0.45, ...., 0, ..., 0.45, 0.5} andK ∈ {1, ..., 10}, as described above. Finally, the nominal size of the tests is set to α = 0.05.
The resulting powers are shown in Figures 1-4 . In Figures 1 and 2 , we present the results for small sample size, whereas Figures 3 and 4 correspond to large T − K with respect to p. It is not surprising that if T − K is relatively small with respect to p, then the T LR test based on the asymptotic distribution shows the probability of type 1 error larger than the nominal value of 5%. Consequently, a finite sample adjustment for this test is required. This is achieved by calibrating the critical values of this test following the results of Section 4.
Figures 1 and 4 above here
The figures with the exception of Figure 2 confirm our expectation. In case of Scenario 1, the best approach is the T el test followed by the T pr test, whereas for the rest of the considered scenarios this test shows the worst performance in almost all of the considered cases. For Scenario 2, the best approach is based on the application of the T pr statistic, while in both Scenario 3 and Scenario 4, the likelihood ratio test outperforms the competitors.
We also observe that the lines which correspond to the Bonferroni correction or which are 
Results for Large Dimension
In this subsection we deal with the case of high-dimensional factor models. This is explained by the problem of approximating the F -distribution with both large degrees of freedom by the normal distribution under high-dimensional asymptotic (see Figure 7) . Although the histograms for p ∈ {100, 1000, 10000, 100000} look like the ones which correspond to the normal distribution, they are slightly moved to the left and do provide a good approximation only if p ≥ 10000. Since, the maximum of dependent F -statistics is taken in the definition of T pr under H 0 , this effect becomes even more pronounced. It is documented in Figures 5 and 6 by red lines which significantly deviate from the corresponding black lines obtained for calibrated p-values. As a result, it is recommendable to apply the results of Section 5 only in case of very high-dimensional factor models. If p is smaller than 1000, then it is better to construct Bonferroni corrections based on the exact F -distributions given in Theorems 1 and 2 instead of the asymptotic one from Theorems 4 and 5.
Empirical Illustration
In this section, we apply the theoretical results of the paper to test if the market indices can be used as factors in describing the dynamics of the asset returns. This idea corresponds to the capital asset pricing model (CAPM) and the arbitrage pricing theory (APT) which are widely used in portfolio analysis. Bai, Fang, and Liang (2014) pointed out that Markowitz's portfolio selection theory (cf., Markowitz (1959 Markowitz ( , 1991 ) has already set up the foundation for the CAPM. These ideas were further extended by Sharpe (1964) and Lintner (1965) in case of the presence of a risk-free asset, whereas Black (1972) generalized the CAPM to the case when a risk-free asset is not available by deriving the so-called zero-beta CAPM. As a proxy for the returns of the market portfolio, which plays a role of the factor in the CAPM, the returns of the market indices, like the DAX index or the S&P 500 index, are usually used.
The APT is an extension of CAPM model which was suggested by Merton (1973) and Ross (1976) . In contrast to the CAPM, which is based on a single factor only, several factors are used in the APT in order to fit the dynamics in the asset returns. These factors are usually presented by other market or industry-sector indices, like the TecDAX index or the NASDAQ bank index. One of the main ideas behind the APT is that it is commonly not enough to model the asset returns by a single factor and, thus, further factors have to be included into the model. Finally, Chamberlain and Rothschild (1983) suggested a high-dimensional factor model for capturing the dynamics in the asset returns (cf. Fan, Liao, and Mincheva (2013) ).
Estimation and testing the CAPM (APT) is an important topic in finance today (cf., Shanken (1992 Shanken ( , 1986 Shanken ( , 1992 , Velu and Zhou (1999) , Shanken and Zhou (2007) We apply the theoretical results of the paper to test the validity of a factor model with specified factors in case of the returns on stocks included into the German DAX index (Section 7.1) as well as in case of the returns on stocks included into the USA S&P index (Section 7.2).
The first empirical study corresponds to a factor model with p = 20, whereas the second one to the high-dimensional model with p = 100.
Analysis of Stocks included into the DAX index
We perform the T el , T pr , and T LR tests on the validity of factor models fitted to the returns Using p = 20, T = 104 as well as K = 1 for one-factor models and K = 4 for four-factors models, the critical values of the considered test are calibrated by generating a sample of size 1 It has to be noted that the distribution of monthly returns is closer to the normal distribution compared to the shorter term returns. However, the application of monthly data over longer periods of time may lead to biased results due to non-constant parameters. In contrast, the daily data causes problems with the assumption of normality. For this reason we opt for the weekly frequency, which is a trade-off between the two extremes. Table 1 : Critical values of the T el , T pr , and T LR tests for α{0.1, 0.05, 0.01, 0.05}. We put p = 20, T = 104, and K ∈ {1, 4}. Table 2 . Here, we observe that most of the calculated p-values are equal to zero which shows that the null hypothesis of the validity of a factor model with the selected factors is rejected in most of cases for both K = 1 and K = 4. Only the T el test fails to reject the null hypothesis in a few cases, which is in-line with the results of the previous section where it is shown that this test is less powerful in many cases.
In order to get a better understanding of the obtained results, we also plot the histograms for the values of the test statistics in Figure 8 for K = 1 (left hand-side plots) and for K = 4
(right hand-side plots). Here, we observe that most of the values are much larger than the corresponding critical values presented in Table 1 . Table 2 : Quantiles of the p-values calculated from the empirical distribution functions T el , T pr , and T LR with p = 20, T = 104, and K ∈ {1, 4}.
Analysis of Stocks included into the S&P 500 index
In this subsection, we perform an analysis similar to the one provided in Section 7.1. However, in contrast to the models from Section 7.1, high-dimensional factor models are considered.
These models are applied to model the dynamics in 100 returns on stocks included into the S&P 500 index where 100 stocks are chosen randomly out of 500 stocks included into the S&P 500 index. As a result, 10 4 models are fitted for which the high-dimensional tests of Section 5 are performed. We consider two types of factor models with one factor, the return of the S&P 500 index, and nine factors (the S&P 500 index, the NASDAQ-100, the NASDAQ bank index, In Table 3 Table 4 . In contrast to Section 7.1, here all maxima of p-values equal zero meaning that the null hypothesis of the validity of the considered factor models are rejected by all tests in all of the considered cases. Table 4 : Quantiles of the p-values calculated from the empirical distribution functions T el , T pr , and T LR with p = 20, T = 104, and K ∈ {1, 4}.
In Figure 9 , we also plot the histograms for the values of the test statistics in case of K = 1 (left hand-side plots) and K = 9 (right hand-side plots). The histograms document that the values of the calculated test statistics are much larger than the critical values presented in Table   3 . These findings do not support the hypothesis that the linear dependencies between the asset returns can be fully explained by the selected factors. 
Summary
Factor models of both small and large dimensions are a very attractive and popular modeling device nowadays. They are applied in different fields of science, like econometrics, economics, finance, biology, psychology, etc. While a lot of papers are devoted to the estimation of the parameters of factor models as well as to the determination of the number of factors, testing the validity of factor models has not been discussed widely in literature up to now. A notable exception is the test on the CAPM in low dimensions which is a special case of factor models.
In the present paper, we derive exact and asymptotic tests on the validity of factor models when the factors are observable. The results are obtained for both small-dimensional and high-dimensional factor models. The distributions of the suggested test statistics are derived under the assumption of normality and it is shown that they are independent of the diagonal elements of the precision matrix constructed from the dependent variables and factors. In order to investigate the powers of the considered tests, an extensive simulation study is performed. Its conclusion is that none of the tests performs uniformly better than the others and, consequently, the application of each test depends on the deviations to be detected under the alternative hypothesis. Finally, we apply the theoretical results of the paper in two empirical studies where factor models with different number of factors are fitted to the returns on stocks included into the DAX as well as the S&P index. Our empirical results do not support the hypothesis that all linear dependencies between the returns can be entirely captured by the considered factors.
As a result, the factor models, which are based on the considered market indices, are not in general valid in practice and the investor can apply them with care only since they are not able to explain all linear dependencies between the asset returns.
It is remarkable that the tests suggested in the paper are also distribution-free for a large class of matrix-variate distributions. For instance, an application of Theorem 5.12 in Gupta, Varga, and Bodnar (2013) shows that the distribution of the considered test statistics is the same if data follow a matrix-variate elliptically contoured distribution. This family of distributions includes plenty of well-known models, like the normal distribution, mixture of normal distributions, the multivariate t-distribution, Pearson types II and VII distributions (see Gupta, Varga, and Bodnar (2013) ). Elliptically contoured distributions have been already applied in portfolio theory. Owen and Rabinovitch (1983) extended Tobin's separation theorem and Bawa's rules of ordering certain prospects to elliptically contoured distributions. Chamberlain (1983a) showed that elliptical distributions imply mean-variance utility functions, whereas Berk (1997) argued that one of the necessary conditions for the CAPM is an elliptical distribution for the asset returns. Moreover, Zhou (1993) generalized the test of Gibbons, Ross, and Shanken (1989) on the efficiency of a given portfolio to elliptically distributed returns. Hodgson, Linton, and Vorkink (2002) proposed a test for the CAPM under elliptical assumptions (see, also the textbook of Gupta, Varga, and Bodnar (2013) for further results and applications to financial data). Finally, we point out that because in the derivation of the high-dimensional asymptotic distributions of the test statistics, their finite sample distributions are used, the above result holds true for both low-dimensional and high-dimensional factor models.
The suggested tests and their distributions are derived under the assumption that the factors are observable which is motivated by the application of the CAPM and the APT. An important question is how to extend the suggested testing procedures to the case when the factors are unobservable, especially, when the number of factors is unknown as well. These two generalizations of our results are very attractive both from theoretical and practical points of view and they will be treated in a consequent paper.
Appendix
In this section the proofs of lemmas and theorems are given.
Proof of Lemma 1
Proof. In the proof we deal with the case i = 1 only and note that other equalities can be derived similarly. Let A and B be partitioned as 11 , where the equality is present only if a 12 = 0.
In the proofs of Theorems 2 and 3, we use the result of Lemma 2. In the following we consider several partitions of V 11 defined in (8) which are constructed with respect to its diagonal elements. In case of the first diagonal elements we get
whereas for the j-th diagonal element, a similar partition is considered where the vector v 21,j is obtained by deleting the jth element form the jth column of V 11 and V 22,j is calculated by deleting the jth column and the jth row of V 11 .
Let Ω 11 be partitioned similar to (8) whose elements we denote by ω jj , ω 21,j , and Ω 22,j for j = 1, ..., p. Next, we consider the test statistic
where L : q × (p − 1) is a matrix of constants.
Both test statistics T ij and T j for j = 1, ..., p and 1 ≤ j < i ≤ p can be obtained from Z j for some choices of the matrix L. Later on, we make use of this result for proving Theorems 1 and 2.
In Lemma 2, the distribution of Z j is derived under both the null and the alternative hypotheses.
Lemma 2. Let X t follow model (1) where f t and u t are independent and normally distributed.
Then (a) the density of Z j is given by
Proof. (a) We consider
From the proof of Theorem 3 in Bodnar and Okhrin (2008) we get that
Cd j which is independent of v jj (see, e.g. Theorem 3 in Bodnar and Okhrin (2008) ). Furthermore, it holds that v jj ∼ W −1
Putting these results together we get
where f i,j,λ denotes the density of the non-central F -distribution with degrees i and j and noncentrality parameter λ; w q (i, Λ) stands for the density of the q-dimensional Wishart distribution with degrees i and covariance matrix Λ. If λ = 0 we briefly write f i,j . It holds that (e.g., Theorem 1.3.6 of Muirhead (1982) )
Let us denote
Using the notation etr(A) = exp(tr(A)) for a square matrix A, we get (1982) we obtain that
The result is proved.
(b) The statement follows by noting that λ j = 0 under H 0,j and 2 F 1
; 0 = 1.
Proof of Theorem 1
Proof. The proof is based on the observation that the test statistic T ij for each 1 ≤ j < i ≤ p can be presented as Z j with q = 1 and L = (0, ..., 0, 1, 0, ..., 0) (the vector of zeros with exception of the (i − 1)-th element which is one). In order to show this, we consider
Hence,
The application of Lemma 2 leads to the statement of Theorem 1 with
Proof of Theorem 2
Proof. For the j-th test statistic with L = I p−1 we get
where v (−) jj stands for the j-th diagonal element of V −1 11 and the second equality is obtained from (cf., Theorem 8.5.11 of Harville (1997) 
The rest of the proof follows from Lemma 1 with
Proof of Theorem 3
Proof. Let D = diag(ω 11 , ..., ω pp ) and D j = diag(ω 11 , ..., ω j−1,j−1 , ω j+1,j+1 , ..., ω pp ). We consider
Then, it holds that
As the joint distribution of (Z * 1 , ..., Z * p )
T is fully determined by the distribution of V * 11 which does not depend on ω 11 , ..., ω pp , and as the distribution of (Z 1 , ..., Z p )
T coincides with the distribution of (Z * 1 , ..., Z * p ) T , we get that the distribution of (Z 1 , ..., Z p ) T is independent of ω 11 , ..., ω pp . Finally, noting that the distribution of T pr is fully determined by the distribution of (Z 1 , ..., Z p ) T , the statement of the theorem follows.
Proof of Theorem 4
Proof. The results of Theorem 4.(a) follows directly from Theorem 1 and the fact that χ 2 q /q a.s.
−→
1 as q → ∞.
Next we prove the statement of Theorem 4.(b). It hold that
From the proof of Lemma 2, we get
and, hence,
Because the conditional distribution given in the last equation does not depend on the
ij /v jj it is also the unconditional distribution of the difference. Moreover, following the proof of Lemma 2, we get
−→ 1 and 1
The result in case of T − K − p −→ d ∈ (0, ∞) is obtained in the same way.
Proof of Theorem 5
Proof. (a) First, we consider the case p/(T − K) → c ∈ (0, 1). Then it holds that
.
From the proof of Lemma 2, we get that ω jj /v jj ∼ χ 2 T −K−p+1 and it is independent of
Hence, from the law of large numbers and the central limit theorem we get (ω jj /v jj )/(T −
as well as that both summands in the numerator are independent. Hence, From the proof of Lemma 2, we get
In the following we make use of:
Proof. (a) It holds that
Because Y i − µ i ∼ N (0, 1) from the law of large numbers we get that
since lim p→∞ λ/p < ∞. This completes the proof of the statement of Lemma 3.(a).
Then, an application of the Lyapunov central limit theorem (see, e.g. (Billingsley, 1995, p. 362 )) leads to
An application of Lemma 3.(b) leads to
Now, it holds that
and, consequently,
Hence, from Slutsky's lemma (see, e.g., Theorem 1.5 in DasGupta (2008)) we obtain
which leads to
In 
