In this paper we consider the electromagnetic scattering problem by an obstacle characterised by a Generalized Impedance Boundary Condition in the harmonic regime. These boundary conditions are well known to provide accurate models for thin layers or imperfectly conducting bodies. We give two different formulations of the scattering problem and we provide some general assumptions on the boundary condition under which the scattering problem has at most one solution. We also prove that it is well-posed for three different boundary conditions which involve second order surface differential operators under weak sign assumptions on the coefficients defining the surface operators.
Introduction
Driven by recent advances in the study of inverse acoustic scattering problems in the presence of so-called generalized impedance boundary conditions (see [2, 3, 4, 6] ) we study in this paper well-posedness of the forward electromagnetic scattering problem in the harmonic regime in the case where the scatterer is characterised by a boundary condition of the form ν × E + ZH T = f on Γ where Γ is the boundary of the scatterer, ν is the outward unit normal vector to Γ, E is the electric field, H T stands for the tangential component of the magnetic field H, Z is a surface differential operator and f is a source term. This kind of boundary conditions, often referred to as Generalized Impedance Boundary Condition, are known to provide accurate models for all sort of small scale structures. Moreover, in some specific configurations, such as the scattering by a perfect conductor covered by a thin layer of dielectric or of ferromagnetic material (see [1, 9, 10] ), or the scattering by an imperfectly conducting body (see [11] ), asymptotic analysis techniques provide an expression for Z in terms of surface differentials operators as well as approximation properties.
In this paper we establish sufficient conditions on the operator Z under which the scattering problem is well posed. We introduce two different ways of writing the problem: the first one (which we will call the volume approach) consists in considering the scattering problem as a volume problem and in studying the associated variational formulation. This path is rather standard and follows the lines of [12, chapter 10] . We state a general existence and uniqueness result for the scattering problem which uses the volume formulation in Theorem 3.6. Nevertheless, with these standard approach one needs to assume some compatibility between the signs of the surface operator Z and the sign of the volume contribution to the variational formulation to ensure reasonable coercivity properties. Actually, at least for the acoustic scattering problem problem (see [6, 13] ), it seems that such restrictive conditions are not needed. To clarify this point, we consider a different formulation for the scattering problem which consists in writing the problem as a single operator equation posed on the boundary of the scatterer. We will call this approach the surface formulation. We indeed show that the scattering problem is equivalent to finding the tangential component of the electromagnetic field H that solves (S Γ + Z)H T = f on Γ where S Γ is the so-called Magnetic-to-Electric Calderón operator (see [12, chapter 9] for example). In the scalar case, it is sufficient to assume that Z is a pseudo-differential operator of order greater or smaller than 1 to obtain existence and uniqueness of the solution to the scattering problem.
Even though we establish a general existence and uniqueness result for this formulation in Theorem 3.5, the situation is more challenging than in the scalar case mainly because the principal part of Z may have a kernel of infinite dimension. To tackle this difficulty, we will introduce a tailored Helmholtz' decomposition on the boundary of the scatterer. This allows for example to treat the case of an operator Z corresponding to the first order impedance boundary condition for thin coatings which is given by
where curl Γ and curl Γ stand for the surface vectorial and scalar rotational operators, ǫ and µ are the dielectric constants of the coating and δ is the thickness of the layer. For this operator, the surface approach gives well-posedness regardless the sign of ǫ (which can be negative for metals) whereas the volume approach seems to be limited to positive ǫ.
In the next section we introduce notations and recall some important concepts for the study of boundary value problems for Maxwell's equations. In the third section, we introduce the volume and surface equations and we give general results about existence and uniqueness. Finally, the fourth section is dedicated to the study of well-posedness for three different surface operators of order 2, each of them requiring the use of different techniques.
We complement equations (1) with the so-called Silver-Müller radiation condition
where B R is a ball of radius R andx := x/|x|. To study equations (1)- (2) we introduce some classical energy spaces and to define specific surface differential operators. We recall hereafter some classical results from [5, chapter 2] for the convenience of the reader. Let O be a generic bounded simply connected open set of R 3 with C 1,1 boundary ∂O and with outer unit normal ν. Let us first introduce the usual energy space H curl (Ω ext ) of (L 2 (O)) 3 distributions with curl in (L 2 (O)) 3 as well as the space of L 2 tangential vector fields on ∂O:
These two operators are bounded and linear from (
where u is some extension of u to a three dimensional neighbourhood of ∂O. We denote their adjoints −div ∂O :
The vector operators curl ∂O and ∇ ∂O can be extended to continuous linear operators from H s (∂O) into H s−1 t (∂O) while the scalar operators div ∂O and curl ∂O can be extended to continuous linear operators from
for all u ∈ H 1 t (∂O) where u is some extension of u to a neighbourhood of ∂O. We conclude this section by introducing the following boundary spaces for s ∈ [−1/2, 1/2]:
The specific spaces H 
are linear continuous and surjective and the following formula holds for any functions u and
3 Study of an abstract boundary value problem
and such that the injection is dense. Let us denote V(Γ) * the dual space of V(Γ) with respect to L 2 t (Γ). The impedance operator is defined as follow.
Definition 3.1. A generalised impedance operator Z is a linear and bounded operator from V(Γ) into its dual V(Γ) * .
Let us define
}, the exterior problem (1) together with the radiation condition (2) then writes for f ∈ V(Γ) * :
To study existence and uniqueness of the solution to (5) we have to reformulate these equations in a bounded domain. In the following we propose two different approaches to achieve this goal. The first is rather classical and consists in bounding the domain Ω ext by introducing a ball that contains the domain Ω and by applying a transparent boundary condition on this artificial boundary. The second approach consist in writing the system (5) as a single equation on Γ by using the so-called Magnetic-to-Electric Calderón operator for the exterior problem. In Lemma 3.2 we prove that these two formulations are equivalent.
A volume formulation in a bounded domain
Let B R be a ball of radius R such that Ω ⊂ B R , and let us introduce the Magnetic-to-Electric Calderón operator
is the unique solution (see [7] for fundamental results about electromagnetic scattering theory) to
Let us denote Ω R := B R \ Ω and let us define the Hilbert space V H,R := {v ∈ H curl (Ω R ) | v T ∈ V(Γ)} endowed with the norm
Then, for any f ∈ V(Γ) * , problem (5) is equivalent to:
which is equivalent to find H ∈ V H,R such that
for all v ∈ V H,R . To ensure weak coercivity of this variational formulation one has to assume that the imaginary part of Z is negative. In fact, this is not always necessary and we overcome this difficulty by introducing an alternative formulation for problem (5) in next section.
A surface formulation
Let us introduce the so-called Magnetic-to-Electric Calderón operator
and we recall that this operator is linear and continuous (see [12] for more details). Using S Γ , problem (5) can be rewritten in these terms:
is endowed with the norm (5) and (9) are equivalent.
(Γ) and solves (9) .
(Γ) be a solution to (9) . We define (E, H) ∈ H ext curl (Ω ext ) × V H as being the unique solution to (8) for v = u on Γ. The tangential component of H satisfies H T = u on Γ and then H ∈ V H . Finally, since ν × E = S Γ (u) and since u solves (9) we obtain ν × E + ZH T = f on Γ which means that (E, H) solves (5) .
The reverse statement is straightforward since ν × E = S Γ (H T ) as soon as (E, H) solves Maxwell's equations outside Ω.
We therefore obtain that problems (5), (6) and (9) are equivalent. We establish now a well-posedness result for (5) which is valid for a general class of operators Z.
Existence and uniqueness for a general class of boundary conditions
First, to ensure uniqueness, we impose a certain absorption condition to be satisfied by the boundary operator Z. In general this hypothesis is not restrictive since it is linked to some absorption property of the modelled material.
Hypothesis 3.3. The operator Z has a non negative real part, that is:
Under this hypothesis we prove uniqueness. Proof. Assume that (E, H) ∈ H ext curl (Ω ext ) × V H satisfies (5) with f = 0 on Γ. Let B R be a ball of radius R that contains Ω, by using the integration by part formula formula (4) in Ω ext ∩ B R we find that (E, H) satisfies
By taking the real part of this equality we obtain
and since ν × E = −ZH T on Γ this relation becomes
Since we assume that the real part of Z is non negative, this gives
which in regards of Rellich's Lemma ([12, lemme 9.28]) gives E = H = 0 in R 3 \B R . The unique continuation principle then gives E = H = 0 in Ω ext and this concludes the proof.
As a consequence, to prove that problem (5) is well-posed it is sufficient to prove that it can be formulated as a Fredholm type problem. When V(Γ) is compactly embedded into H −1/2 curl Γ (Γ) the surface formulation (9) allows to prove this property in a straightforward way as soon as Z : V(Γ) → V(Γ) * can be decomposed as the sum of an isomorphism and a compact operator. 
with equivalence of norms and we have equivalence between (5) and (9) 
, there is no real advantage in using the surface formulation to establish existence and uniqueness of the solution to the scattering problem and we have to impose some restrictions on the sign of the imaginary part of the boundary operator to obtain the following theorem. Theorem 3.6. Let Z be an impedance operator such that Hypothesis 3.3 is satisfied and such that it exists c > 0 such that
Then for all f ∈ V(Γ) * problem (5) has a unique solution (E, H) ∈ H ext curl (Ω ext ) × V H and for all ball B R that contains Ω it exists C R > 0 such that
Proof. The proof of this result is a slight adaptation of the procedure presented in [12, chapter 10] and is therefore postponed in appendix.
Well-posedness for second order surface differential operators
In this section we will consider three different second order surface differential operators and we will see that each one of these operators requires a different treatment. For the first two cases we will prove the Fredholm property of the surface formulation (9) and use Theorem 3.5 while in the third case V(Γ) is not a subspace of H −1/2 curl Γ (Γ) and we will make use of Theorem 3.6.
The case of
We take (λ, η, γ) ∈ (L ∞ (Γ)) 3 and we define 
and this space is nothing but H 1 t (Γ) since we have the algebraic relation
where ∆ Γ is the vector Laplace Beltrami operator on Γ. As a consequence, the embedding of
(Γ) and L 2 t (Γ) is compact. Therefore we can use the surface formulation (9) to prove that problem (5) is well-posed under the following sign assumptions on λ, η and γ. The following theorem is then a consequence of Theorem 3.5.
Theorem 4.2. If (λ, η, γ) satisfy Hypothesis 4.1 then for all f ∈ V(Γ) * problem (5) with Z = curl Γ ηcurl Γ + ∇ Γ γdiv Γ + λ has a unique solution (E, H) and for all ball B R that contains Ω it exists C R > 0 such that
Proof. Let us assume that (λ, η, γ) ∈ (L ∞ (Γ)) 3 satisfy Hypothesis 4.1, then the real part of Z is non negative and from Theorem 3.4 we deduce that problem (5) with Z = curl Γ ηcurl Γ + ∇ Γ γdiv Γ + λ has at most one solution. To prove existence we use the surface formulation (9) which is equivalent to (5) since V(Γ) ⊂ H −1/2 curl Γ
(Γ). Let us define the bounded linear operators
for all v and w in V(Γ) and then Z = T + K. We recall that for any complex number z = a + ib ∈ C we have
and since (λ, η, γ) satisfy Hypothesis 4.1, this last inequality implies that the operator T is coercive on V(Γ) i.e. it exists C > 0 such that
Moreover, since the embeddings of V(Γ) into L Remark 4.3. Using formulation (9) instead of formulation (6) to prove existence and uniqueness of the solution to the scattering problem allows us to treat the case of coefficients η and γ with positive and negative imaginary parts respectively. This could not be achieved with standard variational arguments on the variational formulation (7) associated with the volume problem (6). First of all, if the imaginary parts of λ and η are of the same sign then the situation is very similar to the one in the previous section. Actually, V(Γ) is compactly embedded into H −1/2 curl Γ (Γ) and we can use the surface formulation (9) to prove that problem (5) is well-posed. Indeed, in this case Z : V(Γ) → V(Γ) * is coercive and since S Γ : V(Γ) → V(Γ) * is compact we deduce well-posedness from the uniqueness Theorem 3.4.
If this is not the case, that is if the imaginary parts of λ and η are of opposite sign then we have to be much more careful to prove existence of a solution to (5) (uniqueness is ensured by Theorem 3.4). As mentioned in the introduction, this happens for example in the case where Z models a thin layer of metal. Actually, the λ part of the impedance operator has to be treated as a compact perturbation of the curl Γ ηcurl Γ operator but it not true. Actually, similarly to the volume spaces, H
Nevertheless, we prove in what follows that Z + S Γ : V(Γ) → V(Γ) * is an isomorphism by using a Helmholtz' decomposition of V(Γ). Before giving the actual decomposition we need to introduce some additional notations. For any f ∈ V(Γ) * , let us define the sesquilinear form a Γ on V(Γ) × V(Γ) and the anti-linear form l Γ on V(Γ) by
Then, u Γ ∈ V(Γ) solves (9) if and only if
the space of H 1 (Γ) functions with zero mean on Γ endowed with the H 1 (Γ) norm and 
for all (p, ξ) ∈ (H 1 (Γ)) 2 . According to the next lemma, A S is an isomorphism. Proof. Let λ ∈ L ∞ (Γ) be such that Hypothesis 4.4 is satisfied. Let C S and K S be the two bounded operators fromH 1 (Γ) intoH 1 (Γ) defined by
First of all, from (10) and since the imaginary part of λ does not change sign, we have for all p ∈H 1 (Γ)
where c is the lower bound on the modulus of λ and c > 0 from Hypothesis 4.4. Hence C S is an isomorphism from Lax-Milgram Lemma. We prove that K S :H 1 (Γ) →H 1 (Γ) is compact. Let (p n ) n be a bounded sequence ofH 1 (Γ), let us prove that we can extract from (K S p n ) n a subsequence that converges inH 1 (Γ). From the definition of K S and using the continuity of S Γ :
(Γ) we deduce that it exists a constant C > 0 such that for all n ∈ N we have
. Similarly, we obtain that it exists C > 0 such that for all n ∈ N:
Therefore, we obtain that it exists C > 0 such that for all n ∈ N:
We recall that the sequence (p n ) n is bounded in H 1 (Γ) and therefore one can extract from (p n ) n a subsequence still denoted by (p n ) n that is of Cauchy type in H 1/2 (Γ). This observation together with inequality (11) implies that K S is compact and therefore that A S = C S + K S is of Fredholm type with index 0 since C S is an isomorphism.
To conclude the proof, let us prove that A S is injective. We take p ∈H 1 (Γ) such that A S p = 0. We then have
Let (E, H) be the unique solution to (8) with v = ∇ Γ p on Γ. As in the proof of Theorem 3.4 we get by integration by part that
for all ball B R that is such that Ω ⊂ B R . Since ℜ(λ) ≥ 0, this last inequality together with Rellich's Lemma and the unique continuation principle implies that E = H = 0 in Ω ext and as a consequence ∇ Γ p = 0. Since p has a zero mean on Γ, this implies p = 0 which concludes the proof.
We make use of the isomorphism A S to prove the following Helmholtz' decomposition.
Lemma 4.6. If λ satisfies Hypothesis 4.4 then V(Γ) writes as the direct sum of ∇ ΓH 1 (Γ) and X:
and there exists C > 0 such that
for all w ∈ X and p ∈H 1 (Γ).
Proof. Let us take u ∈ V(Γ), and let us define F as being the unique function ofH 1 (Γ) that satisfies
Since A S :H 1 (Γ) →H 1 (Γ) is an isomorphism (Lemma 4.5), it exists a unique p ∈H 1 (Γ) such that A S p = F and it exists C > 0 such that
Let us define w := u − ∇ Γ p, from the definition of A S and p, we have
whence, w ∈ X and by (13) we have the following continuity relation
for C > 0. We have then proven that for any u ∈ V(Γ) it exists p ∈H 1 (Γ) and w ∈ X such that u = ∇ Γ p + w. We now only have to prove that the sum betweenH 1 (Γ) and X is direct. For u = ∇ Γ p ∈ X ∩ ∇ ΓH 1 (Γ) we have A S p = 0 since u ∈ X. Hence p = u = 0 since A S is injective. This concludes the proof.
In order to prove the compact embedding of X into L 2 t (Γ) we need some classical regularity properties for Maxwell's equations that we recall in Theorem 4.7 (see [8] for a proof of this result in Lipschitz domains) as well as the compactness result established in Lemma 4.8.
Theorem 4.7. Let O ∈ R 3 be a bounded simply connected domain with Lipschitz boundary. Let us assume that u ∈ H curl (O) is such that div(u) ∈ L 2 (O) and u T ∈ L 2 t (∂O), then it exists C > 0 such that
Let σ be a L ∞ (Γ) function such that |σ(x)| > c > 0 for almost all x ∈ Γ and that is such that its real and imaginary parts do not change sign. Then, the space
Proof. Let (u n ) n be a bounded sequence in H 1 t,σ (Γ), then there exists C > 0 such that for all n ∈ N we have
We define ϕ n as being the unique function inH 1 (Γ) that satisfies
then σ(u n − ∇ Γ ϕ n ) has a vanishing surface divergence and is in L 2 t (Γ). As a consequence, it exists v n ∈H 1 (Γ) such that curl Γ v n = σ(u n − ∇ Γ ϕ n ) and then u n = ∇ Γ ϕ n + 1 σ curl Γ v n . We now prove that we can extract a subsequence from (curl Γ v n ) n∈N and from (∇ Γ ϕ n ) n∈N that converge in L 2 t (Γ). First of all, since (14) has a unique solution inH 1 (Γ) that depends continuously on the righthand side, it exists C > 0 such that
. The sequence (ϕ n ) n∈N is in particular bounded in H 1 (Γ) therefore we can extract from it a subsequence still denoted by (ϕ n ) n∈N that converges in L 2 (Γ). We prove next that it is of Cauchy type in H 1 (Γ). Let us define ϕ nm := ϕ n − ϕ m and f nm := div Γ (σu n ) − div Γ (σu m ), then there exists C > 0 such that
Concerning (v n ) n∈N we proceed in a similar way. First of all, it exists C > 0 such that
since Γ is C 1,1 (this is still true for a Lipschitz boundary). But, we recall that curl Γ v n = σ(u n − ∇ Γ ϕ n ), therefore it is a bounded sequence in L 2 t (Γ). From the compact embedding of H 1 (Γ) in L 2 (Γ), we deduce that we can extract from (v n ) n∈N a subsequence still denoted (v n ) n∈N that converges in L 2 (Γ). As previously, we conclude by proving that (curl Γ v n ) n∈N is a Cauchy sequence in L 2 t (Γ). Let us denote f nm := curl Γ (u n ) − curl Γ (u m ), there exists C > 0 such that
whence curl Γ v n is a Cauchy sequence in L 2 t (Γ) and it converges in L 2 t (Γ). This concludes the proof since we have proven that one can extract a sequence of (u n ) n∈N that converges in L 2 t (Γ).
The following lemma definitely justifies the use of the Helmholtz' decomposition introduced in Lemma 4.6.
Proof. Let (u n ) n be a bounded sequence of X, then it exists C > 0 such that for all n ∈ N u n V(Γ) ≤ C and since u n ∈ X, we also have
in the sense of distributions. We define (E n , H n ) as being the unique solution to (8) with v = u n on Γ. By using (3) we have that
Whence, since H n,T = u n , it exists C > 0 such that
Lemma 4.8 proves then that we can extract a sequence of (u n ) n that converges in L 2 t (Γ) which finishes the proof.
We now conclude the study of well-posedness of problem (5) for Z = curl Γ ηcurl Γ + λ. Theorem 4.10. Let (λ, η) ∈ (L ∞ (Γ)) 2 be such that Hypothesis 4.4 is satisfied. Then for all f ∈ V(Γ) * problem (5) with Z = curl Γ ηcurl Γ + λ has a unique solution (E, H) and for all ball B R that contains Ω it exists C R > 0 such that
Proof. We take f ∈ V(Γ) * and (λ, η) ∈ (L ∞ (Γ)) 2 such that Hypothesis 4.4 is satisfied. Since
(Γ), we know from Lemma 3.2 that problem (5) is equivalent to problem (9) . As a consequence, it is sufficient to prove that (9) is well-posed. Theorem 3.4, gives uniqueness, we only have to prove existence. We look for a solution u that writes u = u 0 + ∇ Γ p with u 0 ∈ X and p ∈H 1 (Γ). The function u has to satisfiy a Γ (u, v) = l Γ (v) for all v ∈ V(Γ) which if we use test functions being gradients of functions ofH 1 (Γ) implies that p has to satisfy (A S p, ξ) = l Γ (∇ Γ ξ) for all ξ ∈H 1 (Γ).
Let us recall that A S is an isomorphism ofH 1 (Γ), therefore (15) has a unique solution p ∈H 1 (Γ).
If now we use test functions in X, we obtain that u 0 has to satisfy (∂B R ) is compact where γ t,R u =x × u| ∂B R for all u ∈ V H,R .
We now have all the tools we need to conclude the proof. Let us build a solution that decomposes as H = H 0 + ∇p where p ∈ H 1 0 (Ω R ). If H solves (7) then p has to solve A R p = 0 (there is no source term in Ω) and therefore, p = 0. As a consequence, H 0 has to solve
where the operators C R : X R → X R and K R : X R → X R are defined by for all v, w ∈ X R and F is such that (F, w) V H,R := iω f, w V(Γ) * ,V(Γ) for all w ∈ X R . From (17) and the properties of S 1 and S 2 we deduce that C R is coercive on X R and K R is compact. The general uniqueness result Theorem 3.4 ensures that it exists H 0 that solves (18) and that depends continuously on F . Therefore, it exists a unique H = H 0 that solves the variational formulation (7) and we obtain the desired result.
