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The game n-bet is to bet n times with each bet between 0 and 1 inclusive. To win the game 
means to have a specified positive integer m as the final result. If the probability of winning any 
bet is a constant p, then the strategy N(n, m) of betting 1 every time until m is obtained is optimal 
when O<p I +, and is not always optimal when + <p < 1. 
1. Introduction 
In [2] Klawe considered the following problem. Suppose in a one-person game the 
player can bet up to n times and the amount of each bet is between 0 and 1 inclusive 
as his choice. The result of any bet is known before the next bet, and the probability 
to win any bet is a constant p in the interval (0,l). The result of the game is the sum 
of the winning bets minus the sum of the losing bets. To win the game means to 
have a specified positive integer m as the result. Klawe proved that when p = + , an 
(unique in some sense) optimal strategy is to bet 1 every time until m is reached. This 
strategy is denoted by N&m) and is known as the bold strategy. She also showed 
that when p> + (1 + Jr?) = 0.64, N(6,l) is not optimal, and conjectured that when 
p< +, N(n, m) is always optimal for any positive integers n and m. Heath [l] con- 
sidered a similar problem in which winning is defined as to reach either m or -m. 
He showed that when p = +, the bold strategy is optimal in this setting. Sudderth 
and Weerasinghe [3] proved that in the continuous time version of this problem, the 
bold strategy is also optimal. 
The subject of this paper is the game when p # 4. In the first half of this paper 
we shall give a proof for Klawe’s conjecture. In the second half we show that if 
p>+, then for some (hence, infinitely many) sufficiently large n, N(n, m) is not 
optimal. We adopt many notations from Klawe [2] and the method used in the proof 
for the case p-c+ is along the same line as Klawe’s proof for the case p= 3. 
Let x be a nonnegative real number, and consider the set 9n of all n-bet strategies 
for the game. For each SE &, let P(S,x) be the probability to obtain x as the result 
with the strategy S. We define the function 
f,(x) = sup{P(s,x): Sey?n}. 
It is easy to see that f,(x) is nonincreasing on [O, co) and that 
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f,+r(x)=sup{pf,(x-cr)+(l-p)f,(x+cr): 05a5min(l,x}}. (1.1) 
For a proof of these facts, see [2, p. 1061. Also, we have f,(O) = 1 for every n. 
A nonnegative integer r is called an n-point if r = 0 or n - r is even. For each xz 0 
we define r(n,x) to be the nearest n-point to x. If x is the midpoint of two con- 
secutive n-points, let r(n,x) be the smaller one. Our definition for r(n,x) differs from 
Klawe’s when n is odd and +<x< 1. By our definition r(n,x) = 1 in this case but it 
is 0 by hers. We define by induction a sequence of functions g,(x) on [0, CD) as 
follows. Let g,(O) = 1 and g,(x)=0 on (0,03). For each n 20, define 
g,, r(x) = %7(r(n, x)) + (1 -P)&(2X- r(n, x)) 
if x>r(n,x), and otherwise 
(1.2) 
g, + 1(x) = P&(2X - r(n,x)) + (1-&%&0,x)). (1.2’) 
It is easy to show by induction that g,(x)If,(x). In fact g,(x) is the probability 
function of the n-bet game with a strategy S(n,x) defined as follows. For each 
1 Ikln, let ck denote the result after the first k- 1 bets. Then Ix- ck-r(n - k, 
x-ck)I is bet on the kth bet. (This strategy is slightly different from the one defin- 
ed in [2, p. 1141, but they have the same winning probability.) It will be proved that 
for each positive integer m, g,(m) is also the winning probability of the strategy 
N(n, m) - 
In the rest of this section we give some basic difference properties of the values 
of g,(x) on integral points. In Section 2 we generalize these properties to arbitrary 
numbers and show that if ps +, then g,(x) =f,,(x) for any n 2 0 and XL 0. Thus, 
S(n, x) is an optimal strategy to obtain x and N(n, m) is optimal to reach m. In Sec- 
tion 3 we prove that if p > $, then for any positive integer m, there exists an in- 
teger n (depending on p and m) such that gk (m) <fk(m) whenever k> n and k - m 
is odd. 
It is easy to see that {g,} is an increasing sequence of decreasing left-continuous 
step functions and every point of discontinuity is a dyadic rational. 
Propositionl.l. Zfmrl isann-pointandO~a~l,andifm~x~m+l-a, then 
PknC-l)-g,(x-l+aN = (l-p)[g,(x)-g,(x+a)l. (1.3) 
Proof. We prove only for x= m. Then (1.3) follows easily. It is certainly true if 
n=O. If n>O, then by (1.2), 
and 
We see from Proposition 1.1 that for any Olxl 1, 
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Sometimes it is more convenient to use this as the definition of g,, i(x). Using this 
as the definition we see that g,(x) is the probability function of Klawe’s strategy 
S(n, x). 
Corollary 1.2. If n r0 and rnz 1, then 
PM~-1)-&I(Wl~ (l-P)[g,(m)-g,(m+l)l. (1.4) 
Proof. We may suppose that n >0 and m is not an n-point. Then it follows from 
Proposition 1.1 and the facts that g,(m) =g,_ i(m), g,(m - 1) rg,_ 1 (m - l), and 
g&n+l)rg,_,(m+l). El 
Proposition 1.3. Zf m 2 1 and n 2 0, then 
g,+l(m) =pg,(m-1)+(1-p)g,(m-c1). (1.5) 
Proof. If m is not an n-point, this is just the definition (1.2). Now let m be an n- 
point and suppose n > 0. Then 
g,+,(m) = g,(m) 
=pg,-I@-l)+(l-p)g,-i(m+l) 
= pg,(m - 1) + (1 -p)g,(m + l), 
all by the definitions of g, and g,, 1. 0 
We see from Proposition 1.3 that g,(m) is the probability to reach m with the 
strategy N(n, m). 
2. Optimality of S(n, x): p < f 
In this section we prove that if p< +, then S(n,x) is an optimal n-bet strategy to 
reach x as the result of the game. We prove at first some difference inequalities 
which are generalizations of Proposition 1 .l and Corollary 1.2. We assume that 
p<+ throughout this section. 
Proposition 2.1. Zf m is an n-point and mrm+asxcx+asm+2, then 
dgn(m)-g,(m+aN 1 (l-P)[g,(x)-g,(x+a)l. (2.1 OG) 
Corollary 2.2. Zf m is an n-point and msxlx+asm +2, then 
g,(m)-gAm+a) zg,(x)-gJx+a). (2.2(n)) 
Corollary 2.3. Let n, m, k be nonnegative integers and ar0. Then 
d%nW)-g,W+a)l 2(1-p)k[g,(m+k)-g,(m+k++a)l. (2.309) 
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Proposition 2.4. If m is an n-point and max(m - m -as 
If m is an n-point and max{m-2,0)5x-alxsrn, then 
gJm-a)-g,(m)sg,(x-a)-g,(x). (2.5(n)> 
Corollary 2.6. Let n, m, k be nonnegative integers and 0~ al m. Then 
p?g,Am-a)-g,(m)1 2 (l-P)k[g,(m+k-a)-g,(m+k)l. (2.W) 
These inequalities will be proved simultaneously by induction on n. It is trivial 
to check that they all hold for n = 0. Now we assume that they are all true for n =j 
and we prove them for n =j + 1. 
Proof of (2.l(j+ 1)). Now we suppose that m is a (j + 1)-point and m I m + al 
x<x+alm+2. The goal is to prove 
Pkj+lb)--gj+l(m+a)l~ (l_P)[gj+1(X)-gj+1(x+a)l. Gl(_i+ 1)) 
Assume first that m 2 1. Then, by the definition (1.2), 
gj+l@-gj+IW+a) =P[gj(m-l)-gj(m-l+2a)l. 
(Notice that a 5 1.) If x + a 5 m + 1, then similarly 
gj+i(X)-gj+i(X+U)=p[gj(2X-m-l)-gj(2X+2U-m-l)]. 
The inequality (2.l(j+ 1)) follows from (2.10). 
If xzm+ 1, then by (2.20) and (2.3(j)), 
gj+~(X)-gj+~(X+U)=(l-p)[g~(2X-m-l)-gj(2X+2a-m-l)] 
I (l-p)[gj(m+l)-gj(m+1+2a)] 
Ip2(1-p))‘[gj(m-l)-gj(m-1+2U)]. 
If x<m+l<x+a, then 
gj+i(x)-gj+~(x+a)=P[gj(2x-m-1)-gj(m+1)1 
+(l-p)[gj(m+l)-gj(2X+2U-m-l)] 
Sp2(1-p)-‘[gj(2X+2U-m-3)-gj(m-l+2U)] 
+p*(l-p))‘[gj(m-l)-gj(2X+2U-m-3)] 
=p2(1-p)-‘[gj(m-l)-gj(m-1+2U)], 
by (2.4(j)) and (2.3(j)), since m - 1+2ar2x-m - 1. 
Now suppose m = 0. We assume at first that 1 is a (j+ 1)-point. In the cases 
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x+as 1 and x2 1, (2.l(j+ 1)) can be translated via (1.3) to the interval [1,2], to be 
reduced to the case m = 1. If XC 1 <~+a, (1.3) shows that we need only to prove 
P[gj+i(x+a-l)-gj+1(a)l 2 (l-P)[gj+l(x)-gj+l(l)l. 
By (1.2), this is equivalent to 
p[gj(2x+2a-2)-gj(2a)l 1 (1-P)[gj(2x)-gj(2)19 
which is (2.4(j)) for m =2. Assume that 1 is a j-point. Again, it is trivial when 
x+all. If x21, then 
&Tj+I(x)-gj+l(x+a) = (1-~)[gj(2x-1)-gj(2x+2a-1)1 
5 (l-P)kj(l)-gj(l +Wl 
5 P t gj (0) - gj (241 
=P(1-P)-‘[gj+l(O)-gj+i(a)l, 
by (2.2(j)) and (2.3(j)). If x< 1 <x+a, then since x>+, 
~j+~(X)-~j+~(x+~) 
=pgj(2X-l)+(l-P)gj(l)-pgj(l)-(l-p)gj(2X+2U-l) 
5P[gj(2X-l)-gj(l)+gj(O)-gj(2X+2U-2)] 
=P[gj(O)-gj(2a)l+P[gj(2x-1)-gj(1)-gj(2x+2a-2)+gj(2a)l 
5 P(l-P)-‘Igj+i(O)-gj+i(a)l, 
by (2.3(j)) and the fact 
gj(2U)-gj(1) 5 gj(2X+2U-2)-gj(2X-l), 
which is shown by (2.5(j)) for 2a-c 1 and by (1.3) and (2.1(j)) for 2a> 1. 0 
Proof of (2.2(j+l)). Suppose mcxsx+acm+2. Then 
gj+lW)--gj+l(m+a) 2 gj+i@)-gj+i(x+a) cw_i+ 1)) 
follows immediately from (2.l(j+ 1)) for m + alx. When m +a>x, (2.l(j+ 1)) 
implies 
gj+i(m)-gj+i(x)~gj+i(m+a)-gj+i(x+a), 
which is equivalent to (2.2(j+l)). 0 
Proof of (2.3(j+l)). Here we have that m and k are just nonnegative integers. In 
proving 
Pk[gj+l(m)-gj+l(m+a)l 
(2.3u+ 1)) 
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we may assume 0 I a I 1, since the general case can be written as a finite sum. For 
this special case we need only to apply (1.3) and (2.l(j+ 1)) alternatively for k 
times. 0 
Proof of (2.4(j+l)). Let m be a (j+l)-point and max{m-2,0}Ix-a5xl 
m-asm. We need to show 
(l-P)[gj+l(m-a)-gj+,(m)l ~P[gj+I(x-a)-gj+I(x)l. (2.4u-t 1)) 
The general case that m L 3 and m = 1 is symmetric with (2.l(j + 1)) and can be prov- 
ed similarly. So, we assume m =2. Then, we have 
gj+1(2-4-gj+169 = (1-P)kjC3 -2a)-gj(3)1. 
It is routine when x-azl. If x51, then 
gj+IC-a)-gj+I(x) = (1-~)[gj(2x-2a)-gj(2x)l 
1 (l-p)[gj(2-2a)-gj(2)1 
Ip-1(l-p)2[gj(3-2U)-gj(3)]. 
Here we need (2.6(j)) and the inequality 
gj(2X_2a)-gj(2X)Z gj(2_2a)-gj(2). 
To show this we assume 2x2 2 -2a. Then by (1.3) we see it is equivalent, according 
as 2x-2a11, 2x-2a<152x, or 2x<l, to, 
gj(2X-2U-l)-gj(2X-l)rgj(l-2U)-gj(l), 
gj(“)-gj(2x-1)+~-‘(l-~)[gj(2x-2a)-gj(1)1 
Zgj(l-2U)-gj(2X-2U)+gj(2X-2U)-gj(l), 
or 
(1-~)[gj(2x-2a)-gj(2x)l~P[gj(l-2a)-gj(1)17 
and each of which can be obtained from (2.2(j)) or (2.5(j)). If x-a< 1 <x, then 
gj+l(x-a)-gj+l(x)=~gj(O)+(l-~)gj(2x-2a)-~gj(l)-(l-~)gj(~-1) 
=(1-~)[gj(l)-gj(2)+gj(2x-2a)-gj(2x-1)1 
=(l-~)[(gj(l)-gj(2x-1))-(gj(2-2a)-gj(~-2a))l 
+ (1 -P)[gjW2a)-gjWl 
L~[gj(O)-gj(2x-2)1-(l-~)[gj(2-2a)-gj(2x-2a)l 
+p-‘(l-p)2[gj(3-2a)-gj(3)1 
~~-‘(l-~)2[gj(3-2a)-gj(3)1, 
by (1.3), (2.6(j)), and (2.1(j)), since 2x-2<2-2a. 0 
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Symmetrically we can prove (2.5(j+l)) and (2.6(j+l)), and this completes the 
proof. 
Proposition 2.1. Suppose rn is not an n-point and 0 I ar 1. If m - 1 + 
Proof. We still proceed by induction on n. It is straightforward to check (2.7(O)) 
and (2.8(O)). Suppose (2.7(j)) and (2.8(j)) are true. We prove (2.7(j+ 1)) now. If 
x5 m and m 2 2 we translate the problem to the interval [m - 2, m - 11 via (1.3) and 
it becomes 
sj+~(m-l-a)-sj+~(m-l)~gj+~(x-l-a)-gj+~(x-l). 
Then it follows from (2.2). If x-a<m<x, then the inequality becomes 
gj+,(m)-gj+l(x)zgj+l(m-a)-gj+l(x-a). 
We note that this inequality can be reduced to 
gj(m-l)-gj(2X-m-l)Zgj(m-2U)-gj(2X-m-2U) 
via (1.2) and (1.3) for mz2, and to 
P[gj(0)-gj(2X-2)1 2 (l-p)[gj(2-2a)-gj(2x-2a)l 
for m = 1. Thus (2.7(j + 1)) follows from (2.8(j)) and (2.1). Suppose that x- a? m. 
In this case we have a% $. By (1.3) and (2.7(j)), 
gj+I(m-a)-gj+,(m)=pIgj(m-2a)-gj(m)l 
=(I-p)[gj(m+l-2U)-gj(m+l)] 
I (l-p)[gj(2X-2U-m)-gj(2X-m)] 
=gj+I(X-a)-gj+I(X). 
If m = 1 and XI 1, then 
and 
The inequality (2.7(j+ 1)) follows from (1.3) and (2.2) or (2.5) as we did in the proof 
of (2.4(j+ 1)). 
Inthecasesxrm,orx~m<x+a,orx+a~mandmz2,(2.8(j+l))canbepro- 
ved similarly. We assume m = 1 and xt arl 1. Then by (1.3) and (2,1), 
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gj+l(l)-gj+l(l+a) =(1-P)[gj(1)-gj(1+2a)l 
= P [ gj Co) - Sj (2a)l 
1 C1 -P)[gj(2x)-gj(2x+ 2a)l 
=gj+l(x)Pgj+I(x+a)* 
since 2a 5 2x. 0 
Now we are ready to prove the main result of this section that f,(x) = g,(x) for 
any n>O and XSO. Since gO(x)=fO(x), it is sufficient to show that 
g,+,(x)=sup{pg,(x-a)+(l-p)g,(x+a): 05a5min{l,x}}, 
and this is proved in the next theorem. 
Theorem 2.8. Let m=r(n,x) and O~a~min{l,x}. Then, 
pg,(m)+(l-p)g,(2x-m)rpg,(x-a)+(l-p)g,(x+a) 
when mix, and 
pg,(2x-m)+(l-p)g,(m)2pg,(x-a)+(l-p)g,(x+a) 
when xcm. 
(2.9) 
(2.10) 
Proof. We prove (2.9) first. If asx-m, then by (2.1(n)), 
Pk,(m)-g,(x-a)l~ (l-~)[g,(x+a)-g,(2x-m)l. 
If a>x-m, then by (1.3) and (2.7(n)), 
Pk,C-a)-g,(m)1 =(l-p)[g,(x-a+l)-g,(m+l)l 
5 (l-P)[g,(2x-m)-g,(x+a)l. 
Now we prove (2.10). If al m -x, then by (2.4(n)), 
(1-p)k,(x+a)-g,Wl IP[g,(2x-m)-g,(x-a)l. 
If a> m -x, then by (1.3) and (2.8(n)) (when m > 1) or (2.2(n)) (when m = l), 
(1-P)k,W-g,(x+a)l =Ptg,(m-1)-g,(x+a-1)l 
Lp[g,(x-a)-g,(2x-m)l. 0 
The next theorem shows that even with this strategy, the probability to win the 
game is still small when x is large. When the game is fair (p= t), intuition tells us 
that any value x>O can be reached if there is no limit for the number of bets. But, 
if p < t, then the probability that x can be obtained with arbitrarily many bets 
decreases to 0 as x tends to 00. Let g(x) be the probability that x is obtained with 
unlimited number of bets. Obviously, g(x) is the limit of the increasing sequence of 
functions g,(x). 
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Theorem 2.9. Let k be a positive integer. Then 
Proof. By Corollary 2.3, for any n, k, and a, 
g,(k)-g,(k+a) 5 
Since g,(x)+0 as x-+ 03, we have g,(k)5 (p/(1 -P))~. Thus, we also have g(k)5 
(p/(1 -P))~, and hence, g(x) +O as x+03. By Proposition 1.1, 
pM+g(k+1)1 = (l-p)[g(k+l)-g(k+2)1. 
It follows that g(k) = (p/(1 -p))‘. 0 
Remark. All results we obtained in this section hold for p = $. 
3. Nonoptimality of S(n, x): p > + 
In this section we prove that for p> +, if n is odd and sufficiently large, then, 
pg,(t)+(l-p)g,(t)>g,+i(l). Thus, .L+i(l)>g,+i(l) and S(n+l,l) is not op- 
timal. This implies that f,,+m(m) >gn+m(m) and S(n + m, m) is not optimal. 
Lemma 3.1. Suppose n 2 m - 1 and m is not an n-point. Then 
s,(m)-gAm+l) gn+2(m)-g,+2(m+l) 
gn(m-l)-gn(m) 5 s,+2(m-l)-gn+2(m) * 
Proof. We again prove by induction on n. The first step follows from g,_I(m) = 
g,_,(m+l)=O but g,_,(m-l)=p+‘. Suppose nrm+l. If m>l, then by Pro- 
positions 1.3 and 1.1 and the inductive hypothesis, 
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If m = 1, then by Proposition 1.1 and the inductive hypothesis, 
Theorem 3.2. There exists an odd integer n such that 
m,(i) + (1 -P)&(+) > &,lUh 
Proof. From Lemma 3.1 we see that the limit 
exists as a positive number or +03 for each ml 1. If the theorem is not true, then 
for every odd integer n, 
Pg,~,(o)+(l_P)g,~,(2) = g,(l) = g,+,(l) 
~J%(t)+(l-~)g,(+) 
=P2g,-,(o)+2P(l-P)&,(l)+(l-P)2&-,(2). 
This implies that 
g,-,(o)+g,~,(2) 2 %,-i(l), 
and hence Ai s 1. From the proof of Lemma 3.1 we see that 
A, =la(l+A,) and A,(A,!,+l)= l+&+i, m> 1. 
From this it is easy to prove by induction that 2, sA,_ 1 for all m 2 1, and hence 
Ai I 1 implies that A, I 1 for any m 2 1. Choose a large even integer k. Denote by 
% = gkb - l) -gk(m)7 
h?? = gk+2(m)-gk(m)j 
o = gk(m)-gk(m+l) 
m 
gk(m-l)-gk(m) ’ 
un optrmat strategies for a betting game 167 
for 1 I m5k-t 1. Notice the following relations among these constants: 
em = --C 
l-p’ 
m even, 
(Y t?l+l - = e In, 
%I 
&=P%-(1-Ph%n.l, m odd, 
6, =~&_~+(l--p)6,+~, m even, 
4?2-4tz+1+%+1 
CS,_i-C&+C& 
I&, m odd, 
&-4n+1 P 
a,_,-6, = - l-p’ 
m even. 
The last two imply that 
6 
4Tl-P4?-, 
m+l = l-p ’ 
m even, 
6 m+, r6,(1+~,)-~,6,_l-(~2,-e,)a,n, m odd, (3.1) 
and we see that the ratio of the two sides in the inequality (3.1) tends to 1 as k--t 03, 
for each m. Notice that 0, + A, as k --f 00, for each odd m. Thus for a given integer 
I, we can choose k large enough such that the term (A, - e,)a, is small relative to 
6i, for m-l,3 ,..., 21-1, since ~3~=(p-(l-p)8~)a~ and CX,+~ =a,0,...8,< 
at (p/(1 -p))“‘? Now by induction we can show that the first 21 terms of (6,) are 
increasing and for each odd m < 21, we can write 
6 m+1= [6,(1+;1,)-~,6,-,1(1+&,), 
where E, + 0 as k + 03. Inductively, we calculate that 
61 = [P-(1-P)~,lalu-t4), 
82 = (1+1,)6,(1+&;), 
83 = (1+ &)d,(l+& 
( 
1 
s,= l+ ---A*+ 
1-P 
LA,& 6,(1+&i), 
1-P > 
( 
1 
82,_1= l+ --A,+ 
P 
1-P 
---+A3 
(1 -P) 
P 
l-2 
+ ... + 
(1 -py 
1113 .**12/-3 6,(1+&I), 
> 
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and .sj+O as k+oo, forj=1,2,...,21. We take &_t; then 
1 
l+ - 
P 
1-P A1+ (l-p)2 
-131A3 
P 
1-2 
+ ... + 
(1 -py 
(p-(l-p)Al)a,(l+d 
P (-1 
I-1 
=pa,0,e2...e2,_25paI 
1-P 
A*A3...A2,-3; 
or 
P'Z(P-(l-PM 
[ 
(1 -p)'-' (1 -p)'-2 P(l-P)'-3 
A A . ..Q-2 
1 3*..A2[_3 + ?~3**.A2,~_3 + A5'*'A2[_3 + 1 
2 (2p- l)[(l -py +(l -p)‘P2+p(1 -p)‘-3+ . . . +p’-21 
= (2p-1) (l-p)‘_‘+ p 
I 
/-t_(l-p)‘-’ 
2p-1 1 
= [p'-' - 2(1 -p)‘]. 
This is a contradiction since p> t, and it completes the proof. 0 
Remark 1. From Lemma 3.1 we see that if Theorem 3.2 is satisfied for some odd 
integer n, then it is satisfied for every odd integer greater than n. Therefore, 
fn+,(m)>g,+, (m) for all m and all large odd n. 
Remark 2. Theorem 3.2 does not tell us how large the integer could be. By some 
computing work we find a sequence {p,} of values of the probability p such 
that p >pn implies that g2,,(0) + g2,(2) < 2g2,,( l), which implies the g2,+2(1) < 
pg2,+r(+)+(l -p)g2n+1(+). Here are some values of p,,: 
p,(J = 0.586616..., 
p2e = 0.532870.. . , 
pso = 0.512787 . . . , 
p,oo = 0.505954.. . 
We see that pn converges to + slowly. 
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Remark 3. The author is grateful to the referees for their many suggestions which 
make the work more complete and easier to read. 
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