As CMOS technology scales down into the deep-submicron (DSM) domain, the costs of design and verification for Systems-onChip (SoCs) are rapidly increasing. Relaxing the requirement of 100% correctness for devices and interconnects drastically reduces the costs of design but, at the same time, requires SoCs to be designed with some degree of system-level fault-tolerance. Towards this end, this paper introduces a novel communication paradigm for SoCs, called stochastic communication. This scheme separates communication from computation by allowing the on-chip interconnect to be designed as a reusable IP and also provides a builtin tolerance to DSM failures, without a significant performance penalty. By using this communication scheme, a large percentage of data upsets, packet losses due to buffers overflow, and severe levels of synchronization failures can be tolerated, while providing high levels of performance.
(i) Separation between computation and communication,
as the communication scheme is implemented in the network logic and is transparent to the IPs. (ii) Fault-tolerance since a message can still reach its destination despite severe levels of DSM failures. (iii) Extremely low latency since this communication scheme does not require retransmission of corrupted data. (iv) Low production costs because the fault-tolerant nature of the algorithm eliminates the need for detailed testing/verification. (v) Design flexibility since it provides a mechanism to tune the tradeoff between performance and energy consumption.
We also note that the proposed on-chip stochastic communication is accompanied with a theoretical justification. The analytical model allows us to explain the essence of stochastic communication and determine nodes coverage which is later validated via simulation.
Structure of this paper
The remainder of this paper is organized as follows: Section 2 reviews related work. Section 3 introduces a fault model for NoCs which captures the typical errors that may appear in a DSM circuit. Section 4 describes the on-chip stochastic communication algorithm meant to work in a failure-prone environment. Section 5 presents the analytical treatment of the novel communication paradigm. Section 6 presents the experimental results obtained for a simple two-dimensional FFT application working on a flat NoC. Finally, in Section 7 we outline the limitations of the proposed model. We then conclude in Section 8 by summarizing our main contribution.
RELATED WORK
The starting point of on-chip stochastic communication is the epidemics theory and gossip algorithms. The epidemics theory has its origin in the Bernoulli's work who tried to prove that the exposure of healthy people to smallpox may contribute to their immunization and decrease the mortality rate [18] . Generally speaking, the simple epidemic models characterize the infection process in a finite population of susceptible (S) and infected (I) individuals. The velocity of infection process is given by the product between the num-3 ber of susceptibles and infected individuals [17, 18] . Besides these two types of individuals, the general epidemics model, also called SIR model, introduces the removal of individuals (R) which designates an infected person that is removed either by immunization or by death.
In contrast to epidemics, the rumor spreading theory takes into account an additional type of interaction that may happen between a spreader (similar to an infected individual) and a stifler (viewed as a removal). While in epidemics the stifler corresponds to an isolated individual, in rumor spreading it influences directly the dissemination process.
The first complete stochastic model for rumor spreading was introduced by Daley and Kendall in [19] . They divided the entire population of individuals in three categories: spreaders (S), ignorants (I), and stiflers (R). The spreader designates an individual (or node) who disseminates the rumor or forwards the message according to a fixed probabilistic rule. An ignorant represents an individual who is not aware of the rumor contents yet. A stifler refers to an individual who is aware of the rumor, but decides to stop its dissemination.
According to the epidemics modeling, the interaction between a spreader and an ignorant leads to a state with two spreader individuals at a rate proportional to the number of the spreader and ignorant populations (i.e., SI). Similarly, the interaction between a spreader and a stifler may lead to a new stifler at a rate proportional to the number of the spreader and stifler subpopulations (i.e., SR). Moreover, in the case of an interaction between two spreaders, it may happen that one of them becomes a stifler at a rate proportional with the frequency of interactions between individuals belonging to the same subpopulation (i.e., 0.5S(S − 1)).
An alternative approach, called the Maki-Thompson rumor model, is presented in [18] . The main difference between the Daley-Kendall and Maki-Thompson models is that in the later, the interaction between two spreaders results in a new stifler at a rate double than the one in the first approach (i.e., S(S − 1)). A unified treatment of the rumor spreading process was recently proposed by Pearce [20] .
All these approaches inspired the so-called gossip protocols for information dissemination in computer systems or sensor networks [15, 16, 21] . They are very attractive for applications that require localized communication. A distant ancestor is the USENET news protocol, NNTP [22] , developed in early 80s. The news servers running the NNTP protocol exchange updates with the neighboring servers without knowing the entire set of hosts that run NNTP worldwide. Thus, a new message that has been sent to a newsgroup will propagate from server to server until it is known by all of them. An interesting property of this protocol is that the servers are not required to know about all other servers, and yet they are able to broadcast the updates to the entire group. This reduces drastically the bandwidth required for the broadcast, which makes this protocol more scalable than most traditional distributed algorithms.
Demers et al. in [15] propose randomized gossip protocols for the lazy update of data objects in databases replicated at many sites. In that paper, the authors show how the gossip-based communication is related to the propagation of epidemics and develop a family of gossip-based multicast protocols. It can be shown that, the updates spread exponentially fast among the replicated instances of the database, and the broadcast is accomplished with only a few retransmission rounds.
Several networking protocols, such as the Internet Muse protocol [23] , the Scalable Reliable Multicast [24] , and the Xpress Transfer Protocol [25] were based on the same principles. Birman et al. in [21] have shown that for the gossipbased multicast protocols there is a high probability that almost all or almost none of the players will receive the broadcast, as opposed to the stronger all or none guarantee of the classical distributed algorithms. Therefore, these protocols are best suited for applications that can tolerate a small percentage of message losses, but need to be scalable and have a steady throughput.
More recently, these types of algorithms have been applied to the networks of sensors [16] . Their ability to limit the communication to local regions and support light-weight protocols is appealing to applications where power, complexity, and size constraints are critical. Although promising from the practical standpoint, the claims about the practicality of the proposed algorithm are not supported by an analytical framework.
We argue that this communication paradigm can be successfully applied to the SoC design as well, especially for the NoC type of architecture as in Figure 1 . Preliminary results investigating the basic paradigm and hardware implementation were presented in [5, 26] . Recently, Manolache et al. in [27] proposed a method to reduce the number of broadcast messages and improve the application response time. In terms of the analytical modeling, while the on-chip stochastic communication resembles epidemics and rumor spreading, it is highly dependent on the topology on which the message diffusion takes place [28] . These topological considerations dictate the calculations of the transition probabilities in our analytical model and help explain the nature of on-chip stochastic communication and interactions that take place. Finally, the analytical model validation is done by evaluating nodes coverage.
FAULT MODELING FOR NoCs
Moore's law has been valid for the past three decades. Presently, the advances in wiring and manufacturing technology, as well as the device scaling below the 100 nm threshold, seem to allow Moore's law to continue only for a few more years. Indeed, shrinking transistor dimensions, smaller interconnect features, and higher operating frequencies lead to a higher sensitivity of DSM circuits to neutron and alpha radiation, significantly higher soft error rates, and an increasing number of timing violations [1] . Dependability modeling shows that complex VLSI circuits can be seriously impacted by transient faults and silent data corruption [29, 30] . Furthermore, in order to reduce the costs of design, manufacturing, and verification and make such technologies affordable not only for the highest volume products, the "100% correctness" requirement for VLSI circuits has to be relaxed.
VLSI Design
The faults that may appear in NoCs are either transient or permanent. The transient faults, also known as data upsets or soft errors, are caused by fluxes of neutron and alpha particles, power supply and interconnect noise, electromagnetic interference, or electrostatic discharge. They represent the most common problem for future VLSI circuits. Simply stated, if noise in the interconnect causes a message to be scrambled, a data upset will occur; these faults are subsequently characterized by a probability P upset . As predicted in [1] , the rate of occurrence increases as technology scales down into the DSM domain.
Permanent faults reflect irreversible physical changes in the structure of the circuit. They make recovery very hard or even impossible. However, while these errors occur infrequently [31] and do not pose a serious threat to the mass production of VLSI chips, this may change for future nanotechnologies [32] .
Another common failure is when a message is lost because of buffer overflow. These faults are known as send/receive omissions [33] or buffer overflows. The occurrence rate of these faults is modeled by the probability P overflow .
For complex SoCs, there are additional, more subtle, error modes that can appear. The high coupling capacities of the interconnect and tighter integration favor the Miller effect. As such, it becomes very difficult to achieve predictable delays. Furthermore, as modern circuits span multiple clock domains (e.g., GALS architectures [34] ), and can function at different voltages and frequencies (as for "voltage/frequency island"-based architectures [35] ), the communication between domains has to go through a special interface with mixed clocks [36] . Due to the special handshake needed before transferring data, the latency in communication may increase and synchronization errors appear. In our experiments, every tile has its own clock domain. In this architecture, synchronization errors are normally distributed with a standard deviation σ synchr .
In summary, our fault model depends on the following parameters:
(i) P tiles and P links : probability that a tile/link is affected by a permanent failure, (ii) P upset : probability that a packet is scrambled because of a data upset, (iii) P overflow : probability that a packet is dropped because of buffer overflows, (iv) σ synchr : standard deviation error of the duration of a round (T R ) which indicates the magnitude of synchronization errors.
THE IDEA OF ON-CHIP STOCHASTIC COMMUNICATION
Traditionally, data networks dealt with fault-tolerance by using complex algorithms, like the Internet Protocol or the ATM Layer [23] . However, these algorithms require many resources that are not available on chip. In addition, they are not always able to guarantee a low latency which is vital for SoCs. For example, in these protocols, the packets are protected by a cyclic redundancy code (CRC) which is able to detect if a packet contains correct or corrupted data. If an error is detected, the receiver asks for the retransmission of the scrambled messages. This method is known as the automatic retransmission request (ARQ); it has the disadvantage that it increases the communication latency. Another approach is the forward error correction (FEC), where the errors are corrected directly by the receiver by using an error correction scheme, like the Reed-Solomon code. FEC is appropriate when a return channel is not available, as in deep-space communications or in audio CD recordings. FEC, however, is less reliable than ARQ and incurs significant additional processing complexity.
Based on these considerations, we propose a fast and computationally lightweight scheme for the on-chip communication, based on an error-detection/multiple-transmissions scheme. The key observation behind our strategy is that, at chip level, the bandwidth is less expensive than in traditional networks; this is due to the existing high-speed buses and interconnect fabrics which can be used to implement NoCs. In the following subsections, we illustrate the idea of stochastic communication and then describe the mathematical model of on-chip stochastic communication which is built on this very principle.
Example of a Producer-Consumer application
In Figure 2 , we give the example of a generic ProducerConsumer application. On an NoC with 16 tiles, the Producer is placed on tile 6 and the Consumer on tile 12. Suppose the Producer needs to send a message to the Consumer. Initially the Producer sends the message to a randomly chosen subset of its neighbors (e.g., tiles 2 and 7 in Figure 2(a) ). At the second gossip round, tiles 6, 2, and 7 forward it in the same manner. After this round, eight tiles (i.e., 6, 2, 7, 1, 3, 8, 10, and 11 in Figure 2 (b)) become aware of the message and are ready to send it to the rest of the network. At the third gossip round, the Consumer finally receives the packet from tiles 8 and 11 (see Figure 2 (c)). Note that (i) the Producer needs not know the location of the Consumer and the message will arrive at the destination with high probability (w.h.p.); 2 (ii) the message reaches the Consumer before the full broadcast is completed. For instance, by the time the Consumer gets the message, tiles 13-16 have not received the message yet.
The most appealing feature of this algorithm is its excellent performance in presence of failures. For instance, suppose the packet transmitted by tile 8 is affected by a data upset. The Consumer will discard it as it receives (from tile 11) another copy of the same packet anyway. The presence of such upsets is detected by implementing an error-detection scheme on each tile. Bandwidth is less expensive compared to traditional networks, so we can afford more packet transmissions to simplify the communication scheme and guarantee low latencies. 
A generic algorithm for stochastic communication
The above example assumes that individual tiles can detect if data transmissions are affected by upsets. This is possible by protecting the packets with a CRC code. If an error is discovered, then the packet is simply discarded. Because a packet is retransmitted many times in the network, the receiver does not need to ask for retransmission, as it will receive the packet again anyway. This is why stochastic communication can sustain low latencies even under severe levels of failures.
Our proposed algorithm is presented in Figure 3 (with standard set theory notations) and it is executed concurrently by all nodes in the network. A tile forwards the packet that is available for sending to all four output ports, and then a decision with probability P is made whether or not to transmit the message to the next tile. In practice, a gossip round takes several clock cycles. We also note that, since a message can reach its destination before the broadcast is completed, the spreading can be terminated even earlier in order to reduce the number of messages transmitted in the network. This is important because it is directly related to the bandwidth used and energy dissipated (see Section 5.2). To this effect, we assign a time-to-live (TTL) to every message upon creation and decrement it at every hop until it reaches value 0 and so the message is garbage-collected. In Section 6, we show how the probability P and the TTL can be used to tune the trade-off between performance and energy consumption.
The hardware interface
A typical tile of such an NoC is shown in Figure 4 received packets and when an error is discovered, the message is discarded before being fed into the IP. The tile keeps a list of messages that have to be sent in an output buffer. The messages received during the last round and the new messages generated by the IP core are constantly added to the list. However, if a message is already present, a duplicate message will not be inserted. Consequently, even if the message is received a second time from one of the tiles in the neighborhood, only one copy is kept in the send buffer and sent to the neighbors during the next round. However, before being actually transmitted over a link, some messages are randomly dropped by a specialized circuit. The selected threshold voltage determines the probability P that a message is forwarded over a link. This is how the aforementioned random subset of neighbors is actually selected.
Relationship between stochastic communication and rumor spreading
With this technique, the NoC communication becomes similar to the dissemination of a rumor within a large group of friends [37] . Assume that, initially, only one person in the group knows the rumor (see Figure 5 (a)). Upon learning the rumor, this person (initiator) passes it to a group of friends (considered confidants if they spread the rumor) randomly chosen. At the next round, both the initiator and the confidants, if there is at least one, independently of each other, select someone else to pass the rumor to. The process continues in the same fashion until everyone is informed or there are no spreaders of the rumor in the entire population. By analogy with rumor spreading, the NoC tiles are the "gossiping friends," while packets transmitted between them become the "rumors" (see Figure 5 (c)). Since in the social network any "friend" is able to communicate with anyone else in the same group (see Figure 5 (b)), communication in this setup may lead to the small world phenomenon [38] . From a silicon implementation perspective, however, the topology in Figure 5 (b) does not represent a viable solution due to its huge wiring demands. Therefore, for NoCs, we consider a grid-based topology ( Figure 5 (c)), as this is easier and cheaper to implement in silicon.
To analyze the square grid in Figure 5 (c)), we clearly need a new method which takes into account the network topology. This is achieved by considering a stochastic model where transition probabilities are dictated by the network topology. 3 This aspect distinguishes the small world approach from the NoC stochastic communication as it will be detailed next. Besides topology, we need to also consider buffer overflows, links and/or nodes failures. Although deriving a good theoretical model for rumor spreading across a grid is an open research question, to the best of our knowledge, our effort represents the first approach that describes both qualitatively and quantitatively the on-chip stochastic communication.
ON-CHIP STOCHASTIC COMMUNICATION THEORY

Basic node interactions and problem formulation
Starting from theory of epidemic and rumor dissemination modelling [17, 19, 37] , we consider a grid network of N 2 nodes able to communicate as in Figure 1 . Following the model of epidemics theory, we classify the entire population into spreader, ignorant, and stifler nodes. The spreader represents any node that is aware of the message and decides to disseminate it. We denote by S(t) the number of spreader nodes at time t. The ignorant defines a node that is not included in the communication area yet and it is denoted by I(t). The stifler node refers to the case in which a node aware of the message chooses to cease its dissemination (either the link is faulty or the node is dropping the packet). The initial number of spreader and ignorant nodes is denoted by S(0) = N 1 and, respectively, I(0) = N 2 . The number of stifler nodes is obtained by subtracting the spreader and ignorant populations from the total number of nodes:
Since we are dealing with a closed population of N 2 nodes, we can write the following conservation law, for time t ≥ 0:
The process {(S, I, R)(t): t > 0} evolves over a finite state space so that it is completely described by a continuous time Markov chain, for which the initial state and the infinitesimal transition probabilities are specified. While the number of stiflers is simply R(t) = N 2 − S(t) − I(t), it is sufficient to deal with stochastic processes S(t) and I(t) in order to ensure the system evolution. Since we deal with three types of populations, using the decomposition of a pathway into elementary reactions or interactions [39] , we can distinguish the following types of interactions.
(a) Spreader-ignorant interaction
In a mesh topology, each spreader node can be surrounded by one, two, three, or four ignorant nodes. This can contribute to an increase with one, two, three, or four new spreaders. Using the law of mass action as in [17] , we can write the associated transition probability in the infinitesimal time interval (t, t + h) as follows:
where α 1 (t), α 2 (t), α 3 (t), α 4 (t) are time varying rates that characterize the interaction between any spreader and one, two, three, and four ignorant neighbors. More precisely, starting with s − 1 spreaders and i + 1 ignorants (i.e., initial state (s − 1, i + 1)), we end up with s spreaders and i ignorants (i.e., final state (s, i)) at a rate proportional with α 1 (t)(s − 1)(i + 1) (i.e., k = 1). We note that the α k parameters in (2) are directly related to the forwarding probability P in the algorithm in Figure 3 .
This illustrates the direct connection between the formalism developed in this section and the "knobs" that control the stochastic communication in Figure 3. (b) Spreader-spreader interaction Another type of reaction is the interaction between two spreaders that are neighboring nodes. In this situation, it can happen that either both spreader nodes stop the packet diffusion process with a rate β 2 (t), or one node ceases the dissemination while the second node continues to forward packets in the network with a rate β 1 (t). The situations can describe the behavior of a link between two congested nodes which is characterized by P overflow . We do not consider the situation when both nodes continue the packet dissemination since this can be viewed as a consequence of the spreader-ignorant interaction mentioned above. The corresponding transition probability for these two cases is
(c) Spreader-stifler interaction
The third type of interaction we consider is between a spreader and a stifler. The result of this interaction consists in altering the state of the spreader node with a rate α 5 (t). More precisely, a faulty node, also called stifler, may corrupt the received packet and disseminate it, affecting the state of other nodes. The associated transition probability is given by
If there is no change in the continuous time Markov chain, the corresponding transition probability has the form:
The parameters that characterize the above interactions were introduced for capturing both permanent and transient errors. For s + i ≤ N 1 + N 2 and i ≤ N 2 we define
which stands for the probability that, at time t, we have s spreader nodes and i ignorant nodes. If needed, the number of stifler nodes can be easily obtained by subtracting from the entire population the number of spreader and ignorant nodes. The packet dissemination process can be then described by the following forward Kolmogorov equation:
S-node S-node S-S interaction
S-I interaction
Next, we give some intuition about the stochastic packet dissemination using a 5 × 5 mesh network (see Figure 6 ). We set the nodes 9 and 21 to be the sources for packet dissemination. Source 21 can follow the spreader-ignorant interaction and send packets to its neighbors (i.e., nodes 16 and 22) with rate α 2 . Further, nodes 16 and 22 can forward their packets with rates α 2 and α 1 , respectively. Node 22 sends packets with rate α 1 (instead of α 2 ) because the dotted link between nodes 22 and 17 is assumed to be damaged. We observe that node 17 does not send any packet and becomes a stifler with rate α 5 . Subsequently, nodes 11, 12, and 13 behave similarly as they describe new spreader-ignorant interactions.
By the same token, the links between the neighboring nodes 6, 11 and 13, 18 are considered damaged. Source 9 can send a packet to its neighbors with probability α 4 . Later on, nodes 8, 13, and 14 try to disseminate their packets. If the network is overloaded, we may notice new interactions. For instance, it can happen that only one of the nodes 8 or 13 disseminates its packets; this transition probability (β 1 ) is shown on the link between them (spreader-spreader interaction). Moreover, if nodes 13 and 14 are blocked due to congestion, then we end up with two nodes blocking the dissemination process (β 2 ).
Next, we illustrate the derivation of the closed-form solution for the packet diffusion process [28] . First, we use the probability generating functions
to rewrite (7) as a transport equation,
Furthermore, we can construct a vector
from all the probability generating functions and obtain the following nonlinear differential equation:
where the functions A and B are given by
with the following components:
Generally speaking, it is difficult to find out the solution of the above-mentioned differential equation in matrix form. We briefly summarize the methods for finding the solution in time and frequency domains for the case in which A and B are time-independent. This leads to the following equation:
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Time domain investigation
To solve (15) in time domain, we use the method of separating variables. Consequently, the base solution will have the following form F(x, t) = X(x)T(t), where X is a real function and T is a temporal scalar function. Consequently, the parabolic differential equation can be written as follows:
Hence, by introducing the eigenvalue λ in the following equation dT(t)/dt = −λT(t), we obtain T(t) = e −λt . The general solution will be given by the following formula:
where X λ is the eigenvector associated with the eigenvalue
Frequency domain investigation
To find out the solution of the forward Kolmogorov equation (7), we use the method described in [18, 37] . Using the Laplace transform for the probability generating function associated with the forward Kolmogorov equation, we reach the following relation for 0 ≤ i ≤ N 2 :
In order to solve the differential equation, we apply the Laplace transform to the column vector introduced in (10) which leads to:
where A(x) is given by (12) , and
The symbol I N2+1 represents the identity matrix of dimension N 2 + 1. If we differentiate the above equation with respect to variable x, and use the notation
then (19) takes the form
Considering that the probability generating functions f i (x, s) are polynomial functions of variable x of degree N 1 +N 2 −i and using the Taylor expansion of F(x, s), we get the following relations:
where F 0 represents the initial condition, and the intermediate Taylor factors are given by
with the following coefficients:
The symbols I N2+1 and O N2+1 stand for the identity and zero matrices, respectively, of dimension N 2 + 1.
In summary, (22) governs the evolution of packet dissemination on a grid. This equation lies at the heart of onchip stochastic communication. More precisely, it captures the transition probabilities of the Markov process associated with the SIR interactions, as well as the effects induced by the network topology during the stochastic dissemination process.
Performance evaluation
The behavior of the stochastic communication scheme can be characterized based on a small number of parameters which are detailed in this section.
Nodes coverage
An interesting metric that can be derived from the proposed analytical framework is the coverage metric (i.e., the number of reached nodes as a function of time). To analyze the coverage metric for the mesh network, we get inspiration from systems biology [39] . As such, we construct a set of rate equations that describe the rumor dissemination process on a mesh network. The ordinary differential equation modeling starts from the following set of possible reactions and their 
where S denotes the number of spreaders, I designates the number of ignorants, and R represents the number of stiflers. Whenever a reaction takes place, the number of individuals in each population evolves as shown in the right-hand side of (25) . For example, if the third reaction takes place with rate α 3 , then the expression (3, −3, 0) shows that the number of spreader nodes (S) increases by 3 individuals, the number of ignorants (I) decreases by the same amount and the number of stiflers (R) remains unchanged. More precisely, if we start from (S, I, R) configuration and we follow the third reaction, then we end up in the (S + 3, I − 3, R) state. The reaction velocity of each equation can be obtained by using the following rationale: given the reaction mX + nY → qZ that takes place at rate k, the reaction velocity is 
This is a compact way of defining the velocity of each reaction. For instance, the first relation in (26) states that the small variation in the number of spreaders over a short time interval (i.e., dS/dt) is proportional with α 1 SI; this needs to be accounted for since one ignorant becomes a spreader. At the same time, the variation in the number of ignorants over a short time interval (i.e., dI/dt) is proportional to −α 1 SI since the ignorant population losses one member. It is important to note that all the interactions in (26) are independent and only one such interaction occurs in any given time interval dt. Based on these relations, we can write the following rate equations to describe how the ensemble changes at any point in time:
The variations in number of spreaders, ignorants, and stiflers over time are obtained by taking into account the superposition of all the above-mentioned individual effects. Thus, if the third reaction in (25) takes place, for instance, then the number of spreaders increases by three units (therefore, k = 3 in (27) and the first term becomes 3α 3 SI 3 ) since three ignorants are turned into spreaders. At the same time, the same quantity needs to be subtracted from the number of ignorants variation in (27) (i.e., −3α 3 SI 3 ). We note that the semantics of these relations is similar to that used in process algebra of concurrent communicating systems [40] .
Considering, for instance, (27) and the following initial configuration on a 10 × 10 grid: one spreader, one stifler, N 2 − 2 ignorants (i.e., 98 ignorants), and setting the parameters β 1 = β 2 = α 5 = 0 (i.e., assuming neither damaged links, nor nodes), we obtain the time evolution in Figure 7 , as a function of P. The conclusion from this plot is twofold: on one hand, there exists a region of exponential growth in the number of spreader nodes; this is also later shown experimentally by simulation in Section 6.1.2. On the other hand, in absence of faults or upsets, the number of spreader nodes reaches a maximum point after which it does not change significantly with time.
In order to investigate the impact of faults or upsets on the coverage metric, we increase the values of the fault parameters (i.e., β 1 , β 2 , α 5 ) and use the analytical approximation, in (27) . We compare these results with the case in which there are neither damaged links, nor nodes. As we can see in Figure 8 (P = .7), the number of nodes that become aware of the packet dissemination reaches a maximum point in both cases. However, in presence of faults, the number of reached nodes is significantly smaller. This can be explained with the spreader-spreader and spreader-stifler interactions introduced in Section 5.1 (i.e., (3) and (4)).
Broadcast rounds
A broadcast round is the time interval in which a tile has to finish sending all its messages to the next hops; this usually takes several clock cycles. The optimal duration of a round (T R ) can be determined using (28)
where f is the maximum frequency of any link, N packets/round is the average number of packets a link sends during one round (this is application dependent), and S is the average packet size.
As shown in Section 6, the fast dissemination of rumors makes it possible to achieve very low latencies. While XY routing generates traffic along a single path, stochastic communication spreads the traffic uniformly across all links in the network, thereby reducing the chances that packets are delayed due to local congestion. Under the proposed protocol, congestion occurs only when the entire network becomes saturated. This is especially important in multimedia applications, for instance, where a sustainable constant bit-rate is highly desirable. Furthermore, the fact that we do not store or compute the shortest paths (as in dynamic routing) makes this algorithm computationally lightweight, simpler and easier to customize for every application and interconnection network. We also note that since the stochastic communication algorithm uniformly spreads the traffic across the entire network, the proposed algorithm does not suffer from deadlock. Indeed, the packets can reach their destinations even when using finite buffers if the injection rates are sufficiently small.
Energy metrics
To estimate the energy consumption of this algorithm, we use (29)
where N packets is the total number of messages generated in the network, S is the average size of one packet (in bits), and E bit is the energy consumed per bit per link. The parameter N packets can be estimated by simulation, S is applicationdependent, and E bit can be derived from the technology library. As shown in (29) , the total energy consumed is also influenced by the computational cores (E computation ). Since our focus is on the performance of the communication scheme, it is not necessary to estimate precisely the energy required by computation. However, this can be added, to our estimations in Section 6 in order to get the combined energy values.
In summary, the parameters relevant to our analysis are:
(i) nodes coverage, which is a measure of message dissemination in the network (similarly to molecules diffusion in gases), (ii) number of broadcast rounds needed, which is a direct measure of the inter-IP communication latency, (iii) total number of packets sent in the network, which indicates the bandwidth required by the algorithm; it can be controlled by varying the message TTL value, (iv) fault-tolerance, which evaluates the algorithm resilience to abnormal conditions in the network, (v) energy consumption, which is computed with (29) (as detailed in Section 6).
PRACTICAL CONSIDERATIONS AND EXPERIMENTAL RESULTS
Stochastic communication can be beneficial to many application areas ranging from parallel SAT solvers and multimedia applications to periodic data acquisition from noncritical sensors. Starting from a computational task graph, the faulttolerant scheme distributes the independent tasks and operations to different nodes (i.e., information dissemination towards slave nodes) similar to a network of sensors. Later on, the results are collected at the master node through multiple paths. This idea is better emphasized by our first example, the two-dimensional Fast Fourier Transform (FFT) (see Figure 9 ). The inherent parallelism of the FFT algorithm is exploited by computing the partial results at the slave nodes.
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Figure 9: Parallel scheme for computing FFT2.
The stochastic communication scheme ensures that the master node ultimately receives these results and is able to return the desired FFT value even for high data error rates.
Since realistic data about failure patterns in regular SoCs are not easily available, we explore the entire parameter space of our fault model (i.e., P upset ∈ [0, 1]). Another important parameter we vary is P, the probability that a packet is forwarded over a link (see Section 4.1). Stochastic communication allows us to tune the trade-off between energy and performance by varying the probability of transmission (P) between 0 and 1.
Case study: the 2D Fast Fourier Transform
Given the structure of the Discrete Fourier Transform of N samples, a recursive divide-and-conquer algorithm can be used to compute the FFT of N samples (see Figure 9 ). This reduces the number of operations to O (N log 2 N) . Because of its widespread use in engineering (especially in image and multimedia processing), we have focused on the twodimensional FFT algorithm (FFT2) applied to both XY dimensions. Every node in the tree from Figure 9 represents a parallel process. The leaves compute the FFT on a small number of samples and send the intermediate results back to the root which assembles the final result.
We map this application onto a 4 × 4 NoC running the stochastic communication algorithm in Section 4. To increase the tolerance to permanent tile failures, the IPs can be duplicated (as for the Master-Slave computations). Our models simulate grids of 16-25 tiles, which is relevant to nowadays designs, but the gossip algorithms scale extremely well so stochastic communication can be applied to much larger designs.
For this case study we have considered a restricted version of the fault model from Section 3, which includes only the most cited failure modes in the current literature [33] permanent failures of tiles and links (with probabilities P tiles and P links ) and data upsets (with probability P upset ). The random failures are distributed uniformly in time during the length of the simulation (see Figure 10 where we consider a 4 × 4 NoC).
In our framework, the packet (not the flit) represents the basic unit of information and as such, packet reordering is not a real issue. More precisely, in our experiments, while packets may arrive at destination in an out-of-order fashion, they can be easily reordered based on the information contained in their header. As such, the experiments reported in this paper do not suffer from the out-of-order arrival problem.
We evaluate the latency, the energy dissipation, and the fault-tolerance of stochastic communication.For consistency reasons, all the results presented in this section are averages obtained after several simulations. We compare here four versions of the stochastic communication, obtained for different values of the parameter P:
(i) the network flooding, which is a deterministic algorithm where the tiles send the messages to all their neighbors all the time (P = 1); (ii) three versions of the stochastic communication algorithm in Section 4, which uses different probabilities to transmit the message across the links; namely, we use P = .75, P = .5, and P = .25.
The reason for comparing our protocol against the flooding algorithm is because the latter is the simplest possible example of a deterministic broadcast protocol. The flooding algorithm is also optimal with respect to latency; that is, the number of intermediate hops between source and destination is always equal to the Manhattan distance between the two tiles. We show that our protocol has a latency close to this optimum. The flooding is, however, extremely inefficient to implement with respect to the bandwidth and energy consumed. The stochastic communication enables various trade-offs between energy and performance figures by varying the values of the transmission probability P. A summary of our results is given in Tables 1 and 2 . For example, the second row in Table 1 shows that, when the probability of an unsuccessful transmission is P upset = .2, depending on the algorithm used, the broadcast of the first message takes between 5-30 rounds to reach all the tiles, FFT2 is computed after 5-16 rounds, there are 444-811 packets transmitted in the network, with an average energy consumption of 7.61-21.29 nJ per message bit. 4 The second row of Table 2 shows the number of rounds needed to finish the initial broadcast/the computation of FFT2, for different levels of tile and link failures, when P upset = .2.
To give an idea about the average communication energy consumption of the stochastic communication algorithm, we compare the energy consumption of the deterministic XY routing, against the energy of the proposed approach when there are no defective tiles or links in the network. We consider a random mapping which is not optimal for either stochastic or deterministic cases. Moreover, we assume that 4 The total energy dissipation can be obtained by multiplying these figures with the packet size S. In our experiments, we have used S = 364 bits.
for a nonzero probability of data upsets (i.e., P upset > 0) in the deterministic case, a number of (P upset × N packets ) packets need to be retransmitted during the next communication round. 5 The packet retransmission is done in n communication rounds, where n is determined from the following condition (P upset ) n ≤ ε and ε depends on the allowed tolerance to missing FFT2 values. In absence of data upsets (i.e., P upset = 0), the deterministic XY routing scheme consumes 7.2 nJ energy which is smaller than the energy consumption needed in flooding (i.e., 17.22 nJ) and stochastic communication (i.e., 18.34 nJ for P = .75, 11.94 nJ for P = .5 and 7.83 nJ for P = .25). In presence of data upsets, the deterministic routing scheme requires several retransmissions and the energy consumption is given by E 0 /(1 − P upset ). For instance, for a P upset = .4, the communication energy consumption of the deterministic case is 12 nJ, while the energy consumption of the stochastic communication varies from 22.29 nJ for P = .75 to 16.64 nJ for P = .5 and 10.48 nJ for P = .25. Interestingly enough, for higher error rates (e.g., P upset = .8), the communication energy consumption in the deterministic case is 36 nJ, which is higher than the stochastic communication energy consumption which varies from 33.55 nJ for P = .75 to 19.85 nJ for P = .5 and 7.72 nJ for P = .25. Thus, the stochastic communication algorithm proves to work well and consume less energy at higher data upset rates, while the deterministic case seems to imply a nonlinear increases with P upset . 
Repetability of results
Our experiments show that, for several runs of the protocol, the parameter estimations are consistent and do not fluctuate much around the mean value. To support this claim, we present in Figure 11 a comparison for the evolution of the energy dissipation across the entire simulation, and the number of rounds needed to complete the application.
Latency
From the communication point of view, the FFT2 application has two phases.
(i) First, the initial message, containing the raw image samples, has to reach all of the leaf nodes, (ii) Second, the computed results have to come back to the root node, which will assemble the final result.
The evolution of the first phase, namely the spread of the initial broadcast, is shown in the upper part of Figure 12 . As we can see, the spread is relatively slow in the beginning, but soon reaches a stage of explosive growth and so the entire network becomes aware of the message after a small number of rounds. This behavior is reasonably close to the one predicted by the theoretical model in Section 5.2.1 (see Figure 8 ). In both graphs, the data upsets influence the number of nodes reached. The presence of transmission failures slows down the spreading (dashed line in Figure 12 and the blue line in Figure 8 ), but the message still reaches most of the network tiles.
The end of the second phase, namely the time when all the partial results reach the root node, marks the completion of the application and is illustrated in the lower part of Figure 12 . We note that stochastic communication with probability of transmission P = .5 (when up to 50% of the sent packets are corrupted because of data upsets) has a la- tency very close to the optimal one which corresponds to the flooding algorithm. The standard deviation (shown by the error bars in Figure 12 ) is small which proves that the stochastic communication has indeed a stable behavior and the results can be reproduced across several runs of the algorithm.
Last but not least, these numbers depend on the mapping of IPs to tiles. In some cases, we notice that the replies may come back before the full broadcast of the original message reaches all the tiles of the network. This indicates that the application mapping phase has to take into account the communication performance in order to obtain an efficient design [41] .
Energy dissipation
We have estimated the energy dissipation of our algorithm using (29) . We do not include the energy consumed during computation and so, all the results presented here reflect solely the performance of the NoC stochastic communication.
In the top part of Figure 13 we compare the energy consumption of flooding (P = 1) and stochastic communication (with P = .5) algorithms. While stochastic communication has a latency close to optimal (as explained above), its energy dissipation is about half of the one of the flooding algorithm. This is because the energy is proportional to the total number of messages generated in the network (see Section 5.2.3), which is controlled by the probability of transmission P. This observation indicates that, by modifying parameter P, the designer can tune the trade-off between the performance and the energy dissipation of the communication architecture.
Paul Bogdan et al. The energy dissipation drops to 0 in the extreme case when P upset ≈ 1 because all the packets are corrupted and therefore, they are not retransmitted anymore. We also note that the energy dissipation of the stochastic communication also has a smaller variance across several runs of the protocol.
Further energy savings can be achieved by stopping the spreading of messages after a fixed number of rounds. This can be done by assigning messages a finite TTL. For a small TTL, neither the broadcast of the initial message nor the application itself can complete. However, after a certain threshold, the latency does not improve if the TTL is increased. The lower half of Figure 13 shows that the energy consumption increases almost linearly with the TTL. This suggests that the TTL can be set to the smallest value which guarantees tasks completion, in order to keep the energy consumption at minimum.
Fault-tolerance
Different types of failures have different effects on the performance of stochastic communication (see Table 2 ). The levels of defective links and tiles do not seem to have a big impact on latency. However, if a significant number of permanent tile and link failures occurs during the early stages of the algorithm (fortunately, this is actually not likely with modern manufacturing technologies, as explained in Section 3), the applications would fail because too many important modules are not working or entire regions of the NoC may become isolated.
The computation of FFT2 succeeds in many cases, for instance even with 12.5% faulty tiles and 16.67% faulty links, FFT2 succeeds in almost all runs (see Table 2 ). The initial broadcast is especially affected by the number of defective links, which can disconnect a region of the chip from the network and prevent those tiles from sending/receiving messages. However, due to resource duplication, even in these cases the computation of FFT2 may succeed, if there are enough resources left that can communicate with each other.
On the other hand, data upsets seem to have little influence on the probability that the applications will be able to terminate; however, upsets do have a serious impact on latency, especially if P upset > .5. Figure 14 illustrates how the defective tiles and data upsets influence the latency of stochastic communication, again on a 4 × 4 NoC. As shown, FFT2 cannot finish with more than 8 permanently failed tiles. Generally speaking, data upsets will not cause the communication to fail completely. As shown in Figure 14 , for less than 4 stopped tiles (this represents 25% faulty tiles), the algorithm eventually terminates with levels of data upsets as high as 90%, even if it requires close to 100 rounds to do so.
More complex applications
Another application of stochastic communication that was extensively studied in [26] is the MP3 encoder implemented in a "voltage/frequency island" architecture [35] . For this application, some regions of the NoC run at different voltages and even at different frequencies without a significant performance penalty. Indeed, certain parts of the chip, like memories or control logic, do not require as high a voltage as the processor; by placing them on different voltage islands, the total power consumed by the design can be significantly reduced.
As shown in [26] , the level of buffer overflows does not seem to have a big impact on latency. Moreover, the synchronization errors do not prevent the application from terminating; however, they do cause a great variability in the latency. Data upsets also seem to have little influence on the chances to finish encoding, but have a significant impact on the latency, especially if P upset > .7.
LIMITATIONS AND EXTENSIONS
The on-chip stochastic communication approach is inspired by epidemic models where communication is seen as a consequence of interactions between individuals from various subpopulations (i.e., spreaders, ignorants, and stiflers). These interactions are defined in Section 5.1, in accordance to the restrictions imposed by the topology. Also, the mathematical model captures the situation in which due to buffer overflow, link failures or nodes malfunctions, the dissemination process can be stopped. Further, the mathematical model in Section 5.2.1 retrieves the evolution of coverage of spreader nodes which is also illustrated in the experiments (Section 6.1.1).
A similar behavior can be obtained if the EulerMaruyama stochastic method is used for evaluating the evolution of the number of spreader nodes over time [42] . Although it seems attractive for its simplicity, this method may not serve as a prediction tool for latency and energy values because it does not capture the spatial relationship between the network nodes. Future analysis should take into account the variation of stochastic communication in space; this can provide insight on the covered surface by the packet dissemination process.
We plan to extend the present work in several directions. One possibility is to address the issue of task mapping in the context of stochastic communication. The main challenge here comes from the difficulty involved in precise TTL evaluation. The TTL value is not only dependent on the distance between source and destination, but also on the network diameter and node buffering resources. This remains an open problem.
Other possible extensions include investigating the tradeoff between TTL and packet transmission probability for different network topologies. Another important extension is to accommodate the proposed approach with a wormhole switching technique and consider the problem of out-oforder packet delivery.
Finally, the problem of CRC code design should be also considered in the NoC context. In our framework, a packet is treated as the basic unit of information. The packet header does not include the routing path information since it is retransmitted many times over different paths. Instead, we assume that each packet is protected by a CRC code. While there are several criteria for characterizing the optimality of the CRC codes, two properties are of particular interest, namely, the Hamming distance and the burst error detection capability. A CRC code of degree d can detect a burst error whose length is smaller than its degree. For instance, Koopman and Chakravarty report in [43] that the USB-5 (i.e., Universal Serial Bus protocol) is optimum for data words of 11-bit long and BERs of 1e-6. Nevertheless, the literature (e.g., [9, 44] ) reports that the routing tag consists of at least 16 bits and the required number of bits increases with network size. As such, the use of CRC codes may bring some benefits in reducing the number of header bits. However, the detailed analysis that would help us determine the optimal CRC codes is beyond the purpose of the present work and it is left for future work.
CONCLUSIONS
This paper proposed stochastic communication as a novel SoC communication paradigm. This approach takes advantage of the large bandwidth available on chip in order to provide the needed system-level tolerance to synchronization errors, data upsets, and buffer overflows. A theoretical framework which accounts for network topology was proposed to analyze the packet dissemination and interactions between nodes.
Experimental results show that this approach is very scalable, robust, and has a low latency, while keeping the energy consumption at reasonable levels. At the same time, this method simplifies the design process by offering a low-cost and easy to customize solution for on-chip communication. Last but not least, stochastic communication enables various hybrid architectures that may be used to enable on-chip diversity.
