Abstract. Ethernet passive optical network (EPON) is a low-cost and high speed solution to the bottleneck problem. We study previous interoptical network unit (ONU) scheduling algorithm, interleaved polling with stop (IPS).The IPS algorithm needs an idle time period between two consecutive frame transmission cycles on uplink. In this paper, we propose a two-phase cycle dynamic bandwidth allocation (TCDBA) algorithm to increase the channel utilization on uplink through the elimination of the idle period. And, we also evaluate the performance of the proposed algorithm by simulations and confirm its effectiveness.
Introduction
In order to adapt data traffic increasing due to the advent of various multimedia applications, EPON has been introduced [1] [2]. In EPON, all data to be transmitted are encapsulated in Ethernet frames. Thus, worldwide-spread Ethernetbased LANs can be cost-effectively interconnected through EPON. An EPON is a point-to-multipoint optical network consisting of one optical line terminator (OLT), several ONUs, and a passive optical splitter/combiner [1] . The EPON uses multipoint control protocol (MPCP) to exchange control messages between an OLT and ONUs for the time slot request and allocation [2] .
Inter-ONU scheduling algorithms are responsible for arbitrating the transmissions of ONUs. However, the EPON dose not establish standardization of data transmission scheduling algorithm between ONUs. In order to fairly distribute uplink resource to all ONUs, the IPS algorithm has been proposed [3] . In the IPS algorithm, an OLT allocates the time duration based on time slot requests of entire ONUs. However, the IPS needs the computation time to calculate time durations to be assigned to the entire ONUs. During the computation time, any ONU can not transmit data to the OLT. In order to use this waste time duration, Assi et al. proposed fast gate DBA (FGDBA) [4] . However, in FGDBA, if the request volume of all the ONUs is larger than the predetermined threshold value, the operation of the FGDBA is similar to that of the IPS. Hence, it can not efficiently use the waste time duration under heavy traffic loads.
In this paper, in order to fully utilize uplink in EPON, we propose a TCDBA algorithm. In TCDBA, each cycle is divided into two phases. During the first phase, OLT can receive data from all ONUs while computing the available time durations to be allocated in the second phase.
TCDBA (Two-Phase Cycle Dynamic Bandwidth Allocation) Algorithm
In TCDBA, a transmission cycle is divided into two phases, phases 1 and 2, in order to efficient use uplink. The time duration of phase 1 is set as the fixed value which is larger than the sum of DBA computation time and the maximum round trip time (RTT), T mrtt , between the OLT and ONUs. However, the time duration of phase 2 is varied as the request information of all the ONUs. OLT can inform all the ONUs of their available time durations before the corresponding ONUs start their data transmissions on uplink in the phase 2. Hence, the phase 2 starts after the instant of ending phase 1. Let T phase1 be the sum of the DBA computation time, T comp , and T mrtt . and it is equally divided into N time slots, A p1 . As soon as the OLT receives a request volume V i (bytes) from ONU i (i=1,...,N ), the OLT determines the remaining request volume, V for all i (i=1,...,N ) to allocate the available time slots in the upcoming phase 2.
To compute the available time slots, we first decide the length of the current transmission cycle, T cycle , as follows.
where T g is a guard time interval between the two consecutive time durations, T max is the length of the maximum-permitted transmission cycle and C is the link capacity between the OLT and all the ONUs. Thus, the time duration of phase 2, T phase2 , becomes the difference between T cycle and T phase1 . For each ONU, the size of the minimum guaranteed time slot, B min , in the upcoming phase 2 is given by (T phase2 /N )−T g . Based on B min and V 
Finally, the OLT allocates the time slot used in phase 2 to ONU j in M c as follows.
A
Performance Evaluation
We use an EPON architecture with 16 ONUs and an OLT that expends 200μs for the DBA computation. The link capacity between an OLT and ONUs is 1Gbps. The maximum cycle time is set to 2ms and each ONU has a 10Mbytes buffer. The guard time between two consecutive time slots is set to 1μs. The inter-frame gap between two Ethernet frames is 12 bytes. We, also, assume that the round trip time between the OLT and all the ONUs is the same as 200μs. Each end-user generates high class packets with 70 bytes as a Poisson process, and medium/low class packets as a self-similar traffic pattern [5] .
The average delay of IPS, FGDBA, and TCDBA varying offered traffic volume ρ per ONU is shown in Fig. 1(a) . The average packet transmission delay of the TCDBA is always less than that of the IPS, because the IPS can not use the uplink during the sum of T comp and T mrtt . Since the TCDBA can fully use the idle time, it transmits more upstream data traffic than other algorithms. Especially, for 45Mbps≤ ρ, its delay is smaller than that of FGDBA and IPS. Moreover, for ρ in [40Mbps, 60Mbps] the average delay of FGDBA drastically increases as ρ increases. The reason is that some ONUs can not transmit their upstream data during idle time, because their request volume is larger than the predetermined threshold value. The waste of this period in FGDBA will make the increase of the average packet transmission delay. However, in the TCDBA, since the change of the traffic load dose not influence on the use of idle time, the average transmission delay more slowly increases. Fig. 1(b) shows the normalized throughput of IPS, FGDBA and TCDBA. Compared with the IPS and FGDBA, the proposed TCDBA, the maximum throughputs are about 71.5%, 75%, and 87.4%, respectively. Under overload condition, i.e., 60Mbps< ρ, the maximum throughput of TCDBA is improved about 15.9% compared with that FGDBA.
Conclusion
This work proposed the TCDBA algorithm in order to fully use the uplink and improve the throughput. From the simulation results, TCDBA shows a higher performance than other algorithms in terms of low delay and high throughput. For further studies, the performance evaluation of the TCDBA algorithm is required for supporting differentiated services.
