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Abstract
We investigate necessary as well as sufficient conditions under which the Laurent series
coefficients fn associated to a multivariate rational function satisfy Gauss congruences, that
is fmpr ≡ fmpr−1 modulo p
r. For instance, we show that these congruences hold for certain
determinants of logarithmic derivatives. As an application, we completely classify rational
functions P/Q satisfying the Gauss congruences in the case that Q is linear in each variable.
1 Introduction
We say that a sequence (ak)k≥0 of rational numbers satisfies the Gauss congruences for the prime
p, if ak ∈ Zp (that is, the ak are p-adically integral) and
ampr ≡ ampr−1 (mod p
r) (1)
for all integers m ≥ 0 and r ≥ 1. These congruences hold for all primes if and only if∑
d|m
µ
(m
d
)
ad ≡ 0 (modm),
where µ is the Mo¨bius function, and they are named after the classical congruences that hold in
the case ak = α
k, with α ∈ Z. We refer to [Zar08] and [Min14] for a survey of these and related
congruences. Well-known examples of sequences satisfying the Gauss congruences for all primes
include the Lucas numbers Ln defined by Ln+1 = Ln + Ln−1, with L0 = 2, L1 = 1, and the Ape´ry
numbers
An =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
, (2)
which featured in Ape´ry’s proof [Ape´79] of the irrationality of ζ(3). In fact, as shown in [Beu85],
[Cos88], the Ape´ry numbers have the remarkable (and rare) property of satisfying (1) modulo p3r
if p ≥ 5 (often referred to as a supercongruence).
In this paper, we consider the case of multivariate sequences (ak)k∈Zn . As in the univariate
case, these are said to satisfy the Gauss congruences for the prime p, if ak ∈ Zp and ampr ≡ ampr−1
1
(mod pr) for all m ∈ Zn and all r ≥ 1. Our particular focus is on the case when the ak are the
coefficients of a Laurent series of a rational function. As reviewed in Section 2, a rational function
f = P/Q has Laurent series associated with each vertex of the Newton polytope N(Q) of Q. We
show that Gauss congruences hold for one of these Laurent series (for all but finitely many primes)
if and only if they hold for all Laurent series (Proposition 3.4), in which case we say that f has the
Gauss property.
As observed in [Str14], the rational function
1
(1− x1 − x2)(1 − x3 − x4)− x1x2x3x4
=
∑
k∈Z4
≥0
Akx
k, (3)
where xk is short for xk11 x
k2
2 x
k3
3 x
k4
4 , has the Ape´ry numbers (2) as its diagonal coefficients, that is,
An,n,n,n = An. Moreover, it is proved in [Str14] that the supercongruences for the Ape´ry numbers
hold for all coefficients An, meaning that Ampr ≡ Ampr−1 (mod p
3r) for all primes p ≥ 5. In
particular, the rational function (3) has the Gauss property.
One of the goals of this paper is to address the question of which rational functions have the
Gauss property. Towards that end, we provide several results that show that the Gauss prop-
erty holds for large natural classes of rational functions in several variables x = (x1, x2, . . . , xn).
For instance, in Section 4, we show that certain determinants of logarithmic derivatives have the
Gauss property. The following is derived (as Theorem 4.5) from a similar result for Laurent series
(Theorem 4.4). Because of its central character (indicated in Question 1.2 below) and for future
applications, the results of Section 4 are proved over more general rings, namely domains with a
Frobenius lift (Definition 4.1).
Theorem 1.1. Let m ≤ n and let f1, . . . , fm ∈ Q(x) be nonzero. Then the rational function
x1 · · ·xm
f1 · · · fm
det
(
∂fj
∂xi
)
i,j=1,...,m
(4)
has the Gauss property.
It would be of considerable interest to fully characterize multivariate rational functions with the
Gauss property. Towards that end, one might be tempted to ask the following question.
Question 1.2. Suppose that the rational function f ∈ Q(x) has the Gauss property. Can it be
written as a Q-linear combination of functions of the form (4)?
A recent result of Minton [Min14] answers Question 1.2 affirmatively when n = 1, the case of
a single variable. For the benefit of the reader and in order to be self-contained, we reprove this
result, cast in our present language, in Section 8.
Theorem 1.3 (Minton, 2014). A rational function f ∈ Q(x) has the Gauss property if and only if
f is a Q-linear combination of functions of the form xu′(x)/u(x), with u ∈ Z[x].
Although characterizing multivariate rational functions with the Gauss property remains an
open challenge, we obtain, in Section 5, the following concise classification in the case of rational
functions P/Q, for which the Newton polytope N(Q) of the denominator is contained in {0, 1}n.
Note that, in that case, the vertices of N(Q) equal the support of Q.
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Theorem 1.4. Let P,Q ∈ Z[x] and suppose that Q is linear in each variable. Then P/Q has the
Gauss property if and only if N(P ) ⊆ N(Q).
As illustrated by (3), such results for (multivariate) rational functions allow us to establish
congruences for numbers, such as the Ape´ry numbers, whose generating function is much more
complicated than a rational function. Indeed, observe that Theorem 1.4 immediately implies that
the rational function (3) has the Gauss property. In particular, it follows that the Ape´ry numbers
satisfy the Gauss congruences. In a similar spirit, recent results of Rowland and Yassawi [RY15]
show that the series coefficients of certain rational functions satisfy Lucas congruences. Their
approach using Cartier operators can also be applied to provide an alternative proof (at least in
parts) of the “if” portion of Theorem 1.4 (due to the technicalities involved, we do not pursue this
path here).
We obtain Theorem 1.4 as an immediate consequence of the following more general result, which
we prove in Section 5 as an application of Theorem 1.1.
Theorem 1.5. Let P,Q ∈ Z[z,x] such that Q is linear in the variables x1, . . . , xn. Write P =∑
k
pk(z)x
k and Q =
∑
k
qk(z)x
k with pk, qk ∈ Z[z]. Then P/Q has the Gauss property if and
only if pk 6= 0 implies qk 6= 0 and pk/qk has the Gauss property for all k with qk 6= 0.
Our proof of Theorem 1.5 answers Question 1.2 affirmatively for rational functions f = P/Q, in
the case that Q is linear in all but one variable. We further show in Example 6.6, that the answer
to Question 1.2 is affirmative in the case that Q is a function of two variables and total degree 2.
Although, in general, Question 1.2 remains far from being answered, we can give a number of
necessary conditions for the Gauss property to hold. A simple such condition, proved in Proposi-
tion 3.5, is that the Newton polytope N(P ) of P must be contained in N(Q). As another example,
made precise in Proposition 3.8, consider a face F of N(Q) and let PF , QF be the restrictions of
P,Q consisting of those monomials supported on F . If P/Q has the Gauss property, then the same
holds for PF /QF . In Proposition 6.1, we prove the straightforward observation that toroidal sub-
stitutions preserve the Gauss property. As a consequence, illustrated in Example 6.4, the rational
function PF /QF can be reduced to a rational function in essentially fewer than n variables.
Finally, let us indicate a useful consequence concerning arbitrary substitutions of an affirmative
answer to Question 1.2. Suppose that f ∈ Q(x) is a Q-linear combination of functions of the form
(4), and let g1, . . . , gn ∈ Q(x) be nonzero. Then, by the multivariate chain rule,
x1 · · ·xn
g1 · · · gn
det
(
∂gj
∂xi
)
i,j=1,...,n
f(g1(x), . . . , gn(x)) (5)
also is a Q-linear combination of functions of the form (4). In particular, by Theorem 1.1, the
rational function (5) has the Gauss property. Hence, if Question 1.2 has an affirmative answer,
then it follows that, for any rational function f ∈ Q(x) with the Gauss property, the rational
function (5) has the Gauss property as well.
Since Question 1.2 remains open, we give a direct and independent proof of the following uni-
variate version in Section 7.
Theorem 1.6. Let gj ∈ Q(x) be nonzero. If the rational function f ∈ Q(x) has the Gauss property,
then so does the rational function
 n∏
j=1
xjg
′
j(xj)
gj(xj)

 f(g1(x1), . . . , gn(xn)). (6)
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2 Preliminaries and Laurent series expansions
Throughout, p is a prime. The p-adic valuation νp(a) of a rational number a ∈ Q× is the largest
r ∈ Z such that a/pr ∈ Zp, with the understanding that νp(0) = ∞. If a = (a1, . . . , an) ∈ Qn is
a vector, then νp(a) = min{νp(a1), . . . , νp(an)}. Similarly, we say that p divides a vector a if and
only if νp(a) ≥ 1, that is, p divides each component of a.
When working with several variables, we typically use the vector notation x = (x1, . . . , xn)
and write, for instance, Q(x) = Q(x1, . . . , xn) for the ring of rational functions, or Q[x±1] =
Q[x±11 , . . . , x
±1
n ] for the ring of Laurent polynomials in several variables. Similarly, we write x
k =
xk11 · · ·x
kn
n for monomials and refer to k = (k1, . . . , kn) as its exponent vector. The support of
a Laurent polynomial P ∈ Q[x±1], denoted supp(P ) ⊆ Zn, is the set of exponent vectors of the
(non-zero) monomials of P . The Newton polytope N(P ) of P is the convex closure of supp(P ). The
cone generated by vectors v1,v2, . . . ∈ Rn is the R≥0-span of these vectors. We say such a cone
C is proper if there exists a linear form α such that α(w) > 0 for all nonzero w ∈ C. The cones
of importance to us are proper. For instance, suppose that v is a vertex of the Newton polytope
N(P ) of a Laurent polynomial P . Then the cone generated by N(Px−v) is a proper cone. Note
that our cones are based on the vertex 0.
In this paper, we frequently discuss rational functions F = P/Q ∈ Q(x). In principle, we could
choose P and Q to be polynomials. However, for certain purposes, it turns out to be natural to allow
P and Q to be Laurent polynomials, that is, P,Q ∈ Z[x±1]. We have a Laurent series expansion
of F associated to each vertex v of N(Q) as follows [GKZ94, p. 195]. Writing Q =
∑
k
qkx
k with
qk ∈ Z, note that xv/Q can be expanded as
xv
Q
=
1
qv +
∑
k 6=v qkx
k−v
=
1
qv
∞∑
m=0

−∑
k6=v
qk
qv
xk−v


m
=
∑
k∈C
gkx
k, (7)
where C is the proper cone generated by the vectors N(Q/xv). To see that the gk in (7) are finite,
so that the series is well-defined, let α be a linear form such that α(w) > 0 for all nonzero w ∈ C,
and observe that α(k − v) > 0 for all k ∈ supp(Q) with k 6= v. Clearly, gk ∈ Z[q−1v ]. Multiplying
the series (7) with P/xv, we obtain a Laurent series f =
∑
k
fkx
k for F = P/Q. Its coefficients
again satisfy fk ∈ Z[q−1v ]. We refer to f ∈ Q[[x
±1]] as the Laurent series expansion of F with
respect to v. The support of f , denoted by supp(f), is the set of all k ∈ Zn such that fk 6= 0.
Observe that, if p is a prime such that qv ∈ Z×p , then f ∈ Zp[[x
±1]]. In particular, for all but
finitely many primes p, all Laurent series expansions of F have coefficients that are p-adic integers.
For any Laurent series f =
∑
k
fkx
k ∈ Q[[x±1]], we refer to f0 as its constant term.
Finally, especially in Section 4, it will be convenient to use the Euler operator θy = y
∂
∂y . If
there is no possibility for confusion, we simply write θi = θxi .
3 Gauss congruences
Definition 3.1. We say that a Laurent series
f =
∑
k∈Zn
fkx
k ∈ Q[[x±1]]
satisfies the Gauss congruences for the prime p if f ∈ Zp[[x±1]] and
fmpr ≡ fmpr−1 (mod p
r)
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for all m ∈ Zn and all r ≥ 1. We say that f has the Gauss property if it satisfies the Gauss
congruences for all but finitely many primes.
Let Up be the operator on Laurent series defined by
Up
(∑
k∈Zn
ckx
k
)
=
∑
k∈Zn
cpkx
k. (8)
Note that a Laurent series f has the Gauss property if and only if, for all r ≥ 1 and all but finitely
many primes p,
U rp (f) ≡ U
r−1
p (f) (mod p
r).
The following observation is more or less straightforward.
Proposition 3.2. Let ζ = e2πi/p. If f is the Laurent series of the rational function F ∈ Q(x) with
respect to the vertex v, then Up(f) is the Laurent series of the rational function
F (p) =
1
pn
p−1∑
r1,...,rn=0
F (ζr1x
1/p
1 , . . . , ζ
rnx1/pn )
with respect to the vertex pn−1v.
In fact, let us note that, with F = P/Q for P,Q ∈ Z[x±1], we can write F (p) = P (p)/Q(p) with
denominator
Q(p) =
p−1∏
r1,...,rn=0
Q(ζr1x
1/p
1 , . . . , ζ
rnx1/pn ),
which is in Z[x±1] with Newton polytope N(Q(p)) = pn−1N(Q). If v is a vertex of N(Q) with
coefficient qv ∈ Z×p , then p
n−1v is a vertex of N(Q(p)) with coefficient qp
n
v ∈ Z
×
p .
Definition 3.3. A rational function F = P/Q ∈ Q(x) has the Gauss property if, for every vertex
v of N(Q), the Laurent series expansion of F with respect to v has the Gauss property.
By the next result, it suffices to consider a single vertex v in that definition. The proof relies on
the following simple but important observation. If P,Q ∈ Z[x±1] and v is a vertex of N(Q), then,
for all but finitely many primes p, the Laurent expansion f of P/Q with respect to v has p-adic
integers as coefficients. In such a case, f ≡ 0 (mod pr) if and only if P ≡ 0 (mod pr).
Proposition 3.4. Let P,Q ∈ Z[x±1]. Let v,w be vertices of N(Q). Then the Laurent series
expansion of F = P/Q with respect to v has the Gauss property if and only if the Laurent series
expansion of F with respect to w has the Gauss property.
Proof. Suppose that f =
∑
k∈Zn fkx
k is the Laurent series expansion of F with respect to v. By
Proposition 3.2, U rp (f) ∈ Zp[[x
±1]] is the Laurent expansion of a rational function P (p
r)/Q(p
r)
with respect to pr(n−1)v. Consequently, U rp (f) − U
r−1
p (f) is the Laurent expansion of a rational
function Rp,r with denominator Q
(pr)Q(p
r−1) ∈ Z[x±1]. This expansion is with respect to the vertex
p(2r−1)(n−1)v. Note that the rational function Rp,r is independent of the choice of v.
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Let p be a prime such that f ∈ Zp[[x±1]]. Then, the corresponding Laurent expansion U rp (f)−
U r−1p (f) of Rp,r has p-adic integers as coefficients as well. Consequently, the congruence U
r
p (f) −
U r−1p (f) ≡ 0 (mod p
r) holds if and only if the numerator of Rp,r is divisible by p
r.
Hence, f has the Gauss property if and only if, for all but finitely many primes p, the numerator
of Rp,r is divisible, for all r ≥ 1, by p
r. Since this latter statement is independent of the choice of
vertex v, the claim follows.
The proof of the next observation actually only makes use of the fact that P/Q satisfies the
Gauss congruences for a single suitable prime p.
Proposition 3.5. Let P,Q ∈ Z[x±1]. If P/Q has the Gauss property, then N(P ) ⊆ N(Q).
Proof. To prove this claim it is sufficient to show that, for every vertex v ∈ N(Q), the Newton
polytope N(P/xv) is contained in the cone C generated by the vectors N(Q/xv). Let p be a
prime such that the Gauss congruences for P/Q hold for p and such that the coefficients of P
corresponding to vertices of N(P ) are p-adic units.
Let v ∈ N(Q), and let
∑
k
fkx
k be the Laurent series for P/Q with respect to v. For contra-
diction, suppose that there is a vertex w of N(P/xv) such that w 6∈ C. It follows from (7) that
w is a vertex of the convex hull of the support of the Laurent series of P/Q with respect to v. By
our choice of p, fw is a p-adic unit. On the other hand, the point pw is not in the support of the
Laurent series, so that fpw = 0. This contradicts the congruence fpw ≡ fw (mod p).
Example 3.6. The rational function
P
Q
=
1 + 2x− x2
1− x2
=
1
1− x
+
x
1 + x
obviously satisfies the Gauss congruences for all primes. As predicted by Proposition 3.5, N(P ) ⊆
N(Q). However, note that supp(P ) * supp(Q).
Corollary 3.7. Suppose F = P/Q with P,Q ∈ Z[x±1] has the Gauss property. Then the Laurent
series expansion of F with respect to any vertex v of N(Q) is supported on a proper cone, namely
the cone generated by N(Q/xv).
Proof. Recall from (7) that xv/Q has a Laurent series supported on the proper cone C generated
by the vectors N(Q/xv). By Proposition 3.5, N(P ) ⊆ N(Q), so that the Laurent polynomial P/xv
is supported on N(P/xv) ⊂ C. Hence, multiplying the Laurent series for xv/Q with P/xv , results
in a Laurent series for P/Q supported on C.
A face of N(Q) is a nonempty set F ⊆ N(Q), which is the intersection of N(Q) and h(w) = d,
where h is a linear form such that N(Q) is contained in the half-space h(w) ≥ d. Let F be a face
of N(Q). We denote with QF the Laurent polynomial, which is the sum of monomials of Q with
support in F . PF is likewise obtained from P .
Proposition 3.8. Let P,Q ∈ Z[x±1]. If P/Q satisfies the Gauss congruences for the prime p, then
so does PF /QF for every face F of N(Q).
Proof. Choose a vertex v of N(Q) contained in F . After multiplication of P,Q with x−v, we may
as well assume that v = 0. Let h be the linear form such that F is given as the intersection of
h(w) = 0 and N(Q). Let C be the cone spanned by the vectors of N(Q).
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Let
∑
k
fkx
k be the Laurent series for P/Q with respect to 0. We observe from (7) that the
Laurent expansion of 1/QF with respect to 0 is obtained from the corresponding expansion of 1/Q
by selecting only those terms corresponding to k such that h(k) = 0. Consequently, the Laurent
expansion of PF /QF with respect to 0 is similarly given by∑
k∈Zn
gkx
k =
∑
k∈Zn,h(k)=0
fkx
k.
Since h is linear, the Gauss congruences gmpr ≡ gmpr−1 (mod p
r), for m such that h(m) = 0,
translate into fmpr ≡ fmpr−1 (mod p
r) which holds by assumption. On the other hand, we trivially
have gmpr ≡ gmpr−1 (mod p
r) if h(m) 6= 0 because then both gmpr and gmpr−1 are zero.
4 Determinants of logarithmic derivatives
This section is concerned with a proof of Theorem 1.1. As indicated in Question 1.2 and the
comments following it, Theorem 1.1 appears to play a central role in the quest of classifying rational
functions with the Gauss property. In this section, we therefore work over more general rings before
again specializing to Z. Though possible, for other, less central, results in this paper we do not
pursue this level of generality.
Definition 4.1. An integral domain R with characteristic 0 has a p-Frobenius lift φ if
(a) (p) is a prime ideal in R, and
(b) there is a ring homomorphism φ : R→ R such that φ(a) ≡ ap (mod p) for every a ∈ R.
In the sequel, we often write aφ instead of φ(a).
The most common example we shall look at is Z, in which case the identity map φ is a p-
Frobenius lift for all primes p. More generally, if N ∈ Z, we can consider the ring Z[1/N ], in
which case the identity map φ is a p-Frobenius lift for all primes p not dividing N . A nontrivial
example is the polynomial ring R = Z[x] with φ(Q(x)) = Q(xp). The following lemma suggests a
generalization of the Gauss congruences to R.
Lemma 4.2. Let R be a domain with p-Frobenius lift φ. Then, for any a ∈ R and any positive
integer
amp
r
≡ (aφ)mp
r−1
(mod pr) (9)
for all integers m ≥ 0 and r ≥ 1.
Proof. It suffices to prove the statement for m = 1. We use induction on r. For r = 1, the
statement follows from the definition of φ. Suppose that (9) is true for some r ≥ 1. That is,
ap
r
= (aφ)p
r−1
+ prb for some b ∈ R. Raise this equality to the pth power and consider the result
modulo pr+1. Using pkr ≡ 0 (mod pr+1) for all k > 1, we obtain
ap
r+1
≡ (aφ)p
r
+ p(aφ)p
r−1(p−1)prb ≡ (aφ)p
r
(mod pr+1).
This completes the induction step.
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Extending Definition 3.1, we therefore say that a Laurent series f =
∑
k∈Zn fkx
k ∈ R[[x±1]]
satisfies the Gauss congruences for the prime p if R has a p-Frobenius lift φ and
fmpr ≡ f
φ
mpr−1 (mod p
r)
for all m ∈ Zn and all r ≥ 1.
Proposition 4.3. Let R be an integral domain and let f ∈ R[[x±1]] with constant term 1. If
supp(f) ⊆ C for a proper cone C, then there exist ak ∈ R such that
f =
∏
k∈C,k 6=0
(1− akx
k). (10)
Proof. Choose α to be a linear form such that α(w) > 0 for all nonzero w ∈ C, with the additional
property that α(w) ∈ Z for w ∈ Zn. For r ∈ Z>0, let Ir be the ideal consisting of Laurent series∑
k∈C,α(k)≥r
gkx
k.
We now construct the exponents ak using induction on α(k). Initialization follows from the obser-
vation that f ≡ 1 (mod I1). Suppose we have constructed ak ∈ R, for all k ∈ C with α(k) < r,
such that
f ≡
∏
k∈C,k 6=0,α(k)<r
(1− akx
k) (mod Ir). (11)
Consider the Laurent series
g = f
∏
k∈C,k 6=0,α(k)<r
(1− akx
k)−1 =
∑
k∈C
gkx
k,
and note that g ≡ 1 (mod Ir). For k ∈ C with α(k) = r, we now simply choose ak = gk. By
construction, (11) then holds with r replaced by r + 1.
Recall that θi = xi
∂
∂xi
denotes the Euler operator. Suppose that f ∈ R[[x±1]] is a Laurent
series satisfying the conditions of Proposition 4.3, so that (10) holds. Then,
θif
f
= −
∑
k∈C,k 6=0
kiakx
k
1− akxk
∈ R[[x±1]].
IfR is a domain with p-Frobenius lift φ, then a brief argument and Lemma 4.2 show that kiakx
k/(1−
akx
k) satisfies the Gauss congruences for p. We conclude that θif/f , as a sum of such terms,
satisfies the Gauss congruences for p. This is the case m = 1 of the next result, which generalizes
this observation.
Theorem 4.4. Let R be a domain with p-Frobenius lift φ. Let m ≤ n and let f1, . . . , fm ∈ R[[x
±1]],
each with constant term equal to 1 and supp(fj) ⊆ C for a proper cone C. Then the Laurent series
F = det
(
θifj
fj
)
i,j=1,...,m
(12)
satisfies the Gauss congruences for p.
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Proof. Suppose that m < n. If we define fi = xi for i = m + 1,m + 2, . . . , n, then the original
m ×m determinant (12) obtained from f1, . . . , fm is the same as the n× n determinant obtained
from f1, . . . , fn. In the sequel, we may therefore assume that m = n.
We start with the special case fj = 1− ajx
k
(j)
with k(j) = (k
(j)
1 , . . . , k
(j)
n ) ∈ C and aj ∈ R. Let
K be the n× n matrix with entries k
(j)
i with i, j = 1, 2, . . . , n. Then,
F = det
(
−k
(j)
i ajx
k
(j)
1− ajxk
(j)
)
i,j=1,...,n
= (−1)n det(K)
n∏
j=1
ajx
k
(j)
1− ajxk
(j)
,
which can be expanded as
F = (−1)n det(K)
n∑
r1,...,rn≥1

 n∏
j=1
a
rj
j

xr1k(1)+···+rnk(n) = ∑
k∈C
ckx
k.
If det(K) = 0, then all terms are zero and the claim is trivially true. So, let us assume det(K) 6= 0.
Then the exponents r1k
(1) + · · ·+ rnk
(n) = Kr are in one-to-one correspondence with the n-tuples
r = (r1, . . . , rn).
First, suppose that r is such that p divides r. Then, by Lemma 4.2,
ar =
n∏
j=1
a
rj
j ≡
n∏
j=1
(aφj )
rj/p = (aφ)r/p (mod pνp(r)),
so that
cKr = (−1)
n det(K)ar
≡ (−1)n det(K)(aφ)r/p
= ((−1)n det(K)ar/p)φ = cφKr/p (mod p
νp(r)+νp(det(K))).
Some linear algebra shows that νp(Kr) ≤ νp(det(K))+νp(r). Therefore, cKr ≡ c
φ
Kr/p (mod p
νp(Kr)).
Next, suppose that p does not divide r. Then νp(Kr) ≤ νp(det(K)) and, thus, cKr = (−1)
n det(K)ar
is divisible by pνp(Kr), whereas cKr/p = 0. Hence, the congruence cKr ≡ c
φ
Kr/p (mod p
νp(Kr)) holds
again. We conclude that F satisfies the Gauss congruences for the prime p.
In the case of general Laurent series fj , we consider the differential form
Ω =
df1
f1
∧ · · · ∧
dfn
fn
and observe that the coefficient of dx1 ∧ · · · ∧ dxn/(x1 · · ·xn) is given by F . On the other hand, it
follows from Proposition 4.3 that
fj =
∏
k∈C,k 6=0
(1− a
(j)
k
xk),
for a
(j)
k
∈ R, so that
Ω = (−1)n
∑
k
(1),...,k(n)∈C
k
(1),...,k(n) 6=0

 n∏
j=1
a
(j)
k

 dxk(1)
1− a
(1)
k
xk
(1)
∧ · · · ∧
dxk
(n)
1− a
(n)
k
xk
(n)
.
9
From our initial special case, we see that the coefficient of dx1 ∧ · · · ∧ dxn/(x1 · · ·xn) in each term
satisfies the Gauss congruences for p. Hence, the same holds for their sum, which equals F .
Theorem 4.5. Let m ≤ n and let f1, . . . , fm ∈ Q(x) be nonzero. Then the rational function
det
(
θifj
fj
)
i,j=1,...,m
(13)
has the Gauss property.
Proof. Let us write D(f1, . . . , fm) for (13). Observe that this quantity is logarithmic in each of its
arguments fj . That is, for instance,
D(gh, f2, . . . , fm) = D(g, f2, . . . , fm) +D(h, f2, . . . , fm).
From this logarithmic property it follows that it suffices to restrict to Laurent polynomials f1, . . . , fm ∈
Z[x±1] (we could further restrict to polynomials but the argument to follow works with Laurent
polynomials).
We next determine vertices vi of N(fi) such that fi/x
vi are Laurent polynomials with support
in the same proper cone C. To that end, let α be a linear form on Rn whose coefficients are Q-
linearly independent. For each i = 1, . . . ,m, let ci be the minimum of the set {α(x) : x ∈ N(fi)}.
Then N(fi) is contained in the half-space α(x) ≥ ci. Moreover, because the coefficients of α are
Q-linearly independent, the hyperplane α(x) = ci intersects N(fi) in a unique vertex vi. Hence,
N(fi/x
vi) is contained in the half-space α(x) ≥ 0, and the intersection of N(fi/x
vi) and α(x) = 0
consists of only the point 0. Let C be the cone spanned by all the N(fi/x
vi). Note that C is proper
because α(x) > 0 for all nonzero x ∈ C.
By construction, the Laurent polynomials gi = fi/x
vi are supported on C and 0 is a vertex of
N(gi). Using the logarithmic property of (13), and the fact that ∂xj/∂xi = 0 if i 6= j, it follows
that D(f1, . . . , fm) is a Z-linear combination of terms of the form D(gi1 , . . . , gis) with 1 ≤ i1 <
. . . < is ≤ m. On the other hand, it follows from Theorem 4.4 that D(gi1 , . . . , gis) has the Gauss
property, from which we conclude that D(f1, . . . , fm) has the Gauss property as well.
5 A classification result
We begin with a somewhat technical but general result. Observe that the case r = 0 implies
that qkx
k/Q in (14) satisfies Gauss congruences. Likewise, the determinant in (14) satisfies Gauss
congruences by Theorem 4.4. That is, both factors of (14) satisfy Gauss congruences. However, if
two Laurent series satisfy Gauss congruences, then it is not the case, in general, that their product
satisfies Gauss congruences as well.
Proposition 5.1. Let Q ∈ Zp[[x,y]] with constant term 1. Suppose that Q is linear in the variables
x = x1, . . . , xn (but not necessarily in y = y1, . . . , ym). Further, for 0 ≤ r ≤ m, let f1, . . . , fr ∈
Zp[[y]] with constant term 1. Write Q =
∑
k
qk(y)x
k. Then, for any k,
qkx
k
Q
det
(
θifj
fj
)
i,j=1,...,r
(14)
satisfies Gauss congruences for the prime p.
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Proof. Let k = (k1, . . . , kn) ∈ {0, 1}
n. Notice that
 n∏
j=1
θ
kj
j (1− θj)
1−kj

Q = qkxk.
Hence, it suffices to show that (14) holds with qkx
k replaced with any product of θj applied to Q.
Without loss of generality, we consider the product θ1 · · · θℓQ.
For j = 1, . . . , ℓ, define
gj =
∂
∂xj−1
· · ·
∂
∂x2
∂
∂x1
Q,
so that g1 = Q. Note that gj does not depend on the variables x1, . . . , xj−1 because Q is linear in
the variables x1, . . . , xn. Therefore, applying Theorem 4.4 to g1, . . . , gℓ, f1, . . . , fr, we find that
θ1g1
g1
· · ·
θℓgℓ
gℓ
det
(
θifj
fj
)
i,j=1,...,r
satisfies the Gauss congruences for p. Observe that, since θjgj = xjgj+1,
θ1g1
g1
· · ·
θℓgℓ
gℓ
=
θ1 · · · θℓQ
Q
.
We have therefore shown that (14) indeed holds with qkx
k replaced with any product of θj applied
to Q.
Example 5.2. Take Q(x, y) = 1f(y) − x for some
f =
∞∑
k=0
aky
k ∈ Z[[y]]×.
Since Q(x, y) is linear in x, Proposition 5.1 implies that
1/f(y)
Q(x, y)
=
1
1− f(y)x
=
∞∑
k=0
f(y)kxk
satisfies the Gauss congruences for all primes. Equivalently, the coefficients ck,ℓ of x
kyℓ, that is
ck,ℓ =
∑
j1,...,jk≥0
j1+...+jk=ℓ
aj1 · · · ajℓ ,
satisfy the congruences ckpr ,ℓpr ≡ ckpr−1,ℓpr−1 (mod p
r) for all primes p and all r ≥ 1. Establishing
these congruences directly is less straightforward.
Example 5.3. Take Q(x, y) = 1−x−x2− y. Since Q is linear in y, it follows from Proposition 5.1
with k = 0 that, for any f ∈ Zp[[x]] with f(0) = 1, the product
1− x− x2
1− x− x2 − y
θxf
f
11
satisfies the Gauss congruences for p. In fact, since (θxf)/f is logarithmic in f and since (θxx
k)/xk =
k, the same is obviously true for any f ∈ Zp[[x]]. For instance, choosing f = x2/(1 − x − x2), we
find that
2− x
1− x− x2 − y
satisfies the Gauss congruences for all primes. In this particular case, the same conclusion follows
from Theorem 5.4.
Theorem 5.4. Let P,Q ∈ Z[z,x] such that Q is linear in the variables x. Write P =
∑
k
pk(z)x
k
and Q =
∑
k
qk(z)x
k with pk, qk ∈ Z[z]. Then P/Q has the Gauss property if and only if pk 6= 0
implies qk 6= 0 and pk/qk has the Gauss property for all k with qk 6= 0.
Proof. Suppose P/Q has the Gauss property. Let k be such that pk 6= 0. Suppose qk = 0. Since the
points k are vertices of the hypercube [0, 1]n, this means that the support of pkx
k is outside N(Q),
contradicting Proposition 3.5. Hence, qk 6= 0. Further, notice that pk/qk is PF /QF , where F is the
face of N(Q) corresponding to k. According to Proposition 3.8, pk/qk has the Gauss property.
Now, fix k and suppose that qk 6= 0 and that pk/qk has the Gauss property. We shall prove
that pk(z)x
k/Q has the Gauss property. The general theorem then follows by summing over all
such k. First, observe that Theorem 8.1 tells us that there are polynomials uj ∈ Z[z] such that
pk/qk =
∑
j cjzu
′
j/uj for some cj ∈ Q.
By Proposition 5.1,
∑
j
qk(z)x
k
Q
zu′j
uj
=
qk(z)x
k
Q
pk(z)
qk(z)
=
pk(z)x
k
Q
has the Gauss property.
Example 5.5. Monthly problem #11757 [Ges14], proposed by Gessel, concerns the rational func-
tion
F (x, y) =
1
(1− 3x)(1 − y − 3x+ 3x2)
=
∞∑
m,n=0
cm,nx
myn.
The problem asks the reader to show that the diagonal Taylor coefficients cn,n equal 9
n. We will
not spoil the fun of that challenge but only note that, as a consequence, the sequence of diagonal
coefficients satisfies Gauss congruences for all primes. On the other hand, it is an immediate
consequence of Theorem 5.4 and Theorem 8.1, applied to
1
(1− 3x)(1 − 3x+ 3x2)
=
θxu
u
, u =
x(1 − 3x+ 3x2)
(1 − 3x)3
,
that F (x, y) has the Gauss property for all primes. In other words, all Taylor coefficients cm,n
satisfy Gauss congruences for all primes.
A useful and immediate consequence of Theorem 5.4 is the following characterization of rational
functions, whose denominator is linear in each variable (that is, the denominator Q ∈ Z[x] has
support supp(Q) ⊆ {0, 1}n).
Theorem 5.6. Let P,Q ∈ Z[x] and suppose that Q is linear in each variable. Then P/Q has the
Gauss property if and only if N(P ) ⊆ N(Q).
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Example 5.7. The Delannoy numbers
Dn1,n2 =
min(n1,n2)∑
k=0
(
n1
k
)(
n1 + n2 − k
n1
)
are the Laurent series coefficients of the rational function
1
1− x− y − xy
=
∞∑
k1,k2=0
Dk1,k2x
k1yk2
with respect to the vertex (0, 0). By Theorem 5.6, each of the rational functions
1
1− x− y − xy
,
x
1− x− y − xy
,
y
1− x− y − xy
,
xy
1− x− y − xy
has the Gauss property. In fact, they satisfy the Gauss congruences for all primes. Consequently,
for any prime p and δ ∈ {0, 1}2, the Delannoy numbers Dn satisfy the (shifted) congruences
Dmpr−δ ≡ Dmpr−1−δ (mod p
r)
for all m ∈ Z2>0 and all r ≥ 1.
6 Toroidal substitutions
A substitution of the form xi = y
ai , i = 1, . . . , n, with a1, . . . ,an ∈ Qm linearly independent, is
called a toroidal substitution. Let A be the m× n matrix with columns a1, . . . ,an. Note that, for
any k ∈ Zn, xk = yAk. We therefore write the toroidal substitution simply as x = yA. The next
result shows that toroidal substitutions preserve the Gauss property.
Proposition 6.1. Let f =
∑
k∈Zn fkx
k ∈ Zp[[x±1]]. Let A be an m × n matrix with linearly
independent columns a1, . . . ,an ∈ Qm, such that Ak ∈ Zm for all k ∈ supp(f). Define the Laurent
series g ∈ Zp[[y±1]] by
g(y1, . . . , ym) = f(y
a1 , . . . ,yan) =
∑
k∈Zn
fky
Ak.
Suppose that the prime p is such that A ∈ Zm×np and A (mod p) has rank n. Then, g satisfies the
Gauss congruences for p if and only if f does.
Proof. Since rank(A) = n, the map Zn → Qm, k 7→ Ak, is injective. Let us write I for the image
of this map restricted to Zm. That is, I is the set of m ∈ Zm such that m = Ak for some k ∈ Zn.
In the sequel, we write A−1m = k for that unique vector k.
We claim that νp(Ak) = νp(k) for all k ∈ Zn. Since A ∈ Zm×np , we obviously have νp(Ak) ≥
νp(k). On the other hand, A (mod p) has rank n, that is, Ak ≡ 0 (mod p) implies k ≡ 0 (mod p).
It follows inductively (or from the fact that A (mod pr) has rank n) that Ak ≡ 0 (mod pr) implies
k ≡ 0 (mod pr). Hence, νp(Ak) ≤ νp(k). Observe that, as a consequence, mp
r ∈ I if and only if
m ∈ I.
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By construction,
g =
∑
m∈Zm
gmy
m =
∑
k∈Zn
fky
Ak =
∑
m∈I
fA−1my
m,
so that gm = fA−1m if m ∈ I and gm = 0 otherwise. On the other hand, fk = gAk for all k such
that Ak ∈ Zm.
Suppose that g satisfies the Gauss congruences for p. Let k ∈ Zn. If Ak ∈ Zm, then
fkpr ≡ g(Ak)pr ≡ g(Ak)pr−1 ≡ fkpr−1 (mod p
r).
If Ak 6∈ Zm, then it follows from A ∈ Zm×np that Akp
r 6∈ Zm. Hence, fkpr = fkpr−1 = 0. Thus, f
satisfies the Gauss congruences for p.
Finally, suppose that f satisfies the Gauss congruences for p. Let m ∈ Zm. If m ∈ I, then
m = Ak for some k ∈ Zn, and
gmpr = fkpr ≡ fkpr−1 = gmpr−1 (mod p
r).
If m 6∈ I, then mpr,mpr−1 6∈ I, so that gkpr = gkpr−1 = 0. Consequently, g satisfies the Gauss
congruences for p.
Example 6.2. It follows from Proposition 6.1 that
2− xy
1− xy − x2y2
has the Gauss property if and only if (2−x)/(1−x−x2) does. The latter is the generating function
for the Lucas numbers. That it has the Gauss property follows, for instance, from Theorem 4.5.
Example 6.3. As observed in Example 5.3, the rational function F (x, y) = (2−x)/(1−x−x2−y)
has the Gauss property. However, F (x, 1) = (x − 2)/(x + x2) does not have the Gauss property
because it violates the necessary condition of Proposition 3.5. This illustrates that the condition in
Proposition 6.1 on the rank of A cannot be dropped.
Example 6.4. Consider Q = 1 + y31y2y3 + y1y2y
3
3 + 3y
2
1y2y
2
3 . In that case, N(Q) lies in a two-
dimensional subspace of R3. Note that (3, 1, 1) and (1, 1, 3) are vertices of N(Q), while (2, 1, 2) is
not. We can obtain Q(y) from Q˜(x) = 1 + x21 + x
2
2 + 3x1x2 via the toroidal substitution
x1 = y
3/2
1 y
1/2
2 y
1/2
3 , x2 = y
1/2
1 y
1/2
2 y
3/2
3 .
Let p > 2 be a primes. It follows from Proposition 6.1 that 1/Q satisfies the Gauss congruences for
p if and only if 1/Q˜ satisfies the Gauss congruences for p.
Remark 6.5. Let x = yA be a toroidal substitution with invertible matrix A ∈ Qn×n. Observe
that, for any f1, . . . , fn,
det
(
θyifj
fj
)
i,j=1,...,n
= det(A) det
(
θxifj
fj
)
i,j=1,...,n
.
This can be seen, for instance, by recalling that the left-hand side is the coefficient of dy1 ∧ · · · ∧
dyn/(y1 · · · yn) in df1 ∧ · · · ∧ dfn/(f1 · · · fn), and realizing that dx1 ∧ · · · ∧ dxn/(x1 · · ·xn) and
dy1 ∧ · · · ∧ dyn/(y1 · · · yn) only differ by a factor of det(A). We conclude that an invertible toroidal
substitution does not affect the answer to Question 1.2.
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Example 6.6. Suppose that Q ∈ Z[x, y] has total degree 2. We will show that, for any rational
function P/Q with P ∈ Z[x, y], the answer to Question 1.2 is affirmative. That is, P/Q has the
Gauss property if and only if P/Q can be written as a Q-linear combination of functions of the
form (4). By Theorem 4.5, we only need to prove the “only if” part of that statement.
First, observe that this is a consequence of our proof of Theorem 5.4 in the case that Q is linear
in at least one of the variables x, y. We may therefore assume that (2, 0) and (0, 2) are vertices of
N(Q). Suppose that (0, 0) is not a vertex of N(Q). Then Q = bx+ cy + dx2 + exy + fy2, so that
Q/x2 = bu + cuv + d + ev + fv2 in terms of the toroidal substitution u = 1/x, v = y/x. Note
that the latter is linear in u, so that, by Proposition 6.1, we are reduced to a known case. We
may therefore assume in the sequel that N(Q) is the triangle with vertices (0, 0), (2, 0), (0, 2). The
number of lattice points in N(Q) is 6.
Consider the vector space VQ of polynomials P ∈ Z[x, y] such that P/Q has the Gauss property.
It follows from Proposition 3.5 that VQ consists of polynomials of total degree at most 2. In
particular, dimVQ ≤ 6. On the other hand, by Theorem 4.5, 1 as well as x
∂Q
∂x /Q and y
∂Q
∂y /Q have
the Gauss property. Hence, VQ contains Q, x∂Q/∂x and y∂Q/∂y, implying that dimVQ ≥ 3. We
will see below that dimVQ can indeed take any value in {3, 4, 5, 6}. Let F be one of the three
1-dimensional faces of N(Q). By Proposition 3.8, if P ∈ VQ, then PF /QF has the Gauss property.
Note that, possibly after a toroidal substitution, PF /QF is a univariate rational function
pF (x)/qF (x) with pF , qF ∈ Z[x], deg qF = 2 and qF (0) 6= 0. By the same arguments as above,
the vector space VqF of polynomials p ∈ Z[x], such that p/qF has the Gauss property, has dimen-
sion 2 or 3. Moreover, it follows from Theorem 8.1 that dim VqF = 3 if and only if qF (x) has two
distinct rational roots.
Let Fx be the face with vertices (0, 0) and (2, 0). Likewise, let Fy be the face with vertices (0, 0),
(0, 2), and Fxy the face with vertices (2, 0), (0, 2).
Suppose qFxy (x) has two distinct rational roots. That is, Q = a + bx + cy + dx
2 + exy + fy2
and dx2 + exy + fy2 = d(x + αy)(x + βy) for some α, β ∈ Q with α 6= β. Without loss, d = 1.
Observe that Q = ε+ (x+ αy + γ)(x+ βy + δ), where γ = (αb− c)/(α− β), δ = (c− βb)/(α− β)
and ε = a− γδ are all rational. Theorem 4.5, applied to f1 = x+ αy + γ and f2 = Q, shows that
θxf1
f1
θyf2
f2
−
θyf1
f1
θxf2
f2
=
(β − α)xy
Q
has the Gauss property. In particular, xy/Q has the Gauss property. By using a toroidal substitu-
tion to translate to this case and applying Proposition 6.1, we conclude that, for m ∈ {x, y, xy}, if
qFm(x) has two distinct rational roots, then m/Q has the Gauss property and, by Remark 6.5, is a
linear combination of functions of the form (4).
Let M ⊆ {x, y, xy} consist of those m such that qFm(x) has two distinct rational roots. For
each m ∈ {x, y, xy} with m 6∈ M , we obtain a linear constraint for VQ coming from the condition
that PFm/QFm has the Gauss property. These 3−|M | constraints are linearly independent, so that
dimVQ ≤ 6− (3− |M |) = 3+ |M |. On the other hand, VQ contains Q, x∂Q/∂x, y∂Q/∂y as well as
m for m ∈ M . Since these are linearly independent, we conclude that dimVQ = 3 + |M | and that
all P ∈ VQ are a linear combination of functions of the form (4).
7 Univariate substitutions
In order to prove Theorem 1.6, we begin with the following corresponding result for Laurent se-
ries. The statement is necessarily more technical because conditions are needed to ensure that the
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composition of series is well-defined.
Theorem 7.1. Let α be a linear form on Rn+1 such that α(1, 0, 0, . . . , 0) > 0. Let f(z,x) ∈
Zp[[z±1,x±1]] such that α(w) > 0 for all w ∈ supp(f). Let g(z) ∈ zrZp[[z]]×, for r ∈ Z>0.
Suppose f satisfies the Gauss congruences for the prime p. Then so does
F (z,x) =
zg′(z)
g(z)
f(g(z),x).
Proof. By assumption,
f(z,x) =
∑
α(ℓ,k)>0
fℓ,kz
ℓxk, (15)
where the sum is over all ℓ ∈ Z, k ∈ Zn such that α(ℓ,k) > 0. First, let us note that
f(g(z),x) =
∑
α(ℓ,k)>0
fℓ,kg(z)
ℓxk
is a well-defined Laurent series in Zp[[z±1,x±1]], since contributions to the coefficient of zLxk only
come from the indices (ℓ,k) with ℓ ≤ L. By the assumption that α(1,0) > 0, there are only finitely
many such (ℓ,k) with α(ℓ,k) > 0.
Write f(z,x) = f0(x)+zf1(z,x). It follows from the casem = 1 of Theorem 4.4 that
zg′(z)
g(z) f0(x)
satisfies the Gauss congruences. We may therefore replace f(z,x) with f(z,x) − f0(x). In other
words, we may assume that the sum in (15) is over all ℓ ∈ Z, k ∈ Zn such that α(ℓ,k) > 0 and
ℓ 6= 0. All subsequent sums are assumed to be of this form. Observe that
F (z,x) =
zg′(z)
g(z)
f(g(z),x) =
∑
ℓ 6=0,k
fℓ,k
ℓ
z
d
dz
[g(z)ℓ]xk.
We rewrite this as F = F1 + F2 with
F1(z,x) =
∑
ℓ,k
fℓ,k − fℓ/p,k/p
ℓ
z
d
dz
[g(z)ℓ]xk
and
F2(z,x) =
∑
ℓ,k
fℓ/p,k/p
ℓ
z
d
dz
[g(z)ℓ]xk,
where we use the convention that fℓ/p,k/p = 0 if ℓ or k is not divisible by p. The second sum equals
F2(z,x) =
∑
ℓ,k
fℓ/p,k/pz
d
dz
[
g(z)ℓ − g(zp)ℓ/p
ℓ
]
xk + F (zp,xp).
To prove our claim, we need to show that the coefficient of zLxk in F (z,x)−F (zp,xp) is divisible
by pr with r = min(νp(L), νp(k)).
Let h(z) = (g(z)ℓ − g(zp)ℓ/p)/ℓ for ℓ ∈ pZ. Since g(z) ∈ Zp[[z]], we have g(z)p ≡ g(zp), which
implies that h has p-adically integer coefficients. Let hL ∈ Zp be the coefficient of zL in h(z). Then,
the coefficient of zL in z ddzh(z) is LhL, which is divisible by p
νp(L).
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It therefore only remains to show that the coefficient of zLxk in F1(z,x) is divisible by p
r with
r = min(νp(L), νp(k)). Equivalently, if CL is the coefficient of z
L in
fℓ,k − fℓ/p,k/p
ℓ
z
d
dz
[g(z)ℓ],
then we need to show that νp(CL) ≥ min(νp(L), νp(k)). Observe that the p-adic valuation of the
coefficient of zL in z ddz g(z)
ℓ is at least max(νp(ℓ), νp(L)). Then, because f satisfies the Gauss
congruences for p,
νp(CL) ≥ min(νp(ℓ), νp(k))− νp(ℓ) + max(νp(ℓ), νp(L)) ≥ min(νp(L), νp(k)),
which completes the proof.
Corollary 7.2. Let gj ∈ Q(x) be nonzero. If the rational function f ∈ Q(x) has the Gauss property,
then so does the rational function
 n∏
j=1
xjg
′
j(xj)
gj(xj)

 f(g1(x1), . . . , gn(xn)).
Proof. Clearly, it suffices to show that, if f ∈ Q(z,x) has the Gauss property, then, for any nonzero
g ∈ Q(z), the rational function
F (z,x) =
zg′(z)
g(z)
f(g(z),x)
has the Gauss property.
First, consider the case that g(0) = 0. Let P,Q ∈ Z[z,x] and suppose that f = P/Q has the
Gauss property. Observe that there exists a vertex v ofN(Q) and a linear form αwith α(1, 0, . . . 0) >
0, such that α(w) > 0 for all nonzero w in the proper cone C generated by N(Q/(z,x)v). It follows
from Corollary 3.7 that the Laurent series expansion of f with respect to v is supported on C. Since
adding a constant does not affect the Gauss property, we may assume that this series has constant
term 0. Hence, the assumptions of Theorem 7.1 are satisfied for all but finitely many primes p. We
conclude that F (z,x) has the Gauss property.
Next, suppose that g(z) has a pole at z = 0. By Proposition 6.1, F (z,x) has the Gauss property
if and only if F (1/z,x) has the Gauss property. Let h(z) = g(1/z), and note that
F (1/z,x) = −
zh′(z)
h(z)
f(h(z),x).
Since h(0) = 0, it follows from the previous case that F (1/z,x) and, hence, F (z,x) has the Gauss
property.
It therefore remains to consider the case g(0) = c ∈ Q×. In light of the first case, it suffices to
consider g(z) = z + c. Observe that g(z) = g1(g2(g1(z))) with g1(z) = 1/z and g2(z) = z/(1 + cz).
Since the result holds for g1 and g2, we conclude that it also holds for g.
8 A proof of Minton’s result
In this section, we reprove the following result of Minton [Min14].
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Theorem 8.1 (Minton, 2014). Let f ∈ Q(x). Then the following are equivalent:
(a) f has the Gauss property.
(b) The coefficients an of the Laurent series expansion f =
∑
anx
n satisfy
anp ≡ an (mod p)
for almost all primes p.
(c) f is f(0) plus a Q-linear combination of functions of the form xu′(x)/u(x), where u ∈ Q[x]
is irreducible and u(0) = 1.
Note that statement (b) concerns only congruences modulo primes. By the theorem, this already
implies the Gauss congruences modulo prime powers.
Proof. That (c) implies (a) is a consequence of the case m = 1 of Theorem 4.5. Since (a) obviously
implies (b), it remains to show that (b) implies (c).
Write f = P/Q with P,Q ∈ Z[x]. Assume that the congruences (b) hold or, equivalently, that
Up(P/Q) ≡ P/Q (mod p), (16)
where U is the operator introduced in (8). It follows as in the proof of Proposition 3.5 (which
only relied on the Gauss congruences modulo primes, not prime powers) that N(P ) ⊆ N(Q). This
implies that P/Q has no pole in x = 0 and that deg(P ) ≤ deg(Q). Since adding a constant to f
does not affect the result, we may assume that Q(0) = 1 and that deg(P ) < deg(Q). Then, P/Q
has a partial fraction expansion of the form
P
Q
=
r∑
i=1
mi∑
j=1
Aij
(1− αix)j
,
where the αi ∈ Q¯ are distinct algebraic numbers, mi ≥ 1 and Aij ∈ Q¯. We first show that mi = 1.
To that end, note that, for all sufficiently large prime numbers p, we have that, for all i and j, the
norms of αi and Aij are p-adic units, the αi are distinct modulo p, and p > mi. Let p be a prime
number satisfying these conditions. Since p > mi, we then have, for all j = 1, 2, . . . ,mi,
Up
(
1
(1− αix)j
)
= Up

∑
k≥0
(
k + j − 1
j − 1
)
αki x
k


=
∑
k≥0
(
pk + j − 1
j − 1
)
αpki x
k
≡
∑
k≥0
αpki x
k =
1
1− αpi x
(mod p).
As a consequence, we see that Up(P/Q), modulo p, is equal to a rational function with simple poles.
From (16) we conclude that P/Q has only simple poles as well.
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From now on, we may therefore write Ai = Ai1 and have
P
Q
=
r∑
i=1
Ai
1− αix
, Up
(
P
Q
)
≡
r∑
i=1
Ai
1− αpi x
.
Moreover, the kth coefficient of P/Q =
∑
k≥0 fkx
k is fk =
∑r
i=1Aiα
k
i . Since fk ∈ Q is a p-adic
integer, we have
fk ≡ f
p
k ≡
r∑
i=1
Apiα
pk
i (mod p),
which implies that
P
Q
≡
r∑
i=1
Api
1− αpi x
(mod p).
Since P/Q ≡ Up(P/Q) (mod p), we conclude that A
p
i ≡ Ai (mod p), for all i = 1, 2, . . . , r. From
Frobenius’s density theorem, see, for instance, [Jan73, p. 134], it follows that Ai ∈ Q for all i.
Finally, let us group the αi in Galois orbits under Gal(Q¯/Q). Suppose, say, that α1, . . . , αs
is such a Galois orbit. Since P/Q is Galois invariant, and the Ai are rational, we must have
A1 = A2 = . . . = As. Hence, we conclude that P/Q is a rational linear combination of functions of
the form
s∑
i=1
1
1− αix
= s− x
v′(x)
v(x)
,
where v(x) =
∏s
i=1(1− αix). Moreover, v ∈ Q[x] because α1, . . . , αs form a Galois orbit.
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