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Abstract
A high degree of quantum coherence is a crucial requirement for the imple-
mentation of quantum logic devices. Solid state nanodevices seem particularly
promising from the point of view of integrability and flexibility in the design.
However decoherence is a serious limitation, due to the presence of many
types low energy excitations in the “internal” environment and of “external”
sources due to the control circuitery. Here we study both kind of dephasing in
a special implementation, the charge Josephson qubit, however many of our
results are applicable to a large class of solid state qubits. This is the case
of 1/f noise for which we introduce and study a model of an environment
of bistable fluctuatiors. External sources of noise are analized in terms of
a suitable harmonic oscillator environment and the explicit mapping on the
spin boson model is presented. We perform a detailed investigation of various
computation procedures (single shot measurements, repeated measurements)
and discuss the problem of the information needed to characterize the effect
of the environment. For a fluctuator environment with 1/f spectrum memory
effects turn out to be important. Although in general information beyond the
power spectrum is needed, in many situations this results in the knowledge
of only one more microscopic parameter of the environment. This allows to
determine which degrees of freedom of the environment are effective sources
of decoherence in each different physical situation considered.
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I. INTRODUCTION
Solid state coherent system are at the forefront of present day research because of the
perception that large scale integration may be combined with new physical properties to
yield new paradigms for nanoelectronics. A concrete example is quantum computation [1–3]
with solid state devices, with several proposals [4–8] and few recent experiments [9–11].
More generally the ability of controlling the dynamics of a complex quantum system would
open a wide scenario for both fundamental and applied physics.
Controlled dynamics may be achieved if first it is possible to prepare (write) and measure
(read) a set ofN observables {Qi} [2]. This set defines the basis of the so called computational
states | {qi} 〉 . If moreover it is possible to tune the Hamiltonian of the system, then the
dynamics of a generic state
|ψ, t 〉 =
∑
q1...qN
cq1...qN (t) | q1, . . . , qN 〉 (1)
may be controlled. In general |ψ, t 〉 is a superposition of computational states and moreover
if c{qi}(t) cannot be factorized in individual functions cqi(t), then |ψ, t 〉 is entangled [1,2].
Quantum algorithms use superpositions to produce constructive interference towards the
correct answer and entanglement for the speed up of information processing. Thus certain
calculations which are practically impossible on a classical computer could be performed
if coherence could be preserved. Coherence usually denotes situations when a well defined
relation between the components c{qi}(t) of the state Eq.(1) exists. In our case this simply
means that the nanodevice can be described by the pure state Eq.(1), the relation between
the c{qi}(t) being the solution of the Schro¨dinger equation. Loss of coherence is due to the
fact that the Hilbert space of the device is much larger than the computational space [12,13].
The system (defined by the set {Qi}) interacts with the environment (defined by all the other
observables needed to complete the set) [14]. Even a weakly coupled environment may cause
decoherence [12], i.e. it may destroy the phase relation between c{qi}(t). The system should
be described by a density matrix ρ(t) rather than a pure state as Eq.(1).
Considering a larger Hilbert space is needed because the nanodevice is a many-body
object and {Qi} is only a small set of collective variables. Decoherence from these “internal”
sources represents a serious limitation due to the presence of many low energy excitations in
the solid state environment. Clever protocols and technological progress may reduce these
effects, but even in an idealized situation there is an “external” environment of apparata
(for preparation, measurement, tuning of the Hamiltonian during time evolution) which
are themselves quantum systems enlarging the overall Hilbert space. To appreciate the
importance of the external environment, notice that of course we would be happy with a
system we can manipulate at will, but to obtain easy tunability we have to open a port to
the external world and this determines decoherence.
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FIG. 1. (a) Ideal charge-Josephson qubit formed by a superconducting single electron box; (b)
Charge Josephson qubit in the presence of the circuit and the substrate, with sources of electro-
magnetic and offset charge fluctuactions; (c) Equivalent circuit for the qubit in the electromagnetic
environment: the impedance Z(ω) is modeled by a suitable infinite LC transmission line.
In this work we consider the charge-Josephson qubit [7]. It is a superconducting island,
where the charge Q can be stored, connected to a circuit via a Josephson junction and
a capacitance C2 (Fig.1a). Adding a charge polarizes the surroundings and costs energy,
provided by the voltage source Vx. Then Vx may be used to fix Q to the desired value.
On the other hand Josephson tunneling mixes the charge states. Under suitable conditions
(charging energy EC = e
2/2(C1 + C2) much larger than the Josephson coupling EJ and
temperatures kBT ≪ EJ ) only two charge states are important and the system realizes a
qubit with Hamiltonian
HQ =
ε
2
σz −
EJ
2
σx ; ε(Vx) = 4EC(1− C2Vx/e) (2)
where the eigenstates { |n 〉 : n = 0, 1} of σz represent a well defined extra number n of
Cooper pairs in the island and span the computational space. Superconducting qubits [5,6,8]
are important because they are the only solid state implementations where coherence in a
single qubit has been observed in the time domain [9,10] and promising experiments exist for
two-qubit systems [11]. Problems on decoherence can thus be posed in a realistic perspective.
We will study models of environments which describe decoherence due to fluctuations of
the external circuit and to 1/f noise produced by charges which may be trapped close to
the device (Fig.1b). These have been recognized to be major sources of errors in charge-
Josephson qubits, because the computational states { |n 〉 } are coupled to charges moving
in the environment1. The system plus environment Hamiltonian reads
H = HQ −
1
2
Eˆ σz +HE (3)
where HE describes the environment, coupled to the system via the operator Eˆ, which acts
as an extra contribution to the polarization ε.
1We will not discuss here other applications of our work, but we stress that charge noise is
ubiquitous in the solid state and it is important also for solid state qubits based on the electron
spin, where proposed implementations of two-qubits gates use the Coulomb interaction. Moreover
the models we consider can be directly applied to flux noise in flux-Josephson qubits [28,29].
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Since we are interested on measurements on the qubit, the standard road-map is to
calculate the reduced density matrix ρ(t) = TrE{W(t)} where W (t) is the system plus envi-
ronment density matrix. Equations for ρ(t) can be written in terms of statistical information
on the environment, i.e. correlation functions like 〈Eˆ(t1)Eˆ(t2) . . .〉E and system-environment
correlations, which makes the problem formidable. In practice we hope that in order to make
predictions we do not really need such a detailed knowledge of the microscopic parameters
which define HE. This may happen in two remarkable cases, namely if the environment is
weakly coupled and fast, and if the environment is modeled by harmonic oscillators. Then
all the information needed on the environment is encoded in the power spectrum of the
coupling operator Eˆ
S(ω) =
∫ ∞
−∞
dt
1
2
〈Eˆ(t)Eˆ(0) + Eˆ(0)Eˆ(t)〉 eiωt (4)
Roughly speaking if the environment is weakly coupled and fast on the time scales typical
of decoherence, then the system is unable to probe it in great detail. If the environment is
made of harmonic oscillators all its equilibrium statistical properties can be derived from the
power spectrum2. Unfortunately this is not enough to describe all the effects of a solid state
environment, since low-energy excitations may determine memory effects and in general
specific gates are sensitive to different details of the environment.
To conclude this introduction we notice that although decoherence comes from the entan-
glement of the system with its environment, the reduction of the amplitude of the coherent
signal in specific experiments may often be studied in less fundamental terms. For instance
one may think to the environment as producing a classical stochastic field which couples to
the qubit. In this way spontaneous emission is missed but, apart from that, this may be a
useful point of view for practical estimates of the effect of solid state environments.
II. SIMPLE ESTIMATES OF DECOHERENCE
A. Master Equation
For a weakly coupled environment the trace on the environmental degrees of freedom
can be approximately calculated in several ways, in second order in the interaction [16]. A
standard approach leads to the Markovian Master equation in the basis of the eigenstates
of HQ [17]
ρ˙ij = −iωij ρij +
∑
mn
Rijmn ρmn (5)
where ωij is the difference of the energy eigenvalues. The relaxation tensor Rijmn depends
on combinations of quantities of the kind
∫∞
0 dt C
>
<
ijkl(t) and may be calculated if the Green’s
function of the environment i G>(t) = 〈Eˆ(t)Eˆ(0)〉E, or its Fourier transform 2S(ω)/(1 +
2The Caldeira Leggett model has been proposed in this spirit to describe the environment in
Macroscopic Quantum Tunneling and Coherence in Josephson circuits [15]
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e−βω), is known 3. In deriving this equation it has been assumed that the environment is
always at equilibrium and it is fast, i.e. G>(t) should decay on a time scale τc which is
the smallest scale in the problem. Often the sum in Eq.(5) can be restricted to the secular
terms (terms such that ωij = ωmn) and the result for the relaxation rate ΓR, governing the
exponential decay of the populations ρii towards equilibrium, and for the decoherence rate
Γφ which describes the vanishing of the coherences ρij , is readily found
ΓR =
1
2
sin2 θ S(Ω) ; Γφ = Γ
0
φ +
1
2
ΓR =
1
2
cos2 θ S(0) +
1
2
ΓR (6)
where Ω =
√
ǫ2 + E2J is the bare level splitting and tan θ = −EJ/ε is the angle characterizing
HQ in the Bloch sphere representation. As we will see the major problems in solid state come
from the so called adiabatic term Γ0φ, which depends on low frequencies of the environment.
The result Eqs.(6) suggests that an optimal operation point is θ = π/2 and that dephasing
only depends on the power spectrum of the environment at the operating frequency Ω = EJ .
A typical protocol is depicted in Fig.2a.
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FIG. 2. Bloch sphere representation of the typical protocol used to generate a phase shift in a
qubit, by operating with a slightly noisy gate (a) at the optimal operation point, θ = pi/2, and (b)
at θ = 0, when “pure” dephasing occurs. Notice that for charge-Josephson qubit charge states can
be easily set and measured, so preparation and redout occur along the zˆ axis.
B. Pure dephasing
For θ = 0 the system is sensitive to low frequencies of the environment. This case, usually
referred to as “pure dephasing”, is special in that the Hamiltonian (3) commutes with σz.
The charge in the island is conserved and no relaxation occurs. However if we prepare
the qubit in a superposition of charge states the system will dephase and consequently the
coherences will decay (a typical protocol is depicted in Fig.2b).
If the initial density matrix is factorized, W (0) = wE(0)⊗ ρ(0), it is possible to write an
exact expression for the coherences only in terms of the environment [13,18].
3The correlators C
>
<
ijkl(t) read C
>
ijkl(t) = TrE
{
wE(0)〈i|e
iHE tHinte
−iHEt|j〉〈l|Hint|k〉
}
and C
<
ijkl(t) =
TrE
{
wE(0)〈i|Hint|j〉〈l|e
iHE tHinte
−iHEt|k〉
}
, for a factorized initial density matrixW (0) = wE(0)⊗
ρ(0). The system-environment interaction term for the Hamiltonian Eq.(3) reads Hint = −Eˆσz/2.
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ρ01(t) = ρ01(0) e
−Γ(t)−iδE(t) ; Γ(t) = − ln
∣∣∣TrE{wE(0) eiH−1t e−iH1t}∣∣∣ (7)
where Hη = HE − (η/2) Eˆ.
C. Model for circuit fluctuations
In order to apply the above results we now specify a model for the environment which de-
scribes fluctuations of the external circuit, modeled by an external impedance Z(ω) (Fig.1b).
On the classical level the effect is accounted for by substituting Vx → Vx +X(t) in Eq.(2),
where X(t) are the classical voltage fluctuations X(t) at the impedance. The phenomeno-
logical quantum model is obtained by applying the following rules. First we substitute
Vx → Vx + X in Eq.(2). Then we introduce a set of harmonic oscillators to describe the
impedance and to weight quantum fluctuations of X
HE =
∑
α
{
p2α
2mα
+
mαω
2
α
2
x2α
}
; X =
∑
α
cαxα
which specifies the Hamiltonian (3). Finally the power spectrum of X is identified by the
voltage fluctuations at Z(ω)
SX(ω) = |ω| Re
Z(ω)
1 + iωZ(ω)Ceff
ctgh
β|ω|
2
= J(ω) ctgh
β|ω|
2
where Ceff = C1C2/(C1 + C2) and to make contact with the standard notation [14] we
introduced the spectral density of the environment J(ω). This allows to identify S(ω) =
(4ECC2/e)
2SX(ω) and to estimate the rates using Eq.(6). At the optimal point the quality
factor EJ/Γφ = (C1/Ceff)
2 2RQ/(πR) ∼ 106 for typical values of the parameters (we took
Z(ω) = R and RQ = h/(4e
2) is the superconducting quantum of resistence), which would
allow a single qubit gate to work perfectly. Adiabatic dephasing would lead to an even larger
EJ/Γφ, by a factor EJ/KBT .
D. 1/f noise
Numerous experiments have shown that the performance of single electron tunneling
(SET) devices strongly suffer from fluctuations of background charges (BC) located in the
vicinity of the junctions [19,20]. Their behavior can be visualized as a random extra polariza-
tion E(t) which produces voltage fluctuations at the device. Voltage noise can be measured
in SET transistors, and it has been observed to have the 1/f form up to 1 kHz [19]. Using
experimental data we may identify S(ω) = 16πAE2C/ω where A is about 10
−6 [19] and
Eq.(6) at the optimal point leads to a quality factor EJ/Γφ ∼ 10
3. This procedure under-
lies two questionable assumptions: first, one should extrapolate observed 1/f noise up to
frequencies EJ ∼ 10GHz, second, one should make the ad hoc assumption that there are
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nonequilibrium impurity charges at such frequencies, much larger than the temperature4.
Apart from this Eqs.(6) badly fails in estimating Γ0φ which is proportional to the inverse
of the small (and unmeasurable) low-frequency cut-off γm of 1/f noise. In order to have a
more reliable estimate it has been proposed that one may describe the environment as a set
of harmonic oscillators [26]. In this case the exact expression Eq.(7) may be evaluated [13],
yielding
Γosc(t) =
∫ ∞
0
dω
π
S(ω)
1− cosωt
ω2
. (8)
For times t ≪ 1/γM , where γM is the high-frequency cut-off of the 1/f noise, Γosc(t) is
approximated by Γosc(t) ≈ 8AE2C ln
(
γm
γM
)
t2. The result is still dependent on γm in a relevant
way: each decade of noise, including noise produced by very slow fluctuators, gives exactly
the same contribution to dephasing. It has been proposed the recipe to use instead an
ad hoc effective low-frequency cut-off which gives resonable results, but in order to have a
clear picture of what is going on one should take more seriously the discrete character of
charge noise. In particular the main difficulty in treating the 1/f environment by the above
standard methods is that the large majority of degrees of freedom are much slower than all
time scales of the evolution of the system, so they give rise to important memory effects. As
a consequence different gates are sensitive to different details of the environment.
III. MODEL FOR 1/F NOISE
In this section we introduce a simple model of an environment which yields 1/f noise,
which is a suitable set of bistable fluctuators [18]. We first consider the fluctuators to be
sources of a classical stochastic process, i.e. each fluctuator switches between two con-
figurations with total rate γi and determines an extra polarization of the qubit given by
vi
2
pi(t), where pi(t) = ±1. The total extra polarization, E(t) =
∑
i
vi
2
pi(t), has power spec-
trum S(ω) =
∑
i(vi/2)
2
∞∫
−∞
dt (pi(t)pi(0)− δp
2
) eiωt =
∑
i v
2
i /2(1 − p
2) γi/(γ
2
i + ω
2), where the
overline means average on the stochastic processes. The standard assumption [21] of a distri-
bution of switching rates P (γ) ∝ 1/γ for γ ∈ [γm, γM ] and zero elsewhere leads to 1/f noise,
S(ω) = {π(1 − p2)nd v2/(4 ln 10)} ω−1 for frequencies ω ∈ [γm, γM ] (nd is the number of
fluctuators per noise decade). Already at this level it is clear that the environment presents
a large number of slow fluctuators, so memory effects are important.
We introduce a quantum model [18,23] by describing each fluctuator as a localized im-
purity level connected to a band [24]. The system plus environment Hamiltonian reads
H = HQ −
1
2
σz
∑
i
vi b
†
ibi +
∑
i
Hi (9)
4Measurements on the accuracy of single-electron traps showed indirect effects of 1/f noise at
high frequencies [22].They were interpreted within a similar “one photon” approach wich requires
the ad hoc assumption that there are nonequilibrium impurity charges at such frequencies. This
analysis yields the better value A ∼ 10−8 but is certainly non conclusive.
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Hi = εcib
†
ibi +
∑
k
[Tkic
†
kibi + h.c.] +
∑
k
εkic
†
kicki .
Here Hi describes an isolated BC: the operators bi (b
†
i) destroy (create) an electron in
the localized level εci. This electron may tunnel, with amplitude Tki to a band described
by the operators cki, c
†
ki and the energies εki. For simplicity we assume that each local-
ized level is connected to a distinct band. An important scale is the total switching rate
γi = 2πN (ǫci)|Ti|
2 (N is the density of states of the electronic band, |Tki|2 ≈ |Ti|2), which
characterizes the classical relaxation regime of each BC. Finally the coupling with the qubit
is such that each BC produces a bistable extra bias vi.
It may be argued that the impurity model introduced here describes impurities in metals,
rather than in insulating substrates. However our aim is to discuss consequences of the
discrete nature of the BCs and this is the simplest model embedding this feature. Moreover
this model has been introduced and used in Ref. [23] to successfully explain experiments on
charge trapping in systems of small tunnel junctions very similar to the charge-qubit.
Our aim is to investigate the effect of the BC environment on the dynamics of the qubit.
The picture which emerges from our analysis is that the contribution of the single BC in
dephasing the qubit depends on the ratio gi ≡ vi/γi. As a consequence, we distinguish
between two different kinds of BC: the ones with v/γ ≪ 1, which we call weakly coupled and
the ones in the other regime, which we call strongly coupled. Concerning these latter notice
that we are interested to a physical situation where the vi are so small that the energy scale
associated to the total extra bias produced by the set of BCs is much smaller than Ω, so
strongly coupled charges means small γi.
Strongly coupled BCs give rise to memory effects and moreover differences of their statis-
tical properties from those of an oscillator environment (cumulants higher than the second
are nonvanishing) may be relevant [21]. As a consequence the results Eqs.(6) may be in-
applicable. One possibility is to calculate higher orders in the Master equation, but even
if one assumes that the environment is still modelled by harmonic oscillators, the correc-
tions for 1/f spectrum are of the same order of the leading terms [25]. Here we follow a
different strategy, namely we enlarge the “system” which allows to treat more accurately
the dynamics of the BCs, at all orders in the couplings vj. In the modified roadmap we
consider only the continuos electron bands in Eq.(9) as the environment and investigate the
reduced dynamics of the system composed by the qubit and the BCs. We find that weakly
coupled charges behaves as a source of gaussian noise, whose effect is fully characterized
by the power spectrum S(ω). On the other hand, from our quantum mechanical treatment
it emerges that the decoherence due to strongly coupled charges shows pronunced features
of their discrete character. In the following we will specialize our analysis to the two cases
θ = 0, π/2.
IV. QUBIT AT THE OPTIMAL POINT
If the environment is made of a single BC we can implement the new roadmap by solving
the Master equation Eq.(5) for a system composed by the qubit and the BC. This method is
unpractical for a large number N of BCs since the number of equations becomes 22N −1. So
we study the general problem by using the Heisenberg equations of motion. For the average
values of the qubit observables 〈σα〉, α = x, y, z we obtain (h¯ = 1)
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〈σ˙x〉 =
N∑
i
vi 〈b
†
ibiσy〉 ; 〈σ˙y〉 = EJ 〈σz〉 −
N∑
i
vi 〈b
†
ibiσx〉 ; 〈σ˙z〉 = −EJ 〈σy〉 (10)
In the rhs averages of new operators which involve also the localized levels and the bands
are generated and we can write new equations for them. This procedure could be iterated
and we would obtain an infinite chain of equations, but instead at this stage we factorize
high order averages, so we are left with a set of 3(N + 1) equations. In practice we ignore
the cumulants 〈b†ibib
†
jbj〉c and 〈b
†
ibib
†
jbjσα〉c for i 6= j and insert the relaxation dynamics for
the BCs in the approximated terms. This method gives accurate results for general values
of gi even if vi/EJ is not very small, as we checked by comparing with numerical evaluation
of the reduced density matrix of the qubit with one and two BCs. Results are presented in
Fig.3 where the time Fourier transform of 〈σz(t)〉, proportional to the average charge on the
island, is shown. We assumed factorized initial condition for the qubit and the BCs. We
first consider a set of weakly coupled BCs in the range [ 10−2, 10 ]EJ which determine 1/f
noise in a frequency interval around the operating frequency. The coupling strengths vi have
been generated uniformly with approximately zero average and with magnitudes chosen in
order to yield the amplitude of typical measured spectra [19,20,22] (extrapolated at GHz
frequencies).
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FIG. 3. (a) The Fourier transform σz(ω) for a set of weakly coupled BCs plus a single strongly
coupled BC (solid line). The separate effect of the coupled slow BC alone (g0 = 8.3, dashed
line) and of the set of weakly coupled BCs (dotted line), is shown for comparison. In the in-
set the corresponding power spectra: notice that at ω = EJ the power spectrum of the extra
charge alone (dashed line) is very small. In all cases the noise level at EJ is fixed to the value
S(EJ)/EJ ≈ 3.18× 10
−4. (b) The Fourier transform σz(ω) for a set of weakly coupled BCs plus a
strongly coupled BC (v0/γ0 = 61.25) prepared in the ground (dash-dotted line) or in the excited
state (solid line).
These BCs are weakly coupled, and determine a dephasing rate which reproduces the
prediction of Eq.(6) (Fig.3 dotted line Γφ/EJ ≈ 1.65 × 10−4). Now we add a slower (and
strongly coupled g0 = v0/γ0 = 8.3) BC, in order to extend the 1/f spectrum to lower
frequencies. The added BC gives negligible contribution to S(EJ) so according to Eq.(6) it
should not modify Γφ. Instead, as shown in Fig.3a, we find that the strongly coupled BC
alone determines a dephasing rate comparable with that of the weakly coupled BCs. The
overall Γφ is more than twice the prediction of Eq.(6).
The above result shows that Γφ does not depend only on S(EJ). Moreover we checked
that information beyond the full S(ω) is needed: we considered sets of charges with different
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N and vi which realize the same power spectrum S(ω) and we find they yield different values
of Γφ. The decoherence is larger if BCs with g>∼
1 are present in the set. In summary these
results show that Eq.(6) underestimates the effect of strongly coupled BCs and in particular
that a finite Γφ at the optimal point can be obtained even if the 1/f spectrum does not
extend up to frequencies ∼ EJ .
If we further slow down the added BC we find that Γφ increases toward values ∼ γ0,
the switching rate of the BC. This indicates that the effect of strongly coupled BCs on
decoherence tends to saturate. We discuss later similar results for the case of pure dephasing,
where this conclusion can be made sharp, but we stress here that this is a consequence of
the nonlinearity inherent to the discrete nature of the BC environment. In this regime
we observe also effects related to the initial preparation of the strongly coupled BC (see
Fig.3b). As we will discuss later we may describe different experimental procedures using
different preparations of the environment. Thus we have here a first example of the fact
that different measurement protocols should be analized separately as far as dephasing due
to BCs is concerned.
V. PURE DEPHASING
In the absence of the tunneling term Eq.(9) is a model for pure dephasing. The analysis
can be carried out using the exact result Eq.(7). We notice that for our model Eq.(9)
Hη can be decomposed in a sum of commuting terms each referring to a BC, so if we
assume factorized wE(0) Eq.(7) also factorizes ρ01(t) = ρ01(0)
∏N
j=1 exp{−i(ε − vj/2)t}fj(t)
in averages referring to a single BC. Using a real-time path-integral technique, the general
form of fj(t) in Laplace space is obtained [18]
fj(λ) =
λ+K1,j(λ)− i vj/2 δp0j
λ2 + (vj/2)
2 + λK1,j(λ) + vj/2K2,j(λ)
, (11)
where δp0j = 1− 2〈b
†
jbj〉t=0 specify the initial conditions for the charges. The kernels K1,j(λ)
and K2,j(λ) are expressed by formal series expressions in the tunneling amplitudes Tj .
An interesting explicit form of the kernels is obtained in the Non Interacting Blip Ap-
proximation (NIBA) [14], which amounts to approximate the kernels K1,j(λ) and K2,j(λ) at
lowest order in the tunneling amplitudes Tj . The result is
K1,j(λ) = γj ; K2,j(λ) = −
γj
π
[ψ(1/2 + β/2π(λ− iǫcj))− ψ(1/2 + β/2π(λ+ iǫcj))] .
In order to appreciate the physical meaning of the NIBA result, we notice that it is also
obtained using the Heisenberg equations of motion, which yield a closed set of equations
provided that the electronic band is assumed in thermal equilibrium. Thus the NIBA result,
besides describing the dynamics of the qubit plus BC at all orders in the couplings vj , is
valid even if the couplings T with the bands are not small. What is possibly missed are
details of the dynamics of the bands, which is in total agreement with the phylosophy of the
modified roadmap outlined in Sec.III.
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A. Nearly incoherent BC dynamics
We now want to apply these results to a set of BCs which produce 1/f noise. In order
to produce a clear physical picture, we will consider only the physically relevant limit where
the BCs have an incoherent dynamics. This limit can be formally obtained from the NIBA
result by approximating the kernel K2,j(λ) ∼ K2,j(0), and can be expressed in analytic form
ρ01(t)
ρ01(0)
= e−iεt
N∏
j=1
eivj t/2
{
Aj e
−
γj
2
(1−αj )t + (1− Aj) e
−
γj
2
(1+αj)t
}
(12)
where
αj =
√
1− g2j − 2i gj tgh (βεcj/2) ; Aj =
1
2αj
(
1 + αj − i δp
0
j gj
)
. (13)
In the framework of the NIBA this result is valid if εci , vi , γi ≪ KBT , but again its validity
is broader. Indeed Eq.(12) it may be obtained in different ways, for instance by analizing
the system of qubit and BC by a master equation and taking the limit where εci is the
largest scale, or even as the exact result of a model where the coupling operator
∑
i vib
†
ibi
is substituted by a classical stochastic process E(t) which is the sum of random telegraph
processes (see App. B).
The form of Eqs.(12,13) elucidates the different role of weakly and strongly coupled BCs
in the decoherence process. We focus on the long time limit γt≫ 1. Dephasing due to each
BC comes from the sum of two exponential terms. For extremely weakly coupled charges,
gj ≪ 1, whe have αj ≈ 1 and only the first term is important, which describes decay of the
coherences with a rate ≈ 1/[4 cosh2(βεcj/2)] v2j/γj. This is precisely the result of Eq.(6) for
the adiabatic rate Γ0φ. For strongly coupled charges, gj ≫ 1, each of the two exponentials in
Eq.(12) expresses roughly the same decay rate ∝ γj, the switching rate of the individual BC,
and moreover they come with the same weight. The individual αjs have large imaginary
parts so the main effect of strong coupling with the qubit is not decay but rather an energy
shift. The short time limit, which is more important in actual experiments, will be discussed
in the next subsection.
The long time limit allows to draw a simple picture of the effect of a BC: the qubit
is practically insensitive to very fast BCs (gj ≫ 1), which are averaged completely. The
dephasing effect increases as v2i /γi as the BC gets slower but eventually saturates. Indeed
a very slow BC (gj ≫ 1) will dephase only when it switches (effect ∝ γi) so for most of the
time it provides a static extra polarization for the qubit. Based on this picture one could
conclude that slow charges could be neglected, however it is not a priori clear if this is a
valid choice for the 1/f spectrum, where the number of slow charges is large due to the
P (γ) ∝ γ distribution. Eq.(12) allows to answer to this question, but we defer this point to
section VI and we first discuss in detail other aspects of the result for a single BC.
B. Single BC
Results for a single BC are concentrated in Fig. 4a. We consider Eq.(12) for N = 1 and
look at the quantity
Γ(t) = − ln
∣∣∣∣∣ ρ01(t)ρ01(0)
∣∣∣∣∣
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In Fig.4 we compare this quantity with the exact result for an oscillator environment, Eq.(8),
which is reported as the thick dashed line. We show the effect of a single BC for various initial
conditions and different values of g. Weakly coupled charges (g = 0.1) give a contribution
close to Γosc(t), whereas deviations are observed in the other cases. In particular BCs such
that g > 1 show slower dephasing compared to an oscillator environment with the same
S(ω), as a manifestation of saturation effects. Recurrences at times comparable with 1/v
are visible in Γ(t).
Fig. 4a allows to discuss initial conditions of the BC. For each value of g three cases are
shown. The thick lines correspons to δp0 = 1 (the dotted lines to δp0 = −1), i.e. the BC is
initially in the lower (higher) energy classical configuration. These are typical initial situa-
tions to be considered in a single shot process. In this case Γ(t) describes dephasing during
time evolution. Differences in the behavior of Γ(t) reflect memory effects. In particular for
γt≪ 1 the approximate behavior is Γ(t) ≈ v2t2(1 − δp20)/8 − γv
2t3 (1 + 2δp0δp− 3δp
2
0)/24,
whereas Γosc(t) ≈ v2t2(1 − δp
2
)/8. Thus if δp0 = ±1, Γ(t) ∝ t3 which accounts for the fact
that a two level system is stiffer than a set of oscillators. On the other hand if we choose
δp0 = δp, the equilibrium value, Γ(t) decays more rapidly, Γ(t) ≈ Γosc(t). These latter choice
of initial conditions corresponds physically to repeated measurements in which we do not
control the preparation of the BC so Γ(t) describes both dephasing during time evolution
and the blurring of the total signal of several realizations of the time evolution with slightly
different characteristic frequency, a sort of inhomogeneuos broadening. Notice finally that if
we use the above equilibrium initial conditions Γ(t) follows Γosc(t) for short times, the two
curves becoming indistinguishable only if moreover g ≪ 1. This observation is important
for the subsequent analysis of inhomogeneuos broadening (Sec. VIII).
The above analysis of decoherence due to a single BC has clearly evidenced the different
qualitative influence on the qubit dynamics of weakly and strongly coupled BCs. A single
weakly coupled, v/γ ≪ 1, BC behaves as a source of gaussian noise. Thus decoherence only
depends on the power spectrum of the fluctuator, and does not show any dependence on
the initial condition of the BC. On the other side decoherence due a single strongly coupled
BC, v/γ ≫ 1, displays saturation effects and dependence on the initial condition.
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FIG. 4. (a) Reduced Γ(t) due to a BC with different preparations (thin lines) for the indicated
values of g. Inset: longer time behavour for stable state preparation. The thick dashed line
represents the oscillator approximation; (b) Saturation effect of slow BCs for a 1/f spectrum.
Relevant parameters (v = 9.2×107Hz, nd = 1000) give typical experimental measured noise levels
and reproduce the observed decay of the echo signal [20] in charge Josephson qubits. Couplings vi
are distributed with dispersion ∆v/|v| = 0.2. Γ(t) is almost unaffected by strongly coupled charges
(the label is the number of decades included).
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VI. 1/F NOISE IN SINGLE SHOT MEASUREMENTS
We now want to check how the intuitive picture for an environment made of a single
fluctuator may apply to a set of charges producing 1/f noise. The distribution of BCs
involves both weakly and strongly coupled fluctuators, so that no typical time scale is present.
Moreover since a very large number of slow fluctuators is present, it is not a priori clear how
saturation effects will manifest.
In Fig.4b we show the results for a sample with a number of BCs per decade nd = 1000
and with vi distributed with small dispersion around the value |v| = 9.2×107Hz. We choose
initial conditions δp0j = ±1 randomly distributed on the set of N charges to reproduce equi-
librium conditions in the ensemble, (1/N)
∑
j δp
0
j ≈ δp. We checked that for every realization
of the initial conditions we obtained roughly the same overall polarization and the same de-
phasing. What we are going to calculate is then the result of single shot measurements,
i.e. the average signal of several experiments on the time evolution of the qubit where the
total initial polarization of the environment is recalibrated before each experiment. This
quantity is essentialy dephasing during time evolution and the corresponding protocol is
such to minimize the effects of the environment. To make reference to a concrete situation,
the results we present were calculated with parameters close to the experiments [20].
In order to illustrate the different role played by the BCs with gj ≪ 1 and gj ≫ 1, we now
perform a spectral analysis of the effects of the environment. We consider sets of BCs with
the same γM = 10
12Hz5 and decreasing γm, all producing 1/f noise with the same amplitude
A in the corresponding frequency range. Solid lines in Fig.4b represent Γ(t) calculated with
Eq.(12). In this example the dephasing is given by BCs with γj > 10
7Hz ≈ |v|/10. The
main contribution comes from three decades at frequencies around |v|. The overall effect of
the strongly coupled BCs (γj < |v|/10) is minimal, despite of their large number, showing
the saturation effect of low-frequency noise. Dashed lines represent Γosc(t), the result of the
approximation of the environment with a set of harmonic oscillators, Eq.(8). In this case
low-frequency noise does not saturate, each decade of noise equally contributes to dephasing
and Γosc(t) depends on the low-frequency cut-off of 1/f noise. We notice finally that for
this single shot protocol Γ(t) is roughly given by Γosc(t) provided we use ω ∼ |v| as a low
frequency cut-off.
This observation also explains the fact that our results are not very sensitive to the value
of nd we choose. Indeed in order to reproduce a given amplitude A we must keep constant
for each decade
∑
i v
2
i ≈ ndv
2, meaning that the effective low-frequency cut-off ∼ |v| varies
as n
−1/2
d . For nd →∞ the low-frequency cut-off goes to zero, as in the result Eq.(8) for the
oscillator environment.
Finally we point out that even if we performed our calculation by assigning all the mi-
croscopic parameters of the environment, a reliable estimate of dephasing for single shot
measurements turns out to depend on a single additional parameter besides the power spec-
trum S(ω), namely the average coupling |v| or equivalently the number of charges producing
a decade of noise, nd.
5This value of γM is surely too large, but in this section we are interested to the way dephasing
changes by adding low-frequency noise decade after decade
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VII. COMPARISON WITH THE OSCILLATOR ENVIRONMENT
In this section we make a more quantitative comparison of our results with the results
for an equivalent oscillator environment. It is useful to consider our result from the point ov
view of the classical stochastic approach of App. B which expresses the off diagonal element
of the reduced density matrix of the qubit as an average over classical stochastic processes
generated by a set of random telegraph fluctuators. The result for quantum oscillators Eq.(8)
is the second cumulant expansion of Eq.(12). Alternatively one may verify that
Γosc(t) =
1
2
∑
i
g2i
[
∂2Γ(t)
∂g2i
]
gi=0
where δp0i = δp has been posed in Γ(t). This result is intuitive in that in the limit vi → 0 the
noise is produced by nd → ∞ fluctuators per decade, and its discrete nature is lost. This
agrees with the fact that in this limit all BCs are weakly coupled.
To give an idea of the numbers involved we checked this conclusion by calculating Γ(t)
from Eq.(12), using different sets of BCs. The results are shown in Fig.5a. The power
spectrum S(ω) is identical for all the curves shown, which differ in the choice of nd. The
gaussian behavior is recovered in the long time limit γmt ≫ 1 for large enough nd (all the
BCs are weakly coupled). If in addition we take δp0j = δp, Γ(t) approaches Γ2(t) also at
short times.
VIII. REPEATED MEASUREMENTS AND INHOMOGENEUOS BROADENING
Measurements of the state of a charge-Josephson qubit involve the measurement of a sin-
gle extra Cooper pair in the superconducting island. Different strategies of measurements
have been proposed and experimental prototypes have been produced, but in practice mea-
surements are not single-shot. In the simple scheme used in Ref. [9,20] the time evolution
procedure is repeated ∼ 105 times and what is measured is the total current due to the
possible presence of the extra Cooper pair in all the repetitions. The signal is then the
sum over different possible time evolutions of the BCs with initial conditions which are
also randomly fluctuating. The average effective precession frequency of the qubit is then
different in different realizations and the overall signal decays faster than a single shot mea-
surement would yield. In this respect this additional decay of the signal is analogous to
inhomogeneuos broadening in NMR, where the signal is collected by many noninteracting
“qubits” each with its specific environment which determines different average precession
frequencies. One difference may possibly be that strong correlations may exist between the
different repetitions, due to the strong correlations in time of 1/f noise.
14
0 2 4 6 8 10 12 14 16
γ
m 
t   
0.5
0.6
0.7
0.8
0.9
1
1.1
Γ(
t) 
 /  
Γ 2
(t)
dd1
a
b
c
e1
e
0 5e-10 1e-09 1.5e-09
t (sec)
-4
-3
-2
-1
0
-
 
Γ*
(t) 1/t
meas
=107Hz
1/t
meas
=105Hz
1/t
meas
=103Hz
FIG. 5. (a) Γ(t)/Γ2(t) for a 1/f spectrum between γm = 2 × 10
7 and γM = 2 × 10
9 with
different numbers of BCs per decade: (a) nd = 10
3, (b) nd = 4 × 10
3, (c) nd = 8 × 10
3, (d) and
(d1) nd = 4× 10
4, (e) and (e1) nd = 4 × 10
5. Full lines corresponds to δp0j = ±1, dashed lines to
equilibrium initial conditions for the BCs. (b) Different averages over δp0j for 1/f spectrum repro-
ducing the measured noise level of Ref. [20]:|v| = 9.2× 106Hz, nd = 10
5, γm = 1Hz, γM = 10
9Hz.
Dashed lines correspond to the oscillator approximation with a lower cut-off at ω = min{|v|, 1/tm}.
In order to study the overall signal we have to sum Eq.(12) over different sets of {δp0jα}
representing initial conditions for each repetition starting at t = tα. Equivalently we may
average Eq.(12) over a suitable distribution of {δp0j} which depends on time. If BCs are
assumed to be independent this distribution factorizes and since {δp0j} enters linearly the
coefficient A we have only to evaluate Eq.(12) with δp0j = δp
0
j(tm), where δp
0
j (tm) is the
average of the values of δpj sampled at regular times tα for the overall time tm. As a rough
estimate we may let δp0j(tm) = δp
0
j(0) = ±1 if γjtm < 1 and δp
0
j(tm) = δp for γjtm > 1, i.e.
slow charges do not change roughly initial condition (but still they may dephase during time
evolution) whereas fast charges completely average during tm. In this way the additional
scale tm enters the problem.
We consider only the case of long overall measurement time |v|tm ≫ 1 which is pertinent
to the present day experimental conditions. From the results of Sec. VB and Sec. VII we
may infer that BCs with γ < 1/tm < |v|, being strongly coupled and with δp
0
j = ±1, are
ineffective whereas for the other BCs, being averaged, we may take Γ(i)(t) ≈ Γ(i)osc(t) for small
enough times and, as a result, Γ(t) ≈
∫∞
1/tmdω S(ω)(1− cosωt)/(πω
2). This would proof the
recipe proposed in Ref. [26]. It is intersting to notice that this result and possible extensions
to higher order effects [25] in the qubit-environment can be obtained with no reference to
the quantum nature of the environment, and depend on the classical statistical properties
of an equivalent random process.
In Fig.5b, (dotted lines) we show that indeed dephasing calculated as outlined above,
is roughly given at short times by the oscillator environment approximation with a lower
cut-off taken at ω ≈ min{|v|, 1/tm} (dashed line). We also show results with a different
averaging procedure δp0j(tm) = 1/tm
∫ tm
0 dtδp(t) which takes into account the strongly cor-
related dynamics of 1/f noise (solid lines in Fig.5b,). These correlation do not affect the
results except possibly for tm ≈ |v|.
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FIG. 6. (a) Bloch sphere descritpion of the echo protocol. (b) Decay of the echo amplitude for
a 1/f spectrum, with noise level as in Fig.(4b) with γm = 1Hz and different γM . The dashed lines
correspond to the oscillator environment approximation.
IX. CHARGE ECHO
Echo-type techniques have been suggested [9,26] and experimentally tested [20] as a
tool to reduce inhomogeneous broadening due to the low-frequency fluctuators of the 1/f
spectrum. In the experiment of Ref. [20] the echo protocol consists of a π/2 preparation
pulse, a π swap pulse and a π/2 measurement pulse. Each pulse is separated by the delay
time t (see Fig. 6). Since the duration of each pulse is negligible with respect to t we can
estimate the decay of the coherence only looking at the evolution during the delay times.
Within the semiclassical approach we obtain [30]
ρ01(t)
ρ01(0)
=
∏
j
{
A1je
−(1−Reαj)γt +A2j e
−(1+Reαj)γt (14)
+A3je
−(1−iImαj)γt +A4j e
−(1+iImαj)γt
}
where αj is given by Eq.(13) and information on δp
0
j is contained in A
k
j . We are interested to
Γ(2)(t) = − ln |ρ01(t)/ρ01(0)|. Again the expansion of Eq.(14) to the second cumulant gives
the result for an equivalent environment of quantum oscillators
Γ(2)osc(t) =
2
π
∫ ∞
0
dω S(ω)
(1− cosωt)2
ω2
Results are shown in Fig. 6 for the same set of BCs of Fig. 4 whose parameters are close6
to the experimental situation of Ref. [20]. First of all we checked that the dependence of
Γ(2)(t) on initial conditions δp0i is extremely weak even if we start from out of equilibrium
configurations of the set of BCs. Moreover Γ(2)(t) ≈ Γ(2)osc(t). This means that the echo pro-
cedure actually cancels the effect of strongly coupled charges7. Only weakly coupled charges
6As it is clear from the results of Sec. VI, for a given measured A we had to infer nd. This we
made by comparing our results of this section with the echo experiment. This allows only a rough
estimate of nd because, as in the other cases, the dependence on nd is weak.
7This conclusion is valid as long as the delay time is short, t|v| ≪ 1
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contribute to Γ(2)(t) and the environment behaves as a suitable set of harmonic oscillators.
We remark that in the regime of parameters we consider, for given noise amplitude the echo
signal is strongly dependent on the high frequency cut-off, as studied in Fig. 6.
X. CONCLUSIONS
In conclusion we have studied dephasing due to charge fluctuations in solid state qubits.
We analized and compared two models for the environment, namely an environment of
harmonic oscillators and an environment made of fluctuators with applications to 1/f noise
which is probably the most serious limitation for these devices. Even if decoherence comes
in general from the entanglement of the system with its environment, for solid state devices
measurements of system-environment correlations are extremely hard and the reduction of
the amplitude of the coherent signal in specific experiments may often be studied in less
fundamental terms. We discussed the problem of the information needed to characterize
the effect of the environment. For environments which are weakly coupled and fast or
environments made of harmonic oscillators the information needed is entirely contained in
the power spectrum of the operator which couples the environment to the system. For a
fluctuator environment with 1/f spectrum memory effects and higher order moments are
important so additional information is needed. We discussed in detail the remarkable case
of pure dephasing where the reduction of the amplitude of the coherent signal is given by
correlation functions of the environment alone (see Eq.(7)) and provided exact results for
the fluctuator environment. In this case the additional information of the environment
needed depends on the protocol but often reduces to a single parameter. A new energy
scale emerges, the average coupling |v| of the qubit with the BCs, which is the additional
information needed to discuss single shot experiments (alternatively one should know the
order of magnitude of nd, the number of BCs per decade of noise). For repeated experiments
the relevant scale is instead min{|v|, 1/tm} where tm is the overall measurement time. Finally
echo measurements are sensitive to the high-frequency cut-off γM of the 1/f spectrum.
Our results are directly applicable to other implementations of solid state qubits. We
only mention Josephson flux qubits [27,28] wich suffer from similar 1/f noise, originated from
trapped vortices. In that case the eigenstates of σz are the flux states of the device. Also
the the parametric effect of 1/f noise on the coupling energy of a Josephson junction [29]
can be analized within our model, as long as individual fluctuators do not determine large
variations of EJ . In this case it may be possible that the same sources generate both charge
noise and fluctuations of EJ . This can be accounted for in our model by choosing the “noise
axis” as the zˆ axis.
In this work we have also briefly discussed the possibility of finding optimal operating
points for the qubit. This idea has been succesfully implemented in the experiment of
Ref. [10] and consists in operating with external parameters tuned at the points where the
energy splittings of the system are less sensitive to fluctuations. However a slight deviation
from the optimal point determines a strong degradation of the performances. An equivalent
point of view is that the system should be tuned at the point where adiabatic dephasing
cancels in lowest order, since the effect of a low frequency environment (in particular the
1/f environment) is minimized. An explicit example is the recent proposal of implementing
a communication protocol with Josephson junctions [31]. Low-frequency noise can also be
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minimized by echo techniques, but the flexibility in the implementation of gates is greatly
reduced. A possibility is to implement quantum computation using Berry phases [8], where
the design of gates includes an echo procedure, but a detailed analysis of the effect of 1/f
noise is still missing.
Finally we mention that the sensitivity of coherent devices may be used to investigate high
frequency noise [32]. In particular an accurate matching between measured inhomogeneous
broadening, echo signal and relaxation may give reliable information on the actual existence
of BCs at GHz and on the high-frequency cut-off of the 1/f spectrum.
APPENDIX A: LINEAR QUANTUM NOISE
Fluctuations of the electromagnetic circuit can be modeled by coupling the system to
an environment of harmonic oscillators [14,33] which mimicks the external impedences (see
Fig.1). In this Appendix we present a model for the electromagnetic environment and we
derive an effective Hamiltonian Heff using no phenomenological argument [34]. This has two
motivations. First, since in principle bare circuit parameters are well defined and tunable,
we want to know precisely how this reflects on H . Second, in general coupling to the
environment produces decoherence and energy shifts, which may in principle be large. In
dissipative quantum mechanics shifts are usually treated either by introducing counterterms
[33] or by writing Heff in terms of renormalized quantities [33]. The role of induced shifts,
which is minor in the devices of Refs. [9,10], may be crucial in various situations (e.g.
geometric quantum computation [8], dynamics of registers and error correction devices).
We consider the Cooper pair box [5] of Fig. 1. The external impedance is modeled by a
suitable LC transmission line and the Lagrangian of the system is
L =
∑
i=1,2
Ciφ˙
2
i
2
− VJ(φ1) +
∑
α
[
Cαφ˙
2
α
2
−
φ2α
2Lα
]
where φ˙ are voltage drops and the Josephson energy is VJ(φ1) = −EJ cos(2eφ1/h¯). The
environment is fully specified by the elements Cα and Lα. The circuit is introduced by the
constraint φ˙1 + φ˙2 +
∑
α φ˙α = Vx, which allows to eliminate one variable and to write
L =
CΣ η˙
2
2
− VJ(2e(κ2Φ− η)h¯) + Lb
Lb =
1
2
Ce Φ˙
2 +
∑
α
[
Cα
2
φ˙2α −
1
2Lα
φ2α]
where η = κ2φ2 − κ1φ1, CΣ =
∑
i Ci, Ce = C1C2/CΣ, κ1,2 = C1,2/CΣ, and Φ˙ = Vx −
∑
α φ˙α.
We next diagonalize Lb and obtain the form
Lb =
∑
α
[mα
2
x˙2α −
mαω
2
α
2
x2α
]
− CeVx
∑
α
dαx˙α
In order to determine the parameters, notice that Lb describes a series Ce − Z circuit,
with
∑
β dβx˙β =
∑
α φ˙α = VZ . By comparing the linear response with the known classical
dynamics of VZ we determine the spectral density (ω > 0)
J ′(ω) =
∑
α
πd2αδ(ω − ωα)
2mαωα
= Re
[ Z(ω)/ω
1 + iωZ(ω)Ce
]
Notice that since Lb is quadratic this procedure is an exact way to perform the diagonal-
ization, due to circuit theory, and is valid after quantization due to the Ehrenfest theorem.
We then perform a (canonical) transformation χ = η−κ2Φ and obtain the total Lagrangian
L = La + Lb with
La =
CΣ
2
(χ˙+ κ2Vx − κ2
∑
α
dαx˙α)
2 + VJ(2eχ/h¯)
One can verify that the variable canonically conjugated to χ is the charge Q in the island.
The Hamiltonian corresponding to L reads
H =
Q2
2C1
+ Q κ2
∑
α
dα
mα
pα − EJ cos
(2e
h¯
χ
)
+
∑
α
[ p2α
2mα
+
mαω
2
α
2
x2α
]
+ CeVx
∑
α
dα
mα
pα
where pα are conjugated to xα and we used the relation
∑
α d
2
α/mα = 1/Ce. A further
canonical transformation of the environment (x˜α = pα/(mαωα), p˜α = −mαωαxα) yields
Heff =
Q2
2C1
+ VJ(
2e
h¯
χ) + κ2Q
∑
α
cα x˜α
+
∑
α
[ p˜2α
2mα
+
mαω
2
α
2
x˜2α
]
+ CeVx
∑
α
cα x˜α
where cα = dαωα and we introduce J(ω) = π
∑
α δ(ω − ωα)c
2
α/(2mαωα) = ω
2 J ′(ω), the
spectral density.
If we isolate the dc bias Vx(t) = Vx+ δVx(t) and redefine x˜α+ cαCeVx/(mαω
2
α) → xα we
finally obtain
Heff =
Q2
2C1
− κ2VxQ + VJ(
2e
h¯
χ) +Qκ2
∑
α
cαxα
+
∑
α
[ p2α
2mα
+
mαω
2
α
2
x2α
]
+ CeδVx(t)
∑
α
cαxα
Notice that the capacitance C1 (and not CΣ) enters the Q
2 term. and if we put cα = 0 we
do not obtain the Cooper pair box hamiltonian. This is correct because the environment
represents global fluctuations of the circuit, not only of Z. Notice that a static Q shifts the
equilibrium points of the oscillators and also produces a Q-dependent shift of the zero of
their energies. This latter can be reabsorbed in the charging energy if we write the oscillator
hamiltonian using the shifted values xα + cακ2Q/(mαω
2), which produces the extra term
−κ22Q
2∑
α c
2
α/(2mαω
2
α) = −Q
2/(2Ce) and
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Heff =
Q2
2CΣ
− κ2VxQ + VJ(
2eχ
h¯
) + CeδVx
∑
α
cαxα
+
∑
α
[ p2α
2mα
+
mαω
2
α
2
(
xα +
cακ2Q
mαω2
)2]
(A1)
which reduces to the non dissipative form by letting cα = 0. This is a convenient starting
point for a weak coupling analysis also because a static shift in the equilibrium points of the
oscillators has no effect even if it is large.
APPENDIX B: DEPHASING DUE TO CLASSICAL STOCHASTIC
FLUCTUATIONS
In the semiclassical approach the coupling operator
∑
i vib
†
ibi is substituted by a classical
stochastic process E(t) which is the sum of random telegraph processes. The system is
initially in a given superposition of eigenstates of HQ Eq.(2), say |ψ, 0 〉 = α | a 〉 + β | b 〉 .
We make now a first assumption, namely we neglect relaxation and we write the time
evolution using the adiabatic theorem |ψ, t 〉 = α | a, t 〉 + β e−i
∫ t
0
dt′Ω(t′) | b, t 〉 , where now
we use the istantaneuos basis of Had = HQ −
1
2
E(t)σz and the instantaneuos level splitting
Ω(t) =
√
[ε+ E(t)]2 + E2J . The error introduced by the random field E(t) is mostly due
to the phase factor and we make a second assumption, namely we neglect the difference
between the istantaneuos basis and the eigenbasis of HQ. In this case the diagonal elements
of the density matrix |ψ, t 〉 〈ψ, t | are constant whereas the off diagonal matrix element is
ρba(t) = ρba(0) e
−i
∫ t
0
dt′Ω(t′) . (B1)
At this stage the standard assumption of the semiclassical approach is that averages over
the environment correspond to averages over the stochastic process E(t). Thus decoherence
during time evolution is estimated by
Γ(t) = − ln
∣∣∣∣e−i
∫ t
0
dt′Ω(t′)
∣∣∣∣ , (B2)
where the overline denotes an average over different stochastic processes with given initial
conditions. The effect of inhomogeneuos broadening is included by a further averages on
initial conditions.
Let us discuss the validity of this result. If EJ = 0 the two assumption leading to Eq.(B1)
are rigorously verified and the result is exact. By working out the average we shall pervent
to the result Eq.(12). In the general case the first assumption is valid if E(t) is slow on
the time scale set by Ω and the second if E(t) ≪ Ω. The condition of slow environment is
equivalently expressed by requiring that S(ω) is small at frequencies ω ∼ Ω. In this case
relaxation in leading order (see Eq.(6)) is negligible. Then Eq.(B2) describes the effect of a
large part of the degrees of freedom composing the 1/f environment, if not all of them.
We may apply Eq.(B2) to repeated measurements as described in Sec.VIII. If one as-
sumes that for small times we can approximate the environment to a suitable set of harmonic
oscillators then we may approximate Eq.(B2) to the second cumulant. Moreover, under the
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assumption of small E(t) it is easy to derive an expression for the decay of the off diagonal
matrix element
Γ(t) = cos2 θ Γosc(t) +
sin4 θ
8Ω
∫ t
0
dt′dt′′
[
E2(t′)E2(t′′)− E2
2
]
This expression has been also derived in Ref. [25] where the oscillator environment has been
studied in detail and we will not pursue this analysis. We only stress that the correction to
the term containing Γosc(t) depends on the so called second spectrum [21] of the environment
which is known to differ for gaussian and non gaussian stochastic processes. So if the
correction is important, i.e. if the system turns out to be sensitive to the second spectrum,
then the approximation of Eq.(B2) to the second cumulant is inaccurate.
We turn now to the derivation of Eq.(12) for an environment of classical fluctuators.
Eq.(B2) has to be averaged over the possible realizations of the stochastic process E(t) with
given initial conditions δp0j . As already discussed we need to perform the calculation only
for a single Random Telegraph process switching between the two values Ea(t) = −v/2 and
Eb(t) = v/2 with rates γ+ and γ−. (see Fig.(7a)).
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γγ
+
2t1t
− V/2
E(t)
t
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1t
1t
1t
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2t
2t
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2N+1t
2N+1t
1t
a
bb
a
a
a
b
b
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(bb)=
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t
FIG. 7. (a) Random Telegraph fluctuator switching between valor ±v/2 with rates γ±; (b)
Each fluctuator can follow four kinds of paths. If intial and final states are equal, the path has an
even number of transitions, an odd number of flips occurs if initial and final states are different.
The average E(t) is related to the average population difference between the two state
a, b of the BC, δp(t) =
(
δp0 − δp
)
e−γt+ δp, by E(t) = −v/2δp(t) , where γ = γ++ γ− is the
total switching rate, δp0 and δp = (γ− − γ+)/γ are respectively the initial and equilibrium
populaztion difference. For a stationary process δp0 = δp the Fourier transform of the
second cumulant [E(t)E(t+ τ)]c gives the power spectrum of the polarization fluctuations
v2/2(1− p2) γ/(γ2 + ω2).
In order to calculate the generating functional Z(t) ≡ exp{−i
∫ t
0 dt
′E(t′)}, we have to
take into account all the possible realizations of the stochastic processes E(t) with fixed
initial conditions for the fluctuator, δp0. To this end we have to consider that the fluctuator
can follow one of the four kinds of paths illustrated in Fig.7b.
Then we have to perform (i) a sum over all possible number of switches, (ii) an inte-
gration over the corresponding transition times. For each process in Fig.7b we can define a
probability density πα,β(t; tm−t1|0),(α, β can be either a or b) of finding the fluctuator in the
state β at time t once it has been prepared in the state α at time t = 0 after m transitions
21
at times ti, i = 1, ...m. The probability densities of the elementary processes of having at
most a single transition in a fixed time interval are easily found from the statistics of the
populations of the two states a and b, pα(t), α = a, b. The probability densities to stay
in the states a and b are πaa(t2|t1) = exp[−γ+(t2 − t1)], and πbb(t2|t1) = exp[−γ−(t2 − t1)].
The probability density of a single flip at time t1 in the interval t − t0 for instance from
a to b reads πab(t; t1|t0) = exp[−γ−(t− t1)]γ+ exp[−γ+(t1 − t0)]. With this, the probability
density of the complex processes πα,β(t; tm − t1|0) are given by:
πaa(t; t2N − t1|0) = (γ+γ−)
Ne−γ+Ta−γ−Tb = (γ+γ−)
Ne−γ+t−γ−δpT2N
πab(t; t2N+1 − t1|0) = (γ+γ−)
Nγ+e
−γ+Ta−γ−Tb = (γ+γ−)
Nγ+e
−γ−t−γ+δpT2N+1 (B3)
The probability densities πbb(t; tm − t1|0), πba(t; tm − t1|0) are found from the expressions
πaa(t; tm − t1|0) and πba(t; tm − t1|0) with the replacements γ+ → γ− and δp → −δp. Each
πα,β(t; tm − t1|0) only depends on the number m = 2N, (2N + 1) of switches and on the
total times Tα during the random fluctuator has assumed value Eα. Thus we have:
Z(t) =
∑
α,β
p0αzα,β(t)
zα,β(t) =
∞∑
m=0
∫ t
0
dtm...
∫ t2
0
dt1πα,β(t; tm − t1|0)e
−i(EαTα+EβTβ), (B4)
where p0α is the probability to find the fluctuator in the state α at time t = 0, and m = 2N
if α = β (the term m = 0 being 1), m = 2N + 1 if α 6= β. The total times spent by the
fluctuators in the state a or b, Ta and Tb, are given respectively by
Tb =
2N∑
n=1
(−1)ntn ≡ T2N Ta = t− T2N α = β
Tb =
2N∑
n=1
(−1)ntn + t− t2N+1 ≡ t + T2N+1 Ta = −T2N+1 α 6= β (B5)
From eqs. (B3), (B5) Z(t) can be written in the simple form
Z(t) = Ae−
γ
2
(1−α)t + (1− A)e
γ
2
(1+α)t (B6)
where A and α are defined in Eq. (13). An interesting approximation of Eq.(B6) is obtained
by taking its second cumulant expansion. This amounts to consider a Gaussian process
E(t) having the same power spectrum S(ω). Estimating the average given in Eq.(B6) by its
second cumulant and taking δp0 = δp we get Eq.(8).
The above exact results of the semiclassical analysis represent an important limiting
case of decoherence due to a quantum discrete environment. Eq. (B6) reproduces in fact
the results presented in Section VA for the pure dephasing decay due to an environment of
quantum bistable fluctuators, in the regime in which each fluctuator performs a relaxation
dynamics.
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