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1. Introduction
Brugnano and Casulli [2] considered the numerical solution of a piecewise linear system,
max{0, x} + Tx = b, (1.1)
where the operator max is to be intended componentwise, b ∈ Rn is known, T ∈ Rn×n is an
irreducible, symmetric, and (at least) positive semideﬁnite matrix satisfying either of the following
properties:
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(A1) T is a Stieltjes matrix, i.e., a symmetric M-matrix (see, e.g., [6]), or
(A2) null(T) ≡ span(v)with v > 0 (componentwise), vb > 0, and T + D is a Stieltjes matrix for all
diagonal matrices D = diag(d1, . . . , dn) with∑ni=1 di > 0, di  0, i = 1, 2, . . . , n.
The system (1.1) arises from the semi-implicit methods for the numerical simulation of free-surface
hydrodynamics (see, e.g., [3,10]) and the numerical solutions of large-scale complementarity problems
(see, e.g., [4,5]). Under the Assumption (A1) or (A2), Brugnano and Casulli [2] proposed an efﬁcient
Newton-type approach with a ﬁnite termination property for solving system (1.1).
In this paper, we ﬁrst relax the Assumptions (A1) and (A2), and then prove the ﬁnite termination of
the Newton-type approach under our relaxed conditions. To this end, we ﬁrst clarify some notations.
The ordering relations (i.e., >,) for vectors and matrices used in this paper are related to compo-
nentwise ordering. A matrix A ∈ Rn×n is nonnegative if A 0 (see, e.g., [6]). A matrix A ∈ Rn×n is
monotone if the inverse of A is nonnegative, i.e., A−1  0.
With these notations, let us consider a piecewise linear system,
Tx + Smax{0, x} = b, (1.2)
where S ∈ Rn×n is a nonnegative matrix, and matrices T, S ∈ Rn×n satisfy one of the following prop-
erties:
(A3) T and T + S are monotone matrices, i.e., T−1  0, (T + S)−1  0,
(A4) T is singular, and for every x ∈ Rn at least one entry of b − Tx is positive. T + SD is a mono-
tone matrix for all diagonal matrices D = diag(d1, . . . , dn) with ∑ni=1 di > 0, di ∈ [0, 1],
i = 1, . . . , n.
System (1.1) is actually a special expression of system (1.2) with S = In×n. As will be shown
in Section 3, Assumptions (A1) and (A2) are much stronger than Assumptions (A3) and (A4),
respectively.
The organization of this paper is as follows. In Section 2, we discuss Newton-type methods for
solving system (1.2), and prove the ﬁnite termination property under relax the Assumptions (A3) and
(A4). In Section 3, we establish some results on the existence of solution for system (1.2). Section 4
illustrate monotonicity of iterative sequence generated by our Newton-type method. Finally, we give
the conclusion in Section 5.
2. Newton-type iteration
In order to derive the Newton-type iteration for solving system (1.2), we collect some results on
matrix splitting.
Deﬁnition 2.1. Let A, B ∈ Rn×n. Then A = B − C is a regular splitting of A if B is invertible, B−1  0,
and C  0; it is a weak regular splitting if the condition C  0 is replaced by B−1C  0 and
CB−1  0.
Clearly, a regular splitting is a weak regular splitting, but the converse is not true, see [6, p. 56].
The following lemma shows that there is a close connection between weak regular splitting and
nonnegative inverse, see [6, Theorem 2.4.17].
Lemma 2.2. Let A ∈ Rn×n and suppose that A = B − C is a weak regular splitting. Then the spectral
radius ρ(B−1C) < 1 if and only if A−1  0.
From the deﬁnition of M-matrix (see [6, Deﬁnition 2.4.7]), we also have that an M-matrix is a
monotone matrix, but the converse is not true.
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Example 2.3. Let A =
⎛
⎝1 −1 10 1 −1
0 0 1
⎞
⎠ , then A−1 =
⎛
⎝1 1 00 1 1
0 0 1
⎞
⎠ . Thus A is monotone, but not
M-matrix.
The next result gives a characterization of monotone matrices.
Proposition 2.4. A ∈ Rn×n is monotone if and only if there exist two monotone matrices B1 and B2 such
that B1  A B2.
Proof. Let B1, B2 ∈ Rn×n bemonotone and satisfy B1  A B2. Since C2 = B2 − B1  0, it follows from
Deﬁnition 2.1 thatB1 = B2 − C2 is a regular splitting. By Lemma2.2 and (B1)−1  0, the spectral radius
ρ((B2)−1C2) < 1.
Moreover, let C = B2 − A, then A = B2 − C and (B2)−1  0, C  0. From Deﬁnition 2.1, it follows
that A = B2 − C is a regular splitting. Since C = B2 − A B2 − B1 = C2 and (B2)−1  0, it sufﬁces to
show (B2)−1C (B2)−1C2. An application of the general comparison theorem [6, Theorem2.4.9] yields
ρ((B2)−1C) ρ((B2)−1C2) < 1, which establishes the monotonicity of A.
Conversely, suppose that A is monotone, then the conclusion follows readily if B1 = B2 = A. 
Proposition 2.5. System (1.2) is equivalent to the following system
[T + SP(x)] x = b, (2.1)
where P(x) = diag(p(x1), . . . , p(xn)), p(xi), i = 1, 2, . . . , n, are piecewise constant functions deﬁned as
p(xi) =
{
1 if xi > 0,
0 otherwise.
(2.2)
Proof. The equality P(x)x = max{0, x} implies the validity of conclusion. 
The left-hand side of system (2.1) is not everywhere differentiable but semismooth. Therefore, Qi’s
generalized Newton method (see, e.g., [7,8]) can be used to solve system (2.1)
xk+1 = xk −
(
T + SVk
)−1 [(
T + SPk
)
xk − b
]
,
where
Vk ∈ ∂B max{0, xk} = {diag(vk1, . . . , vkn)}
with vki , i = 1, . . . , n are given by:
vi =
⎧⎪⎨
⎪⎩
0, xki < 0;
0 or 1, xki = 0;
1, xki > 0.
Here ∂B max{0, xk} is called the B-subdifferential of max{0, x} at xk ∈ Rn (see, e.g., [7,8]). By the
convergence theory of Qi’s generalized Newton method, the above method enjoys locally quadratic
convergence if an initial vector x0 is chosen suitably. However, if further observation is given to the
expressionofVk ,wemaydesign someNewton-typemethodswith remarkable convergenceproperties,
such as ﬁnite termination, global monotonicity. More precisely, by taking different approximations of
the B-subdifferential ofmax{0, xk}, twoNewton-typemethods for solving system (2.1) are established.
One is
xk+1 = xk −
(
T + SPk
)−1 [(
T + SPk
)
xk − b
]
,
which simpliﬁes to the following Picard iteration,(
T + SPk
)
xk+1 = b, k = 0, 1, 2, . . . , (2.3)
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where the upper index k denotes the iteration step and Pk = P(xk). The other is
yk+1 = xk − (T + S)−1
[(
T + SP(xk)
)
xk − b
]
, (2.4)
Remark 2.6. Taking S = In×n, the Picard iteration (2.3) is the iterative approach mentioned in [2] for
solving piecewise linear system (1.2).
In the following we will establish the ﬁnite termination of the Picard iteration (2.3), and global
monotone convergence of iteration (2.4) under theAssumption (A3) or (A4).Weﬁrst show the iteration
(2.3) is well deﬁned for solving system (2.1).
Theorem 2.7. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). If T , S satisfy (A4) assume also
that P0 /= 0. Then T + SPk is a monotone matrix and the iteration (2.3) is well deﬁned for all k 0.
Proof. By Assumption (A3), we claim that T  T + SPk  T + S. From Proposition 2.4, we have that
T + SPk is a monotone matrix, and thus the iteration (2.3) is well deﬁned.
On the other hand, if T, S satisfy (A4) and P0 /= 0, then T + SP0 is a monotone matrix. Next, by
induction, one assumes that for k 1 one has Pk−1 /= 0. Therefore, the vector xk , satisfying(
T + SPk−1
)
xk = b,
is well deﬁned. Then, one has
SPk−1xk = b − Txk.
By Assumption (A4), at least one entry of b − Txk is positive. Consequently, Pk /= 0, T + SPk is a
monotone matrix, and xk+1 is well deﬁned. 
The iteration (2.3) allows a very simple stopping criterion as provided by the following lemma.
Lemma 2.8. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). If T , S satisfy (A4) assume also
that P0 /= 0. If for some k 0 one gets Pk+1 = Pk, then x∗ = xk+1 is an exact solution of problem (2.1),
(2.2).
Proof. Since Pk+1 = Pk , one has(
T + SPk
)
xk+1 =
(
T + SPk+1
)
xk+1 = b.
Then the assertion follows from Proposition 2.5. 
The following theorem shows that the iteration (2.3) has a remarkable ﬁnite termination property.
Theorem 2.9. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). If T , S satisfy (A4) assume also
that P0 /= 0. Then the iteration (2.3) is monotonically decreasing and converges to an exact solution of
problem (2.1), (2.2) in at most n + 1 iterations.
Proof. The iterative scheme (2.3) implies the following equality(
T + SPk
)
xk+1 =
(
T + SPk−1
)
xk = b, k = 1, 2, . . . ,
which implies(
T + SPk
)
xk+1 =
(
T + SPk
)
xk − k, (2.5)
where k ≡ S(Pk − Pk−1)xk .
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By denoting the ith diagonal entry of Pk by pki , one has
pki − pk−1i /= 0 ⇒
⎧⎪⎨
⎪⎩
pki = 1 and pk−1i = 0 ⇒ xki > 0, ⇒ ki > 0,
or
pki = 0 and pk−1i = 1 ⇒ xki  0 ⇒ ki  0.
This impliesk  0. By Theorem2.7, it follows that (T + SPk)−1  0, and consequently, Eq. (2.5) implies
xk+1  xk . Hence, Pk+1  Pk for all k = 1, 2, . . .
Finally, from Lemma 2.8, it follows that if Pk+1 = Pk then xk+1 is an exact solution of system (2.1).
Conversely, one obtains Pk+1 /= Pk and, since 0 Pk+1  Pk for all k = 1, 2, . . ., this may occur atmost
n − m + 1 times wherem = ∑ni=1 p(x0i ). 
3. Existence results
We now present some conclusions on the existence of the solution for problem (2.1), (2.2). These
results complete the framework under Assumptions (A3) and (A4).
Theorem 3.1. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). Then the solution of problem
(2.1), (2.2) exists and is unique.
Proof. The existence of a solution has been established constructively by Theorem 2.9. It remains to
show the uniqueness. For any two vectors x and y, it follows from (2.2) that
P(x)x − P(y)y = Q(x, y) · (x − y) , (3.1)
where Q = diag(q1, . . . , qn), the diagonal entries qi satisfy the inequalities 0 qi  1, i = 1, 2, . . . , n.
In fact, one of the following four cases occurs:
(a) xi, yi > 0 ⇒ p(xi) = p(yi) = 1 ⇒ qi = 1;
(b) xi, yi  0 ⇒ p(xi) = p(yi) = 0 ⇒ qi = 0;
(c) xi > 0 yi ⇒ p(xi) = 1, p(yi) = 0 ⇒ 0 < qi = xixi−yi ≤ 1;
(d) xi  0 < yi ⇒ p(xi) = 0, p(yi) = 1 ⇒ 0 < qi = yixi−yi ≤ 1.
Assume now that x and y are both solutions of system (2.1) such that
[T + SP(x)] x = b, [T + SP(y)] y = b.
Thus,
[T + SP(x)] x − [T + SP(y)] y = (T + SQ) (x − y) = 0. (3.2)
By Proposition 2.4, if T, S in system (2.1) satisfy (A3), it follows that T + SQ is certainly a monotone
matrix, and thus x = y.
On the other hand, if T, S in system (2.1) satisfy (A4), one has
SP(x)x = b − Tx, SP(y)y = b − Ty.
Consequently, P(x) /= 0, P(y) /= 0 and hence at least one of the diagonal entries of Q is strictly
positive. Thus, T + SQ is a monotone matrix and the uniqueness (x = y) follows readily from (3.2).
This establishes the statement. 
Note that Assumption (A4) can be rewritten as three conditions stated below:
(i) T is singular;
(ii) T + SD is a monotone matrix for all diagonal matrices D = diag(d1, . . . , dn) with∑ni=1 di > 0,
di ∈ [0, 1], i = 1, 2, . . . , n;
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(iii) for every x ∈ Rn at least one entry of b − Tx is positive.
Consequently, some existence results for solution of the problem (2.1), (2.2) under the partial
assertions of Assumption (A4) could also be established. To be more precise, we will present an
existence result for the solution of problem (2.1), (2.2) without the Assumptions (ii) and (iii). To
this end, we suppose that
(iv) a vector v > 0 exists such that v ∈ null(T),
(v) a vector u ∈ Rn exists such that Tu = b.
Then the following result is deduced.
Proposition 3.2. Let T, S of problem (2.1), (2.2) satisfy Assumptions (i) and (iv). If vb > 0, then T, S
satisfy Assumption (iii).
Proof. By Assumptions (i) and (iv), we have
v(b − Tx) = vb > 0,
which implies the validity of conclusion. 
Remark 3.3. Proposition 3.2 actually shows that Assumption (A4) is weaker than the condition (A2)
used in [2].
Furthermore, a conclusion can be deduced if matrices T, S in system (2.1) satisfy Assumptions (i),
(iv) and (v).
Theorem 3.4. Let T, S of problem (2.1), (2.2) satisfy Assumptions (i), (iv) and (v).
(a) If vb = 0, then a solution exists but is not unique,
(b) If vb < 0, then the problem has no solution.
Proof. Letui and vi denote the ith entries of thevectorsu andv inAssumptions (iv) and (v), respectively,
then for all α max1 i n uivi the vector
x(α) = u − αv
satisﬁes
x(α) 0, Tx(α) = b.
Consequently, x(α) is a solution of problem (2.1), (2.2). The assertion (a) thus follows from Proposition
3.5.
To prove the assertion (b), assume that a solution x exists, then from (2.1) one has
v [T + SP(x)] x = vSP(x)x = vb < 0,
which is a contradiction with the assertions that v > 0 and SP(x)x 0. 
Finally, if matrices T, S in system (2.1) satisfy neither (A3) nor (A4), we have the following result.
Proposition 3.5. Suppose that
(a) the set {u 0 | Tu = b} /= ∅, then the solution of problem (2.1), (2.2) exists and all elements in this
set are the solutions of problem (2.1), (2.2),
(b) for every x ∈ Rn, b − Tx has at least one negative entry, then the problem (2.1), (2.2) has no
solution.
Proof. The statements follow readily from the expression of problem (2.1), (2.2). 
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We close this sectionwith an example to illustrate theweakness of Assumptions (A3) and (A4) than
(A1) and (A2), respectively.
Example 3.6. Let A =
⎛
⎝2 −2 10 2 −2
0 0 2
⎞
⎠ , then A−1 =
⎛
⎜⎜⎝
1
2
1
2
1
4
0 1
2
1
2
0 0 1
2
⎞
⎟⎟⎠ ,
(A + I)−1 =
⎛
⎜⎜⎝
1
3
2
9
1
27
0 1
3
2
9
0 0 1
3
⎞
⎟⎟⎠ . Thus A and A + I are monotone, but not M-matrices. This implies
Assumption (A3) is weaker than Assumption (A1).
Suppose B =
(√
2 −2
−1 √2
)
, then null(B) = span((√2, 1)). For any diagonal matrix D =
diag(d1, d2)with d1 + d2 > 0 and d1, d2  0, we have (B + D)−1 = 1
d1d2+
√
2(d1+d2)
(√
2 2
1
√
2
)
 0.
Since B + D is not a Stieltjes matrix, it follows from Proposition 3.2 that Assumption (A4) is weaker
than the Assumption (A2).
4. Monotonicity of iterative sequence
Theorem 2.7 claims that there is a ﬁnite monotonically decreasing sequence {xk} converges to the
solution x∗ of problem (2.1), (2.2). Thus {xk} constitutes the upper bounds for x∗. In this section we
will consider the construction of an additional, monotonically increasing sequence, which provides
the lower bounds for the solution x∗.
Theorem 4.1. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). If T , S satisfy (A4) assume also
that P0 /= 0. Assume further that there exists an initial value y0 such that (T + SP(y0))y0 − b 0. Then
the iteration (2.4), i.e.,
yk+1 = yk − (T + S)−1
[(
T + SP(yk)
)
yk − b
]
, (4.1)
is well deﬁned.Moreover, the iterative sequence {yk} is monotonically increasing and converges to an exact
solution of problem (2.1), (2.2).
Proof. The matrices T, S in problem (2.1), (2.2) satisfy either (A3) or (A4), then (T + S)−1 exists, and
thus the iteration (4.1) is well deﬁned. Next, we show by induction that
y0  yk−1  yk,
(
T + SP(yk)
)
yk − b 0.
Suppose this holds for some k 0, then (T + S)−1  0 and (T + SP(yk))yk − b 0 together imply that
yk  yk+1.
Taking x = yk+1 and y = yk in (3.1), together with (4.1), we obtain(
T + SP(yk+1)
)
yk+1 − b =
(
T + SP(yk)
)
yk − b +
(
T + SQ(yk+1, yk)
) (
yk+1 − yk
)

(
T + SP(yk)
)
yk − b + (T + S)
(
yk+1 − yk
)
= 0. (4.2)
This completes the induction. Suppose that x∗ is a solution of (T + SP(x∗))x∗ = b. Taking x = yk and
y = x∗ in (3.1), together with (4.2), we have(
T + SP(yk)
)
yk − (T + SP(x∗)) x∗ = (T + SQ(yk, x∗)) (yk − x∗) 0. (4.3)
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If Assumption (A3) holds for problem (2.1), (2.2), then by Assumption (A3), we claim that T  T +
SQ(yk, x∗) T + S. From Proposition 2.4, it follows that T + SQ(yk, x∗) in (4.3) is a monotone matrix,
which implies yk  x∗.
Alternatively, if Assumption (A4) holds for problem (2.1), (2.2) and P0 /= 0, by the increasingmono-
tonicity of {yk}, we have that Pk+1  Pk  P0 /= 0 for all k = 1, 2, . . .. It follows from (3.1) and (4.3) that
at least one of the diagonal entries of Q(yk, x∗) in (4.3) is strictly positive. Thus, T + SQ(yk, x∗) in (4.3)
is a monotone matrix, then yk  x∗ holds.
Now {yk} is an upper bounded, monotonically increasing sequence thus has a limit y∗. By (4.1), we
have
yk+1 − yk = − (T + S)−1
[(
T + SP(yk)
)
yk − b
]
 0. (4.4)
But limk→∞(yk+1 − yk) = 0, so that
lim
k→∞
((
T + SP(yk)
)
yk − b
)
= 0
which implies (T + SP(y∗))y∗ − b = 0. This together with Theorem 3.1 then implies y∗ = x∗. 
In practice, the determination of xk+1 from iteration (2.3) can be accomplished quite efﬁciently
by using a preconditioned Krylov subspace method (see, e.g., [9]). This is particularly the case in
applications where T is a sparse and very large matrix. For the choice of a starting point for the used
preconditionedKrylovsubspacemethod ineach iteration (2.3), the followingresultprovidesacriterion.
Proposition 4.2. Let matrices T, S in system (2.1) satisfy either (A3) or (A4). If T , S satisfy (A4) assume
also that P0 /= 0. Assume further that at the kth iteration (2.3), there exist two vectors hk+1 and gk+1 such
that (
T + SPk
)
hk+1  b,
(
T + SPk
)
gk+1  b. (4.5)
Then the exact solution xk+1 of the kth iteration (2.3) satisﬁes
hk+1  xk+1  gk+1. (4.6)
Proof. By Theorem 2.7, it follows that T + SPk is a monotone matrix and the iteration (2.3) is well
deﬁned for all k 0. From the monotonicity of T + SPk , i.e. (T + SPk)−1  0, we have(
T + SPk
)−1 (
T + SPk
)
hk+1 
(
T + SPk
)−1
b
= xk+1

(
T + SPk
)−1 (
T + SPk
)
gk+1,
which implies (4.6) holds. 
Remark 4.3. By Theorem 2.9, we obtain xk+1  xk . Hence using xk as a starting point is reasonable and
convenient for the preconditioned Krylov subspace method employed in each iteration (2.3).
5. Conclusions
This paper shows that undermore relaxed Assumption (A3) or (A4) (comparedwith condition (A1)
or (A2) used in [2]), the Newton-type method converges to an exact solution of the given system in a
ﬁnite number of steps. The existence results of solution for the piecewise linear systemare established.
Finally, we point out that under condition (A1) or (A2), two constructive iterative methods to solve
a piecewise linear system of the form
max{l,min{u, x}} + Tx = b, l, u, b ∈ Rn, l = (li) u = (ui)
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are analyzedwith a ﬁnite termination property in [1]. Undermore relaxedAssumption (A3) or (A4), the
ﬁnite termination property for these algorithms in [1] can also be established following an analogous
analysis to this paper with slight and technical modiﬁcations.
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