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Abstract
The problem of obtaining optimal projections for performing discriminant analysis
with Gaussian class densities is studied. Unlike in most existing approaches to the
problem, the focus of the optimisation is on the multinomial likelihood based on
posterior probability estimates, which directly captures discriminability of classes.
In addition to the more commonly considered problem, in this context, of classifi-
cation, the unsupervised clustering counterpart is also considered. Finding optimal
projections offers utility for dimension reduction and regularisation, as well as in-
structive visualisation for better model interpretability. Practical applications of
the proposed approach show considerable promise for both classification and clus-
tering. Code to implement the proposed method is available in the form of an R
package from https://github.com/DavidHofmeyr/OPGD.
Keywords: Classification; clustering; dimension reduction; feature extraction; vi-
sualisation
1 Introduction
In this paper we study the problem of finding optimal linear projections of a set
of data, for the purpose of discriminant analysis. We study both the supervised
classification problem, in which a set of known class labels is used to guide the selection
of the projection to one which enhances the discriminability of the points in different
classes from one another; and the unsupervised clustering problem, in which the
relative spatial relationships between points are used to guide the projection to one
on which subsets of points in the data (clusters) each appear more internally cohesive,
while simultaneously (as entire groups) more separated from other cohesive groups.
We focus specifically on the case in which the discriminability of classes/clusters is
measured in terms of the multinomial likelihood based on estimates of the posterior
probabilities of class/cluster membership. These posterior probability estimates arise
from the standard application of Bayes’ theorem, where we model each class/cluster
conditional distribution with a multivariate Gaussian density.
The remaining paper is organised as follows. In Section 2 we provide an ex-
plicit introduction to the problem of discriminant analysis for classification, as well
as covering existing literature on the topic. In Section 3 we elaborate on our adopted
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methodology and cover explicitly the practical issues associated with its implemen-
tation. In Section 4 we discuss the results of experiments using our method when
applied to publicly available data sets from diverse applications areas, and in com-
parison with existing methods from the literature. Then, in Section 5, we introduce
a simple modification to our approach which allows us to apply it to the problem
of clustering, and investigate the practical relevance of this modification for improv-
ing the performance of Gaussian Mixture Models. We then conclude our work in
Section 6 with a discussion of our findings and experiences with the method.
2 Discriminant Analysis
Discriminant analysis in a probabilistic framework is concerned with estimating the
probabilities P (Y = k|X = x); k = 1, ..., K, via a simple reformulation based on
Bayes’ theorem, i.e.,
P (Y = k|X = x) = pikfX|Y=k(x)∑K
l=1 pilfX|Y=l(x)
, (1)
where we have used fX|Y=k to denote the density of the random variable X|Y = k, and
pik is used to represent the prior class probability P (Y = k). Different classification
models in this framework differ in how they estimate the functions fX|Y=k. it is almost
universal that the prior probabilities are estimated as pˆik = nkn ;nk :=
∑n
i=1 I(yi = k),
where I is the indicator function and {y1, ..., yn} are the labels associated with the
data, {x1, ...,xn}. A very popular approach is to estimate the posterior probabilities in
Eq. (1) by replacing fX|Y=k with the Gaussian density with mean µk and covariance
matrix Σk, using suitably chosen estimates of these parameters, denoted by µˆk and
Σˆk. That is,
̂P (Y = k|X = x) = pˆikφµˆk,Σˆk(x)∑K
l=1 pˆilφµˆl,Σˆl(x)
(2)
φµ,Σ (x) :=
1
(2pi)d/2|Σ1/2| exp
(
−12(x− µ)
>Σ−1(x− µ)
)
. (3)
Of these methods, Linear Discriminant Analysis (Fisher, 1936, LDA), in which a
common covariance matrix is used for all values of k; and Quadratic Discriminant
Analysis (QDA), in which a freely estimated covariance matrix is given separately to
each class, are the most well known, and are often seen to represent opposite ends
of a spectrum of Gaussian discriminant models of varying complexity. Intermediaries
on this spectrum include, for example, regularised discriminant models, such as those
described by Friedman (1989); and models where classes share a common principal
component structure for their covariance matrices (Zhu, 2006). Slightly tangential
to this spectrum is the diagonal discriminant analysis model, in which each class is
assumed to have a diagonal covariance matrix.
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The most flexible class of discriminant models places no restriction on the esti-
mates for fX|Y=k, and includes kernel density discriminant analysis (Hand, 1982), in
which a full description of each density, fX|Y=k, k = 1, ..., K, is obtained using kernel
density estimation (or some other non-parametric method). A popular restriction
to this class includes variants of the kernel Na¨ıve Bayes classifier (John and Lang-
ley, 1995, NB), in which the estimates of fX|Y=k are assumed to factorise over their
margins (i.e., the elements of X|Y = k are treated as independent). Notice that the
diagonal discriminant analysis model corresponds to the combination of QDA and the
NB assumption. Other discriminant models which offer more flexibility than the class
of Gaussian discriminants described in the previous paragraph include Mixture Dis-
criminant Analysis (Hastie and Tibshirani, 1996, MDA), in which each class density is
estimated using a simple mixture model; and Flexible Discriminant Analysis (Hastie
et al., 1994, FDA), where a Gaussian discriminant model is fit to a non-linear trans-
formation of the data.
Of similar motivation to our approach, discriminant feature extraction (Zhu and
Hastie, 2003) is the process of identifying a collection of univariate projections of the
data along which classes appear optimally discriminable, under a chosen model. By
far the most well known approach of this type is the reduced rank Linear Discrimi-
nant Analysis approach. It is straightforward to show (see, for example, Hastie et al.
(2009)) that there exist at most K− 1 univariate projections on which exact discrim-
ination under the LDA model is possible. This comes from the fact that the K class
means lie in a subspace of dimension K−1, and since the sharing of a common covari-
ance matrix means that a single scaling of the data projected into this K − 1 dimen-
sional subspace allows for exact discrimination based solely on the Euclidean distances
between a point and the projected means, as well as the estimated prior probabilities.
Due to this fact, and the ubiquity with which this approach is applied, the reduced
rank version of LDA has become standard. It can also be shown that the discriminant
features correspond with the leading eigenvectors of the matrix Σˆ−1W ΣˆB, where ΣˆW is
the shared covariance matrix for the classes, and ΣˆB = 1n
∑K
k=1 nk(µˆk − µ¯)(µˆk − µ¯)>
is the contribution to the total data covariance arising from the relative locations of
the class means. Here µ¯ = 1
n
∑n
i=1 xi is the overall mean of the data. This is a conve-
nient fact, as when fewer than K − 1, say p′, features are desired, one simply selects
the first p′ eigenvectors; these being those which contribute the most to the total dis-
crimination of the classes. In the framework of quadratic discriminant analysis, Sliced
Average Variance Estimation (Cook and Weisberg, 1991, SAVE) has been successfully
applied to obtain discriminant features. In this context the discriminant features are
taken as the leading eigenvectors of the matrix M = ∑Kk=1 pˆik(I− Σˆk)2, where here the
entire data set is first sphered, i.e., transformed to jointly (combining all classes) have
identity covariance matrix. Notice that, with the fact that the data have identity
covariance, we have ΣˆB + ΣˆW = I, and so M =
∑K
k=1 pˆik
(
ΣˆB + ΣˆW − Σˆk
)2
. Cook
and Critchley (2000) have shown that the span of M is equal to the span of the
class mean vectors, µˆ1, ..., µˆK , and the differences Σˆk − Σˆk−1 for k = 2, ..., K, which
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provides sufficient information for classification with QDA. The leading eigenvectors
of M are thus sensible candidates for discriminant features using the QDA model.
Methods like LDA and SAVE are appealing for their fast computation, since their
objectives are formulated as quadratic forms based on the class covariance matrices
and the between class covariance, ΣˆB, and so fast eigen-solvers can be used to obtain
optimal solutions.
More general frameworks, such as those adopted by Zhu and Hastie (2003) and Calo`
(2007), use semi- or non-parametric estimates for the class conditional densities, and
attempt to obtain discriminant features using a forward procedure based on projection
pursuit. Specifically, a projection vector v is found by maximising the disciminatory
capacity in the estimated class conditional densities, fˆv>X|Y=1, ..., fˆv>X|Y=K . The
data are then modified in such a way that they are no longer easily discriminable
along the direction v, and then another projection vector is obtained using the mod-
ified data. This process can be iterated in order to obtain the desired number of
discriminant features. The reason for modifying the data before obtaining the next
projection vector is to ensure that it is not simply re-discovering the discrimination
of the classes already explained by the features obtained previously. The form of the
density estimates fˆv>X|Y=1, ..., fˆv>X|Y=K , as well as the measure used to determine
the discriminatory capacity represented therein, is what separates different methods
of this type. For example, Zhu and Hastie (2003) use fully non-parametric density
estimation, and maximise an objective based on the Likelihood Ratio statistic for
the test H0 : fX|Y=k = fX|Y=j ∀j, k, against HA : fX|Y=k 6= fX|Y=j for some j, k.
Specifically, they focus on maximising over v ∈ Rp; ||v|| = 1, the objective
LR(v) =
n∏
i=1
fˆv>X|Y=yi(v>xi)
fˆv>X(v>xi)
. (4)
Notice that reduced rank LDA, described above, can be formulated as a special
case of this formulation, when each of the densities fv>X is fit using a Gaussian
density with mean v>µˆk and variance v>ΣˆWv, and the null model is fit with a
Gaussian density with mean v>µ¯, and variance v>ΣˆWv. For this reason the LDA
discriminant features can also be seen as those which maximise the ANOVA statistic
for the projected data (Fisher, 1936).
It is sensible to expect that by applying a discriminant rule based on Eq. (1), ap-
plied to the data projected onto the features extracted by optimising (4), one is likely
to obtain reasonably accurate classification. However, if we examine the total discrim-
inatory power which these features capture, as measured by the objective in (4), we
see that this approach sacrifices access to information available through interactions
between these derived features during optimisation. Specifically, if v1, ...,vp′ are the
identified projections, and V ∈ Rp×p′ is the matrix with these features as columns,
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then in general,
n∏
i=1
pˆiyi
p′∏
j=1
fˆv>j X|Y=yi(v
>
j xi)
fˆv>j X(v
>
j xi)
6=
n∏
i=1
pˆiyi fˆV>X|Y=yi(V>xi)
fˆV>X(V>xi)
. (5)
Notice that in relation to the context of Eq. (1), the denominator terms above
would be ideally captured by the densities fˆv>j X =
∑K
k=1 pˆikfˆv>j X|Y=k and fˆV>X =∑K
k=1 pˆikfˆV>X|Y=k. With a similar justification to that applied in the context of na¨ıve
Bayes, it is quite reasonable to expect that features can be found along which the two
numerator terms in (5) are similar. However, it is unlikely that the null model, i.e.,
the denominator term in the likelihood ratio, represents a density which factorises
over its margins, which would be necessary for (5) to be a reasonable approximation.
Indeed, applying a cursory thought to the problem, one finds that for a mixture of
discriminable components to allow such factorisation, it would likely require the ar-
rangement of the components to be fairly contrived; for example, lying on a precise
grid or lattice.
3 Optimal Projections for Gaussian Discriminants
We study the problem of obtaining an optimal projection matrix, V ∈ Rp×p′ , for
the purpose of discriminant analysis, in which each class conditional density is fit
with a Gaussian. We use the word “projection” in a slightly more liberal sense
than in some other contexts. In particular, we place no explicit restrictions, such as
orthonormality, on the matrix V, and so allow the magnitudes of the columns of V
to also optimally accommodate scaling factors for the features of the projected data,
XV ∈ Rn×p′ ; where X ∈ Rn×p is the data matrix, with observations stored row-wise.
In the remainder we will occasionally refer to the projection of the data on V, as well
as to the projection of the data into the subspace defined by V, which we mean to
be interpreted practically equivalent.
The fundamental difference between ours and many existing approaches is that
we focus on optimising the likelihood objective based on the original classification
rule, i.e.,
L(V) :=
n∏
i=1
pˆiyi fˆV>X|Y=yi(V>xi)∑K
l=1 pˆilfˆV>X|Y=l(V>xi)
. (6)
That is, the multinomial likelihood in which the probabilities associated with each
observation are given by the posterior estimates arising from the standard application
of Bayes’ theorem in Eq. (1). In the remainder we will refer to this as the classification
likelihood. Of the existing methods of which we are aware, only those of Peltonen and
Kaski (2005) and Peltonen et al. (2006) use the classification likelihood in order to
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optimise projections. Both of these estimate each class conditional density with a
Gaussian mixture, as in MDA. It is surprising to us that this problem has apparently
not been considered explicitly for the simpler Gaussian case. Although it is clear
that this is a special case of these existing methods, their utilisation of mixtures
allows them to avoid the practical difficulty of accommodating different covariance
matrices for the components. Specifically, these methods circumvent this difficulty
by either using a fixed isotropic covariance for each mixture component (Peltonen
and Kaski, 2005) or by using an alternating optimisation procedure (Peltonen et al.,
2006) in which V is updated based on a gradient step in which the parameters of
the mixture components within the projected densities are assumed constant, and
a step in which these mixture parameters are updated for the new projection. This
alternating procedure allows the authors to avoid having to obtain an exact expression
for the gradient of the overall objective, since by ignoring the effect of varying V on
the mixture parameters the problem is vastly simplified. However, the objectives used
in the two alternating steps are not the same. In particular the mixture parameters
are updated using the standard maximum likelihood objective for mixtures. As a
result there is no guarantee that this alternating approach will lead to an increase in
the objective of interest, i.e., (6)1.
The approach which we adopt is to directly optimise (6) using gradient based op-
timisation techniques. We give explicit details of the necessary derivations in the next
subsection. Although this could be generalised2, for simplicity we focus here only on
the case in which each fˆV>X|Y=k above is represented by a Gaussian density. We also
add a simplifying (and regularising) restriction that, within the subspace defined by
the projection on V, the covariance matrix of each of the components is diagonal.
Because we have freedom over the selection of V, this is very similar to the restric-
tion imposed by the common principal components model. The difference between
our approach of optimising the classification likelihood and the common principal
components model is similar to the difference between maximising the conditional
likelihood of {y1, ..., yn} given {x1, ...,xn}, as opposed to that of {x1, ...,xn} given
{y1, ..., yn}. That is, where the common principal components model focuses on how
well the resulting covariance matrices for the classes best describe their associated
observations, our objective is motivated by obtaining the transformation which best
aligns the posterior probabilities for the observations with their observed class labels.
1We note that it is not only pathological examples where such failure occurs, and we encountered
this phenomenon frequently in experimentation with their approach even when each class density is
fit with a single Gaussian component.
2A combination of a simple modification of our derived gradients and the model formulation
given by Peltonen et al. (2006) would allow considerable additional flexibility.
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3.1 Optimising L(V)
In order to obtain an optimal projection for classification under the Gaussian dis-
criminant model, we focus on maximising the classification likelihood given in (6), in
which each fˆV>X|Y=k represents a Gaussian density with diagonal covariance matrix.
As is common, we directly optimise the logarithm of this likelihood, which is thus
given by
`(V) =
n∑
i=1
log
 pˆiyiφV>µˆyi ,∆(V>ΣˆyiV)(V>xi)∑K
l=1 pˆilφV>µˆl,∆(V>ΣˆlV)(V
>xi)

=
n∑
i=1
(
log
(
pˆiyiφV>µˆyi ,∆(V
>ΣˆyiV)
(V>xi)
)
− log
(
K∑
l=1
pˆilφV>µˆl,∆(V>ΣˆlV)(V
>xi)
))
,
where for a square matrix A we use ∆(A) to be the diagonal matrix with ∆(A)ii = Aii
and ∆(A)ij = 0 for i 6= j. By considering the effect of V on the parameters of each
component, i.e., V>µk and ∆(V>ΣˆkV), during determination of the gradient of `(V),
we are able to directly apply gradient ascent on this objective. For convenience in
the following derivations, we use the notation φ(k)V for the density φV>µˆk,∆(V>ΣˆkV), for
k = 1, 2, . . . , K. The log-likelihood then becomes
`(V) =
n∑
i=1
log(pˆiyi) +
n∑
i=1
log
(
φ
(yi)
V (V>xi)
)
−
n∑
i=1
log
(
K∑
l=1
pˆilφ
(l)
V (V>xi)
)
=
n∑
i=1
log(pˆiyi) + `1(V)− `2(V),
where `1(V) =
∑n
i=1 log
(
φ
(yi)
V (V>xi)
)
and `2(V) =
∑n
i=1 log
(∑K
l=1 pˆilφ
(l)
V (V>xi)
)
.
First we show that `1(V) = c − 12
∑K
k=1 nk
∑p′
t=1 log(v>t Σˆkvt), where c does not
depend on V. Consider:
`1(V) =
K∑
k=1
∑
yi=k
log(φ(k)V (V>xi))
= −np
′log(2pi)
2 −
1
2
K∑
k=1
nklog|∆(V>ΣˆkV)|
− 12
K∑
k=1
∑
yi=k
(V>xi −V>µˆk)>(∆(V>ΣˆkV))−1(V>xi −V>µˆk).
Note that
(V>xi −V>µˆk)>(∆(V>ΣˆkV))−1(V>xi −V>µˆk)
=(xi − µˆk)>V(∆(V>ΣˆkV))−1V>(xi − µˆk)
=
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
. (7)
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The result follows from
K∑
k=1
∑
yi=k
(V>xi −V>µˆk)>(∆(V>ΣˆkV))−1(V>xi −V>µˆk)
=
K∑
k=1
∑
yi=k
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
=
K∑
k=1
p′∑
t=1
∑
yi=k
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
=
K∑
k=1
p′∑
t=1
1
v>t Σˆkvt
v>t
( ∑
yi=k
(xi − µˆk)(xi − µˆk)>
)
vt =
K∑
k=1
p′∑
t=1
nkv>t Σˆkvt
v>t Σˆkvt
=
K∑
k=1
p′∑
t=1
nk = p′n,
and |∆(V>ΣˆkV)| = ∏p′t=1 v>t Σˆkvt. The gradient of `1 with respect to the j-th column
of V, vj, is therefore
∂
∂vj
`1(V) = −
(
K∑
k=1
nk
v′jΣˆkvj
Σˆk
)
vj. (8)
For the differentiation of `2 with respect to vj we note that
∂
∂vj
`2(V) =
n∑
i=1
(
1∑K
l=1 pˆilφ
(l)
V (V>xi)
K∑
k=1
pˆik
∂
∂vj
φ
(k)
V (V>xi)
)
. (9)
Now consider that
∂
∂vj
φ
(k)
V (V>xi)
=(2pi)−
p′
2
∂
∂vj
|∆(V>ΣˆkV)|− 12 exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
=(2pi)−
p′
2 exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
∂
∂vj
|∆(V>ΣˆkV)|− 12
+ (2pi)−
p′
2 |∆(V>ΣˆkV)|− 12 ∂
∂vj
exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
. (10)
Next we evaluate the gradient of |∆(V>ΣˆkV)|− 12 = ∏p′t=1 1√v>t Σˆkvt with respect to vj.
Specifically,
∂
∂vj
p′∏
t=1
1√
v>t Σˆkvt
=
(∏
t6=j
1√
v>t Σˆkvt
)
∂
∂vj
1√
v>j Σˆkvj
= −
(∏
t6=j
1√
v>t Σˆkvt
)
Σˆkvj
(v>j Σˆkvj)
3
2
= −
( p′∏
t=1
1√
v>t Σˆkvt
)
Σˆkvj
v>j Σˆkvj
= −|∆(V
>ΣˆkV)|− 12
v>j Σˆkvj
Σˆkvj. (11)
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To complete the gradient in (10) we need to evaluate
∂
∂vj
exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
=− 12exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
∂
∂vj
v>j (xi − µˆk)(xi − µˆk)>vj
v>j Σˆkvj
.
=− exp
(
− 12
p′∑
t=1
v>t (xi − µˆk)(xi − µˆk)>vt
v>t Σˆkvt
)
×
(
(xi − µˆk)(xi − µˆk)> −
v>j (xi − µˆk)(xi − µˆk)>vj
v>j Σˆkvj
Σˆk
)
vj
v>j Σˆkvj
. (12)
Substitution of (11) and (12) into (10) yields
∂
∂vj
φ
(k)
V (V>xi) =
φ
(k)
V (V>xi)
v>j Σˆkvj
×
((
v>j (xi − µˆk)(xi − µˆk)>vj
v>j Σˆkvj
− 1
)
Σˆk − (xi − µˆk)(xi − µˆk)>
)
vj.
(13)
Now let pik(V) = pˆikφ
(k)
V (V>xi)∑K
l=1 pˆilφ
(l)
V (V>xi)
and αik(vj) =
v>j (xi−µˆk)(xi−µˆk)>vj
v>j Σˆkvj
, so that substitu-
tion of (13) into (9) gives
∂`2
∂vj
=
(
n∑
i=1
K∑
k=1
pik(V)
v>j Σˆkvj
(
(αik(vj)− 1)Σˆk − (xi − µˆk)(xi − µˆk)>
))
vj. (14)
Finally, setting Sk(V) =
∑n
i=1 pik(V)(xi − µˆk)(xi − µˆk)>, we find that
n∑
i=1
K∑
k=1
pik(V)
v>j Σˆkvj
(
(αik(vj)− 1)Σˆk − (xi − µˆk)(xi − µˆk)>
)
=
K∑
k=1
1
v>j Σˆkvj
(
n∑
i=1
pik(V)αik(vj)−
n∑
i=1
pik(V)
)
Σˆk
−
K∑
k=1
1
v>j Σˆkvj
n∑
i=1
pik(V)(xi − µˆk)(xi − µˆk)>
=
K∑
k=1
1
v>j Σˆkvj
(
v>j Sk(V)vj
v>j Σˆkvj
−
n∑
i=1
pik(V)
)
Σˆk −
K∑
k=1
1
v>j Σˆkvj
Sk(V). (15)
3.2 The Problem of Non-concavity, and Initialisation of V
The objective `(V) is a non-concave function of V, and hence the performance of
our method will depend on the intialisation of V. We have found that obtaining
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a warm start is frequently preferable to multiple random initialisations. This espe-
cially because the complexity of the gradient evaluations discussed above means that
the practical running time of the method is considerably slower than competing ap-
proaches such as LDA and SAVE, and hence only few initialisations may frequently
be reasonable. In practice, we found that taking the leading p′ eigenvalues of the
matrix
Σˆ−1W ΣˆB + Σˆ, (16)
where Σˆ = 1
n
∑n
i=1(xi − µ¯)(xi − µ¯)> is the covariance matrix of all of the data and
 is a small positive constant, frequently yields strong performance. Notice that the
first term in the above is the matrix used to obtain discriminant features in LDA,
and hence for small  the leading K − 1 eigenvectors will be very similar to the LDA
features. Since this matrix has rank at mosk K−1, however, it is necessary to modify
the objective so that more than K − 1 dimensions can be obtained. The second term
being proportional to the total data covariance means that these extra columns in the
initialisation of V will be similar to the principal components within the null space of
the leading K − 1. In practice, to ensure a solution exists, we also add a small ridge
to ΣˆW .
3.3 Ordering the Columns of V
A limitation of our approach is that, unlike in the case of LDA and SAVE, whose final
solutions are given by the eigenvectors of a matrix, there is not a natural ordering on
the columns of V. This is of primary importance in the context of visualisation, since
it is necessary to produce instructive scatter plots based on the discriminant features.
The first visualisation should be given by the features which contribute the most to
the discrimination of the classes, and only if necessary will additional visualisations
be sought.
We use a simple greedy approach to order the columns in the final solution. Specif-
ically, we evaluate the classification likelihood for the univariate projections given by
each of the columns of V. The greatest likelihood determines the leading column
of V. We then iteratively augment the current set of ordered columns with each of
the columns not yet utilised, and add that which yields the highest likelihood when
added to the set already in place.
4 Classification Experiments
In this section an empirical comparison of our aproach, which we henceforth refer
to as OPGD (Optimal Projection for Gaussian Discriminants), to popular existing
discriminant models based on Gaussian class densities is conducted. Depending on the
size of the data set, we use either cross-validation or a standard “training/validation”
split of the training data to select appropriate hyper-parameters. Performance is then
10
compared based on prediction accuracy on an independent test set. The methods
included, and their respective ranges of hyper-parameters, are
1. (Reduced rank) LDA, with selection of the number of discriminant features from
1 to K − 1. We used the implementation in the R package MASS (Venables and
Ripley, 2002).
2. Regularised Discriminant Analysis (RDA), in which the class covariance matri-
ces are estimated by Σˆk = αΣ˜k + (1− α)ΣˆW . Here we have used Σ˜k to be the
maximum likelihood estimate for the k-th class and ΣˆW is the pooled estimate
of the class covariance, as used in LDA. The value of α was selected from the set
{0, 1
p−1 ,
2
p−1 , ...,
p−2
p−1 , 1}, where p is the dimension of the input space. Note that
when α = 1 this corresponds with the standard QDA model, and with α = 0
this is equivalent to LDA.
3. SAVE, with number of discriminant features selected from between 1 and p.
4. Discriminant analysis with the Common Principal Components model (CPCDA),
with the number of discriminant features (rank of the covariance matrices) se-
lected from between 1 and p. We used the implementation in the R package
multigroup (Eslami et al., 2020) to obtain the estimate of the common principal
components and corresponding scaling factors.
5. The proposed method (OPGD) with the number of features (columns of V)
selected from between 1 and p.
All data sets under consideration are available from the UCI machine learning repos-
itory (Dua and Graff, 2017). These are
1. Vowel recognition.
2. Statlog (landsat satellite).
3. Image segmentation.
4. Optical recognition of handwritten digits.
We discuss the specifics for each application explicitly below.
4.1 Vowel Recognition
Here the objective is the recognition of vowel sounds from utterances taken from mul-
tiple speakers. There are 11 vowel sounds and 15 speakers. Each speaker spoke each
vowel sound 6 times giving 990 utterances in total. The speech signals of each utter-
ance have been preprocessed into 10 values, yielding an input space of 10 dimensions.
We follow the same experimental design as described in Hastie et al. (2009), in which
11
OPGD LDA RDA SAVE CPCDA
Test error 0.4480519 0.491342 0.4718615 0.5281385 0.5649351
Hyper-parameter 3 2 0.4444444 10 7
Table 1: Test errors and chosen hyper-parameters of the cross-validation procedure
on the vowel recognition data.
four males and four females are chosen for training (528 utterances) and four males
and three females for testing (462 utterances).
A cross-validation procedure is applied to the training data in order to select the
hyper-parameters of the methods under consideration. Eight folds are used and each
fold corresponds to a different speaker. The hyper-parameters chosen are those which
yield the smallest cross-validation error (misclassification error is used). Each model
is then retrained on the complete training data set using its chosen hyper-parameter.
The results are summarised in Table 1. OPGD provides the smallest test error,
followed by RDA and then LDA. SAVE and CPCDA performed relatively poorly.
4.2 Statlog
The data consist of multi-spectral values of pixels in 3 × 3 neighbourhoods of a
satellite image. Each pixel is represented by 4 multi-spectral values yielding an input
space of dimension 36. The objective is to classify the multi-spectral values of each
neighbourhood into one of 7 classes. The data set consist of 6435 observations. It
should be noted that only 6 of the 7 classes are present in the data (the “mixture”
class is not present).
A split of 75% training and 25% testing was use. A third of the training data
were used for validation, in order to select hyper-parameters, leading to an overall
50/25/25 training/validation/test split. Once hyper-parameters have been selected,
the final models are trained on the entire training set. For our method, we initialise
the optimisation of the final model with the solution which gives the lowest validation
error to exploit the computations already performed. Finally, the models are then
assessed on the test set using misclassification error.
The entirety of the above procedure was performed 20 times, each corresponding
to a different randomly generated training/validation/test split. The test errors cor-
responding to the different methods are summarized in the form of boxplots in the
top-left graph of Figure 1. We see that OPGD outperforms others by a considerable
margin. RDA and SAVE yield similar performance to one another, both significantly
outperfroming LDA and CPCDA.
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4.3 Image Segmentation
Each input observation consists of 19 values derived from a 3 × 3 neighbourhood of
an image. These neighbourhoods were drawn randomly from a data base of 7 images
and each neighbourhood corresponds to one of 7 classes. The objective is to classify
the input observations into one of these 7 classes.
The region-pixel-count input is removed from the analysis since it is constant over
all the observations. The CPCDA method is particularly sensitive to the short-line-
density-5 and short-line-density-2 inputs, and typically fails to provide output. We
added small Gaussian perturbations to these data so that all models could be fit.
These do not affect the output of the other methods appreciably.
The same proportions of training/validation/test as in the statlog data were ap-
plied. Again, 20 different random splits were generated and the test errors recorded.
The results are displayed in the top-right graph of Figure 1. Once more OPGD ob-
tains encouraging performance in terms of classification accuracy. In this case LDA
and RDA are similar in performance to one another. SAVE and CPCDA have similar
average performance to one another, but with the performance of CPCDA model is
considerably more variable. A possible reason for this is its sensitivity to the two
short-line-density input variables discussed previously.
4.4 Optical Recognition of Handwritten Digits
In the final classification experiment we consider a data set containing images of
handwritten digits, compressed to 8× 8 pixels, yielding 64 dimensions. The objective
is to classify an image to one of the digits between 0 and 9 (10 classes in total).
We repeat the approach used for training and assessing models in the statlog
and image segmentation data. The first and fortieth input variables were excluded
since they were constant over all observations. To the remainder of the variables,
independent Gaussian perturbations were added. This was done in order to obtain
output for the CPCDA model. Both OPGD an RDA obtain substantially better
accuracy than the other three models considered, with OPGD itself being the most
accurate.
4.5 Remarks
OPGD was compared to LDA, RDA, SAVE and CPCDA based on four different
data sets. In terms of test performance, the results are encouraging, and OPGD
outperformed its competitors in all applications. This improvement in test error does
not come without a cost, however, since the computation requirements of OPGD are
considerably more demanding than these competing methods. Everything considered,
we believe that the potential for considerably improved accuracy in classification
compared with other popular Gaussian discriminant models justifies the consideration
of OPGD as an alternative to popular alternatives for problems of moderate size (up to
13
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Figure 1: Results of the 20 training/validation/test splits applied to the statlog,
image segmentation and optimal digit recognition data sets. The box-
plots represent the test errors obtained over the different splits. All train-
ing/validation/test splits were done according to the 50/25/25 ratio.
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thousands of points in tens of dimensions, or fewer), and that methods of accelerating
the algorithm should be considered in further research.
5 Optimal Projections for Clustering with Gaus-
sian Mixtures
In this section we perform a preliminary exploration into the potential of the proposed
method to enhance the clustering capabilities of Gaussian Mixture Models (GMMs).
We use a slight modification of the objective which is better suited to the clustering
context; i.e., where the labels are unknown. Specifically, suppose we have an ini-
tial estimate for the parameters of a GMM, denoted by pˆi1, ..., pˆiK ; µˆ1, ..., µˆK ; and
Σˆ1, ..., ΣˆK . We then focus on maximising the objective,
n∑
i=1
log
maxl∈{1,...,K} pˆilφV>µˆl,∆(V>ΣˆlV)(V>xi)∑K
l=1 pˆilφV>µˆl,∆(V>ΣˆlV)(V
>xi)
− λ||V>V− I||2F ,
where the difference from the objective used in the classification context is that the
numerator terms are now taken as the maxima over the components. This effectively
allows the points’ assignments to the different components of the GMM to change
during optimisation; which is appropriate given the unsupervised context. We have
also added the term −λ||V>V− I||2F , where λ > 0 is a chosen parameter, to penalise
deviations of V from being orthonormal. We have found the performance of this
method quite insensitive to the setting of λ, and simply set it equal to the number of
data, n, since the first term in the objective scales linearly with n as well. Enforcing
or encouraging orthogonality of a projection is common in projection pursuit for
clustering (Bolton and Krzanowski, 2003; Niu et al., 2011; Hofmeyr et al., 2019),
and is useful in making the method more robust to poor intialisation. This was not
necessary in the classification context since the class labels are known, and hence the
estimates of the model parameters are far more stable.
Intuitively this approach can be thought of as asking the question “Can we find
a projection, V, upon which a GMM provides a strong discrimination of the clusters
induced by the model?” Here we mean the clustering induced by the transformed
GMM, defined by the parameters V>µˆ1, ...,V>µˆK ; ∆(V>Σˆ1V), ...,∆(V>ΣˆKV); and
mixing proportions as before. If the parameters of the initial GMM reasonably cap-
ture the denser regions of the data, then it is sensible to expect that the additional
flexibility in optimising over V might further enhance this capability. After optimis-
ing the projection, as a final step, we re-estimate the parameters of the GMM, but
now within the subspace defined by the projection on V.
We experimented with this approach on numerous popular benchmark data sets
taken from the UCI machine learning repository (Dua and Graff, 2017). Our main
take away from these experiments is that, especially when the number of dimensions is
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high relative to the number of observations, frequently the clustering solution changes
only slightly from the initial solution. Our understanding of this is that given sufficient
degrees of freedom, the application of OPGD serves primarily to further enhance the
discrimination of the clusters induced by the initial solution, rather than expose
cluster structure in the data which is less identifiable in the full dimensional data set.
In a sense OPGD is overfitting to the initial solution. It is important to note, however,
that even when no substantial changes to the initial solution are made, this approach
still offers the benefit of a reduced representation of the model, through dimension
reduction by projection on V, and also instructive visualisation of the clustering
solution which may not be available otherwise. Furthermore, it is encouraging that
the majority of the time the changes made to the initial solution, although slight,
tend to result in an improved solution.
Table 2 contains a summary of the clustering results from this approach. In each
case we used the R package mclust (Scrucca et al., 2017) to obtain the initial GMM
solutions, and subsequently applied OPGD to obtain an optimal projection of dimen-
sion equal to one fewer than the number of clusters. As in the case of classification,
we added very small Gaussian perturbations to the data in some cases in order for
a GMM to be fit. Since the mclust implementation uses a random initialisation, we
supplied to our method twenty potential initial solutions for each data set. Note that
for some of the data sets mclust, despite its own random initialisation, obtained the
same solution in all twenty replications. In these cases the output of our method was
also the same in all twenty. The table reports the performance of the clustering results
based on Adjusted Rand Index (Hubert and Arabie, 1985) and Normalised Mutual
Information (Strehl and Ghosh, 2002), both multiplied by 100. These are popular
evaluation metrics which allow us to numerically assess the similarity between the
clustering result and the known class labels. In both cases higher values (close to 100
on our scale) suggest a closer agreement between the clusters and the true classes.
For both metrics, and for each data set, we report the average (Avg) performance
of the GMM used for initialisation, as well as the average difference induced by the
subsequent application of OPGD. In addition we report the single best and worst
relative performance of the OPGD output to the initial GMM solution. For example,
on the Opt. Digits data set the GMM had an average Adjusted Rand Index score of
49.5 and the average improvement due to OPGD was to increase it to 52.6. The best
performance of OPGD was to increase the GMM performance by 10.0, from 54.2 to
64.2, while in the worst instance it decreased the performance very slightly from 42.2
to 41.6. On the other hand, the application of OPGD caused a substantial deteriora-
tion in the performance on the Seeds data set, where in every run the Adjusted Rand
Index was decreased from 81.2 to 63.8.
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Adjusted Rand Index Normalised Mutual Information
Data Set n, d, k Avg Best Worst Avg Best Worst
Wine 178,13,3 94.9+3.4 94.9+3.4 94.9+3.4 92.8+4.6 92.8+4.6 92.8+4.6
Iris 150,4,3 90.4+1.8 90.4+1.8 90.4+1.8 90.0+1.4 90.0+1.4 90.0+1.4
Vowel 990,10,11 17.5+3.1 17.5+3.1 17.5+3.1 38.6+4.1 38.6+4.1 38.6+4.1
Satellite 6435,36,6 40.3+2.6 40.2+7.2 39.6-0.9 53.9+3.0 59.5+6.5 54.0+1.3
Image Seg. 2310,19,7 43.5-0.3 43.2+1.4 46.0-4.8 58.0-0.1 57.4+1.3 57.4-3.3
Opt. Digits 5620,64,10 49.5+3.1 54.2+10.0 42.2-0.6 65.6+1.8 70.0+4.8 60.5-0.7
Pen Digits 10992,16,10 57.2+3.8 54.2+6.8 66.8+1.4 75.5+0.5 75.2+0.2 73.0-1.0
Texture 5500,40,11 88.5-0.1 86.6+2.3 89.3-1.1 93.5-0.3 92.4+1.2 94.1-1.2
Libras 360,90,15 30.6+1.0 32.1+3.4 34.0-0.9 59.0+1.1 60.2+3.3 61.3-0.2
Forest 523,27,4 16.8+4.6 16.8+4.6 16.8+4.6 22.8+5.1 22.8+5.1 22.8+5.1
Yeast 698,72,5 50.4+0.1 48.5+2.1 55.8-5.1 54.5-0.0 52.7+1.9 56.1-4.5
Glass 214,9,6 10.9+3.6 -1.8+15.7 28.7-9.0 28.1+2.7 13.2+14.3 42.1-5.6
Dermatology 366,34,6 66.5+1.7 77.5+6.7 45.0-3.5 77.2+2.6 80.8+7.1 72.4-4.0
Seeds 210,7,3 81.2-17.4 81.2-17.4 81.2-17.4 77.1-15.2 77.1-15.2 77.1-15.2
M.F. Digits 2000,216,10 59.9+3.7 70.4+5.4 52.0+2.1 70.2+3.7 71.1+4.7 65.2+2.5
Table 2: Clustering results from enhancing Gaussian Mixture Models. The values
in the table show the performance of the GMMs and the differences in
performance resulting from the application of OPGD. The results are based
on 20 replications. The “Avg” is the average performance of the GMM
and the average difference due to applying OPGD, while the “Best” and
“Worst” correspond respectively to the single best and worst performance
of the OPGD enhancement relative to the GMM.
5.1 Visualisation of Clustering Solutions
In this section we explore the visualisation of clustering solutions based on the pro-
jected data, XV. As arguably the most popular general purpose method for vi-
sualisation, PCA is a natural comparison. Visualisation of clustering solutions is
important for, among other things, validation of the solutions obtained. Figure 2
shows the examples of the Texture3 and Forest data sets. In both cases we provide
two 2-dimensional scatter plots for each of PCA and OPGD. In the case of PCA we
show the first two and third-and-fourth principal components in the two plots re-
spectively. Here the colours and point characters indicate the clustering based on the
initial GMM solution. For OPGD, we do the same for the Texture data set, but since
we only seek a 3-dimensional projection for the Forest data set, the two plots in that
case are of X[v1 v2] and X[v1 v3]. In these cases the colours and point characters
indicate the final solution. In the PCA plots of the Texture data set one would be
hard-pressed to validate more than three of the clusters in the solution. Note that
going to lower order principal components does not yield any better visualisation of
the different clusters than in the first two pairs depicted in the figure. For the case of
3For a clearer visualisation we have only included a random subset of 2000 of the total 5500
points in the data set
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OPGD one can easily make out the distinction of at least six different clusters, which
agree by eye with how we would intuit clusters in a GMM. Although in the interest
of brevity we have not included more than these first two plots, lower order columns
in V can be used to visualise the distinction of the remaining clusters clearly. In the
case of the Forest data set, one would not be able to sensibly validate any of the four
clusters based on the PCA visualisation, whereas arguably at least three clusters are
clearly visible as distinct groups of points in the OPGD projections.
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(a) Texture: PCA
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(b) Texture: OPGD
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(c) Forest: PCA
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(d) Forest: OPGD
Figure 2: Visualisation of Texture and Forest data sets through two-dimensional scat-
ter plots. Clusters are far more easily distinguished in the case of the OPGD
projections than when using PCA.
As a final point, in relation to Figure 2, notice that because the objective of OPGD
is to maximise discrimination of clusters under a GMM formulation, it tends to lead
to solutions, and hence visualisations, in which the clusters appear as roughly having
Gaussian, or at least ellipsoidal shapes. Essentially, even when clusters may not be
close to Gaussian in the full dimensional space, it is frequently the case that there are
projections upon which the clusters are roughly Gaussian. A clear example of such a
case is the cluster in the Texture data labelled “g” in the PCA plots. These points
betray an elongated tail which would not arise if the data came from a GMM with only
18
eleven components. In the case of the OPGD projection, however, all clusters appear
as we would expect in a GMM. The distinction of ellipsoidal, or Gaussian clusters is
arguably more easily validated by eye than many other non-Gaussian distributions.
5.2 Underastanding potential failures of OPGD for cluster-
ing
Of the fifteen data sets considered, the performance only deteriorated substantially
as a result of the application of OPGD on one; Seeds. However, in a few other cases
(e.g., Image Seg. and Texture) very small decreases in average clustering accuracy
were also observed.
It turned out that identifying the potential cause for such a drastic deterioration
in clustering performance on the Seeds data set was fairly straightforward. Figure 3
shows plots of (a) the solution obtained by OPGD on the original data; (b) the scree
plot of eigenvalues of the covariance matrix; and (c) the solution obtained by OPGD
on the reduced data containing only the first 4 principal components. The first plot
shows strong collinearity in the data, since despite the fact that the optimal V is
very close to orthonormal we see that the projections Xv1 and Xv2 are extremely
highly correlated. This collinearity is confirmed by the very small eigenvalues in
the covariance matrix of the data. Aside from the standard problems associated
with collinearities in clustering,this example highlights a limitation of our approach
in this context. Specifically, this can arise from the combination of a reasonable
separation of the means in the initial GMM on a projection, v1, along which the data
are highly correlated with their projection on an orthogonal vector, v2; and the fact
that we fit a diagonal covariance matrix to the clusters within the subspace defined
by the projection on V = [v1 v2]. This can be most easily intuited by considering
the fact that the optimal projection, V, will be characterised by few points which
have relatively high density in more than one of the components of the GMM with
parameters pˆi1, ..., pˆiK ; V>µˆ1, ...,V>µˆK ; and ∆(V>Σˆ1V), ...,∆(V>ΣˆKV). In other
words, there should be relatively few points on or near the boundaries of the clusters.
It should be clear that the proportion of such points is far fewer in Figure 3 (a) than in
Figure 3 (c). The effect of fitting diagonal covariance matrices in the projected space
has the effect of artificially decreasing the density at the boundaries of the clusters in
Figure 3 (a) since the density is spread almost equally in the direction along which
the data lie and the orthogonal direction. By removing the collinearity in the data
the solution is vastly improved, Figure 3 (c). In this case the performance is similar
for the initial solution and the adjusted solution after applying OPGD, with both
metrics increasing slightly from the initial values.
We note that it is likely not necessary to always check for such collinearity prior
to applying OPGD, as the scenario which led to the poor performance on the Seeds
data sets was very specific. However, for completeness, we explored the alternative
of applying mclust and then OPGD again to all the data sets considered before,
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Figure 3: Seeds data set. (a) shows the OPGD clustering solution of the data pro-
jected into the optimal subspace. There is evidence of high collinearity in
the data. This evidence of collinearity is corroborated by the very small
eigenvalues of the covariance matrix, shown in (b). Removing collinearity
by using only the first four principal components of the data leads to a
more satisfying solution, shown in (c).
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except now only the leading principal components which constituted at most 99.9%
of the total data variation were included. The threshold of 99.9% is arbitrary, and
was chosen only for a preliminary investigation into the effect of removing only very
small variance components. In none of the other cases did this substantially affect
the relative performance of the OPGD enhancement when compared to the GMM
initialisation.
6 Discussion
In this paper we explored the problem of finding optimal projections for discriminant
analysis in which each class is endowed with a multivariate Gaussian density. By
carefully addressing the differentiation of the objective function we were able to opti-
mise the classification likelihood directly with gradient based optimisation techniques.
We found that this approach is very successful in obtaining accurate classification
models when compared with other popular Gaussian discriminant models. A simple
modification of this objective allowed us to also address the problem of enhancing
Gaussian Mixture Models for clustering. We found this approach to consistently offer
modest improvements in clustering quality, while simultaneously providing a reduced
model formulation through dimension reduction, as well as instructive visualisations
for cluster validation and knowledge discovery.
References
RJ Bolton and WJ Krzanowski. Projection pursuit clustering for exploratory data
analysis. Journal of Computational and Graphical Statistics, 12(1):121–142, 2003.
Daniela G Calo`. Gaussian mixture model classification: A projection pursuit ap-
proach. Computational statistics & data analysis, 52(1):471–482, 2007.
R Dennis Cook and Sanford Weisberg. Discussion of sliced inverse regression for
dimension reduction. Journal of the American Statistical Association, 86(414):335,
1991.
RD Cook and F Critchley. Identifying outliers and regression mixtures graphically.
Journal of the American Statistical Association, 95:781–794, 2000.
Dheeru Dua and Casey Graff. UCI machine learning repository, 2017. URL http:
//archive.ics.uci.edu/ml.
Aida Eslami, El Mostafa Qannari, Stephanie Bougeard, and Gaston Sanchez. multi-
group: Multigroup Data Analysis, 2020. URL https://CRAN.R-project.org/
package=multigroup. R package version 0.4.5.
21
Ronald A Fisher. The use of multiple measurements in taxonomic problems. Annals
of eugenics, 7(2):179–188, 1936.
Jerome H Friedman. Regularized discriminant analysis. Journal of the American
statistical association, 84(405):165–175, 1989.
David J Hand. Kernel discriminant analysis. JOHN WILEY & SONS, INC., ONE
WILEY DR., SOMERSET, N. J. 08873, 1982, 264, 1982.
Trevor Hastie and Robert Tibshirani. Discriminant analysis by Gaussian mixtures.
Journal of the Royal Statistical Society: Series B (Methodological), 58(1):155–176,
1996.
Trevor Hastie, Robert Tibshirani, and Andreas Buja. Flexible discriminant analysis
by optimal scoring. Journal of the American statistical association, 89(428):1255–
1270, 1994.
Trevor Hastie, Robert Tibshirani, and Jerome Friedman. The elements of statistical
learning: data mining, inference, and prediction. Springer Science & Business
Media, 2009.
David P Hofmeyr, Nicos G Pavlidis, and Idris A Eckley. Minimum spectral connec-
tivity projection pursuit. Statistics and Computing, 29(2):391–414, 2019.
Lawrence Hubert and Phipps Arabie. Comparing partitions. Journal of Classification,
2(1):193–218, 1985.
George H John and Pat Langley. Estimating continuous distributions in Bayesian
classifiers. In 11th Conference on Uncertainty in Artificial Intelligence, 1995.
Donglin Niu, Jennifer Dy, and Michael I Jordan. Dimensionality reduction for spectral
clustering. In Proceedings of the Fourteenth International Conference on Artificial
Intelligence and Statistics, pages 552–560, 2011.
Jaakko Peltonen and Samuel Kaski. Discriminative components of data. IEEE Trans-
actions on Neural Networks, 16(1):68–83, 2005.
Jaakko Peltonen, Jacob Goldberger, and Samuel Kaski. Fast discriminative compo-
nent analysis for comparing examples. In Neural Information Processing Systems
Workshop on Learning to Compare Examples, 2006.
Luca Scrucca, Michael Fop, Thomas Brendan Murphy, and Adrian E. Raftery. mclust
5: clustering, classification and density estimation using Gaussian finite mixture
models. The R Journal, 8(1):205–233, 2017. URL https://journal.r-project.
org/archive/2017/RJ-2017-008/RJ-2017-008.pdf.
22
Alexander Strehl and Joydeep Ghosh. Cluster ensembles—a knowledge reuse frame-
work for combining multiple partitions. Journal of Machine Learning Research, 3
(Dec):583–617, 2002.
W. N. Venables and B. D. Ripley. Modern Applied Statistics with S. Springer, New
York, fourth edition, 2002. URL http://www.stats.ox.ac.uk/pub/MASS4. ISBN
0-387-95457-0.
Mu Zhu. Discriminant analysis with common principal components. Biometrika, 93
(4):1018–1024, 2006.
Mu Zhu and Trevor J Hastie. Feature extraction for nonparametric discriminant
analysis. Journal of Computational and Graphical Statistics, 12(1):101–120, 2003.
23
