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が知識を学習していく手法が提案されている [11, 12, 13, 14, 15]．対話やインタラクショ
ンを通じた学習に関する研究には，幼児の学習に模した学習に関する研究と，タスクドメ
インの学習に関する研究とがある．幼児の学習に模した研究には [11] がある．タスクド






























































































もあれば，画像の特徴量をモダリティと定義する場合 [24, 25] もある．つまり，複数の情
報をもってあるひとつの情報を表しているのであれば，その場合に用いた個別の情報はモ





















































































































































































































ここで，P (s; Λi)は音声尤度，Λi は i番目の物体の単語 Hidden Markov Model (HMM)
[44] を示す．i は，物体のインデックスであり，i = 1, · · ·M である．M は全物体数で
ある．n(s) は，入力音声のフレーム数，u は任意の音素系列を示す．max
u











*1 Cs(s; Λi) が，Λi の確率と，入力音声が与えられたとき音素系列の確率比と等しい．これは，以下のベ
イズの定理が成り立つからである．
P (s; Λi) =
















称単語 (WColor)を表す「緑の」は 1つであるが，物体名称単語 (WName)を表す「コッ
プ」「マグカップ」は，2つある場合を考える．このように，物体名称が競合する場合は，
尤度が高かった方をその物体の物体名称に対する尤度として採用する．具体的な 処理の
流れを以下に示す．今，表現 e(WName や WColor) の音声モデルを，Λe(e = 1, · · · , E)
とする．E は全表現数である．e 番目の表現の音声モデル Λe(e = 1, · · · , E) に対する入




アルゴリズムを図 3.2に示す．物体 i を示す色名称，物体名称をそれぞれ mc，mn とす
る．Cs(s; Λmc)を，物体 iの色名称に関する音声認識信頼度とし，Cs(s; Λmn)を，物体
iの物体名称に関する音声認識信頼度とする．各物体ごとの音声認識信頼度 Cs(s; Λi)は，
Cs(s; Λi) = {Cs(s; Λmc), Cs(s; Λmn)} と定義する．Cs(s; Λi) = Cs(s; Λmc) のときは，
Cs(s; Λmn) = 0，Cs(s; Λi) = Cs(s; Λmn)のときは，Cs(s; Λmc) = 0とする．
3.1.4.2 物体認識
1 枚の画像に物体が 1つ写っている画像 (物体画像と呼ぶ)を多数用意する．ロボット
にはこの画像が複数枚入力され，物体認識を行う．入力画像を vn(n = 1, 2, · · · , N)とし，





m P (vn; om)
. (3.2)
画像モデル om(m = 1, 2, · · · ,M)は，音声モデル Λm(m = 1, 2, · · · ,M) と対応関係にあ
り，色名称と物体名称のモデルが含まれる．色名称に関する画像モデル (色名称モデルと呼
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Input: s，Λe(e = 1, · · · , E)，Correspondence table of expression and object.
Output: Cs(s; Λm)(m = 1, · · · ,M)
for mc, mn in range(0,M):
Cs(s; Λmc) ← 0
Cs(s; Λmn) ← 0
for e in range(1, E):
if e-th expression is based on color name:
Get k indices of objects corresponded to e-th expression (m1, · · ·mk)
from the correspondence table.
for mc in (m1, · · ·mk):
if Cs(s; Λmc) = 0
Cs(s; Λmc) ← Cs(s; Λe)
else:
if Cs(s; Λmc) ≤ Cs(s; Λe)




Get k indices of objects corresponded to e-th expression (m1, · · ·mk)
from the correspondence table.
for mn in (m1, · · ·mk):
if Cs(s; Λmn) = 0
Cs(s; Λmn) ← Cs(s; Λe)
else:
if Cs(s; Λmn) ≤ Cs(s; Λe)
Cs(s; Λmn) ← Cs(s; Λe)
else:
continue:
図 3.2 Algorithm for speech-recognition likelihood of each object.
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ぶ)を omc，物体名称に関する画像モデル (物体名称モデルと呼ぶ)を omn とすると，om ∈











に対する音声認識結果から得られた信頼度を Cs(s; Λic)，Cs(s; Λin)，画像尤度から得ら





























ここで，αcT = (αc0 , αc1, αc2)，αn





力となる．i 番目の音声モデルによる音声信頼度と，j 番目の物体画像に対する i番目の
物体画像モデルによる画像信頼度をロジスティック回帰で統合し，その値を f [i][j]とす
る．全ての候補に対して，f [i][j]を算出し，最大となるときの j を物体特定の結果，特定
された入力画像 nˆとし，iを特定された物体モデル mˆとする．





j (j = 1, · · · , N, i = 1, · · · ,M)
Output: nˆ, mˆ
for j in range(1, N):
for i in range(1,M):
if Cs(s; Λin) = 0:
f [i][j] ← F (Ccij)
else:
f [i][j] ← F (Cnij)
nˆ, mˆ = argmax
1≤j≤N,1≤i≤M
f [i][j]
図 3.3 Algorithm for object identiﬁcation based on an attribute.
3.1.4.4 ロジスティック回帰の学習
次に，ロジスティック回帰のパラメータ (αcT = (αc0 , αc1, αc2)，αn
T = (αn0 , αn1 , αn2))
の学習方法について述べる．αc と αn の学習方法は同じである．まず例として，αc の学
習方法を述べる．
sj を入力音声，vj を入力物体画像とする．ここで sj，vj は，j番目の学習サンプルである
とする．ロジスティック回帰の係数は，音声と画像の信頼度の組 {Cs(sj; Λic), Cv(vj ; oic)}
と教師信号 di,j = {0, 1}によって学習される．M モデル，K サンプルの学習データセッ
トを T とすると，
TM×K={Cs(sj ; Λic),Cv(vj ; oic), di,j
　 (i=1,· · · ,M , j=1,· · · ,K)} (3.7)
音声と画像の信頼度の組を音声と画像の依存関係を考慮して分類すると，以下の 4つの
パターンに分類できる．
1. sj と vj が共に物体 iの音声と画像である場合
2. sj と vj が共に物体 iの音声と画像でない場合
3. sj は物体 iの音声であるが，vj は物体 iの画像でない場合
4. sj は物体 iの音声ではないが，vj は物体 iの画像である場合
教師信号 di,j は次のように指定する．パターン (1)の場合は di,j = 1 に，パターン (2)，
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Input: sj , vj (j = 1, · · · , K)
Output: T
for j in range(1, K):
for i in range(1,M):
if sj and vj are speech and image of object i, respectively:
T ← Cs(sj; Λic), Cv(vj ; oic), di,j = 1 : Pattern 1
for l in range(1, M):
if l = i:
T ← add {{(Cs(sj ; Λic), Cv(vj ; olc))}, di,j = 0} : Pattern 3
T ← add {{(Cs(sj ; Λlc), Cv(vj ; oic))}, di,j = 0} : Pattern 4
T ← add {{(Cs(sj ; Λlc), Cv(vj ; olc))}, di,j = 0} : Pattern 2
else:
continue:











{di,jαcTCcij − log(1 + exp(αcTCcij))}. (3.8)
ここで，Cc
i
j は，j 番目の物体の i 番目のモデルに対する信頼度であり (1 ≤ j ≤ K，
1 ≤ i ≤ M)，d = (d1,1, · · · , dM,K) である．ロジスティック回帰のパラメータ αcT =
(αc0 , αc1, αc2)はフィッシャースコアリングアルゴリズムを用いた最尤推定によって求め
る [45, 46]．
αn
T も，同様にして，{Cs(sj; Λin), Cv(vj ; oin)} と教師信号 di,j = {0, 1}によって学
習する．
20 第 3章 マルチモーダル情報を用いた既知物体の特定































j (j = 1, · · · , N, i = 1, · · · ,M)
Output: nˆ, mˆ
for j in range(1, N):
for i in range(1,M):
if Cs(s; Λin) = 0:
f [i][j] ← F (Ccij)
else if Cs(s; Λic) = 0:
f [i][j] ← F (Cnij)
else:
f [i][j] ← F (Ccij) + F (Cnij)
nˆ, mˆ = argmax
1≤j≤N,1≤i≤M
f [i][j]
図 3.6 Algorithm for object identiﬁcation based on two attributes.
補が，色名称のみ，もしくは物体名称のみを用いた表現である場合 (1属性)は，3.1.4項
と同じ方法となる．すなわち，音声認識結果の候補が i番目の物体モデルであり，かつ，
色名称のみを用いている場合は，f [i][j] = F (Cc
i
j)となり，物体名称のみを用いている場






f [i][j] = F (Cc
i
j) + F (Cn
i
j) (3.9)
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3.1.6.1 発話指示データセット
45物体の実物体を用意し，7名 (女性 3名，男性 4名)の協力者に発話を依頼した．45





























ト 1とする．また，発話指示データセット構築時に用いた 15組 (各 3物体)の物体を，各
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図 3.7 Examples of dataset 1.
図 3.8 Examples of dataset 2.
RGB image Object region
図 3.9 Example of segmented image.
組 1 枚ずつ合計 15 枚撮影した．3 物体を置くときの物体の向きはランダムに設定した．
これらの物体画像データを画像データセット 2とする．図 3.7にデータセット 1 の物体画
像例を，図 3.8にデータセット 2のシーン画像例を示す．
カメラ位置は高さ 119cm(協力者の目の高さの平均と同じ)，物体までの距離は 112cm(協
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表 3.1 Examples of utterances in a scene.
Example of a scene Participant Object 1 Object 2 Object 3
1 Bring me a yellow one. Bring me a bucket. Bring me a red book.
2 Bring me a yellow one. Bring me a bucket. Bring me a book.
3 Bring me a shampoo. Bring me a red bucket. Bring me a book.
4 Bring me a pomp bottle. Bring me a red bucket. Bring me a book.
5 Bring me a yellow one. Bring me a bucket. Bring me a red book.
6 Bring me a yellow dispenser. Bring me bucket. Bring me a red book.
7 Bring me a shampoo. Bring me a bucket. Bring me a book.
識精度を評価する．
実際に行われた発話の例を表 3.1に示す．表 3.1中の発話は英語表記されているが，実
際には日本語で 7人の協力者に発話してもらった．表 3.1は，協力者に見せた 3物体 ×15

























表 3.2 Number of speech and its variations.
Object name Color name Both names Total
Number of speeches 224 37 54 315
Number of variations　 65 9 41 115
表 3.3 Accuracy of speech recognition(%).
Object name Color name Both names Average
96.9 89.2 92.6 92.9
表 3.4 Accuracy of object recognition (%).






いた物体数は 45物体)．データセット 1の実験では，データセット 1の中でテストデータ
と学習データを選び，leave-one-out-crossvaridationにより物体ごとの物体認識精度を評
価した．データセット 2の実験では，テストデータにデータセット 2の画像を，学習デー
タにはデータセット 1の画像を用いて行った．データセット 2の 1 枚の画像には 3物体
が写っている．評価では 1枚の画像から 3物体の領域を抽出し，物体ごとに物体認識精度







た (N = 3)．
実験は 2種類のデータセットを用いて，2種類の実験を行った．データセット 1のみを
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表 3.5 Accuracy of object identiﬁcation (%).
Name Color name　 Object name Both names
Experiment 1 81.8　 91.8 92.5
Experiment 2 83.6　 89.4 92.3
用いて行う実験 (実験 1)と，データセット 2をテストデータに，データセット 1を学習
データに用いる実験 (実験 2)を行った．
実験 1では，各物体につき 3枚の物体画像をテストデータに，それ以外のデータ 7枚は
物体画像モデルとロジスティック回帰の学習データに用いた．実験 2では，物体特定実験
1回につき，画像のテストデータから，3物体 (15シーン中の，あるシーンの 3物体)各 1
枚の物体画像を選択し，その 3物体のうちの 1物体を指示する発話音声を 7 音声 (協力者
7 人) から 1 音声を選択し，音声と対応する物体画像を正しく選べたか否かを評価した．
実験 1の物体特定実験では，15シーン ×33 通り (1シーンにおける画像データ 3枚の選
び方) ×21発話 (各シーンでの発話数 : 7協力者 ×3物体)=8505回実験を行った．実験 2
の物体特定実験では，15シーン ×21発話=315回，実験を行った．
音声モデルは，前項同様 Julius のディクテーションキットに付属している不特定話者


















る 3物体を，左から順に物体 1，物体 2，物体 3とする．シーン画像を，上から順に，シー




2は物体 1のみが明らかに他の 2物体と異なり，物体 2と 3の色が似通っているシーンで
ある．物体 2と 3を指示する場合，色での指示のみでは困難であると協力者が考え，色の
みでの指示を行わなかったことが分かる．物体 1と他の 2物体を比べると，色も形状も異




の 2 色で構成されている 3物体のシーンである．人により，色の指示発話が異なってい
た．そのため，物体 1を色のみで指示した場合は 0%になってしまった．シーン 5は，物
体 2のみが明らかに色が異なり，他の 2物体の色が似ているケースである．物体 2は色の
みで指示した場合が最も精度が高かった．物体 1を色のみで指示したケースは精度が 0%
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表 3.6 Examples of the result of object identiﬁcation(%).
Scene index Scene Name Object 1 Object 2 Object 3
Color name 100.0 95.0 –
1 Object name 93.3 65.0 93.3
Both names 100.0 100.0 100.0
Color name 100.0 – –
2 　 Object name 100.0 96.0 90.0
Both names 100.0 75.0 100.0
Color name 100.0 – 0.0
3 　 Object name 90.0 88.0 93.0
Both names 50.0 100.0 83.3
Color name 0.0 – –
4 　 Object name 65.7 80.0 78.0
Both names – 70.0 100.0
Color name 0 100.0 –
5 　 Object name 70.0 94.0 98.0



















能となり，汎用性が高くなる．一般物体認識手法は数多く提案されているが [53, 54, 55]，















































ディープニューラルネットワークの一種である Convolutional Neural Network (CNN)
[55]によって一般物体認識を行う．



























1 + exp{−αTC} (3.12)




物体特定では，1つの入力音声 sに対して，複数の物体画像 vn(n = 1, 2, · · · , N)が入
力される．音声で指示された物体を特定することは，音声と各物体画像を組み合わせた複
数の組の中から，対応関係にある組を見つける問題と捉えることができる．{s, v1}が対
応関係にある組とすると，他の組 {s, v2}，· · ·，{s, vN}は対応関係にない組となる．音












語辞書は，ImageNet Large Scale Visual Recognition Challenge 2013 (ILSVRC2013)




物体特定のテストデータには，その 514カテゴリの中から，家庭内に存在しうる 100 カ
テゴリを用いた．音響モデルには，Juliusディクテーションキット [42]に含まれている，
























た．すなわち，合計で 5× 100 = 500個の画像の組が作成できる．ただし，特定された 3
画像の中に，1 枚でもグレースケール画像が含まれる場合は，OverFeat による画像認識
が不可能であるため，テストデータから除いた．そのような場合は 40回あったため，合
計で 500− 40 = 460回の物体特定実験を行った．
ロジスティック回帰の学習: ロジスティック回帰の学習のために必要となる，Case





のうち，1組のみが Case 1，それ以外の 513組が Case 2となる．ただし，数が膨大とな
るため，513組の中からランダムに 1組を選んだ．ii) 対応関係にない組が与えられたと
き，音声信頼度と画像信頼度の組 514個のうち，1組が Case 3，1組が Case 4，それ以





使用できるので，1× 25 = 25通りの音声と画像の組が作成される．これは，1物体カテ
ゴリ当たりの学習用物体画像枚数が 25枚であることに起因する．よって，作業の繰り返
し回数は，100× 25 = 2500回となる．ii) 対応関係にない音声の物体カテゴリと画像の物
体カテゴリの組は 200通りである．その中からランダムに 100組を選んだ．音声の物体
カテゴリと画像の物体カテゴリの組が決まれば，i)と同様にして，音声は 1音声，画像は
25画像を使用できるので，1× 25 = 25通りの音声と画像の組が作成され，作業の繰り返
し回数は，100× 25 = 2500回となる．
3.2.4.2 物体特定実験
提案手法である一般物体認識に基づく物体特定法を評価した．音声認識精度は 93%，画













































































物体名称による物体特定を扱う研究は多数提案されている [18, 19, 4, 6] が，色や大き
さ，位置などの属性にも対応した研究はまだ少ない．同じ物体名称の物体があるとき，色
や材質，大きさなどの属性を用いて指示をするのが自然である．複数の属性を扱う枠組み
の提案はされている [16, 8, 9, 10]が，コンピュータビジョンにおける各属性の扱いにつ
いて十分に議論を行っている研究は少ない．例えば，色属性は物体画像領域の RGB [60]
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(a) “Bring me a yellow one.” (b) “Bring me a purple one.”















































とに算出し，学習データCc = {cc1, . . . , ccsc}とする．ここで， cは色名称のインデックス




クセルごとに RGBの平均値を求める．i番目のテストデータの j 番目のスーパーピクセ
ルの RGBの平均値を tij とする．t
i
j と C







(tij − μc). (4.1)













i番目のテストデータの j 番目のスーパーピクセルと，色名称 cの部分空間における投
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影距離は，以下のようにして求められる．




























Step.2 各テストデータの全スーパーピクセルにおいて特徴ベクトル tij を求める．
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表 4.1 Examples of objects in dataset.
Color name Red (c = 1) Orange (c = 2) Yellow (c = 3) Green (c = 4) 　 Blue (c = 5)
Example
Color name 　 Purple (c = 6) Pink　 (c = 7) White (c = 8) Black (c = 9) — —
Example — —















ンデックス数は 9となり，実験に用いた 18物体の内訳は，9色，各 2物体となった．実









表 4.2 Saliency maps of 1 object. Colors of each object is diﬀerent each other.




















表 4.2 に，9 色各画像の顕著性マップを色ごとに示す．表にはペットボトルの顕著性










学習データには各物体につき 5 方向の画像を用いた．つまり，5 画像 ×9 色 ×2 物体
= 90画像を学習データに用いた．テストデータにはデータ集合構築に用いなかった残り
の 90画像を用いた．テストデータは，3物体画像と 1テキスト（色のインデックス）の
44 第 4章 色属性による物体特定のための顕著性







クスを t0，画像のインデックスを v0 とする．残りの 2 物体の色インデックス，物体の種
類のインデックス，画像のインデックスをそれぞれ，(i1, t1, v1)，(i2; t2, v2) とする．
テストデータの選択手順 
1. 特定対象とする物体画像を画像のテストデータから 1画像選択し，(i0, t0, v0)
を決定する．
2. i1，i2 は，色インデックスの中から i0 以外のインデックスをランダムに 1つ












図 4.5 Relation between accuracy of the object identiﬁcation and the dimension
of subspace (color histogram).
表 4.3 Accuracy of the object identiﬁcation (%)．
Mahalanobis distance Projection distance CLAFIC distance
(RGB) RGB Histogram　 RGB 　 Histogram





ン数は 8とし，特徴ベクトルの次元数は 24とした．部分空間の次元数は高々 24である








































かある [11, 12, 13, 14, 15]．これらの研究には 2つのアプローチがある．一つ目は，幼児
48 第 5章 マルチモーダル情報を用いた未知物体識別
図 5.1 Autonomous discrimination of unknown objects and their names by a robot.
の学習を模したものである [11]．幼児が，親とのインタラクションを通じて，言語や概念
を獲得していく様子を模したアプローチである．二つ目のアプローチは，タスクを通じて

























(a) Bring the object and
say “Here you are.”.
(b) Say “I don’t know.”.






















50 第 5章 マルチモーダル情報を用いた未知物体識別




























(F (Cs(s; Λi), Cv(v; oi))) < δ then
出力:　 “未知”, 物体名 of i
else
出力:　 “既知”, 物体名 of i
未知物体検出には，音声情報と画像情報を統合したマルチモーダル情報を用いる．音声認
識結果の信頼度 Cs(s; Λi)と，画像認識結果の信頼度 Cv(v; oi) を推定し，未知物体検出
に用いる．ここで sは入力された音声を示し，Λi は，i番目の物体の音声モデルを示す．
v は入力された画像を示し，vi は，i番目の物体の画像モデルを示す．信頼度は，ロジス





目の物体の名前の単語 HMM モデルを Λi とし，Cs(s; Λi)を音声認識信頼度として算出




る．物体画像の信頼度 Cv(v; oi) の算出方法は，3 章と同様である．ここで，v は入力画
像，oi は i番目の物体のモデル (正規分布)である．













1 + exp{−αTC} , (5.1)







































1 + exp{−αTφ(C)} , (5.4)
ここで，φ(C)は， (i, j)番目の学習データに対するガウシアン基底の要素ベクトルであ











































+ (1− di,j,k) log(1− FM,k(Cij)),
(5.7)
ここで，di,j,k は教師信号であり，0もしくは 1となる．
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F (Cij) < δ, (5.8)




(a) Case 1 (b) Case 2 (c) Case 3
























ケース 2 と 3 : 入力された音声は既知であり，音声と対応関係にある既知物体があり，
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(d) Case 4 (e) Case 5 (f) Case 6




































る．例えば，図 5.5のケース 1の場合，1つの物体は Kと判定され，それ以外の物体は O
と判定される．特定対象は Kと判定された物体となる．ケース 2の場合，3つの物体が，
それぞれ K，O，Uと判定される．ケース 3の場合，1つの物体は Kと判定され，それ以
外の物体は Uと判定される．ケース 4の場合，1つの物体が Uと判定され，それ以外の
物体は Oと判定される．ケース 5の場合，1つの物体が Oと判定され，それ以外の物体






データセットは 2種類用意した．データセット 1，データセット 2とする．データセッ
ト 1は，11方向から撮影した物体画像で構成した．データセット 2は，5方向から撮影し
た物体画像で構成した．図 5.9に，ぬいぐるみを 11方向から撮影した 11画像を示す．物
体画像のサイズは 640x480ピクセルである．RGB画像とデプス画像を Kinect [71]によ
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図 5.8 Examples of objects used in the experiment.
図 5.9 11 images of a bear taken from 11 diﬀerent angles.
RGB image Depth map Extracted
object region
図 5.10 Example of information obtained by Kinect.
表 5.1 Accuracy of multiple unknown object discrimination (%).
Two types of two-class logistic regression Three class logistic regression SVM
L RL KL RKL L RL KL RKL







表 5.2 Accuracy of object recognition for respective feature (%).
Feature Image Speech Logistic
Lab Area Fourier L*a*b+Fourier All
Dataset 1 73.6 14.6 38.0 89.6 93.0 100.0
Dataset 2 69.6 11.4 29.2 84.8 88.2 96.0 100.0
合わせを用いた．音声と画像の４つ組み合わせは，既知物体の名前の音声と既知物体の画








物体に対し各 1 音声，1 画像のペアがロジスティック回帰の学習データとして使用され




probabilistic classiﬁer (LSPC) [72]を用いて決定した．パラメータは各実験で 1つずつ
最適化される．
実験結果を表 5.1に示す．表 5.1の L, RL, KL,と RKL はそれぞれロジスティック回
帰，正則化ロジスティック回帰，カーネルロジスティック回帰，正則化カーネルロジス














る．データセット 1 を使用する場合，学習データは 549画像 (50物体 ×11枚-1枚)とす
る．データセット 2 を使用する場合，学習データは 249 画像 (50 物体 ×5 枚-1 枚) とす
る．実験は全ての画像に対して行われる．パラメータ α, λは各実験ごとに最適化される．
画像認識に使用する特徴量は，前項で物体特定に用いた特徴量と同様である．物体認
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図 6.2 Case when speech and image are grounded.
(a) (b) (c) (d)
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表 6.1 5 cases.
Speech Image Grounding
Case 1 Known Known ©
Case 2 Known Known ×
Case 3 Known Unknown ×
Case 4 Unknown Known ×























図 6.4 Conceptual diagram of conﬁdence distribution in 5 cases.
6.3.1 未知モダリティ
ある音声と画像のペアが与えられたとき，音声，画像，グラウンディングに着目する
と，図 6.2の 1ケースと図 6.3の 4ケースの合わせて 5ケースに分けられる．表にまとめ
ると，表 6.1のように表せる．これらの 5ケースに分類することで，未知モダリティの検




ル Λm に対する音声信頼度を Cs(s; Λm)とする．m番目の物体の画像モデル om に対す





声信頼度高，画像信頼度高)，C2 (高，低)，C3 (低，高)，C4 (低，低)と呼ぶ．
そこで，5 クラスの音声信頼度と画像信頼度をプロットすると，図 6.4 のようになる．
C1, C2, C3 領域にそれぞれ点が存在するかしないかで，5クラスを分類するというアプ
ローチをとる．それらの 3点を本論文ではキーポイントと呼び，C1, C2, C3に対応する
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本項では，2つの識別器の説明をする．



















1 + exp{−αTC} , (6.3)
ここで，CT = (1, Cs, Cv)であり，αT = (α0, α1, α2)は，ロジスティック回帰の係数で
ある．ロジスティック回帰の学習は 5章と同様にして行う．
本章では，3種類のロジスティック回帰 Fn(n = 1, 2, 3)を用いる．F1 は C1と C2, C3,











アルゴリズム 1: 識別器 2によってキーポイント 1を識別することで，ケース 1かど
うかを分類する．識別器 1によってキーポイント 2を識別し，識別器 1によってキーポ
イント 3を識別することで，残りの 4クラスに分類する．
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図 6.5 Algorithm for 5-class classiﬁcation．
表 6.2 Composition of dataset.
Test data Training data Varidation data
Known speech 2 speeches / object 2 speeches / object 2 speeches / object
(Object 1-100)
Unknown speeche 2 speeches / object 2 speeches / object
(Object 101-200)
Known image 25 images / object 20 images / object 5 images / object
(Object 1-100)
Unknown image 25 images / object 25 images / object
(Object 101-200)
アルゴリズム 2: 識別器 2によってキーポイント 1を識別することで，ケース 1かど









既知 100物体は学習済みとした．その 100 物体を入力として音声・画像認識を行うこ






として用いた．データセットの詳細な内訳は表 6.2 に示す通りである．数値は 1物体あた
りのものである．
音声はノイズがほとんどない環境で，2名の話者が物体名を発話したものを録音した．
それぞれの話者が，既知 100物体に対してそれぞれ 3回ずつと，未知 100物体に対してそ
れぞれ 1回ずつ発話した．画像は，ILSVRC2013の CLS-LOCデータセットのバリデー
ションデータセットに含まれる画像を用いた．各物体につき 50枚の画像が含まれている
ので，既知 100物体についてはその中から 50 枚全て，未知 100物体については 50枚の
うち 25枚を使用した．
音声認識と画像認識: Juliusで HMMによる不特定話者孤立単語認識を行った．音響
モデルには，Juliusディクテーションキット [49]に含まれている，不特定話者の PTM ト
ライフォン Hidden Markov Model (HMM)を用いた．特徴ベクトルとして，メル周波数
ケプストラム係数（MFCC）12次元とそのデルタ，対数パワーの合計 25次元のベクトル
を用いた．OverFeatで CNNによる一般物体認識を行う．画像モデルは，ILSVRC2013











1ペアのみが C1，それ以外の 99個が C4となる．ただし，その 99個の中からランダム
に 1個を学習データとして選んだ．ii) 対応関係にないペアが与えられたとき，音声信頼





表 6.3 Accuracy of unknown modarity detection (%).
Algorithm 1　 Algorithm 2
68.1 67.9
表 6.4 Accuracy of unknown/known modarity detection by thresholding conﬁ-
dence measure of speech and image (%).
Speech conﬁdence 　 Image conﬁdence
90.5 73.1
表 6.5 Accuracy of discrimination by logistic regression used in detection of
unknown/known modarity (%).
Logistic regression F1 　 98.3
Logistic regression F2 　 96.8
Logistic regression F3 　 94.3
1. 対応関係にあるペアの数は，音声が示す物体と画像が示す物体のペア 100通りであ
る．音声の物体と画像の物体のペアが決まれば，音声はその物体の中から 2音声，
画像は 20画像を使用できるので，2 × 20 = 40通りの音声と画像のペアを作成し
た．よって，作業の繰り返し回数は，100× 40 = 4000回となる．
2. 対応関係にないペアの数は，音声が示す物体と画像が示す物体のペアは 100P2 通り
である．その中からランダムに 100 ペアを選んだ．音声が示す物体と画像が示す
物体のペアが決まれば，1. と同様にして，音声は 2 発話，画像は 20 画像を学習
データとして使用できるので，2 × 20 = 40通りの音声と画像のペアを作成した．
よって，作業の繰り返し回数は，100× 40 = 4000回となる．
6.3.4.1 実験結果
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図 6.6 Thresholding border and conﬁdence measure of known/unknown speech
and image. Green dots denote C1，yellow dots denote C2，blue dots denote C3，


















図 6.7 Discriminant border by logistic regression and conﬁdence measure of
known/unknown speech and image. Green dots denote C1，yellow dots denote



























する．以下のように，画像 vn から，D次元の局所特徴量が L個得られたとする．
Xn = [xn1,xn2, · · · ,xnL] ∈ RD×L. (6.5)
得られた局所特徴量の集合 Xn を，Locality-constrained Linear Coding (LLC) [53]の
コード化関数 Φを用いて，特徴ベクトル xn に変換する．




モデル om(m ∈ A)に対して，入力画像 vn の信頼度 Cv(vn; om)は，以下の式によって得
られる．
Cv(vn; om) = −
K∑
k=1
d(xn, neigh(k,xn, om)), (6.7)
ただし，d(a, b) は，a, b間のユークリッド距離を示し，neigh(k,xn, om) は，カテゴリ
mに属する特徴ベクトルの中で，xn との距離が k 番目に小さい特徴ベクトルを示す．K
は kNNのパラメータの値を示す．音声 sと画像 vn(n = 1, 2, · · · , N)の組 {s, vn}に対

















































図 6.8 Accuracy of object identiﬁcation（%）.
の 1000カテゴリの中から，ランダムに選んだ 100カテゴリを用いた．音響モデルには，






を行った．Web画像の収集には，ImageSpider [74]と ImageGetter [75]を用い，kNNの










ゴリを使用した．各物体カテゴリに対して，1 音声と 200 画像が使用可能であるので，
3.2.4.1と同様にして学習データを作成した．
音声認識精度は 88%であった．物体特定の結果を図 6.8に示す．入力画像枚数が 1枚

























































































を図 7.1に示す．人の有効視野は，視力が 1.0の人であれば，左右約 15度，上約 8度，下
図 7.1 Eﬀective visual ﬁeld．
約 12 度以内の範囲となる．本研究の協力者は全員矯正視力 1.0の視力であったため（内












表 7.1 Speeches of 7 participants in 15 scenes．
Scene index Scene Participant Object 1 Object 2 Object 3
1 Bring me a christmas tree. Bring me a vase. Bring me a tea.
2 Bring me a tree. Bring me a green vase. Bring me a tea.
1 3 Bring me a model. Bring me a green bottle. Bring me a green plastic bottle.
4 Bring me a christmas tree. Bring me a vase. Bring me a plastic bottle.
5 Bring me a tree. Bring me a vase. Bring me a plastic bottle.
6 Bring me a green tree. Bring me a green bottle. Bring me a green tea.
7 Bring me a tree. Bring me a bottle. Bring me a tea.
1 Bring me a mugcup. Bring me a cage. Bring me a yellow-green case.
2 Bring me a cup. Bring me a cage. Bring me a trash box.
2 3 Bring me a mugcup. Bring me a cage. Bring me a green trash box.
4 Bring me a mugcup. Bring me a cage. Bring me a green one.
5 Bring me a mugcup. Bring me a cage. Bring me a trash box.
6 Bring me a cup. Bring me a cage. Bring me a trash box.
7 Bring me a cup. Bring me a cage. Bring me a frog.
1 Bring me a black one. Bring me a pail. Bring me a ball.
2 Bring me a cap. Bring me a pink one. Bring me a pink ball.
3 3 Bring me a cap. Bring me a pink pail. Bring me a pink ball.
4 Bring me a silk hat. Bring me a pail. Bring me a ball.
5 Bring me a silk hat. Bring me a pail. Bring me a ball.
6 Bring me a cap. Bring me a pink pail. Bring me a pink ball.
7 Bring me a cap. Bring me a pail. Bring me a ball.
1 Bring me a brown one. Bring me a pan. Bring me a sieve.
2 Bring me a brown one. Bring me a pan. Bring me a basket.
4 3 Bring me a ﬂowerpot. Bring me a pan. Bring me a sieve.
4 Bring me a ﬂowerpot. Bring me a pan. Bring me a sieve.
5 Bring me a brown one. Bring me a pan. Bring me a sieve.
6 Bring me a brown one. Bring me a white pan. Bring me a sieve.
7 Bring me a brown one. Bring me a pan. Bring me a sieve.
1 Bring me a yellow one. Bring me a bucket. Bring me a red book.
2 Bring me a yellow one. Bring me a bucket. Bring me a book.
5 3 Bring me a shampoo. Bring me a red bucket. Bring me a book.
4 Bring me a pump bottle. Bring me a red bucket. Bring me a book.
5 Bring me a yellow one. Bring me a bucket. Bring me a red book.
6 Bring me a yellow dispenser. Bring me a bucket. Bring me a red book.
7 Bring me a shampoo. Bring me a bucket. Bring me a book.
1 Bring me a tissue. Bring me a pink cushion. Bring me a orange one.
2 Bring me a tissue. Bring me a pink one. Bring me a orange one.
6 3 Bring me a tissue. Bring me a pink cushion. Bring me a color cone.
4 Bring me a tissue. Bring me a pink one. Bring me a traﬃc cone.
5 Bring me a tissue. Bring me a pink one. Bring me a orange one.
6 Bring me a tissue. Bring me a pink cushion. Bring me a traﬃc cone.
7 Bring me a tissue. Bring me a pink one. Bring me a pole.
1 Bring me a yellow one. Bring me a light blue elephant. Bring me a white bear.
2 Bring me a giraﬀe. Bring me a elephant. Bring me a polar bear.
7 3 Bring me a yellow . Bring me a blue stuﬀed toy. Bring me a white stuﬀed toy.
4 Bring me a giraﬀe. Bring me a elephant. Bring me a polar bear.
5 Bring me a giraﬀe. Bring me a elephant. Bring me a polar bear.
6 Bring me a yellow stuﬀed toy. Bring me a elephant. Bring me a white bear.
7 Bring me a giraﬀe. Bring me a elephant. Bring me a polar bear.
1 Bring me a tupper. Bring me a black rubber cup. Bring me a vacuum cleaner.
2 Bring me a green vessel. Bring me a black one. Bring me a vacuum cleaner.
8 3 Bring me a tupper. Bring me a black one. Bring me a vacuum cleaner.
4 Bring me a tupper. Bring me a black one. Bring me a vacuum cleaner.
5 Bring me a green tupper. Bring me a rubber cup. Bring me a vacuum cleaner.
6 Bring me a green vessel. Bring me a rubber cup. Bring me a pink vacuum cleaner.
7 Bring me a green one. Bring me a black one. Bring me a vacuum cleaner.
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Scene index Scene Participant Object 1 Object 2 Object 3
1 Bring me a carton of coﬀee. Bring me a wet tissue. Bring me a soccer ball.
2 Bring me a carton of coﬀee. Bring me a green vessel. Bring me a soccer ball.
9 3 Bring me a carton of coﬀee. Bring me a wet tissue. Bring me a soccer ball.
4 Bring me a carton. Bring me a tissue. Bring me a soccer ball.
5 Bring me a carton. Bring me a wet tissue. Bring me a soccer ball.
6 Bring me a drink. Bring me a wet tissue. Bring me a soccer ball.
7 Bring me a carton of coﬀee. Bring me a wet tissue. Bring me a soccer ball.
1 Bring me a ship. Bring me a blue cap. Bring me a spray.
2 Bring me a ship. Bring me a cap. Bring me a spray.
10 3 Bring me a ship. Bring me a cap. Bring me a blue vessel.
4 Bring me a ship. Bring me a cap. Bring me a white spray.
5 Bring me a ship. Bring me a blue cap. Bring me a spray.
6 Bring me a ship. Bring me a blue cap. Bring me a deodorizing spray.
7 Bring me a ship. Bring me a cap. Bring me a spray.
1 Bring me a black camera. Bring me a black ﬂashlight. Bring me an electric fan.
2 Bring me a camera. Bring me a ﬂashlight. Bring me an electric fan.
11 3 Bring me a video camera. Bring me a ﬂashlight. Bring me an electric fan.
4 Bring me a digital camera. Bring me a ﬂashlight. Bring me an electric fan.
5 Bring me a gray camera. Bring me a black one. Bring me an electric fan.
6 Bring me a video camera. Bring me a light. Bring me an electric fan.
7 Bring me a camera. Bring me a light. Bring me an electric fan.
1 Bring me a Kyorochan. Bring me an iron. Bring me a dolphin.
2 Bring me a Kyorochan. Bring me a pink one. Bring me a dolphin.
12 3 Bring me a brown one. Bring me an iron. Bring me a blue stuﬀed toy.
4 Bring me a Kyorochan. Bring me an iron. Bring me a dolphin.
5 Bring me a Kyorochan. Bring me a pink iron. Bring me a dolphin.
6 Bring me a Kyorochan. Bring me an iron. Bring me a stuﬀed toy.
7 Bring me a brown one. Bring me an iron. Bring me a dolphin.
1 Bring me a brown one. Bring me a picture frame. Bring me a can of cola.
2 Bring me a ketchup. Bring me a picture frame. Bring me a can of cola.
13 3 Bring me a ketchup. Bring me a picture frame. Bring me a red can.
4 Bring me a ketchup. Bring me a picture frame. Bring me a red can.
5 Bring me a ketchup. Bring me a picture frame. Bring me a can.
6 Bring me a ketchup. Bring me a picture frame. Bring me a can of cola.
7 Bring me a ketchup. Bring me a mirror. Bring me a can of cola.
1 Bring me a pan. Bring me a mirror. Bring me a pink one.
2 Bring me a black one. Bring me a mirror. Bring me a pink one.
14 3 Bring me a pan. Bring me a purple one. Bring me a microwave oven.
4 Bring me a pan. Bring me a mirror. Bring me a microwave oven.
5 Bring me a black one. Bring me a mirror. Bring me a pink one.
6 Bring me a black pan. Bring me a purple mirror. Bring me a pink one.
7 Bring me a pan. Bring me a mirror. Bring me a pink stuﬀed toy.
1 Bring me a dustpan. Bring me a pot. Bring me a green turtle.
2 Bring me a dustpan. Bring me a orange one. Bring me a turtle.
15 3 Bring me a dustpan. Bring me a watering pot. Bring me a green stuﬀed toy.
4 Bring me a dustpan. Bring me a watering pot. Bring me a turtle.
5 Bring me a dustpan. Bring me a watering pot. Bring me a turtle.
6 Bring me a dustpan. Bring me a orange watering pot. Bring me a turtle.
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