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CHARACTERIZATION OF NON-LINEAR BESOV SPACES
CHONG LIU, DAVID J. PRO¨MEL, AND JOSEF TEICHMANN
Abstract. The canonical generalizations of two classical norms on Besov spaces are shown
to be equivalent even in the case of non-linear Besov spaces, that is, function spaces con-
sisting of functions taking values in a metric space and equipped with some Besov-type
topology. The proofs are based on atomic decomposition techniques and metric embeddings.
Additionally, we provide embedding results showing how non-linear Besov spaces embed into
non-linear p-variation spaces and vice versa. We emphasize that we neither assume the UMD
property of the involved spaces nor their separability.
Key words: atomic decomposition, Besov space, embedding theorem, metric space,
p-variation, fractional Sobolev space.
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1. Introduction
There are various ways to define Besov spaces consisting of functions with values in the real
numbers or even Banach spaces, see, e.g., the introductory books [Tri10], [Leo17] or [Saw18].
In many settings these definitions are shown to be equivalent but often under the assump-
tion of additional properties of the target Banach spaces like the unconditional martingale
difference (UMD) property or separability. Maybe most important in theory as well as in
applications are equivalent characterizations of the Bsp,q-Besov regularity of a function in a
countable manner like by a respective Besov sequence space bsp,q. The simplest countable
representation is to evaluate a Besov regular function on a countable set, for instance, on
the set of dyadic points in an interval. Frequently, the sequences in bsp,q have an interpreta-
tion as coefficients of basis expansions with respect to some wavelet bases or splines. This
usually provides isomporphisms between Besov spaces and sequence spaces and very precise
assertions of the expansion coefficients and embedding theorems.
In this article we consider Besov spaces Bsp,q consisting of functions f : [0, 1] → E with values
in a general (non-linear) metric space (E, d). Note that the classical definition of Besov spaces
in terms of integrals has a canonical extension to the metric setting, cf. (2.1) below. While
there are several other equivalent characterizations of scalar valued Besov spaces, in particular,
in terms of atomic decomposition or of coefficients of wavelets expansions, most of them seem
to have no direct interpretation for functions taking values in general metric spaces. However,
we provide an important equivalent characterization of the Bsp,q-Besov property of functions
on the unit interval by the sequence of their values on dyadic points (and an additional
continuity property) in the metric setting, cf. (2.2) below. So far this equivalences we are
dealing with is only known in the case of real valued functions due to several authors, see,
e.g., the works of Kamont [Kam97a], of Bodin [Bod09] or of Rosenbaum [Ros09]. But up to
now, it was an open question whether this equivalence holds beyond finite dimensional target
spaces.
Date: March 6, 2019.
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We shall provide first a general proof for Besov regular functions with values in general
Banach spaces. In this case we actually obtain the equivalence between three differently
defined Besov norms: the most classical one based on integrals, the one using second order
differences and the one relying on first order differences on the dyadic points. By metric
embedding results we then extend the equivalence to metric space valued curves for those
two characterizations of Besov regularity which have canonical meanings for metric spaces.
This extension argument crucially requires the equivalence of the Besov norms for functions
taking values in general Banach spaces without assuming any additional property of the target
Banach spaces like the UMD property.
It is remarkable that by linear methods like atomic decompositions, cf. [SSS12], or wavelet
expansions, cf. [Tri04], we are able to prove a non-linear result for curves taking values in
a metric space. Additionally, let us remark that we could only prove the result by abstract
tensorization techniques for Besov functions taking values in nuclear spaces, which does not
help for the general case since no sufficiently strong embedding results into nuclear spaces
exist: therefore abstract tensorization is unfortunately not useful here and we had to look for
more direct approaches. Furthermore, notice that our proof provides many more interesting
discrete characterizations depending on the applied atomic or wavelet representation.
The motivation to consider functions from the internal [0, 1] to a metric space E comes
from potential applications in stochastic analysis, the theory of stochastic processes and data
science. Indeed, in these areas one frequently deals with (random) functions from a time
internal, here normalized to [0, 1], taking values in a possibly non-linear space. An example
of such a function is a “rough path” in the sense of T. Lyons, which is a path from an interval
to the free nilpotent group generated by the step-N signatures, see [FV10].
In the last part of this article we present embedding results showing how Besov spaces
embed into p-variation spaces and vice versa, both again consisting of functions with values
in a general metric space. Note for example: if the target space is a complete metric group
with left- or right-invariant metric, then our results actually allow to define a complete met-
ric on metric group valued Besov curves and to characterize the so obtained metric space
discretely via a sequence space of metric group valued sequences. In combination with our
Besov-p-variation embedding results, this allow to derive fundamental results of rough path
theory in a Besov space setting such as the continuity of the solution map of rough differen-
tial equations [Lyo98] or Lyons–Victoir’s extension theorem [LV07], cf. [LPT18], which were
classically proven in Ho¨lder-type or p-variation distances. Here the discrete characterization
of non-linear Besov spaces seems to be crucial and, moreover, Besov norms are particularly
useful due to their smoothness properties, for instance, to construct unique rough path ex-
tensions with minimal Besov norms, see [LPT18]. Hence, the discrete characterization of
non-linear Besov space paves the way for a novel full-fledged Besov theory of rough paths.
Further possible applications include delicate regularity questions for (infinite dimensional
space valued) stochastic processes, cf. [Kam97b] or [Ver09], regularity of data streams, cf.
[Ros11], and applications to Besov versions of the theory of regularity structures, cf. [HL17].
Organization of the paper: In Section 2 we present the main results and the considered
function spaces are introduced. Section 3 provides the equivalence of three classical norms
on vector-valued Besov spaces. The embedding results between Besov spaces and p-variation
spaces are proven in Section 4.
Acknowledgment: Chong Liu and Josef Teichmann gratefully acknowledge support by the
ETH foundation.
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2. Main results and function spaces
Let (E, d) be a metric space. For 0 < s < 1 and 1 ≤ p, q ≤ ∞, two versions of Besov spaces
consisting of functions with values in the metric space E can be defined as follows.
• Bsp,q([0, 1];E) is the space of all measurable functions f : [0, 1] → E such that
(2.1) ‖f‖Bsp,q :=
(∫ 1
0
( ∫ 1−h
0
d(f(x), f(x+ h))p
hsp
dx
) q
p dh
h
)1/q
<∞.
• bsp,q,(1)([0, 1];E) is the space of all continuous functions f : [0, 1] → E such that
(2.2) ‖f‖bsp,q,(1) :=
(∑
j≥0
2
jq(s− 1
p
)
( 2j−1∑
m=0
d
(
f
(m+ 1
2j
), f
(m
2j
))p) qp)1/q
<∞.
In the case of p = ∞ or q = ∞ we use the standard modifications of (2.1) and (2.2). The
space Bsp,q([0, 1];E) is called (E-valued) Besov space and an element f ∈ B
s
p,q([0, 1];E) is said
to be a (E-valued) Besov function.
The Besov spaces Bsp,q([0, 1];E) cover many well-known function spaces as special cases.
Namely, the space Bs∞,∞([0, 1];E) =: C
s([0, 1];E) is the space of Ho¨lder continuous functions,
the space Bsp,∞([0, 1];E) is sometimes called Nikolskii space, and B
s
p,p([0, 1];E) is referred to
as (fractional) Sobolev space. Note, that for p = q the quantity (2.1) is equivalent to( ∫ 1
0
∫ 1
0
d(f(s), f(t))p
|t− s|sp+1
ds dt
) 1
p
,
which usually serves as defining property of fractional Sobolev spaces, see [FV10, Exam-
ple 5.16] or [Sim90]. For more comprehensive introduction to these function spaces we
refer, for instance, to [Tri10] or [Pee76]. Furthermore, the space of continuous functions
f : [0, 1] → E is denoted by C([0, 1];E).
Remark 2.1. In the present work we focus on the parameters s ∈ (0, 1) and p, q ∈ [1,∞]
with s > 1/p. Under these conditions, an E-valued Besov function f ∈ Bsp,q([0, 1];E) is
immediately a continuous function. Indeed, an application of the Garcia-Rodemich-Rumsey
inequality, see e.g. [FV10, Theorem A.1], implies the existence of a constant C > 0 such that
d(f(t), f(s)) ≤ C|t− s|s−
1
p
for all s, t ∈ [0, 1] and all f ∈ Bsp,q([0, 1];E), also cf. [Sim90, Corollary 26]. However, for
a function f ∈ bsp,q,(1)([0, 1];E) the continuity is an additionally necessary assumption be-
cause the quantity ‖f‖bsp,q,(1) only sees the function f evaluated at a countable subset of the
interval [0, 1].
The main contribution of the present article is to show that the discrete characteriza-
tion (2.2) and the integral characterization (2.1) are equivalent even in the case of Besov
spaces consisting of functions taking values in a metric space. The precise statement is for-
mulated in the next theorem. It follows from Theorem 3.15 combined with a metric embedding
(Subsection 2.1), see Remark 3.16.
Theorem 2.2. Suppose that (E, d) is a metric space. Let s ∈ (0, 1) and p, q ∈ [1,∞] be such
that s > 1/p. Then, one has
Bsp,q([0, 1];E) = b
s
p,q,(1)([0, 1];E),
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and ‖ ·‖Bsp,q and ‖ ·‖bsp,q,(1) are equivalent, i.e., there exist constants C1, C2 > 0 only depending
on s, p and q such that
C1‖f‖bs
p,q,(1)
≤ ‖f‖Bsp,q ≤ C2‖f‖bsp,q,(1)
for all f ∈ C([0, 1];E).
Remark 2.3. Assuming E is a Banach space, a third characterization of Besov spaces is
based on second order differences, see (3.3) in Subsection 3.3. In this case, Theorem 3.15
provides that all three characterizations of Besov spaces (consisting of Banach space valued
functions) are equivalent. However, the characterization using second order differences seems
to have no canonical generalization to metric space valued functions.
Remark 2.4. Assuming E is the Euclidean space R, Theorem 2.2 and Theorem 3.15 are
well-known results. The equivalence stated in Theorem 2.2 goes back at least to the work of
Kamont [Kam97a], where the result was proven for (anisotropic) Besov spaces on [0, 1]d and
other versions can be found, e.g., in [Ros09] or [Bod09]. The equivalence between (2.1) and
the Besov regularity formulated using second order differences (see (3.3)) was, for instance,
considered in the paper [CKR93] by Ciesielski, Kerkyacharian and Roynette.
Instead of Besov spaces, in stochastic analysis or probability theory the space of continuous
functions of finite p-variation is more frequently used, which also possess a natural extension
to the metric setting. To introduce its definition, we call P a partition of the interval [0, 1]
if P = {[ti, ti+1] : 0 = t0 < t1 < · · · < tn = 1, n ∈ N}. Then, for p ∈ [1,∞) the p-variation
space Cp-var([0, 1];E) consists of all functions f ∈ C([0, 1];E) such that
‖f‖p-var :=
(
sup
P
∑
[s,t]∈P
d(f(s), f(t))p
) 1
p
<∞,
where the supremum is taken over all partitions P of the interval [0, 1].
The next theorem relates non-linear Besov and p-variation spaces. It is a summary of
Proposition 4.1 and 4.3 extended to metric spaces by Kuratowski’s embedding, see Subsec-
tion 2.1.
Theorem 2.5. Suppose that (E, d) is a metric space. Let s ∈ (0, 1) and p, q ∈ [1,∞) be such
that s > 1/p. Set
β :=
(
s+ ((q−1 − p−1) ∧ 0)
)−1
.
Then, one has the following continuous embeddings
Bsp,q([0, 1];E) ⊂ C
β-var([0, 1];E) ⊂ B
1/β
β,∞([0, 1];E)
and there exist constants C1, C2 > 0 only depending on s, p and q such that
‖f‖
B
1/β
p,∞
≤ C1‖f‖β-var ≤ C2‖f‖Bsp,q
for all f ∈ C([0, 1];E).
Remark 2.6. In the specific case of E being the Euclidean space R, Theorem 2.5 is again
well-known and the necessary integral estimates to prove the embeddings can already be found
in the works of Young [You36] and of Love and Young [LY38], see also e.g. [Ros09, Theorem 2]
for the second embedding.
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For general metric spaces E, the first embedding was proven for fractional Sobolev spaces
Bsp,p([0, 1];E) by Friz and Victoir in [FV06, Theorem 2] and we actually provide an even
sharper embedding in Proposition 4.1 (2) in the case q > p.
2.1. Embeddings of metric spaces into Banach spaces. It is due to, e.g., Kuratowski,
see [Kur77], that we can isometrically embed any metric space (E, d) into a subset of the
Banach space of bounded continuous functions Cb(E), just via i : x 7→ (y 7→ d(x, y)−d(x0, y))
(for some fixed anchoring point x0 ∈ E). There are several further generic isometric embed-
dings of metric spaces into Banach spaces, often spaces of functions with supremum norms,
but usually it is hard to find embeddings into spaces with particular properties, like, e.g., the
UMD property.
Additionally to Kuratowski’s embedding, we also mention Aharoni’s bi-lipschitz embed-
ding, see [Aha74], since for our purposes it is actually enough to consider Lipschitz equiva-
lence: every complete and separable metric space is Lipschitz equivalent to a closed subset of
the sequence space
c0 :=
{
(ci)i∈N : ci ∈ R, lim
i→∞
ci = 0
}
,
that is, there exists a mapping T : E → c0 such that there
K1d(x1, x2) ≤ ‖T (x1)− T (x2)‖ ≤ K2d(x1, x2),
for all x1, x2 ∈ E and for some positive constants 0 < K1 < K2.
Hence, it is enough to show Theorem 2.2 and Theorem 2.5 just for Banach spaces.
2.2. Notation. Let us briefly fixed fairly standard notation for the sake of clarity.
The natural numbers are denoted by N := {1, 2, . . . }, the natural numbers including 0 are
N0 = {0} ∪ N, C and R are the complex and real numbers, respectively, and Z stands for
the set of all integers. For x ∈ R we set ⌊x⌋ := sup{y ∈ Z : y < x}. For two real functions
a, b depending on variables x one writes a . b if there exists a constant C > 0 such that
a(x) ≤ C · b(x) for all x, and a ∼ b if a . b and b . a hold simultaneously.
Let (E, ‖ · ‖) be a Banach space. Lp(R;E) denotes the Lebesgue space of all measurable
functions f : R→ E such that
‖f‖Lp :=
(∫
R
‖f(x)‖p dx
) 1
p
<∞
and Lp((0, 1);E) denotes the space of all measurable functions f : (0, 1)→ E such that
‖f‖Lp((0,1);E) :=
(∫ 1
0
‖f(x)‖p dx
) 1
p
<∞.
The space S ′(R, E) is the space of E-valued tempered distributions, that is, the space of all
continuous and linear mappings from the R-valued Schwartz space S(R) into E. The Fourier
transform on S ′(R, E) is F and its inverse is F−1.
On a Banach spaces (X, ‖·‖), two norms ‖·‖1 and ‖·‖2 are said to be (strongly) equivalent
if there exist constants C1, C2 > such that
C1‖x‖1 ≤ ‖x‖2 ≤ C2‖x‖1, for all x ∈ X.
We write ‖ · ‖1 ∼ ‖ · ‖2 meaning ‖ · ‖1 and ‖ · ‖2 are equivalent norms on a Banach space X.
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3. Three equivalent norms on vector-valued Besov spaces
In this section we prove that the equivalence between three classical norms on Besov spaces
extend to the Besov spaces consisting of functions taking values in a Banach space. For this
purpose, we assume that (E, ‖ · ‖) is a Banach space in the entire section. We start by
introducing atomic decompositions and harmonic representations, which allows to describe
the Besov regularity of functions.
3.1. Atomic decompositions and harmonic representations. As an initial step we
present an expansion of continuous functions with Lipschitz atoms, relaxing the smoothness
assumption on the atoms considered in the work of Scharf, Schmeißer and Sickel [SSS12]. For
the reader’s convenience we use the same notation and definitions as in [SSS12]. The theory
and results are first developed for Besov spaces with domain R. The restriction to [0, 1] will
be discussed below in Subsection 3.2. First let us recall the definition of vector-valued Besov
spaces:
Definition 3.1. Let (ϕj)j∈N0 be a smooth dyadic resolution of unity. Let 1 ≤ p, q ≤ ∞ and
s ∈ R. For f ∈ S ′(R;E) we define
‖f‖Bsp,q :=
( ∞∑
j=0
2jsq‖F−1(ϕjF(f))‖
q
Lp
) 1
q
and
B
s
p,q(R;E) :=
{
f ∈ S ′(R;E) : ‖f‖Bsp,q <∞
}
.
The space Bsp,q(R;E) is called (E-valued) Besov space.
Note that the Besov spaces with 0 < p, q < 1 can be defined in the same manner as above,
see [Sch10, Definition 2.1]. For more information about vector-valued tempered distributions
and smooth dyadic resolution of unity we refer again to the paper [Sch10].
If 0 < s < 1, we can characterize vector-valued Besov spaces in terms of first order differ-
ence, which can be viewed as the normed space version of (2.1):
Definition 3.2. Let 1 ≤ p, q ≤ ∞ and s ∈ (0, 1). Then f ∈ Bsp,q(R;E) if f ∈ L
p(R;E) and
(3.1) ‖f |Bsp,q(R;E)‖ := ‖f‖Lp +
(∫
R
(∫
R
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
)1/q
<∞.
It is a well-known result that for s ∈ (0, 1), one has Bsp,q(R;E) = B
s
p,q(R;E) so that
‖ · |Bsp,q(R;E)‖ and ‖ · ‖Bsp,q are equivalent norms, see e.g. [Ama97]. Therefore, from now on
we will not distinguish between Bsp,q(R;E) and B
s
p,q(R;E), and will always use (3.1) as the
Besov norm.
Remark 3.3. If we additionally have 1/p < s < 1, then the Besov space Bsp,q(R;E) can
be embedded into the Ho¨lder space Cs−1/p(R;E) = B
s−1/p
∞,∞ (R;E) by the Garcia-Rodemich-
Rumsey inequality as already discussed in Remark 2.1. In particular, every f ∈ Bsp,q(R;E)
is a continuous function. For more details about embedding results for vector valued Besov
spaces we refer to [Sim90].
A natural way to describe the regularity of functions is based on the concept of atoms. To
recall this concept, denote by Qν,m := {x ∈ R : |x − 2
−νm| ≤ 2−ν−1} the interval with the
center at 2−νm and side length 2−ν for m ∈ Z and ν ∈ N0.
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Definition 3.4. Let K ∈ N0 and d > 1.
(i) A K-times differentiable (in the case K = 0 continuous) function a : R→ E is called
(E-valued) 1-atom (more exactly 1K-atom) if
supp a ⊂ d ·Q0,m for an m ∈ Z,
sup
x
‖Dαa(x)‖ ≤ 1 for all α ≤ K and for all x ∈ R.
(ii) Let s ∈ R, 0 < p ≤ ∞ and L + 1 ∈ N0. A K-times differentiable (in the case
K = 0 continuous) function a : R → E is called (E-valued) (s, p)-atom (more exactly
(s, p)K,L-atom) if there exists a ν ∈ N0 such that
supp a ⊂ d ·Qν,m for an m ∈ Z,
sup
x
‖Dαa(x)‖ ≤ 2−ν(s−
1
p
)+αν for all |α| ≤ K,∫
R
xβa(x) dx = 0 for all β ≤ L.
In particular, aν,meν,m is a vector-valued (s, p)K,L-atom if aν,m is a scalar (i.e. C-valued)
(s, p)K,L-atom and eν,m ∈ UE := {x ∈ E : ‖x‖ = 1}.
Furthermore, we introduce the sequence space bp,q:
Definition 3.5. Let 0 < p ≤ ∞, 0 < q ≤ ∞ and let λ denote a real-valued sequence of the
form
λ := {λν,m ∈ R : ν ∈ N0,m ∈ Z} .
The sequence space bp,q is defined as
bp,q :=

λ : ‖λ |bp,q‖ :=

 ∞∑
ν=0
(∑
m∈Z
|λν,m|
p
) q
p


1
q
<∞

 ,
appropriately modified in the cases p =∞ or q =∞.
As already mentioned in Subsection 2.1, for a Banach space E, the Besov spaces Bsp,q(R;E)
can be characterized via atomic representations and, as a consequence, Bsp,q(R;E) is isomor-
phic to suitable sequence spaces.
Proposition 3.6. Let 1 ≤ p, q ≤ ∞, s > 0 and K ∈ N0 with K ≥ 1+⌊s⌋. Then f ∈ S
′(R;E)
belongs to Bsp,q(R;E) if and only if it can be represented by
f =
∑
ν∈N0
∑
m∈Z
λν,maν,m(x),
where aν,m are E-valued 1K-atoms (for ν = 0) or E-valued (s, p)K,−1-atoms (for ν ∈ N) and
λ ∈ bp,q, and the convergence being in L
p(R;E). Furthermore, we have
‖f |Bsp,q(R;E)‖ ∼ inf ‖λ|bp,q‖
in the sense of equivalence of norms, where the infimum on the right-hand side is taken over
all admissible atomic representations for f .
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The above Proposition 3.6 can be found in [SSS12, Theorem 3.7]. We refer the interested
reader to [Sch10] and [SSS12] for a very detailed proof of the theorem.
It is also possible to obtain a non-smooth atomic representation of Besov spaces Bsp,q(R;E),
which allows us to relax the assumptions about the smoothness of the atoms aν,m as required
in Definition 3.4. This turns out to be very useful for our purposes. In particular, we will use
the Lipschitz atoms which are defined as follows:
Definition 3.7. We say that a function a : R → E is a (E-valued) Lipschitz atom (in short
Lip-atom) if there is a d > 1 such that
supp a ⊂ d ·Qν,m for some ν ∈ N0 and for some m ∈ Z,
sup
x
‖a(x)‖ ≤ 2
−ν(s− 1
p
)
,
‖a(x)|Lip‖ ≤ 2−ν(s−
1
p
)+ν ,
where ‖a(x)|Lip‖ := supx 6=y
‖a(x)−a(y)‖
|x−y| is the Lipschitz constant of a(x).
As for the smooth case, aν,m(·)eν,m is a E-valued Lip-atom if aν,m is a scalar Lip-atom and
eν,m ∈ E satisfies that ‖eν,m‖ ≤ 1.
In turns out that the atomic decomposition provided in Proposition 3.6 extends to its
counterpart in terms of Lip-atoms:
Proposition 3.8. Let 1 ≤ p, q ≤ ∞ and 0 < s < 1. Then f ∈ S ′(R;E) belongs to Bsp,q(R;E)
if and only if it can be represented as
f =
∞∑
j=0
∑
m∈Z
λj,maj,m,
where aj,m are Lip-atoms, λ ∈ bp,q, and the convergence being in L
p(R;E). Furthermore, we
have
‖f |Bsp,q(R;E)‖ ∼ inf ‖λ|bp,q‖
in the sense of equivalence of norms, where the infimum on the right-hand side is taken over
all admissible representations for f .
Proof. In view of Proposition 3.6, we have a smooth atomic representation for E-valued Besov
functions, and thus we can utilize the proof of [SV13, Theorem 2.6] (originally preformed for
the scalar case) in combination with the observation that E-valued smooth (s, p)K -atoms
(K ≥ 1) are E-valued Lip-atoms. 
Remark 3.9. In fact, it is possible to obtain Proposition 3.8 for a more general vector-valued
(σ, p)-atomic representation of Besov functions, where the (σ, p)-atoms for any s < σ ≤ 1 are
defined in the sense of Definition 2.3 in [SV13] (but with multiplying the weight 2−ν(s−1/p)).
The proof follows by the same arguments as given in the proof of [SV13, Theorem 2.6], noticing
that any E-valued smooth (s, p)K-atoms (K ≥ 1) are E-valued (σ, p)-atoms with s < σ ≤ 1.
3.2. Besov spaces on intervals. The representation from Proposition 3.8 of Besov function
in term of Lip-atoms can be transferred to Besov functions considered on the interval [0, 1],
as discussed below.
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Let 0 < s < 1 and 1 ≤ p, q ≤ 1. For the interval [0, 1], the Besov space Bsp,q([0, 1];E) is
defined as
Bsp,q((0, 1);E) :=
{
f ∈ S ′((0, 1);E) : ∃g ∈ Bsp,q(R;E), g|(0,1) = f
}
,
and
‖f‖Bsp,q((0,1)) := inf ‖g|B
s
p,q(R;E)‖,
where the infimum is taken over all g ∈ Bsp,q(R;E) such that g|(0,1) = f . One important
result in Besov space theory on (bounded) interval is that there exist a continuous trace and
extension operator
re : Bsp,q(R;E)→ B
s
p,q((0, 1);E)
and
ext : Bsp,q((0, 1);E) → B
s
p,q(R;E)
such that re ◦ ext = id, where id is the identity on Bsp,q((0, 1);E). While this extension
theorem is usually formulated for scalar valued Besov functions, its proof naturally carries
over to the vector-valued case, see e.g. [Ryc99, Theorem 2.2]. Since it holds also for any
s ∈ R, 0 < p, q ≤ ∞ and any Lipschitz domain Ω ⊂ Rn for n ≥ 1, we derive that
‖f‖Bsp,q(0,1) ∼ ‖f‖Lp((0,1);E) +
(∫ 1
0
(∫ 1−h
0
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
)1/q
.
Note that the concepts atomic (wavelet or spline) expansions also carry over by restriction,
that is, one only takes into account the atoms whose support has a overlap with (0, 1). In
particular, every function f ∈ Bsp,q((0, 1);E) with 0 < s < 1 and p, q ∈ [1,∞] admits a
Lip-atomic representation
(3.2) f(t) =
∞∑
j=0
2j∑
m=0
λj,maj,m(t)
where aj,m are Lip-atoms according to Definition 3.7 and λ = (λj,m)j≥0,m=0,...,2j satisfies
that ‖λ|bp,q‖ < ∞. Finally, if additionally s > 1/p, then f ∈ B
s
p,q((0, 1);E) is a continuous
function and therefore f(0) and f(1) are well-defined. In this case we will use the notation
Bsp,q([0, 1];E) for the E-valued Besov spaces on (0, 1).
3.3. Three equivalent norms. In this subsection we simplify the notation and write ‖·‖Bsp,q
for the Besov norms on Bsp,q([0, 1];E) instead of ‖ · ‖Bsp,q((0,1)). Moreover, from now on, we
will always assume that 0 < s < 1, 1 ≤ p, q ≤ ∞ and s > 1/p.
Let us recall that the following definitions of Besov spaces:
• Bsp,q([0, 1];E) is the space of all continuous functions f : [0, 1] → E such that
‖f‖Bsp,q := ‖f(0)‖+
(∫ 1
0
(∫ 1−h
0
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
) 1
q
<∞.
• bsp,q,(1)([0, 1];E) is the space of all continuous functions f : [0, 1] → E such that
‖f‖bsp,q ,(1) := ‖f(0)‖+
(∑
j≥0
2jq(s−
1
p
)
( 2j−1∑
m=0
∥∥∥f(m
2j
)
− f
(m+ 1
2j
)∥∥∥p) qp)
1
q
<∞.
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• bsp,q,(2)([0, 1];E) is the space of all continuous functions f : [0, 1] → E such that
‖f‖bsp,q,(2) := ‖f(0)‖ + ‖f(1)− f(0)‖
+
(∑
j≥1
2jq(s−
1
p
)
( 2j−1−1∑
m=0
∥∥∥f( m
2j−1
)
− 2f
(2m+ 1
2j
)
+ f
(m+ 1
2j−1
)∥∥∥p) qp)
1
q
<∞.
(3.3)
For p = ∞ or q = ∞ the standard modifications are applied in all the three definitions.
Note that all three norms define Banach space topologies on the set of functions where the
respective norms are finite.
If p = q, then use the short-writing bsp,(1) and b
s
p,(2) for b
s
p,p,(1) and b
s
p,p,(2), respectively.
Remark 3.10. Besov spaces are classically, i.e., in the setting of real valued functions, char-
acterized by three overlapping but different expansion methods: atomic decompositions (see,
e.g., [SSS12] and the references therein), wavelet expansions (see, e.g., [Tri04]), and by expan-
sions with respect to piecewise harmonic functions (or, more generally, with respect to splines,
see, e.g., [Kam97a]). All methods have their advantages and it is non-trivial to translate re-
sults into each other. In [SSS12] it has been shown that for generic Banach spaces E results
for atomic decompositions also hold true (with E-valued atoms) such as in the real valued
case, in particular no UMD property of E is needed. Translating results on expansion coef-
ficients into results on transformed coefficients, for instance translating results which depend
on second order differences into results on first order differences, has been directly performed
in real-valued case in [Kam97a].
In the following, we will verify that the three different definitions of Besov spaces indeed
lead to the same function space. That is, we will show that for any Banach space E, the
above three norms are equivalent on Bsp,q([0, 1];E). In particular, we will extend the result of
Theorem 1 in [Ros09] from the scalar case to the vector valued case. Our proof scheme goes
as follows: First we will prove the equivalence of these three norms for Sobolev spaces (which
corresponds to the case p = q) in the next proposition, then by an interpolation argument we
generalizes the equivalence to all Besov spaces, i.e. allowing for p 6= q).
Proposition 3.11. Let E be a Banach space, s ∈ (0, 1) and p ∈ [1,∞] such that s > 1/p.
Then, the three above Besov norms are equivalent, i.e.,
‖f‖Bsp,p ∼ ‖f‖bsp,p,(1) ∼ ‖f‖bsp,p,(2), f ∈ B
s
p,p([0, 1];E),
and, in particular, the three Banach spaces are isomorphic:
Bsp,p([0, 1];E) = b
s
p,(1)([0, 1];E) = b
s
p,(2)([0, 1];E).
Proof. The proof is done in three steps.
Step 1: The first observation is that Rosenbaum’s elementary proof for
bsp,q,(1)([0, 1];E) = b
s
p,q,(2)([0, 1];E)
generalizes line by line to the vector valued case and even for general p and q. For detailed
arguments we refer to the proof of Theorem 1 on page 58–59 in [Ros09]. Hence, it is sufficient
to show
Bsp,p([0, 1];E) = b
s
p,(2)([0, 1];E),
which will be done in the next two steps.
CHARACTERIZATION OF NON-LINEAR BESOV SPACES 11
Step 2: We know by Proposition 3.8 that vector valued Besov spaces on R allow for Lip-
atomic characterizations of their norms, which by restriction to [0, 1] holds also on the unit
interval, see Subsection 3.2.
Now, we define for j ∈ N0 that Vj := {
k
2j
: k = 0, . . . , 2j}. For every ξ ∈ Vj \ Vj−1 (j ≥ 1)
such that ξ = 2m+1
2j
for some m = 0, 1, . . . , 2j−1 − 1, we define a function ψjξ(t) as follows:
ψjξ(t) :=


2j(t− m
2j−1
), if m
2j−1
≤ t < ξ,
2j(m+1
2j−1
− t), if ξ ≤ t < m+1
2j−1
,
0, otherwise.
Then one can verify that 2−j(s−1/p)ψjξ(t), j ≥ 1, ξ ∈ Vj \ Vj−1 are real-valued Lip-atoms
according to Definition 3.7. Furthermore, for j = 0 we define
ψ00(t) := 1 and ψ
0
1(t) := t
for t ∈ [0, 1]. Clearly, they are also real-valued Lip-atoms.
Next, fix an f ∈ bsp,(2)([0, 1];E). For j ≥ 1 and ξ =
2m+1
2j
∈ Vj \ Vj−1 we define
λj,ξ := 2
j(s− 1
p
)
(
− f(
m+ 1
2j−1
) + 2f(ξ)− f(
m
2j−1
)
)
,
and λ0,0 := f(0), λ0,1 := f(1)− f(0). Using the convention that
0
0 = 0, we can immediately
see that
aj,ξ(t) :=
2−j(s−
1
p
)ψjξ(t)λj,ξ
‖λj,ξ‖
for j ≥ 1, ξ ∈ Vj \ Vj−1 and a0,0(t) =
ψ00(t)λ0,0
‖λ0,0‖
, a0,1(t) =
ψ01(t)λ0,1
‖λ0,1‖
define a family of E-valued
Lip-atoms in the sense of Definition 3.7. Since f is continuous, f(t) can be represented as:
(3.4) f(t) = ‖λ0,0‖a0,0(t) + ‖λ0,1‖a0,1(t) +
∞∑
j=1
∑
ξ∈Vj\Vj−1
‖λj,ξ‖aj,ξ(t),
which in fact corresponds to the linear interpolation of f on dyadic points inside the inter-
val [0, 1] and therefore the convergence happens in L∞([0, 1];E) (and hence in Lp([0, 1];E)
for all 1 ≤ p ≤ ∞). Moreover, it is straightforward to check that with λ = (‖λj,ξ‖),
‖λ|bp,p‖ = ‖f‖bs
p,(2)
<∞.
Hence, by Proposition 3.8 we can conclude that f ∈ Bsp,p([0, 1];E) and, as the formula (3.4)
gives a special Lip-atomic representation of f , it holds that
(3.5) ‖f‖Bsp,p ∼ inf ‖λ˜|bp,p‖ ≤ ‖λ|bp,p‖ = ‖f‖bsp,(2) ,
where the infimum is taken over all admissible Lip-atomic representations of
f =
∞∑
j=0
2j∑
m=0
λ˜j,ma˜j,m
given as in the formula (3.2).
Step 3: In this step we will establish the converse of the inequality (3.5), that is, we want to
show that if f belongs to Bsp,p([0, 1];E), then f ∈ b
s
p,(2)([0, 1];E) and
(3.6) ‖f‖bs
p,(2)
. ‖f‖Bsp,p ,
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where the proportional constant is independent of f . Towards this end, we can assume
1 < p < ∞ and follow similar arguments as in the proof of Theorem 5.1 in the work of
Kabanava [Kab12]. For sake of brevity we will only state here the essential steps.
First, given a f ∈ Bsp,p([0, 1];E), by Proposition 3.8 we can find a Lip-atomic representation
of f :
f =
∞∑
j=0
2j∑
m=0
λj,maj,m
whose (real) coefficients λ = (λj,m)j≥0,m=0,...,2j satisfy
‖λ|bp,p‖ ≤ C‖f‖Bsp,p .
for a fixed constant C. The idea is to expand the E-valued atoms aj,m with respect to the
Faber-Schauder basis ψjξ(t) defined as in the Step 2. More precisely, we denote by cξ(f) the
coefficient of the (L1-normalized) basis element ψjξ centered at a dyadic ξ ∈ Vj+1 \ Vj for
j ≥ 0, i.e. c0(f) = f(0), c1(f) = f(1)− f(0),
c(2m+1)/2j+1(f) =
(
− f
(m
2j
)
+ 2f
(2m+ 1
2j+1
)
− f
(m+ 1
2j
))
for m = 0, . . . , 2j and j ≥ 0. Then since s > 1/p one can follow the proof on page 196–197 in
[Kab12] to obtain that
cξ(f) :=
∞∑
j=0
2j∑
m=0
λj,mcξ(aj,m)
is well-defined due to uniform (and unconditional) convergence of
∑∞
j=0
∑2j−1
m=0 λj,maj,m to f .
Furthermore, from the support and Lipschitz properties of Lip-atoms aj,m one can check that
for every i ∈ N and every ξ ∈ Vi \ Vi−1,
(3.7) ‖cξ(aj,m)‖ ≤ 2× 2
−j(s− 1
p
)
for all j > i, m = 0, . . . , 2j ,
(3.8) ‖cξ(aj,m)‖ ≤ 2
−i2
−j(s+1− 1
p
)
for all j ≤ i, m = 0, . . . , 2j ; and
(3.9) the number of atoms aj,m s.t. cξ(aj,m) 6= 0 is finite and independent of j and ξ.
Then, following [Kab12] on page 197, we split
cξ(f) =
( i∑
j=0
+
∞∑
j=i+1
)
(
2j∑
m=0
λj,mcξ(aj,m)) =: xξ(f) + yξ(f).
We estimate first
Xi,p,s(f) := 2
i(s− 1
p
)
( ∑
ξ∈Vi\Vi−1
‖xξ(f)‖
p
) 1
p
.
Due to the localization properties of the atoms aj,m, we obtain that
#{ξ ∈ Vi \ Vi−1 | cξ(aj,m) 6= 0} ≤ c2
−(j−i)
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for i ≥ 1, i ≥ j ≥ 0, where the constant c is independent of j, i and ξ. Then by estimating
‖xξ(f)‖ ≤
i∑
j=0
‖
2j−1∑
m=0
λj,mcξ(aj,m)‖
we are led to the scalar case as in the proof of Theorem 5.1 in [Kab12]. Consequently, by
exploiting (3.8) and (3.9), we can obtain that(∑
i≥1
Xpi,p,s(f)
) 1
p
≤ c‖λ|bp,p‖ .
Analogously we define
Yi,p,s(f) := 2
i(s− 1
p
)
( ∑
ξ∈Vi\Vi−1
‖yξ(f)‖
p
) 1
p
.
This time we can use (3.7) and (3.9) to obtain that(∑
i≥1
Y pi,p,s(f)
) 1
p
≤ c‖λ|bp,p‖ .
Therefore, by unconditional convergence of the respective series, we have
‖f‖bs
p,(2)
=
( ∞∑
i=0
2
i(s− 1
p
)p
∑
ξ∈Vi\Vi−1
‖cξ(f)‖
p
) 1
p
≤
(∑
i≥1
Xpi,p,s(f)
) 1
p
+
(∑
i≥1
Y pi,p,s(f)
) 1
p
. ‖λ|bp,p‖ . ‖f‖Bsp,p ,
which gives the inequality (3.6). Now a slight modification of the above proof leads to the
corresponding result for the case p =∞ and completes the proof. 
Now we turn to the general Besov spaces Bsp,q([0, 1];E). If E = R, then for fixed s and p,
we can identify the Besov space Bsp,q([0, 1];R) with the real interpolation space
(Bs0p,p([0, 1];R), B
s1
p,p([0, 1];R))θ,q
for any q ∈ [1,∞], as long as s0 6= s1 fulfills that s = (1 − θ)s0 + θs1 for some θ ∈ (0, 1).
We refer the reader to [Tri10, Section 2.4.2] for more details about the real interpolation
method applied to scalar valued Besov spaces. As pointed out in [Ama00, Section 3], the
same properties hold also for vector valued Besov spaces, namely
(Bs0p,p([0, 1];E), B
s1
p,p([0, 1];E))θ,q = B
s
p,q([0, 1];E)
for all q ∈ [1,∞] and s0 6= s1 as above. This observation will allow us to derive the equivalences
of the above three norms on all Besov spaces Bsp,q([0, 1];E) from the corresponding results
obtained in Proposition 3.11 for Sobolev spaces. However, for this purpose we also need the
following notions of sequence spaces:
Definition 3.12. Let X be a Banach space, σ ∈ R and p ∈ (0,∞]. The Banach space lσp (X)
is defined via
lσp (X) :=
{
ξ = (ξj)j≥0 : ξj ∈ X for all j ≥ 0, ‖ξ‖lσp (X) :=
( ∞∑
j=0
(2σj‖ξj‖)
p
) 1
p
<∞
}
.
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Note that the scalar counterpart of lσp was introduced by Triebel in [Tri73]. For the later
use we need the following lemma:
Lemma 3.13. Let σ0, σ1 be two real numbers with σ0 6= σ1, p, q ∈ [1,∞] and X be a Banach
space. Then, it holds that for all θ ∈ (0, 1) that
(lσ0p (X), l
σ1
p (X))θ,q ⊂ l
σ
q (X)
with σ = (1 − θ)σ0 + θσ1, where (l
σ0
p (X), l
σ1
p (X))θ,q denotes the real interpolation space of
lσ0p (X) and l
σ1
p (X) with respect to (θ, q), and the inclusion “⊂” means that there exists a
constant C > 0 such that
‖ξ‖lσq (X) ≤ C‖ξ‖(lσ0p (X),l
σ1
p (X))θ,q
for all ξ ∈ (lσ0p (X), l
σ1
p (X))θ,q.
Proof. The proof is inspired by Step 1 of the proof of [Tri73, Lemma 8.2.1], where the scalar
case X = R was considered. For the sake of notational simplicity we write ‖ · ‖θ,q instead of
‖ · ‖(lσ0p (X),l
σ1
p (X))θ,q
. We will always denote by K(t; ξ) := K(t; ξ, lσ0p (X), l
σ1
p (X)) the Peetre’s
K-functional such that
‖ξ‖θ,q =
(∫ ∞
0
t−θqKq(t; ξ)
dt
t
) 1
q
for ξ ∈ (lσ0p (X), l
σ1
p (X))θ,q. Fix a ξ = (ξj)j≥0 in (l
σ0
p (X), l
σ1
p (X))θ,q. Then we have for
1 ≤ p, q <∞ that
Kp(t; ξ) = inf
ξ=ξ0+ξ1;ξi∈l
σi
p (X),i=0,1
{‖ξ0‖lσ0p + t‖ξ
1‖lσ1p }
p
∼ inf
ξ=ξ0+ξ1;ξi∈l
σi
p (X),i=0,1
{‖ξ0‖p
l
σ0
p
+ tp‖ξ1‖p
l
σ1
p
}
= inf
ξ=ξ0+ξ1;ξi∈l
σi
p (X),i=0,1
{ ∞∑
j=0
2σ0jp‖ξ0j ‖
p + tp
∞∑
j=0
2σ1jp‖ξ1j ‖
p
}
≥ inf
ξ=ξ0+ξ1;ξi∈l
σi
p (X),i=0,1
{ ∞∑
j=0
min(2σ0jp, 2σ1jp)
(
‖ξ0j ‖
p + ‖ξ1j ‖
p
)}
≥ C
∞∑
j=0
min(2σ0jp, 2σ1jp)‖ξj‖
p
for some constant C only depends on p. Because σ0 6= σ1, we may assume that σ0 > σ1 and
divide the interval (0,∞) into parts [2(k−1)(σ0−σ1), 2k(σ0−σ1)), k ∈ Z. As a consequence we
have the following estimates:
‖ξ‖qθ,q =
∫ ∞
0
t−θqKq(t; ξ)
dt
t
≥
∫ ∞
1
t−θqKq(t; ξ)
dt
t
≥
∞∑
k=1
2−θqk(σ0−σ1)Kq(2(k−1)(σ0−σ1); ξ)2−k(σ0−σ1)(2k(σ0−σ1) − 2(k−1)(σ0−σ1))
≥ C
∞∑
k=0
2−θqk(σ0−σ1)
( ∞∑
j=0
min(2σ0jp, 2σ1jp+k(σ0−σ1)p)‖ξj‖
p
) q
p
CHARACTERIZATION OF NON-LINEAR BESOV SPACES 15
≥ C
∞∑
k=0
2qkσ‖ξk‖
q = C‖ξ‖qlσq
,
where we only consider the term with j = k in the last inequality. A slight modification gives
the desired embedding result also for the cases p =∞ and/or q =∞. 
Remark 3.14. If 1 < p, q < ∞ and X is a reflexive Banach space, the weighted sequence
spaces lσ0p (X) and l
σ1
p (X) are reflexive Banach spaces and therefore one can show that
(lσq (X))
′ = l−σq′ (X
′)
with X ′ being the dual space of X and 1q +
1
q′ = 1. Then, following the same lines as in the
Step 3 of the proof for [Tri73, Lemma 8.2.1], we can use Lemma 3.13 to get that
lσq (X) =
(
l−σq′ (X
′)
)′
⊂
(
(l−σ0p′ (X
′), l−σ1p′ (X
′))θ,q′
)′
= (lσ0p (X), l
σ1
p (X))θ,q,
and thus we even have lσq (X) = (l
σ0
p (X), l
σ1
p (X))θ,q in this case. However, remember that
in this paper we are mainly working on the Banach spaces, as e.g. E = c0, which are not
reflexive, the spaces Lp(D,µ;E) fail to be reflexive as well for any σ-finite measure space
(D,µ); as a result, for X := Lp(D,µ;E) which will be used in the next theorem, we may not
have the equality lσq (X) = (l
σ0
p (X), l
σ1
p (X))θ,q . Fortunately only the embedding result proved
in Lemma 3.13 will be needed for establishing our next theorem.
Finally, we are able to show the equivalence of the three norms on general Besov spaces
Bsp,q([0, 1];E) for 1/p < s < 1 and p, q ∈ [1,∞].
Theorem 3.15. Let E be a Banach space. Let s ∈ (0, 1) and p, q ∈ [1,∞] such that 1/p <
s < 1. Then, the three Besov norms ‖ · ‖Bsp,q , ‖ · ‖bsp,q,(1) and ‖ · ‖bsp,q,(2) are equivalent, i.e.,
‖f‖Bsp,q ∼ ‖f‖bsp,q ,(1) ∼ ‖f‖bsp,q ,(2), f ∈ B
s
p,q([0, 1];E),
and, in particular, the three Banach spaces are isomorphic:
Bsp,q([0, 1];E) = b
s
p,q,(1)([0, 1];E) = b
s
p,q,(2)([0, 1];E).
Proof. Thanks to Proposition 3.11, we may implicitly assume that p 6= q. Moreover, noting
that Step 1 and Step 2 in the proof of Proposition 3.11 remains valid for p 6= q, we only need
to show that if f ∈ Bsp,q([0, 1];E), then f ∈ b
s
p,q,(1)([0, 1];E) and there exists a constant C
independent of f such that
(3.10) ‖f‖bs
p,q,(1)
≤ C‖f‖Bsp,q .
Now let us fix s ∈ (0, 1) and p ∈ (1,∞] such that s > 1/p; and we pick 1 > s0 > s1 > 1/p
such that s = (1− θ)s0 + θs1 for some θ ∈ (0, 1). Given a f ∈ B
s
p,q([0, 1];E), one has
f ∈ (Bs0p,p([0, 1];E), B
s1
p,p([0, 1];E))θ,q = B
s
p,q([0, 1];E)
due to the real interpolation argument for vector valued Besov spaces. By Proposition 3.11
we can deduce further that
(3.11) f ∈ (bs0p,(1)([0, 1];E), b
s1
p,(1)([0, 1];E))θ,q .
Furthermore, let D be the collection of all dyadic numbers in [0, 1] and µ be the counting
measure on D such that µ({a}) = 1 for all a ∈ D. It is fairly easy to see that for any E-valued
continuous function g defined on [0, 1] and for any 1 > r > 1p , 1 ≤ p, q ≤ ∞, the statement
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that g ∈ brp,q,(1)([0, 1];E) is equivalent to the condition that ξ(g) = (ξ(g)j)j≥0 belongs to
lτq (X), where X = L
p(D,µ;E), τ = r − 1p and for each j ≥ 1, ξ(g)j is a E-valued mapping
defined on D such that for a ∈ D,
ξ(g)j(a) :=
{
g(m
2j
)− g(m+1
2j
), if a = m
2j
for m = 0, . . . , 2j − 1,
0, otherwise,
and for j = 0,
ξ(g)0(a) :=


g(0), for a = 0,
g(1) − g(0), for a = 1,
0, otherwise.
Moreover, it holds that ‖g‖brp,q ,(1) = ‖ξ(g)‖lτq (X). Using this identification, one can verify the
following estimates for two Peetre’s K-functionals which we are interested in:
K(t; f, bs0p,(1), b
s1
p,(1)) = inf
f=f0+f1,fi∈b
si
p,p,(1)
,i=0,1
{‖f0‖bs0
p,(1)
+ t‖f1‖bs1
p,(1)
}
= inf
f=f0+f1,fi∈b
si
p,p,(1)
,i=0,1
{‖ξ(f0)‖lσ0p (X) + t‖ξ(f1)‖l
σ1
p (X)
}
≥ inf
ξ=ξ0+ξ1;ξi∈l
σi
p (X),i=0,1
{‖ξ0‖lσ0p (X) + t‖ξ
1‖lσ1p (X)}
= K(t; ξ(f), lσ0p (X), l
σ1
p (X))
for σ0 := s0 − 1/p and σ1 := s1 − 1/p, because every decomposition f = f0 + f1 with
f0 ∈ b
s0
p,p,(1)([0, 1];E) and f1 ∈ b
s1
p,p,(1)([0, 1];E) corresponds to a decomposition of ξ(f) =
ξ(f0) + ξ(f1) with ξ(f0) ∈ l
σ0
p (X) and ξ(f1) ∈ l
σ1
p (X) due to the above construction of ξ(f).
Hence, the condition (3.11) ensures that
∞ > ‖f‖(Bs0p,p([0,1];E),B
s1
p,p([0,1];E))θ,q
∼
(∫ ∞
0
t−θqKq(t; f, bs0p,(1), b
s1
p,(1))
dt
t
) 1
q
≥
(∫ ∞
0
t−θqKq(t; ξ(f), lσ0p (X), l
σ1
p (X))
dt
t
) 1
q
= ‖ξ(f)‖θ,q.
Now, invoking Lemma 3.13 and the fact that
Bsp,q([0, 1];E) = (B
s0
p,p([0, 1];E), B
s1
p,p([0, 1];E))θ,q ,
we have
∞ > C‖f‖Bsp,q ≥ C‖ξ(f)‖θ,q ≥ ‖ξ(f)‖lσq (X) = ‖f‖bsp,q ,(1),
where σ = (1− θ)σ0+ θσ1 = s− 1/p and the constant C > 0 only depends on s0, s1, p and q.
Clearly this shows that f ∈ bsp,q,(1)([0, 1];E) and the estimate (3.10) holds true. 
Remark 3.16. By using a Lipschitz embedding of the metric space (E, d) into a Banach
space, see Subsection 2.1, Theorem 2.2 follows immediately from Theorem 3.15 above.
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4. Embedding results between Besov and p-variation spaces
This section is devoted to provide embedding results between Besov and p-variation spaces.
For this purpose we start by introducing the corresponding norms restricted to subintervals.
Let (E, ‖ · ‖) be a Banach space, s ∈ (0, 1) and p, q ∈ [1,∞). We call P a partition of an
interval [s, t] ⊂ [0, 1] if P = {[ti, ti+1] : s = t0 < t1 < · · · < tn = t, n ∈ N}. The restricted
semi-norms are defined as follows:
• For f ∈ Bsp,q([0, 1];E) we set
‖f‖Bsp,q;[s,t] :=
(∫ t−s
0
(∫ t−h
s
‖f(u+ h)− f(u)‖p
hsp
du
) q
p dh
h
) 1
q
.
• For f ∈ Cp-var([0, 1];E) we set
‖f‖p-var;[s,t] :=
(
sup
P⊂[s,t]
∑
[u,v]∈P
‖f(v)− f(u)‖p
) 1
p
,
where the supremum is taken over all partitions P of the interval [s, t].
For a continuous function f : [0, 1] → E the property of finite p-variation is equivalent to the
existence of a control function ω : {(s, t) : 0 ≤ s ≤ t ≤ T} → [0,∞) such that
‖f(t)− f(s)‖p ≤ ω(s, t), s, t ∈ [0, 1] with s < t,
see for example [LCL07, Section 1.2]. Let us recall that a (continuous) function ω : {(s, t) :
0 ≤ s ≤ t ≤ T} → [0,∞) is called control function if ω(s, s) = 0 for s ∈ [0, T ] and ω is
super-additive, i.e. ω(s, t) + ω(t, u) ≤ ω(s, u) for s ≤ t ≤ u in [0, T ].
The next proposition presents the embedding of Besov spaces into p-variation spaces. It
can be seen as a generalization of [FV06, Theorem 2].
Proposition 4.1. Suppose that (E, ‖ · ‖) is a Banach space. Let s ∈ (0, 1) and p, q ∈ [1,∞)
be such that s > 1/p. Set
α := s−
1
p
, β :=
(
s+ ((q−1 − p−1) ∧ 0)
)−1
and γ :=
1
s
− ǫ,
for ǫ ∈ (0, s − 1/p).
(1) If q ≥ p, then the β-variation of a function f ∈ Bsp,q([0, 1];E) is controlled by a
constant multiple of the control function
ω(s, t) := ‖f‖βBsp,q ;[s,t]
(t− s)αβ
and thus Bsp,q([0, 1];E) ⊂ C
β-var([0, 1];E).
(2) If q ≥ p, then the γ-variation of a function f ∈ Bsp,q([0, 1];E) is controlled by a
constant multiple of the control function
ω(s, t) := ‖f‖γ
Bγp,p;[s,t]
(t− s)αγ
and thus Bsp,q([0, 1];E) ⊂ C
γ([0, 1];E).
(3) If q ≤ p, then the β-variation of a function f ∈ Bsp,q([0, 1];E) is controlled by a
constant multiple of the control function
ω(s, t) := ‖f‖βBsp,p;[s,t]
(t− s)αβ,
and thus Bsp,q([0, 1];E) ⊂ C
β-var([0, 1];E).
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In both case, for f ∈ Bsp,q([0, 1];E) one has
‖f‖β-var . ‖f‖Bsp,q .
Remark 4.2. While the embedding result stated in (1) is sharper than the one in (2) in the
case p = q, the converse might be true in general depending on the choice of ǫ.
Proof. Since s > 1/p and p ∈ (1,∞), classical Besov embedding, see e.g. [Sim90, Corollary 26],
leads to
‖f(t)− f(s)‖ ≤ sup
|t−s|≥h>0
(
‖f(s+ h)− f(s)‖
h
s− 1
p
)
|t− s|
s− 1
p . ‖f‖Bsp,q ;[s,t]|t− s|
s− 1
p ,
for every f ∈ Bsp,q([0, 1];E), that is B
s
p,q([0, 1];E) ⊂ B
s−1/p
∞,∞ ([0, 1];E) = Cα([0, 1];E).
(1) To see the finite β-variation of f in the case q ≥ p, we observe that the control function
ω can be written as
ω(s, t) = ω˜(s, t)
β
q |t− s|αβ with ω˜(s, t) := ‖f‖qBsp,q ;[s,t]
.
Because ωˆ(s, t) := |t− s| is a control function and β/q +αβ = 1, it is sufficient to verify that
ω˜ is also a control function by [FV10, Exercise 1.9]. Thanks to the integral definition the
continuity of ω˜ is obvious and for the super-additivity we use q ≥ p to get
ω˜(s, t) + ω˜(t, u) =
∫ t−s
0
(∫ t−h
s
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
+
∫ u−t
0
(∫ u−h
t
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
≤
∫ u−s
0
(∫ t
s
1[s,t](x+ h)
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p
+
(∫ u
t
1[t,u](x+ h)
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
≤
∫ u−s
0
(∫ u
s
(1[s,t](x+ h) + 1[t,u](x+ h))
‖f(x+ h)− f(x)‖p
hsp
dx
) q
p dh
h
= ω˜(s, u)
for 0 ≤ s ≤ t ≤ u ≤ 1. In particular, we have proven that Bsp,q([0, 1];E) ⊂ C
β-var([0, 1];E).
(2) By Besov embedding, see e.g. [Sim90, Corollary 15], we obtain
‖f‖Bγp,p;[s,t] . ‖f‖Bsp,q ;[s,t].
Therefore, (2) follows by the same arguments as for (1) or as an direct application of [FV06,
Theorem 2].
(3) For q ≤ p we have β = s−1 and
‖f‖Bsp,p;[s,t] . ‖f‖Bsp,q ;[s,t],
see e.g. [Sim90, Theorem 11]. Hence, (3) follows again by the same arguments as for (1) or
directly by [FV06, Theorem 2]. 
The reverse embedding, that is, how p-variation spaces embed into Besov spaces, is formu-
lated in the next proposition.
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Proposition 4.3. Suppose that (E, ‖ · ‖) is a Banach space and β ∈ (1,∞). Then, the
inclusion
Cβ-var([0, 1];E) ⊂ B
1/β
β,∞([0, 1];E)
holds and for f ∈ C([0, 1];E) one has
‖f‖
B
1/β
β,∞
≤ 2‖f‖β-var.
Proof. For f ∈ Cβ-var([0, 1];E) we need to show that
‖f‖β
B
1/β
β,∞
:= sup
1>h>0
h−1
∫ 1−h
0
‖f(x+ h)− f(x)‖β dx <∞,
that is, it is sufficient to show that there exists a constant C > 0 such that∫ 1−h
0
‖f(x+ h)− f(x)‖β dx < Ch
for every h ∈ (0, 1).
Indeed, given h ∈ (0, 1), take a partition 0 = x0 < x1 < · · · < xN < 1− h such that
|xk+1 − xk| = h for k = 0, . . . , N − 1 and |xN − 1− h| ≤ h.
Setting xN+1 := 1− h, we observe that∫ 1−h
0
‖f(x+ h)− f(x)‖β dx =
N∑
k=0
∫ xk+1
xk
‖f(x+ h)− f(x)‖β dx
=
N−1∑
k=0
∫ h
0
‖f(xk+1 + y)− f(xk + y)‖
β dy +
∫ xN+1−xN
0
‖f(xk+1 + y)− f(xk + y)‖
β dy.
Since for y ∈ [0, h] and k = 0, . . . , N
‖f(xk+1 + y)− f(xk + y)‖ ≤ ‖f‖β-var;[xk,xk+2]
with xN+2 := 1, we obtain∫ 1−h
0
‖f(x+ h)− f(x)‖β dx ≤ 2‖f‖ββ-var;[0,1]h.
Re-arranging and taking the superemum over h gives
sup
1>h>0
h−1
∫ 1−h
0
‖f(x+ h)− f(x)‖β dx ≤ 2‖f‖ββ-var;[0,1],
which completes the proof. 
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