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The parametric empirical Bayes, introduced by [12], [13], [14], and [34], is
gaining more and more attention in both the theoretic and applied statistics. Its
ability in borrowing strength makes this idea prevalent in modern technology such
as microarray where the number of parameters is very large and the number of
observations for each parameter is much smaller. In this dissertation, we will apply
this idea into constructing confidence interval for different models and problem
settings.
In Chapter 2, we introduce the Log-Normal model and construct the empiri-
cal Bayesian confidence interval for each parameter by shrinking both means and
variances for the very first time. Keeping the coverage probability above the nom-
inal level, the new construction enjoys the shortest average length among all the
confidence interval constructed as demonstrated by extensive numerical study as
well as in a real data set where the real parameters are known.
In Chapter 3, we deal with the simultaneous interval construction, where the
criterion of controlling the simultaneous coverage probability appears to be too
conservative. We propose and study the control of the empirical Bayes False
Coverage Rate (FCR) to address the multiplicity. We further construct intervals
which controls the empirical Bayesian FCR under the normal-normal model. In
Chapter 4, we deal with the model with mixed prior which is more practical in
microarray technology and construct intervals which can control the empirical
Bayesian FCR.
All the procedures we have derived in this work based on the empirical Bayes
approach are explicitly defined and can be computed instantaneously.
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CHAPTER 1
INTRODUCTION
The parametric empirical Bayes, introduced by [12], [13], and [14], has been widely
used in theoretical and applied statistics. The basic idea is to assume a Bayesian
model and estimate the prior distribution by using the data. Consequently, by
using an empirical Bayes approach, we can take advantage of Bayes analysis while
avoiding the assumption of exact prior distribution of the parameters. A typical
setup is as following: assume that X|θ ∼ f(x|θ) and θ ∼ π(θ), where π ∈ Π is a
family of prior distribution of θ. If Π consists of only one distribution of θ, then
this falls into the category of Bayesian framework. The first important application
of such an idea is the estimation of the classical mean problem.
Assume that X ∼ N(θ, σ2Ip), where σ2 is assumed to be known. The point
estimator θˆ = X of θ maximizes the joint likelihood function. It is further known
that such an estimator is minimax and the Uniformly Minimum Variance Unbiased
Estimate (UMVUE), but inadmissible. The celebrated work [25] proved that it can
be dominated in terms of mean squared error loss by the James-Stein estimator
δ(X) = (1− (p− 2)σ
2∑
X2i
)X (1.1)
when p ≥ 3 which shrinks the observations X toward 0.
It is well known that this estimator δ(X) can be derived using the empirical
Bayesian technique. Assume that X|θ ∼ N(θ, σ2Ip) and θ ∼ N(0, τ 2Ip) where τ 2
is an unknown hyper-parameter. Then conditioning on τ 2, E(θ|X) = MX where
M = τ
2
1+τ2
. Since M is unknown, we can replace it by an unbiased estimator
1− (p−2)σ2||X||2 and thus derive the James-Stein estimator. The estimation of τ 2 or M
involves all the observation X1, · · · , Xp. Consequently, for one specific parameter
1
θi, the corresponding estimator is (1 − (p−2)σ2||X||2 )+Xi, which depends not only on
Xi, but also X1, · · · , Xp. This is known as the borrowing strength factor. By
borrowing strength from seemingly unrelated observations, [25] indicated that one
can do better than the maximum likelihood estimator Xi which does not borrow
strength from other observations. This phenomenon is called the Stein’s paradox.
[4] has related this phenomenon to the recurrent diffusion. This paradox indicates
that the multiplicity could bring a revolution among the statistical methodology,
which is not only restricted to the point estimator, and that the empirical Bayes
approach could serve as an efficient and important tool.
Inspired by [25], there are several attempts in constructing a new confidence
set by using the idea of shrinkage which could dominate the na¨ıve set CIz = {θ :
|θ −X| ≤ cσ2 where P (χ2p > c) = α/2. Here we say CInew is dominating CIz if
(i) P (θ ∈ CInew) ≥ P (θ ∈ CIz)
(ii) The volume of CInew ≤ the volume of CIz
with strict inequality holding in either (i) or (ii) for a set θ or x with positive
Lebesgue measure.
To name a few, [20], [21] and [22] have constructed a new set which keeps
the same volume as the na¨ıve set CIz while improving the coverage probability.
[16] applies the decision Bayes theory and constructs a set under the Bayesian
framework. In 1983, [5] adapted the decision Bayesian framework proposed by [16]
for the Normal-Normal model X|θ ∼ N(θ, Ip), θ ∼ N(0, τ 2Ip). In this paper, they
constructed the confidence set by using the empirical Bayesian technique. The
loss function they have used for the confidence set CI is
L(θ, CI) = kV ol(CI)− ICI(θ),
2
where k is a tuning parameter which is chosen so that the usual 1− α confidence
set is minimax against L. The loss function provides a balance between the volume
of the confidence set and the true coverage. The decision Bayes confidence set they
have derived and the highest posterior density (HPD) region differ in the half radius
of the sets. One major issue in deriving their empirical Bayesian set concerns the
estimation of the hyper-parameter τ 2. After accounting for the estimation error,
the resultant set would not have good coverage probabilities. [5] achieved the
good coverage probability by taking a loss approach to derive a positive term in
the radius and by a truncation so the radius is above a positive lower bound. Their
confidence set has smaller volume than the usual confidence set while maintaining
the coverage probability to be at least 1−α. Another advantage of this construction
is that it is explicitly defined and thus easy to implement.
The confidence set is very useful; however, in many applications such as mi-
croarray experiments, it is more practical to construct confidence intervals for
parameters. Direct projection of confidence sets to each individual coordinate
will result in a less satisfactory result because the length is too long. Also,
based on the frequentist criteria, we are unable to improve the usual z-interval
{θi : |Xi − θi| ≤ z1−α/2σ} where P (|Z| > z1−α/2) = α. Therefore, the interval
construction requires more work and thinking. Not only do we need new method-
ology other than the projection, we also need new criteria to adjust the frequentist
coverage probability. In 1983, [34] introduced the so-called empirical Bayesian
coverage probability. We now define this concept.
Assume that Xi|θi ∼ f(xi, θi) and θi follows the prior distribution π(θi) ∈ Π,
where Π is a family of prior distributions. Then we call CIi a confidence interval
3
of θi that controls the empirical Bayesian coverage probability at (1− α) level if
Eθi,XiP (θi ∈ CIi) ≥ 1− α, for all prior distribution of π(θi) ∈ Π.
Notice that if the family of prior distributions Π of θ consists of only one prior,
then this definition simply corresponds to the Bayesian coverage probability. On
the other extreme case when Π consists of all possible distributions including all
random variables with point mass, the above criteria is the frequentist coverage
probability. If Π is between the above two extreme cases, we are in a paradigm
between frequentist and Bayesian. In modern technology especially in microarray,
this idea has become quite reasonable since biologists are used to thinking about the
distributions of θi’s. Throughout this dissertation when we mention the coverage
probability, we always refer to the empirical Bayesian coverage probability.
[33] and [34] have further constructed the empirical Bayesian confidence interval
for each individual θi based on the following canonical model
Xi ∼ i.i.d. N(θi, σ2) and θi ∼ i.i.d. N(0, τ 2), i = 1, 2, · · · , p.
He concluded that his interval can control the empirical Bayesian coverage prob-
ability to be at least 1 − α and the average length across all the parameters is
shorter than that of the usual z-interval.
Inspired by [5], [17] has constructed the confidence interval for each individual
θi by adapting the decision approach and empirical Bayesian idea. It was shown
that the length of this interval is always smaller than that of the usual z-interval
for each individual.
However, in both of these approaches, they either assume that the variances of
each individual θi are known and equal or simply replace them by some unbiased
4
estimator S2i . The frequentist 1−α interval of θi is constructed as {θi : |Xi− θi| ≤
td,1−α/2} where Xi ∼ N(θi, σ2i ), S
2
i
σ2i
∼ χ2d
d
, and P (|Td| > td,1−α/2) = α.
When the dimension p is very large, then S2i will have extreme values, either
being too large or too small. A large value of S2i hurts the accuracy of the interval
while a small S2i hurts the coverage probability. Therefore, it seems that we can do
better if we shrink the variances, i.e. if we decrease the large values and increase the
small values of S2i ’s. Indeed, this is the case and the variance shrinkage approach
is very much needed as demonstrated in Chapter 2. In that chapter, we have
proposed a canonical log-normal model where the variances are assumed to be
unknown and unequal. We further constructed the confidence interval for each
individual when shrinking both means and the variances by using the empirical
Bayesian idea. The interval construction we have derived is explicitly defined.
In microarray experiments, it is known that most genes have a differentially
expression of 0. This ratio could be as large as 90%. Therefore, it is no longer
appropriate to simply put a normal prior N(0, τ 2) for θi. As argued in [36], it is
necessary to assume with some positive probability π0, θ0 = 0 and θ ∼ N(0, τ 2)
with probability π1 = 1− π0. Also, scientists are especially interested in the genes
with the largest magnitude of differential expression and wish to construct the
confidence interval after such a selection.
The usual z-interval {θi : |Xi−θi| < z1−α/2σ} fails to control the confidence level
due to the selection bias. It is well known that Bayes calculation can “wash away”
the selection bias. Based on this, [36] has constructed the confidence interval for
selected populations which can control the empirical Bayesian coverage probability
at 1−α level when it is assumed that θi’s follow a mixture prior. In Chapter 4, we
introduce a new loss function to address the issue of a mixture prior and reproduced
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the procedure from [36]. This idea can be generalized to more practical situations.
In the setting of multiple confidence intervals, the confidence intervals men-
tioned above control the conservative simultaneous coverage probability. Conse-
quently, the (average) length will be very large especially for a large number of
parameters. [2] proposed a new criterion, namely, the False Coverage Rate (FCR),
which resembles the FDR for multiple hypothesis testing. They have further con-
structed the confidence interval which controls the FCR at a given α-level. They
have based their argument and reasoning on the frequentist framework. In Chap-
ter 3, we have coined the term empirical Bayesian FCR and related the Bayes
confidence interval with Bayes FCR. We have further constructed a new empirical
Bayesian confidence interval which is much shorter than the confidence interval
from [2], guaranteeing the control of empirical Bayesian FCR at the given α-level.
Through all these chapters, we can see that empirical Bayesian methodology
plays a central part in defining the criteria and constructing confidence intervals.
The ability of washing away selection bias and borrowing strength enables this
method to serve as an important and necessary tool in modern statistics.
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CHAPTER 2
EMPIRICAL BAYES CONFIDENCE INTERVALS SHRINKING
BOTH MEANS AND VARIANCES
2.1 Introduction
Many modern applications of statistics involve simultaneously dealing with a large
number p of populations. Microarray data analysis is one such example. Since the
empirical Bayes technique is designed to borrow strength from various populations,
its improvement over the traditional approach (which treats each population sepa-
rately) becomes large when p is large. Hence, it is not surprising that the technique
is becoming increasingly popular in modern applications.
Although there were many empirical Bayes point estimators proposed in the
literature, there are relatively significantly fewer empirical Bayes confidence sets or
intervals constructed. This is likely due to the technical difficulty in constructing
intervals and not because they are unimportant. In spite of its difficulty, there
have been several major attempts since [40]. See [33], [34], [5], [17], [29], [42], [38],
[11] and [36], where [36] treated the selected parameters.
As in [33], [34], [29], and [17], we shall focus here on constructing a confidence
interval for each mean rather than a simultaneous set for all means. The reason
is that in modern applications, we are often interested in assessing each individ-
ual population mean and specifying a range for each of the parameters as in the
context of multiple testing. If we derive an interval by projecting a set (such as a
sphere) to the coordinates of interest, the resultant interval would be very long. All
the intervals considered aim at covering the means θi’s, which are assumed to be
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random throughout the paper. We construct empirical Bayes confidence intervals,
or for short, confidence intervals whose definition is given at the end of section 2.2.
The existing confidence intervals for the means in literature assume that vari-
ances σ2i ’s are either equal or unequal but known. For the situation when variances
are unequal and unknown, the suggestion is typically to replace them by the un-
biased estimators S2i ’s. See, for example, [33], [34]. The suggestion is not too bad
when p is small. However, in modern applications such as microarray data analysis
where p is large, there would be advantage to apply the empirical Bayes method to
“borrow strength” from other populations, which typically results in shrinking the
variances as well as the means. This idea of using shrinkage variance estimators
has been carried out in the context of multiple testing to avoid false positives due
to small S2i . See, for example, the techniques in [43], (known as the SAM tech-
nique), [31], [45], [39], [10], [30] and [23]. Even the SAM procedure, which appears
to add a data dependent positive constant to the standard deviation estimator, can
be viewed as shrinking the standard deviation toward the positive constant when
dividing the denominator by 2. [Dividing the denominator by 2 doesn’t change
the test.]
In this paper, we construct shorter confidence intervals for the means than the
t-intervals, which aims at θi’s also, by “borrowing strength” from the other pop-
ulations and by shrinking the variances as well as the means. Although we focus
on 1 − α one-dimensional intervals, they can be combined to form simultaneous
intervals with simultaneous confidence coefficient (1 − α)k if k intervals are in-
volved. Here the confidence coefficient is defined at the end of Section 2.2. These
types of simultaneous confidence intervals can be used to conduct tests for interval
hypotheses involving random θi’s. See [35], page 46, which deals with θi’s ordered
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according to the data. Since θi’s are random, the intervals for θi’s are not ordinary
confidence intervals for fixed parameters. Some readers prefer to call these type
of intervals prediction intervals, which is especially appropriate in the case of a
random effect model where the usual point estimator is called a predictor. See
[37].
Specifically, for the model in Section 2.2, we construct in Section 2.3 the double
shrinkage confidence intervals when hyper-parameters are known. Section 2.4 gives
some analytic and numerical evidence to show that these alternative intervals have
better characteristics than the t-interval. Sections 2.5 and 2.6 construct our recom-
mended interval CˆSS for the more realistic situation where the hyper-parameters
are unknown and need to be estimated. The obstacle to overcome in Sections
2.5 and 2.6 is to ensure that the length after estimating the hyper-parameters is
always greater than a positive quantity, which needs to be determined so as to
have coverage probabilities at least 1 − α. The readers who are interested in a
direct definition of CˆSS can find a summary in the last paragraph of Section 2.6.
The interval CˆSS shrinks both the means and the variances and hence is called a
double shrinkage (SS) interval. Numerical studies show that, while maintaining
at least 1− α coverage probabilities, it is on average , ranging from 40% to 60%,
substantially shorter than the 1−α t-interval and the shrink-variance-alone inter-
vals. Section 2.7 derives another double shrinkage interval CˆSSg based on a more
traditional model. However CˆSS performs better according to simulation studies.
All the alternative procedures derived in this paper are defined explicitly and hence
can be computed instantaneously.
We apply in Section 2.8 the intervals to a real data set in which all the “true”
parameters are known. We discover that CˆSS and CˆSSg perform the best in av-
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erage lengths and their coverage probabilities, approximated by the proportion of
covering the means corresponding to the genes, are closest to the nominal level.
2.2 Models and Assumptions
We consider the following canonical model for the observations (Xi, S
2
i ), i =
1, . . . , p, where
Xi|θi, σ2i ind.∼ N(θi, σ2i ),
θi
i.i.d.∼ N(µ, τ 2),
ln(S2i ) = ln(σ
2
i ) + δi, ln(σ
2
i )
i.i.d.∼ N(µv, τ 2v ) and δi i.i.d.∼ N(m, σ2ch). (2.1)
where δi is independent of σ
2
i , and µ, τ , µv, and τv are unknown parameters.
However m and σ2ch are known and
m = E(ln(χ2d/d)), and σ
2
ch = V ar(ln(χ
2
d/d)), (2.2)
where χ2d is a chi–square random variable with d degrees of freedom. The subscript
v refers to the hyper-parameters relating to variances. Furthermore, we assume
that Xi’s and Si’s conditioning on σi’s are mutually independent. Traditionally
in practice, S2i is the unbiased estimator of σ
2
i and S
2
i /σ
2
i is assumed to have
the same distribution as χ2d/d for some d degrees of freedom. In model (2.1),
we assume instead that eδi = S2i /σ
2
i follows a log-normal distribution. Also we
match the mean and variance of δi with those of ln(χ
2
d/d). These two assumptions
whether eδi follows log-normal or χ2d/d cause little practical difference, which is
partly demonstrated in Figure 2.1 and would be described in more details in the
paragraph after equation (2.9). Also at the end of Section 2.4, another evidence is
presented.
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In model (2.1), the distribution of σ2i is usually assumed to be inverse gamma
with some parameters a and b. This, combined with the assumption that condi-
tioning on σ2i , S
2
i /σ
2
i is distributed according to χ
2
d/d, is called the inverse gamma
model, which is spelled out more precisely in the beginning of section 2.7. As
opposed to this, model (2.1) is called the log–normal model. We focus on model
(2.1) instead of the inverse gamma model for two reasons. First, by assuming
model (2.1), we can use the traditional normal theory and hence the estimation of
hyper-parameters µ, τ 2, µv and τ
2
v are readily available, leading to explicit confi-
dence intervals unlike the inverse gamma model requiring solving an equation to
estimate a and b. Second, the numerical evidence shows that the recommended
confidence interval CˆSS that we construct using the log-normal model is shorter
on average with respect to three models including log–normal model and inverse
gamma model than the confidence interval CˆSSg constructed using inverse gamma
model especially when d = 2. This also indicates that the confidence intervals de-
rived are insensitive to the prior distribution assumption of ln(σ2i ), which is quite
comforting.
In multiple testing contexts, model (2.1) is assumed in [23]. Also a similar model
is assumed in [27] and [30]. Under model (2.1), we now construct an empirical
Bayes confidence interval for θi based on the decision theory similar to [5] and [17].
This approach produces shorter intervals than Morris’ approach when 1−α ≥ 0.9
in simple settings studied in [17]. The coverage probabilities for θi’s studied in this
paper refer to the probabilities where θi, Xi, Si, and σi are all integrated out and
the confidence intervals constructed aim at having the coverage probabilities for
θi’s at least 1−α whatever the hyper-parameters µ, τ , µv, and τv may be. This type
of confidence intervals is called by [34] empirical Bayes intervals having confidence
coefficient 1−α. For short, they are called confidence intervals in this paper. The
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empirical Bayes intervals would have coverage probabilities for θi at least 1 − α
with respect to a broader class of prior distributions of θi and σ
2
i which consists of
mixtures of (2.1) by mixing the hyper-parameters µ, τ , µv and τv. The coverage
probabilities for θi’s can be interpreted as the frequentist coverage probabilities if
the θ′is are the random effect in a random effect or more general mixed effect (e.g.
ANOVA) model. In such a scenario, some readers prefer to call these intervals
prediction intervals since they aim at the random θi’s. In the ANOVA context, Xi
is the ANOVA estimator of θi and S
2
i is the mean squared due to error (MSE).
2.3 Construction of the Double Shrinkage Confidence In-
terval
In this section, we shall consider the loss function for a one–dimensional confidence
set C,
k
σ
Len(C)− IC(θ) (2.3)
where k is a tuning constant, independent of the parameters, Len(·) represents the
length (or Lebesgue measure) of C and the indicator function IC(θ) is one or zero
depending on whether θ ∈ C or not. This loss function has been used in [26], [5]
and [17] when σ is known. For the unknown σ case, a loss function similar to (2.3)
except that k/σ is replaced by a constant (independent of σ) has been used in [7],
which shows that it leads to many paradoxes. [6] uses a loss function more general
than (2.3) (with σ replaced by σp and length of C is replaced by its volume) to
establish two different kinds of minimaxity properties for the multi–dimensional
t–confidence set using a sequence of what we call the inverse gamma models in
this paper except that σi’s are assumed to be identical. This assumption of equal
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variance is used in all the results described above. In many applications including
microarray data analysis, the variances are typically not known to be identical. For
such an important case, we construct confidence intervals below. In particular, we
construct the individual confidence interval for θi under model (2.1).
Under the loss function (2.3), it can be shown that the decision Bayes confidence
interval for θi is the interval that minimizes
E
( k
σi
Len(C)− IC(θi)|Xi, S2i
)
=
∫
C
(
kE
(
σ−1i |Xi, S2i
)
− π(θi|Xi, S2i )
)
dθi.
Therefore as in [6], the decision-Bayes confidence interval for θi under the loss
function (2.3) is:
CBi =
{
θi : kE
(
σ−1i |Xi, S2i
)
< π(θi|Xi, S2i )
}
. (2.4)
In the equations above and below, π(·|·) and E(·|·) denote the posterior proba-
bility density function (pdf) and the posterior expectation. For now, we assume
all the hyper-parameters µ, τ , µv and τv are known and will treat the unknown
case in Sections 2.5 and 2.6. In general, π(σ2i |Xi, S2i ) will depend on Xi. Be-
low and above, when we write the conditional pdf of σ2i , it is with respect to
the dominating measure dσ2i . Here we approximate it by the conditional p.d.f.
of σ2i given S
2
i , π(σ
2
i |S2i ), which is easier to compute and is based on the in-
tuition that compared to Xi, S
2
i contains much more information in estimating
σ2i . Hence the left hand side of the inequality in (2.4) becomes kE(σ
−1
i |S2i ).
Note that E
(
σ−1i |S2i
)
= E
(
exp
(
− 1
2
ln(σ2i )
)
|S2i
)
and below we approximate it
by exp
(
E
(
− 1
2
ln(σ2i )|S2i
))
. The approximation appears to be pretty rough es-
pecially because the exact calculation is possible, which leads to an additional
multiplication factor. However we deliberately omit the factor so that the resul-
tant interval is shorter and still has good coverage probabilities as testified by
Figure 2.3. This is possibly due to the conservative nature of our derivation. Since
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lnS2i − m| ln σ2i ∼ N(ln(σ2i ), σ2ch) and ln(σ2i ) ∼ N(µv, τ 2v ), the classical Bayesian
calculation gives
ln(σ2i )| ln(S2i ) ∼ N
(
Mv(lnS
2
i −m) + (1−Mv)µv,Mvσ2ch
)
,
where Mv =
τ2v
τ2v+σ
2
ch
. Here all the subscripts “v” stand for “variance”. Hence,
E
(
σ−1i |S2i
)
≈ exp(−1
2
E(ln σ2i | lnS2i )) =
1
σˆB,i
, where (2.5)
σˆ2B,i = exp(E(ln σ
2
i | lnS2i ))
= exp(Mv(lnS
2
i −m) + (1−Mv)µv) = (
S2i
em
)Mv(eµv)(1−Mv). (2.6)
Note that π(θi|Xi, S2i ) =
∫∞
0 π(θi|Xi, S2i , σ2i )π(σ2i |Xi, S2i )dσ2i . Approximating
π(θi|Xi, S2i , σ2i ) by π(θi|Xi, S2i , σ2i = σˆ2B,i), which is denoted for convenience as
π(θi|Xi, S2i , σˆ2B,i), we obtain an approximation of the right hand side of the in-
equality of (2.4),
π(θi|Xi, S2i ) ≈
∫ ∞
0
π(θi|Xi, S2i , σˆ2B,i)π(σ2i |Xi, S2i )dσ2i = π(θi|Xi, S2i , σˆ2B,i).
Applying this approximation to (2.4), noting the fact that θi|(Xi, S2i , σ2i ) ∼
N(MiXi+(1−Mi)µ,Miσ2i ) whereMi = τ
2
τ2+σ2i
, and substitutingMi by an estimator
Mˆi below, we obtain an approximate decision–Bayes interval
CABi
=
{
θi :
(θi − MˆiXi − (1− Mˆi)µ)2
Mˆiσˆ2B,i
< −2 ln k
√
2π − ln Mˆi
}
(2.7)
and Mˆi =
τ2
τ2+σˆ2
B,i
.
One problem is that k is still unspecified. It seems reasonable to choose k so
that the above derivation corresponding to a least favorable prior with τ =∞ and
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τv = ∞ (and hence Mˆi = Mv = 1) yields the t-interval. This would put CAB
on “the equal footing” with the corresponding t interval and one can expect that
CAB would have similar coverage probabilities. A similar logic was followed in [5]
although they used the less transparent concept of minimaxity. The traditional
1−α t-interval has the form |θi−Xi| ≤ tSi, where t is chosen to be the α/2 upper
critical value of a t distribution. The coverage probability of the t-interval under
model (2.1) is not exactly 1− α, but is equal to
P (|Z1|/ exp[(m+ σchZ2)/2] ≤ t), where (2.8)
Z1 and Z2 are independent standard normal random variables. (2.9)
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Figure 2.1: (A)-(D): The simulated coverage probabilities of the t-interval
P (|θi − Xi| ≤ tSi) are plotted against the nominal level 1 − α
for various degrees of freedom d = 1, 2, 3 and 6. The solid 45
degree line in each of the four panels plots these probabilities un-
der the t distribution whereas the dashed curve plots the corre-
sponding probabilities under the model (2.1). Calculations based
on 1,000,000 simulations show that the probabilities are close to
1− α. These probabilities converge to 1− α as d→∞.
Graphs A-D in Figure 2.1 plot (2.8) against 1−α in dashed curves for d = 1, 2, 3
and 6, which show that when d ≥ 3, (2.8) is very close to 1 − α, represented by
the solid 45 degrees lines. There is no need to show a larger d, since as d increases,
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(2.8) gets closer to 1−α and can be proved to converge to 1−α as d→∞. Even
for d = 1 or 2, these graphs show that (2.8) is greater than or equal to 1−α, when
1 − α ≥ 0.9. Hence the traditional t-interval has good coverage probabilities in
many situations including those depicted above even under model (2.1).
Matching the approximate Bayes interval CAB in (2.7) when Mv = Mˆi = 1
with the t interval and noting from (2.6) that σˆ2B,i = S
2
i /e
m when Mv = 1 require
that we set −2 ln(k√2π) = emt2 or equivalently k = e−t2em/2/√2π. Plugging this
k into (2.7) leads to the approximate decision–Bayes interval:
CSSi = {θi : (θi − MˆiXi − (1− Mˆi)µ)2 < Mˆiσˆ2B,i(t2em − ln Mˆi)}. (2.10)
Here SS stands for double shrinkage since in the above interval the center MˆiXi+
(1−Mˆi)µ shrinks Xi toward µ and S2i has been replaced by the shrinkage variance
estimator σˆ2B,i.
We study separately the effects of shrinking the mean (SM) only and of shrink-
ing the variance (SV) only. By setting τ 2 = ∞ and hence Mˆi = 1, CSSi in (2.10)
reduces to
CSVi = {θi : (θi −Xi)2 < σˆ2B,i(t2em)}. (2.11)
For SM, we consider
CSMi = {θi : (θi − M̂0i Xi − (1− M̂0i )µ)2 < S2i M̂0i (t2 − ln(M̂0i ))}, (2.12)
where M̂0i =
τ2
τ2+S2i
. This is identical CSSi after setting τ
2
v = ∞ and dropping em
term and is the interval in [17] with adjustment for the unknown variance case.
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2.4 Some Analytic Result
In this section, we derive some analytic properties of the intervals we have con-
structed. Lemmas 2.4.1 and 2.4.2 show that CSSi is shorter than C
SV
i , which is
never longer than the t interval on average. Theorems 2.4.1 and 2.4.2 and nu-
merical evidence show that the coverage probabilities of CSSi and C
SV
i are above
the nominal level. The proofs of all the theorems in this paper are given in the
Appendix.
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Figure 2.2: (E): The simulated coverage probabilities of CSVi are plotted
againstMv, whereMv runs from 0 to 1 with step size of 0.02. The
dotted horizontal line in (E) is 0.95−1.65·(simulation error), the
5% lower bound derived by using the normal approximation of a
binomial random variable. This graph shows that the coverage
probabilities are above 1−α. (F): The simulated coverage proba-
bilities L1 in Theorem 2.4.2 againstMv, whereMv runs from 0 to
1 in step of 0.02. The dotted line is 1− 1.25α− 1.65·(simulation
error). Hence the graph shows that L1 is above 1−1.25α. In both
(E) and (F), from top to bottom, the curves correspond to the
degrees of freedom from 1 to 100 respectively and the calculations
are based on 30,000 simulations.
Theorem 2.4.1 Under model (2.1), the coverage probabilities of the confidence
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interval CSVi are
P
(
(θi −Xi)2 < σˆ2B,it2em
)
= P (
Z21
em+σch
√
MvZ2
≤ t2) (2.13)
where Z1 and Z2 are defined in (2.9).
Remark: Note that when Mv = 1, (2.13) is greater than or equal to 1− α by the
comment after (2.9). ForMv < 1, (2.13) can be evaluated by numeral studies since
m and σch are fixed and the probabilities depend only on the degrees of freedom
d, α and Mv, 0 ≤ Mv ≤ 1. Numerical results based on 30,000 simulations show
that (2.13) is at least 1− α for all Mv varying from 0 to 1 in the step of 0.02, all
degrees of freedom within 100, and α = 0.01, 0.05 and 0.1. Graph E in Figure 2.2
reports these probabilities for α = 0.05. For larger degrees of freedom, t converges
to the critical value of Z1. Also it can be easily seen that as d → ∞, m and σch
converge to zero. Consequently, (2.13) converges to 1−α for allMv ∈ [0, 1] as also
supported by Graph E, where the curves decrease close to 1− α as the degrees of
freedom increase to 100. In conclusion, the coverage probabilities of the confidence
interval CSVi in (2.11) is greater than or equal to 1− α for all practical cases.
Theorem 2.4.2 Under model (2.1), the coverage probabilities of CSSi satisfy
P (θi ∈ CSSi ) ≥ L1 ≥ L2, (2.14)
where
L1 = P (Z
2
1 ≤ t2emmin(eσch
√
MvZ2 , 1)),
and
L2 = P (
Z21
em+
√
MvσchZ2
≤ t2)− 1
2
P (Z21 > t
2em).
As d→∞, L1 converges to 1− α since m and σ2ch converge to 0.
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The lower bounds L1 and L2 depend only on two parameters Mv and d and can
be extensively examined by simulation. As the remark right under (2.13) stated,
(2.13) is higher than 1−α for allMv. SettingMv = 1 implies that P (Z21 ≤ t2em) ≥
1− α. Putting these two together show that L2 is at least 1− 32α. Our numerical
studies show that L1 is at least 1−1.25α for all degrees of freedom d ranging from
1 to 100, all Mv increasing from 0 to 1 in step of 0.02, and α = 0.01, 0.05 and 0.1.
Graph F in Figure 2.2 reports only α = 0.05 and in such a case 1−1.25α = 0.9375
is very close to the nominal level 0.95. These show that the coverage probabilities
of CSVi and C
SS
i are reasonably close to 1− α as supported by simulation results
to be discussed at the end of this section. Now we compare the half lengths.
Lemma 2.4.1 Assume
t2em ≥ 1. (2.15)
The interval CSSi is no longer than C
SV
i for all observations and is actually shorter
with probability one when τ 2 > 0.
Condition (2.15) is weak. For all degrees of freedom, this requires that 1 − α is
at least 68%. The shrink-variances-alone interval CSVi has shorter expected length
than the t interval as shown below.
Lemma 2.4.2 The expected half-length of the confidence interval CSVi in each
dimension is smaller than that of the t interval, i.e.,
E
(
σˆB,ite
m/2
)
E (tSi)
= exp(−σ
2
ch
8
(1 +Mv)) < 1 for every i. (2.16)
However, the geometric mean of the lengths of CSVi ’s over the p dimensions is
asymptotically equivalent to that of the t intervals.
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Lemma 2.4.3 The geometric mean of the half lengths of the confidence intervals
CSVi ’s over the p dimensions is asymptotically equivalent to that of the t intervals
as p→∞.
The double shrinkage confidence intervals CSSi ’s have smaller length than the
t-intervals in both aspects considered in Lemmas 2.4.2 and 2.4.3. We focus on
Mˆi < 1. Otherwise C
SS
i reduces to C
SV
i and hence Lemmas 2.4.2 and 2.4.3 apply.
Theorem 2.4.3 Assume that Mˆi < 1 and (2.15) holds. The ratio of the expected
half-length of CSSi to that of the t interval is smaller than the right hand side of
(2.16). And the ratio of the geometric mean of the half lengths of CSSi ’s over the
p dimensions to that of the t intervals is less than one as p→∞ if τ 2 <∞.
We graphed the coverage probabilities and the expected lengths of the t-
interval, CSM , CSV and CSS when the nominal level is .95. Also studied are the
“alternative” confidence intervals CSVa and CSSa, which are identical to CSV and
CSS except that the alternative shrinkage variance estimator, similar to [41]’s pro-
posal, is used to derive the approximate Bayes confidence intervals. The alternative
variance estimator is the same as (2.6) except em is dropped. Using the alternative
variance estimator, we can similarly derive CSSa , which is the same as (2.10) ex-
cept em is dropped from the length and σˆ2B,i is replaced by the alternative variance
estimator in both (2.10) and the definition of Mˆi in (2.7). Similarly, C
SVa
i is C
SV
i
with the same modifications and hence can also be derived as CSSai with Mˆi taken
to be one. Another procedure included is CSSg , which is derived based on the
inverse gamma model. Here g stands for “gamma”. This procedure is precisely
defined in (2.28) of Section 2.7.
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These graphs, similar to Figures 2.3 and 2.4, which deal with unknown hyper-
parameter cases, are omitted due to the page limit and are available upon request.
For p = 1000 and p = 2000, and nominal levels 0.95 and 1− (0.05/p), the graphs
show that all the six intervals have coverage probabilities no less than the nominal
level for various µ, τ, µv, τv and d. Moreover, the six shrinking procedures have
shorter expected lengths than the t-interval, except in a few cases where CSSa ,
CSVa , and CSSg fail the claim. Except in a few exceptions, CSS has the shortest
expected lengths, as anticipated from Theorem 2.4.3 to some extent, and is the
best.
Now we discuss the three models studied in the simulations. Model I is the log-
normal model (2.1). Model II is the inverse gamma model described in paragraph
2 of Section 2.2, based on which Figures 2.3 and 2.4 are graphed. Model III is a
hybrid of Model I and II, and conditioning on σ2i , S
2
i /σ
2
i is assumed to have χ
2
d/d
and log(σ2i ) ∼ N(µv, τ 2v ) as in equation (2.1). Simulation results based on the three
models all tell the same story. Namely, CSS has coverage probabilities no less than
the nominal level, and virtually in all cases, has the shortest expected length. This
demonstrate the superiority of CSS over all other intervals with respect to these
three models.
2.5 Estimate the Hyperparameters from the Data
In real applications, the hyper-parameters µ and τ , µv and τv are typically un-
known. These parameters need to be estimated as in an empirical Bayes approach.
Let Yi = ln(S
2
i )−m, then Yi| lnσ2i ∼ N(ln σ2i , σ2ch). Since ln σ2i ∼ N(µv, τ 2v ), then
E(Yi) = E(ln σ
2
i ) = µv, and E
[
1− (p− 3)σ
2
ch∑
i(Yi − Y¯·)2
]
=Mv,
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where Y¯· =
∑p
i Yi/p. The above equations suggest two unbiased estimators for µv
and Mv. After truncation to make sure the estimator for Mv is non-negative, we
write the estimators as
µˆv = Y¯·, Mˆv =
[
1− (p− 3)σ
2
ch∑
i(Yi − Y¯·)2
]
+
,
where we define a+ = max(a, 0) throughout the paper. Plugging these two esti-
mators into (2.6) yields the variance estimator proposed by [10]
σˆ2EB,i = exp(MˆvYi + (1− Mˆv)µˆv) = (
S2i
em
)Mˆveµˆv(1−Mˆv). (2.17)
The variance estimator proposed by [41] is (2.17) with em being omitted.
Since
Xi|σ2i ∼ N(µ, σ2i + τ 2), for i = 1, · · · , p, (2.18)
we use the weighted average estimator for µ
µˆ =
∑
i
Xi/σˆ
2
EB,i∑
i 1/σˆ
2
EB,i
. (2.19)
Since E(
∑
i
[(Xi−µ)2−σ2i ]
p
|σ21, · · · , σ2p) = τ 2, and by replacing σ2i by σˆ2EB,i and µ by µˆ,
we derive the estimators of τ 2 and Mi as
τˆ 2 = (
∑
i
[
(Xi − µˆ)2 − σˆ2EB,i
]
/p)+, and Mˆ
EB
i =
τˆ 2
τˆ 2 + σˆ2EB,i
. (2.20)
Plugging these estimators for the hyper-parameters into (2.10) leads to the resul-
tant double shrinkage (SS) empirical Bayes confidence interval for θi
{θi : (θi − MˆEBi Xi − (1− MˆEBi )µˆ)2 < MˆEBi σˆ2EB,i(t2em − ln MˆEBi )}. (2.21)
The other four forms of empirical Bayes confidence intervals (SM , SV , SVa
and SSa) can be obtained similarly by plugging these estimators for the hyper-
parameters into the corresponding approximate Bayes intervals. In particular, SVa
and SSa are the same as SV and SS except Tong and Wang’s variance estimator
is used.
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2.6 Truncate Both the Length and the Center
In (2.20), it is possible that τˆ = 0 implying MˆEBi = 0 and hence the length in
(2.20) is zero, resulting in poor coverage probabilities. To improve on them, it is
necessary to truncate τˆ , or equivalently to replace τˆ by
τˆT = max(τˆ , τ0), (2.22)
where τ0 is a positive number to be specified. As in [36], we would choose τ0 to
make the probability of zero length to be as small as α, i.e.,
Pτ0(τˆ
2 = 0) = Pτ0(
∑[
(Xi − µˆ)2 − σˆ2EB,i
]
≥ 0) = α, (2.23)
where Pτ0 denotes the probability corresponding to τ = τ0. We shall find τ0 such
that the approximate formula of (2.23), i.e., (2.23) with µˆ and σˆEB,i replaced by
µ and σi is solved. Unlike in [36], there is no exact solution to the approximated
(2.23). Hence we apply the central limit theorem as p→∞. It is straightforward
to show that the mean and the variance of (Xi−µ)2−σ2i equal τ 20 and 2(σ2i + τ 20 )2.
These and the central limit theorem yield a solution of τ0 to the approximated
(2.23) in terms of σi, which after being replaced by σˆEB,i gives
τ 20 =
2z2
∑
i σˆ
2
EB,i + z
√
4z2(
∑
i σˆ
2
EB,i)
2 + 2(p2 − 2pz2)∑i σˆ4EB,i
p2 − 2pz2 . (2.24)
We applied this truncation first to the length of (2.21) only and found that
the coverage probabilities could drop to about 0.75, significantly smaller than the
nominal level 0.95 (when d = 2, p = 1000 and τv = 1). The end of the Appendix
has some analytical calculation to explain this. The explanation also gives an
insight why truncating the center is necessary. That is, we need to replace not
only the length but all the four MˆEBi terms in (2.21) by its truncation version
MˆEB,Ti =
τˆ 2T
τˆ 2T + σˆ
2
EB,i
. (2.25)
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Figure 2.3: The coverage probabilities of the six confidence intervals,
CˆSM , CˆSV , CˆSVa , CˆSSa, CˆSSg and CˆSS for θ1, are plotted against
M for p = 1000 and 1−α = .95 under the inverse gamma model
(Model II) for various combinations of the parameter a, b and d.
Each row corresponds to different degrees of freedom d and each
column corresponds to different values of (a, b). Their coverage
probabilities are shown to be at least .95 or higher, since they are
all above the solid line, which represents the simulation 5% confi-
dence lower bound constructed using the binomial approximation
with p = .95, the targeted confidence level. Similar graphs based
on model I and model III for both p = 1000 and p = 2000 also
demonstrate that these intervals’ coverage probabilities are about
or above the nominal level.
The resultant double shrinkage confidence interval is denoted as CˆSSi , i.e.,
CˆSSi = (2.21) with all four Mˆ
EB
i replaced by Mˆ
EB,T
i . (2.26)
This truncation is applied to all the shrinkage confidence intervals reported be-
low. In each procedure, the truncation value τ 20 is (2.24) with σˆ
2
EB,i replaced by
the corresponding variance estimator for that procedure. The resultant empirical
Bayes intervals with truncation for θi are similarly denoted by Cˆ
SM
i , Cˆ
SV
i , Cˆ
SVa
i
and CˆSSai .
The numerical simulations reported in Figure 2.3 plot the coverage probabilities
of all the six empirical Bayes intervals for θ1 at the nominal level 0.95, which demon-
strates that these intervals all have coverage probabilities above the nominal level
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1 − α = 0.95 similar to their counter-parts in Section 2.4. Also Figure 2.4 shows
that the expected half–lengths of the six empirical Bayes intervals are shorter than
those of the t-interval except in a few cases involving CˆSSai , Cˆ
SVa
i , and Cˆ
SSg
i . The
double shrinkage confidence interval CˆSSi is always shorter than the t-interval in all
situations and is the shortest in virtually all situations. This is the recommended
interval of this paper.
The simulation model comments in the last paragraph of Section 2.4 apply
here. The figures report calculations based on Model II, the inverse gamma model.
Numerical studies not reported here show that the conclusion in the last paragraph
about the superiority of CˆSSi remains true even with two other models, models I
and III, discussed at the end of Section 2.4. The conclusion is also numerically
established, although not reported, for p = 1000 and 2000 and the nominal level
1− α/p.
Following the referees’ suggestions, we now summarize the definition of CˆSSi for
θi in (2.26) with coverage probabilities numerically shown to be above 1− α. We
first recount the definition of (2.21). Note that Xi’s are point estimators of θi’s
(e.g. Xi’s are the ANOVA estimators of θi’s) and t is the α/2 upper critical point
of a t-distribution. Further m, µˆ and σˆ2EB in (2.21) are defined in (2.2), (2.19) and
(2.20). Finally, CˆSSi is a modification of (2.21) in that each of the four Mˆ
EB
i ’s is
replaced by the truncation version MˆEB,Ti , which is defined in (2.22) through (2.25)
with z being the α upper critical point of a standard normal random variable.
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Figure 2.4: Under the same setting as in Figure 3, the ratios of average
lengths of six intervals to the t-interval are plotted for various
combinations of parameters a, b and d. Each row corresponds to
different degrees of freedom d and each column corresponds to
different values of (a, b). Similar graphs were plotted based on
models I and III, with p = 1000 and 2000, which all lead to the
same conclusion that CˆSSi has coverage probabilities above 1−α
along with expected lengths less than the t-interval. With only
a few exceptions, CˆSSi performs the best among all the intervals
considered in the figure.
2.7 Results for the Inverse Gamma Model
In Section 2.2, we depicted a model called the inverse gamma model, which is
the same as model (2.1) except that S2i and σ
2
i are assumed to have the following
distributions:
Conditioning on σ2i , (S
2
i /σ
2
i ) ∼ χ2d/d and σ2i ∼ inverse gamma(a, b). (2.27)
Hence (σ2i )
−1 has a gamma distribution with parameters a and b. See [3](p. 561).
Consequently, σ2i |S2i ∼ inverse gamma(a′, b′), where a′ = d/2 + a and b′ = (1/b+
dS2i /2)
−1. We may then approximate σ2i by
σˆ2i = E(σ
2
i |S2i ) = ((a− 1)b)−1 = (d/2 + a− 1)−1(1/b+ dS2i /2).
Following the similar argument leading to (2.7), we derive an approximate
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decision-Bayes interval that is identical to (2.7) except that σˆ2B,i is replaced by
σˆ2i and Mˆi by τ
2/(τ 2 + σˆ2i ). To choose k, consider the least informative prior as
τ →∞, a→ 1 and b→∞ (which implies that σˆ2i → S2i and Mˆi → 1), and choose
k so that the resultant confidence interval becomes the t-interval. Hence we need
to choose k so that −2 ln(k√2π) = t2, leading to the interval
C
SSg
i = {θi : (θi − MˆiXi − (1− Mˆi)µ)2 < Mˆiσˆ2i (t2 − ln Mˆi)} (2.28)
Here the subscript g stands for “gamma”. Parallel to Theorem 2.4.2, we have the
following Theorem 2.7.1, whose proof is omitted.
Theorem 2.7.1 Under the Inverse Gamma model (2.27), the coverage probabili-
ties of the approximate decision-Bayes confidence interval (2.28) satisfies
P (θi ∈ CSSgi ) ≥ P (T 2d+2a < t2)− α,
where t is chosen such that P (T 2d < t
2) = 1−α and Td denotes a t random variable
with d degrees of freedom.
The numerical evidence shows that P (T 2d+2a < t
2) ≥ P (T 2d < t2) ≥ 1− α when
a > 0. Therefore, the lower bound for the coverage probabilities of (2.28) is 1−2α
when the nominal level is 1− α.
To construct a useful interval in practice, namely, the empirical Bayes confi-
dence interval out of CSSg, we need to estimate the hyper-parameters τ 2, µ, a and
b. The estimation of τ 2 and µ can follow what was done between (2.18) and (2.20).
However, we would also need to do the truncation depicted in Sections 2.5 and
2.6. One small problem is the estimation of a and b, which can be done using only
S2i . The maximum likelihood estimators of a and b have been proposed in [45].
Method of moments based on ln(S2i ) solving just one equation numerically has
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been proposed in [39]. Applying Smyth’s technique lead to a confidence interval
denoted by CˆSSg . One may expect that CˆSSg should perform best under the in-
verse gamma model. Numerical study indicates surprisingly that CˆSS still perform
better than CˆSSg in that the former has shorter average length and coverage prob-
abilities above 1− α. See Figures 2.3 and 2.4. The improvement is substantially
especially when d is small, say smaller than 7. Searching for the explanation for
the superiority of CˆSS over CSSg would be an interesting future project. However,
two of the authors (Qiu and Zhao) have independently programmed and have ar-
rive the same conclusion that CˆSSg may become longer than t-interval in expected
length.
2.8 Data Analysis
We apply our confidence interval procedures to an Affymetrix control data set, the
golden spike-in data set of [8]. The most striking feature of this data set is that all
the true parameters are pre-chosen and known and hence the data presents an op-
portunity that statisticians rarely have to check against any proposed procedures.
For the details of the data, see the paper above. It seems interesting to apply
the shrinkage intervals to this data set to demonstrate the advantage of shrinkage.
For a more convincing data analysis, one would need to apply CˆSSi to an indi-
vidual subgroup (containing the ith gene) that has expression levels homogeneous
in means and variances. We take a na¨ıve approach to apply CˆSSi to the whole
group. We download data from the website http://www.elwood9.net/spike, which
are already processed by using MAS background correction, the constant subset
normalization at the probe level, PM adjustment for nonspecific signal by MAS
(v5), MAS (v5) for expression summary, and finally LOWESS normalization at the
28
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Figure 2.5: This figure plots in the upper curve the proportions of coverage
across the genes of seven confidence intervals with 1 − α = .95,
indicated by the horizontal axis, after being applied to the spike-
in data set of [8]. The lower curve plots the ratios of the average
lengths over the genes of these intervals to that of the t–interval.
The recommended confidence interval CˆSS has the proportion of
coverage approximately .95. And as demonstrated in the upper
curve, it has average length only 55% of that of the t–interval.
The interval CˆSSg works similarly to, but slightly better than
CˆSS.
probe set level. After taking log2 transformation, the data of size 14010-by-6 are
fit to 14010 gene-specific one-way ANOVA models where p = 14010 corresponds
to the number of genes and six replicates include three from each of the control
and treatment groups. The residual plots show that the variances of the control
and treatment groups are quite different from each other for most of genes. Hence
we construct the t interval for each of the genes (see, e.g., [32]) using Satterwaite
approximation, Xi ± tSi, i = 1, · · · , p, where
Xi = Y 1i − Y 2i, Si =
√
s21i/n1 + s
2
2i/n2 and d =
(s21i/n1 + s
2
2i/n2)
2
(s21i/n1)
2
n1−1 +
(s22i/n2)
2
n2−1
.
Also Y 1i and Y 2i are the sample means of the control and treatment groups for the
ith gene, each based on n1 = n2 = 3 samples, and s
2
1i and s
2
2i are the corresponding
unbiased sample variances. The degrees of freedom d for all genes after omitting
the decimal places are either 2 or 3. We use d = 2 for all genes to be conservative.
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It would be interesting to generalize our procedure to the case where the degrees of
freedom vary according to different genes. We also apply the six empirical Bayes
confidence intervals to the data and plot the proportions of coverage and average
lengths relative to that of the t interval in Figure 2.5. The proportion of coverage
can be viewed as an approximation of the coverage probability since p = 14010 is
large.
The proportions of coverage are plotted in “+” symbols and the average lengths
relative to that of the t interval are plotted in “O” symbols. The t interval has
low proportion of coverage of about 0.89 at the nominal level 0.95. The shrink-
means-alone interval CˆSM reduces the average length but does not improve on
the proportion of coverage. The shrink-variances-alone interval with Tong and
Wang’s modified variance estimator CˆSVa improves the proportion of coverage but
only reduces the average length to about 88%. The double shrinkage confidence
intervals CˆSSa, CˆSSg and CˆSS have good proportion of coverage and reduce the
average lengths to about 68%, 55% and 54%, respectively. The intervals CˆSS and
CˆSSg seem the most attractive. Also CˆSSg has a slightly better proportion of
coverage.
2.9 Conclusion
In this paper, we construct empirical Bayes confidence intervals that shrink both
the means and the variances. These intervals are on average much shorter than
the t-intervals and have higher coverage probabilities both in simulations and in
real data. They are better than the shrink-means-alone or shrink-variances-alone
confidence intervals. We made parametric assumption in this paper. However, by
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bootstrapping the statistics (as in [15]), we would likely have intervals that can be
applied to a more nonparametric setting. The fact that CˆSS is explicitly defined
and can be computed instantaneously will facilitate the Bootstrap approach. In
this paper, we set the nominal level 1− α for a single interval to be 95%. In the
situation of the multiple inference, there is a need to consider nominal level to be
higher than 95%. For the nominal level 1− 0.05/p and for p = 1000 and p = 2000,
the numerical studies show that CˆSS always perform better than the t-interval,
with largest saving in expected length ranging from 40% to 60%. Except in a few
exceptions, CˆSS always has the shortest expected lengths among all the shrinkage
intervals considered. In all cases, CˆSS has coverage probabilities above the nominal
level.
However, this interval construction only aims at one individual. As soon as
simultaneous confidence interval is concerned, we can only apply Bonferroni’s cor-
rection at this stage. We will address this multiplicity in the next chapter.
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CHAPTER 3
EMPIRICAL BAYES FCR CONTROLLING CONFIDENCE
INTERVALS
3.1 Introduction
In statistical analysis, confidence intervals are one of the most important tools.
Unlike a hypothesis testing or a p-value, a confidence interval could provide a
range of the true parameter θi while taking into consideration of the variability in
estimating the parameter. The traditional evaluation of a confidence interval is
based on the probability of covering the true parameter and the expected length.
[2], however, proposes a very interesting criterion: the False Coverage Rate
(FCR). To explain the concept, we use the microarray data analysis as an exam-
ple, although a similar question arises in many scientific studies. In a microarray
experiment, a scientist selects many genes, typically the most differentially ex-
pressed genes perhaps by using a procedure controlling the false discovery rate
(FDR). If the scientist is interested in reporting the confidence intervals for the
parameters corresponding to these selected genes, what should be done? This is
the question raised in [2]. Their proposed criterion is to examine the FCR, which
is the average rate of false coverage (i.e. not covering θi) among the selected inter-
vals. They demonstrate that if one ignores the selection and uses the traditional
(frequentist’s) 1−q confidence interval, the FCR may be much higher than q and is
not controlled. They then constructed confidence intervals that have a controlled
FCR.
In the approach of [2], the FCR is defined in the frequentist’s sense and is
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required to be less than q for every θi’s. This requirement seems too stringent. For
microarray experiments and other modern applications, there are a huge number
of parameters, often tens of thousands or more; and it is customary that scientists’
reasoning revolves around the probability of θi’s, the differential expression levels
(being equal to zero for example). It seems reasonable to consider the average
FCR, averaging over the FCR over such a distribution of θi’s. Such average FCR
is called the Bayes FCR while the distribution of θi’s is called the Bayes prior
distribution. In practice, the prior distribution can be speculated but never totally
known. Hence a class of distributions is considered instead and we require, for every
distribution in the class, that the Bayes FCR of confidence intervals is controlled
to be less than or equal to q. In such a case, we say that the confidence intervals
have empirical Bayes FCR controlled at the level q.
Although we use the terminology of the Bayesian or empirical Bayesian, the
criterion of Bayes FCR could be appropriate for frequentists too since it can be
interpreted as the average FCR with respect to a weight function, the prior dis-
tribution. It is also essentially the frequentist FCR when θi are random as in the
random effect models.
In section 3.2, we introduce all terminologies and our model. We establish a
theorem demonstrating that regardless of the selection rule, Bayes intervals have
a Bayes FCR controlled at q, as long as the posterior non-coverage probabilities of
the Bayes intervals are controlled at the same level. In section 3.3, we apply the
theorem in section 3.2 to a class of prior distributions. We establish that under
certain settings, the empirical Bayes FCR can be controlled asymptotically as the
number of parameters p (number of genes) goes to infinity if the empirical Bayes
confidence intervals in the sense of [33] and [34] are used. The asymptotic property
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holds regardless of the selection rule. In section 3.4, we construct the empirical
Bayes confidence intervals which are numerically shown to have the empirical Bayes
FCR controlled when p is finite. Moreover, the empirical Bayes intervals are always
shorter in average length than and could be one third as long as the [2]’s intervals.
Some general conclusions are written in section 3.5.
3.2 General Theorem on Bayes Intervals
We begin by giving the definition of False Coverage Rate(FCR) of confidence in-
tervals, a term coined in [2]. Consider one-dimensional parameters θi, i = 1, · · · , p.
Assume that Xi is an estimator of θi. Let CIi, based on Xi, be an interval for θi.
Assume that R is a set of index i such that θi has been selected based on Xi’s.
Let V consist of i ∈ R such that CIi does not cover θi. Let R and V denote the
numbers of elements in R and V, respectively. The FCR defined in [2] is
FCR = E
V
R
I(R > 0),
where the expectation integrates out X, under the assumption that θi’s are fixed.
[2] suggests to control FCR to be less than or equal to q, a small number, for every
θi’s. However, in modern technology like microarray, the number of parameters is
very large. Therefore it is customary for biologists to describe and think about θi
in terms of its distribution. Therefore it seems natural to consider θi’s as random
variables having some distribution π. Hence it seems reasonable to consider the
average FCR by integrating out θi’s with respect to their distribution π and define
the Bayes FCR as
FCRπ = EπE
V
R
I(R > 0).
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In this paper, we aim at constructing confidence intervals such that the Bayes FCR
is controlled by some pre-specified level q for any selection rule and any π ∈ Π
for some set Π. We call such a procedure an empirical Bayes FCR-controlling
intervals.
Note that, in agreement with the finding in [2] for the frequentist FCR, the
classical 95% t-intervals have Bayes FCR much larger than 5% and fail drastically
to control it at 5% level as demonstrated in Figures 3.1, 3.3, and 3.5 by black
dotted lines. This is due to the fact that these parameters have been preselected -
they are declared to be significantly different than zero when applying Benjamini
and Hochberg’s procedure with FDR set to be 5%.
In this section, we focus on the Bayes FCR. The definition of FCRπ seems
unrelated to the non-coverage probability; however, the following theorems demon-
strate that they are closely related. Assume that the p.d.f of X = (X1, · · · , Xp) is
fθ(X) and the p.d.f. of θ = (θ1, · · · , θp) is π(θ).
Lemma 3.2.1 For any selection rule,
FCRπ =
∫
R>0
E(Q|X)m(X)dX
where E(Q|X) = 1
R
∑
i∈R P (θi /∈ CIi|X) and m(X) =
∫
fθ(X)π(θ)dθ.
The proof of this lemma and all the other theorems below are given in the Appendix
unless it is obvious from the context. Given the lemma, the following theorem is
obvious.
Theorem 3.2.1 If P (θi /∈ CIi|X) ≤ q, ∀i, then FCRπ ≤ qP (R > 0) ≤ q, for any
selection rule based on X leading to R.
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In both Lemma 3.2.1 and Theorem 3.2.1 above, there is no independent assumption
needed among {Xi} or among {θi}. This theorem provides us a straightforward
way to construct confidence intervals with a controlled Bayes FCR when the prior
distribution π is known. Let’s consider the following example.
Assume that the observations Xi’s follow a distribution as Xi ∼ N(θi, σ2i ),
i = 1, 2, · · · , p where σ2i are known constants. Assume that the (prior) distribution
of θi’s is N(µ, τ
2). We assume that (Xi, θi), 1 ≤ i ≤ p, are independent.
Theorem 3.2.2 Define the confidence interval CIBi as
CIBi = [MiXi + (1−Mi)µ]± z
√
Miσi, (3.1)
where P (|Z| > z) = q.
Having posterior coverage probability 1 − q, the above procedure, by Theorem
3.2.1, controls the Bayes FCR at the q-level for any selection rule.
Theorem 3.2.1 could be very useful because Bayes intervals that have high cov-
erage probabilities can automatically control the Bayes FCR. However, in practice,
the Bayes prior distribution is typically unknown. If we assume a class of priors,
indexed by some hyper-parameters, it seems reasonable to use data to estimate
them as in the empirical Bayes approach. However, the resultant intervals no
longer satisfy the assumption in Theorem 3.2.1 because of the estimation error.
The following theorems provide us tools to show the asymptotic properties.
Theorem 3.2.3 Assume that max1≤i≤p P (θi /∈ CIi|X) = α(p,X) and
lim
p→∞P (α(p,X) ≤ q + ǫ)→ 1, ∀ǫ > 0. (3.2)
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Then
lim sup
p→∞
FCRπ ≤ q.
When condition (3.2) holds, we shall say that α(p,X) is asymptotically (as
p → ∞) less or equal to q in probability. Under such a condition, FCRπ is
asymptotically controlled at the level q. The theorem aims at dealing with the
most severe term max1≤i≤p P (θi /∈ CIi|X), therefore it even applies to the extreme
case when only one observation is selected. A weaker sufficient condition can be
obtained when R increases as p increases as following.
Theorem 3.2.4 Assume that R
p
→ η > 0, and
1
p
∑
i
|P (θ /∈ CIi|X)− q| → 0, almost surely, (3.3)
where q is any number independent of i. Then
lim
p→∞FCRπ = f(q).
We also have the version of the theorem for the one-sided case.
Theorem 3.2.5 Assume that all other assumptions except (3.3) is replaced by
lim sup
p→∞
1
p
∑
i
(P (θi /∈ CIi|X)− q)+ ≤ 0, almost surely,
where for a number a, (a)+ stands for the positive part of a and equals max(a, 0).
Then lim sup
p→∞
FCRπ ≤ f(q).
3.3 Empirical Bayes Approach
In section 3.2, we have showed that the confidence intervals can typically control
the Bayes FCR. However, these results are for the case when a precise prior is
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used. In real application, we do not know the prior and it seems more reasonable
to consider a class of priors with unknown hyper-parameters which should be
estimated by using data as in the empirical Bayes approach.
Recall that Xi|θi ∼ N(θi, σ2i ), and θi ∼ N(µ, τ 2); therefore
EXi = E(EXi|θi) = E(θi) = µ, and
EX2i = E(E(X
2
i |θi)) = E(θ2i + σ2i ) = µ2 + τ 2 + σ2i .
Now we estimate µ by µˆ = X¯, and τ 2 by
τˆ 2 = (
∑p
i=1(X
2
i − σ2i )
p
− µˆ2)+, (3.4)
where we take the positive part in (3.4) to ensure that the estimator is not negative.
Naturally, we estimate Mi by Mˆi =
τˆ2
τˆ2+σ2i
Substituting all the hyper-parameters in the interval (3.1) by their estimators
above results in the so-called empirical Bayesian interval
CIEBi = [MˆiXi + (1− Mˆi)µˆ]± z
√
Mˆiσi. (3.5)
Since all the estimators are obtained through the method of moment, we would
expect that they should converge to the Bayes interval as p → ∞. Hence asymp-
totically (3.5) would behave like the Bayes procedure (3.1), having the asymptotic
Bayes FCR controlled. This indeed can be proved as in the two theorems below
under the assumption that τ > 0.
Theorem 3.3.1 For any ǫ > 0, if
∑p
i=1 σ
4
i = o(
p2
(log p)1+ǫ
), then
lim sup
p→∞
FCR ≤ q, ∀π.
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Alternatively, an application of theorem 3.2.4 provides us the asymptotic prop-
erty under a less restrictive condition when the number of selection R increases as
p increases.
Theorem 3.3.2 If R
p
→ η > 0, and ∑pi=1 σ4i = o(p2), then limp→∞ FCRπ = q.
Both conditions on the order of
∑
i σ
4
i are mild, much weaker than the result
from the law of large number. More specifically, when σ2i ’s are generated as samples
from a population with the mean and variance both finite, these two conditions are
satisfied. Both Theorems 3.3.1 and 3.3.2 under their assumptions imply that the
empirical Bayesian interval (3.5) controls the FCRπ at the q-level for any normal
prior π when p→∞. However, when p is finite, the FCRπ can be higher than q.
In figures 3.1, 3.3, and 3.5, we simulate the FCRπ when the dimension is p = 2000
with q = 5%. Cyan solid lines represent the FCRπ of the interval (3.5), and
demonstrate the failure of controlling FCRπ especially when τ
2 is close to zero.
From the point of view of Theorem 3.2.1, this is likely due to the fact that (3.5)
does not have the empirical Bayes non-coverage probabilities controlled to be less
than 5%. [34], [5], and [17] for the non-selecting setting, and [36] for the selecting
setting, have discovered the similar phenomenon and they all have applied the
truncation to boost the coverage probability. We will address such modifications
in the next section which leads to a controlled FCR even for moderate p.
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Figure 3.1: The Bayesian FCR of different interval constructions are plot-
ted against M = τ
2
1+τ2
for p = 2000 and q = 0.05 under the
model Normal-Normal Model when assuming the unequal but
known variances. The variances are sampled independently from
the inverse gamma random variable for various combinations of
parameters a and b. The a is chosen to be 2.1 in this figure,
and 2.5, 3 respectively in figure 3.3 and 3.5. The b varies among
0.1, 0.3, 1, and 3, corresponding to the four pictures above. The
parameters are selected according to [1]’s FDR procedure at 5%
level. The na¨ıve t-interval fails to control the FCR at the q-level;
[2]’s procedure, Bonferroni correction, and our empirical decision
Bayes confidence intervals (3.7) all control Bayes FCR at q-level.
However, the empirical Bayes intervals having no correction or no
truncation fail to control the FCR when τ 2 is moderately small.
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Figure 3.2: Under the same setting as in figure 3.3, the average length of in-
tervals that are constructed are plotted for various combinations
of parameters a and b. It is shown that the empirical decision
Bayes intervals (3.7) enjoys huge reduction of the average length.
The price paid for the truncation and correction which ensure
that the FCR of (3.7) is controlled, is small. The average length
that corresponds to Bonferroni’s correction is way too large due
to its extreme conservativeness. The average half-length of [2]’s
procedure is uniformly larger than ours and could go up to three
times larger.
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Figure 3.3: This simulation setting is the same as that of the figure 3.1 except
that a is chosen to be 2.5.
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Figure 3.4: This simulation setting is the same as that of the figure 3.2 except
that a is chosen to be 2.5.
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Figure 3.5: This simulation setting is the same as that of the figure 3.1 except
that a is chosen to be 3.
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Figure 3.6: This simulation setting is the same as that of the figure 3.2 except
that a is chosen to be 3.
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3.4 Modification
Adapting the arguments in [36] and [24] to this case, we truncate the estimator τˆ 2
at τ 20 where τ
2
0 satisfies
Pτ2=τ20 (τˆ
2 = 0) ≤ q.
Let σ¯2 =
∑
i
σ2i
p
, σ¯4 =
∑
i
σ4i
p
. The central limit theorem yields an approximation of
τ 20 as
τ 20 =
2z2σ¯2 +
√
4z4σ¯4 + 2z2σ¯4(p− 2z2)
p− 2z2 .
Now, replacing τˆ 2 by τˆ 2∗ = max(τˆ
2, τ 20 ) and Mi in the half length of (3.5) by Mˆ
∗
i
where Mˆ∗i =
τˆ2∗
τˆ2∗+σ
2
i
, we obtain the following interval
CI∗i = [MˆiXi + (1− Mˆi)µˆ]± z
√
Mˆ∗i σi. (3.6)
In figures 3.1, 3.3, and 3.5, blue dotted lines represent the FCRπ corresponding
to the empirical interval (3.6) for different parameter settings. It can be easily
seen that interval (3.6) performs significantly better than (3.5) especially when τ 2
is small. However, the intervals (3.6) still fail to control the FCRπ especially when
τ 2 is moderately small.
As in [5], [17], and [36], we apply another correction to the length as could be
derived by decision Bayes approach. Let V (Mˆ∗i ) =
√
z2 − log(Mˆ∗i ). The empirical
decision Bayes interval is defined as
CIFi = [MˆiXi + (1− Mˆi)µˆ]±
√
Mˆ∗i V (Mˆ
∗
i )σi. (3.7)
The intervals (3.6) and (3.7) are wider than (3.5) which has FCRπ controlled
asymptotically. Consequently, the FCRπ of (3.6) and (3.7) are both smaller than
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q asymptotically as long as the conditions on σi’s in Theorems 3.2.4 and 3.2.5 in
Section 3.2 are satisfied.
Red solid lines in figures 3.1, 3.3, and 3.5 graph the Bayes FCR of (3.7), demon-
strating that their FCRπ is less or equal than q = 0.05 for any τ
2. The variances
σ2i ’s are simulated from inverse gamma distribution with parameters a and b. For
various choices of a, b, and p, our simulations always show that the recommended
interval (3.7) has FCRπ controlled at q = 0.05.
In these three figures, the FCRπ of [2]’s procedure are plotted by green solid
lines. Note that [2]’s procedure is analytically proved to control the frequentist
FCR. Hence it is not surprising that their Bayes FCR is always controlled, as
demonstrated by our figures as well. However, they are very conservative espe-
cially when there are many θi’s. The price for the [2]’s confidence intervals to
pay is that they are very long. Figure 3.2, 3.4, and 3.6 show that their average
lengths, although shorter than the Bonferroni’s intervals, are longer than other
intervals, including (3.7). In some situations, [2]’s average length is three times
as long as (3.7). Note the (3.7) has average length almost identical to the Bayes
intervals, which have the minimum lengths. However, the Bayes intervals assume
the knowledge of τ 2, unrealistic in real applications.
Interestingly, the empirical Bayes interval (3.7) does not adjust the level q which
affects directly its length. Its length is even shorter than the t-interval. This may
call into question as to whether the empirical Bayes FCR criterion requires the
multiplicity correction. There are two reasons that indicate it does require the
multiplicity correction in some sense. First of all, the traditional t-interval still fail
terribly, having a large Bayes FCR as demonstrated in figures 3.1, 3.3, and 3.5.
Hence the empirical Bayes criterion do not wash away the selection bias. Secondly,
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the empirical Bayes intervals do adjust the answer when p is different, since then
X1, · · · , Xp would all be different. The empirical Bayes borrows the strength from
all X1, · · · , Xp to do the “multiplicity” adjustment.
Fundamentally, the empirical Bayesian approach does such an amazing job that
it bases its interval on a center ( a point estimator) whose selection bias has been
corrected. See [19]. As a result, there is no need to make the length longer. In
contrast, the [2]’s interval does not correct the center and expand its length to
have a good FCR. Thus the length becomes very large in order to cover the bias
of its center.
3.5 Conclusion
In this paper, we propose controlling the empirical Bayes FCR as a criterion alter-
native to the (frequentist) FCR proposed by [2]. Especially when there are many
parameters θi, it seems too stringent to require that the frequentist FCR be con-
trolled for every θi’s. However, the FCR averaging over θi’s (or the Bayes FCR)
would be more appropriate. By controlling the Bayes FCR for a class of prior, or
the empirical Bayes FCR, we derive sharper confidence intervals.
We constructed empirical Bayes intervals under the normal-normal model with
confidence coefficient 1− q and demonstrated that the intervals have the empirical
Bayes FCR controlled at level q. The classical frequentist t-confidence intervals,
however, fail to have the empirical Bayes FCR controlled. The empirical Bayes
intervals center at the bias corrected estimator whereas other intervals do not.
This is why it is so sharp, having controlled Bayes FCR for a class of priors and
having much shorter length than other intervals.
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However, in microarray experiments, it is well known that for most genes, say
more than 90%, the corresponding differential expression is identically zero (see
[36]). Therefore, it is important to construct confidence intervals when accounting
for such information. We will combine the decision approach and the empirical
Bayes approach to deal with such a more practical situation in the next chapter.
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CHAPTER 4
DECISION APPROACH AND EMPIRICAL BAYES
FCR-CONTROLLING INTERVAL FOR MIXED PRIOR MODEL
4.1 Introduction
Simultaneous interval estimation for a large number of selected parameters is chal-
lenging especially when the number of observations for each parameter is very
small. The difficulties are the selection bias (see [36] and [19] and the multiplic-
ity. The traditional approach, which treats all the parameters as fixed, seems to
have little power when the dimension tends to be very large, for instance, several
thousands in microarray. However, the empirical Bayesian approach is known to
be able to borrow strength across the populations. Thus, it is very likely that this
method will provide us with some satisfactory procedures.
In the past, researchers attempted to provide point estimators of the parame-
ters of selected populations (see, for example, [9] and [19]). However, only a few
confidence intervals have been constructed for selected populations. One excit-
ing work is [36], which offers a way to construct intervals that can control the
simultaneous coverage coefficient for selected populations. Other than the normal-
normal model, they treated the so-called normal-mixture model where the true
parameters are i.i.d. samples from a mixture of a normal random variable with
an unknown mean and variance and a single point zero. Because they control the
simultaneous coverage probability, their criterion is more stringent than the FCR
discussed below. Their intervals are much shorter than the intervals constructed
using Bonferroni’s method.
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Alternative criterion has been proposed in the paper [2]. They adapted the
concept of FDR from multiple testing and coined a concept False Coverage Rate
(FCR) for simultaneous intervals. This criterion is much less conservative than
the simultaneous non-coverage coefficient. They constructed confidence intervals
for multiple selected parameters which can control the FCR at a specified q-level,
typically 5%. They centered their intervals upon the estimator Xi’s which are
biased for selected populations and addressed the multiplicity by lengthening the
intervals. Consequently, their intervals can be substantially improved compared to
the intervals we shall propose.
Later, [46] introduced the Bayes FCR and connected Bayes confidence interval
which aims to control Bayesian non-coverage coefficients with the Bayesian FCR
controlling intervals. They applied this general theorem to the normal-normal
setting where the observations follow a normal distribution with unequal but known
variances and the parameters follow a normal prior. They used the empirical
Bayesian approach to derive explicit intervals which can control the empirical Bayes
FCR. Their construction reduced the average length of [2]’s procedure dramatically
because they addressed the multiplicity by reducing the bias of the point estimator,
the center of their intervals. The result is reported in Chapter 3 of this dissertation.
Here, we use the decision approach and empirical Bayes to construct intervals
for selected populations under the same model setting of [36]. Application of
decision approach to interval/set estimation has a long history which dates back
to [16], [5], and [17]. Recently, [24] have constructed the double shrinkage empirical
confidence interval for a one dimensional parameter when assuming the variances to
be unequal and unknown. The result is reported in Chapter 2 of this dissertation.
However, the loss functions they have used need adjustment for the mixed model
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we consider here (detailed argument is in section 4.2.2). Thus a new loss function
with two tuning parameters k1 and k2 is proposed. One specific choice of k2 results
in [36]’s procedure. The other choice of k2 provides us with a way to construct the
empirical Bayesian FCR-controlling intervals based on the normal-mixture model.
In section 4.2, we introduce the model setting and the decision Bayes rule based
on our new loss function. In section 4.3, we will connect the decision Bayesian rule
with [36]’s procedure first and then derive a procedure which can control the Bayes
FCR. In section 4.4, empirical Bayesian approach is constructed and evaluated
both numerically and analytically. In section 4.5, we apply the confidence intervals
constructed in section 4.4 to a real microarray data set and compare it with those
of [2] and [36]. It turns out that our procedure out-performs theirs. The average
length of our interval is only 57% of that of [36]’s procedure which controls the
simultaneous coverage probability and 66% of that of [2]’s procedure which controls
the frequentist’s FCR. Obviously, one major reason that the proposed procedure
has sharper intervals is because we take a less stringent criterion: controlling of
the Bayes FCR. However, this seems a more realistic criterion.
4.2 Normal-Mixture Model for the means
4.2.1 Model Assumption
In microarray, it is generally assumed that observed differentially expressed lev-
els Xi’s are normally distributed with true means θi’s, i = 1, 2, · · · , p, where the
dimension p is very large. Due to the extremely large number of dimensions, it
seems natural for statisticians to model the true means θi’s. A conventional choice
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is the normal prior where θi
i.i.d.∼ N(0, τ 2).
However, in [36], they applied the Q-Q plot to a microarray data and showed
that a normal-normal model cannot fit the data well. To remedy this, they in-
troduced the normal-mixture model as following. Assume that Xi|θi ∼ N(θi, σ2),
and
π(θi)

= 0 with probability π0,
∼ N(0, τ 2) with probability π1 = 1− π0.
(4.1)
We use an indicator function Ii to describe whether θi is 0, i.e. Ii = 0 if θi = 0
and Ii = 1 if θi ∼ N(0, τ 2). Initially, we assume that hyper parameters τ 2 and π0
are known and derive the corresponding decision Bayesian procedure. In section
4.4, we estimate them through data by using consistent estimators and derive an
empirical Bayesian procedure.
4.2.2 Bayes Interval
Historically, there have been many attempts to apply the decision Bayes approach
to construct confidence sets/intervals. [16] considered a linear loss function for
confidence set CI of the parameter θ as L(θ, CI) = kV olume(CI)− ICI(θ). Also
[5] uses the same loss where the tuning parameter k was determined so the usual
1 − α confidence set is minimax. [17] used Li(θi, CIi) = kLen(CIi) − ICIi(θi) as
the loss function for the interval estimator CIi of the parameter θi. [24] modified
the loss function above as L(θi, CIi) =
k
σi
Len(CIi) − ICIi(θi) and constructed
the confidence interval that shrinks both the estimated means and variances σ2i .
However, all these loss functions are not appropriate for the normal-mixture model
(4.1). In fact, for any given confidence interval, one can construct a new interval,
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which is the union of the existing procedure and zero. This new approach boosts
the coverage probability while causing no change in the length. Consequently, the
conditional expected loss of the new construction is always less than or equal to
that of the original approach. As a result, the decision Bayes suggests that zero
should always be included. However, such intervals have no power if applied to
conduct tests for θi = 0 since it will always accept the null hypothesis.
In order to avoid this phenomenon, we added extra terms which influence the
loss function only when the point zero is included and thus define the loss function
as,
L(θi, CIi) = k1Len(CIi)Ii − ICIi(θi)Ii + ICIi(0)(k2 − (1− Ii)), 0 ≤ k2 ≤ 1. (4.2)
The first two terms balance the length and the true coverage. The tuning parameter
k1 will be determined later in this section. The last two terms affect the loss
function only when the corresponding interval does include zero. In such a case, if
θi is indeed zero, then k2 − (1− Ii) = k2 − 1 ≤ 0, and including zero is beneficial
as it should be. On the other hand, if θi is not zero, then k2 − Ii = k2 is positive
and becomes a penalty term. Thus, appropriate choice of the tuning parameter k2
guides us to decide when zero should be included.
Furthermore, the flexibility of choosing k2 offers us constructions under different
settings. For example, when assuming the normal-normal model, the loss function
(4.2) reduces to [17]’s if we set k2 = 0. In section 4.3, we apply two different choices
of k2, one of which will reproduce [36]’s procedure, while the other will provide a
construction that can control the Bayesian FCR at q-level.
Now, we have all the pieces to construct the decision Bayes rule, i.e. we want
to construct a Bayes interval CIBi such that it minimizes E(L(θi, CIi|X)) for any
observationX when assuming the normal-mixture model (4.1) and the loss function
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(4.2).
Theorem 4.2.1 Let π0i (X) = P (θi = 0|X) = P (Ii = 0|X) and π1i (X) = 1 −
π0i (X). Then
EL(θi, CIi|X) = π1i (X)
∫
CIi
(k1−π(θi|X, Ii = 1))dθi+ICIi(0|X)(k2−π0i (X)). (4.3)
The Bayes interval is
CIi =

{θi : k1 < π(θi|Xi, Ii = 1)} \ {0} if k2 > π0i (X),
{θi : k1 < π(θi|Xi, Ii = 1)} ∪ {0} if k2 ≤ π0i (X).
(4.4)
Intuitively, for any given observation Xi, if the conditional probability π
0
i (X) is
small, it is unlikely that θi = 0 and zero should be excluded. On the other hand,
larger π0i (X) indicates that zero should be included. Theorem 4.2.1 shows that the
decision Bayes interval uses k2 as the threshold value.
Under model (4.1), π(θi|X, Ii = 1) ∼ N(MXi,Mσ2) where M = τ2τ2+σ2 , there-
fore
{θi : k1 < π(θi|Xi, Ii = 1)}
= {θi : (θi −MXi)2 < −Mσ2(2 log k1
√
2π + logMσ2)}.
As in the Section 3 of [24], one wants to obtain a traditional normal interval when
the non-informative prior is applied, i.e., if setting τ →∞, M → 1, one wants the
corresponding interval {θi : (θi−Xi)2σ2 < −(2 log k1
√
2π + log σ2)} to coincide with
normal interval (Xi − zq/2σ,Xi + zq/2σ) where zq/2 is the critical value such that
P (|Z| > zq/2) = q when Z is a standard normal random variable. Therefore, the
constant k1 should be chosen such that z
2
q/2 = −(2 log k1
√
2π + log σ2). Plug this
constant k1 back to Bayes interval (4.4). Then the decision Bayes interval becomes
CIBi =

{θi : (θi −MXi)2 < Mσ2(z2q/2 − logM)} \ {0} if k2 > π0i (X),
{θi : (θi −MXi)2 < Mσ2(z2q/2 − logM)} ∪ {0} if k2 ≤ π0i (X).
(4.5)
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Unlike the interval MXi ±
√
Mσzq/2, which is directly derived from the posterior
distribution, (4.5) has an extra positive term Mσ2(− logM) which is necessary to
boost the coverage probability when the hyper parameters are estimated through
the data in section 4.4. In the next section, we will choose the value of the param-
eter k2 under two different problem settings and derive the decision Bayes interval
accordingly.
4.3 Choose k2
4.3.1 Qiu and Hwang (2007)
[36] constructed the interval for K parameters θ(p−K+1), · · · , θ(p) under the model
(4.1) where the observations θ(j) is the parameter corresponding to X(j) and X(j)’s
are permutation of X1, · · · , Xp, so that
|X(1)| ≤ |X(2)| ≤ · · · ≤ |X(p)|.
The parameter θ(j)’s are called the parameters of selected population. In particular,
θ(p) is the parameter of the population which happens to have produced the largest
|Xi| or the population selected to have the largest Xi in magnitude. Note that
|θ(p)| is not necessarily equal to max
1≤j≤p
|θ(j)|. We construct the interval for θ(j) where
p−K + 1 ≤ j ≤ p as
CIB(j) (4.6)
=

{θ(j) : (θ(j) −MX(j))2 < Mσ2(z2q/2K − logM)} \ {0} if k2 > π0(j)(X),
{θ(j) : (θ(j) −MX(j))2 < Mσ2(z2q/2K − logM)} ∪ {0} if k2 ≤ π0(j)(X).
When compared with (4.5), the major difference is that we use the critical value
zq/2K to address the multiplicity.
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Direct calculation shows that for each j,
P (θ(j) /∈ CIB(j)|X) ≤ q/K + π0(j)(X)((π0(j)(X) < k2)− q/K).
Consequently, the simultaneous non-coverage coefficient satisfies
P (θ(j) /∈ CI(j), j = p−K+1, · · · , p) ≤ q+E
p∑
j=p−K+1
π0(j)(X)(I(π
0
(j)(X) < k2)−q/K).
(4.7)
If k2 is chosen to be the maximum k such that the summation above is non-positive,
i.e.
k2 = argmax
k
{E
p∑
j=p−K+1
π0(j)(X)(I(π
0
(j)(X) < k)− q/K) ≤ 0}, (4.8)
then the non-coverage coefficient P (θ(j) /∈ CI(j), j = p−K +1, · · · , p) is controlled
at the q-level. Using this choice of k2, (4.6) is identical to [36]’s Bayes procedure,
hence providing a surprising satisfaction of [36]. This always indicates that the
loss function (4.2) is reasonable and useful.
4.3.2 Bayes FCR Controlling Interval
[2] initiated the concept of FCR, which is much less conservative than the simulta-
neous non-coverage coefficients. [46], as reported in Chapter 3, has extended this
idea to the Bayesian framework through a new concept, Bayes FCR. They have
shown that there is a natural connection between the Bayes FCR and the Bayes
non-coverage probability. In this subsection, we will show that (4.5) can control
the Bayes FCR at the q-level if k2 is chosen appropriately.
Theorem 4.3.1 Assume that R(X) is the index set of observations that are se-
lected for interval estimation. R = #R. Define
f(p, τ 2, π0, k) = E(
∑
i∈R
π0i (X)(I(π
0
i (X) < k)− q)
R
I(R > 0)),
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and k2 = max
k
{k, f(p, τ 2, π0, k) ≤ 0}. Then intervals (4.5) satisfies
FCRπ ≤ qP (R > 0).
In other words, the Bayes FCR of the intervals (4.5) is controlled at the q level.
Now assume that the selection rule in [36] is applied in Theorem 4.3.1, i.e.,
the population with K largest Xi are selected where K > 1 and hence R is
defined accordingly. If we had used the choice k2 in (4.8) which is now denoted
as k′2, f(p, τ
2, π0, k
′
2) is less than or equal to zero. Consequently, the k2 chosen
according to Theorem 4.3.1 is larger than or equal to k′2. Therefore, the frequency
that (4.5) includes zero is less than that of [36]. Furthermore, according to their
simultaneous confidence interval construction, the half length Mσ2(zq/2K − logM)
is much larger than the half length of the Bayes FCR controlling interval (4.5). The
discrepancy becomes large when K is large. These two facts imply that the Bayes
FCR controlling interval is less conservative than [36]. However, the construction
of [36] could control the simultaneous coverage probability, which is a stronger
criteria than the empirical Bayesian FCR.
Another advantage of this theorem is that it holds for any selection rule, in-
cluding pre-determined and data-driven selection rules. For example, when obser-
vations are selected according to [1], which controls the False Discovery Rate at
q-level, and k2 is simulated accordingly, the above theorem guarantees that (4.5)
still controls the Bayes FCR at the q-level.
A disadvantage of this approach is that the choice of k2 depends on the ex-
pectation, which prevents us from finding k2 explicitly. However, k2 can be easily
determined by simulation once the hyper-parameters are known, as shown below.
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4.4 Empirical Bayes Approach
In this section, we estimate unknown hyper-parameters through the data and ob-
tain an empirical Bayes confidence interval. Our goal is to construct the confidence
intervals for selected parameters such that the Bayes FCR can always be controlled
for a class of prior distributions which are determined by the hyper-parameters π0
and τ 2. This approach is named empirical Bayes FCR controlling intervals, ac-
cording to [46].
Recall the model 4.1. Then EX2i = σ
2 + π1τ
2, and EX4i = 3(σ
4 + 2π1σ
2τ 2 +
π1τ
4). By using the method of moments, one could get reliable estimators of π0
and τ 2 when p is sufficiently large,
πˆ1 =
(m2 − σ2)2
m4/3 + σ4 − 2σ2m2 , τˆ
2 =
(m2 − σ2)
πˆ1
. (4.9)
Plug these two estimators back to the function of f as in Theorem 4.3.1 and obtain
the value of k2, denoted by kˆ2. Assume that Mˆ and πˆ
0
i (X) are the estimators of
M and π0i (X) when π0 and τ
2 are replaced by (4.9). Then we can construct the
empirical Bayes interval as,
CIEBi (4.10)
=

{θi : (θi − MˆXi)2 < Mˆσ2(z2q/2 − log Mˆ)} \ {0} if kˆ2 > πˆ0i (X),
{θi : (θi − MˆXi)2 < Mˆσ2(z2q/2 − log Mˆ)} ∪ {0} if kˆ2 ≤ πˆ0i (X).
The following theorem describes the asymptotic property of the construction.
Theorem 4.4.1 Assume that 0 < π0 < 1, τ
2 > 0. For any ǫ > 0, if there always
exists δ,N > 0 such that
|f(p, τ ′2, π′0, k′)− f(p, τ 2, π0, k)| < ǫ. (4.11)
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when given (τ ′2 − τ 2)2 + (π′0 − π0)2 + (k′ − k)2 < δ for all ∀p > N, k, k′ > 0, then
under the model (4.1), the empirical Bayes interval (4.10) satisfies
lim sup
p→∞
FCRπ ≤ q.
Proposition 4.4.1 If we select the first R parameters with R→∞ when p→∞,
then f satisfies the condition in Theorem 4.4.1.
This proposition implies that when all observations are selected for interval esti-
mation, (4.10) can control the empirical Bayes FCR asymptotically.
However, like all other existing constructions such as [5], [36], and [24], the
interval (4.10) cannot provide a satisfactory answer automatically for the finite
sample case.
In figure 4.1, we have plotted a figure of Bayes FCR of the empirical Bayes
interval versus the procedure of [2] under different settings of hyper-parameter
(π0, τ
2) when p = 1000 and only the top 100 observations are selected for interval
estimation. [2]’s procedure can always control the FCR at the 5% level; however,
their procedures are too conservative in the sense that the Bayes FCR is very low
when M is close to 1 and that they have a large average length. The green line,
corresponding to the construction (4.10), performs well when τ 2 is relatively large;
however some modifications are required when τ 2 is small.
[36] has argued that π0 is nearly unidentifiable when τ is small. This will cause
the estimator (4.9) to be very inaccurate. Therefore, they use the Bonferroni’s
correction (Xi−zq/2pσ,Xi+zq/2pσ) if pˆτˆ 2 < min(
√
720/p, 0.6), a threshold obtained
from extensive numerical calculations. It also seems necessary to mix the procedure
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(4.10) with the interval (Xi−zRq/2pσ,Xi+zRq/2pσ), which is inspired by [2]. Below,
we have an analytic argument that helps us to find the proposed threshold value.
Recall that EX2i = σ
2 + π1τ
2 and EX4i = 3(σ
4 + 2π1σ
2τ 2 + π1τ
4), therefore
τ 2 + 2σ2 =
EX4i /3−σ4
EX2i −σ2
. Use m2 =
∑
X2i /p and m4 =
∑
X4i /p to denote the second
and fourth moments, then
τˆ 2 + 2σ2 =
m4/3− σ4
m2 − σ2 .
Since the left hand side of the above formula is always greater than or equal
to 2σ2, τ 2 is not estimable when the right hand side is less than 2σ2. Therefore,
we can carefully choose a proper τ 20 , such that the probability of the right hand
side is smaller than 2σ2, i.e. the probability that π0 and τ
2 are not estimable,
which is controlled at the level of q. Therefore, set the threshold value τ 20 to satisfy
Pτ2=τ20 (
m4/3−σ4
m2−σ2 ≤ 2σ2) ≤ q.
Now consider the special case when π1 = 1 and calculate τ
2
0 . Use m
′
4 and m
′
2 to
denote the second and fourth moments of the standard normal distribution when
there are p observations. Then m4 = (τ
2 +σ2)2m′4 and m2 = (τ
2 +σ2)m′2. We can
use simulation to find τ 20 such that
Pτ2=τ20 ((τ
2 + σ2)2
m′4
3
− 2σ2(τ 2 + σ2)m′2 + σ4 < 0) ≤ q.
Based on the cutoff, the final empirical Bayes FCR controlling interval with
mixture is defined as
CIF inali =

Xi ± zRq/(2p)σ if m2 − σ2 < τ 20 ,
CIEBi , if m2 − σ2 > τ 20 .
(4.12)
In figure 4.1, the red solid line corresponds to the above empirical Bayes inter-
vals. They perform the same as [2] when τ 2 is very small because of the mixed
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procedure. The portion of the mixture increases when π0 increases. However,
(4.12) performs better than theirs when τ 2 is larger. The discrepancy is significant
when M → 1.
We have also plotted the simulated average length in figure 4.2 that corresponds
to the same model settings in figure 4.1. The average length of (4.12) is for all M
less than or equal to the average length of [2]’s procedure. The ratio of these two
lengths can be as small as 56%.
In figures 4.3 and 4.4, we repeat the simulation setting but change the selection
rule to [1]’s procedure which aims at finding significant observations while control-
ling the False Discovery Rate at a 5%-level. The intervals (4.12) can control the
empirical Bayesian FCR at the 5%-level based on this data-driven selection. Com-
pared with [2]’s procedure, the improvement of the average length is even more
significant than that corresponding to the fixed selection rule. The ratio can be as
small as 43%.
62
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
M
F
C
R
FCR:p=1000,pi0=0.3,alpha=0.05
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
M
F
C
R
FCR:p=1000,pi0=0.5,alpha=0.05
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
M
F
C
R
FCR:p=1000,pi0=0.8,alpha=0.05
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
M
F
C
R
FCR:p=1000,pi0=0.9,alpha=0.05
 
 
(4.10)
B−Y
(4.11)
error bar
α
Figure 4.1: These figures are the simulated Bayes FCR under different model
settings against M = τ
2
1+τ2
. The dimension is set to be 1000, and
top 100 observations after ordering all Xi’s according to their
magnitude are selected for confidence interval construction. The
hyper parameter π0 varies among 0.3, 0.5, 0.8 and 0.9. The Bayes
FCR level that we aim at is 5%. When τ 2 is small, (4.10) doesn’t
control the Bayes FCR at 5%. However, the mixed procedure
(4.12) does control the Bayes FCR for any hyper parameters.
The portion of the mixture increases as π0 increases.
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Figure 4.2: These figures are the simulated average length of different ap-
proaches under the same model setting as figure 4.1. The average
length of our procedure is less than or equal to [2]’s procedure.
In some extreme cases, the average length of (4.12) is only 54%
of that of [2]’s procedure.
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Figure 4.3: These figures are the simulated Bayes FCR under different model
settings againstM = τ
2
1+τ2
. The dimension is set to be 1000. The
selection rule is based on [1] which aims at controlling the False
Discovery Rate to be less or equal than 5%. The hyper parameter
π0 varies among 0.3, 0.5, 0.8 and 0.9. The Bayes FCR level that
we aim for is 5%, which is represented by the magenta line. When
τ 2 is small, (4.10) doesn’t control the Bayes FCR. However, the
Bayesian FCR of the mixed procedure (4.12) and [2]’s procedure
are always less than or equal to the error bar, which equals to q
plus the simulation error.
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Figure 4.4: These figures are the simulated average length of different ap-
proaches under the same model as figure 4.1. The average length
of our procedure is less than [2]’s procedure. In some extreme
cases, the average length of (4.12) is only 44% of that of [2]’s
procedure.
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4.5 Real Data Analysis
In this section, we apply different intervals to a microarray data set, the Synteni
data of [28], which was revisited by [18] and [36]. The description of the data set
can be found in [28]. Figure 6 of [36] is a Q-Q plot of the ANOVA estimator Xg,
which shows that the normal-mixture model (4.1) fits the data well.
In [18], they use simultaneous confidence intervals to detect genes with an
expression level of ∆ = 3 or more. We will first apply the procedure of [1] to
select parameters with expression levels significantly larger than or equal to log2 3,
and then construct the simultaneous interval for such selected observations. B-H’s
procedure declares that the first 89 genes are significant.
In figure 4.5, we construct the confidence intervals for these 89 genes by using
[36], [2], and (4.12). Our confidence interval (4.12) for θ(g) is 0.93X(g) ± 0.96.
Compared with the interval X(g)± 1.47 of BY’s procedure, 0.93X(g)± 1.67 of [36],
our intervals enjoy great length reduction.
4.6 Discussion
In this chapter, we have defined a new loss function for confidence interval con-
struction when assuming the mixed prior model (4.1). We use two different ways
to choose the tuning parameter in the loss function to obtain [36]’s procedure and
the empirical Bayesian FCR controlling intervals. Since [36] controls the simulta-
neous coverage coefficient by using Bonferroni’s correction, their lengths are much
larger than (4.12) where we aim at controlling the empirical Bayes FCR.
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Figure 4.5: Three different interval approaches, [36], [2], and (4.12) are ap-
plied to the Synteni data of [28]. The FDR procedure of [1],
aiming at finding the genes with differentially expressed levels
that are significantly larger than or equal to log2 3 while con-
trolling the False Discovery Rate to be at most 5%, is applied
to select genes for interval estimation. Among 1285 genes, 89
of them are declared significant and the corresponding intervals
are constructed and plotted in this figure. From the figure, one
can see that the center of the procedure in [36] is the same as
in (4.12). However, since they aim to control the simultaneous
coverage coefficient by using Bonferroni’s correction, lengths of
their intervals are much larger than that of (4.12). [2] centers
their intervals at the biased estimator X(i)’s. Thus they end up
correcting the selection bias by increasing the length. As a result,
their lengths are much larger than that of (4.12). However, the
length of the procedure from [2] is slightly smaller than that of
the procedure in [36].
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However, there is still much need for further research. In model (4.1), we
assume equal and known variance σ2. In many applications, σ2 are unknown
and unequal. [24] proposed a double shrinkage empirical Bayesian interval for a
single parameter without selection under the normal-lognormal model. Therefore,
one natural extension of this work is to consider the mixture-prior model when
variances are unequal and unknown. The loss function (4.2) provides us with a
potential tool to construct corresponding intervals.
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APPENDIX A
TECHNICAL PROOF
Proof of Theorem 2.4.1:
Under model (2.1), it is easy to see that (2.13) equals
P (σ2iZ
2
1 ≤ σˆ2B,it2em) = P (Z21 ≤
σˆ2B,i
σ2i
t2em),
where the conditional distribution of Z1 = (Xi − θi)/σi is N(0, 1), not depending
on σi and hence Z1 is statistically independent of σi. Replacing σˆ
2
B,i by (2.6) gives
ln(
σˆ2B,i
σ2i
) = Mv(lnS
2
i −m) + uv(1−Mv)− ln σ2i
= Mv(ln σ
2
i + ηi) + µv(1−Mv)− ln σ2i =Mvηi − (1−Mv)(lnσ2i − µv),
where we introduce the new notation ηi = δi − m, which has a N(0, σ2ch) and
is independent of σi. Noting ln(σ
2
i ) − µv has a N(0, σ2ch) and combing the two
independent normal random variables, we may write
ln(
σˆ2B,i
σ2i
) = σch
√
MvZ2, (A.1)
because of the identity M2v σ
2
ch + τ
2
v (1 − Mv)2 = σ2chMv. Here Z2 is a standard
normal random variable. Also since both ηi and σi are independent of Z1 under
model (2.1), ln(
σˆ2B,i
σ2i
) and Z2 are independent of Z1. Putting all these together
establishes (2.13).
We need Lemma A.0.1 below for proving Theorem 2.4.2.
Lemma A.0.1 The function
Q(τ 2) =
Mˆiσ
2
i
(Mi − Mˆi)2(σ2i + τ 2) +Miσ2i
,
is bounded between min(1,
σ2i
σˆ2B,i
) and max(1,
σ2i
σˆ2B,i
).
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Proof of Lemma A.0.1: Direct substitution and a little algebra show that
Q(x) =
(x+ y)(x+ y′)y
x(y′ − y)2 + y(x+ y′)2 ,
where x = τ 2, y = σ2i and y
′ = σˆ2B,i. It is easy to see that
lim
x→0
Q(x) = y/y′, and lim
x→∞Q(x) = 1.
With a little algebra, the derivative of Q(x) can be shown to equal
(y′−y)yy′(x+y)2
(x(y′−y)2+y(x+y′)2)2 . Hence Q is increasing ( or decreasing) in x if y
′ > y (or y′ < y).
Hence whether y′ > y or not, Q(x) is between 1 and y/y′, concluding the lemma.
Proof of Theorem 2.4.2: To establish the first inequality, it suffices to prove
that
P ((θi − MˆiXi − (1− Mˆi)µ)2 ≤ Mˆiσˆ2B,i(t2em)) ≥ L1. (A.2)
The point is that − ln(Mˆi) ≥ 0 can be dropped from (2.14) or (2.10). Classical
Bayesian theory calculations show that
θi|Xi, σ2i ∼ N(MiXi + (1−Mi)µ,Miσ2i ),
Z0i ≡
θi −MiXi − (1−Mi)µ
σi
√
Mi
|Xi, σ2i ∼ N(0, 1).
Let Zi = (Xi−µ)/
√
σ2i + τ
2. Since the conditional distribution of Z0i given Xi and
σi is N(0, 1), not depending on σi and Xi and hence Z
0
i is statistically independent
of Xi and σi and hence independent of Zi. Similar argument shows that condi-
tioning on σi, Zi ∼ N(0, 1), independent of σ2i . One can solve θi and Xi in terms
of Zi and Z
0
i in the last two displayed equations. The solutions can replace θi and
Xi in (A.2) establishing
θi − MˆiXi − (1− Mˆi)µ (A.3)
= σ
√
M iZ
0
i + (Mi − Mˆi)(µ+
√
σ2i + τ
2Zi)− (Mi − Mˆi)µ.
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Conditioning on σ2i and S
2
i ,Mi and Mˆi are constants and the only random variables
above are the independent standard normal variables Z0i and Zi. Simple evaluation
shows that (A.3) has N(0, σ2iMi + (σ
2
i + τ
2)(Mi − Mˆi)2). Now the left hand side
of (A.2) equals
P
([
σ2iMi + (σ
2
i + τ
2)(Mi − Mˆi)2
]
Z21 ≤ Mˆiσˆ2B,i(t2em)
)
= P
(
σ2iZ
2
1
σˆ2B,it
2em
≤ Q(τ 2)
)
By Lemma A.0.1, Q(τ 2) is bounded below by min(1,
σ2i
σˆ2B,i
). Substituting Q(τ 2)
by this lower bound, the last displayed equation is bounded below by
P
(
Z21σ
2
i
σˆ2B,it
2em
≤ min(1, σ
2
i
σˆ2B,i
)
)
= P
(
Z21 ≤ t2emmin(1,
σˆ2B,i
σ2i
)
)
.
This and (A.1) imply (A.2), establishing the first inequality. To prove the second
inequality, L1 ≥ L2, note that
L1 = P (
Z21
em+
√
MvσchZ2
≤ t2, Z2 < 0) + P (Z21 ≤ t2em, Z2 > 0)
≥ P ( Z
2
1
em+
√
MvσchZ2
≤ t2)− P (Z2 > 0) + 1
2
P (Z21 ≤ t2em),
which equals obviously L2, establishing the second inequality.
Proof of Lemma 2.4.1:
It suffices to show that Ri(Mˆi) ≤ 1 where Ri(Mˆi) = Mˆi(t2em − ln(Mˆi))/t2em is
the ratio of the length of CSS to CSV . This can be proved easily by showing that
Ri has a positive derivative under (2.15), implying that Ri(Mˆi) is maximized at
Mˆi = 1. Since Ri(1) = 1, the lemma is established. When τ
2 > 0, the strict
inequality follows from the fact that P (Mˆi < 1) = 1.
Proof of Lemma 2.4.2:
Proof: Since lnS2i ∼ N(µv+m, τ 2v +σ2ch), then ln(Si) ∼ N(12(µv+m), 14(τ 2v +σ2ch)).
Using the generating functions of a normal random variable,
E(Si) = E(e
ln(Si)) = exp[
1
2
(µv +m) +
τ 2v + σ
2
ch
8
].
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Applying similar calculation, one can evaluate E(Si)
Mv and a little algebra shows
that
E(σˆB,ite
m/2) = t exp(
µv +m
2
+
M2v (τ
2
v + σ
2
ch)
8
).
These two displayed equations show that
E(σˆB,ite
m/2)
E(Sit)
= exp(
(M2v − 1)(τ 2v + σ2ch)
8
) = exp(−σ
2
ch
8
(Mv + 1)) < 1,
where the last equation follows from the fact that Mv =
τ2v
τ2v+σ
2
ch
.
Proof of Lemma 2.4.3:
Write the ratio of
(∏p
i
√
σˆ2B,it
2em
)1/p
to (
∏p
i (tSi))
1/p
as (
∏p
i=1 ri)
1/p, where ri =
σˆB,ie
m/2
Si
= ( e
m+µv
S2i
)
1−Mv
2 , where the last equation follows from replacing σˆB,i by
(2.6). Taking the logarithm of the geometric mean of the ratio gives
ln(
p∏
i=1
ri)
1/p =
(1−Mv)
2
(µv +m) +
(Mv − 1)
2
∑p
i=1 ln(S
2
i )
p
. (A.4)
Note that the marginal distribution of lnS2i is N(µv +m, σ
2
ch+ τ
2
v ), and ln(S
2
i ) are
i. i. d. Strong law of large number implies that the last expression converges to
zero as p→∞. Hence the ratio converges to 1, completing the proof.
Proof of Theorem 2.4.3:
The first statement follows directly from Lemmas 2.4.1 and 2.4.2. Also, Lem-
mas 2.4.1 and 2.4.3 imply that R, which denotes the ratio of the geometric means
of the lengths of CSS to that of CSV , converges to a quantity less than or equal
to 1. To prove that limR < 1, it is equivalent to show that lim ln(R) < 0. Follow
closely the proof of Lemma 2.4.1 and note that R = (
∏
Ri(Mˆi))
1/p and apply law
of large numbers to establish that ln(R) converges to E(ln(Ri(Mˆi)). Also when
τ 2 > 0, P (Mˆi < 1) = 1. Consequently Ri(Mˆi) < 0 with probability one and hence
E(ln(Ri(Mˆi)) < 0.
Explaining why truncation of the center is necessary even after the
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length is truncated
We consider a confidence interval CˆSSi,T , which only truncate the length, i.e.,
CˆSSi,T = {θi : |θi − MˆEBi Xi − (1− MˆEBi )µˆ|2 < RHS}, where
RHS = MˆEB,Ti σˆ
2
EB,i(t
2em − ln(MˆEB,Ti )) ≤ σˆ2EB,it2em.
We shall consider the case where p, τ0, τ and τv are all pretty large. Hence we shall
approximate µˆ by µ, σˆEB,i by Si and hence the upperbound (A.5) by S
2
i t
2 since
Mˆv ≈ 1. Hence we only need to show that the interval
MˆEBi Xi + (1− MˆEBi )µ± Sit (A.5)
has low coverage probability. Note that τ0 can obviously be large as long as E(σ
2
i )
is large (in extreme simulation case, although in practice τ0 is usually small). Also
since Pτ (τˆ = 0) is decreasing in τ and Pτ0(τˆ = 0) = α by (2.23), Pτ (τˆ = 0) can be
somewhat larger than α as long as τ < τ0 (numerical evidence shows that it can
be higher than 0.3 where α = 0.05). Therefore there could be a wide range of τ ,
τ < τ0, such that Pτ (τˆ = 0) is larger than α. Now
P (θi ∈ (A.5)) ≤ P (θi ∈ (A.5), τˆ = 0) + P (τˆ 6= 0). (A.6)
The second term of the upper bound could be as low as 0.7. The first term can be
written as
P (|(Mi − MˆEBi )
Xi
σi
+
√
MiZi| ≤ Si
σi
t, τˆ = 0), (A.7)
where Zi is a standard normal random variable independent of Xi, σi and Si. Note
that since τˆ = 0, MˆEBi = 0. However, when τ is large, Mi is close to 1. Now the
left hand side in (A.7) becomes |Xi
σi
+Zi|. Since the variance of Xi/σi is (σ2i +τ 2)/σ2i
which converges to infinity as τ goes to infinity, the probability (A.7) converges to
zero. This concludes by (A.6) that the interval (A.5) could have low probability.
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On the other hand if we use MˆEB,Ti in place of Mˆ
EB
i in the center, Mi ≈ 1 and
MˆEB,Ti ≈ 1, henceMi−MˆEB,Ti ≈ 0. Hence, the probability in (A.7) won’t converge
to zero and can be big. Hence truncating the center would help as also confirmed
by numerical studies.
Proof of Lemma 3.2.1.
Let Q = V
R
I(R > 0). By the definition of FCRπ,
FCRπ = E(EQ|X) =
∫
{R>0}
(EQ|X)m(X)dX.
Since conditioning on X, R is non-random, EQ|X = E V
R
|X = EV |X
R
. By the
definition of V , we have
EV |X =∑
i
E1{θi /∈CIi, and i is selected}|X =
∑
P (θi /∈ CIi|X)I(i is selected).
This implies that EV |X = ∑i∈R P (θi /∈ CIi|X), completing the proof.
Proof of Theorem 3.2.1.
If P (θi /∈ CIi)|X ≤ q, then EV |X ≤ q∑i∈A 1 = Rq. Consequently
FCRπ =
∫
{R>0}
EV |X
R
m(X)dX ≤
∫
{R>0}
qm(X)dX = qP (R > 0) ≤ q.
Proof of Theorem 3.2.2.
Since Xi|θi ∼ N(θi, σ2i ) and θi ∼ N(µ, τ 2),
θi|Xi ∼ N(MiXi + (1−Mi)µ,Miσ2i ) where Mi =
τ 2
τ 2 + σ2i
. (A.8)
Note that P (|Z| > z) = q. Consequently
P (|θi − (MiXi + (1−Mi)µ)| > z
√
Miσ
2
i |Xi) = q.
Applying Theorem 3.2.1 concludes that the interval (3.1) has the Bayes FCR at
the q-level.
Proof of Theorem 3.2.3.
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Lemma 3.2.1 and the first assumption of this theorem imply that FCRπ is bounded
above by Eα(p,X). Now
E(α(p,X)) =
∫
α(p,X)>q+ǫ
α(p,X)m(X)dX +
∫
α(p,X)≤q+ǫ
α(p,X)m(X)dX
The fact that α(p,X) ≤ 1 implies that
∫
α(p,X)>q+ǫ
α(p,X)m(X)dX ≤
∫
α(p,X)>q+ǫ
m(X)dX = P (α(p,X) > q + ǫ).
Combining this with the fact that
∫
α(p,X)≤q+ǫ α(p,X)m(X)dX ≤ q + ǫ, we obtain
that E(α(p,X)) ≤ P (α(p,X) > q + ǫ) + q + ǫ. As p→∞,
lim sup
p→∞
E(α(p,X)) ≤ lim sup
p→∞
P (α(p,X) > q + ǫ) + q + ǫ = q + ǫ,
for every ǫ > 0 and hence the same inequality is true for ǫ = 0. We now conclude
that
lim sup
p→∞
FCRπ ≤ lim sup
p→∞
E(α(p,X)) ≤ q.
Proof of Theorem 3.2.4.
Since FCRπ = E(
∑p
i=1
P (θi /∈CIi|X)I(i is selected)
R
),
|FCRπ − q| = |E( 1
R
p∑
i=1
(P (θi /∈ CIi|X)− q)I(i is selected))|
≤ E( 1
R/p
1
p
p∑
i=1
|(P (θi /∈ CIi|X)− q)|I(i is selected)).
Letting p → ∞ and passing the limit inside the expectation, which is allowed by
the dominated convergence theorem, we obtain
lim
p→∞ |FCR− q| ≤
1
η
E lim
p→∞
1
p
∑ |P (θi /∈ CIi|X)− q|, (A.9)
which by (3.3) equals zero, completing the proof.
Proof of Theorem 3.3.1.
Before we prove this theorem, we state and prove the following lemma.
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Lemma A.0.2 If
∑p
i=1 σ
4
i = o(
p2
(log p)1+ǫ
), then (log p)
ǫ+1
2 (µˆ−µ)→ 0 in probability,
and (log p)
ǫ+1
2 (τˆ 2 − τ 2)→ 0 in probability. Similarly, if ∑pi=1 σ4i = o(p2), then both
τˆ 2 − τ 2 and µˆ− µ converge to 0 in probability.
Pf: Since (
∑p
i=1 σ
2
i )
2 ≤ p(∑pi=1 σ4i ),
p∑
i=1
σ2i ≤
√√√√p( p∑
i=1
σ4i ) = o(
p3/2
(log p)(1+ǫ)/2
).
Since µˆ = X¯, then Eµˆ = EX¯ = µ, and V ar(µˆ) =
∑p
i=1
σ2i
p2
. For any δ1 > 0, δ2 > 0,
Chebyshev’s Inequality implies that
P ((log p)
ǫ+1
2 |µˆ− µ| > δ1
2
) <
4(log p)ǫ+1
δ21
V ar(µˆ) =
4(log p)ǫ+1
∑p
i=1 σ
2
i
p2δ21
→ 0.
Therefore, (log p)
ǫ+1
2 (µˆ− µ)→ 0 in probability as p→∞. A result needed for the
next proof is as following:
(log p)
ǫ+1
2 (µˆ2 − µ2)→ 0, in probability.
This can easily be proved by writing the left hand side as a product of (log p)
ǫ+1
2 (µˆ−
µ) and µˆ + µ, one of which converges to zero in probability and the other to a
constant in probability.
Now to prove the second part, by (3.4), we have
P ((log p)
ǫ+1
2 |τˆ 2 − τ 2| > δ1) ≤ P ((log p) ǫ+12 |
∑
(X2i − σ2i )
p
− µˆ2 − τ 2| > δ1)
≤ P ((log p) ǫ+12 |
∑
(X2i − σ2i )
p
− µ2 − τ 2| > δ1
2
) + P ((log p)
ǫ+1
2 |µˆ2 − µ2| > δ1
2
).
Note that the second term converges to zero, and we only need to deal with the first
term. Let f(X) = (log p)
ǫ+1
2 (
∑
(X2i −σ2i−µ2−τ2)
p
). Then Ef(X) = 0 and V arf(X) =
(log p)ǫ+1
p2
∑
V ar(X2i ) by independence of Xi’s. Direct calculation shows that
V ar(X2i ) = 2(σ
2
i + τ
2)(τ 2 + σ2i + 2µ
2).
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Therefore
V arf(X) = (
2
∑
σ4i
p2
+
4(τ 2 + µ2)
∑
σ2i
p2
+
τ 2(τ 2 + 2µ2)
p1
)(log p)ǫ+1 = o(1).
Chebyshev’s Inequality then implies that (log p)
ǫ+1
2 (τˆ 2 − τ 2) → 0 in probability.
The same argument applies for the second part of the lemma.
Now we are ready to prove Theorem 3.3.1.
Let X(i) be the order statistics of Xi in magnitude so that
|X(1)| ≤ |X(2)| ≤ · · · ≤ |X(p)|,
and let θ(i) and σ
2
(i) are the parameters corresponding to the observation X(i).
Write X(i) as µ +
√
σ2(i) + τ
2Z(i). Since Z1, Z2, · · · , Zp are i.i.d. standard normal
random variables,
max |Z(i)|√
2 log p
converges to some random variable in distribution. (See
example 9.5.3 on Page 259 of [44].) Consequently, for any ǫ > 0,
|Z(p)|
(
√
2 log p)1+ǫ
≤ max |Z(i)|
(
√
2 log p)1+ǫ
→ 0 in probability.
According to the Lemma A.0.2, both (log p)
ǫ+1
2 (µˆ − µ) and (log p) ǫ+12 (τˆ 2 − τ 2)
converge to 0 in probability. Now let
Ap = {(log p) ǫ+12 |µˆ− µ| ≤ δ1, (log p) ǫ+12 |τˆ 2 − τ 2| ≤ δ1, | Z(p)
(
√
2 log p)1+ǫ
| ≤ δ1}.
The above results imply that P (Ap)→ 0 as p→∞.
According to the construction of CIEBi in (3.5), P (θi /∈ CIi|X) = P (|θi −
(MˆiXi + (1 − Mˆi)µˆ)| > z
√
Mˆiσi|X). Since θi|Xi ∼ N(MiXi,Miσ2i ), we can write
θi as MiXi+
√
MiσiZ where Z is a standard normal random variable independent
of Xi. As a result, the conditional non-coverage probability P (θ /∈ CIEBi |X) can
be written as
P (|Z − (Mˆi −Mi)(Xi − µ) + (1− Mˆi)(µˆ− µ)√
Miσi
| > z
√√√√Mˆi
Mi
)
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which is bounded above by P (|Z − (g1 + g2)| > z
√
Mˆi
Mi
) where g1 = | (Mˆi−Mi)(Xi−µ)√Miσi |
and g2 = | (1−Mˆi)(µˆ−µ)√Miσi |.
Assuming that Ap holds, and using the fact that τˆ
2 + σ2i ≥ 2τˆσi, we have
g1 = |σi(τˆ
2 − τ 2)
τ(τˆ 2 + σ2i )
Zi| ≤ | τˆ
2 − τ 2
2τˆ τ
||maxZ(i)| ≤ C1δ1.
The other term g2 can be written as |σi
√
τ2+σ2i
(τˆ2+σ2i )τ
(µˆ− µ)|. Since
σi
√
τ 2 + σ2i
(τˆ 2 + σ2i )τ
=
σi
τ
√
τˆ 2 + σ2i
√√√√τ 2 + σ2i
τˆ 2 + σ2i
≤ 1
τ
max(1,
τ 2
τˆ 2
) ≤ C2,
g2 ≤ C2δ1. We can choose the constants C1 and C2 such that they depend on τ 2
only and not on σ2i . Furthermore
|
√
Mˆi√
Mi
− 1| ≤ |Mˆi
Mi
− 1| = |σ
2
i (τˆ
2 − τ 2)
τ 2(τˆ 2 + σ2i )
| ≤ | τˆ
2 − τ 2
τ 2
| ≤ δ1
τ 2
.
Therefore, when Ap holds, for any i = 1, 2, · · · , p,
P (θi /∈ CIi|X) ≤ P (||Z| − (C1 + C2)δ1| > z(1− δ1
τ 2
))→ q, as δ1 → 0.
Therefore for any ǫ > 0, we can always find sufficiently small δ1, such that
α(p,X) = max
1≤i≤p
P (θi /∈ CIi|X) < q + ǫ when Ap holds.
As a result P (α(p,X) − q > ǫ) ≤ P (Acp) → 0 as p goes to infinity. Now apply
Theorem 3.2.3 and we finish the proof.
Proof of Theorem 3.3.2:
It suffices to show that condition (3.3) holds. According to Lemma A.0.2, for any
δ1 > 0, δ2 > 0, limP (Ap) = 1 where Ap = {|µˆ − µ| ≤ δ1, |τˆ 2 − τ 2| ≤ δ2}. In
the proof below, we could and would impose or remove the constraint Ap without
affecting the asymptotic probability.
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By (A.8), we may write θi = MiXi+(1−Mi)µ+Z(Miσ2i )1/2, where Z ∼ N(0, 1)
and is independent of Xi. (This is due to the fact that the Z|X is N(0, 1) and it
has N(0, 1) unconditionally as well. Consequently, Z is independent of X.
P (θi /∈ CIi|X) = P (|Z − (Mˆi −Mi)(Xi − µ) + (1− Mˆi)(µˆ− µ)√
Miσi
| > z
√√√√Mˆi
Mi
),
where in the above probability, Z is the only random variable and Xi and Mˆi are
viewed as constants. Later on, we need to apply the law of large numbers. We
write that Xi−µ = Zi(τ 2 +σ2i )1/2 where Zi s are viewed as non-random from now
on until (A.10). Hence
P (θi /∈ CIi|X) = P (|Z −
(Mˆi −Mi)
√
τ 2 + σ2i√
Miσi
Zi +
(1− Mˆi)(µˆ− µ)√
Miσi
| > z
√√√√Mˆi
Mi
).
Under the assumption that Ap holds, similarly as in the proof of Theorem 3.3.1,
|(Mˆi −Mi)
√
τ 2 + σ2i√
Miσi
| = |σi(τˆ
2 − τ 2)
τ(τˆ 2 + σ2i )
| < | τˆ
2 − τ 2
2τ τˆ
| < C1δ2,
where in the first inequality, we use the inequality τˆ 2 +σ2i > 2τˆσi. Also, under Ap,
|(1− Mˆi)(µˆ− µ)√
Miσi
| = |σi
√
τ 2 + σ2i
τ(τˆ 2 + σ2i )
(µˆ− µ)| < C2δ1,
and |
√
Mˆi
Mi
− 1| ≤ δ1
τ2
. In the above expressions, C1 and C2 depend on τ only and
not on i or σ2i . Consequently,
P (θi /∈ CIi|X) ≤ P (|Z − C1δ2Zi − C2δ1| > z(1− δ1
τ 2
)).
Also we could similarly establish the following lower bound:
P (θi /∈ CIi|X) ≥ P (|Z| ≥ z(1 + δ1
τ 2
),
Thus
|P (θi /∈ CIi|X)− q|
≤ max(|q − P (|Z| ≥ (1 + δ1
τ 2
)z)|, |q − P (|Z − C1δ2Zi − C2δ1| > z(1− δ1
τ 2
))|).
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Summing over i on both sides, we have
1
p
∑ |P (θi /∈ CIi|X)− q| ≤ max(A,B), (A.10)
where A = |q − P (|Z| > (1 + δ1
τ2
)z)|, and
B =
1
p
∑
i
|q − P (|Z − C1δ2Zi − C2δ1| > z(1− δ1
τ 2
))|. (A.11)
Now remove the condition Ap. Obviously, A → 0 as δ1 → 0. Also, the terms in
B inside the summation which are functions of Zi are i.i.d. N(0, 1). Law of large
numbers implies that
B → E|q − P (|Z − C1δ2Zi − C2δ1| > z(1− δ1
τ 2
))|,
where the expectation is with respect to Zi. Dominated convergence theorem then
implies that the expectation converges to |q−P (|Z| > z)| = 0 as δ1 and δ2 approach
zero. This concludes that (A.10) converges to zero as p → ∞. Condition (3.3) is
established and so is the theorem.
Proof of Theorem 4.2.1.
Firstly,
EL(θi, CIi|X) = k1Len(CIi)P (Ii = 1|X) (A.12)
−
∫
I(θi ∈ CIi, Ii = 1)m(θi|X)dθi + ICIi(0|X)(k2 − π0i (X)).
The integration
∫
ICIi(θi, Ii = 1)m(θi|X)dθi can be written as
∫
CIi
m(θi, Ii =
1|X)dθi where π(θi, Ii = 1|X) = π1i (X)π(θi|Ii = 1, X). Write Len(CIi) as
∫
CIi
1dθi.
Then (A.12) equals to
π1i (X)
∫
CIi
(k1 − π(θi|X, Ii = 1))dθi + ICIi(0|X)(k2 − π0i (X)). (A.13)
Now consider two intervals CI1i and CI
2
i where CI
1
i = {θi : k1 < π(θi|X, Ii =
1)} \ {0} and CI2i = {θi : k1 < π(θi|X, Ii = 1)} ∪ {0}. Then both CI1i and CI2i
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minimize the first term of the formula (A.13). Since 0 ∈ CI2i and 0 /∈ CI1i , then
EL(CI2i |X) = EL(CI1i |X) + (k2 − π0i (X)).
Consequently, the Bayes interval includes 0 if and only if k2 < π
0
i (X), i.e. it is the
one that is defined in (4.4).
Proof of Theorem 4.3.1.
According to [46],
FCRπ = E
∑
i∈R P (θi /∈ CIi|X)
R
I(R > 0).
Since
P (θi /∈ CIBi |X)
= P (θi /∈ CIBi |X, Ii = 0)P (Ii = 0|X) + P (θi /∈ CIBi |X, Ii = 1)P (Ii = 1|X)
= π0i (X)I(π
0
i (X) < k2) + (1− π0i (X))P (θi /∈ CIBi |X, Ii = 1), (A.14)
and P (θi /∈ CIBi |X, Ii = 1) ≤ q,
FCRπ
≤ qE(I(R > 0)) + E
∑
i∈R π
0
i (X)(I(π
0
i (X) < k2)− q)
R
I(R > 0)
= qP (R > 0) + f(k2).
The choice of k2 ensures that f(k2) ≤ 0. Consequently,
FCRπ ≤ qP (R > 0).
Proof of theorem 4.4.1.
Before the proof, we will state and prove the following lemma.
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Lemma A.0.3 Assume that τˆ 2 and πˆ0 are consistent estimators of τ
2 and π0,
then for any δ > 0, there ∃P0 > 0 such that ∀p > P0,
|πˆ0i − π0i | ≤ δ, for all i = 1, 2, · · · , p.
Direct calculation shows that π0i =
π0
π0+π1
σ√
σ2+τ2
exp(
MX2
i
2σ2
)
and πˆ0i has the same
form as π0i except that π0 and τ
2 are replaced by their estimators πˆ0 and τˆ
2. Now,
we introduce an intermediate estimator π˜0i where π0 is assumed known. We shall
prove that the lemma holds for π˜0i first.
Since τˆ 2 is consistent, Mˆ = τˆ
2
τˆ2+σ2
is also a consistent estimator ofM . Then, for
ǫ = 1
k
< min(1−M
M
δ, π1σ
π0
√
σ2+τ2
δ), there exists N , such that ∀p > N , |Mˆ −M | < ǫM.
Without loss of generality, assume that M > Mˆ , i.e. 0 < M − Mˆ < ǫM = M
k
.
Since M is a increasing function with respect to τ 2 when σ2 is fixed, therefore
τ 2 > τˆ 2. Direct calculation shows that
π˜0i − π0i =
π0π1σ(
√
σ2+τˆ2
σ2+τ2
exp(
(M−Mˆ)X2i
2σ2
)− 1)
(π0
√
σ2 + τˆ 2 exp(−MˆX2i
2σ2
) + π1σ)(π0 + π1
σ√
σ2+τ2
exp(
MX2i
2σ2
))
(A.15)
Since 0 < Mˆ < M ,
0 <
σ2 + τˆ 2
σ2 + τ 2
=
1−M
1− Mˆ < 1.
Consequently, √
σ2 + τˆ 2
σ2 + τ 2
>
σ2 + τˆ 2
σ2 + τ 2
=
1−M
1− Mˆ .
Therefore, (A.15) implies that
π˜0i − π0i >
π0π1σ(
1−M
1−Mˆ − 1)
(π0
√
σ2 + τˆ 2 exp(−MˆX2i
2σ2
) + π1σ)(π0 + π1
σ
σ2+τ2
exp(
MX2i
2σ2
))
Since the numerator is negative and the denominator is larger than π0π1σ,
π˜0i − π0i >
π0π1σ
Mˆ−M
1−Mˆ
π0π1σ
>
Mˆ −M
1−M .
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Furthermore, Mˆ −M > −ǫM implies that
π˜0i − π0i >
M
1−M (−ǫ) > −δ. (A.16)
On the other hand,
π˜0i − π0i ≤
π0π1σ(exp(
ǫMX2i
2σ2
)− 1)
π21σ
2
√
σ2+τ2
exp(
MX2i
2σ2
)
=
π0
√
σ2 + τ 2
π1σ
· exp(
ǫMX2i
2σ2
)− 1
exp(
MX2i
2σ2
)
.
We use C to denote the constant π0
√
σ2+τ2
π1σ
, and let y = exp(
ǫMX2i
2σ2
), then
exp(
MX2i
2σ2
) = yk. If Xi = 0, then y = 1,
π˜0i − π0i ≤ 0.
Otherwise, if Xi 6= 0, then y > 1, and
π˜0i − π0i ≤ C
y − 1
yk
= C
y − 1
(y − 1 + 1)k ≤ C
y − 1
k(y − 1) < Cǫ. (A.17)
Combine (A.16) and (A.17), then
|π˜0i − π0i | ≤ max(δ, Cǫ) < δ. (A.18)
Now, assume that π0 is also estimated by πˆ0. Let A =
σ√
σ2+τˆ2
exp(
MˆX2i
2σ2
), then
|πˆ0i − π˜0i | = |
πˆ0
πˆ0 + πˆ1A
− π0
π1 + π1A
| = | (πˆ0 − π0)A
(πˆ0 + πˆ1A)(π0 + π1A)
|
The denominator greater than πˆ0π1A implies that |πˆ0i − π˜0i | < | πˆ0−π0πˆ0π1 |. Since πˆ0
is consistent for π0, for any δ > 0, there ∃P0 such that ∀p > P0, |πˆ0−π0| < δ, then
|πˆ0i − π˜0i | ≤ Dδ,
where D is a constant that only depends on π0. Combining this with (A.18), one
can get that
|πˆ0i − π0i | ≤ (1 +D)δ, for all i = 1, 2, · · · , p
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and completes the proof.
Proof of the theorem
According to [46], FCRπ = E
∑
i∈R
P (θi /∈CIEBi |X)
R
(R > 0) where R is the set of
index of parameters that are selected and R is the number of selected parameters,
i.e. R = #R. Similarly as formula (A.14) in the proof of theorem 4.3.1,
P (θi /∈ CIEBi |X)
= π0i (X)I(πˆ
0
i (X) < kˆ2) + (1− π0i (X))P (θi /∈ CIEBi |X, Ii = 1)
In the empirical Bayes interval (4.10), there exists a positive correction term
−Mˆ log Mˆσ2. Dropping this term results in a short interval which enlarges the
non-coverage probability, i.e.
P (θi /∈ CIEBi |X) ≤ P (|θi − MˆXi)2 > Mˆσ2z2q/2).
Consequently,
P (θi /∈ CIEBi |X)
≤ π0i (X)I(πˆ0i (X) < kˆ2) + (1− π0i (X))P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1).
Rearrange the terms in the above formula, one can simply the conditional non-
coverage probability P (θi /∈ CIEBi |X) as
π0i (X)(I(πˆ
0
i (X) < kˆ2)− q) + π0i (X)(q − P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1))
+P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1).
Let
∆1 =
∑
i∈A π
0
i (X)(I(πˆ
0
i (X) < kˆ2)− q)
R
,
∆2 =
∑
i∈A π
0
i (X)(q − P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1))
R
,
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and
∆3 =
∑
i∈A P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1)
R
,
then FCRπ can be controlled from above by E(∆1 +∆2 +∆3).
Since πˆ0 and τˆ
2 are obtained by using the method of moments, Delta method
implies that πˆ0 − πˆ = Op( 1√p) and τˆ 2 − τ 2 = Op( 1√p).
According to Lemma (A.0.3), for any ǫ > 0, we can always find sufficiently
large P0, such that for any p > P0, (τˆ
2 − τ 2)2 < δ/3 and (πˆ0i (X)− πˆ0i (X))2 < δ/3.
Consequently,
E∆1 ≤ E
∑
i∈A π
0
i (X)(I(π
0
i (X) < kˆ2 +
√
δ/3)− q)
R
= f(p, τ 2, π0, kˆ2 +
√
δ/3).
Since (τˆ 2−τ 2)2+(πˆ0i (X)−π0i (X))2+(δ/3)2 ≤ δ, therefore according to the property
of the function f ,
f(p, τ 2, π0, kˆ2 +
√
δ/3) ≤ f(p, τˆ 2, πˆ0, kˆ2) + ǫ ≤ ǫ,
Since kˆ2 is simulated as the maximum k2 such that f(p, τˆ
2, πˆ0, k2) ≤ 0,
E∆1 ≤ ǫ. (A.19)
For the second term ∆2,
|∆2| ≤
∑
i∈A π
0
i (X)|q − P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1)|
R
≤
∑
i∈A |q − P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1)|
R
.
Taking a close look at the term P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1), one
knows that (θi|Xi, Ii = 1) ∼ N(MXi,Mσ2). Therefore one can replace θi by
MXi+
√
MσZ where Z is a standard normal random variable which is independent
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of Xi. Consequently,
P ((θi − MˆXi)2 > Mˆσ2z2q/2|X, Ii = 1) = P (|Z −
(Mˆ −M)Xi√
Mσ
| >
√
Mˆ
M
zq/2|X).
(A.20)
Assume that X(p) is the observation that has the largest absolute value, then
0 ≤ | (Mˆ−M)Xi√
Mσ
| ≤ | (Mˆ−M)X(p)√
Mσ
|. Consequently, for any i = 1, 2, · · · , p, (A.20) falls
into the range
[P (|Z − |(Mˆ −M)X(n)|√
Mσ
| ≥
√
Mˆ
M
zq/2), P (|Z| ≥
√
Mˆ
M
zq/2)]. (A.21)
Let Xi =
√
σ2 + τ 2Zi, then Zi = π0N(0,
σ2
σ2+τ2
) + π1N(0, 1). Furthermore
|(Mˆ −M)X(p)√
Mσ
| = |σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)|,
As a result, the range (A.21) can be rewritten as
[P (|Z − |σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)|| ≥ |
√
Mˆ
M
zq/2), P (|Z| ≥
√
Mˆ
M
zq/2)]. (A.22)
Since the above range applies for all i’s, one knows that
|∆2| ≤ max(|q − P (|Z − |σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)|| ≥ |
√
Mˆ
M
zq/2)|, |q − P (|Z| ≥
√
Mˆ
M
zq/2)|).
(A.23)
Since τˆ 2 − τ 2 = Op( 1√p), Z(p) = O(
√
2 log p),
|σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)| = op(1). (A.24)
The dominated convergence theorem implies that
P (|Z − |σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)|| ≥ |
√
Mˆ
M
zq/2))→ P (|Z| > zq/2) = q,
and
P (|Z| ≥
√
Mˆ
M
zq/2)→ q.
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Applying the dominated convergence theorem again, one can deduce from (A.23)
that
lim sup
p→∞
E|∆2| ≤ 0. (A.25)
Similar arguments apply to ∆3 and one can show that
∆3 ≤ P (|Z − |(Mˆ −M)X(p)|√
Mσ
| ≥
√
Mˆ
M
zq/2|X)
= P (|Z − |σ(τˆ
2 − τ 2)
τ(τˆ 2 + σ2)
Z(p)|| ≥
√
Mˆ
M
zq/2).
Dominated convergence theorem and (A.24) implies that
lim sup
p→∞
E|∆3| ≤ lim
p→∞EP (|Z| ≥ zq/2) = q. (A.26)
(A.19), (A.25), and (A.26) imply that
lim sup
p→∞
FCRπ ≤ q.
Proof of the proposition 4.4.1.
Assume that Xi ∼ π0N(0, σ2) + (1 − π0)N(0, τ 2 + σ2) and Yi ∼ π′0N(0, σ2) +
(1− π′0)N(0, τ ′2 + σ2) where i = 1, 2, · · · , p. Then
|f(p, π0, τ 2, k)− f(p, π′0, τ ′2, k′)|
= E
∑
π0i (X)((π
0
i (X) < k)− q)− π′0i (Y )(I(π′0i (Y ) < k′)− q)
R
= E
q
∑
(π0i (X)− π′0i (Y )) +
∑
(π0i (X)I(π
0
i (X) < k)− π′0i (Y )I(π′0i (Y ) < k′))
R
where the summation is taken from 1 to R. Since R goes to∞ as p→∞, therefore
by using the law of large number, the inside function of the above expectation
converges to ∆ = qE(π01(X)−π′01 (Y ))+E(π01(X)I(π01(X) < k)−π′01 (Y )I(π′01 (Y ) <
k′)) in probability. Since the integral is a bounded function, it is sufficient to show
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that ∀ǫ > 0, there exists δ, such that (k′−k)2+(τ ′2− τ 2)2+(π′0−π0)2 < δ implies
that |∆| < ǫ.
In fact, Eπ01(X)E(P (θ0 = 0|X)) = P (θ0 = 0) = π0. This implies that
qE(π01(X)− π′01 (Y )) = q(π0 − π′0). (A.27)
Furthermore, direct calculation shows that
E(π01(X)I(π
0
1(X) < k)) =
∫
π01(X)<k
π01(X)m(X)dX
= π0
∫
π01(X)<k
1√
2πσ2
exp(− x
2
2σ2
)dx.
Since {π01(X) < k} implies that |X|2 > 2σ
2
M
(log 1−k
k
+ log π0
π1
√
1−M ),
E(π01(X)I(π
0
1(X) < k)− π′01 (Y )I(π′01 (Y ) < k′))
= P (|N |2 > 2σ
2
M
(log
1− k
k
+ log
π0
π1
√
1−M ))
− P (|N |2 > 2σ
2
M ′
(log
1− k′
k′
+ log
π′0
π′1
√
1−M ′ )),
where N is a standard normal random variable. When k, k′ are close to 1, then
log 1−k
k
→ −∞, therefore, |E(π01(X)I(π01(X) < k) − π′01 (Y )I(π′01 (Y ) < k′))| = 0 if
k, k′ > ǫ1 where ǫ1 < 1 is close to 1 sufficiently. Similarly, if k, k′ are close to 0,
then log 1−k
k
→∞. We can choose sufficiently small ǫ0, such that when k, k′ < ǫ0,
P (|N |2 > 2σ
2
M
(log
1− k
k
+ log
π0
π1
√
1−M )) <
ǫ
2
and
P (|N |2 > 2σ
2
M ′
(log
1− k′
k′
+ log
π′0
π′1
√
1−M ′ )) <
ǫ
2
.
Consequently, |E(π01(X)I(π01(X) < k)− π′01 (Y )I(π′01 (Y ) < k′))| < ǫ when k, k′ are
either close to 0 or 1.
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Furthermore, assume that 0 < ǫ0 < k, k
′ < ǫ1 < 1, then by the continuity of
E(π01(X)I(π
0
1(X) < k) − π′01 (Y )I(π′01 (Y ) < k′)), there exists a small δ < ǫ, such
that (k′ − k)2 + (τ ′2 − τ 2)2 + (π′0 − π0)2 < δ implies that |E(π01(X)I(π01(X) <
k) − π′01 (Y )I(π′01 (Y ) < k′))| < ǫ. Combining this with (A.27), one obtains that
|∆| < ǫ when δ is sufficiently small, which completes the proof.
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