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Abstract
Evans-Hudson flows are constructed for a class of quantum dynamical semi-
groups with unbounded generator on UHF algebras, which appeared in [6]. It is
shown that these flows are unital and covariant. Ergodicity of the flows for the
semigroups associated with partial states is also discussed.
1 Introduction
Quantum dynamical semigroups (to be abbreviated as QDS) constitute a natural gen-
eralization of classical Markov semigroups arising as expectation semigroups of Markov
processes. A QDS {Tt : t ≥ 0} on a C∗-algebra A is a C0-semigroup of completely
positive (CP) maps Tt on A. Given such a QDS, it is interesting and important to
look for a dilation in the sense of Evan-Hudson (EH) i.e. a family of ∗-homomorphism
ηt : A → A ⊗ (Γ(L2(R+,k0))) where k0 is some separable Hilbert space and Γ(·) de-
notes the symmetric Fock space, satisfying a suitable quantum stochastic differential
equation (QSDE). This problem has been completely solved for QDS with bounded
generators by Goswami, Sinha and Pal [2, 4], where a canonical EH dilation for an
arbitrary QDS with bounded generator has been constructed. However, only partial
success has been achieved for QDS with unbounded generator. It is perhaps too much
to expect a complete general theory for an arbitrary QDS. It may be wiser to look for
EH dilation for special classes of QDS. In [3] for example, the author gave a general
theory for QDS on a C∗-algebra A, which is covariant with respect to an action of a Lie
group and also symmetric with respect to a given trace. However, in the present article
, we shall try to construct EH dilation for another class of QDS on UHF C∗-algebra,
studied by T. Matsui [6]. This construction has some similarity with the earlier one
but the action of the discrete group Zd instead of a Lie group action in [3], makes the
1The author would like to acknowledge the support of National Board of Higher Mathematics, DAE,
India and to the DST-DAAD programme.
2The author would like to acknowledge the support from Indo-French Centre for the Promotion of
Advanced Research as well as from DST-DAAD programme.
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present model somewhat different from that of [3]. We have not only proved the exis-
tence of the dilation (in section 3), we are also able to prove that the EH flow is indeed
covariant with respect to the Zd action (in section 4). Some ergodicity properties of
flows are briefly discussed too( in section 5).
2 Notation and preliminaries
Matsui (in [6]) constructed a class of conservative completely positive semigroups on
the UHF C∗-algebra A generated by infinite tensor product of finite dimensional matrix
algebras MN (C), i.e. the C
∗-completion of ⊗j∈Zd MN (C), where N and d be two fixed
positive integers (inductive limit of full matrix algebras {MNn(C), n ≥ 1} with respect
to the imbedding ofMNn inMNn+1 by sending a to a⊗1). The unique normalized trace
tr on A is given by tr(x) = 1Nn Tr(x), for x ∈MNn(C), where Tr denote the ordinary
trace on MNn(C). For x ∈ MN (C) and j ∈ Zd, define an element x(j) ∈ A whose j-th
component is x and rest are identity of MN (C). For a simple tensor element a ∈ A,
let a(j) be the j-th component of a, the support of a, denoted by supp(a) be the set
{j ∈ Zd : a(j) 6= 1} and for a general element a ∈ A, a =
∑∞
n=1 cnan with an’s simple
tensor elements in A and cn’s complex coefficients, define supp(a) =
⋃
n∈N supp(an) and
set |a| = cardinality of supp(a). For any Λ ⊆ Zd, AΛ denote the ∗-subalgebra generated
by elements of A with support Λ.When Λ = {k}, we write Ak instead of A{k}. Let Aloc
be the ∗-subalgebra of A generated by elements a ∈ A of finite support or equivalently
by {x(j) : x ∈ MN (C), j ∈ Zd}. Clearly Aloc is dense in A. For k ∈ Zd the translation
τk on A is an automorphism determined by τk(x(j)) = x(j+k),∀x ∈MN (C) and j ∈ Zd.
Thus, we get an action τ of the infinite discrete group Zd on A. For x ∈ A denote
τk(x) by xk. The algebra A is naturally sitting inside h0 = L2(A, tr), the GNS Hilbert
space for (A, tr). It is easy to see that τk extends to a unitary on h0, to be denoted by
same symbol τk, giving rise to a unitary representation τ of the group Z
d on h0, which
implements the action τ.
We also need another dense subset of A, in a sense like the first Sobolev space in
A. For this, we need to note that MN (C) is spanned by a pair of noncommutative
representatives {U, V } of ZN = {0, 1 · · ·N − 1} such that UN = V N = 1 ∈ MN (C)
and UV = wV U, where w ∈ C is the primitive N -th root of unity( these U, V are
given by N ×N circulant matrices, note that for N = 2, U and V are respectively the
Pauli-spin matrices σx and σz). For j ∈ Zd and α, β ∈ G ≡ ZN × ZN , set σj;α,β(x) =[
U (j)V (j), x
]
, ∀x ∈ A and ‖x‖1 =
∑
j;α,β ‖σj;α,β(x)‖. Set C1(A) = {x ∈ A: ‖x‖1 <∞}.
It is easy to see that ‖x∗‖1 = ‖τj(x)‖1 = ‖x‖1 and since C1(A) contains the dense ∗-
subalgebra Aloc, C1(A) is a dense τ invariant ∗-subalgebra of A. Let G =
∏
j∈Zd G be
the infinite direct product of the finite group G at each lattice site. Thus each g ∈ G
has j-th component g(j) = (αj , βj) with αj , βj ∈ G and for g ∈ G define its support
by supp(g) = {j ∈ Zd : g(j) 6= (0, 0)} and |g| = cardinality of supp(g). Consider the
projective unitary representation of G, given by G ∋ g 7→Ug =
∏
j∈Zd U
(j)αjV (j)
βj ∈ A.
2
For a given CP map T on A, formally we define the Linbladian
L =
∑
k∈Zd
Lk,
where Lkx = τkL0(τ−kx), ∀x ∈ Aloc
with L0(x) = −1
2
{T (1), x} + T (x), (2.1)
where {A,B} := AB +BA.
In particular consider the Linbladian L for the CP map
Tx =
∞∑
l=0
a∗l xal, ∀x ∈ A,
associated with a sequence of elements {al} in A, al =
∑
g∈G cl,gUg such that∑∞
l=0
∑
g∈G |cl,g| |g|2 <∞.Matsui has proven the following in the paper referred earlier
[6] .
Theorem 2.1. (i)The L formally defined above is well defined on C1(A) and the closure
Lˆ of L/C1(A) is a generator of conservative CP semigroup {Pt : t ≥ 0} on A,
(ii) The semigroup {Pt} leaves C1(A) invariant.
The semigroup Pt satisfies
Pt(x) = x+
∫ t
0
Ps(Lˆ(x))ds, ∀x ∈ Dom(Lˆ).
Since 1 ∈ C1(A) ( in fact ‖1‖1 = 0 ) and Lˆ(1) = L(1) = 0, it follows that Pt(1) =
1,∀t ≥ 0.
Following [6], we say that Pt is ergodic if there exist an invariant state ψ satisfying
‖Pt(x)− ψ(x)1‖ → 0 as t→∞, ∀x ∈ A. (2.2)
In [6], the author has discussed some criteria for ergodicity of CP semigroup Pt. Some
examples of such semigroups, associated with partial states on the UHF algebra and
their perturbation are given.
Let φ be a state on MN (C) and for k ∈ Zd, the partial state φk on A determined
by φk(x) = φ(x(k))x{k}c , for x = x(k)x{k}c , where x(k) ∈ Ak and x{k}c ∈ A{k}c. We
can find elements {L(m) : m = 1, 2 · · ·N ′} in MN (C), for some finite natural number
N ′ such that
φ(x) =
N ′∑
m=1
L(m)
∗
xL(m) ∀x ∈MN (C) and
N ′∑
m=1
L(m)
∗
L(m) = 1
3
For m = 1, · · ·N ′, consider the element L(m)0 ∈ A0 with zeroth component is L(m)
respectively. Now for k ∈ Zd and m = 1, · · ·N ′, writing L(m)k = τk(L(m)0 ), the partial
state φk is given by,
φk(x) =
N ′∑
m=1
L
(m)
k
∗
xL
(m)
k ∀x ∈ A
By (2.1), formally the Linbladian Lφ, corresponding to the partial state φ0 is given by
Lφ(x) =
∑
k∈Zd
Lφk(x)
where
Lφk(x) = φk(x)− x =
1
2
N ′∑
m=1
[L
(m)
k
∗
, x]L
(m)
k + L
(m)
k
∗
[x,L
(m)
k ]
It follows from theorem (2.1) that Lφ defined on C1(A). Moreover the closure Lˆφ of
Lφ/C1(A) generates a conservative CP semigroup P φt on A given by
P φt (
∏
k∈Λ
x(k)) =
∏
k∈Λ
{φ(x(k)) + e−t(x(k) − φ(x(k)))}.
Note that the map Φ define by,
Φ(
∏
k∈Λ
x(k)) = lim
t→∞
P φt (
∏
k∈Λ
x(k)) =
∏
k∈Λ
φ(x(k))
extends as a state on A which is the unique ergodic state for P φt . For any real c, consider
the perturbation
L(c)(x) = Lφ(x) + cL(x),∀x ∈ C1(A).
It clear that L(c) is the Linbladian associated with the CP map
T (x) =
N ′∑
m=1
L
(m)
k
∗
xL
(m)
k + c
∞∑
l=0
a∗l xal,∀x ∈ A
and by theorem (2.1) it follows that the closure ˆL(c) of L(c)/C1(A) generate a QDS
P
(c)
t . Moreover,
Theorem 2.2. [6] There exist a constant c0 such that for 0 ≤ c ≤ c0 the above
semigroup P
(c)
t have the unique ergodic state Φ
(c) and
‖P (c)t (x)‖1 ≤ 2e−(1−
c
c0
)t‖x‖1 and (2.3)
‖P (c)t (x)− Φ(c)(x)1‖ ≤
4
N2
e
−(1− c
c0
)t‖x‖1, ∀x ∈ C1(A).
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Remark 2.3. The ergodic state Φ(c) corresponding QDS P
(c)
t is given by
Φ(c)(x) = Φ(x) + c
∫ ∞
0
Φ(L(P (c)t (x)))dt,∀x ∈ C1(A)
Let us conclude the present section with a brief discussion on the fundamental inte-
grator process of quantum stochastic calculus, introduced by Hudson and Parthasarathy
[5]). Let k = L2(R+,k0) where k0 = l
2(Zd) with the canonical orthonormal basis
{ej : j ∈ Zd} and Γ = Γsym(k), the symmetric Fock space over k. For f ∈ k, we denote
by e(f) the exponential vector in Γ associated with u :
e(f) =
⊕
n≥0
1√
n!
u(n)
where u(n) = u⊗ u⊗ · · · ⊗ u︸ ︷︷ ︸
n−copies
for n > 0 and by convention u(0) = 1. For f = 0, e(f) is
called the vacuum vector in Γ. Let C be the space of all bounded continuous functions
on L2(R+,k0), so that E(C) ≡ {e(f) : f ∈ C} is total in Γ(k). Any f ∈ L2(R+,k0)
decomposes as f =
∑
k∈Zd fkek with fk ∈ L2(R+). We take the freedom to use the
same symbol fk to denote function in L
2(R+,k0) as well, whenever it is clear from the
context. The family of fundamental processes, {Λji : i, j ∈ Zd}, associated with the
orthonomal basis {ej : j ∈ Zd}, given by
Λij(t) = aχ[0,t]⊗ei for i 6= 0, j = 0 (annihilation)
= a†χ[0,t]⊗ej for i = o, j 6= 0 (creation)
= ΛMχ[0,t]⊗|ej><ei|
for i, j 6= 0 (conservation )
= t1 for i = j = 0, (time )
whereMχ[0,t] is the multiplication operator on L
2(R+) by characteristic function of the
interval [0, t]. For detail see [10, 7]).
3 Evans-Hudson (EH)type dilation
Formally, we would like to solve the following quantum stochastic differential equation
(QSDE) in
B(L2(A, tr))⊗ B(Γ(L2(R+,k0))),
djt(x) =
∑
j∈Zd
jt(δ
†
j(x))daj(t) +
∑
j∈Zd
jt(δj(x))da
†
j(t) + jt(Lˆ(x))dt, (3.1)
j0(x) = x⊗ 1Γ .
Now if we look at the corresponding (see [10, 7]) Hudson-Parthasarathy (HP) equation
in L2(A, tr)⊗ L2(Γ(L2(R+,k0))),
dUt =
∑
j∈Zd
{r∗j daj(t)− rjda†j(t)−
1
2
r∗j rjdt}Ut, (3.2)
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U0(x) = 1L2⊗Γ.
However, though each rj ∈ A and hence is in B(L2(A, tr)), the equation (3.2) does
not admit a solution since
〈u,
∑
j∈Zd
r∗j rju〉 =
∑
j∈Zd
‖rju‖2
is not convergent in general and hence
∑
j∈Zd rj ⊗ ej does not define an element in
A⊗ k0. For example, let r be the singleton U (k) ∈ A so that rj = U (k+j) is a unitary
for all j ∈ Zd and hence ∑
j∈Zd
‖rju‖2 =
∑
j∈Zd
‖u‖2 =∞.
However, as we shall see, in many situation there exist EH flows, even though the
corresponding HP equation (3.2) does not admit a solution.
Remark 3.1. There are some cases when an EH dilation can be seen to be implemented
by solution of HP equation, for example, given a self adjoint r ∈ A,
dVt =
∑
k∈Zd
Vt(S
∗
kdak(t)− Skda†k(t)−
1
2
S∗kSkdt), V0 = 1,
where Sk is defined by Sk(x) = [rk, x] for x ∈ A ⊆ L2(A, tr), admits a unique unitary
solution and
x 7→ V ∗t (x⊗ 1)Vt
gives an EH dilation for Pt (ref [8, 9]).
Let a, b ∈ ZN be fixed, W = UaV b ∈ MN (C) a fixed element. Consider the
following representation of the infinite product group G′ =∏j∈Zd ZN , given by
G′ ∋ g 7→Wg =
∏
j∈Zd
W (j)
αj
, where g = (αj).
For any y ∈ A, y =∑g∈G cgUg and for n ≥ 1 we define
ϑn(y) =
∑
g∈G
|cg| |g|n.
Now consider r ∈ A, r = ∑g∈G′ cgWg such that ∑g∈G′ |cg| |g|2 < ∞. It is clear that
ϑ1(y) =
∑
g∈G′ |cg| |g| <∞. Note that for x ∈ Aloc we can always write x =
∑
h∈G chUh,
with complex coefficients ch satisfying ch = 0 for ∀h such that supp(h)
⋂
supp(x) is
empty. So
ϑn(x) =
∑
h∈G
|ch| |h|n <∞ for n ≥ 1
and it is clear that
ϑn(x) ≤ |x|n
∑
h∈G
|ch| ≤ cnx
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for constant cx = |x|(1 +
∑
h∈G |ch|). Now consider the formal Linbladian define by
(2.1) L associated with CP map T (x) = r∗xr, L =∑k∈Zd Lk, where Lkx = τkL0(τ−kx)
with L0x = 12{[r∗, x] r + r∗ [x, r]} so that,
Lk(x) = 1
2
{[r∗k, x] rk + r∗k [x, rk]}.
Let denote these two bounded derivations [r∗k, .] and [., rk] in A, by δ†k and δk respec-
tively so that L(x) = 12
∑
k∈Zd δ
†
k(x)rk + r
∗
kδk(x).
For n ≥ 1, denote the set of integers {1, 2, · · · n} by In and for 1 ≤ p ≤ n, P =
{l1, l2 · · · lp} ⊆ In (where li’s are in increasing order), define a map from n-fold Cartesian
product of Zd to that p copies of Zd given by
k¯(In) = (k1, k2 · · · kn) 7→ k¯(P ) = (kl1 , kl2 · · · klp)
and similarly, ε¯(P ) = (εl1εl2 · · · εlp) for a vector ε¯(In) = (ε1ε2 · · · εn) in n-fold Cartesian
product of {−1, 0, 1}.
For brevity of notations, we write ε¯(P ) ≡ c (c ∈ {−1, 0, 1}) to mean that all εli = c and
k¯(n), ε¯(n) will stand for k¯(In), ε¯(In) respectively. Setting δ
ε
k = δ
†
k,Lk and δk depending
upon ε = −1, 0 and 1 respectively, we writeR(k¯) = rk1rk2 · · · rkp and δ(k¯, ε¯) = δεpkp · · · δ
ε1
k1
for any k¯ = (k1, k2 · · · kp) and ε¯ = (ε1, ε2 · · · εp). Now we have the following useful
lemma,
Lemma 3.2. Let r, x and constant cx be as above. Then
(i)For any n ≥ 1,
∑
k¯(n)
‖δ(k¯(n), ε¯(n))(x)‖ ≤ (2ϑ1(r)cx)n,∀x ∈ Aloc,
where ε¯(n) is such that εl 6= 0, ∀ l ∈ In.
(ii) For any n ≥ 1 and k¯(n),
Lkn · · · Lk1(x)
=
1
2n
∑
p=0,1···n
∑
P⊆In:|P |=p
R(k¯(P c))
∗
δ(k¯(n), ε¯(P )(n))(x)R(k¯(P )),
where ε¯(P )(n) is such that ε¯(P )(P ) ≡ −1 and ε¯(P )(P c) ≡ 1.
(iii)For any n ≥ 1, p ≤ n, P ⊆ In and ε¯(n) is such that ε¯(P ) contains all those compo-
nents having value 0, we have,
∑
k¯(n)
‖δ(k¯(n), ε¯(n))(x)‖ ≤ ‖r‖p(2ϑ1(r)cx)n
≤ (1 + ‖r‖)n(2ϑ1(r)cx)n.
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(iv) Let m1,m2 ≥ 1; x, y ∈ Aloc and ε¯′(m1), ε¯′′(m2) be two fixed tuples, then for n ≥ 1
and ε¯(n) as in (iii), we have,
∑
k¯(n),k¯′(m1),k¯′′(m2)
‖δ(k¯(n), ε¯(n)){δ(k¯′(m1), ε¯′(m1))(x) · δ(k¯′′(m2), ε¯′′(m2))(y)}‖
≤ 2n(1 + ‖r‖)2n+m1+m2(2ϑ1(r)cx,y)n+m1+m2 ,
where cx,y = max{cx, cy}.
Proof. (i) As r∗ is again of the same form as r, it is enough to observe the following
∑
kn,···k1
‖ [rkn , · · · [rk1 , x] · · · ] ‖ ≤ (2ϑ1(r)cx)n,∀x ∈ Aloc .
In order to prove this consider
LHS =
∑
kn,···k1
∑
gn,···g1∈G′;h∈G
|cgn | · · · |cg1 | |ch| ‖ [τknWgn , · · · [τk1Wg1 , Uh] · · · ] ‖.
Since for any two commuting elements A,B in A, [A [B,x]] = [B [A, x]] , for the com-
mutator [τknWgn , · · · [τk1Wg1 , Uh] · · · ] to be nonzero, it is necessary to have, (supp(gi)+
ki)
⋂
supp(h) 6= φ for each i = 1, 2, · · · n and number of choices of such ki ∈ Zd is at
most |gi| · |h|. Thus we get,
∑
kn,···k1
‖ [rkn , · · · [rk1 , x] · · · ] ‖
≤
∑
gn,···g1∈G′;h∈G
|cgn | · · · |cg1 ||ch||gn| · · · |g1||h|n2n
≤ (2ϑ1(r)cx)n.
(ii)The proof is by induction. For any k ∈ Zd we have,
Lk(x) = 1
2
∑
k∈Zd
δ†k(x)rk + r
∗
kδk(x),
so it is trivially true for n = 1. Assume it to be true for some m > 1 and for any
km+1 ∈ Zd consider Lkm+1Lkm · · · Lk1(x), now by applying the statement for n = m
we get,
Lkm+1Lkm · · · Lk1(x)
=
1
2m+1
∑
p=0,1···m
∑
P⊆Im:|P |=p
[δ∗km+1{R(k¯(P c))
∗
δ(k¯(m), ε¯(P )(m))(x)R(k¯(P ))}rkm+1
+ r∗km+1δkm+1{R(k¯(P c))
∗
δ(k¯(m), ε¯(P )(m))(x)R(k¯(P ))}],
8
Since rk’s are commuting with each other,
LHS
=
1
2m+1
∑
p=0,1···m
∑
P⊆Im:|P |=p
[R(k¯(P c))
∗
δ∗km+1δ(k¯(m), ε¯(P )(m))(x)R(k¯(P ))rkm+1
+ r∗km+1R(k¯(P
c))
∗
δkm+1δ(k¯(m), ε¯(P )(m))(x)R(k¯(P ))]
=
1
2m+1
∑
p=0,1···m+1
∑
P⊆Im+1:|P |=p
R(k¯(P c))
∗
δ(k¯(m+ 1), ε¯(P )(m+ 1))(x)R(k¯(P )).
(iii) By simple application of (ii),
δ(k¯(n), ε¯(n))(x)
=
1
2p
∑
q=0,1···p
∑
Q⊆P :|Q|=q
R(k¯(P \Q))∗δ(k¯(n), ε¯(Q,P )(n))(x)R(k¯(Q)), (3.3)
where ε¯(Q,P )(n) define by the map from the n-fold Cartesian product of {−1, 0, 1} to
itself, ε¯(n) 7→ ε¯(Q,P )(n) such that ε¯(Q,P )(Q) ≡ −1, ε¯(Q,P )(P \Q) ≡ 1 and
ε¯(Q,P )(In \ P ) = ε¯(In \ P ), now (i) gives that we require .
(iv) By (3.3) we have,
LHS
=
1
2p
∑
k¯(n),k¯′(m1),k¯′′(m2)
∑
q=0,1···p
∑
Q⊆P :|Q|=q
‖R(k¯(P \Q))∗
δ(k¯(n), ε¯(Q,P )(n)) [δ(k¯
′(m1), ε¯
′(m1))(x) · δ(k¯′′(m2), ε¯′′(m2))(y)] R(k¯(Q))‖,
Now applying Leibnitz rule, it become
≤ ‖r‖
p
2p
∑
k¯(n),k¯′(m1),k¯′′(m2)
∑
q=0,1···p
∑
Q⊆P :|Q|=q
∑
l=0,1···n
∑
L⊆In:|L|=l
‖δ(k¯(L), ε¯(Q,P )(L))δ(k¯′(m1), ε¯′(m1))(x)‖
‖δ(k¯(Lc), ε¯(Q,P )(Lc))[δ(k¯′′(m2), ε¯′′(m2))(y)]‖.
Now by using (iii), we obtain,
LHS
≤ (1 + ‖r‖)
n
2p
∑
q=0,1···p
c(p, q)
∑
l=0,1···n
c(n, l)(1 + ‖r‖)l+m1(2ϑ1(r)cx)l+m1
· (1 + ‖r‖)n−l+m2(2ϑ1(r)cy)n−l+m2 (where c(p, q) = p!(p−q)!q!)
≤ 2n(1 + ‖r‖)2n+m1+m2(2ϑ1(r)cx,y)n+m1+m2 .
Now we are in position to prove the following result about existence of EH dilation of
CP semigroup Pt associated with element r ∈ A discussed above.
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Theorem 3.3. For t ≥ 0 and x, y ∈ Aloc,
(a) There exist unique solution jt(x) of the QSDE,
djt(x) =
∑
j∈Zd
jt(δ
†
jx)daj(t) +
∑
j∈Zd
jt(δjx)da
†
j(t) + jt(Lˆx)dt, (3.4)
j0(x) = x⊗ 1Γ .
such that jt(1) = 1, ∀t ≥ 0.
(b) For u, v ∈ h0, f, g ∈ C,
〈ue(f), jt(xy)ve(g)〉 = 〈jt(x∗)ue(f), jt(y)ve(g)〉. (3.5)
(c) jt is a contraction on Aloc and extends uniquely to a unital C∗-homomorphism from
A in to A⊗ B(Γ).
Proof. Note first that Aloc is a dense ∗-sub algebra of A.
(a) As usual, we solve by iteration. For t0 ≥ 0, t ≤ t0, x ∈ Aloc, u ∈ h0, f ∈ C, we set
j
(0)
t (x) = x⊗ 1Γ and
j
(n)
t (x) = x⊗ 1Γ
+
∫ t
0
∑
j∈Zd
j(n−1)s (δ
†
j(x))daj(s) +
∑
j∈Zd
j(n−1)s (δj(x))da
†
j(s) + j
(n−1)
s (Lˆ(x))ds. (3.6)
Then we shall show,
‖{j(n)t (x)− j(n−1)t (x)}ue(f)‖
≤ (t0cf )
n/2
√
n!
‖ue(f)‖
∑
k¯(n)
∑
ε¯(n)
‖δ(k¯(n), ε¯(n))(x)‖, (3.7)
where cf = 2e
γf (t0)(1 + ‖f‖2∞), with γf (t0) =
∫ t0
0 (1 + ‖f(s)‖2)ds. For n = 1, by the
basic estimate of quantum stochastic integral ( see [10, 7]),
‖{j(1)t (x)− j(0)t (x)}ue(f)‖2
= ‖{
∫ t
0
∑
j∈Zd
δ†j (x)daj(s) +
∑
j∈Zd
δj(x)da
†
j(s) + Lˆ(x)ds}ue(f)‖2
≤ 2eγf (t0)‖e(f)‖2
∫ t
0
{
∑
j∈Zd
‖δ†j (x)u‖2 +
∑
j∈Zd
‖δj(x)u‖2 + ‖Lˆ(x)u‖2}(1 + ‖f(s)‖)2ds
≤ cf t0‖e(f)‖2{
∑
j∈Zd
‖δ†j (x)u‖ + ‖δj(x)u‖+ ‖Lj(x)u‖}2.
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Thus (3.7) is true for n = 1. Inductively assume the estimate for some m > 1, again
by same argument as above,
‖{j(m+1)t (x)− j(m)t (x)}ue(f)‖2
= ‖{
∫ t
0
∑
j∈Zd
[j(m)sm (δ
†
j (x))− j(m−1)sm (δ†j (x))]daj(sm)
+
∑
j∈Zd
[j(m)sm (δj(x))− j(m−1)sm (δj(x))]da†j(sm)
+[j(m)sm (Lˆ(x))− j(m−1)sm (Lˆ(x))]dsm}ue(f)‖2
≤ 2eγf (t0)
∫ t
0
{
∑
j∈Zd
‖[j(m)sm (δ†j (x))− j(m−1)sm (δ†j (x))]ue(f)‖
2
+
∑
j∈Zd
‖[j(m)sm (δj(x))− j(m−1)sm (δj(x))]ue(f)‖2
+‖[j(m)sm (Lˆ(x))− j(m−1)sm (Lˆ(x))]ue(f)‖
2}(1 + ‖f(sm)‖2)dsm
≤ cf
∫
0
t
[
∑
j∈Zd
{‖[j(m)sm (δj†(x))− j(m−1)sm (δ†j (x))]ue(f)‖
+
∑
j∈Zd
‖[j(m)sm (δj(x))− j(m−1)sm (δj(x))]ue(f)‖
+‖[j(m)sm (Lˆ(x))− j(m−1)sm (Lˆ(x))]ue(f)‖}]
2
dsm.
Now applying (3.7) for n = m, we get the require estimate for n = m + 1 and
furthermore by the estimate of lemma (3.2 (iii)),
‖{j(n)t (x)− j(n−1)t (x)}ue(f)‖ ≤ 3n(t0cf )n/2‖ue(f)‖(1 + ‖r‖)n(1 + 2ϑ1(r)cx)n,
thus it follows that the sequence {j(n)t (x)ue(f)} is cauchy. Define jt(x)ue(f) to be the
limn→∞ jt
(n)ue(f), that is
jt(x)ue(f) = xu⊗ e(f) +
∑
n≥1
{j(n)t (x)− j(n−1)t (x)}ue(f) (3.8)
and one has
‖jt(x)ue(f)‖ ≤ ‖ue(f)‖[‖x‖ +
∑
n≥1
3n(t0cf )
n/2(1 + ‖r‖)n(1 + 2ϑ1(r)cx)n]. (3.9)
Uniqueness follows by setting,
qt(x) = jt(x)− j′t(x)
and observing
dqt(x) =
∑
j∈Zd
qt(δ
†
j (x))daj(t) +
∑
j∈Zd
qt(δj(x))da
†
j(t) + qt(L(x))dt, q0(x) = 0.
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Exactly similar estimate as above will show that, for all n ≥ 1,
‖qt(x)ue(f)‖ ≤
(t0cf )
n/2
√
n!
‖ue(f)‖
∑
k¯(n)
∑
ε¯(n)
‖δ(k¯(n), ε¯(n))(x)‖,
since by lemma 3.2(iii), the sum grows as n-th power, qt(x) = 0,∀x ∈ Aloc, showing
the uniqueness of the solution. As 1 ∈ Aloc(in fact it is of empty support) by QSDE
(3.4) it follows that jt(1) = 1.
(b)For ue(f), ve(g) ∈ h⊗ E(C) and x, y ∈ Aloc, by induction we have,
〈j(n)t (x∗)ue(f), ve(g)〉 = 〈ue(f), j(n)t (x)ve(g)〉
Now as n tends to ∞ we get
〈jt(x∗)ue(f), ve(g)〉 = 〈ue(f), jt(x)ve(g)〉.
Define
Φt(x, y) = 〈ue(f), jt(xy)ve(g)〉 − 〈jt(x∗)ue(f), jt(y)ve(g)〉
Now for l = 1, 2, · · · , 7 setting
(ζk(l), ηk(l)) = (δk, id), (id, δk), (δ
†
k , 1), (id, δ
†
k), (Lk, id), (id,Lk) and (δ†k, δk)
respectively, one has
|Φt(x, y)| ≤ cnf,g
∑
ln,··· ,l1
∫ t
0
∫ sn−1
0
· · ·
∫ s1
0
∑
kn,··· ,k1
|Φs1(ζkn(ln) · · · ζk1(l1)x, ηkn(ln) · · · ηk1(l1)y)|ds0 · · · dsn−1, ∀n ≥ 1, (3.10)
where cf,g = (1 + t0
1/2)(‖f‖∞+ ‖g‖∞). By quantum Ito formula and cocyle properties
of structure operators, i.e. Lˆ(xy) = xLˆ(y) + Lˆ(x)y +∑k∈Zd δ†k(x)δk(y), we have,
Φt(x, y)
=
∫
0
t∑
k
{Φs(δk(x), y) + Φs(x, δk(y))}fk(s)ds
+
∫
0
t∑
k
{Φs(δ†k(x), y) + Φs(x, δ†k(y))}v¯k(s)ds
+
∫
0
t∑
k
{Φs(Lk(x), y) + Φs(x,Lk(y)) + Φs(δ†k(x), δk(y))}ds
which gives the estimate for n = 1,
|Φt(x, y)| ≤ cf,g
∑
l=1···7
∫
0
t∑
k
|Φs(ζk(l)(x), ηk(l)(y))|ds . (3.11)
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Now if we assume (3.10) for some m > 1, application of (3.11) gives the required
estimate for n = m+ 1.
Before going to further estimate of |Φt(x, y)|, by (3.8) , (3.9) and lemma 3.2 (iv),
note the following,
(1) For any n-tuple (l1, l2 · · · ln) in {1, 2 · · · 7}∑
kn,...k1
‖js(ζkn(ln) · · · ζk1(l1)(x) · ηkn(ln) · · · ηk1(l1)(y))ve(g)‖
≤ Cg,x,y{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}2n‖ve(g)‖ (3.12)
where for any g ∈ C
Cg,x,y = 1 +
∑
m≥1
3m
(t0cg)
m/2
√
m!
{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}2m.
(2) For any s ≤ t0, p ≤ n and ε¯(p),
∑
k¯(p)
‖js{δ(k¯(p), ε¯(p))(y)}ve(g)‖
≤ Cg,x,y{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}n‖ve(g)‖ (3.13)
(3) Since ϑp(x) = ϑp(x
∗) and {δ(k¯(p), ε¯(p))(x)}∗ can also be written as δ(k¯(p), ε¯′(p))(x∗)
for some ε¯′(p), we have
∑
k¯(p)
‖js{δ(k¯(p), ε¯(p))(x)}∗ue(f)‖
≤ Cf,x,y{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}n‖ue(f)‖ (3.14)
Now for any fixed n-tuple (l1, · · · , ln) consider,∑
k¯(n)
|Φs(ζkn(ln) · · · ζk1(l1)x, ηkn(ln) · · · ηk1(l1)y)|,
by definition of Φs, it is
≤
∑
kn,...k1
‖ue(f)‖ · ‖js(ζkn(ln) · · · ζk1(l1)x · ηkn(ln) · · · ηk1(l1)y)ve(g)‖
+‖js{(ζkn(ln) · · · ζk1(l1)(x))∗}ue(f)‖+ js(ηkn(ln) · · · ηk1(l1)(y))ve(g)‖,
now the estimates (3.12), (3.13) and (3.14) gives,
∑
k¯(n)
|Φs(ζkn(ln) · · · ζk1(l1)x, ηkn(ln) · · · ηk1(l1)y)|
≤ {(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}2n‖ue(f)‖ · ‖ve(g)‖(Cg,x,y + Cf,x,yCg,x,y)
= C{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}2n
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with C = ‖ue(f)‖ · ‖ve(g)‖(Cg,x,y + Cf,x,yCg,x,y), now by (3.10),
|Φt(x, y)| ≤ C (7 t0cf,g)
n
n!
{(1 + ‖r‖)(1 + 2ϑ1(r)cx,y)}2n, ∀ n ≥ 1.
so Φt(x, y) = 0.
(c) Let ξ =
∑
cjuje(fj) (vector in algebraic tensor product of h0 and E(C)). If y ∈ A+loc,
y is actually an N |y| × N |y|-dim positive matrix and hence it admits a unique square
root
√
y ∈ A+loc. For any x ∈ A+loc, setting y =
√
‖x‖1 − x so that y ∈ A+loc, we get
‖jt(y)ξ‖2 = 〈jt(y)ξ, jt(y)ξ〉
=
∑
c¯icj〈jt(y)uie(fi), jt(y)uje(fj)〉
=
∑
c¯icj〈uie(fi), jt(‖x‖1 − x)uje(fj)〉 (by (b))
= ‖x‖ · ‖ξ‖2 − 〈ξ, jt(x)ξ〉
( where we have used the fact that 1 ∈ Aloc and jt(1) = 1 ) . Now let x ∈ Aloc be
arbitrary and applying the above for x∗x and by (b) we get,
‖jt(x)ξ‖2 = 〈jt(x)ξ, jt(x)ξ〉
=
∑
c¯icj〈jt(x)uie(fi), jt(x)uje(fj)〉
=
∑
c¯icj〈uie(fi), jt(x∗x)uje(fj)〉
= 〈ξ, jt(x∗x)ξ〉
≤ ‖x∗x‖ · ‖ξ‖2 = ‖x‖2 · ‖ξ‖2
or ‖jt(x)ξ‖ ≤ ‖x‖ · ‖ξ‖.
This inequality obviously extends to all ξ ∈ h0 ⊗ Γ. Noting that jt(1) = 1, ∀t, we get
‖jt(x)‖ ≤ ‖x‖ and ‖jt‖ = 1.
Thus jt extends uniquely to a unital C
∗-homomorphism satisfying QSDE (3.4) and
hence is a EH flow on A with Pt as its expectation semigroup.
We have also obtained an EH type dilation for the CP semigroup P φt associated
with the partial state φ0. Note that the generator Lˆφ of P φt satisfies
Lˆφ(x) =
∑
k∈Zd
1
2
N ′∑
m=1
[L
(m)
k
∗
, x]L
(m)
k + L
(m)
k
∗
[x,L
(m)
k ],∀x ∈ Aloc.
Now we have the following,
Theorem 3.4. Let Lˆφ and P φt as discussed earlier, then
(a) For each k ∈ Zd and t ≥ 0 there exist unique solution η(k)t (x(k)) for the QSDE,
dη
(k)
t (x) = η
(k)
t (
N ′∑
m=1
[L
(m)
k
∗
, x(k)])dak(t) + η
(k)
t (
N ′∑
m=1
[x(k), L
(m)
k ])da
†
k(t) + η
(k)
t (Lφkx(k))dt,
(3.15)
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j0(x(k)) = x(k) ⊗ 1Γ, ∀x(k) ∈ Ak
and η
(k)
t is a unital ∗-homomorphism from Ak in to Ak⊗B(Γ). Moreover, for different
k and k′, η
(k)
t and η
(k′)
t commute in the sense that, η
(k)
t (x(k)) and η
(k′)
t (xk′) commute
for every x(k) ∈ Ak and xk′ ∈ Ak′,
(b)There exist unique unital ∗-homomorphism ηt from Aloc in to A⊗B(Γ) such that it
coincide with η
(k)
t on Ak,
(c)The ηt extends uniquely as a unital C
∗-homomorphism from A in to A⊗ B(Γ).
Proof. (a) For any k ∈ Zd, t ≥ 0 and x(k) ∈ Ak, consider the QSDE (3.15). Here we
have only finitely many nontrivial structure maps on the unital C∗-algebra Ak, satisfy-
ing structure equation . So there exist a unique solution η
(k)
t (x(k)) and η
(k)
t is a unital
∗-homomorphism from Ak in to Ak ⊗B(Γ). Note that for different k and k′ associated
structure maps are commuting. Hence, η
(k)
t (x(k)) and η
(k′)
t (x(k′)) commute for every
x(k) ∈ Ak and x(k′) ∈ Ak′ .
(b)Now for any finite Λ ⊆ Zd, t ≥ 0 and simple tensor element xΛ =
∏
k∈Λ x(k) ∈ AΛ,
if we set
η
(Λ)
t (xΛ) =
∏
k∈Λ
η
(k)
t (x(k))
then η
(Λ)
t is a well defined map on AΛ to AΛ⊗B(Γ) due to the fact that η(k)t ’s commute.
Differentiating η
(Λ)
t (xΛ) with respect to t, it follows that η
(Λ)
t (xΛ) satisfies the QSDE,
dη
(Λ)
t (xΛ) =
∑
k∈Λ
η
(Λ)
t (
N ′∑
m=1
[L
(m)
k
∗
, xΛ])dak(t)+
∑
k∈Λ
η
(Λ)
t (
N ′∑
m=1
[xΛ, L
(m)
k ])da
†
k(t)+η
(Λ)
t (LφkxΛ)dt,
(3.16)
η
(Λ)
0 (xΛ) = xΛ ⊗ 1Γ.
In order to show,
η
(Λ)
t (xy) = η
(Λ)
t (x) · η(Λ)t (y), for every simple tensor elements x, y ∈ Aloc, (3.17)
without loss of generality (since each η
(k)
t ’s are unital, for finite subsets Λ ⊆ Λ′, η(Λ
′)
t
agree with η
(Λ)
t for simple tensor elements in AΛ) assume x, y ∈ AΛ for some finite
Λ ⊆ Zd so that x =∏k∈Λ x(k) ∈ AΛ and y =∏k∈Λ y(k) ∈ AΛ with identity component
out side their respective support. Now consider,
η
(Λ)
t (xy) = η
(Λ)
t
∏
k∈Λ
(x(k)y(k)) =
∏
k∈Λ
η
(k)
t (x(k)y(k))
=
∏
k∈Λ
η
(k)
t (x(k))η
(k)
t (y(k)) =
∏
k∈Λ
η
(k)
t (x(k))
∏
k∈Λ
η
(k)
t (y(k)).
Thus, (3.17) follows. Similarly for x =
∏
k∈Λ x(k),
η
(Λ)
t (x
∗) = (η
(Λ)
t (x))
∗. (3.18)
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Now we define ηt on Aloc as follows, note that any element x ∈ Aloc can be written as a
linear combination of simple tensor elements {Ug : g ∈ G}, x =
∑
g∈G cgUg with cg = o
when supp(g) is outside the supp(x) = Λ, set
ηt(x) =
∑
g∈G
cgη
(Λ)
t (Ug)
Let x and y ∈ Aloc, x =
∑
g∈G cgUg and y =
∑
h∈G chUh such that supp(x) = supp(y) =
Λ, consider
ηt(xy) = ηt(
∑
g,h∈G
cgchUgUh)
=
∑
g,h∈G
cgchη
(Λ)
t (UgUh) =
∑
g,h∈G
cgchη
(Λ)
t (Ug)η
(Λ)
t (Uh) (by (3.17) )
= ηt(
∑
g∈G
cgUg)ηt(
∑
h∈G
chUh).
So ηt(xy) = ηt(x)ηt(y) and by 3.18 it follows that ηt(x
∗) = (ηt(x))
∗,∀x ∈ Aloc. Thus
ηt is a unital ∗-homomorphism from Aloc in to A⊗B(Γ). (c) (Proof is same as that of
theorem 3.3(c))
Let x ∈ Aloc then ‖x‖21 − x∗x ∈ A+loc (in fact it is belong to some finite dimensional
matrix algebra AΛ) so
√
‖x‖21− x∗x ∈ A+loc. Since ηt is a unital ∗-homomorphism on
Aloc,
ηt(‖x‖21− x∗x) ≥ 0
⇒ ηt(x∗x) ≤ ‖x‖21
⇒ ‖ηt(x∗x)‖ ≤ ‖x‖2
⇒ ‖ηt(x)‖ ≤ ‖x‖,
So ηt extends uniquely as a unital C
∗-homomorphism from A in to A⊗ B(Γ).
4 Covariance of EH flow
In this section we shall prove that the Evans-Hudson flows constructed in the last
section is covariant. Let B be a C∗ ( or von Neumann) algebra, G be a locally compact
group equipped with an action α on B. Let {Tt : t > 0} be a covariant CP semigroup
on B w.r.t. α, that is,
αg ◦ Tt(x) = Tt ◦ αg(x),∀t ≥ 0, g ∈ G,x ∈ B.
Then a natural question arises , does there exist a covariant EH dilation for {Tt}. The
question is discussed in [1] for uniformly continuous CP semigroup. There is no such
general result for CP semigroups with unbounded generators.
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We shall show the EH flow {jt} and {ηt} constructed in the previous section is
covariant w.r.t. the actions τ and λ( λ to be introduced later in this section) of the
group Zd .
It can be easily observed that
δkτj = τjδk−j and δ
†
kτj = τjδ
†
k−j, ∀j, k ∈ Zd (4.1)
and we have the following lemma,
Lemma 4.1. (i)Lˆτj(x) = τjLˆ(x), ∀x ∈ Dom(Lˆ),
(ii)Ptτj = τjPt, i.e. Pt is covariant.
Proof. (i) Note that C1(A) is τ invariant and thus for x ∈ C1(A),
L(τj(x)) = 1
2
∑
k∈Zd
δ†k(τj(x))rk + r
∗
kδk(τj(x))
=
1
2
∑
k∈Zd
τjδ
†
k−j(x)rk + rk
∗τjδk−j(x) (by 4.1 )
=
1
2
τj{
∑
k∈Zd
δ†k−j(x)rk−j + r
∗
k−jδk−j(x)}
= τj(L(x)).
For x ∈ Dom(Lˆ), choose a sequence {xn} in C1(A) and y ∈ A such that y = Lˆ(x) and
xn and L(xn) converges to x and y respectively. Now, for any j ∈ Zd applying the
automorphism τj, τj(xn) and τjL(xn) converges to τj(x) and τj(y) respectively. Since
xn ∈ C1(A),L(τj(xn)) = τjL(xn) and we get
τj(x) ∈ Dom(Lˆ) and Lˆτj(x) = τjLˆ(x).
(ii)By (i), for x ∈ Dom(Lˆ) and 0 ≤ s ≤ t we have,
d
ds
Ps ◦ τj ◦ Pt−s(x) = Ps ◦ Lˆ ◦ τj ◦ Pt−s(x)− Ps ◦ τj ◦ Lˆ ◦ Pt−s(x) = 0
This implies that Ps ◦ τj ◦Pt−s(x) is independent of s for every j and 0 ≤ s ≤ t. Setting
s = 0 and t respectively and using the fact that Pt is bounded we get Ptτj = τjPt.
Note that jt : A → A⊗ B(Γ(L2(R+,k0))), where k0 = l2(Zd) with canonical basis
{ek}, as mentioned earlier. Define the canonical bilateral shift s by sjek = ek+j,∀j, k ∈
Z
d and let γj = Γ(1 ⊗ sj), the second quantization of 1 ⊗ sj i.e. γje(
∑
fl(.)el) =
e(
∑
fl(.)el+j), this defines a unitary representation of Z
d in Γ and further we set
σ = τ ⊗ λ on A⊗ B(Γ) where λj(y) = γjyγ−j, ∀y ∈ B(Γ).
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By definition of fundamental processes ak(t) : ak(t)e(g) =
∫ t
0 gk(s)ds e(g), observed
that
λjak(t)e(g) = γjak(t)γ−je(g) = γjak(t)e(
∑
〈g, el+j〉(·)el)
=
∫ t
0
〈g, ek+j〉(s)ds γj(e(
∑
〈g, el+j〉(·)el)
=
∫ t
0
〈g, ek+j〉(s)ds (e(
∑
〈g, el+j〉(·)el+j)
= ak+j(t)e(g)
and since
〈e(f), λjak(t)e(g)〉 = 〈λja†k(t)e(f), e(g)〉,
it follows that
λjak(t) = ak+j(t) and λja
†
k(t) = a
†
k+j(t). (4.2)
Theorem 4.2. The Evans-Hudson flow jt of the CP semigroup Pt is covariant,i.e.
σjjtτ−j(x) = jt(x),∀x ∈ A, t ≥ 0, k ∈ Zd.
Proof. For a fixed j ∈ Zd, set j′t = σjjtτ−j, ∀t ≥ 0. Using QSDE (3.4) and lemma 4.1,
(4.1), (4.2) we get for x ∈ Aloc,
j′t(x)− j′0(x)
=
∫ t
0
{
∑
k∈Zd
σjjs(δ
†
k(τ−j(x)))dak(s) +
∫ t
0
∑
k∈Zd
σjjs(δk(τ−j(x)))da
†
k(s)
+
∫ t
0
σjjs(Lˆ(τ−j(x)))ds
=
∫ t
0
∑
k∈Zd
σjjsτ−j(δ
†
k+j(x))dak+j(s) +
∫ t
0
∑
k∈Zd
σjjsτ−j(δk+j(x))da
†
k+j(s)
+ σjjsτ−j(Lˆ(x))ds
=
∫ t
0
{
∑
k∈Zd
j′s(δ
†
k(x))dak(s) +
∫ t
0
∑
k∈Zd
j′s(δk(x))da
†
k(s) +
∫ t
0
j′s(Lˆx)ds.
Since, j′0(x) = σjj0τ−j(x) = σj(τ−j(x)⊗ 1Γ) = x⊗ 1Γ = j0(x),
j′t(x) = jt(x) for all t ≥ 0 and x ∈ Aloc, by uniqueness of QSDE (3.4). As both j′t and
jt are bounded maps, it follows that j
′
t = jt.
Remark 4.3. By similar argument as above, the EH flow for the CP semigroup P φt ,
can be seen to be covariant with respect to the same actions.
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5 Ergodicity of the EH flows
Recall the QDS P φt associated with the partial state φ0, for which we have constructed
EH flows ηt in section 3. Note that P
φ
t has a unique ergodic state Φ. We have the
following result on ergodicity of ηt w.r.t. the weak topology.
Theorem 5.1. The EH flow ηt of CP semigroup P
φ
t has also the unique ergodic state
Φ, in a sense that
ηt(x)→ Φ(x)1Γ weakly ∀x ∈ A.
Proof. Since ηt and P
φ
t are norm contractive, Aloc is norm-dense in A, and PΦt (x)
converges to Φ(x) ⊗ 1 for all x ∈ A, it is enough to show that ηt(x) − PΦt (x) ⊗ 1 → 0
weakly as t→∞. Furthermore, it suffices to show that 〈ξ1, (ηt(x)−PΦt (x)⊗ 1)ξ2〉 → 0
as t → ∞, where ξ1, ξ2 vary over the linear span of vectors of the form ve(f), with
f =
∑
|k|≤n fk ⊗ ek for some n and f1, ...fn ∈ L1(R+)
⋂
L2(R+).
For notational simplicity denoting the bounded derivations on A,
x 7→
N ′∑
m=1
[x,L
(m)
k ] and x 7→
N ′∑
m=1
[L
(m)
k
∗
, x]
by ρk and ρ
†
k respectively, note that ηt satisfies the QSDE,
dηt(x) =
∑
k∈Zd
ηt(ρ
†
k(x))dak(t) +
∑
k∈Zd
ηt(ρk(x))da
†
k(t) +
∑
k∈Zd
ηt(Lφk(x))dt, (5.1)
η0(x) = x⊗ 1Γ,∀x ∈ Aloc.
For t ≥ 0, u, v ∈ h0 and f, g ∈ L2(R+,k0)
⋂
L1(R+,K0) such that f =
∑
|k|≤n fk ⊗ ek
and g =
∑
|k|≤n gk ⊗ ek and x ∈ Aloc, consider the following,
|〈ue(f), [ηt(x)− P φt (x)⊗ 1]ve(g)〉|
= |〈ue(f), [
∫ t
0
∑
k∈Zd
ηq{ρk(P φt−q(x))}da†k(q) + ηq{ρ†k(P φt−q(x))}dak(q)]ve(g)〉|
≤
∑
|k|≤n
∫ t
0
|〈ue(f), ηq{ρk(P φt−q(x))}ve(g)〉| ‖g(q)‖dq
+
∑
|k|≤n
∫ t
0
|〈ue(f), ηq{ρ†k(P φt−q(x))}ve(g)〉| ‖f(q)‖dq
As ηt, P
φ
t are contractive and P
φ
t (x) tend to Φ(x)1 as t tend to ∞, further ρk and ρ†k
are uniformly bounded and ρk(1) = ρ
†
k(1) = 0 for all k ∈ Zd, we have,
|〈ue(f), ηq{ρk(P φt−q(x))}ve(g)〉| and |〈ue(f), ηq{ρ†k(P φt−q(x))}ve(g)〉| ≤M,
for some constant M independent of t and q. So since f, g ∈ L1(R+,K0), both the
terms of the above expression tend to 0 as t tends to ∞.
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Remark 5.2. The ηt(x) does not converge strongly, for if did, then x 7→ Φ(x) ⊗ 1Γ
would be a homomorphism, i.e. Φ would be a multiplicative non zero functional on the
UHF algebra A, contradictory to the fact that A does not have any such functional.
Remark 5.3. If we look at the perturbation of the QDS P φt by QDS associated with
single supported r ∈ A0, then by the same argument used in the construction of EH
dilation for the unperturbed semigroup will go through and one can obtain an EH dila-
tion for the perturbed one. For small perturbation parameter c ≥ 0 for which a unique
ergodic state exists, the EH flow also admits the same unique ergodic state in the above
sense.
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