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Abstract
Traditionally in population modelling, the mixing of individuals has been
assumed to be homogeneous; that is, every individual can come into contact
with every other individual. Within the last 40 years, however, a number
of population models have been proposed that do not assume homogeneous
mixing but rather assume populations are divided into disjoint habitable
patches that are separated by uninhabitable space. Populations with this
structure are known as metapopulations.
When metapopulation modelling was first proposed, the habitable patches
would be classified as either colonised or extinct and the dynamics of coloni-
sation and extinction would be the only dynamics accounted for in the
model. For example, the logistic model adapted to a metapopulation would
be
dx
dt
= λx (1 − x) − µx,
where x(t) is the proportion of occupied patches at time t, λ is the rate
an unoccupied patch becomes colonised when all patches are unoccupied
and µ is the rate an occupied patch becomes extinct. Adding more detail
to metapopulation models, the model examined in this thesis records the
number of individuals in each location, thereby accounting for an individ-
ual’s dynamics, such as the rates of births, deaths and migrations, within
the model.
The model is a continuous time Markov process that will be used to account
for the demographic stochasticity within populations such as births, deaths
and migration events. Results by Kurtz, and extended by Pollett, which
can be applied to a family of Markov processes, termed asymptotically
density dependent, will be used to determine an approximating system of
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differential equations. These differential equations are then analysed to
determine conditions for persistence and extinction. Furthermore, an Allee
effect, where the initial conditions of the population determine whether it
persists or goes extinct, is confirmed to exist in a two patch system that
has a large difference between the migration rate for the two patches.
The model is extended in two ways. The first extension accounts for a
deterministically changing environment. This is done by allowing the pa-
rameters of the system to depend on time. A new functional limit law
is derived which can be applied to time inhomogeneous, asymptotically
density dependent Markov processes. This functional limit law is used to
derive a nonautonomous system of differential equations. This system is
then analysed to provide conditions for persistence and extinction of the
metapopulation.
The second extension to the model accounts for a stochastically changing
environment. Again, the parameters of the system are allowed to vary in
time. However, the parameters vary stochastically according to an under-
lying Markov process, designed to model a stochastically changing environ-
ment. A functional limit law provides a way to approximate the process
with a random dynamical system. The random dynamical system is then
analysed to determine a sufficient condition for extinction. While not a com-
plete description of the long term behaviour, such an approach facilitates
more research into models with a stochastically changing environment.
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Chapter1
Introduction
The evolution of the size of a population has long been of interest to both ecologists
and mathematicians. A range of behaviours, from predetermined choices to random
influences, have been singled out as important characteristics of populations and tech-
niques that account for these behaviours have been developed. A select history of these
developments is outlined in this chapter, providing the reader with motivation for the
need of continued research in this area.
1.1 Population Modelling
Determining how the size of a population might change through time has been an
interest of society for hundreds of years. One of the first insights into how the size
of a population might evolve came in the late 18th century, where T. R. Malthus [84]
stated “by that law of our nature which makes food necessary to the life of man, the
effect of these two unequal powers [population growth and subsistence growth] must
be kept equal.” If left unchecked, the population will increase beyond a point that
subsistence can provide for. He postulated that the amount subsistence will increase
over twenty five years would be, at most, equal to the current subsistence and that
this increase would remain unchanged over all twenty five year time periods following
this. It is simple to see that if every individual in the population produces another
individual in the same time period, there will not be enough subsistence to sustain the
population, even after only 50 years. The population would increase exponentially as
1
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the per-capita growth rate would remain constant. Malthus makes some assumptions
about the subsistence and the population he was studying that may or may not be
reasonable, depending on the species being modelled. Regardless of the type of species
being researched, the question of population sustainability is as relevant today as it
was in the 18th century.
Forty years later, in the 19th century, P. F. Verhulst [128] proposed a model that
could account for the depleting subsistence as a population grew larger, and is com-
monly referred to as the logistic model. For his model, Verhulst altered the main
assumption by Malthus of constant per-capita growth to allow a decreasing linear
function of density for the per-capita growth rate. In its most common form, the logis-
tic model introduces an ideal population size and is referred to today as the carrying
capacity. As such, the logistic model permits a better understanding of the evolution
of the population size when it becomes large. Before Verhulst, most populations would
be modelled as if their growth could continue at an exponential rate forever, regardless
of the space and resources available to them. For small populations with a substantial
amount of resources, this assumption is reasonable. However, such an assumption is
not reasonable for large populations. Verhulst modelled the size of a population n(t)
by means of the ordinary differential equation (ODE)
dn
dt
= rn(1 − n
K
) ,
where r is the growth rate of the population and K is the carrying capacity. The
growth rate r “is the exponential rate at which a population ... grows when no resource
(for example food, space, shelter and water) is in short supply” [31, page 53]. When the
population is small, the term 1 − n/K is approximately equal to 1 and the population
grows almost uninhibited at the rate rn. However, as n approaches K, the overall
growth rate decreases and, if n is ever larger than K, will become negative, causing
a decrease in the population size. Pearl and Reed [100] proposed the logistic model,
using a different parameterisation, for modelling the population of the United States
of America.
The carrying capacity is affected by limited food, habitat and reproduction oppor-
2
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tunities which results in competition between individuals. This competition leads to
what is known in ecology as negative density dependence or simply, density depen-
dence, where density relates to the population size per unit area. Broadly, it is when
population dynamics, such as per-capita birth or death rates, depend on the population
size only through the density of the population [63]. Conversely, density independence
occurs when dynamics depend on the size of the population, rather than only the den-
sity. Therefore, a carrying capacity will always introduce density dependent dynamics
into the population.
The majority of references to density dependence in the literature refer to negative
density dependence. However, positive (or inverse) density dependence is also an im-
portant factor in population dynamics. Unlike negative density dependence, where pop-
ulation growth decreases as the population grows, positive density dependence causes
the population growth to increase as the population grows. More commonly referred to
as the Allee effect, named after its discoverer Warder Clyde Allee [4, 5], positive density
dependence is more prominent in small populations. When the population is small,
so is the population growth rate and therefore, the Allee effect can be a contributing
factor to a population’s extinction. If the population growth rate decreases sufficiently
that it becomes negative as the population size decreases, a threshold is introduced
below which the population will tend to extinction. This is known as a strong Allee
effect, while a weak Allee effect implies the population growth rate remains positive
as the population size decreases. The mechanisms that cause such a phenomenon are
usually one or more of the following; genetic inbreeding, demographic stochasticity, a
reduction in cooperative interactions [39], mate limitation [73] and predator saturation
[116]. When a population is small, the chance of genetic inbreeding is increased and the
fitness of the population as a whole is decreased. It is then less likely a population will
persist [39]. The second factor, demographic stochasticity, is the random fluctuations
in the population size. A few deaths when there are a few hundred individuals will most
likely be insignificant. However, when there are only a few individuals in the popula-
tion, those few deaths become very important [39] and can cause the population to go
extinct. Thirdly, a reduction in cooperative interactions refers to situations where the
population relies on cooperative behaviour to survive and when the population size is
3
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small, it is less likely this cooperative behaviour can occur [39]. Cooperative behaviour
exists in the reproduction and foraging for some species, as a certain population size is
required for the activity to be successful. Mate limitation occurs when a certain type
of individual that is required for reproduction (for example, the male or female species
for sexual reproduction) is scarce and as such, reproduction declines, even though the
entire population level might be reasonably high. Lastly, predator saturation is when
species can defend themselves successfully as a group (higher population densities),
but become more vulnerable as individuals (lower population densities).
Many other population models were produced in the 20th century around the same
time as Pearl and Reed’s discovery. One of these models, which is still in use today,
was by Lotka [80] who introduced competitive population models for biological systems.
Lotka allowed the population and the subsistence to effect each other, rather than only
allow the subsistence to effect the population, as in the logistic model. Lotka’s model
was also discovered independently by Volterra in 1926 [129], which is why it is known
today as the Lotka-Volterra model. When discussing population modelling, one cannot
fail to mention the models of B. Gompertz [53] and L. Von Bertalanffy [130], and the
generalisation of these models by F. J. Richards [109].
Pearl and Reed’s formulation of the logistic model [100] leads to many applications.
Their model can be altered to accommodate growth which is attenuated by some form
of per–capita removal from the system. Under this assumption, the logistic model can
be written in the form
dn
dt
= λn(1 − n
J
) − µn, (1.1)
where λ is the intrinsic growth rate per capita, µ is the removal rate per capita and
J is the number of sites the population can occupy. The logistic model in this form
has been applied to many different fields. In ecology, R. Levins in 1969 [78] used
this model to described the evolution of a population that is divided into disjoint
locations. Rather than model the number of individuals in a system, n is the number
of locations that are currently occupied by individuals which led to the naming of
such models as patch occupancy models (POMs). A year later Levins coined the term
4
Chapter 1: Introduction
metapopulation to describe a “population of populations which go extinct locally and
recolonise.” Since its introduction, the meaning of the term metapopulation has evolved
to describe a collection of geographically distinct populations that allow migration
between populations.
1.2 Metapopulation Modelling
Although Levins gave a precise formulation and named metapopulations in 1969–70
[78, 79], the idea of subgroups of populations dates back to at least 1931, when S. Wright
[133, page 100] proposed a model for the frequency of genes where “a large population
. . . is composed of subgroups each exchanging the proportion m of its population with
a random sample of the whole population.” Around the same time, A. J. Nicholson
and V. A. Bailey [91, page 590] also postulated that a population might break up
into “numerous small widely separated groups which wax and wane and then disap-
pear, to be replaced by new groups in previously unoccupied situations.” Furthermore,
R. H. MacArthur and E. O. Wilson [82, 83] had presented a similar idea to metapop-
ulations in the form of island biogeography.
There are two main differences between the field of metapopulations and the field
of island biogeography. First, a metapopulation is a population of one species, whereas
island biogeography accounts for many different species, both flora and fauna, on each
island. The second difference is island biogeography devalues the smaller subgroups
as immigration from a large mainland is the main (and sometimes, only) source of
recolonisation of the smaller subgroups. This assumption is the main difference between
island biogeography became metapopulation ecology. For a more in-depth discussion
of island biogeography, see [132].
The habitable area of many species continues to be divided into smaller sections
either by disasters such as bush fires or by humankind’s intervention which can be in
the form of new roads and buildings, to list a few. Furthermore, many populations
naturally exist in a metapopulation due to the segregation of resources or a naturally
occurring limit on pack sizes, for example. As habitable area is segregated and more
species are discovered existing in metapopulation structures, understanding the impact
5
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such segregation has on the populations is vital. For example, Crooks et al. [40] found
that that the level of mammalian carnivores’ habitat segregation and connectivity
severely affected the species likelihood of eventual survival or extinction.
When a species’ habitat is fragmented it is necessary to distinguish between local
extinction and extinction of the entire metapopulation. A species can become locally
extinct, such that no individuals remain in a particular location. This type of extinction
can be caused by demographic fluctuations, genetic factors, predation and unsuitable
habitat. Only when all patches have become locally extinct is the metapopulation said
to be extinct.
When a patch is locally extinct it may be colonised by another patch which is not
locally extinct. Colonisation is linked to the migration of a species and the dispersal
of offspring. The frequency of migration is also an important aspect when modelling
a species’ population. Some species only migrate at specific times during the year
or perhaps only once in their life while others have no predefined migration periods.
For example, certain plant populations can be modelled as metapopulations. Once
a seed has taken root, it can no longer migrate and hence, colonisation occurs if the
seed is dispersed into a previously unoccupied location. Another example comes from
the butterfly, Glanville fritillary Melitaea cinxia L., which does not have a set time of
migration but instead continually migrates throughout its life [56].
There are times when these two dynamics, local extinction and colonisation, can
combine in a way that decreases the rate of local extinction. If a small population is
surrounded by large populations and becomes locally extinct, it is far more likely that
this population, rather than populations in other configurations, will be rescued from
extinction almost immediately from the neighbouring populations through colonisation.
This is known as the rescue effect [27].
Extinction and colonisation are the two fundamental dynamics used for the majority
of metapopulation models. If only these two dynamics are accounted for, each patch is
considered either colonised (occupied) or extinct (unoccupied). This is known as the
presence–absence assumption. It is often employed due to the dynamics within a patch
occurring at much faster time scale and therefore could be modelled separately from
the local extinction and colonisation dynamics. Furthermore presence/absence data is
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more widely available for many populations than data regarding population levels is. If
Levins’ model (1.1) is used, λ and µ are the rate an unoccupied patch is colonised and
the rate that an occupied patch becomes extinct, respectively, while n and J are the
number of occupied patches and the total number of patches available to be occupied,
respectively. The inclusion of the factor 1/J in the colonisation rate is a proxy for the
probability that an occupied patch and unoccupied patch are close. In Levins’ 1969
[78] formulation, these rates can be time (and spatially) dependent; that is, λ = λ(t)
and µ = µ(t), creating a more general model than the original logistic model.
One effort to introduce spatial dependency into deterministic models was presented
by I. Hanski in 2001 [57] and has come to be known as the spatially realistic Levins
model (SRLM). Hanski’s model was originally designed to combine the dynamic theory
of island biogeography (DTIB) [83] and the classic metapopulation theory (CMT)
introduced by Levins [78]. MacArthur-Wilson’s model [83] in a simple form can be
written as a system of J ordinary differential equations of the form
dsi
dt
= λ (S − si) − µsi, (1.2)
where J is the number of patches available to be occupied, S is the number of species,
si is the number of species on patch i and λ and µ are the colonisation and extinction
rate parameters, respectively. Models (1.1) and (1.2) were combined by Hanski in 2001
[57] to give a system of J ODEs of the form
dpi
dt
= ci(p) (1 − pi) − ei(p)pi, (1.3)
where ci(p) and ei(p) are the colonisation and extinction rate parameters for patch
i and pi is the probability of patch i being occupied. The form of equation (1.3) has
its origins in Gyllenberg and Hanski’s work in 1992 [54] (and extended five years later
[59]), where the probability of a successful colonisation was assumed to be unaffected
by the size of the population when it was large. Originally, Gyllenberg and Hanski [54]
modelled the proportion of occupied patches and assumed that both the populations
on the patches and the number of patches were very large. From their original model
to (1.3), the quantity being modelled changed to the probability a patch is occupied.
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One might argue that for large populations the proportion of occupied patches closely
models the probability of a patch being occupied. However, even if that statement is
assumed to be true, the model only holds if local populations are considered large or
zero, and therefore breaks down when the probability of occupancy is close to, but not
equal to, zero. As ecologists are most concerned with the extinction of a species, the
scenario that (1.3) excludes is the most important.
All the models presented above share one common feature; they are all determinis-
tic. That is, starting with the same initial condition, the end result will always be the
same. In nature this is very rarely the case. For example, the exact time an individual
reproduces or dies is nearly always random and the same can be said for migration dy-
namics. When such factors are ignored in the modelling phase, the random fluctuations
in the population that result from these factors are ignored too.
A stochastic patch occupancy model (SPOM) is one of the most common models
for metapopulation modelling used today. Instead of modelling the probability, like
SRLMs, SPOMs model the patches and allow them to alternate between occupied
and unoccupied states stochastically, hence, ingraining stochasticity into the model
from the beginning. The closest stochastic analogue to (1.1), and simplest SPOM, is
the stochastic logistic model, first proposed by W. Feller in 1939 [49], which will be
briefly described now. Let n(t) be the number of occupied patches at time t in a
metapopulation with J patches and let λ and µ be as above. Then (n(t), t ≥ 0) is
a Markov chain, homogenous SPOM with a state space S = {1, . . . , J} and nonzero
transitions
n→ n + 1 at rate λn(J − n),
n→ n − 1 at rate µn.
One type of SPOM, proposed by I. Hanski [56], has gained a large amount of trac-
tion in the metapopulation modelling community. This model, known as the incidence
function model (IFM), is formulated in discrete time while also including stochastic-
ity in the form of a Markov chain. The differentiating factor of the IFM compared
to a general SPOM is that an IFM relates the physical landscape to the transition
8
Chapter 1: Introduction
probabilities of the Markov chain. Let Xi(t) be the state on patch i at time t, such
that Xi(t) = 0 if patch i is extinct and Xi(t) = 1 if patch i is occupied. Patch i has
a probability Ci of becoming recolonised in unit time and a probability of Ei of be-
coming extinct in unit time. Hanski suggested that the extinction probability should
be determined by Ei = x/Ayi , where x and y are two constants and Ai is the area
of patch i. He also suggested the colonisation probability should be calculated by
Ci = (βSi)2/ ((βSi)2 + a), where Si = ∑j/=iXj(t)e−αdijAj and a, α and β are constants
and dij is the distance between patches. Hanski’s original IFM has been extended
[87, 88] to incorporate different formulations of the colonisation and extinction param-
eters. While the presence–absence assumption has simplified modelling, data collection
and analysis for a number of metapopulation models [95, 124, 90, 111, 36, 89], it is not
always adequate, such as for stock dynamics where more detail is required [74] and fails
to provide information relating the individual behaviour to the population behaviour.
The presence–absence assumption, as previously stated, reduces the population dy-
namics to colonisation and extinction events. As the IFM demonstrates, characteristics
of the population can be used to determine more appropriate values for the colonisation
and extinction probabilities. Reproductivity, movement out of the system, predation,
natural mortality, among others can be combined to give the rate of extinction for a
given patch. Similarly, the rate of colonisation is determined from the rate of immigra-
tion from outside the metapopulation and the migration rate between patches, both of
which are affected by the size of the patches and how the patches are connected but
can also be affected by the reproductivity of the species. Therefore, when employing
the presence–absence assumption, a trade off appears as the tractability of the model
is increased while information that could be gained from the model is decreased. With
the presence–absence assumption employed, there are less dynamics to model which
results in a simpler model. However, results obtained from the model can only relate
to the dynamics included, decreasing the information that can be gathered about the
population.
If the presence-absence assumption is not employed, then the within patch popu-
lation dynamics need to be incorporated into the modelling. These types of models
are called structured metapopulation models (SMMs) and have been used by many
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modellers [54, 29, 30, 7, 18, 19, 51, 115, 48]. SMMs model the births, deaths and
migrations of individuals directly, and model the abundance on each patch in some
capacity. Usually, either the number, proportion or probability of patches with i in-
dividuals is modelled [29, 30, 7, 18, 19, 51] or the number, proportion or probability
of individuals on patch i is modelled [54, 115, 48]. The number of patches with i in-
dividuals can be modelled when the only characteristic differentiating the patches is
the number of individuals currently occupying them; that is, there is no patch specific
dynamics. For example, Casagrandi and Gatto [30] model a metapopulation as such,
using a Markov process where births, deaths and dispersals on a patch with i individu-
als occur at the per-capita rates νi, µi and Di, respectively. In Casagrandi and Gatto’s
model, individuals migrate from a patch to a dispersers’ reservoir and then migrate
uniformly to all other patches. However, reaching the new patch, which required the
individual to survive their time in the reservoir and reach an appropriate patch, only
occurred with probability a. While such an assumption had been used previously to
study certain species [98], it removes any spatial structure the metapopulation might
have as each patch is just as likely as any other patch to receive the migrating indi-
viduals. An analysis of the stationary distributions of their model showed that the
while a stationary distribution corresponding to the extinction of the metapopulation
always exists, it is possible for their model to exhibit other stationary distributions also.
The existence of more than one stationary distribution was classified as the population
persisting and they determined this is possible if
∞∑
j=1a
Dj
µj +Dj ρj > 1,
where ρ1 = 1, ρ2 = ν1/(µ1 +D1) and ρj = (ν1 . . . νj)/[(µ1 +D1) . . . (µj +Dj)] for j ≥ 3.
Casagrandi and Gatto point out that this condition is equivalent to a persistence
condition given by Chesson [33, page 105], whereby the expected number of emigrants
from a patch that is begun with one individual, and to which subsequent immigration
is excluded, is greater than unity. While such a condition is informative and helpful in
beginning to understand the contribution the dynamics within a patch might have, the
inclusion of a dispersers’ pool causes this result to be less than ideal. The assumption
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of the existence of a disperser’s pool limits the number of populations this result can
be applied to but it is reasonable for some, perhaps limited number of, populations
[98]. However, spatial structure is an important aspect of a metapopulation as it
almost exclusively determines if it is possible for one patch to colonise another patch.
Therefore, spatial structure needs to be included in a model if more detailed results
are required.
As Casagrandi and Gatto’s model demonstrates, when using a SMM, the informa-
tion about the population increases but the tractability of the model decreases. Includ-
ing an individual’s dynamics means the parameters are easily interpreted as per–capita
birth, death and migration rates, rather than abstract parameters such as local extinc-
tion and colonisation rates. This means information deduced from the model about
the population can be related back to the individual, providing much more insight into
the population. However, obtaining such results is difficult as the complexity of the
model is substantially increased. A simple example of this new level of complexity is
the change in the state space from {0,1}J to {0,1, . . . ,N}J , where N relates to the size
of a patch and is often much larger than J , possibly even infinity. To overcome the
problem of tractability, often models are analysed via simulations which, for SMMs,
can be quite computationally expensive. And as the models become more heteroge-
neous, understanding the dynamics over a wide parameter range becomes intractable,
even via simulations.
As SMMs model the local population level, density dependent effects can occur
within the patches just like population models, such as the logistic model. However,
with subsistence spread over multiple patches, density dependence can be considered
not only at the patch level, but also at the metapopulation level. This can be explained
by considering a patch with only a small number of individuals, relative to the patch
size. These individuals initially have ample resources (or space) available to them but
as the population on that patch increases, the amount of resources available to each
individual decreases; this is the normal density dependence at the patch level. How-
ever, when migration to new patches is allowed, these new patches become colonised,
decreasing the rate of new colonisations; this is density dependence at the metapopula-
tion level. Furthermore, positive density dependence, or the Allee effect, can also occur
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at the local population and metapopulation levels. If each individual patch exhibits the
Allee effect individually, then the metapopulation can also exhibit the Allee effect [37,
section 3.5.1]. But just as density dependence had an added dimension in metapopu-
lations, so does the Allee effect. It is known as the Allee-like effect [37, section 3.5.2]
and is due to the metapopulation requiring a minimum number of occupied patches
to colonise unoccupied patches. An example of this is the African wild dog, Lycaon
pictus, which requires a minimum number of packs for the population size to increase
[37, section 3.5.2].
The deterministic models presented previously differ from SPOMs not only by their
lack of stochasticity but also by the approximation that population size is a contin-
uous function of time. This leads to an important modelling question that must be
answered before any scenario can be modelled. Should time and population size be
modelled as if they were continuous or discrete? The logistic model assumes that
time is continuous but also assumes that the population size is continuous. Whilst
this might seem a reasonable approximation for large populations, it is definitely not
reasonable for small populations. Furthermore, discrete time models might perform
better in scenarios where populations evolve according to generations; that is, over set
time intervals. On the other hand, continuous time models allow the population to
evolve at any time, not restricting dynamics to set periods. All four options have their
advantages and disadvantages with respect to their tractability and application to real
metapopulations. This is why models with all four combinations exist; discrete time
and discrete population size [56], discrete time and continuous population size [71],
continuous time and discrete population size [111] and continuous time and continuous
population size [78].
1.3 Environmental Influence
The logistic model presented by Verhulst in 1838 is the basis of many modern formula-
tions of population models. There is one aspect of all systems, however, that his model
and nearly all models presented in Sections 1.1 and 1.2 omit from their formulations:
environmental variation.
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The environment a species inhabits will always influence dynamics of the population
at some level. For example, reproduction in many species such as crustaceans (Daph-
nia) [122], beetles (Chrysomela aeneicollis) [41], frogs (Rana lessonae) [93] and birds
(Passer domesticus) [110] is affected by the temperature of the environment of the
habitat. The survival and migration of the population can also be altered when the en-
vironment changes, as has been found in penguin (Pygoscelis adeliae) metapopulations
[45]. The cause of the temperature change might be due to seasonal variation [114] or
an unpredictable heat wave or cold snap, to list a few. Accounting for all these sources
in a mathematical model would be superfluous. However, a model that accounts for
how the population might react to changes in the environment should predict the long
term outcome of the population more accurately than one that cannot. There are
two types of changes in environment that must be accounted for; deterministic and
stochastic.
Deterministic environmental influence comes in the form of seasonal variations. The
frequency and severity of changes in the environment are largely, if not completely,
known in advance. A species’ breeding season is one example of seasonal variation.
During some period of the year, the reproduction rate of the species is increased and
this is usually repeated at the same time every year, although some species are known
to have a nine month period between breeding seasons [125].
The second type of environmental influence is stochastic changes in the environ-
ment. The breeding season introduced previously could, for some species, be considered
a stochastic influence as the breeding season occurs during periods of rain which are
inherently random [125]. Weather in general is an example of a stochastic influence.
During times of heavy rain which cause flooding, various patches might be made in-
accessible or, if you consider water dwelling species, flooding might cause patches to
be connected. Furthermore, flooding will likely increase the mortality rate as well as
cause species to migrate to higher ground [26].
Environmental influences, both deterministic and stochastic, need to be included
in metapopulation models. Levins’ original model (1.1) with time dependent parame-
ters is an example of a deterministic model accounting for a deterministically changing
environment. Furthermore, some discrete time SPOMs have assumed that metapopu-
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lations go through two phases which then repeat over time [3, 43, 28] which is another
method to account for a deterministically changing environment. One of these phases
is extinction and the other phase is colonisation, giving rise to naming such models
“CE” or “EC” models depending on the order of the phases in one time period. Such
an assumption does not allow extinction in the colonisation phase and colonisation
cannot occur during the extinction phase. While this assumption may seem unreason-
able over any extended period of time, it has been suggested [43] that some species
exhibit very short periods of migration (often aligned with the dispersal of juveniles),
which gives credence to a phase type setup. A continuous time SPOM that accounts
for similar periodic changes between two (or more) phases does exist [112], however
not much analysis has been done on the model.
Regarding stochastic influence, it was shown by J. R. Watson et al. [131] that intro-
ducing stochastic connectivity between patches decreased the metapopulation growth
rates by as much as 30% when near extinction, and up to 40% when near equilib-
rium. These large differences illustrate the need to include environmental stochastic-
ity if the extinction of a species is be to accurately predicted. Smith & Wilkinson
[121] and Athreya & Karlin [9] began the modelling of environmental stochasticity
around 1970 by proposing models that utilised branching processes. More recently, au-
thors have continued developing techniques to account for environmental stochasticity
[20, 52, 61, 131], indicating that this is currently an area of interest.
1.4 Motivation
The aim of this thesis is to improve our understanding of how individual behaviour
affects the survival of the metapopulation as a whole. The majority of metapopulation
models to date have been patch occupancy models which are developed by first ob-
serving a segregated population and then attempting to mimic the observed behaviour
of colonisation and extinction in a model. While useful in the analysis phase, the
presence–absence assumption that patch occupancy models utilise leaves out the be-
haviour of individuals in the local populations and as such, patch occupancy models
cannot be used to fully understand how individual behaviour affects the survival of a
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metapopulation.
The primary reason individual based models are not as widely utilised as SPOMs is
the high level of complexity such models contain, thereby making the analysis difficult.
Results via simulation are often the norm for individual based models and are applied
on a case-by-case basis. As such, the effect individuals have on the survival of the
metapopulation has only been understood for a limited number of cases, motivating
the need for research into understanding how individuals affect the metapopulation as
a whole.
Therefore, this thesis aims to determine how the fecundity, mortality and move-
ment of individuals affect the survival of a metapopulation. The important factors of
stochastic dynamics of the individual and a changing environment will be included in
the modelling phase to provide a more complete understanding of a metapopulation’s
evolution toward extinction or survival.
1.5 Outline of the thesis
Chapter 2 provides on overview of the tools that are used in the later chapters. It begins
with a definition for a stochastic process generally, followed by a deeper description
of a particular stochastic process; a continuous time Markov chain. Several functional
limit laws are provided for different families of continuous time Markov chains which
all demonstrate the convergence of the Markov chain to another, possibly stochastic,
process. Definitions and notations are given for a family of differential equations and
random dynamical systems.
Chapter 3 begins with the definition of the model that is used to describe the
evolution of a metapopulation with a static environment. One of the functional limit
laws presented in Chapter 2 is then used to determine a system of differential equations
which approximates the evolution of the metapopulation as an index parameter goes
to infinity. The system of differential equations is analysed to determine the long term
behaviour of the metapopulation, providing conditions for extinction, persistence and
evidence for the Allee effect in a two patch metapopulation. A diffusion approximation
is also outlined which quantifies the difference between the stochastic model and the
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differential equation.
The model described in Section 3.2 is extended in Chapter 4 to include a dynamic
environment. This chapter begins with a model that incorporates an environment
that changes deterministically and presents a new functional limit law that shows
asymptotically density dependent and time dependent Markov chains converge to a
system of a differential equations. This is followed by an analysis of the system of
differential equations is undertaken, which provides sufficient conditions for persistence
and extinction of the metapopulation. In the second half of Chapter 4, a model that
incorporates a stochastically changing environment is presented. Applying a functional
limit law, the process is shown to be approximated by a piecewise-deterministic Markov
process. The approximating piecewise-deterministic Markov process is analysed using
the theory of random dynamical systems and a sufficient condition for extinction is
determined.
The thesis concludes with a summary of results and a brief outline of extensions to
the models and paths of future research in Chapter 5.
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Theory & Background
Population modelling can be accomplished via many different approaches. This chapter
aims to present the specific tools used throughout this thesis. It includes definitions,
notations and theorems concerning continuous time Markov processes, density depen-
dent processes, functional limit laws for such processes, ordinary differential equations
and random dynamical systems.
2.1 Introduction
A stochastic process is a collection of random variables that are classified by two sets.
The stochastic process, (X(t), t ∈ T,X(t) ∈ S), is indexed by a time variable t that can
either be discrete, in which case T is usually of the form T = N or Z or it can be
continuous, in which case T = [0,∞) or R usually. These two categories are classified
as discrete time processes and continuous time processes, respectively. The second set
that classifies a stochastic process is the state space S which, like the time variable,
can be discrete or continuous. Research described in this thesis concerns continuous
time and discrete state space processes.
One of the most important classes of stochastic processes used today is the class
Markov processes, named after Andrei Andreevich Markov who gave the Markov pro-
cess its foundations in the early 1900’s [85]. Markov processes are characterised by the
following property.
17
Chapter 2: Theory & Background
Definition 2.1. A stochastic process is said to satisfy the Markov property if, for all
n ≥ 0, set of times 0 ≤ t0 ≤ ⋅ ⋅ ⋅ ≤ tn where tj ∈ T and set of states i0, i1, . . . , in where ij ∈ S
Pr(X(tn) = in∣X(t0) = i0,X(t1) = i1, . . . ,X(tn−1) = in−1)= Pr (X(tn) = in∣X(tn−1) = in−1) . (2.1)
In other words, the Markov property states that the (conditional) transition prob-
abilities depend only on the current state of the process, forgetting all previous states.
This leads to the idea of Markov processes being memoryless. For many applications in
biology, such as population processes and epidemiology, this property appears to hold.
A further categorisation of stochastic processes is whether it is a time homogeneous
or inhomogeneous Markov process. A Markov process is time homogeneous if for any
t, s > 0, Pr (X(s + t) = j∣X(s) = i) = Pr (X(t) = j∣X(0) = i) , and time inhomogeneous
otherwise. The remainder of this chapter is set out as follows. Continuous time Markov
processes and some of their properties are described in Section 2.2. Then in Section 2.3,
some functional limit laws for density dependent processes are discussed. Properties
of differential equations are provided in Section 2.4 and random dynamical system
conclude the chapter in Section 2.5.
2.2 Continuous time Markov process
A continuous time Markov process (CTMP), X(t), is a stochastic process that satisfies
the Markov property, takes values in a state space S and is indexed by t ∈ T = [0,∞).
The state space S can be infinite, however only processes with a finite state space are
considered in this thesis. Therefore, from now on, S is assumed to be finite. The
transition rates are given in a matrix Qt = (qt(i, j)), whose element qt(i, j) is the
transition rate from state i ∈ S to state j ∈ S at time t. In the time-homogeneous
case, these rates are constant through time. The diagonal elements of Qt represent the
total rate out of each state and are given by qt(i, i) = −qt(i) where qt(i) ≥ ∑j/=i qt(i, j).
In this thesis, Qt will always be conservative, that is qt(i) = ∑j/=i qt(i, j) for all i. Let
Pij(t) denote the probability that the Markov chain starting in state i at time zero is
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in state j at time t. The matrix P (t) = (Pij(t)) is the transition matrix. For CTMPs
with finite state spaces, the transition matrix satisfies
dP (t)
dt
= QtP (t), P (0) = I, and (2.2a)
dP (t)
dt
= P (t)Qt, P (0) = I. (2.2b)
Equations (2.2) are known as the Kolmogorov backward and forward equations, re-
spectively. In the case of a time homogenous process, equations (2.2) have a unique
solution of the form
P (t) = exp (Qt) ,
where exp is the matrix exponential.
A realisation of a Markov process can be constructed in the following manner. The
process begins in a state i (chosen depending on the distribution of X(0)) and remains
there for a random amount of time, called the holding time. The holding time in state
i at time t has a cumulative distribution function given by
Ft,i(x) = 1 − exp(−∫ t+x
t
qu(i)du) .
If the process is time homogeneous (qt(i) ≡ q(i)), this expression simplifies and the
holding time has an exponential distribution with parameter q(i). Once the process
has reached the end of the holding time, a transition occurs. Given a transition occurs
at time t and the process is in state i, the probability that a transition is made to
state j is given by qt(i, j)/qt(i).
Markov processes can exhibit very different long term behaviour, depending on how
the states are connected. A state j is said to be accessible from state i if Pij(t) > 0
for some t > 0. A sufficient condition for state j to be accessible from state i is that(Qt)ij > 0 for all t. If state j is accessible from state i and state i is accessible from
state j, then it is said that state i and state j communicate. A set of states where
all pairs communicate forms a communicating class. A state is called absorbing if
the probability of leaving that state is 0. For such states, qt(i) = 0. The entire state
space can then be broken up into these two classes. Usually, in population modelling,
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the extinction state would be an absorbing state and all other states would form a
communicating class. For a more detailed look into the classification of states, see [25,
Section 3.2].
A Markov population process is a particular class of Markov process that was in-
troduced by Kingman [69]. One of the simplest examples of a Markov population
process is a single population, n(t), which accounts for births and deaths occurring
one at a time, hence its name of a “birth–death process” (BD process). A BD process
has only two types of transitions such that the process will either increase or decrease
by one to a new state. Suppose the size of the population is n at time t. A birth
occurs at a rate qt(n,n + 1) = λ(t, n) and a death occurs at a rate q(n,n − 1) = µ(t, n),
where n ∈ S. If more than one population or type of individual is to be modelled,
then a BD process will not suffice. A multidimensional form of a BD process is re-
quired when modelling multiple populations and such models are often termed a “birth–
death–migration process” (BDM process). Such a process is represented by a vector
n(t) = (n1(t), n2(t), . . . , nJ(t)), where ni(t) is the number of individuals in population
i (or of type i) and J is the total number of populations (or types). Transitions of a
Markov population process can be due to births or deaths in a population and migra-
tions of individuals between populations. The following definition is a modification of
one due to Kingman [69] to cover the time inhomogeneous case.
Definition 2.2. Define, for any J ∈ Z+, SJ as the set of J-vectors n = (n1, . . . , nJ)
where the ni are non-negative integers. A Markov population process is a Markov
process on a subset S of SJ with the transition rates
qt(n,n + ei) = λi(t, ni),
qt(n,n − ei) = µi(t, ni),
qt(n,n − ei + ej) = γij(t, ni, nj) for all j /= i,
where ei is the unit vector with a one in the ith position and λi(t, ni), µi(t, ni) and
γij(t, ni) are positive functions.
Due to the generality of Markov population processes, they can be applied to a
number of situations. In this thesis, they are applied to populations of one type of
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individual at multiple locations. However, as stated previously, such processes could
model populations involving multiple types such as predator prey interactions, epi-
demics and others.
2.2.1 Stationary Distributions
The long term behaviour of models is often a sought after characteristic. In the Markov
process context, one characterisation of the long term behaviour is the stationary dis-
tribution. The concept of a stationary distribution only applies to time homogeneous
processes; the Markov processes discussed in this section are assumed to be time ho-
mogeneous, that is Qt ≡ Q. A stationary distribution, pi, is found by solving
piP (t) = pi, for all t ≥ 0. (2.3)
For finite state spaces, differentiating piP (t) and applying (2.2a), yields piQ = 0 results,
while piQ = 0 implies (2.3), which is why pi is often referred to as an equilibrium
distribution. For infinite state spaces piQ ≤ 0 still holds, with equality when pi is the
minimal solution to (2.3) or, more generally, the process is nonexplosive (see [106] for
more details) but the proof is more complex as interchanging the differentiation and
summation in the matrix multiplication cannot be done; see [92, Theorem 3.5.5] for
the complete proof. When the state space is a finite communicating class and Q is
conservative, a solution to (2.3) exists and is unique if the additional criteria that pi
is a distribution (requiring the elements in pi to sum to one) is met. In the case of
an infinite state space, (2.3) can have, at most, one solution but there may be none.
For example, a BD process where λi = λ and µi = µ for all i ∈ N+, (2.3) has a solution
pii = (λ/µ)i, but it is only a distribution (∑∞i pii = 1) when λ < µ. Otherwise, no
solution will exist. More generally, for a finite state space BD process, where λ(0) > 0
and that µ(i) > 0 if λ(i− 1) > 0 for all i, a stationary distribution exists. Furthermore,
for a multidimensional Markov population process with J populations, a closed form
solution for (2.3) does not always exist. However, under the assumption of reversibility,
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that is pi satisfies the detailed balance equations
pi(n)q(n,m) = pi(m)q(m,n), (2.4)
a closed form solution for the stationary distribution does exist and is given by
pi(n) = B J∏
i=1
ni−1∏
ri=0
λi(ri)
µi(ri + 1) ,
where B is chosen so that ∑n∈S pi(n) = 1. Although there are no explicit restrictions on
the functions γij, the assumption of reversibility is quite strong, limiting the forms that
the functions λ, µ and γ can take. In particular, the assumption of reversibility excludes
absorbing states. For more information about the limiting behaviour of Markov chains,
see [25, Section 3.4].
The impossibility of an absorbing state in a process is a crucial exclusion. It is typ-
ical for CTMPs modelling population processes to have a finite state space consisting
of one absorbing state and one communicating class. Such processes always have a sta-
tionary distribution; one with a point mass concentrated at the absorbing state. This is
due to the process reaching the absorbing state in finite time with positive probability.
However, the time to absorption can be very large. These processes often exhibit some
form of stationarity away from the absorbing state over any reasonable time period,
despite inevitably ending in the absorbing state (with probability one). This behaviour
is caused by the existence of a quasi-stationary distribution, m, which is a stationary
distribution of the process, conditioned on not being absorbed [126]. Barbour and
Pollett [16, 17] investigated Markov processes, X(t), that exhibited such behaviour to
determine simple approximations for quasi-stationary distributions, if such a distribu-
tion should exist. To calculate an approximation to the quasi-stationary distribution,
they introduce a returned process, Xµ(t), that evolves exactly like X(t) until the ab-
sorbing state is reached, at which point Xµ(t) is returned to the communicating class
according to the probability measure µ. Interestingly, they show, under appropriate
conditions, that the quasi-stationary distribution m and the stationary distribution
of the returned process (that is, as t → ∞) , piµ, will be close in total variation [16,
Theorem 2.1] and as such, piµ offers a reasonable approximation for m. This is ex-
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tended further to show that a similar result holds even for finite t [16, Theorem 2.2].
Furthermore, the results do not depend on the choice of µ. Barbour and Pollett [17,
Section 4] later apply these results to density dependent Markov population processes
(see Definition 2.3) and show that an appropriate Gaussian approximation for such
processes, described later in Section 2.3.3, is close in total variation to a particular
returned process, for some applicable time range [17, Theorem 4.1]. For a detailed up
to date bibliography of quasi-stationary distributions, see [104].
Therefore, as the quasi-stationary distribution provides greater insight into the
long term behaviour of the process and the appropriate, easier to calculate, Gaussian
approximation is always close to the quasi-stationary distribution, the Gaussian ap-
proximation will be used as a proxy for the quasi-stationary distribution. Furthermore,
even if a quasi-stationary distribution were calculated, manipulating it analytically to
derive useful results can still be difficult. This provides motivation for studying ap-
proximations to Markov processes.
2.3 Functional Limit Laws
In practice, complicated stochastic processes are often approximated by differential
equations as the analysis of differential equations is simpler. The stochastic processes
are analysed so as to extract the mean behaviour of the process, which is then used
as the deterministic approximation for the overall trajectory. The reason such an
approximation works well is due to the law of large numbers (LLN) principle, which
has had such distinguished names as Jacob Bernoulli [22], Pafnuty Chebyshev [32]
and Andrey Kolmogorov [70], among many others, contribute to its formulation. The
LLN states that the sum of independent and identically distributed random variables
divided by the number of summands, n, converges to the expected value of the random
variables as n→∞. Such a concept can be extended from random variables to random
processes. One such method was proposed by Thomas Kurtz.
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2.3.1 Density Dependent Processes
Kurtz’ method is relied on substantially in this thesis and relates to the approximating
methods of ordinary differential equations. It was first formalised by Kurtz in 1969 [75]
as a functional law of large numbers but applied directly to certain types of Markov
processes, termed density dependent, a year later [76]. The formal definition for density
dependence is now given.
Definition 2.3 (Kurtz, [76]). A family of Markov processes {n(N)(t)} indexed by N > 0
(with a state space SN ⊂ ZJ) is said to be “density dependent” if there exists a contin-
uous function, f ∶ E × ZJ ↦ R, where E ⊆ RJ is an open set, such that the transition
rates of n(N)(t) are given by
q (n(N), n(N) + l) = Nf (n(N)
N
, l) , l /= 0.
The fundamental idea behind this characterisation is that the transition rates of the
density process, X(N)(t) ∶= n(N)(t)/N , depend on n(N) only through the density of the
process. The stochastic logistic model in the context of a metapopulation will be used as
an example throughout this section to demonstrate how to apply the theorems therein.
The stochastic logistic model is a BD process on the state space SN = {0, . . . ,N} with
the birth rate λ(n) = (λ/N)n(N − n) and death rate µ(n) = µn. In the context of
metapopulation modelling, n(t) is the number of currently occupied patches at time
t, N > 0 is the total number of patches and λ,µ are the strictly positive per-capita
colonisation and extinction rates, respectively. The colonisation rate is derived by first
noting there are n(N −n) pairs consisting of an occupied patch and unoccupied patch
and the factor 1/N accounts for the likelihood that the pair of patches occupy the same
area, resembling a proximity requirement. The factor of 1/N is important in terms of
density dependence. With N as the index parameters, define E ∶= (0,1) and note that
the results to follow will only hold when the approximation is in E. The transition
rates may be written in the form given in Definition 2.3 as
q (n(N), n(N) + l) = Nf (n(N)
N
, l) ,
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where
f(x, l) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λx(1 − x) if l = 1,
µx if l = −1,
0, otherwise.
Note that if the per-capita colonisation was not inversely proportional to N , then the
process would not be density dependent. In general, the index parameter N relates to
the size of the system such as volume in a chemical reaction [105] or the number of
patches in a metapopulation [8, 111]. However, this is not required to apply the theory
and could be related to the initial size of the system.
The function f(⋅, l) is the transition rate of a jump of size l. Therefore, if an
approximation to the trajectory of the density process n(N)(t)/N were to be formulated,
a starting point would be a differential equation where F (x) ∶= ∑l lf(x, l) is the rate
of change. Hence, with this definition for density dependence, it may seem obvious to
associate a deterministic model governed by the differential equation
dx
dt
= F (x(t)), with x(0) = x0, (2.5)
with the stochastic counterpart. Kurtz [76] determined the formal relationship, deriving
a functional law of large numbers to describe the convergence of density dependent
stochastic processes to deterministic ones. Kurtz’s result is presented below with the
implicit assumption that the state space is finite. For processes with infinite state
spaces, the theorems hold with extra conditions on f .
Theorem 2.4 (Theorem 3.1 of Kurtz [76]). Suppose that f(x, l) is bounded for each
l, and F is Lipschitz on E. Then, for every trajectory x(s, x0) ∈ E, 0 ≤ s ≤ t satisfying
∂
∂s
x(s, x0) = F (x(s, x0)), where x(0, x0) = x0,
limN→∞X(N)(0) = x0 implies for every δ > 0
lim
N→∞P(sups≤t ∣X(N)(s) − x(s, x0)∣ > δ) = 0.
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Theorem 2.4 states that a density dependent process will converge in probability
on finite time intervals to a differential equation (2.5), provided the initial condition
X(N)(0) converges to x0.
2.3.2 Asymptotically Density Dependent Processes
If patches in the metapopulation could be colonised from sources originating outside
the metapopulation (from a mainland, for example), the colonisation rate could be of
the form λ(n) = (λn + ν)(1 − n/N), where ν is a constant immigration rate. Such
a process would not be density dependent according to Definition 2.3. To account
for such processes, Philip K. Pollett [101] extended the results of Kurtz and defined
asymptotically density dependent processes.
Definition 2.5 (Pollett, [101]). A family of Markov processes {n(N)(t)} indexed by
N > 0 (with a state space SN ⊂ ZJ) is said to be “asymptotically density dependent”
when there exists a continuous function, f (N) ∶ E ×ZJ ↦ RJ , where E ⊆ RJ is an open
set, such that the transition rates of n(N)(t) are given by
q (n(N), n(N) + l) = Nf (N) (n(N)
N
, l) , l /= 0,
and F (N)(x) ∶= ∑l lf (N)(x, l) converges uniformly to F (x) on E.
In Pollett’s definition, the transition rates of X(N)(t) can depend on the index
parameter N as long as F (N)(x) converges uniformly. Essentially, Definition 2.5 in-
cludes processes that are only density dependent (in terms of Definition 2.3) in the
limit as N → ∞. The stochastic logistic model with immigration is then classified as
asymptotically density dependent and in fact, F (N)(x) converges to the same F (x)
as the model without immigration. This agrees with intuition as when the number of
patches increases, the affect constant immigration has decreases and the model with
immigration closely resembles that of one without immigration.
Pollett [101] extended Theorem 2.4 for asymptotically density dependent processes.
It follows Theorem 2.4, except that the definition for the function F (x) changes.
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Theorem 2.6 (Theorem 3.1 of Pollett [101]). Suppose that f (N)(x, l) is bounded for
each l and N , and F is Lipschitz on E and satisfies
lim
N→∞ supx∈E ∣F (N)(x) − F (x)∣ = 0.
Then, for every trajectory x(s, x0) ∈ E, 0 ≤ s ≤ t satisfying
∂
∂s
x(s, x0) = F (x(s, x0)), where x(0, x0) = x0,
limN→∞X(N)(0) = x0 implies for every δ > 0
lim
N→∞P(sups≤t ∣X(N)(s) − x(s, x0)∣ > δ) = 0.
Therefore, an asymptotically density dependent Markov process can be approxi-
mated by the solution to the same ODE as the equivalent density dependent process.
This approximation becomes more accurate as N →∞. The convergence in probability
of the Markov process to a deterministic one gives reason to performing an analysis on
the long term behaviour of the differential equation, which is discussed in Section 2.4.
2.3.3 Diffusion Approximation
When N is finite, the differential equation is merely an approximation for the overall
trajectory of the stochastic process and, due to random jumps, the stochastic process
fluctuates about the deterministic trajectory. This leads to using diffusion approxi-
mations. Such processes are closely related to the continuous time Markov process
presented in Section 2.2 such that they must exhibit the Markov property but also
have continuous sample paths almost surely. A diffusion process Y (t) can be char-
acterised by its infinitesimal parameters for the mean (or drift), µ(t, x) and variance,
σ2(t, x) where
µ(t, x) ∶= lim
s→0 E [Y (t + s) − Y (t) ∣Y (t) = x]s and
σ2(t, x) ∶= lim
s→0
E [(Y (t + s) − Y (t))2 ∣Y (t) = x]
s
.
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Brownian motion is an example of a diffusion process. The drift and variance parame-
ters for Brownian motion are µ(t, x) = 0 and σ2(t, x) = γ2t, for some γ ≥ 0, respectively.
Kurtz [77, Theorem 3.5] accounts for these fluctuations with a functional central
limit theorem which Pollett [101, Theorem 3.2] extends to asymptotically density de-
pendent processes. It is to be noted that Andrew Barbour remarked [12], without
a formal theorem, about such a result 15 years prior to Pollett. Let DJ[0, t] be the
space of ca`dla`g functions (right continuous functions from [0,∞) to RJ with left limits
everywhere) on [0, t].
Theorem 2.7 (Theorem 3.2 of [101]). Suppose that F (N) converges uniformly to F and
F is Lipschitz continuous on E and has uniformly continuous first partial derivatives.
Suppose also that G(N)(x) = (g(N)ij (x)), a J × J matrix with elements
g
(N)
ij (x) =∑
l
liljf(x, l), where l = (l1, . . . , lJ) ∈ ZJ and x ∈ E,
converges uniformly to G, where G is bounded and uniformly continuous on E. Fur-
thermore, suppose that f (N)(x, l) is bounded for each l and N and
lim
N→∞ supx∈E
√
N ∣F (N)(x) − F (x)∣ = 0.
Then, provided
lim
N→∞
√
N (X(N)(0) − x0) = z,
the family of processes {Z(N)(t)}, defined by
Z(N)(s) = √N (X(N)(s) − x(s, x0)) , 0 ≤ s ≤ t
converges in distribution on the space DJ[0, t] to a Gaussian diffusion Z(t), with initial
value Z(0) = z and characteristic function ψ = ψ(t, θ) that satisfies
∂ψ(t, θ)
∂t
= −1
2
∑
j,k
θjgjk(x(t, x0))θkψ(t, θ) +∑
j,k
θj
∂Fj(x(t, x0))
∂xk
∂ψ(t, θ)
∂θk
. (2.6)
Using (2.6), the mean, µ(t), and covariance matrix, Σ(t), of Z(t) may be expressed
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by
µ(t) =M(t)z and
Σ(t) =M(t) (∫ t
0
M(u)−1G(x(u,x0))(M(u)−1)Tdu)M(t)T ,
where
M(t) = exp(∫ t
0
H(u)du) and H(t) = ∇F (x(t, x0)).
While Theorem 2.7 provides a method to approximate the fluctuations about the deter-
ministic trajectory, the expressions used to determine the mean and covariance matrix
can often be troublesome. Barbour [13, Theorem 2] determined a special case of The-
orem 3.5 of [77] (of which Theorem 2.7 is a generalisation) where the initial value of
the deterministic system, x0, is a fixed point of (2.5), that is, F (x0) = 0. Under such
conditions, the process Z(N)(t) converges to a particular stochastic process called an
Ornstein-Uhlenbeck (OU) process. An OU process is a particular type of diffusion
process where µ(t, x) = −αx and σ(t, x) = σ2, for some α,σ ≥ 0. Pollett provided the
explicit formulation regarding asymptotically density dependent process in 2001 [103].
Corollary 2.8 (Corollary 2.1 of [103]). If x∗ satisfies F (x∗) = 0, then under conditions
of Theorem 2.7, the family of processes {Z(N)(t)}, defined by
Z(N)(s) = √N (X(N)(s) − x∗) , 0 ≤ s ≤ t
converges in distribution on the space DJ[0, t] to an OU process Z(t), with initial value
Z(0) = z and local drift matrix H = ∇F (x∗) and local covariance matrix G(x∗).
As in the case of Theorem 2.7, explicit expressions for µ(t) and Σ(t) may be deter-
mined. Corollary 2.8 says that Z(t) follows a Gaussian diffusion, with mean µ(t) = eHtz
and covariance matrix
Σ(t) = e−Ht (∫ t
0
e−HsG(x∗)e−HT sds) e−HT t.
Then, for sufficiently large N , the asymptotically density dependent process n(N)(t)
with an initial value of n(N)(0) = ⌊x0N⌋ is approximately normally distributed with
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mean
E (n(N)(t)) ≈ N (x∗ + exp (Ht) (x0 − x∗)) ,
and covariance matrix
Cov (n(N)(t)) ≈ NΣ(t).
2.3.4 Functional Limit Laws for inhomogeneous time
When a Markov process is time inhomogeneous, the results given in the previous sec-
tions do not hold. As such, Daniel Pagendam and Philip K. Pollett [96] developed
results for cases where the Q-matrix is time dependent. Along side his note about
asymptotic density dependence, Barbour [12] also remarked that Kurtz’ results should
hold in the time inhomogeneous case.
Definition 2.9 (Pagendam & Pollett, [96]). A family of Markov processes {n(N)(t)}
indexed by N > 0 (with a state space SN ⊂ ZJ) is said to be “density dependent in time”
when there exists a continuous function, f ∶ [0,∞) ×E × ZJ ↦ R, where E ⊆ RJ is an
open set, such that the transition rates of n(N)(t) are given by
qt (n(N), n(N) + l) = Nf (t, n(N)
N
, l) , l /= 0.
This definition and Definition 2.3 only differ by the absence of t in Definition 2.3.
Theorem 1 from [96] regarding the convergence of a density dependent in time process
is also required. Similar to Section 2.3.1, define the function F (t, x) ∶= ∑l lf(t, x, l).
Theorem 2.10 (Theorem 1 of Pagendam & Pollett [96]). Suppose that f(x, l) is
bounded for each l, F (t, ⋅) is Lipschitz on E and for each l /= 0, f(t, x, l) is contin-
uous in t, uniformly in x ∈ E. Then, for every trajectory x(s, x0) ∈ E, 0 ≤ s ≤ t
satisfying
∂
∂s
x(s, x0) = F (s, x(s, x0)), where x(0, x0) = x0, (2.7)
limN→∞X(N)(0) = x0 implies for every δ > 0
lim
N→∞P(sups≤t ∣X(N)(s) − x(s, x0)∣ > δ) = 0.
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The density process X(N)(t) converges in probability over finite time intervals to
the process governed by (2.7). Therefore, for large values of N , the density process
X(N)(t) can be approximated by the solution to (2.7). Pagendam and Pollett [96] also
extended Kurtz’s diffusion approximation results but these will be omitted as they are
not utilised.
2.3.5 Functional Limit Laws for different scalings
The limit laws presented in this section so far have relied on the processes being at least
asymptotically density dependent in time (Definition 2.9). All the transitions of such a
process need to posses the same density dependent scaling in relation to N . However,
this may not always be plausible as, in some cases as N becomes large, some transition
rates of X(N)(t) do not change. Some chemical reactions such as simple crystallisation,
enzyme kinetics and reversible isomerization are examples of processes where not all
transition rates scale equally as N gets large [11]. In these cases, the methods of Kurtz,
Pollett and Pagendam will fail and therefore other methods are required. One method
was presented by Uwe Franz, Volkmar Liebscher and Stefan Zeiser [50] which allowed
transition rates to scale unequally. Franz et al. have separated the transition rates
into two groups; one group contains all the transition rates which have a form (defined
later) similar to density dependence while the other group contains the remainder.
Under some technical conditions, Franz et al. have shown that such Markov processes
converge to piecewise deterministic Markov processes (PDMP) as N →∞. The Markov
process will be assumed to have K transitions, with rates of the form
q (n(N), n(N) + l(N)k ) = Nf (N)k (n(N)N ) , k ∈ {1, . . . ,K}, (2.8)
where l
(N)
k is the size of the jump of the kth transition. Notice that the form of the rates
in (2.8) are identical to the ones defined in Definition 2.5, except for the dependence
l
(N)
k can have on N . The difference, however, is that F
(N) from Definition 2.5 does not
converge in this case. This is because there exists a set, A, such that ∑k∈A l(N)k f (N)k (x)
does not converge. However with the appropriate scaling, a limit result can still be
obtained.
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The results that follow relate to the density process X(N)(t) ∶= n(N)(t)/N . There-
fore, to simplify notation, it is assumed that the transition rates of the density process
are of the form
q (X(N),X(N) + e(N)k ) = r(N)k (X(N)) , k ∈ (1, . . . ,K). (2.9)
To make this change, a simple transformation of e
(N)
k = l(N)k /N and r(N)k (x) = Nf (N)k (x)
is applied. Under the assumption that the transition rates can be written in the form
(2.9) and that X(N)(0) = x(N)0 , the trajectory of X(N)(t) may be written as
X(N)(t) = x(N)0 + K∑
k=1 e
(N)
k Πk (∫ t
0
r
(N)
k (X(N)(s))ds) , (2.10)
where Πk are independent Poisson processes with unit rate. Without loss of generality,
the transitions are assumed to be ordered such that the first KL transitions do not
scale with N (termed large jumps) and that the remainding K − KL transitions do
scale appropriately with N (termed small jumps). Furthermore, the state space of
X(N) is given by S = M × E where, again without loss of generality, M ⊂ N0 and
E ⊂ RJ , such that S ⊂ RJ+1. Franz et al. impose the following conditions on the
process.
Condition 1 (PDMP conditions, Condition 4.1 of [50]). For the various parameters
and functions below, the following statements are assumed to hold.
(i) limN→∞ x(N)0 = x0.
(ii) e
(N)
k → ek as N →∞ for k = 1, . . . ,KL.
(iii) Ne
(N)
k → ek as N →∞ for k =KL + 1, . . . ,K.
(iv) r
(N)
k → rk as N →∞ for k = 1, . . . ,KL. uniformly on compacts.
(v) (1/N)r(N)k → rk as N →∞ for k =KL + 1, . . . ,K uniformly on compacts.
(vi) rk is locally Lipschitz on RJ+1 for all k.
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(vii) There is a locally bounded function c ∶ RJ+1 → R+ such that, for all x ∈ S, all
L,N ∈ N, and every sequence (kl)l∈N ⊂ {KL + 1, . . . ,K)N with x +∑Ll=1 e(N)kl ∈ S,
1
N
r(N) (x + L∑
l=1 e
(N)
kl
) ≤ c(x) ( L
N
+ 1) .
Condition 1 has components that are very similar to the conditions for Theorem
2.6. Parts (iii) and (v) together form conditions that are comparative to the condition
in Definition 2.6 concerning the convergence of F (N) and describe the scaling of small
jumps and their corresponding rates, respectively. It is parts (ii) and (iv) that allow
the limit process to retain some stochasticity and describe the convergence of large
jumps and their corresponding rates, respectively.
As Franz et al. [50] note, uniform convergence like the results of Kurtz [76] and
Pollett [101] would be difficult to obtain due to the fact that the limit process still
contains jumps. Instead, Franz et al. use the Skorokhod metric on the space DJ+1[0, t].
This metric is defined as
dS(x, y) = inf
λ∈Λ(max{γ(λ),∫ ∞0 exp (−u)d(x, y, λ, u)du}) ,
where Λ is the family of Lipschitz continuous functions λ ∶ [0,∞) ↦ [0,∞) which are
strictly increasing and onto. Define
γ(λ) = sup
0≤t<s ∣log λ(s) − λ(t)s − t ∣ ,
and for two ca`dla`g functions x, y ∈D, λ ∈ Λ and u ≥ 0, set
d(x, y, λ, u) = sup
t≥0
∣∣x(t ∧ u) − y(λ(t) ∧ u)∣∣
1 + ∣∣x(t ∧ u) − y(λ(t) ∧ u)∣∣ .
Convergence in Skorokhod topology is assured under Condition 1. The following the-
orem presents this formally.
Theorem 2.11 (Theorem 4.1 of [50]). Let (X(N)(t), t ≥ 0), be a family of Markov jump
processes, indexed by N ≥ 1 and let (X(t), t ≥ 0) be a piecewise deterministic Markov
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process given by
X(t) = x0 + KL∑
k=1 ekΠk (∫ t0 rk(X(s))ds) + ∫ t0 V (X(s))ds,
where V (x) = ∑Kk=KL+1 ekrk(x) and which satisfies Condition 1. Then, almost surely,
X(N)(⋅)→X(⋅),
in the Skorokhod topology as N →∞.
Theorem 2.11 allows the original process, X(N)(t), to be approximated by a PDMP.
Therefore, an analysis of the PDMP can help to understand the original process.
2.4 Differential Equations
As has been demonstrated in the previous sections, the stochastic component of some
processes can have quite small effects on the trajectory of the process. To this end,
it is then important to understand how processes without stochastic components are
realised and analysed. Consider an ordinary differential equation of the form
dx(t, x0)
dt
= f(t, x(t, x0)), x(0, x0) = x0. (2.11)
In this case, t ∈ R or R+ and is identified with time. The function f ∶ E ↦ RJ is a vector
function that is continuous in t and x, and E is some subset of RJ , often termed the
phase space. Just as stochastic processes were separated into time homogeneous and
time inhomogeneous processes, such a classification also exists for differential equations.
An ODE of the form (2.11) is said to be “autonomous” if the function f(t, x) ≡ f(x),
and “nonautonomous” otherwise. Therefore, an autonomous differential equation is
similar to a time homogeneous stochastic process. Section 3.4 includes an analysis of
an autonomous system while a nonautonomous system is analysed in Section 4.2.3
A solution to (2.11) only exists under certain conditions on x0 and f , the most
important being that of Lipschitz. Under the assumption of f(t, x) being Lipschitz, a
solution to (2.11) with an initial condition x(0, x0) = x0 exists and is unique. This is
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commonly referred to as the Cauchy-Lipschitz Theorem or Picard-Lindelo¨f Theorem.
The theorem presented below is for forward differential equations.
Theorem 2.12 (Cauchy-Lipschitz Theorem). If f(t, x) is continuous in t on [0, T ]
for some T ≥ 0 and Lipschitz in x on E ⊂ RJ , the initial value problem (2.11) admits
one and only one solution.
Therefore, as f being Lipschitz is a condition for Theorems 2.4, 2.6, 2.10 and 2.11
to hold, a deterministic solution to their corresponding ODE approximations always
exists and is unique.
A further classification for ODEs is where f(t, x) = A(t)x, where A(t) is a J × J
matrix and these ODEs are defined as linear ODEs and nonlinear otherwise. The
nonlinear system of ODEs associated with population processes often have a special
property. To define it precisely, new notation is required. For vectors a = (ai) and
b = (bi), write a ≤ b if ai ≤ bi for all i and a < b if a ≤ b and ai < bi for at least one i.
Finally, write a ≪ b will be written if ai < bi for all i. This also holds for the greater
than relation, in that a ≥ b if ai ≥ bi for all i, a > b if a ≥ b and ai > bi for at least one
i and a ≫ b if ai > bi for all i. Finally, the solution to the initial value problem (2.11)
may also be written φt(x0).
Definition 2.13. A flow φt(x) induced by f(t, x) is said to be partially ordered if x ≤ y
implies that φt(x) ≤ φt(y) for all t ≥ 0.
A partially ordered flow can also be referred to as an order preserving flow. Con-
ditions exist to ensure a flow is partially ordered. The following provides one such
condition.
Theorem 2.14 (Lemma 2.1 of [120]). If E ∈ RJ+ is open and convex and (2.11) is
autonomous, then the flow φt(x) will be partially ordered if the off-diagonal elements
of
∇xf(x) ∶= ( ∂fi
∂xj
)
ij
, (2.12)
are nonnegative.
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Note that a similar result holds for nonautonomous systems, however an extra
condition on the concavity of f is required. If the matrix (2.12) has nonnegative off-
diagonal elements it is said to be a Metzler matrix or an ML matrix. A Metzler matrix
M has many properties in common with some nonnegative matrix T due to the relation
T =M +aI, for some a ≥ 0. These properties are listed in the following and are derived
via a manipulation of the Perron-Frobenius Theorem applied to the matrix T .
Theorem 2.15 (Theorem 2.6 of [117]). Suppose M is a Metzler matrix. Then there
exists an eigenvalue r such that
(a) r is real,
(b) with r are associated strictly positive left and right eigenvectors,
(c) r >Rλ for any eigenvalue λ, λ /= r, of M ,
(d) r is a simple root of the characteristic equation of M ,
(e) r ≤ 0 if and only if there exists y ∈ R+/{0} such that My ≤ 0 and r < 0 if and only
if there is inequality in at least one position in My ≤ 0.
The chapters that follow contain analyses deriving the long term behaviour of (2.11).
The system (2.11) can exhibit various types of long term behaviour. A good reference
for all types is Khalil [68, Chapter 1]. A simple characterisation of the long term
behaviour of an ODE is through its stationary points. A stationary point x∗, often
also called an equilibrium point, is a point in the phase space that does not change
with time. As such, it satisfies f(t, x∗) = 0 for all t and implies φt(x∗) = x∗ for all t.
Each stationary point for (2.11) is classified as Lyapunov stable (or simply stable) or
unstable. Lyapunov stable points can then be further classified as asymptotic. These
classifications are expressed in the following definition.
Definition 2.16. A stationary point x∗ of (2.11) is
• Lyapunov stable if, for every  > 0, there is a δ > 0 such that
∣∣x0 − x∗∣∣ < δ Ô⇒ ∣∣x(t, x0) − x∗∣∣ <  for all t ≥ 0;
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• unstable if it is not stable;
• asymptotically stable if it is Lyapunov stable and δ can be chosen such that
∣∣x0 − x∗∣∣ < δ Ô⇒ lim
t→∞x(t, x0) = x∗. (2.13)
For a system defined on a set E ⊆ RJ , a stationary point is globally asymptotically
stable if it is asymptotically stable for all x0 ∈ E. Otherwise, it is locally asymptotically
stable. Theorems 7.1 and 7.3 of [127] relate the stability of a fixed point to the sign
of the eigenvalue with the largest real part, r, of the Jacobian (2.12) evaluated at the
fixed point. Under some conditions on the form of f(x) in (2.11), which are discussed
in Chapter 3, the fixed point will be asymptotically stable if r < 0 and unstable if r > 0.
2.5 Random Dynamical Systems
Introducing random dynamics into dynamical systems can be done a number of ways.
One method is via a stochastic differential equation which adds a random noise term
to the ODE. A random dynamical system (RDS) is a generalisation of such a process.
An RDS is made up of two parts; a metric dynamical system (MDS) which models the
random perturbations and a cocycle over this system.
Definition 2.17 (Definition 1.1.1 of [34]). An MDS θ ≡ (Ω,F ,P,{θt, t ∈ T}) with time
set T is a probability space (Ω,F ,P) with a family of transformations {θt, t ∈ T} such
that
1. it is one-parameter group, that is
θ0 = id, θt ○ θs = θt+s for all t, s ∈ T;
2. (t, ω)↦ θtω is measurable;
3. θtP = P for all t ∈ T, that is P(θtB) = P(B) for all t ∈ T.
A set B ∈ F is called θ-invariant if θtB = B. A metric dynamical system θ is said
to be ergodic under P if for any θ-invariant set B ∈ F we have either P(B) = 0 or
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P(B) = 1.
There are many examples of systems that are MDSs, such as a system of ODEs
and certain Weiner Processes (see [34, page 10] for examples). Of particular interest
are stationary processes. For a stationary random process X(t) where Ω is the space
of ca`dla`g functions and F is an appropriate σ-algebra, the shifts X(t) ↦ (θsX) (t) =
X(t + s) generate an MDS.
Let E be a separable complete metric space, equipped with the Borel σ-algebraB = B(E) generated by open sets of E. The definition of an RDS is given below.
Definition 2.18 (Definition 1.2.1 of [34]). An RDS with time set T and state space E
is a pair (θ,ϕ) consisting of an MDS θ ≡ (Ω,F ,P,{θt, t ∈ T}) and a cocycle ϕ over θ
of continuous mappings of E with time set T+, that is a measurable mapping
ϕ ∶ T+ ×Ω ×E ↦ E, (t, ω, x)↦ ϕ (t, ω, x) ,
such that
(i) the mapping x↦ ϕ(t, ω, x) ≡ ϕ (t, ω)x is continuous for every t ≥ 0 and ω ∈ Ω,
(ii) the mappings ϕ (t, ω) ∶= ϕ (t, ω, ⋅) satisfy the cocycle property:
ϕ (0, ω) = id, ϕ (t + s,ω) = ϕ (t, θsω) ○ ϕ (s,ω)
for all t, s ∈ T+ and ω ∈ Ω.
RDS enable the modelling of piecewise deterministic processes with random changes.
Under some technical conditions, the limiting process of Theorem 2.11 belongs to this
class of process. Therefore it is useful to have results describing the long term be-
haviour of an RDS. Cooperative random differential equations is one particular class
of RDS that is amenable to analysis. The following definition from Igor Chueshov [34,
Chapter 5] is used.
Definition 2.19. The system of equations
x˙(t) = f (θtω,x(t)) ,
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is a cooperative random differential equation (CRDE) if f ∶ Ω×RJ+ ↦ RJ is a measurable
function such that f(ω, ⋅) possesses the following properties for all ω ∈ Ω;
(I) f(ω, ⋅) is continuously differentiable and fi(ω, ⋅) and ∂fi (ω, ⋅) /∂xj, i, j = 1, . . . , J
are bounded on compact sets K ⊂ RJ+ by CK(ω) such that t↦ CK(θtω) is locally
integrable;
(II) there exist random variables C1 and C2 such that t↦ Cj(θtω) is locally integrable
and ⟨x, f(ω,x)⟩ ≤ C1(ω)∣x∣2 +C2(ω), where ⟨⋅, ⋅⟩ is the standard inner product in
RJ and ∣x∣2 = ⟨x,x⟩;
(III) f(ω, ⋅) is weakly positive, that is
fi(ω,x) ≥ 0, for all x ∈ Γi, ω ∈ Ω, i = 1, . . . , J,
where Γi = {x = (x1, . . . , xJ) ∈ RJ ∶ xi = 0};
(IV) f(ω, ⋅) is cooperative, that is
fi(ω,x) ≤ fi(ω, y), i = 1, . . . , J, ω ∈ Ω,
for all x, y ∈ RJ+ such that xi = yi and xi ≤ yi for j /= i.
Proposition 5.2.1 of [34] shows that a CRDE generates an RDS (θ,ϕ) in RJ+ with
the cocycle defined by
ϕ(t, ω)x0 ≡ x(t) = x0 + ∫ t
0
f(θuω,x(u))du.
Furthermore, according to Theorem 5.2.1 of [34], if the matrix
∇xf(ω,x) ∶= (∂fi(ω,x)
∂xj
)J
i,j
is irreducible for all x ∈ intRJ+ and ω ∈ Ω, that is for every pair i, j, there is an integer
m such that (∇xf(ω,x)m)ij > 0, then the CRDE will generate a partially ordered RDS
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(θ,ϕ) in RJ+; that is
ϕ(t, ω)x≪ ϕ(t, ω)y if 0 ≪ x < y for all ω ∈ Ω.
Various results regarding the long term behaviour of a CRDE exist but most limit the
type of systems that can be modelled (see [34, Chapter 5]). A particularly useful class
of CRDE is one where f is s-concave.
Definition 2.20. A function f (ω,x) will be defined as s-concave if
∇xf(ω,x) < ∇xf(ω, y) for 0 ≪ y ≪ x, and ω ∈ Ω.
As in Section 2.4, a linear RDS is defined as one where ϕ(t, ω)x = Φ(t, ω)x, where
Φ(t, ω) is a cocycle over θ consisting of bounded linear operators of E. An ODE can
have fixed points, or equilibrium points, that are invariant in time. The equivalent for
an RDS will be referred to also as an equilibrium and is defined in the following, from
Definition 1.7.1 of [34].
Definition 2.21. A random variable u ∶ Ω ↦ RJ+ is said to be an equilibrium of the
RDS (θ,ϕ) if it is invariant under ϕ, that is, if
ϕ(t, ω)u(ω) = u(θtω) for all t ≥ 0 and ω ∈ Ω.
Despite the similar terminology, the concept of an equilibrium for an RDS varies
significantly from an equilibrium for an ODE. For example, consider the differential
equation y˙(t) = a − Ay, where a > 0 and A > 0. It is straightforward to see that
u = a/A is an equilibrium, by setting y = u and verifying y˙(t) = 0. However, now
consider the random differential equation x˙(t) = a − A(θtω)x, where a > 0 and A(ω)
is a random variable with finite strictly positive mean. The value u(ω) = a/A(θtω) is
now not an equilibrium for x(t) because, while A can allow jumps, u must transition
smoothly. As such, the equilibrium for such a system is the more complex solution
u(ω) = a ∫ 0−∞ e− ∫ 0s A(θrω)drds, which one can use to verify that x˙(t) = 0 with x = u(ω).
For an ODE, stability is determined by the eigenvalue of the Jacobian. For an RDS,
stability is determined by the top Lyapunov exponent.
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Definition 2.22. The top Lyapunov exponent for a linear RDS (θ,ϕ) in a separable
Banach space E is the minimal real number λ with the following property: there exists
a θ-invariant set Ω∗ ⊂ Ω of full measure such that
∣∣Φ(t, ω)x∣∣ ≤ R(ω) exp ((λ + ) t) ∣∣x∣∣ , ω ∈ Ω∗, t ≥ 0,
for every  > 0 and all x ∈ E, where the invariant set for which
lim
t→∞ 1t logR(θ(t)ω) = 0
has full measure.
We can now determine the long term outcome of a CRDE. Within this thesis, and
more generally also, this will involve calculating the quantity limt→∞ϕ(t, θ−tω)x. This
is due to the fact that
P (ω ∶ ϕ(t, ω)x ∈D) = P (ω ∶ ϕ(t, θ−tω)x ∈D) ,
for all x ∈ E and D ∈ B (E), where B (E) is the Borel-σ algebra of E, due to {θt} being
measure preserving. As such,
lim
t→∞P (ω ∶ ϕ(t, ω)x ∈D) = limt→∞P (ω ∶ ϕ(t, θ−tω)x ∈D) ,
if such a limit exists. Hence, the quantity limt→∞ϕ(t, θ−tω)x allows one to determine
the convergence of ϕ(t, ω)x in probability, thus demonstrating its usefulness.
Under the assumption of s-concavity and irreducibility of the Jacobian, the RDS
generated by a CRDE can have one of three outcomes. This result is outlined in
Theorem 5.5.3 in [34].
Theorem 2.23 (Theorem 5.5.3 of [34]). Assume that a CRDE possesses an f(ω,x)
that is s-concave and a Jacobian ∇xf(ω,x) that is irreducible for all x ∈ intRJ+ and
ω ∈ Ω. If f(ω,0) ∈ RJ+/{0} for all ω ∈ Ω, then either
(a) the orbit γv emanating from v is unbounded for all v(ω) ≥ 0, or
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(b) there exists a unique equilibrium u≫ 0 such for every v(ω) possessing the property
0 ≤ v(ω) ≤ α ⋅u(ω) with some α > 0 the orbit emanating from v converges to u, that
is
lim
t→∞ϕ(t, θ−tω)v(θ−tω) = u(ω) for all ω ∈ Ω∗, (2.14)
where Ω∗ is a θ-invariant set of full measure. Otherwise, if f(ω,0) ≡ 0, θ is an
ergodic metric dynamical system and the top Lyapunov exponent of the linear RDS
generated by
y˙ = ∇xf(θtω,0)y
is less than zero, then we have
lim
t→∞φ(t, θ−tω)x = 0 for all x ∈ RJ+ (2.15)
on a θ-invariant set of full measure.
Theorem 2.23 shows that when 0 is not a stationary point of the RDS, the RDS
(a) has unbounded paths or (b) possess one or more nonzero equilibrium points. And
when 0 is a stationary point of the RDS, then if the top Lyapunov exponent is less
than the zero, the RDS converges to 0. However, situations Theorem 2.23 fails to cover
are when 0 is a stationary point for only some ω and, secondly, when 0 is a stationary
point for all ω ∈ Ω but the top Lyapunov exponent is greater than zero.
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A Spatially Structured Metapopulation
Model accounting for within patch dynamics
The habitats of many species are becoming more fragmented, making metapopulation
modelling more important than ever. Within this chapter, a model is examined that
utilises dynamics that are easily interpreted as birth, death and migration rates of a
species rather than the abstract dynamics of colonisation and extinction that metapop-
ulations generally use. An analysis of this metapopulation model is undertaken via a
differential equation approximation and conditions for persistence and extinction of the
metapopulation are determined. Furthermore, an Allee effect is discovered in a two
patch metapopulation whereby the potential survival of the metapopulation is dependent
on the initial size of the population.
3.1 Introduction
The field of metapopulation ecology concerns the study of populations with a specific
spatial structure where the population is separated into geographically distinct patches
or islands. There has been a high level of interest in the field since the late 60s [78, 58],
and this has continued to the present (see [108, 56, 60, 28] and references therein).
Of significant concern to ecologists is the survival of the population and under what
conditions the population might become extinct. Mathematical models have proved
useful in addressing these questions.
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As stated in Section 1.2, many metapopulation models employ the presence–absence
assumption, that is, they simply record whether or not each patch is occupied. This
assumption is employed in the two most widely used metapopulation models: Levins’
model [78] and Hanski’s incidence function model [56]. Hanski’s model has proven ex-
tremely successful in incorporating landscape structure and quality into the metapop-
ulation dynamics. More generally, the presence–absence assumption has simplified
modelling, data collection and analysis for a number of metapopulations [124, 36, 87,
89, 90, 95, 94, 111]. However, this assumption is not always adequate, for example in
stock dynamics where more detail is required [74].
An alternative approach is to use a structured metapopulation model (SMM) that
models the births, deaths and migration of individuals directly, and the number of
individuals present on each patch is recorded. The parameters of SMMs are easily
interpreted as per–capita birth, death and migration rates, rather than abstract pa-
rameters such as patch level extinction and colonisation rates. Furthermore, SMMs
give far more detail about the state of the metapopulation than is possible under the
presence–absence assumption. Unfortunately, many SMMs [7, 18, 19, 51, 54] impose a
number of unrealistic assumptions on the metapopulation; they fail to account for the
spatial configuration of patches and assume that migration patterns are homogeneous
across all patches.
We study a metapopulation model that is structured in respect of both spatial
configuration and within patch dynamics. This model has the form of a Markov popu-
lation process defined in Definition 2.2. Previous analyses of this class of models have
focused on determining expressions for moments and stationary distributions [108].
However, the restrictions that these analyses require are not natural in the present
context since, under the assumption of no immigration from an external source, this
model has an absorbing state corresponding to extinction. In this case, the stationary
distribution would necessarily assign all its probability mass to the extinction state, and
thus would not provide useful information about any quasi-stationary regime (being a
common feature of metapopulation models [102]). Instead, this model is analysed by
determining a simpler approximating differential equation based on the work of Kurtz
[76] and Pollett [101].
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Using the differential equation, we are able to determine conditions under which
the metapopulation will go extinct quickly or persist for an extended period of time.
Also, more complex dynamics such as the presence of an Allee effect for some range of
parameters are identified. An Allee effect refers to populations exhibiting an increasing
per capita growth rate at low population density levels. When the per-capita growth
rate is initially negative, a critical threshold emerges below which the population goes
extinct. In populations displaying an Allee effect, conservation strategies need to be
adapted to account for this, particularly if a critical threshold is present [37, section
5.1.4].
The remainder of this chapter is organised as follows. In Section 3.2, the model
is detailed. The differential equation approximation is described in Section 3.3. In
Section 3.4, an analysis is provided for the long–term behaviour of the approximating
deterministic model, conditions for extinction or persistence are derived, and the pos-
sibility of an Allee effect is demonstrated. Some examples are given to illustrate our
results. The results are summarised and discussed in Section 3.6.
3.2 Model
The model under consideration is an example of Kingman’s Markov population pro-
cess (Definition 2.2). In the present context, J is the number of patches in the
metapopulation and ni(t) is the number of individuals occupying patch i at time t.
The process (n(t), t ≥ 0) describing the state of the metapopulation takes values in
SN = {0, . . . ,N1} ×⋯ × {0, . . . ,NJ} and has nonzero time homogeneous transition rates
λi(ni) = nibi ( ni
Ni
) + νi(Ni − ni), (3.1a)
µi(ni) = φi(ni)λi0 + dini, (3.1b)
γij(ni, nj) = φi(ni)λijNj − nj
Nj
for all j /= i, (3.1c)
where φi(0) = 0, φi(n) > 0 for n ≥ 1 and bi ∶ [0,1] ↦ R+ such that bi(x) = 0 for x = 1.
These rates correspond to: an increase on patch i due to a birth or immigration from
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outside the system (3.1a), a decrease on patch i due to a death or removal from the
system (3.1b) and a migration from patch i to patch j (3.1c). Figure 3.1 illustrates
these transitions. The parameters νi, di, λij and Ni are the immigration rate, per–
capita death rate, proportion of individuals migrating from patch i to patch j (or out
of the system if j = 0) and the population ceiling for patch i, respectively. The birth
rate function bi(⋅) determines the per–capita birth rate given how densely populated
patch i is. The function φi(⋅), henceforth referred to as the migration function, is
the rate at which individuals leave patch i. Therefore, the product φi(ni)λij is the
rate individuals migrate from patch i to patch j (or out of the system if j = 0). The
migration rate is attenuated by the proportion of space available on the destination
patch which is a proxy for the probability an individual will arrive at an available space
on the new patch. This assumes the migrating individuals simply cannot migrate when
the destination patch is too full and hence remain on the original patch. A modelling
question arises as to what happens to individuals upon arrival at an overcrowded
patch. Modelling migration with rates (3.1) assumes the individuals either are aware
of the current capacity of other patches before migration and do not migrate or that,
upon arrival at an overcrowded patch, they return to their original patch. While it
might seem impossible for individuals to be aware of the current capacity of other
patches, a delayed knowledge of the system can be expected to filter through the
population from individuals moving around the patches. This is assumed for ideal
free distributions, where individuals are assumed to distribute themselves to patches
with higher resources. Hache´ et al. [55] have found evidence of such migration in the
Ovenbird (Seiurus aurocapilla), while a particular ground beetle (Pterostichus vernalis)
has also been found to exhibit similar behaviour [62]. Therefore, it can be assumed that
individuals are aware of the remaining capacity on other patches, which is one way to
interpret (3.1c). It this assumption is invalid, another interpretation of (3.1c), as said
above, is that individuals return to their original patch, if they arrive at an overcrowded
patch. The alternative to modelling migration this way is to assume individuals, upon
arrival at an overcrowded patch, either die or migrate to another patch. While neither
of these scenarios will be explored in this thesis, if migrating individuals die upon arrival
at an overcrowded patch, a term of ∑j φi(ni)λijnj/Nj should be added to rate (3.1b).
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i jnibi ( niNi) + νi(Ni − ni)
φi(ni)λi0 + dini φi(ni)λij Nj−njNj
φj(nj)λjiNi−niNi
Figure 3.1: Illustration of the dynamics for patch i and migration to and from patch j.
If, instead, individuals choose to migrate to another patch, the resulting model becomes
significantly more complex, as the next patch must also have space for the individual
and the problem continues. The only patch with certain space is the originating patch
and the assumption that individuals return to this patch is already accounted for in
rate (3.1c).
Note that the models of Renshaw [108] and Arrigoni [7] have a number of features
in common with this model. The main difference with Renshaw’s model is in the
linearity of the birth and migration rates. That linearity excludes the possibility of a
carrying capacity at each patch. Arrigoni’s model included catastrophes, that is, the
possibility of the instantaneous death of all individuals on a given patch. However, it
assumed that the birth, death and migration rates were the same for all patches and,
as in Renshaw’s model, it could not incorporate a carrying capacity at each patch.
3.3 Differential Equation Approximation
We now apply Theorem 2.6 which facilitates an approximation of the path of the
process by the solution to a system of differential equations. To do this we first need
to establish that the model is density dependent in the sense of Definition 2.3, or at
least asymptotically density dependent by Definition 2.5.
Define the population ceiling as the sum of all patch ceilings N ∶= ∑jNj. The
population density at patch i is the number in patch i measured relative to N and
is given by X
(N)
i (t) ∶= ni(t)/N . We are interested in the convergence of the density
process XN ∶= (X(N)1 , . . .X(N)J ) as N → ∞. Define the relative ceiling for patch i as
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M
(N)
i ∶= Ni/N and assume that M (N)i →Mi > 0 as N →∞. The density process XN is
a Markov process on the state space EN ∶= SN/N .
Suppose that the functions φˆ
(N)
i ∶ [0,M (N)i ]→ R+ satisfy
φˆ
(N)
i ( nN ) = φi(n)N ,
for all n ≥ 1 and N ≥ 1. Then, the rates (3.1) can be written as
q(n,n + l) = NfN ( n
N
, l) ,
where
fN(x, l) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
xibi ( xi
M
(N)
i
) + νi(M (N)i − xi) if l = ei,
φˆ
(N)
i (xi)λi0 + dixi if l = −ei,
φˆ
(N)
i (xi)λij (1 − xjM(N)j ) if l = −ei + ej,
0 otherwise.
Let F (N)(x) ∶= ∑l lfN(x, l) and observe that
F
(N)
i (x) =M (N)i νi + ⎛⎝bi ⎛⎝ xiM (N)i ⎞⎠ − di − νi⎞⎠xi
+∑
j/=i φˆ
(N)
j (xj)λji ⎛⎝1 − xiM (N)i ⎞⎠ − φˆ(N)i (xi)⎛⎝λi0 +∑j/=i λij ⎛⎝1 − xjM (N)j ⎞⎠⎞⎠ .
Define E ∶= [0,M1] × ⋅ ⋅ ⋅ × [0,MJ]. Assume there exists bounded Lipschitz continuous
functions φˆi ∶ [0,Mi]→ R+ satisfying
lim
N→∞ supx∈[0,Mi] ∣φˆ(N)i (x) − φˆi (x)∣ = 0, for all i, (3.2)
and also
lim
N→∞ supx∈[0,Mi]
RRRRRRRRRRRbi ⎛⎝ xiM (N)i ⎞⎠ − bi ( xiMi)
RRRRRRRRRRR = 0. (3.3)
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We may then conclude that F (N)(x)→ F (x) as N →∞, uniformly on E, where
Fi(x) =Miνi + (bi ( xi
Mi
) − di − νi)xi
+∑
j/=i φˆj(xj)λji (1 − xiMi) − φˆi(xi)⎛⎝λi0 +∑j/=i λij (1 − xjMj )⎞⎠ ,
for i = 1, . . . , J . Therefore, the family of processes indexed by the population ceiling N
is asymptotically density dependent according to Definition 2.5. Next we apply Theo-
rem 2.6, the analogue of Theorem 2.4 for asymptotically density dependent families of
processes. The conditions of this theorem are fulfilled as fN(x, l) is bounded on E for
all N and l and is nonzero for only finitely many l. Recall that λij is the proportion of
individuals emanating from patch i who are destined for patch j. Thus,
∑
j/=i λij + λi0 = 1, (3.4)
and so we may rewrite F (x) as
Fi(x) = νiMi + (bi ( xi
Mi
) − di − νi)xi − φˆi(xi)
+∑
j/=i (φˆj(xj)λji + (φˆi(xi)λij xjMj − φˆj(xj)λji xiMi)) , (3.5)
for i = 1, . . . , J . It can be seen that F is Lipschitz continuous on E. Hence, the
conditions of Theorem 3.1 of [101] are satisfied, and we conclude that the density
process converges in probability over finite time intervals to the solution x(t, x0) of the
deterministic model
dx(t, x0)
dt
= F (x(t, x0)), x(0, x0) = x0, (3.6)
as N increases, where the elements of F are defined in (3.5). More precisely, we have
the following result.
Theorem 3.1. Let x(t, x0) be the solution to (3.6). Suppose there exists bounded
Lipschitz continuous functions φˆi ∶ [0,Mi] → R+ satisfying (3.2) and assume also that
the functions bi satisfy (3.3). If XN(0) → x0 ∈ E/∂E as N → ∞ and x(s, x0) ∈ E/∂E
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for 0 ≤ s ≤ t. Then, for every t > 0 and δ > 0,
lim
N→∞Pr(sups≤t ∣XN(s) − x(s, x0)∣ > δ) = 0.
Although the above result holds only in the limit as N → ∞, explicit bounds on
Pr (sups≤t ∣XN(s) − x(s, x0)∣ > δ) for finite N could be determined using Theorems 4.1
and 4.2 of [42]. Furthermore, the fluctuations of the stochastic process XN about
the deterministic trajectory x(⋅, x0) can be scaled as N → ∞ to yield a Gaussian
diffusion in the limit, which is determined in Section 3.5. These results go some way
to justifying the use of the deterministic model (3.6) to approximate the behaviour of
our metapopulation model when the population ceiling N is large. Note that, for a
given population ceiling N , the deterministic model is expected to provide a better
approximation to the stochastic model when the number of patches is small. In the
extreme case where the number of patches is comparable to N , only a small number
of individuals would occupy any given patch, a situation where a differential equation
approximation would be ineffective.
In what follows, we identify the fixed points of our deterministic model, investi-
gate their stability, and thus elucidate conditions for persistence and extinction of the
metapopulation.
3.4 Equilibrium Behaviour
The basic problem we seek to address is to understand what happens to the metapopu-
lation in the long term. Assuming there is no external immigration and the population
ceiling N is finite then it is known that the metapopulation will eventually go extinct.
However, for N sufficiently large, the time to extinction may be very large and the
metapopulation may settle into some quasi–equilibrium state before going extinct. In
this section, we examine the quasi–equilibrium state of the metapopulation described
by the Markov population process with rates (3.1) by examining the fixed points of
the limiting deterministic model given by (3.6). The following assumptions about the
population dynamics are assumed to hold:
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(A) There is no immigration from outside the system into any patch. That is νi = 0
for all i.
(B) The migration functions are linear: φi(n) = φin, where φi > 0 for all i (implying
that φˆi(x) = φix for all i).
(C) For all i and j, λij = 0 implies λji = 0.
(D) For all i and j, there is a finite sequence (ak) such that λia1λa1a2 . . . λamj /= 0.
(E) For all i, bi(x) is a continuously differentiable, strictly decreasing function on [0,1]
such that bi(1) = 0 and xbi(x) is strictly concave on [0,1].
(F) The parameters φi, λij and Mi satisfy φiλijMi = φjλjiMj for all i, j.
Assumption (A) allows the metapopulation to go extinct as it permits the system to
contained a fixed point point at zero. The result presented in Theorem 3.11, however,
assumes that (A) does not hold. Assumption (B) stipulates that the rate at which
individuals leave a patch is proportional to the number of individuals in that patch; as
the patch becomes more crowded, individuals leave at a greater rate. Whilst it is true
that this assumption simplifies the analysis, there is considerable empirical evidence to
support density-dependent migration [1, 64, 51, 86], a linear migration term often being
used [54, 7, 10]. Assumption (C) implies that all migration paths must allow two–way
movement; if an individual moves from patch i to patch j, it must be possible to return
without needing to go through other patches. Assumption (D) excludes the possibility
that any patch or group of patches is isolated. If Assumption (D) did not hold, then
the metapopulation could be divided into a number of smaller metapopulations that
could each be analysed separately. Assumption (E) implies that as a patch becomes
full and less space is available for new individuals, the birth rate decreases. When the
patch is full, the birth rate is zero. In an empty network, Assumption (F) translates
to every patch having the same maximum migration rate to any other patch. For
example, in the symmetric case where λij = λji for all i, j, individuals would migrate
away faster from a smaller patch than a larger patch. Although this restriction is quite
strict, it is not required for all of the results. Under these assumptions, an analysis of
the behaviour of a population governed by (3.6) is provided.
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In the analysis to follow, the concept of a partially ordered flow is employed. For
notation regarding the relation of vectors, see Section 2.4. According to Theorem 2.14,
any flow F on an open set U ⊂ Rn is partially ordered if all off–diagonal elements of∇F (x) are nonnegative for all x ∈ U , that is, if ∇F (x) is a Metzler matrix. For the
ODE (3.6) the off–diagonal elements of ∇F (x) are given by
∇Fij(x) = φˆ′j(xj)λji (1 − xiMi) + φˆi(xi)λijMj .
Define the open set U = (−,M1+)×(−,MJ+) for some  > 0. Under Assumptions (B)
and (C), ∇Fij(x) ≥ 0 for all x ∈ U for  sufficiently small. Thus, the flow of F is partially
ordered on U.
Proposition 3.2. Assume (B) and (C) hold. The set E ∶= [0,M1] × ⋅ ⋅ ⋅ × [0,MJ] is a
positive invariant set for the flow defined by (3.6). That is, if x0 ∈ E, then x(t, x0) ∈ E
for all t ≥ 0.
Proof. Note that E ⊂ U and for any x0 ∈ E, 0 ≤ x0 ≤ M . As the flow is partially
ordered on U, if x0 ∈ E, then
x(t,0) ≤ x(t, x0) ≤ x(t,M), t ≥ 0. (3.7)
Therefore, to show that E is a positive invariant set it is sufficient to show that
x(t,0) ∈ E and x(t,M) ∈ E for all t ≥ 0. Consider the trajectory starting at M .
The elements of F (M) are given by
Fi(M) = −⎛⎝diMi + φˆi(Mi)⎛⎝1 −∑j/=i λij⎞⎠⎞⎠ = − (diMi + φˆi(Mi)λi0) < 0.
Therefore, for all s > 0 sufficiently small, x(s,M) <M , which implies that x(ns,M) ≤M ,
where n ∈ Z+, again by partial ordering. Therefore, for all t ≥ 0,
x(t,M) ≤M. (3.8)
At the lower boundary, F (0) ≥ 0 so using a similar argument as was used to derive
(3.8), x(t,0) ≥ 0 for all t ≥ 0. This, combined with (3.7) and (3.8), implies that
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x(t,M) ∈ E for all t ≥ 0. This completes the proof.
3.4.1 Extinction
As noted earlier, although the eventual extinction of the Markov population process
is certain under Assumption (A), the process may take a very long time to reach the
extinction state. However, if the deterministic process (3.6) converges to the extinction
state quickly, then, from Theorem 3.1, it would be reasonable to conclude that the
Markov population process also goes extinct quickly. The following theorem describes
the behaviour of the deterministic process in a neighbourhood of the extinction state.
Theorem 3.3. Assume (A) - (E) hold. If there exists a y ∈ RJ+/{0} such that
(bi(0) − di − φi) yi + φi J∑
j/=i λijyj ≤ 0, for all i, (3.9)
with strict inequality for at least one i, the fixed point 0 is asymptotically stable. If
there is no y ∈ RJ+/{0} satisfying (3.9), then 0 is unstable.
Proof. Under Assumption (A) and (B), 0 is a fixed point of (3.6), that is Fi(0) = 0.
The elements of the Jacobian of F at 0 are given by
∇F (0)ij = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
bi(0) − di − φi if j = i
φjλji if j /= i.
As all parameters are non-negative, J0 ∶= ∇F (0) is a Metzler matrix. From Assump-
tion (D), J0 is irreducible, meaning for every pair (i, j) there is an integer m such that(Jm0 )ij > 0. Henceforth properties of JT0 will be exploited, noting that its eigenvalues
are the same as those of J0. Since JT0 is also a Metzler matrix, part (c) of Theorem 2.15
implies that JT0 has a real eigenvalue r which is greater than the real part of any other
eigenvalue of JT0 . Furthermore, from Part (e) of that theorem, r ≤ 0 if and only if there
is a vector y > 0 such that JT0 y ≤ 0 and r < 0 if and only if JT0 y < 0. The condition
JT0 y ≤ 0 gives rise to (3.9). Now write F (x) in (3.6) as
F (x) = J0x + F̃ (x), (3.10a)
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Figure 3.2: Illustrating the different behaviour ODE (3.6) exhibits when r = 0
for a J = 2 system. The red dotted lines are the trajectories for a given initial
condition and the black dots are fixed points. The birth rate function used was
bi(x/Mi) = bi(0)(1 − x/Mi). The parameters used are given in Table 3.1.
where
F̃i(x) = xi (bi ( xi
Mi
) − bi(0)) +∑
j/=i xixj (φiλijMj − φjλjiMi ) . (3.10b)
It can be seen that F̃ (x) is Lipschitz continuous on E and that
lim∣∣x∣∣→0 ∣∣F̃ (x)∣∣∣∣x∣∣ = 0. (3.11)
If r < 0, then 0 is an asymptotically stable fixed point by Theorem 7.1 of [127]. If r > 0,
then 0 is unstable by Theorem 7.3 of [127].
It must be noted that Theorem 3.3 does not deal with the case of equality in (3.9)
for all i. This corresponds to the case of where the maximum eigenvalue of J0 is 0.
Numerical studies have shown that, in such cases, the stability of 0 is model specific.
This is demonstrated in Figure 3.2. In plot A, the trajectory begins with both patches
being full and the metapopulation tends towards the extinction state. As the system
is partially ordered, every other trajectory in E will also tend towards the extinction
state implying it is globally stable. However, in plot B, the trajectory begins with both
patches near extinction and the metapopulation moves away to a nonzero fixed point.
Hence, in the second case, the extinction state is unstable.
The conditions given in Theorem 3.3 are not easily interpreted, particularly for
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Table 3.1: Parameters for examples in Figure 3.2
Parameter M1 M2 b1(0) b2(0) d1 d2 φ1 φ2 λ10 λ20
A 0.7 0.3 0.1 0.5 0.2 0.1 0.2 0.6 0.5 0
B 0.63 0.37 1.3 0.54 0.6 0.38 0.75 0.64 0 0.95
metapopulations consisting of a large number of patches. The following corollaries
provide simpler sufficient conditions for stability/instability of the extinction state.
Corollary 3.4. Assume (A) - (E) hold. If
bi(0)
di + φiλi0 ≤ 1, for all i, (3.12a)
with a strict inequality for at least one i, 0 is asymptotically stable, while if
bi(0)
di + φiλi0 > 1, for all i, (3.12b)
0 is unstable.
Proof. Take y = 1. The condition for the asymptotic stability of 0 from Theorem 3.3
is satisfied if
bi(0) − di − φi + φi∑
j/=i λij ≤ 0, for all i, (3.13)
with a strict inequality for at least one i. Using (3.4) we may express (3.13) as
bi(0) − di − φiλi0 ≤ 0, for all i, which gives rise to (3.12a). To prove the second part
of the corollary, apply Corollary 1 of Theorem 2.8 of [117] to J0 to give the following
lower bound on r, the largest real part of the eigenvalues of J0:
min
i
(bi(0) − di − φi +∑
j≠i φiλij) ≤ r. (3.14)
Recalling (3.4) again, (3.14) becomes
min
i
(bi(0) − di − φiλi0) ≤ r.
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If (3.12b) holds, then mini (bi(0) − di − φiλi0) > 0 and r > 0. Hence, 0 is unstable from
Theorem 3.3.
Remark: For homogeneous systems, where bi(0)/(di + φiλi0) = α /= 1 for all i,
conditions (3.12) are almost necessary and sufficient for the stability of 0. When
α = 1, the maximum eigenvalue of J0 is 0 and the stability of 0 is not characterised by
determining the maximum eigenvalue of J0, as stated previously.
Corollary 3.5. Assume (A) - (E) hold. Then if
bi(0)
di + φi > 1, for at least one i, (3.15)
0 is unstable.
Proof. If (3.15) holds for some i, then, for any vector y ∈ RJ+/{0},
yi (bi(0) − di − φi) + φi∑
j/=i yjλij > 0.
Thus there is no y ∈ RJ+/{0} satisfying inequality (3.9) and, according to Theorem 3.3,
0 is unstable.
The above results only address the behaviour of the system when it starts in a
neighbourhood of the extinction state. It may be that the metapopulation can persist
if it is initially densely populated, such as for a metapopulation with Allee effect [6, 37].
Due to the partial ordering of the flow, an Allee effect would be observed if there exists
a nonzero fixed point and 0 were asymptotically stable. The following result shows
that if Assumption (F) is imposed and inequality (3.9) holds, then the metapopulation
goes extinct regardless of the initial condition. Hence, the metapopulation does not
display an Allee effect under Assumption (F).
Theorem 3.6. Assume (A) - (F) hold. If there exists a y ∈ RJ+/{0} such that (3.9)
holds, then x(t, x0)→ 0 for all x0 ∈ E.
Before giving the proof of this theorem we first derive an upper bound on x(t, x0).
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Lemma 3.7. Assume (A) - (F) hold and define y(t, y0) as the solution to
dy
dt
= J0y, y(0) = y0. (3.16)
Then x(t, x0) ≤ y(t, x0) for all t ≥ 0.
Proof. The solution to (3.16) is given by y(t, x0) = eJ0tx0 and the unique solution
to (3.6) may be written as
x(t, x0) = y(t, x0) + ∫ t
0
e(t−s)J0F̃ (x(s))ds, (3.17)
where F̃ (x) is given by (3.10b). Under Assumptions (E) and (F), F̃i(x) ≤ 0 for all x ∈ E.
Furthermore, as J0 is an irreducible Metzler matrix (from the proof of Theorem 3.3),
we can apply Theorem 2.7 of [117] to conclude that etJ0 is positive for all t ≥ 0. It
follows that x(t, x0) ≤ y(t, x0) for all t ≥ 0.
We can now use Lemma 3.7 to show that 0 is globally stable under the conditions
of Theorem 3.6.
Proof of Theorem 3.6. When there exists y ∈ RJ+/{0} such that (3.9) holds, the eigen-
value of J0 with largest real part, r, satisfies r ≤ 0 and has algebraic multiplicity
one (parts (a), (c), (d) and (e) of Theorem 2.15). Applying Theorem 6.1(b) of [127],
there exists a positive constant C such that ∥y(t, x0)∥ ≤ C∥x0∥. Therefore, y(t, x0)
is bounded uniformly in t ≥ 0 and x0 ∈ E. Next it is known that x0 ≤ M for all
x0 ∈ E. Therefore, if x(t,M) → 0 then, due to partial ordering, x(t, x0) → 0 for
all x0 ∈ E also. So we will only consider x(t,M). As E is a positive invariant set,
from Proposition 3.2, x(s,M) ≤ M for any s ≥ 0. Due then to partial ordering
x(t, x(s,M)) = x(s + t,M) ≤ x(s,M) ≤M for any s, t ≥ 0. Hence, x(t,M) is monotone
decreasing and bounded, implying that it has a limit as t→∞ which we denote by α.
The proof will be complete if we can show that α = 0.
Suppose r < 0. From Theorem 4.5 of [68], y(t, x0)→ 0 for any x0 ∈ E. Since y(t, x0)
bounds x(t, x0), x(t, x0) → 0 for any x0 ∈ E, showing α = 0. Now suppose r = 0 and
that 0 < α. With Assumptions (E) and (F), this implies that there exists a β > 0 such
that −F̃ (x(t,M)) ≥ β for all t > 0. Since etJ0 is positive for all t ≥ 0 [117, Theorem 2.7],
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it follows that
∫ t
0
e(t−s)J0F̃ (x(s,M))ds ≤ −∫ t
0
e(t−s)J0βds. (3.18)
From Theorem 2.7 of [117] it is known that esJ0 = wvT +O(eλs), elementwise, as s→∞,
where λ < 0, and w and v are the positive right and left eigenvectors of J0 corresponding
to the eigenvalue r normed so that vTw = 1. Therefore, the integral on the right-
hand side of (3.18) tends to negative infinity as t → ∞. Hence, from Lemma 3.7
(equation (3.17)) and recalling that y is bounded, we can take t sufficiently large so
that x(t,M) < 0. This is a contradiction since, from Proposition 3.2, x(t,M) ∈ E for
all t. Therefore α = 0 and x(t, x0)→ 0 for all x0 ∈ E.
3.4.2 Persistence
Theorem 3.3 shows how the metapopulation behaves when near extinction but does not
provide any information concerning the behaviour of the metapopulation away from the
extinction state. Theorem 3.6 provides a complete description of the metapopulation
when the model satisfies Assumption (F) and inequality (3.9). This subsection studies
the behaviour of the metapopulation when condition (3.9) does not hold.
Theorem 3.8. Assume (A) – (E) hold. If there is no y ∈ RJ+/{0} satisfying (3.9), E
contains at least one nonzero fixed point x(1)∗ and, for all x0 such that 0 < x0 ≤ x(1)∗,
x(t, x0)→ x(1)∗.
Proof. Suppose that there is no y ∈ RJ+/{0} satisfying (3.9), then the eigenvalue of
J0 with largest real part, r, satisfies r > 0 and has algebraic multiplicity one (parts
(a), (c), (d) and (e) of Theorem 2.15). The corresponding eigenvector v of J0 satisfies
v > 0. Finally, as E is a positive invariant set we may apply Theorem 2.8 of [120].
Combining parts (1), (4) and (5) of Theorem 2.8 [120], it can be concluded that either
x(t, x0) → x(1)∗ or ∥x(t, x0)∥ → ∞ for all x0 ≥ 0, x0 ≠ 0 where x(1)∗ > 0. As E is a
positive invariant set, ∥x(t, x0)∥ ≤ ∥M∥. Hence, x(t, x0) → x(1)∗ for all x0 such that
0 < x0 ≤ x(1)∗.
This theorem shows that for sufficiently small x0 ≠ 0, trajectories will tend to a
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nonzero fixed point. Furthermore, due to partial ordering, x(1)∗ ≤ lim inft→∞ x(t, x0) for
all x0 ∈ E/{0}, implying that the metapopulation will persist. However, Theorem 3.8
does not preclude the possibility of another nonzero fixed point. This issue is addressed
in the following theorem under Assumption (F).
Theorem 3.9. Assume (A) - (F) hold. If there is no y ∈ RJ+/{0} satisfying (3.9), then
there is a unique nonzero fixed point x(1)∗ and x(t, x0)→ x(1)∗ for all x0 ∈ E/{0}.
As in the proof of Theorem 3.6, we first derive an upper bound on x(t, x0).
Lemma 3.10. Assume (A) - (F) hold and let y(t, y0) be the solution to
dy
dt
= J1(y − x(1)∗), y(0) = y0,
where J1 = ∇F (x(1)∗). Then x(t, x0) ≤ y(t, x0) for all t ≥ 0.
Proof. It is known that y(t, x0) = x(1)∗ + eJ1t(x0 − x(1)∗). With the simple change of
coordinates z = x(t, x0) − x(1)∗, together with Assumption (F), the solution to (3.6)
may be written as
x(t, x0) = y(t, x0) + ∫ t
0
e(t−s)J1F¯ (x(s, x0))ds, (3.19)
where F¯ (x) is given by
F¯i(x) = xi ⎛⎝bi ( xiMi) − bi ⎛⎝x
(1)∗
i
Mi
⎞⎠⎞⎠ + (x(1)∗i − xi) b′i ⎛⎝x(1)∗iMi ⎞⎠ x
(1)∗
i
Mi
.
Under Assumption (F), F¯ (x(s, x0)) ≤ 0 for x(s, x0) ∈ E. As in Lemma 3.7, eJ1t is
a positive matrix since J1 is an irreducible Metzler matrix. We then conclude that
x(t, x0) ≤ y(t, x0) for all t ≥ 0.
Proof of Theorem 3.9. From Theorem 3.8 it is known that for all x0 that satisfy the
condition 0 < x0 ≤ x(1)∗, x(t, x0)→ x(1)∗. If we can show that x(t,M)→ x(1)∗, then we
can conclude that x(t, x0) → x(1)∗ for any x0 ∈ E/0 as the flow is partially ordered.
Following the arguments in the proof of Theorem 3.6, limt→∞ x(t,M) exists. Denote
this limit by α. The proof will be complete if we can show that α = x(1)∗. As in
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Theorem 3.3, J1 has a real eigenvalue r1 which is greater than the real part of any
other eigenvalue of J1.
Suppose r1 < 0. From Theorem 4.5 of [68], y(t, x0) → x(1)∗ for any x0 ∈ E. Since
y(t, x0) bounds x(t, x0), x(t, x0)→ x(1)∗ for any x0 ∈ E, showing α = x(1)∗. Now suppose
that r1 = 0 and x(1)∗ < α. With Assumptions (E) and (F) this implies that there exists
a β > 0 such that −F¯ (x(t,M)) ≥ β for all t > 0. Note that etJ1 is positive for all
t ≥ 0 as J1 is a Metzler matrix [117, Theorem 2.7]. It now follows from Lemma 3.10
(equation (3.19)) and recalling that y is bounded, we can take t sufficiently large so
that x(t,M) < x(1)∗. This is a contradiction as the flow is partially ordered and x(1)∗
is a fixed point. Therefore α = x(1)∗ and x(t, x0)→ x(1)∗ for all x0 ∈ E/0.
As before, the conditions for persistence can be quite difficult to interpret. If it is
assumed that Assumption (A) to (F) hold then, according to Theorem 3.9, if condition
(3.9) does not hold, the population will tend towards a unique nonzero fixed point. We
may write this fixed point explicitly if bi(0)/ (di + φiλi0) = α > 1 for all i. It is rather
simple to show that x∗ ∈ E/{0}, with elements x∗i = Mi (1 − α−1), satisfies F (x∗) = 0.
Furthermore, all trajectories converge to x∗.
3.4.3 Persistence with Immigration
Sections 3.4.1 and 3.4.2 have shown that when there is no immigration into the system,
the persistence of the metapopulation is unknown and it can depend on a number
of factors. When immigration into the system from outside is nonzero, however, the
population will persist in any case. Assumption (F) is not required for persistence, as a
simple argument can be made that 0 is not a fixed point of any system with immigration
(that is, F (0) /= 0). However, a stronger result is valid when Assumption (F) holds.
The following theorem provides the details precisely.
Theorem 3.11. Assume (A) does not hold while (B) - (E) hold. Then E contains at
least one non-zero fixed point and
lim inf
t→∞ x(t, x0) > 0, for all x0 ∈ E.
If (F) holds also, then E contains one unique asymptotically stable non-zero fixed point
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x∗, such that
lim
t→∞x(t, x0) = x∗, for all x0 ∈ E.
Proof. If Assumption (A) does not hold, then F (0) /= 0 and hence the vector 0 cannot
be a fixed point. From the proof of Proposition 3.2, it is known that x(t,0) is a strictly
increasing function and E is invariant, therefore limt→∞ x(t,0) must exist and it will
be denoted by L0. From Lemma 2.3 of [120], it follows that L0 is an equilibrium
point. Furthermore, 0 < x(t,0) for sufficiently small t, which leads to 0 < L0 due to
partial ordering. But as 0 < x0 for all x0 ∈ E/{0} then, again due to partial ordering,
0 < L0 ≤ lim inft→∞ x(t, x0), which gives rise to the first statement in the theorem.
Again from the proof of Proposition 3.2, it is known that x(t,M) is a strictly
decreasing function and E is invariant which together imply that limt→∞ x(t,M) must
exist and it will be denoted by LM , noting that, due to the partial ordering property
of the ODE, L0 ≤ lim inft→∞ x(t, x0) ≤ lim supt→∞ x(t, x0) ≤ LM for all x0 ∈ E. It is also
known that 0 < x(t,0) ≤ x(t,M) <M and E is invariant so again Lemma 2.3 of [120]
is applied which states that along with L0, LM is also an equilibrium point. If we can
show that L0 = LM , the proof is complete.
It is known there exists at least one value y ∈ E/{0}, such that F (y) = 0. As
Jx ∶= ∇F (x) is a Metzler matrix for all x ∈ E, then from parts (a), (c) and (e) of
Theorem 2.15, there exists a real eigenvalue of Jy, ry, such that ry > Rλ, ry /= λ for
any eigenvalue λ of Jy and ry < 0 if there exists z ∈ RJ+/{0} such that Jyz ≤ 0, with an
inequality for at least one element. Let y satisfy F (y) = 0. Under Assumption (F), we
may then write the elements of Jyy as
(Jyy)i = [−(di + νi + φi) + bi ( yiMi)] yi + y2iMi ddyi bi (yi) + J∑j/=i φjλjiyj,= −Miνi + y2i
Mi
d
dyi
bi (yi) .
As Miνi > 0 for at least one i due to Assumption (A) not holding and ddxbi (x) < 0 for
all i due to Assumption (E), then (Jyy)i < 0 for any y ∈ RJ+/{0} for at least one i.
Therefore, if y ∈ E/{0} is chosen such that F (y) = 0 is satisfied, then ry < 0, showing
that any fixed point in E must be stable.
As L0, LM ∈ E, then rL0 < 0 and rLM < 0. Proposition 2.9 of [120] may now be
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applied which states that there must exist at least one fixed point s (that is, F (s) = 0)
that satisfies L0 ≤ s ≤ LM and rs ≥ 0. However, L0 ≤ s ≤ LM implies that s ∈ E and it
is known that for any s ∈ E that satisfies F (s) = 0, rs < 0. This is a contradiction and
therefore L0 = LM , which completes the proof.
Theorem 3.11 shows if Assumption (A) does not hold, the metapopulation will not
go extinct and if Assumption (F) holds also, the metapopulation will converge to a
unique nonzero fixed point, regardless of its initial value.
3.4.4 Allee Effect
Under Assumption (F), we have shown that when there exists a y ∈ RJ+/{0} satisfy-
ing (3.9), the metapopulation will tend towards the extinction state 0. Otherwise, the
metapopulation will tend towards a nonzero unique equilibrium level regardless of its
initial value. However, it has been observed for some populations that whether it pro-
gresses towards extinction or a nonzero equilibrium depends on the initial population
size. This is known as the Allee effect [5]. Courchamp et al. [38] have shown the
existence of an Allee effect for metapopulations in their study of the African Wild dog,
Lycaon pictus.
The possibility of our metapopulation model displaying an Allee effect when As-
sumption (F) does not hold is now investigated. To address this question, we focus
on the two–patch metapopulation with the decreasing birth rate function of the form
bi(x/Mi) = bi(0)(1 − x/Mi). To simplify notation, below we write bi for bi(0). Let
M1 = 1 − ε and M2 = ε and yi ∶= x∗i /Mi = y(0)i + εy(1)i + ε2y(2)i + . . . for i = 1,2, where x∗i
satisfies F (x∗) = 0. Using perturbation theory, an expansion for the fixed points of the
system is determined.
The fixed points are the solutions to a system of two quadratic equations in two
variables, entailing four solutions. One of these is 0 and, for sufficiently small ε > 0,
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we can approximate the remaining three solutions y(i) ∶= (y1, y2) to first order by
y(1) = ⎛⎜⎝
φ2λ21C1(d1+φ1−b1−C1φ1λ12)ε +O (ε2)
C1 +C3(C1)ε +O (ε2)
⎞⎟⎠ (3.20a)
y(2) = ⎛⎜⎝
φ2λ21C2(d1+φ1−b1−C2φ1λ12)ε +O (ε2)
C2 +C3(C2)ε +O (ε2)
⎞⎟⎠ (3.20b)
y(3) = ⎛⎜⎝ 1 −
φ1λ10+d1
b1
− d2+φ2λ20b1−d1−φ1λ10 ε +O (ε2)
1 − b1(d2+φ2λ20)+φ2λ21(d1+φ1λ10)φ1λ12(b1−d1−φ1λ10) ε +O (ε2)
⎞⎟⎠ , (3.20c)
where
C1 = 1
2
⎛⎝1 + α(R(1)1 −1 − 1) −R(2)0 −1 +
√(1 + α(R(1)1 −1 − 1) −R(2)0 −1)2 + γ⎞⎠ ,
C2 = 1
2
⎛⎝1 + α(R(1)1 −1 − 1) −R(2)0 −1 −
√(1 + α(R(1)1 −1 − 1) −R(2)0 −1)2 + γ⎞⎠ ,
γ = α(R(1)0 −1 − 1)(R(2)1 −1 − 1) +R(2)0 −1 − 1, (3.21)
and
α = b1
φ1λ12
, R
(i)
0 = bidi + φiλi0 , R(i)1 = bidi + φi , i = 1,2.
The expression for C3(x) is not given here owing to its length.
For the metapopulation to display an Allee effect, 0 must be stable. Using Theo-
rem 3.3, the fixed point 0 is stable if there exists y ∈ R2+/{0} such that
y1(b1 − d1 − φ1) + φ1y2λ12 ≤ 0, (3.22)
y2(b2 − d2 − φ2) + φ2y1λ21 ≤ 0, (3.23)
with strict inequality in one of (3.22) and (3.23). Such a y exists if di + φi − bi > 0 for
i = 1,2 and
1 < (d1 + φ1 − b1) (d2 + φ2 − b2)
φ1λ12φ2λ21
. (3.24)
Inequality (3.24) implies γ > 0 which implies C1 > 0. A nonzero fixed point is present
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in [0,1]2 if C1 < 1, which is satisfied if
R
(1)
0 > α(1 + 13R(2)1
−1)
(R(2)0 −1 − 1) . (3.25)
Therefore, if the metapopulation parameters are such that R
(1)
0 > 1, γ > 0 and (3.25) is
met, then there exists an ε > 0 sufficiently small such that the three points 0, y(1) and
y(3) are contained in [0,1]2.
Thus we have one stable fixed point at 0 and two nonzero fixed points whose
stability is unknown. Let x(i)∗, i = 1,2, denote the nonzero fixed points. As the flow
is partially ordered, for any x0 such that x(i)∗ ≤ x0, we have x(i)∗ ≤ lim inft→∞ x(t, x0).
Therefore, the metapopulation will persist if it is initially sufficiently large. We can
conclude that the metapopulation can display an Allee effect for a certain range of
parameters. Figure 3.3 plots the scaled fixed points of a metapopulation as a function
of b1. The Allee effect is present when there is a dotted line, representing an unstable
fixed point, between two solid lines, representing stable fixed points. In this example,
the Allee effect is present when b1 is between 0.415 and 0.428. This also illustrates the
sensitivity of the metapopulation to disturbance, as only a very small change in the
birth rate on the larger patch is needed to reduce the occupancy of the metapopulation
from (y1, y2) ≈ (0.1,0.3) to the extinction state.
Although we have only demonstrated the Allee effect for a two–patch metapopula-
tion where the patch ceilings are significantly different, numerical results show that the
Allee effect can be present in metapopulations where the ceilings are not significantly
different. Figure 3.4A shows a phase plane diagram for such a system and illustrates
the different long term behaviour the system exhibits with different initial points. In
one case the system starts with patch 1 full and patch 2 is empty, and the system
converges to the largest fixed point. However, in the other case, patch 2 is full and
patch 1 is empty, and the system goes extinct.
In Figures 3.3 and 3.4A, the three fixed points are partially ordered with the largest
fixed point stable and the other nonzero fixed point unstable. There is some theoretical
evidence that this holds in general. If all the eigenvalues of ∇F (x(2)∗) have negative real
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Figure 3.3: The red solid line represents stable fixed points, the blue dashed line
represents unstable fixed points and the black dash-dot line represents the first order
approximation (3.20c). Parameters used for plots A and B were b2 = 0.1, d1 = 0.1,
d2 = 0.7, φ1 = 0.4, φ2 = 0.9, M1 = 0.99 and M2 = 0.01, while λ10 = 0.4 and λ20 = 0.5.
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Figure 3.4: The red dotted lines are the deterministic trajectories imposed by the flow
(3.6), the squares are unstable fixed points, the dots are stable fixed points and the
solid blue lines are the nullclines. Parameters used for plot A were b1 = 0.56, b2 = 0.06,
d1 = 0.02, d2 = 0.14, φ1 = 0.55, φ2 = 0.09, M1 = 0.54 and M2 = 0.46, while λ10 = 0.31,
and λ20 = 0.99. Parameters used for plot B were b1 = 5.24, b2 = 7.5, d1 = 1.14, d2 = 5.59,
φ1 = 7.03, φ2 = 0.29, M1 = 0.78 and M2 = 0.22, while λ10 = 0.06 and λ20 = 0.51.
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parts, then Proposition 2.9 of [120] implies that x(1)∗ ≤ x(2)∗ and at least one eigenvalue
of ∇F (x(1)∗) has nonnegative real part. On the other hand, if one of the eigenvalues of∇F (x(1)∗) has positive real part, then Theorem 2.8 of [120] implies that x(1)∗ ≤ x(2)∗
and all the eigenvalues of ∇F (x(2)∗) have nonnegative real parts. Difficulties in dealing
with the case where the eigenvalues of ∇F (x(i)∗) have real parts equal to 0 prevent us
from proving the general result.
Metapopulation models exhibiting an Allee effect are not new. Both Amarasekare
[6] and Zhou & Wang [134] have proposed models displaying an Allee effect. However,
in contrast to those models, the Allee effect observed here is not due to a manipulation
of the birth rate function. Without migration between patches, the metapopulation
model described in this chapter will not exhibit the Allee effect; it is induced by the
migration of individuals which is now described.
For a metapopulation to display an Allee effect, it is necessary that the extinction
state be stable and for there to be a non-zero equilibrium. The non-zero equilibrium
derived through perturbation analysis arises as follows. When the small patch is near
capacity, migration between the two patches is reduced to a very low level. This has
different effects on the two patches. The population dynamics on the large patch are
dominated by the birth and death events. As the per-capita birth rate is initially larger
than the death rate, a stable population becomes established. On the small patch, the
immigration rate is still considerable relative to the size of the patch, and is sufficient
to maintain the population close to capacity.
The extinction state can be seen to be stable by considering what happens when the
populations on both patches are small relative to capacity. When the population on
the small patch is far from capacity, the per-capita emigration rate on the large patch is
significant. The birth rate is not sufficiently large to balance the deaths and emigration
events resulting in a decreasing population on the large patch. As previously noted,
the small patch has a high per-capita death rate. At the non-zero equilibrium, this was
balanced by immigration from the large patch. However, when the metapopulation is
near extinction, the migration from the large patch is much smaller and is no longer
sufficient to balance the high death rate on the small patch.
The way births, deaths and migrations are accounted for in the model significantly
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affect whether or not the Allee effect occurs, as these dynamics encapsulate all the
behaviour of individuals. However, as stated in Section 3.2, the way in which migration
has been modelled can be altered to account for two additional types of behaviour
relating to what happens to individuals if they arrive at an overcrowded patch and,
therefore, it is important to discuss the Allee effect in relation to these two types of
behaviour. If it is assumed individuals die upon arrival at an overcrowded patch then
it is likely an Allee effect will not occur. This is because individuals will migrate to
the smaller patch, regardless of its current occupancy, and therefore will not remain on
the more habitable, larger patch. This difference of behaviour relating to the current
occupancy of the smaller patch is vital in the existence of an Allee effect as, for the
metapopulation to persist, individuals need to remain on the larger patch. However, in
a two patch system, if it is assumed individuals, upon arrival at an overcrowded patch,
choose to migrate again, then they must return to their original destination. Such a
scenario is exactly what happens in the current model and therefore, an Allee effect is
to be expected if individuals are assumed to move on to another patch.
We have so far focussed on the case where 0 is stable, that is, when the quantity
γ given by equation (3.21) is greater than zero. However, interesting behaviour can
also be observed if γ < 0. In that case, if (1 + α(R(1)1 −1 − 1) −R(2)0 −1)2 > ∣γ∣ and
1 + α(R(1)1 −1 − 1) −R(2)0 −1 > 0, there potentially exists an ε > 0 sufficiently small such
that all four fixed points are in [0,1]2. With γ < 0, 0 is unstable, and hence trajectories
tend away from 0 (the system persists regardless of the initial values). This possibility
is discussed by Courchamp et al. [37, section 6.5.3], where Allee effects occur at
intermediate population sizes or densities, resulting in up to three interior steady states,
two of which are locally stable. This type of behaviour is illustrated in Figure 3.4B.
One trajectory starting with patch 2 empty and patch 1 at 8% capacity tends towards
a nonzero fixed point. However, when patch 1 begins at 32% capacity the trajectory
tends to a larger (by partial ordering) fixed point. These two fixed points are also
separated by a unstable fixed point.
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3.4.5 Example
We now consider the metapopulation of sea otter (Enhydra lutris) in the north–east
Pacific Ocean, which has been studied by various groups [118, 46]. Our purpose here is
to illustrate the results obtained in the previous section, rather than provide a complete
description of the population. Estes [46] studied five populations in this region: Attu
Island, south–east Alaska, British Columbia, Washington State and central California.
The migration rate between these 5 locations is not large. However, Amchitka Island,
a previously unoccupied island adjacent to Attu Island, became occupied with sea
otters. We consider a two–patch model to describe the evolution of the sea otter
population in these two islands. Siniff and Ralls [118] determined an age distribution
for the lifespan of the sea otter from which we can determine the average age of a
female to be 5.18 years. Therefore, we set di = 0.2 ≈ 5.18−1 per year for both islands.
Since the reproductive rate of females is between 0.43 and 0.45 per year [46], we set
bi(x) = 0.44(1 − x/Mi). The per–capita migration rate φi is set to be the inverse of
the average time an individual spends on island i before migrating. Finally, since Attu
Island is approximately three times the size of Amchitka Island, we set M1 = 0.75
(Attu) and M2 = 0.25 (Amchitka).
From Corollary 3.5, if the average time an otter spends on one island before migrat-
ing is greater than 4.17 years, the extinction fixed point 0 is unstable and trajectories
will tend away from it. In that case, Theorem 3.8 implies the population will persist.
Next we consider the case where the average time an otter spends on one island
before migrating is less than 4.17 years. By Theorem 3.3, extinction occurs if there
exists a y ∈ R2+/{0} such that inequalities (3.22) and (3.23) hold, equivalently, if in-
equality (3.24) holds. Rearranging inequality (3.24), it can be seen that if the average
time spent on one island is greater than 4.17(1 − λ12λ21) years, the population will
persist. However, if the average time spent on Attu Island and Amchitka Island before
migrating are both less than 4.17(1 − λ12λ21) years and
φ−1i > 4.17 [4.17 (1 − λ12λ21) − φ−1j ]4.17 − φ−1j , i, j ∈ {1,2}, j /= i, (3.26)
then the population will persist. If none of these conditions is met, the population
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will become extinct. Note that if 4.17 (1 − λ12λ21) < φ−1i < 4.17 for any i, (3.26) will
automatically be satisfied.
These scenarios are illustrated in Figure 3.5. In plots A – C the average time spent
on Attu Island is 10 years (φ1 = 0.1), while the average time spent on Amckitka Island
is 1.25 years (φ2 = 0.8). The connectivity between patches is very weak, with λ12 = 0.1
and λ21 = 0.05. However, from Corollary 3.5, the metapopulation persists. In D – F,
φ1 is increased to 0.5, but λ12 = 0.9 and λ21 = 0.4. As inequality (3.26) is satisfied,
the metapopulation persists. Finally, in G – I, φ1 is increased to 0.7 per year. Now,
inequality (3.26) is not satisfied and the metapopulation goes extinct. With the chosen
values for the birth and death rates, it is not possible for condition (3.25) to be satisfied,
and so this system will not exhibit the Allee effect.
3.5 Diffusion
The results above do not provide any information concerning the stochastic fluctuations
about the deterministic trajectory. Therefore we appeal to Theorem 2.7. To this end
define G(x) = (gij(x)) by
gij(x) = −φˆi(xi)λij (1 − xj
Mj
) − φˆj(xj)λji (1 − xi
Mi
) , for j /= i,
gii(x) = νiMi + (bi + di − νi)xi + φˆi(xi) − bi
Mi
x2i
+ ∑
j/=i,0(φˆj(xj)λji (1 − xiMi) − φˆi(xi)λij xjMj ) , for all i.
It can be seen that G is bounded and uniformly continuous if φˆi has this property for
all i, while F has uniformly continuous first partial derivatives whenever φˆi has this
property for all i. Noting that the Jacobian H(x) = (hij(x)) of F has entries given by
hij(x) = φˆ′j(xj)λji + φˆi(xi)λijMj − φˆ′j(xj)λjixiMi , for j /= i,
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Figure 3.5: An illustration of the effect the migration rates and the connectivity have
on the persistence of a metapopulation with a population ceiling of 200 sea otters at
Attu and Amchitka Islands. For the three cases mentioned in the text, A, D and G
illustrate contours of the distribution of the two–dimensional approximating Gaussian
diffusion (Theorem 3.12) at t = 40 years, together with one realisation of the metapop-
ulation model; B, E and H show the same realisation (solid blue line) on a phase plane
diagram together with the deterministic trajectory (3.6) (dotted red line); and C, F
and I show this realisation and the deterministic trajectory along with ± 2 standard de-
viations (dotted lines) determined from the distribution of the approximating Gaussian
diffusion.
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hii(x) = bi − νi − di − 2bi
Mi
xi − φˆ′i(xi)⎛⎝λi0 +∑j/=i λij (1 − xjMj )⎞⎠ −∑j/=i φˆj(xj)λjiMi , for all i,
We can apply Theorem 2.7 to show that the fluctuations of XN(t) about the deter-
ministic trajectory follow a Gaussian diffusion.
Theorem 3.12. Under the conditions of Theorem 3.1, assume also that φˆi has uni-
formly continuous first partial derivatives and
lim
N→∞
√
N (XN(0) − x0) = z.
Then the family of processes {ZN(t)}, defined by
ZN(s) = √N (XN(s) − x(s, x0)) , 0 ≤ s ≤ t,
converges weakly in D[0, t] to a Gaussian diffusion Z(t) with initial value Z(0) = z
and characteristic function ψ = ψ(t, θ) that satisfies
∂ψ(t, θ)
∂t
= −1
2
∑
j,k
θjgjk(x(t))θkψ(t, θ) +∑
j,k
θj
∂Fj(x(t))
∂xk
∂ψ(t, θ)
∂θk
.
The scaled fluctuations ZN(t) about the deterministic trajectory can thus be ap-
proximated by a Gaussian distribution with mean E (Z(t)) = M(t)z and covariance
matrix Cov(Z(t)) = Σ(t), where
Σ(t) =M(t) (∫ t
0
M(u)−1G(x(u,x0))(M(u)−1)Tdu)M(t)T
and
M(t) = exp(∫ t
0
H(u)du) .
Notice in particular that Cov(XN(t)) ≃ Σ(t)/N for large N . The covariance matrix
can only be evaluated explicitly in some simple cases. However, since populations are
often observed in equilibrium, it makes sense to assume that the initial value x0 is
a fixed point x∗ of F , in which case we may appeal to Theorem 2.8 which can give
information about the fluctuations around x∗. The approximating diffusion is now an
Ornstein-Uhlenbeck (OU) process.
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Theorem 3.13. Assume the conditions of Theorem 3.12 hold and
lim
N→∞
√
N (XN(0) − x∗) = z.
The family of processes {ZN(t)}, defined by
ZN(s) = √N (XN(s) − x∗) , 0 ≤ s ≤ t,
converges weakly in D[0, t] to an OU process Z(t) with initial value Z(0) = z, local
drift matrix H = ∇F (x∗) and local covariance matrix G(x∗). Z(t) follows a Gaussian
diffusion with mean µ(t) = eHtz and covariance matrix
Σ(t) = eHt (∫ t
0
e−HsG(x∗)e−HT sds) eHT t.
3.6 Discussion
We have proposed a structured metapopulation model that incorporates heterogeneous
within patch dynamics and spatial structure, and identified conditions under which the
metapopulation persists or goes extinct. As the extinction state is absorbing when no
immigration from outside the system is assumed, we were not able to identify these
conditions by identifying a stationary distribution for the model. Instead, we based the
analysis on a dynamical system (3.6) that approximates the stochastic density process
when the population ceiling is large.
The theorems presented in this chapter combine to give a detailed description of the
long term behaviour of the model. Under Assumption (F), the long term behaviour
of the system is completely described; inequality (3.9) determines the extinction or
persistence of the metapopulation. When Assumption (F) does not hold, however, the
metapopulation may display more complex behaviour.
The discovery of an Allee effect in the two–patch metapopulation model is unex-
pected as the birth rate functions for each patch are strictly decreasing. It appears
that the Allee effect arises as a result of a large variation in the migration rates which
depends on the population density of the patches. For a metapopulation where the two
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patches are of greatly different sizes, a high population density on the smaller patch
allows the population to become established on the larger patch as emigration from
the larger patch is reduced to a very low level. It is to be noted that the presence of an
Allee effect in a metapopulation has important implications for the design of conser-
vation strategies. Conservation targets need to be set taking into account the critical
threshold below which the metapopulation goes extinct [37, section 5.1.4]. Similarly,
for the successful reintroduction of a species, the release size needs to be sufficiently
large for the population density to exceed the critical threshold [44]. The Allee effect
can also be exploited to create more efficient strategies for managing invasive pests
[123].
We also discovered the possibility of three nonzero fixed points in the two patch
model when the zero fixed point is unstable. For the J patch system, there are 2J − 1
possible nonzero fixed points, which, if all are contained in E, would result in the Allee
effect occurring at many intermediate population sizes. Although the perturbation
analysis conducted for the two–patch model could be generalised to larger number
of patches, the expressions involved quickly become cumbersome. Thus, a different
approach will be required to improve our understanding of the Allee effect in this
model.
The appropriateness of the conclusions presented is dependent on how well the
stochastic model (3.1a) – (3.1c) is approximated by the dynamical system (3.6). It
was mentioned briefly in Section 3.3 that the accuracy could be quantified using the
results of [42]. However, it is important to note that, in general, the accuracy of
the dynamical systems approximation deteriorates near the extinction state [14, 103].
Therefore, alternative methods might be needed to improve our understanding of the
stochastic metapopulation model near extinction.
One aspect of population dynamics that our model excludes, but has been incor-
porated in other models [19, 99, 7], is the potential for catastrophes. A catastrophe
occurs when every individual on a given patch dies instantly or when all individuals on
a patch are subject to a higher death rate over some small period of time. An obvious
extension then would be to include catastrophes. Doing so would increase the chance
an individual dies, hence the birth rate required for the metapopulation to survive
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would naturally have to be higher. One way to introduce catastrophes into the model
would be to randomly switch between two sets of parameters where one set includes
a much higher death rate. However, if catastrophes were introduced, a deterministic
approximation could not be used to study the stochastic model, since catastrophes are
inherently random events and affect a large number of individuals. These two aspects
are not approximated well by a deterministic system, even in the limit as population
ceiling N gets large. However, the behaviour of the metapopulation between catastro-
phes would remain unchanged. A piecewise deterministic approximation to a model
including catastrophes might be obtained using the functional limit laws of Franz et
al. [50], which is addressed in Chapter 4.
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Environmental Influence
The evolution of a population is governed by how individuals interact with other indi-
viduals in the population and how they interact with the environment. Previously, the
environment was assumed to be static. However, this excludes important changes such
as breeding season, cold snaps and catastrophes. To better understand a population’s
evolution, the model from Chapter 3 is enriched to account for dynamic environments.
4.1 Introduction
In Chapter 3, a metapopulation model that accounts for within patch dynamics was
examined. However, the environment in that model was assumed static and did not
allow any temporal variation in the parameters. Such environmental variation is very
common in populations. For example, many species of birds exhibit breeding seasons
[125]. A breeding season is an interval of time where the rate of births is higher than
at other times and usually repeats every year. The time the season starts and the
length of the season depends on the species itself and its geographic location but the
periodicity of the season remains unchanged. However, there are minor exceptions
to this rule such as two breeding seasons in one year, no distinct breeding season, a
breeding season that occurs during periods of rain and the Wideawake Sterna fuscata,
which is reported to have a 9 month period between breeding season. [125].
Another environmental influence is temperature. The temperature can affect the
population through an increased death rate when it becomes too hot or cold for a
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species. However, this is not the only type of influence temperature has. Species tend
to migrate away from extreme temperatures, be it hot or cold, and therefore a sudden
decrease in the population on one patch could be attributed to this migration, rather
than deaths. However, a change in temperature may not always be the cause of this
increased migration, with some species exhibiting migratory seasons regardless of the
temperatures.
However, not all environmental influences follow a largely predicted pattern. Sea-
sons can be predicted fairly accurately. Temperatures, whilst having a higher incidence
of variation, can also be predicted with some accuracy. On the other hand, catastro-
phes are largely random and hence a deterministic approach to include such factors
would be ineffective. Wild fires are an example of such a catastrophe. The chance a
fire occurs increases with temperature, along with various other factors, however this
process is still stochastic.
The examples given demonstrate how changes in the environment will affect the
evolution of a population. The long term behaviour of the population will also be
affected if a dynamic environment is added. Furthermore, questions regarding the
changing environment, such as the influence breeding and migratory seasons have on
the population and how a population handles catastrophes, can be answered. In this
chapter, models accompanied with analyses are proposed, that can contribute to an-
swering these questions more effectively. The models presented account for variation
in the environment that is deterministic in Section 4.2 and stochastic in Section 4.3.
4.2 Deterministic Influences
The first type of environmental influence to be introduced into the model will be
deterministic. As previously mentioned, breeding seasons are an example of such an
influence and many species exhibit some form of breeding season. And there are many
more examples of deterministic influences such as migratory seasons for birds, sharks,
elephants, butterflies and some types of bears, snakes, turtles, bees and bats hibernate
throughout certain parts of the year, which decreases their migration and breeding
rates for a period. Lastly, harsh temperatures in winter can increase the death rate of
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some insects. To account for these dynamics, the parameters of the model presented
in Chapter 3 need to be allowed to vary in a certain predictable way during the year.
4.2.1 Model
The model presented in Chaper 3 is extended by allowing the immigration, migra-
tion, birth and death rates as well as the connectivity parameters to depend on time.
Therefore, the new model will be a time inhomogeneous process. Let J be the num-
ber of patches that can be occupied in the metapopulation and ni(t) be the number
of individuals occupying patch i at time t and define n(t) ∶= {n1(t), . . . , nJ(t)}. The
Markov population process (see Definition 2.2) (n(t), t ≥ 0) takes values in the state
space SN ∶= {0, . . . ,N1}× ⋅ ⋅ ⋅ ×{0, . . . ,NJ}, where N ∶= ∑iNi and has nonzero transition
rates
λi(t, ni) = νi(t)(Ni − ni) + nibi (t, ni
Ni
) , (4.1a)
µi(t, ni) = φi(t, ni)λi0(t) + di(t)ni, (4.1b)
γij(t, ni, nj) = φi(t, ni)λij(t)Nj − nj
Nj
for all j /= i. (4.1c)
These rates correspond to: an increase on patch i due to a birth (4.1a), a decrease
on patch i due to a death or removal from the system (4.1b) and a migration from
patch i to patch j (4.1c), all at time t. The functions di(t), λij(t) and parameters
Ni are the per–capita death rate function, proportion of individuals migrating from
patch i to patch j (or out of the system if j = 0) at time t and the population ceiling
for patch i, respectively. The birth rate function bi(t, ⋅) determines the per–capita birth
rate at time t given how densely populated patch i is. The migration function φi(t, ⋅)
represents the rate at which individuals leave patch i at time t. Figure 4.1 illustrates
the transitions (4.1).
4.2.2 Differential Equation Approximation
As discussed in Section 2.3.4, Kurtz’ functional limit laws [76] extend to the time
inhomogeneous case. To apply the results of Pagendam & Pollett [96] (Theorem 2.10),
the rates need to be written in the form given in Definition 2.9. The transition rates
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Patch
i
Patch
j
νi(t)(Ni − ni)
nibi (t, ni
Ni
)
φi(t, ni)λi0(t) + di(t)ni φi(t, ni)λij(t)Nj − njNj
φj(t, nj)λji(t)Ni − ni
Ni
Figure 4.1: Illustration of the dynamics for patch i and migration to and from patch j.
(4.1) can be written in the form
qt(n,n + l) = Nf (N) (t, n
N
, l) ,
where
f (N)(t, x, l) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
νi(t)(M (N)i − xi) + xibi (t, xiM(N)i ) if l = ei,
φ
(N)
i (t, xi)λi0(t) + di(t)xi if l = −ei,
φ
(N)
i (t, xi)λij(t) (1 − xjM(N)j ) if l = −ei + ej,
0 otherwise,
and the functions φˆ
(N)
i ∶ [0,∞) × [0,M (N)i ]→ R+ satisfy
φˆ
(N)
i (t, nN ) = φi(t, n)N .
Define F (N)(t, x) ∶= ∑l lf (N)(t, x, l). Due to the dependence on N in f (N)(t, x, l),
the Markov process (n(t), t ≥ 0) is not density dependent in time according to Defini-
tion 2.9. Therefore, it is necessary to extend Definition 2.9 to include a new type of
process; an asymptotically density dependence process.
Definition 4.1. A family of Markov processes {n(N)(t)} indexed by N > 0 (with a
state space SN ⊂ ZJ) is said to be “asymptotically density dependent in time” if there
exists a continuous function, f (N) ∶ [0,∞) ×E × ZJ ↦ R, where E ⊆ RJ , such that the
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transition rates of n(N)(t) are given by
qt (n(N), n(N) + l) = Nf (N) (t, n(N)
N
, l) , l /= 0,
and F (N)(t, x) ∶= ∑l lf (N)(t, x, l) converges uniformly over [0,∞) × E to F (t, x) as
N →∞.
The process with rates (4.1) satisfies Definition 4.1 under some additional mild
assumptions. Assume that M
(N)
i →Mi and there exists functions φˆi ∶ Si ↦ R+, where
Si ∶= [0,∞) × [0,Mi] satisfying
lim
N→∞ sup(t,x)∈Si ∣φˆ(N)i (t, x) − φˆi (t, x)∣ = 0, for all i, (4.2)
and also functions bi ∶ [0,∞) × [0,1]↦ R+ satisfying
lim
N→∞ sup(t,x)∈Si
RRRRRRRRRRRbi ⎛⎝t, xiM (N)i ⎞⎠ − bi (t, xiMi)
RRRRRRRRRRR = 0, for all i. (4.3)
Then the process with rates (4.1) is asymptotically density dependent in time according
to Definition 4.1 if the totally population ceiling, N , is the index parameter. Just as the
definition of density dependence was extended to include asymptotic density depen-
dence, Theorem 2.9 needs to be extended to also include asymptotic density dependent
processes. Informally, as N gets large, the density process, X(N)(t) ∶= n(N)(t)/N con-
verges to the solution of a differential equation. Formally, this result is presented in
Theorem 4.2.
Theorem 4.2. Let (n(N)(t), t ≥ 0), indexed by N , be asymptotically density dependent
in time, F Lipschitz,
sup
x∈E∑l f (N)(t, x, l) <∞, for all t > 0,N ≥ 1 and (4.4)
sup
x∈E∑l ∣l∣2 f (N)(t, x, l) <∞ for all t > 0,N ≥ 1. (4.5)
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If n(N)(0)/N → x0 in probability as N →∞, then for any ε > 0,
lim
N→∞P(sups≤t ∣n(N)(s)N − x(s)∣ > ε) = 0, (4.6)
where x(t, x0) is the solution to
dx
dt
= F (t, x), x(0) = x0.
Proof. Define X(N)(t) ∶= n(N)(t)/N . Under the conditions of Theorem 7.3 of [47], we
may express X(N)(t) as
X(N)(t) =X(N)(0) +M (N)(t) + ∫ t
0
F (N)(s,X(N)(s))ds (4.7)
where M (N)(t) is a martingale w.r.t. the filtration F (N)t = σ{X(N)(s),0 ≤ s ≤ t}. To
verify the conditions of Theorem 7.3 of [47] hold, set
µ(t, x, y) = Nf (N)(t, x, y − x)
λ(t, x) and λ(t, x) = N∑l f (N)(t, x, l)
and define γ(t) ∶= N supx∈E∑l f (N)(t, x, l). It then can be seen that λ(t, x) ≤ γ(t) for
all t ≥ 0. Therefore, the conditions of Theorem 7.3 of [47] are satisfied if ∫ t0 γ(s)ds <∞
for all t > 0, which is true for all finite N , due to (4.4). As such,
X(N)(t) − x(t) =X(N)(0) − x0 + ∫ t
0
F (N)(s,X(N)(s))ds − ∫ t
0
F (s, x(s))ds +M (N)(t).
Therefore, recalling the Lipschitz condition on F ,
∣X(N)(t) − x(t)∣ ≤ ∣X(N)(0) − x0∣ + ∫ t
0
∣F (N)(s,X(N)(s)) − F (s,X(N)(s))∣ds
+L∫ t
0
∣X(N)(s) − x(s)∣ds + ∣M (N)(t)∣ (4.8)
From Definition 4.1, it is known that F (N)(t, x) converges uniformly in t and x over[0,∞)×E to F (t, x), thereby implying that for any δ > 0 there exists an N sufficiently
large such that supx∈E,s>0 ∣F (N)(s, x) − F (s, x)∣ < δ. On the event {sups≤t ∣M (N)(s)∣ ≤ δ},
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equation (4.8) becomes
sup
s≤t ∣X(N)(s) − x(s)∣ ≤ ∣X(N)(0) − x0∣ + δ(1 + t) +L∫ t0 ∣X(N)(s) − x(s)∣ds.
Therefore, applying Gronwall’s inequality and for sufficiently large N ,
sup
s≤t ∣X(N)(s) − x(s)∣ ≤ (∣X(N)(0) − x0∣ + δ(1 + t)) eLt.
Confirming (4.6) now amounts to finding a bound for P (sups≤t ∣M (N)(s)∣ > δ). Let
M∗(t) ∶= sup0≤s≤t ∣M (N)(t)∣. Markov’s inequality gives
P (M∗(t) > ε) ≤ E (M∗(t)2)
ε2
. (4.9)
Furthermore, by Proposition 2.16 of [47] with Corollary 3 of Theorem 27 of Chapter 2
of [107] gives
E (M∗(t)2) ≤ 4E (M (N)(t)2) = 4E ([M]t) , (4.10)
where [M]t is the quadratic variation of M (N)(t). The quadratic variation of M (N)(t)
is equivalent to the quadratic variation of X(N)(t) due to the piecewise constant paths
of X(N)(t). As such we first determine an expression for (X(N)(t))2 in the same fashion
as (4.7) which gives
(X(N)(t))2 =X(N)(0)2 + Mˆ (N)(t) + 1
N ∫ t0 ∑l l2f (N) (r,X(N)(r), l)dr+ 2∫ t
0
X(N)(r)F (N) (r,X(N)(r))dr, (4.11)
for some martingale Mˆ (N)(t) w.r.t. the filtration F (N)t = σ{(X(N)(s))2 ,0 ≤ s ≤ t}.
Then, following Theorem 22 of Chapter 2 of [107], for a sequence σn which is the
sequence 0 = T (n)0 ≤ T (n)1 ≤ ⋅ ⋅ ⋅ ≤ T (n)kn where T (n)i are stopping times, we have
[M]t = [X]t = lim
n→∞∑
i
(X(N) (T (n)i+1 ) −X(N) (T (n)i ))2 . (4.12)
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Using (4.11), we have
(X(N)(t) −X(N)(s))2 =
Mˆ (N)(t) − Mˆ (N)(s) + 1
N ∫ ts ∑l l2f (N) (r,X(N)(r), l)dr− 2X(s) (M (N)(t) −M (N)(s)) + 2∫ t
0
X(N)(r)F (N) (r,X(N)(r))dr
− 2X(N)(s)∫ t
s
F (N) (r,X(N)(r))dr. (4.13)
Applying Theorem 21 of Chapter 2 of [107] it can be seen that
lim
n→∞∑
i
X (T (n)i+1 ) (M (N) (T (n)i+1 ) −M (N) (T (n)i )) = ∫ t
0
X
(N)− (r)dM (N)(r), (4.14a)
and
lim
n→∞∑
i
X(N) (T (n)i+1 )∫ T (n)i+1
T
(n)
i
F (N) (r,X(N)(r))dr = ∫ t
0
X(N)(r)F (N) (r,X(N)(r))dr.
(4.14b)
Thus, combining (4.12), (4.13) and (4.14), the quadratic variation for M (N)(t) is given
by
[M]t = Mˆ (N)(t) − Mˆ (N)(0) + 1
N ∫ t0 ∑l l2f (N) (r,X(N)(r), l)dr− 2∫ t
0
X
(N)− (r)dM (N)(r) + 2∫ t
0
X(N)(r)F (N) (r,X(N)(r))dr
− 2∫ t
0
X
(N)− (r)F (N) (r,X(N)(r))dr.
= Mˆ (N)(t) + 1
N ∫ t0 ∑l l2f (N) (r,X(N)(r), l)dr − 2∫ t0 X(N)− (r)dM (N)(r)
Furthermore, applying Theorem 15.12 of [66] gives
E(∫ t
0
X
(N)− (r)dM (N)(r)) = ∫ 0
0
X
(N)− (r)dM (N)(r) = 0.
Then, by Assumption (4.5), ∑l l2f (N)(s, x, l) ≤ B for all x ∈ E, s ≥ 0 for some B > 0
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giving
E ([M]t) = 1
N
E(∫ t
0
∑
l
l2f (N) (r,X(N)(r))dr) ≤ Bt
N
. (4.15)
Combining (4.9), (4.10) and (4.15) gives
P(sup
s≤t ∣M (N)(s)∣ > δ) ≤ 4BtNδ2 . (4.16)
Using (4.16), it can be seen that for any ε > 0, there is a δ(ε) > 0 such that
P(sup
s≤t ∣X(N)(s) − x(s)∣ > ε) ≤ 4BtNδ2 + P (∣X(N)(0) − x0∣ > ε) ,
which results in (4.6) if P (∣X(N)(0) − x0∣ > ε)→ 0 as N →∞, completing the proof.
Therefore, when conditions (4.2) and (4.3) are satisfied, the density process de-
fined by X(N)(t) ∶= n(t)/N converges in probability over finite time intervals, as the
population ceiling increases, to the solution x(t, x0) of the deterministic model
dx(t, x0)
dt
= F (t, x(t, x0)), x(0, x0) = x0, (4.17)
where F (t, x) has elements
Fi(t, x) =Miνi(t) − (νi(t) + di(t) + φi(t))xi + xibi (t, xi
Mi
)
+∑
j/=i (φj(t)xjλji(t) + (φi(t)xiλij(t) xjMj − φj(t)xjλji(t) xiMi)) .
More precisely, we have the following result.
Theorem 4.3. Suppose there are bounded, continuous functions bi, di, νi and φi for
all i. If XN(0)→ x0 as N →∞, then, for every t > 0 and δ > 0,
lim
N→∞P(sups≤t ∣XN(s) − x(s, x0)∣ > δ) = 0,
where x(t, x0) satisfies (4.17).
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4.2.3 Equilibrium Behaviour
Theorem 4.3 provides a way to approximate the behaviour of the density process by
a differential equation and therefore, the analysis of the differential equation (4.17)
will provide information about the long term behaviour of the density process. To
determine this behaviour, the following assumptions about the dynamics of the system
are imposed:
(1) The migration functions are linear; that is φi(t, x) = φi(t)x for all i, and φi(t) > 0
for all i and t ≥ 0 (implying that φˆi(t, x) = φi(t)x for all i).
(2) The functions bi(t, ⋅), di(t), φi(t) and λij(t) are 2pi-periodic in t for all i.
(3) For all i and j and t ∈ R+, there is a finite sequence (ak) such that
λia1(t)λa1a2(t) . . . λamj(t) /= 0.
(4) For all i and t ∈ R+, bi(t, x) is a continuously differentiable, strictly decreasing
function on [0,1] such that bi(⋅,1) = 0 and xbi(⋅, x) is strictly concave on [0,1].
(5) The functions φi(t), λij(t) and Mi satisfy φi(t)λij(t)Mi = φj(t)λji(t)Mj for all i, j.
(6) There is no external immigration to any patch, that is, νi = 0 for all i.
With the exception of Assumption (2), these assumptions are natural generalisations
of those employed in Section 3.4. Assumption (2) assumes all dynamics have the
same period, which agrees with studies showing that species will often exhibit some
sort of annual cycle for breeding and migration [24, 125]. As in Chapter 3, define
E ∶= [0,M1] ×⋯ × [0,MJ].
Theorem 4.4. Assume (1)-(6) hold. Let Φ(t) be the transition matrix for the linear
ODE dzdt = ∇xF (t,0)z, and define γi as the eigenvalues of Φ(2pi). Then if
γi > 1, for any i, (4.18)
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the ODE (4.17) possesses a unique nonzero 2pi-periodic solution q(t) ∈ E, which is
such that limt→∞ x(t, x0) = q(t) for all x0 ∈ E/{0}. Otherwise, limt→∞ x(t, x0) = 0 for
all x0 ∈ E.
If (6) does not hold, then there exists a unique nonzero 2pi-periodic solution q(t) ∈ E.
Proof. The proof begins with verifying the conditions Theorem 3.1 of [119]. Under
Assumption (2), F (t, x) is also 2pi-periodic. If x ≥ 0 with xi = 0, then
Fi(x, t) =Miνi(t) +∑
j/=i φj(t)xjλji(t) ≥ 0.
Under Assumption (1) and (3) it is known that ∇xF (t, x) exists, is continuous in R×E
and is irreducible for each (t, x) ∈ R×E. Furthermore, under Assumption (5), ∇xF (t, x)
has elements given by
∇xF (t, x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
φj(t)λji(t) if i /= j,
bi(t) (1 − 2 xiMi ) − di(t) − φi(t) if i = j. (4.19)
If i /= j, then ∇xF (t, x)ij = ∇xF (t, y)ij for any x, y. Also, if i = j and yi > xi,
then ∇xF (t, x)ii − ∇xF (t, y)ii = 2bi(t)Mi (yi − xi) > 0 from Assumption (4). Therefore∇xF (t, x) ≥ ∇xF (t, y) element-wise, with an inequality for at least element. Finally,
under Assumption (6), F (0, t) = 0.
Therefore, Theorem 3.1 of [119] may be applied, which states that if (4.18) is
satisfied, then provided x0 ∈ E/{0}, the solution x(t, x0) will do one of two things; (a)
x(t, x0)→∞ as t→∞ or (b) x(t, x0)→ q(t), where q(t) is a unique nonzero 2pi-periodic
solution to (4.17). If it can be shown that the process x(t, x0) is bounded, then (a)
cannot be true and hence (b) must be true. Considering the trajectory starting at M ,
that is x(t,M). The elements of F (t,M) are given by
Fi(M, t) = − (di(t) + φi(t)λi0(t))Mi < 0.
Therefore, for sufficiently small s, x(s,M) <M . Then according to Lemma 3.2 of [119],
x(s, x(s,M)) ∶= x(2s,M) < x(s,M), implying that x(ns,M) <M , where n = 1,2, . . . .
Lemma 3.1 of [119] gives 0 ≤ x(t,0) for all t > 0. Therefore, 0 ≤ x(t, x0) ≤ M for all
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t > 0 if 0 ≤ x0 ≤ M , showing E is an invariant set, thereby implying all solutions to
(4.17) remain bounded and q(t) ∈ E.
If (4.18) is not true, then according to Theorem 3.1 of [119], x(t)→ 0 as t→∞.
Conversely, if Assumption (6) does not hold then F (0, t) > 0 and E remains invari-
ant. As such, all solutions are bounded, implying x(t, x0)→ q(t), where q(t) ∈ E which
completes the proof.
Theorem 4.4 shows under what conditions the metapopulation will persist and
otherwise go extinct. Condition (4.18) determines which outcome the metapopulation
will have, however it is rather hard to interpret. The following examples will address
this issue while still maintaining some generality.
Example 1. The first example is a two patch system where only the birth rates dif-
fer between patches (d1 = d2 = d, φ1 = φ2 = φ but λ12 /= λ21). Note that Assumption (5) is
required to hold and, as such, the relationM1λ12 =M2λ21 is assumed to hold. There will
be a higher birth rate on patch one which is designed to model a species where individ-
uals migrate to patch one to reproduce, while a smaller reproduction rate will occur on
patch two. The birth rate functions will be b1(t, x/M1) = b (b1 + 1 − sin(t)) (1 − x/M1)
and b2(t, x/M2) = b (1 − sin(t)) (1 − x/M2), where b > 0 and b1 > 0 are constants. These
type of functions will model a breeding season in part of the year. Under these condi-
tions, (1) - (6) are satisfied and as such, Theorem 4.4 can be applied. The linear ODE
can then be written as dzdt = A(t)z where
A(t) ∶= ∇xF (t,0) = ⎛⎜⎝b (b1 + 1 − sin(t)) − d − φ φλ21φλ12 b (1 − sin(t)) − d − φ
⎞⎟⎠ .
Due to the fact that A(t) (∫ t0 A(s)ds) = (∫ t0 A(s)ds)A(t), the solution matrix Φ(t) can
be expressed as Φ(t+2pi) = Φ(t) exp (2piB), where B = (1/2pi) ∫ 2pi0 A(s)ds and exp is the
matrix exponential (see the proof of Theorem 2.42 of [67]). Therefore the eigenvalues
of Φ(2pi) ≡ exp (2piB) are given by γi = e2piσi for i = 1,2 where
σ = ⎛⎜⎝ b − d − φ +
bb1
2 − √b2b21+4λ12λ21φ22
b − d − φ + bb12 + √b2b12+4λ12λ21φ22
⎞⎟⎠ .
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Figure 4.2: In A–C, the population density for three sets of parameters are plotted,
where the thick lines are the deterministic trajectory given by (4.17), the thin lines are
one realisation of the stochastic process detailed in Section 4.2.1. In D–F, the birth rate
per-capita functions are plotted against time. In all plots, blue lines represent patch
one and green lines represent patch two. The parameters used for A & D are b = 2.1,
b1 = 1, d = 1, φ = 1, M1 = 0.75, M2 = 0.25, λ12 = 0.2 and λ21 = 0.6. The parameters used
for B & E are b = 1, b1 = 1, d = 0.5, φ = 1.5, M1 = 0.75, M2 = 0.25, λ12 = 1/3 and λ21 = 1.
And the parameters used for C & F are b = 1, b1 = 1, d = 1, φ = 1, M1 = 0.75, M2 = 0.25,
λ12 = 0.2 and λ21 = 0.6.
Therefore, (4.18) is satisfied if either
b(1 + b1
2
) − d − φ > 0, or (4.20a)
(d + φ − b) (d + φ − b (1 + b12 ))
φ2λ12λ21
< 1, (4.20b)
which are similar conditions to condition (3.24), given for the autonomous system.
Therefore, if either of the conditions (4.20) is satisfied the metapopulation will persist,
otherwise it will go extinct. Figure 4.2 illustrates these three cases. In A & D, condition
(4.20a) holds while in B & E, condition (4.20b) holds. And finally, in C & F neither
condition holds.
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The method to find the eigenvalues for Φ(2pi) used in Example 1 holds more gen-
erally, for heterogeneous patches and an arbitrarily sized system as long as ∇xF (t,0)
and ∫ t0 ∇xF (s,0)ds commute. In this context, these two matrices commute whenever
all of the diagonal elements of ∇xF (t,0) have constant differences for all t and the
off diagonal elements are constant and greater than zero. The difficulty arises in de-
termining tractable analytical expressions for the eigenvalues of Φ(2pi). However, this
difficultly disappears if the eigenvalues are determined numerically. This is the aim of
second example below.
Example 2. Assume there are five patches with the parameters given in Table 4.1,
where the birth rate functions are given by bi(t, x) = (bi + 1 − sin(t)) (1 − x), bi > 0 is
constant and all other functions are constant in time.
Table 4.1: Parameters for Example 2.
Parameter i = 1 i = 2 i = 3 i = 4 i = 5
Mi 0.5 0.25 0.1 0.1 0.05
bi 0 1 2 3 4
di 1 1 3 3 4
φi 1 1 1 1 4
λij j = 1 j = 2 j = 3 j = 4 j = 5
i = 1 0 0.16 0.094 0.1042 0.156
i = 2 0.32 0 0.08 0.0760 0.32
i = 3 0.47 0.2 0 0.27 0.06
i = 4 0.21 0.19 0.27 0 0.15
i = 5 0.39 0.4 0.03 0.075 0
Then the linear ODE is given dzdt = A(t)z where
A(t) ∶= ∇xF (t,0) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−1 − sin(t) 0.32 0.47 0.21 1.56
0.16 − sin(t) 0.2 0.19 1.6
0.094 0.08 −1 − sin(t) 0.27 0.12
0.042 0.076 0.27 − sin(t) 0.3
0.156 0.32 0.06 0.15 −3 − sin(t)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Again the equality A(t) (∫ t0 A(s)ds) = (∫ t0 A(s)ds)A(t) holds, and therefore the rela-
tion Φ(2pi) ≡ exp (2piB) can be used where B = (1/2pi) ∫ 2pi0 A(s)ds = A(0) in this case.
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Therefore the eigenvalues of Φ(2pi) ≡ exp (2piB) are given by γi = e2piσi for i ∈ {1, . . . ,5}
where σi are the eigenvalues of B, of which the largest is approximately 0.42, implying
that γi > 1 for at least one i and then, by Theorem 4.4, implies the ODE (4.17) possesses
a unique nonzero 2pi-periodic solution q(t) ∈ E and, more importantly, x(t) /→ 0.
4.2.4 Discussion
We have seen how the model from Chapter 3 can be extended to account for a deter-
ministically changing environment. To do this, the parameters of the system have been
allowed to varying temporally. To determine the long term behaviour of the process,
a new functional limit law was derived which accounts for a larger family of processes
that are not only time dependent but also asymptotically density dependent. Using
this result, it was shown that the metapopulation model can be approximated by a
nonautonomous ODE for large N . The analysis of the ODE resulted in a necessary
and sufficient condition for extinction.
Utilising condition (4.18) can be quite difficult as it involves determining the eigen-
values of the transition matrix Φ(2pi), which is not always easy to calculate. Some
methods exist for calculating the entire transition matrix Φ(t) (see [23]), however such
methods can be particularly burdensome. These calculations can be simplified when
the matrices ∇xF (t,0) and ∫ t0 ∇xF (s,0)ds commute. However, when these matrices
do not commute, one of many other methods to compute the transition matrix can
be used to determine the eigenvalues of Φ(2pi). For example, Pandiyan & Sinha [97]
showed that there always exists some matrix C such that Φ(2pi) = exp(2piC), reduc-
ing condition (4.18) to finding the eigenvalues of C. Utilising this property, a clearer
condition than (4.18) could be formulated.
In Chapter 3, it was shown that when an equivalent condition to Assumption (5)
was not satisfied, the system could exhibit an Allee effect, whereby the initial conditions
of the system determined the eventual survival or extinction of the metapopulation.
Therefore, it might be expected that the nonautonomous system with parameters vary-
ing sufficiently small would also exhibit an Allee effect, motivating more research into
this area. Furthermore, such a phenomenon has been characterised for nonautonomous
systems only recently [81].
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4.3 Stochastic Influences
In Section 4.2, issue of deterministic variation in the environment was addressed, which
account for factors such as breeding and migratory seasons. However, some alterations
in the environment cannot be predicted with a high level of accuracy. For example, the
connectivity between patches can be abruptly reduced or even cut throughout various
times of the year, or perhaps the suitability of a patch is drastically reduced when a
disease infects the food source in the area. Occurrences like these are inherently hard
to predict and as such, are classified as stochastic influences in the system. The model
presented in Section 4.2 cannot account for stochastic influences on the environment.
In this section, a model similar to the one in Section 4.2 is presented but rather than
allowing the parameters of the system to changing deterministically, they are allowed
to change stochastically.
4.3.1 Model
Extending the model presented in Chapter 3, we define a family of Markov processes(Y (N)(t), t ≥ 0), indexed by N ≥ 1 as follows. The parameter N measures the size of the
ceiling of the total population over all patches. Let J be the number of patches in the
metapopulation and n(t) ∶= {n1(t), . . . , nJ(t)}, where ni(t) is the number of individ-
uals on patch i. The process n(t) has state space SN = {0, . . . ,N1} × ⋅ ⋅ ⋅ × {0, . . . ,NJ}.
The process C(t) is introduced to model the environment; it represents which config-
uration the environment is in at time t. The process (C(t), t ≥ 0) has a state space
SC ∶= {1, . . . ,K}. The birth, death and migration rates depend on the configuration of
the environment; C in superscript is used to denote the rates when the environment is
in configuration C. The process (C(t), n(t)) then has the following transition rates:
q ((C,n) , (C,n) + (0, ei)) = ν(C)i (Ni − ni) + nib(C)i ( niNi) , (4.21a)
q ((C,n) , (C,n) − (0, ei)) = φ(C)i (ni)λ(C)i0 + d(C)i ni, (4.21b)
q ((C,n) , (C,n) − (0, ei + ej)) = φ(C)i (ni)λ(C)ij Nj − njNj for all j /= i, (4.21c)
q ((C,n) , (C,n) + (l(N)i ,0T )) = g(N)i (C,n/N) , for i = 1, . . . , k. (4.21d)
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The rates (4.21a) – (4.21c) are equivalent to the rates (3.1) if C is constant. The
parameters ν
(c)
i , d
(c)
i , λ
(c)
ij and Ni are the immigration rate per unoccupied space, death
rate per-capita, proportion of individuals migrating from patch i to patch j (or out of
the system if j = 0) and the patch ceiling for patch i, respectively, when in configuration
c. The birth rate function b
(c)
i (⋅) determines the per–capita birth rate given how densely
populated patch i is when in configuration c. The function φ
(c)
i (⋅), henceforth referred
to as the migration function, represents the rate at which individuals leave patch i. The
migration function satisfies φ
(c)
i (0) = 0 and φ(c)i (n) > 0 for n ≥ 1. The final transition
rate (4.21d) describes transitions between configurations. To that end, it is assumed
that there are k transitions between configurations and l
(N)
i is the jump size of the ith
jump while g
(N)
i (c, x) is the transition rate of the ith jump.
Collectively, rates (4.21) define all the possible non zero transitions for the Markov
process ((C(t), n(t)) , t ≥ 0), with state space SC × SN . The process Y (N)(t) is then
defined as Y (N)(t) ∶= (C(t), n(t)/N), with a state space of SC ×EN where EN ∶= SN/N .
4.3.2 Piecewise-Deterministic Approximation
We now employ Theorem 2.11 to show that the evolution of the CTMP (Y (N)(t), t ≥ 0)
can be approximated by a piecewise-deterministic Markov process (PDMP). To apply
Theorem 2.11, we first verify that Condition 1 holds. Assume M
(N)
i →Mi for all i and
defineE ∶= [0,M1]×⋅ ⋅ ⋅×[0,MJ]. Suppose that there are functions φˆ(N,c)i ∶ [0,M (N)i ]→ R+
such that, for all n ≥ 1, N ≥ 1 and c ∈ SC ,
φˆ
(N,c)
i ( nN ) = φ(c)i (n)N ,
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and let the functions r
(N)
n,i ∶ SC ×E → R be defined as
r
(N)
1,i (c, x) = g(N)i (c, x) (4.22a)
r
(N)
2,i (c, x) = N ⎛⎝ν(c)i (M (N)i − xi) + xib(c)i ⎛⎝ xiM (N)i ⎞⎠⎞⎠ , (4.22b)
r
(N)
3,i (c, x) = N (φˆ(N,c)i (xi)λ(c)i0 + d(c)i xi) , (4.22c)
r
(N)
4,ij (c, x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Nφˆ
(N,c)
i (xi)λ(c)ij (1 − xjM(N)j ) for all j /= i,
0 for j = i. (4.22d)
Finally, define the jump sizes e
(N)
n,i as
e
(N)
1,i = (l(N)i ,0T) , (4.23a)
e
(N)
2,i = (0, (1/N)ei) , (4.23b)
e
(N)
3,i = (0,−(1/N)ei) , (4.23c)
e
(N)
4,ij = (0, (1/N)(−ei + ej)) , (4.23d)
where ei is a unit vector with a one in the ith position. Then, the transitions of Y (N)(t)
can be written as
q (Y (N), Y (N) + e(N)n,i ) = r(N)n,i (Y (N)) , for n ∈ {1,2,3} and i ∈ {1, . . . , J},
q (Y (N), Y (N) + e(N)4,ij ) = r(N)4,ij (Y (N)) , for (i, j) ∈ {1, . . . , J}2.
To confirm Condition 1 holds, the transitions that constitute large and small jumps
must be defined. There are J transitions involving an increase due to a birth or
immigration, J transitions involving a decrease due to a death or removal and J(J −1)
transitions accounting for a migration from one patch to another patch. There are k
transitions for C(t) and therefore there are k+J(J+1) possible transitions for Y (N)(t).
Order the transitions such that large jumps are the first k transitions, that is transitions
between configurations, ((4.23a) with corresponding rate (4.22a)), and small jumps are
the remaining J(J + 1) transitions ((4.23b)–(4.23d) with corresponding rates (4.22b) -
(4.22d)).
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Parts (ii) and (iii) of Condition 1 are satisfied if l
(N)
i → li for some li <∞ as Ne(N)2,i ,
Ne
(N)
3,i and Ne
(N)
4,ij do not depend on N . If there exists functions gi ∶ SC ×E → R that
are bounded and Lipschitz continuous and satisfy
lim
N→∞ supx∈SC×E ∣g(N)i (x) − gi (x)∣ = 0, for all i, (4.24)
then part (iv) of Condition 1 is satisfied. Next, assume there are some functions
φˆ
(c)
i ∶ [0,Mi]→ R+ that are bounded and Lipschitz continuous and satisfy
lim
N→∞ supx∈[0,Mi] ∣φˆ(N,c)i (x) − φˆ(c)i (x)∣ = 0, for all i, (4.25)
and the birth functions b
(c)
i ∶ [0,Mi]→ R+ are bounded and Lipschitz and satisfy
lim
N→∞ supx∈[0,Mi]
RRRRRRRRRRRb(c)i ⎛⎝ xM (N)i ⎞⎠ − b(c)i ( xMi)
RRRRRRRRRRR = 0, for all i. (4.26)
Then parts (v) and (vi) of Condition 1 are satisfied. And as the functions r are bounded
and all transitions are bounded, part (vii) of Condition 1 is also satisfied. Now define
a new process Y (t) with space SC ×E such that
Y (t) = y0 + K∑
i=1 (li,0T )Πi (∫ t0 gi (Y (s))ds) + ∫ t0 V (Y (s))ds, (4.27)
where Πi(⋅) are independent Poisson processes with unit rate and the elements of V
are defined as
V1(c, x) = 0,
V1+i(c, x) =Miν(c)i + (b(c)i − ν(c)i − d(c)i )xi − φˆ(c)i (xi) − b(c)iMi x2i+∑
j/=i (φˆ(c)j (xj)λji + (φˆ(c)i (xi)λ(c)ij xjMj − φˆ(c)j (xj)λ(c)ji xiMi)) ,
for all i ∈ {1, . . . , J}. Then Condition 1 is satisfied and this leads to the following
theorem.
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Theorem 4.5. Suppose there are functions gi ∶ SC × E → R which are bounded and
Lipschitz continuous and satisfy (4.24). Further suppose there exist some functions
φˆ
(c)
i ∶ [0,Mi] → R+ which are bounded and Lipschitz continuous and satisfy (4.25).
Then if, a.s.,
lim
N→∞Y (N)(0)→ y0,
then
Y (N)(t)→ Y (t),
almost surely in Skorokhod topology, where Y (t) is given by (4.27).
4.3.3 Equilibrium Behaviour
Theorem 4.5 suggests that the process Y (t) approximates the original process Y (N)(t)
well for large N . Therefore, the long term behaviour of the approximating process,
Y (t), will provide a good approximation of the long term behaviour of the original
process. Recall that Y (t) = (C(t), x(t)) where x(t) is the approximation (N → ∞)
for the state of the density of the metapopulation at time t, (n(t)/N). Differentiating
(4.27), we see that
dx(t, x0)
dt
= F (C(t), x), x(0, x0) = x0, (4.28)
where
Fi(c, x) = Miν(c)i + (b(c)i − ν(c)i − d(c)i )xi − φˆ(c)i (xi) − b(c)iMi x2i+∑
j/=i (φˆ(c)j (xj)λji + (φˆ(c)i (xi)λ(c)ij xjMj − φˆ(c)j (xj)λ(c)ji xiMi)) ,
and C(t) is the configuration process. To determine the long term behaviour of the
system (4.28), the following conditions on the parameters and functions of the system
are imposed:
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(i) The parameters φ
(c)
i > 0 for all i and c.
(ii) For all i, j and c and t ∈ R+, there is a finite sequence (ak) such that
λ
(c)
ia1
λ
(c)
a1a2⋯λ(c)amj /= 0.
(iii) There is no external immigration to any patch, that is, ν
(c)
i = 0 for all i.
(iv) For all i and c, b
(c)
i (x) is a continuously differentiable, strictly decreasing function
on [0,1] such that b(c)i (x) = 0 for all x ≥ 1 and xb(c)i (x) is strictly concave on [0,1].
(v) The parameters φ
(c)
i , λ
(c)
ij and Mi satisfy
φ
(c)
i λ
(c)
ij Mi = φ(c)j λ(c)ji Mj for all i, j, c.
(vi) The transition rate functions gi(c, x) do not depend on x. That is gi(c, x) ≡ gi(c).
(vii) The process C(t) is irreducible and begins in the stationary distribution. That
is C(0) ∼ pi, where pi is the solution to piQ̃ = 0, and Q̃ has elements given by
q̃i,i+lj = gj(i) and ∑i gi(c) > 0 for all c.
Assumptions (i)–(v) are similar to Assumptions (A)–(F) in Section 3.4 for the time
homogeneous model. The difference between these assumptions and the assumptions
presented previously is that these assumptions must hold in every configuration that
exists. Refer to Section 3.4 for a thorough explanation of assumptions (i) - (v). As-
sumption (vi) allows the transition rate of the configuration process to depend only on
the current state of the configuration process, rather than the state of the metapopu-
lation as well. Despite this limitation, the model can still adequately described many
stochastic influences such as fires, diseases in food sources and human influences since
they are typically independent of the size of the metapopulation. Assumption (vii) is
reasonable if the environment has been in existence for a long time. In the context of
this model, this assumption relates to the stationary distribution which is ensured to
exist and be unique due to the finite state space SC and the irreducibility of C(t).
Under Assumptions (i)–(vii), we determine the long term behaviour of the system
(4.28). Unfortunately, due to the random nature of the environment, a typical analysis
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which determines the fixed points of the system and their stability cannot be done.
Therefore, we first need to show that the system (4.28) is a random dynamical system.
Tools from the field of random dynamical systems can then be used to determine the
long term behaviour.
The first step is to show that the collection θ ≡ (Ω,F ,P, (θt, t ≥ 0)), where
θsC(t) ≡ C(t + s), is a metric dynamical system. Hence this system (4.28) generates a
random dynamical system (RDS).
Proposition 4.6. Let C(t) be on a probability space (Ω,F ,P), where Ω is the space
of ca`dla`g functions and F is an appropriate σ-algebra and assume (v) and (vii) hold.
Then the collection
θ ≡ (Ω,F ,P, (θt, t ≥ 0))
where θsC(t) ≡ C(t + s), is an ergodic metric dynamical system.
Proof. The proof proceeds by confirming the conditions of Definition 2.17 are met.
The Markov process (C(t), t ≥ 0) is known to be an irreducible Markov process on a
probability space (Ω,F ,P) with values in SC = {1, . . . ,K}, where F is the σ-algebra
generated by C. Furthermore, C posses the ca`dla`g property. Therefore
θ0 = id, θt ○ θs = θt+s.
Define θ ≡ (Ω,F ,P, (θt, t ≥ 0)). For each t, ω → θt(ω) is a measurable mapping from(Ω,F) → SC . Under Assumption (vii), C(t) is a stationary process. Therefore
P (θtB) = P (B) for all B ∈ F and t ≥ 0. More so, θtB = B for all t ≥ 0 and θ-invariant
B ∈ F , which completes the proof.
It can now be shown that (4.28) is a CRDE by Definition 2.19 that generates an
RDS of a particular form.
Theorem 4.7. Assume (i) - (vii) hold. The system (4.28) is a CRDE and generates
an RDS (θ,ϕ) in RJ+ with the cocycle defined by
ϕ(t, ω)x0 ≡ x(t) = x0 + ∫ t
0
F (C(u), x(u)du.
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Proof. We need to verify that the system (4.28) satisfied the conditions of Defini-
tion 2.19. Part (I) holds for F (C(t, ω), x) as it is continuously differentiable in x and
bounded for all x ∈ E. Furthermore it can be seen that the partial derivatives ∂Fi/∂xj
defined by
∇xF (c, x)ij = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
φ
(c)
j λ
(c)
ji if i /= j,
b
(c)
i ( xiMi ) + xiMi b(c)i ′ ( xiMi ) − d(c)i − φ(c)i if i = j, (4.29)
are also bounded for all x ∈ E. To confirm part (II), let C1 = maxi,c (b(c)i − d(c)i − φ(c)i λ(c)i0 )
and C2 = maxc∑Ji=1 φ(c)j (1 − λ(c)j0 ). Then ⟨x,F ⟩ ≤ C1∣x∣2 + C2. Part (III) holds as
Fi(c, x) = xigi(c, x) + (J(c)0 x)
i
≥ 0 if xi = 0, for some function g as (J(c)0 x)
i
≥ 0 because
J
(c)
0 is a Metzler matrix. To confirm part (IV) holds, define two vectors x, y, such that
xi = yi and xj ≤ yj for j /= i. Then
Fi(c, x) − Fi(c, y) = −∑
j/=i (yj − xj)(φiλijMj + φjλjiMi (1 −Mi)) ≤ 0,
showing that Fi(c, x) ≤ Fi(c, y), confirming part (IV). Therefore (4.28) is a CRDE and
by Proposition 5.2.1 of [34], it generates an RDS (θ,ϕ) in RJ+ with the cocycle defined
as per the theorem.
We see that (4.28) generates an RDS. Hence, Theorem 2.23 can be used to determine
the long term behaviour of the system under Assumptions (i) - (vii).
Theorem 4.8. Let Φ(t, ω) be the cocycle of the linear RDS governed by the equa-
tion dzdt = ∇xF (C(t, ω)),0)z and define λ as the top Lyapunov exponent of Φ(t, ω) by
Definition 2.22. If λ is such that
λ < 0, (4.30)
then for any ε > 0,
lim
t→∞Pr (∣x(t)∣ > ε)→ 0
Proof. We aim to confirm the conditions of Theorem 2.23 are met. The function∇xF (c, x) is known to be irreducible for all x ∈ E and c ∈ Ω due to assumptions (i) and
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(ii). And to show F (c, x) is s-concave under Assumption (v), recall the definition of∇xF (c, x) in (4.29). If i /= j, ∇xF (c, x)ij = ∇xF (c, y)ij for any x, y. For i = j, note that
d2
dx2i
Fi(c, x) =M−1i d2dx2xb(c)i (x) < 0 from Assumption (iv), which shows that ∇xF (c, x)ii is
a strictly decreasing function, implying that ∇xF (c, y)ii < ∇xF (c, x)ii if x < y. There-
fore ∇xF (c, y) ≤ ∇xF (c, x) if x < y, showing F (c, x) is s-concave. Finally, under As-
sumption (iii) F (c,0) = 0 and from Proposition 4.6, θ is an ergodic MDS. Therefore, if
(4.30) is satisfied, according to Theorem 2.23, for any ε > 0, limt→∞ Pr (∣x(t)∣ > ε) → 0,
which completes the proof.
Condition (4.30) requires finding the top Lyapunov exponent of the linear system,
which can often be quite difficult. In the following examples, Theorem 4.8 is applied
to determine sufficient conditions for the metapopulation to go extinct.
Example 1. Consider a metapopulation where the migration rates between patches
are symmetric for a particular configuration; that is
φ
(c)
i λ
(c)
ij = φ(c)j λ(c)ji for all pairs i, j and for all c. (4.31)
The trajectory of the cocycle Φ(t, ω) of the linear RDS given by dxdt = ∇xF (C(t, ω)),0)x
before the first jump is
Φ(t, ω)x0 = exp (AC(0)t)x0, 0 ≤ t < T1,
where exp is the matrix exponential, Ai ∶= ∇F (i,0) and Ti is the time of the ith switch
of configurations (noting that T0 = 0). To extend this concept, define ci ∶= C(Ti) (that
is, ci is the configuration after the ith switch of configurations) andN(t) ∶= sup{i ∶ Ti < t}
(that is, the number of switches between configurations at time t). Then
Φ(t, ω)x0 = g(t)h(N(t))x0, (4.32)
where h ∶ Z↦ RJ×J and g ∶ R↦ RJ×J are given by
h(n) = n∏
i=0 exp (Aci (Ti+1 − Ti)) , and g(t) = exp (AcN(t) (t − TN(t))) .
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Therefore, finding the top Lyapunov exponent is equivalent to finding a particular
bound for the product of h and g. We first determine a bound for the norm of matrices
of the form exp(Mt), where M is assumed to be Metzler. It was shown in Theorem 2
of [72] that, for any Metzler matrix M ∈ RJ×J , there exists a β ≥ 1 such that
∣∣exp(Mt)∣∣ ≤ βe(r+)t, for all t ≥ 0, (4.33)
for every  ≥ 0, where r is the maximum real eigenvalue of M and  can be chosen
to be zero because r is unique due to part (d) of Theorem 2.15. Furthermore, if M
is a normal matrix (MMT = MTM), the inequality turns to an equality and β = 1.
While not the only requirements, M will be a normal matrix when it is symmetric
or orthogonal. Note that when t = 0, ∣∣ exp(Mt)∣∣ = 1 and e(r+)t = 1, which is why
β ≥ 1 is required. Finding a value for β is done via the following. Assume M has p
multiple eigenvalues with algebraic multiplicities tk and geometric multiplicities mk for
k = 1, . . . , p. Then M can be expressed in Jordan normal form as M = V JV −1 where
J = diag (J11, J12, . . . , J1m1 , J21, . . . , Jp1, . . . , Jpmp) and
Jki =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
λk 1 0⋱ ⋱⋱ 1
0 λk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
for k = 1, . . . , p and i = 1, . . . ,mk. Assume V is chosen such that K(V ) ∶= ∣∣V ∣∣2∣∣V −1∣∣2 is
minimised. Furthermore define D = diag (Dki), where Dki = diag (1, δ, δ2, . . . , δγki−1) for
k = 1, . . . , p, i = 1, . . . ,mk, and δ = min{1, /∣∣N ∣∣F} and N is the shift operator matrix
with unit elements in the same positions (i, i + 1) as J and  > 0. Then, β = K(V D).
Numerically, this can be accomplished in MATLAB by computing [V,J] = jordan(M)
and then beta = norm(V)*norm(inv(V)).
We now turn to finding a bound for the product of h and g. From (4.31), we see
that Ai is symmetric and hence, the inequality in (4.33) is an equality and βi = 1.
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Therefore for every  ≥ 0
∣∣g(t)h(N(t))∣∣ ≤ ∣∣exp (AcN(t) (t − TN(t)))∣∣N(t)∏
i=1 ∣∣exp (Aci (Ti − Ti−1))∣∣≤ e(rcN(t)+)(t−TN(t))+∑N(t)i=1 (rci−1+)(Ti−Ti−1). (4.34)
The power of the exponential can be rewritten in the following form:
(rcN(t) + ) (t − TN(t)) + N(t)∑
i=1 (rci + ) (Ti − Ti−1) = t K∑i=1 (ri + ) 1t ∫ t0 1{C(s) = i}ds.
By the ergodic theorem, 1t ∫ t0 1{C(s) = i}ds → pii almost surely as t → ∞ (recalling
that pi is the stationary distribution described in Assumption (vii)). As such, (4.34) is
reformulated as
∣∣g(t)h(N(t))∣∣ ≤ et∑Ki=1(ri+)( 1t ∫ t0 1{C(s)=i}ds−pii)et∑Ki=1(ri+)pii .
If a new random variable is defined as R(ω) ∶= et∑Ki=1(ri+)( 1t ∫ t0 1{C(s,ω)=i}ds−pii), then
∣∣g(t)h(N(t))∣∣ ≤ R(ω)et∑Ki=1(ri+)pii = R(ω)et(+∑Ki=1 ripii). (4.35)
Lastly, it is required that the set where
lim
t→∞ 1t logR(θ(t)ω) = 0 (4.36)
be of full measure. It can be seen that
1
t
logR(θ(t)ω) = K∑
i=1 (ri + ) (1t ∫ t0 1{C(s, θ(s)ω) = i}ds − pii) ,
but from the ergodic theorem, it is known that 1t ∫ t0 1{C(s, θ(s)ω) = i}ds → pii a.s. for
all i. This shows that (4.36) is satisfied on a set of full measure. Combining (4.32) and
(4.35) gives the inequality Φ(t, ω)x0 ≤ R(ω)et(+λ1) ∣∣x0∣∣ , where λ1 = ∑Ki=1 ripii. Hence,
λ1 is larger than to equal to the top Lyapunov exponent. Therefore, if ∑Ki=1 ripii < 0,
then x(t)→ 0 in probability as t→∞. The quantity λ1 has an intuitive interpretation;
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it is a sum of growth rates weighted according to the expected time spent in each
configuration and as such, if that sum is less than 0, the population should decrease
overall.
Example 2. The next example drops Assumption (4.31). In Example 1, finding the
top Lyapunov exponent was achieved by finding a bound for the product g(t)h(N(t)).
Without (4.31), the inequality sign in (4.33) remains and β > 1. Therefore, inequality
(4.34) becomes
∣∣g(t)h(N(t))∣∣ ≤ elnβN(t)+(rcN(t)+)(t−TN(t))+∑N(t)i=1 lnβci−1+(rci−1+)(Ti−Ti−1).
= et∑Ki=1(lnβi Ni(t)t +(ri+) 1t ∫ t0 1{C(s)=i}ds) (4.37)
where Ni(t) is the number of visits to configuration i at time t. It is to be noted that
1
t ∫ t0 1{C(s) = i}ds → pii a.s. due to the ergodic theorem and Ni(t)t → piiqi a.s. where
qi = ∑n gn(i), due to the ergodic theorem applied with Theorem 8.1 of [25]. As such,
(4.37) is reformulated as
∣∣g(t)h(N(t))∣∣ ≤ R(ω)et(+∑Ki=1(qi lnβi+ri)pii) (4.38)
where
R(ω) = et∑Ki=1 lnβi(Ni(t,ω)t −piiqi)+(ri+)( 1t ∫ t0 1{C(s,ω)=i}ds−pii).
Note that
1
t
logR(θ(t)ω) = K∑
i=1 lnβi (Ni(t, θ(t)ω)t − piiqi)+ K∑
i=1 (ri + ) (1t ∫ t0 1{C(s, θ(s)ω) = i}ds − pii) ,
which converges to 0 a.s. as t→∞ due to the ergodic theorem applied with Theorem 8.1
of [25]. Combining (4.32) and (4.38) gives the inequality Φ(t, ω)x0 ≤ R(ω)et(+λ2) ∣∣x0∣∣ ,
where λ2 = ∑Ki=1 (qi lnβi + ri)pii, showing that λ2 is larger than or equal to the top
Lyapunov exponent. One can see that, if βi = 1 for all i, then λ2 = λ1, reducing this
problem to Example 1. So, applying Theorem 4.8, if ∑Ki=1 (qi lnβi + ri)pii < 0, then
x(t)→ 0 in probability as t→∞.
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4.3.4 Discussion
In this section, we have presented an extension of the model from Chapter 3 that ac-
counts for a stochastically changing environment. This was done by introducing a new
process that models the current configuration of the environment. Due to the complex-
ity of the system and the possible inclusion of an absorbing state, an approximating
process was used to determine the long term behaviour of the process. Precisely, the
original process converges to a piecewise-deterministic Markov process as the popula-
tion ceiling goes to infinity.
While the PDMP is a simpler process than the original, the analysis remains dif-
ficult. This fact is the reason that the only condition determined was a sufficient
condition for extinction. While not as advantageous for population dynamics as a suf-
ficient condition for persistence, condition (4.30) can still be useful. For example, it
provides ecologists with a condition to ensure a population of pests goes extinct and
epidemiologists with a condition to ensure a disease dies out. In the context of the
spread of a disease, the model can be used to look at the spread of parasites either
within a host where the patches are different locations within the host or between
several hosts where each patch is a host.
As the two examples have demonstrated, finding the top Lyapunov exponent for
a specific metapopulation structure can be rather difficult, due to the relation for the
matrix exponential of exp(A) exp(B) /= exp(A +B) for any matrices A and B, unless
A and B commute. In the context of finding the top Lyapunov exponent in (4.34), the
matrices Ai only commute if the system is homogeneous, that is b
(c)
i / (d(c)i + φ(c)i λ(c)i0 ) =
αc and φ
(c)
i λ
(c)
ij = ρc for all i, j and c and some constants αc and ρc. This is a stronger
condition than only (4.31), therefore such a system is encapsulated in Example 1 with
the additional information that ri = ρi(J−1)+αi. Unsurprisingly, both examples showed
that the growth rate in each configuration (represented by the eigenvalue ri) plays a
vital role in determining whether a population will definitely go extinct. However, when
the migration rates were assumed asymmetric, the sufficient condition for extinction
is altered slightly by the introduction of the factor qi lnβi, where βi can be as low as
one, when the migration rates are symmetric, and increases as the difference between
migration rates increases. However, the method to obtain the value for βi outlined
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in Example 1 nearly always produces a value greater than 1, even when the rates are
symmetric. Therefore, a method that produces a tighter bound than (4.33) is required.
Whether the factor qi lnβi, or something similar, is required for the necessary condition
is unknown. To address this, a lower bound and tighter upper bounded on (4.34) are
required. Such bounds would require different relations between the matrix norm and
maximal real eigenvalues, such as the ones suggested by Cohen et a [35].
A phenomenon that has recently been of interest is the persistence of a metapopu-
lation consisting only of sink, or unfit, patches [65]. In the notation used in this thesis,
this would correspond to a metapopulation persisting where, for some c, b
(c)
i /(d(c)i +
φ
(c)
i λ
(c)
i0 ) < 1 for all i. This has been extended to stochastic environments [113, 115, 48],
where the same phenomenon has been shown to exist. A precise statement about
whether such a phenomenon occurs in my model is not possible due to Theorem 4.8
relating to the extinction of a species, rather than the persistence. However, a similar
result by Roy et al. [113] could be possible. Roy et al. [113] show that persistence
is possible even when all patches are sinks, on average. This last component of aver-
aging is required for the phenomenon to occur in the model presented in this section,
as it allows some patches to become sources for some environments (configurations).
Without this, this model would show the opposite; that is, persistence is not possible
in a metapopulation consisting of only sinks. This is also true for the model presented
in Chapter 3. The main reason for the discrepancy between this model and the mod-
els of others [113, 115, 48] is the inclusion of deterministic trajectories in my model.
For example, Schreiber [115] shows that the stochastic metapopulation growth rate, χ,
closely follows λ1 (referred to as ⟨µ⟩ by Schreiber) but is attenuated by the long term
infinitesimal variance. This shows that although λ1 is an important part of determining
whether or not the metapopulation will go extinct, it is not the entire picture.
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5.1 Summary
In this thesis, three stochastic SMMs have been presented that model a metapopulation
within a static environment, a deterministically varying environment and a stochasti-
cally varying environment. These models were based on continuous time Markov pop-
ulation processes for which at least some of the rates were density dependent. These
processes can used to model the population size of a wide range of species. These mod-
els could also be used to model parasitic infections where the patches are interpreted
as hosts. Here I will summarise the results presented, as well as possible extensions
and further research.
In Chapter 3, the question of how an individual’s dynamics affects a population’s
long term behaviour was addressed. A continuous time Markov process on a finite
state space was used to model the individuals in a metapopulation. A SMM was
formulated that was spatially structured in terms of patch connectivity and size, as
well as accounting for the within patch dynamics of births, deaths and migrations. An
analysis of the stationary distribution of this model would have proved unhelpful as the
extinction state is reached with probability one. However, it has been observed that the
time taken for this event to occur can be quite large for other metapopulation models.
Therefore, a differential equation approximation was used. It was determined that
under some technical conditions, the SMM converges in probability over finite time
intervals to a system of nonlinear ordinary differential equations as the population
104
Chapter 5: Conclusion
ceiling increased to infinity. The analysis of the limiting ODE resulted in some very
interesting behaviours. A necessary and sufficient condition was determined that would
ensure a metapopulation’s long term persistence or extinction under a strict symmetry
assumption on some parameters. It is also important to note that this condition did not
depend on the patch ceilings in any way, illustrating that increasing or decreasing patch
ceilings (for example, the land area of a patch) will have no impact on the persistence
of a species satisfying the strict symmetry assumption.
When the strict symmetry assumption did not hold, it was shown that metapopu-
lations consisting of two patch could exhibit an Allee effect, which is where the initial
condition of the metapopulation determines whether or not the metapopulation per-
sists. A necessary condition for the metapopulation to exhibit an Allee effect was
that the metapopulation contained only one patch suitable for reproduction (that is,
bi/(di + φiλi0) > 1) while the other patch was unsuitable (that is, bi/(di + φiλi0) < 1).
Under this assumption, the source of the Allee effect was shown to be the migration
between patches, which differs from the typical source of an initially increasing birth
rate function. When the unsuitable patch was near extinction, the rate of migration to
the unsuitable patch could be sufficiently large so as to draw individuals away from the
suitable patch. This caused the metapopulation to tend towards extinction. However,
when the unsuitable patch was full, the migration rate away from the suitable patch
was small. Individuals then tended to remain on the suitable patch and hence, ensured
the metapopulation’s survival.
In Chapter 3, the long term behaviour of a metapopulation in a static environment
was addressed. The extent to which these results hold for dynamic environments
was then investigated in Chapter 4. In Section 4.2 a SMM similar to that presented
in Chapter 3 was formulated with the addition of time dependent parameters. The
resulting model was only asymptotically density dependent in time so required a new
functional limit law to determine the differential equation approximation. This result
encapsulated all the functional limit laws by Kurtz, Pollett and Pagendam (listed in
Section 2.3) and further extended their results to a new family of processes. Applying
this result to the SMM provided an approximating nonautonomous ODE for large
population ceilings. Under a strict symmetry assumption similar to the one presented
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in Chapter 3, a necessary and sufficient condition was established for the persistence
of a metapopulation in a deterministically changing environment. When this condition
is satisfied, the size of the metapopulation tends to a nonzero level which changed
continuously in time, otherwise it quickly decreases to zero.
Following this, in Section 4.3, the model from Chapter 3 was extended to account
for a stochastically changing environment. The environment was assumed to have a
finite set of configurations, each of which was associated with a set of parameters for
the system. A Markov process was used to describe the state of the environment,
allowing the environment to transition to a new configuration stochastically. A func-
tional limit law was applied which showed that as the population ceiling increases, the
process converges almost surely in Skorokhod topology to a piecewise deterministic
Markov process (PDMP). Under some technical conditions on the initial distribution
and transition rates of the environment, the PDMP was shown to be a random dynam-
ical system (RDS). An analysis was undertaken on the RDS, from which a sufficient
condition for extinction resulted. To demonstrate how to apply this condition, two
examples were provided. Both examples required the calculation of the stationary dis-
tribution of the environment process, pi, as well as the eigenvalue of ∇xF (i,0) with
maximal real part, ri, for each configuration i. It was shown that ri and pii play vital
roles in determining whether the population could go extinct.
5.2 Further Research
5.2.1 A Model with a Static Environment
The most interesting, and surprising, discovery from the results of Chapter 3 is the
possible occurrence of the Allee effect. As previously mentioned, this is because the
Allee effect is usually introduced into a model by a manipulation of the birth rate func-
tion [2, 123]. Although sufficient conditions for a two patch metapopulation to exhibit
an Allee effect were provided, a complete characterisation of the initial conditions that
allow the metapopulation to persist were not determined. It was only possible to state
that if the trajectory begins smaller (larger), by partial ordering, than the unstable
fixed point, x∗u, it will tend to zero (a nonzero fixed point x∗s). A complete character-
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isation of the initial conditions involves determining the domain of attraction for the
fixed points, that is determining a set Dx for a fixed point x, such that if x0 ∈Dx, then
x(t, x0)→ x and x(t, x0) /→ x for all x0 /∈Dx.
Preliminary work for a three patch metapopulation has shown that there is an Allee
effect for higher dimensions. Figure 5.1 illustrates an example of a three patch system
exhibiting an Allee effect. It shows a phase plane diagram from four different per-
spectives; (A) shows the phase plane in three dimensions while (B) is the phase plane
diagram taken at x3 = 0, (C) is for when x2 = 0 and (D) is for when x1 = 0. Two trajec-
tories are plotted and, just like in Figure 3.4A, the metapopulation persists when all
patches are full, whereas it tends towards extinction when the metapopulation starts
small. Therefore, the Allee effect is not a phenomena unique to a two patch system.
Further research into the existence of the Allee effect is required to better understand
when it occurs in higher dimensional systems. While the perturbation analysis per-
formed on the two patch system could be extended to higher dimensional systems, this
approach becomes cumbersome and intractable as the dimension increases. One ap-
proach to proving the existence of an Allee effect in metapopulations with an arbitrary
number of patches would be to apply an extended version of Lemma 3.7 and rework
inequality (3.18).
Without Assumption (F), there is no means to exclude the possibility of an Allee
effect. Therefore, the persistence of a metapopulation is not purely dependent on the
extinction condition (3.9). However, numerical results have shown that the conclusions
of Theorems 3.6 and 3.9 may still hold (that is, there is no Allee effect) even when As-
sumption (F) does not hold. Therefore, the necessary conditions for an Allee effect
remain to be determined and finding such conditions is a high priority. In summary,
there are three main courses of research resulting from this work; first is finding the
domain of attraction for a two patch metapopulation, with higher dimensional sys-
tems a longer term goal; second, a proof that determines sufficient conditions that a
metapopulation with any number of patches can exhibit an Allee effect; and thirdly,
a proof that determines necessary and sufficient conditions for a system to exhibit an
Allee effect.
One aspect of research that has gone mostly untouched is the distribution of the
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Figure 5.1: A phase plane diagram for a J = 3 system, where trajectories are the
red lines and fixed points are the circle (stable) and square (unstable) markers. The
parameters used for this plot were b1(0) = 0.54, d1 = 0.8, φ1 = 0.94, M1 = 0.27, λ12 = 0.3,
λ13 = 0.37 and b2(0) = 4.42, d2 = 1.1, φ2 = 4.82, M2 = 0.67, λ21 = 0.61, λ23 = 0.2 and
b3(0) = 0.24, d3 = 2.63, φ3 = 2.12, M3 = 0.06, λ31 = 0.18, λ32 = 0.51.
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process, at time t or in the limit as t → ∞, derived from Theorems 3.12 or 3.13.
As the deterministic approximation negates the possibility of extinction when certain
criteria are met (unlike the original stochastic process), Barbour and Pollett [17] have
shown that there exists a relationship between these distributions and quasi-stationary
distributions. Exploring this further for our particular process, the distributions from
Theorems 3.12 or 3.13 could be investigated to determine how they change when the
number of fixed points in the deterministic system changes. Of particular interest
would be a metapopulation of two patches, for which the occurrence of an Allee effect
is somewhat understood. Investigating this distribution further should provide a better
understanding about how the underlying stochastic dynamics are affected when an
Allee effect does, or does not, exist.
5.2.2 A Model with a Dynamic Environment
In Chapter 4, models that accounted for either a deterministically or stochastically
changing environment were proposed. However, many environments would be exposed
to both stochastic and deterministic changes and therefore, a model that allows for such
changes needs to be developed. It is unknown whether a result similar to Theorem 2.11,
but with time dependent rates, holds. However, it is expected that such a result
holds if the time dependent rates remain bounded, similar to the conditions given in
Theorem 4.2.
Deterministically Dynamic. It is possible that an Allee effect of some form exists
in the nonautonomous system (4.17) when Assumption (5) does not hold. A numerical
analysis of the system has generated promising results, showing that when variation
in parameters is small, the initial conditions in x and t play some role in determining
the long term behaviour of the system. To confirm the existence of an Allee effect, a
perturbation analysis on a two patch model should be undertaken. However, another
approach will be required for higher dimensional systems. An initial step before a
perturbation analysis is undertaken should be to determine a necessary condition for
persistence when Assumption (5) does not hold, as this will be more applicable to
populations for ecologists.
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Stochastically Dynamic. It may be possible to strengthen the type of convergence
in Theorem 4.8, similar to the results that Bena¨ım and Schreiber [21] proved for a
discrete time model. That is, if condition (4.30) is satisfied, then x(t) → 0 almost
surely. Theorem 4.4.2 from [34] could be used as a starting point to show such a result
is true.
As was the case with a deterministically changing environment, a necessary condi-
tion for persistence, with or without Assumption (v), should be the initial aim of any
further research. Persistence is guaranteed if it is assumed that Assumption (iii) does
not hold such that ν
(c)
i > 0 for all i, c as then 0 will not be an equilibrium point for
any configuration and by Theorem 2.23, the population will persist. However, a more
useful result will be determining a necessary condition for persistence when F (c,0) = 0
for all c and 0 is unstable only for some configurations. As such, it might be expected
that if the top Lyapunov exponent is greater than one, then there exists a nonzero
equilibrium u (see Definition 2.21) such that x(t) → u, at least in probability, for all
initial conditions. However, as Example 1 and Example 2 in Section 4.3.3) demon-
strates, calculating the top Lyapunov exponent is not always straight forward. As
such, a more useful result could find sub-equilibria and super-equilibria (see [34, Sec-
tion 3.4]) and one of the many results from [34, Chapter 5] could then be applied. In
our context, a sub-equilbrium (super-equilibrium) is a set of points that remain smaller
(larger) by partial ordering than the trajectory of the metapopulation density for all
t, taking into account that the environment switches configurations. The point 0 is an
example of a sub-equilibrium, while M (the relative patch ceilings) would be classified
as a super-equilibrium.
Even when applied to simple systems (see Example 1 in Section 4.3.3), condi-
tion (4.30) does not fully characterise the relationship between an individual’s dynam-
ics and the population’s outcome. Therefore, an important step is to determine the
relationship the eigenvalue with largest real part, ri, has with the parameters of con-
figuration i. Condition (3.9) provides a method to determine whether ri is positive,
negative or zero. A logical next step would be to determine the relationship more
precisely, at least for simple systems. An example of this is the homogeneous system
discussed in Section 4.3.4, where ri = ρi(J − 1) + αi.
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The presence of an Allee effect in a model with a stochastically changing environ-
ment could also be established. If every configuration exhibits an Allee effect, it might
be expected that the RDS would exhibit an Allee effect of some form as well. This
is likely to be true, however a better description for an Allee effect in an RDS will
be required before confirmation. An initial step would be to numerically confirm the
presence of an Allee effect for some appropriate range of parameters.
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