correlation coefficient between it and the spikes in the combined pool was calculated. The mean 144 correlation coefficient over spikes in each combined pool varied from a minimum 0.73 to maximum Templates that gave a spontaneous rate that was not at least five times smaller than the peak 148 response in the tuning curves were rejected as noise.
149
We quantified the quality of our spike sorting by calculating, for each cell, a signal-to-noise ratio analogously. The relative change is referenced to the peak rate, and lies between 0 and 1.
197
The fitting was performed by a least-squares optimisation on the parameters some cases a systematic discrepancy between the two estimates was observed at low spike counts.
231
The experimentally obtained parameter estimate was deemed unbiased if it differed from the 232 simulated parameter estimate with = exp simulated spikes, by less than two standard errors of 233 its mean.
234
Analysis of responses to drifting gratings. The population of cells that were presented with contrast 235 reversing gratings, were also presented with drifting sinusoidal gratings, and formed a subset of a 236 much larger population from previous studies that were only presented with drifting gratings. For 237 these cells we performed a similar analysis to that described above to obtain the modulation depth 238 as the spatio-temporal phase was advanced to produce the travelling wave characteristic of these 239 stimuli. The direction, spatial and temporal frequency of the drifting gratings were chosen to be 240 optimal for the cell and were presented within a circular aperture of optimal size centred on its RF. were analogous to those used for contrast reversing gratings.
252
The modulation ratio (F1/F0) was calculated for each cell presented with drifting gratings by 253 performing a fast Fourier transform of the one-dimensional period-histogram described above (fft 254 function, Matlab) and dividing the magnitudes of the appropriate components.
255
Histology. Brains were sectioned in the coronal plane using cryo-sectioning with a section width of surface. Specific lesion markers in nearby tracks were placed after the recording period had finished 264 using specific lesion electrodes. These gave verifiable markers to compare recording depths with 265 the brain surface. Based on the thionin stain, we were able to locate the boundaries of layers 1, 4, 5 and 6 with great accuracy. The boundary between layer 2 and 3 was far more difficult to determine 267 in some sections. Therefore, when layer 2 and 3 are discussed separately below, the boundary 268 between the two is most often taken as the line that is exactly half way between the layers 1/2 and 269 3/4 borders. In general, the results presented from layers 2 and 3 do not differ but we segregated the 270 data using the half-way point in case any systematic differences were evident. give us a comparison with the complex cell population.
278
The raster plot in Figure 1A shows responses from a simple cell presented with contrast- 
300
To quantify these space-time tuning characteristics at a range of stimulus contrasts, the 301 modulation depth and phase-separation of the two response peaks were calculated from the period- shows the unfitted response of the example cell at each stimulus contrast tested (Fig. 3A) , and the 317 row underneath shows the corresponding fitted responses (Fig. 3B ). The measured spatial (Fig. 3C) ; it varied from a minimum of = 0.18±0.05 at 100% contrast (mean across the two 320 peaks ± SEM) to a maximum of = 0.6±0.05 at 6% contrast, which was just above the lowest 321 contrast that drove the cell significantly above its spontaneous rate (see Fig. 3H ). In comparison, the 322 measured temporal modulation depth was generally high, but showed no consistent change with 323 contrast (Fig. 3D) . The spatial phase-separation of the response peaks was 88°±23° at 100% 324 contrast, but decreased as contrast was reduced (Fig. 3E) . In comparison, the temporal phase-325 separation remained consistently around 180 o across all driving contrasts (Fig. 3F ). An advance to 326 earlier temporal phases at higher contrast is also evident in Figure 3F ; an observation that was Albrecht 1995). As expected, both the peak (Fig. 3G ) and overall mean spike rate (Fig. 3H) 
329
increased as a function of stimulus contrast.
330
For comparison, Figure 4 shows the same analysis for the example simple cell shown in 331 Figure 1 . In this case, both the spatial and temporal modulation depth were high, but not completely 332 saturated, and did not change markedly with contrast level (Fig. 4C, D) . Similarly, both the spatial 333 and temporal phase-separation of the peaks were around 180 o and did not change markedly with 334 contrast (Fig. 4E & 4F) . As for the complex cell shown in Figure 3 , the mean and peak spike rate 335 tended to increase with stimulus contrast (Fig. 4H, G) .
336
The mean modulation depth over the population of cells is shown in Figure 5 as a function 337 of contrast. Mean spatial modulation depth (squares) showed a general trend to greater modulation 338 depth as contrast is reduced, with the increase being most pronounced from high contrast (48%,
339
64% and 100%) to mid contrast (16%, 24%, 32%). In comparison, mean temporal modulation 340 depth (diamond) changed less with contrast, being greatest at mid contrasts, and declining at both 341 high (48%, 64% and 100%) and low contrasts (6%, 8% and 12%).
342
The trends in the population means of modulation depth were indicative of overall 343 population behaviour, but also masked considerable variability within the population. We therefore contrast, leading to a more modulated response. Analogously, in the sum, + , the linear term,
581
, dominates when ≪ 1, while the quadratic term, , dominates when ≫ 1, where is a 582 positive signal, and and are constants.
583
In summary, we are not able to provide a definitive model to explain the contrast-dependent 584 phase sensitivity that we observe but it is clear that future cortical models must account for a range 
