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equations and neutral differential equations with infinite delay and obtain two new
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1. Introduction
In this paper, we consider the existence and uniqueness of solutions of the following initial value problems:
Dαx(t) = f (t, xt), 0 ≤ t ≤ T , (1.1)
x(t) = φ(t), −∞ < t ≤ 0 (1.2)
and
Dα[x(t)− g(t, xt)] = f (t, xt), 0 ≤ t ≤ T , (1.3)
x(t) = φ(t), −∞ < t ≤ 0, (1.4)
where Dα (0 < α < 1) is the α-th Riemman–Liouville fractional derivative, g, f : [0, T ] × B → R with g(0, φ) = 0, B is a
phase space of functions mapping (−∞, 0] into R, which will be specified in Section 2, and φ ∈ Bwith φ(0) = 0.
For each x : (−∞, T ] → R, we define xt(θ) by xt(θ) = x(t + θ) for 0 ≤ t ≤ T and −∞ < θ ≤ 0. It is easy to see that
xt ∈ B.
The initial value problems (1.1)–(1.4) have received much attention. (See [1–15].) For the most recent works on the
existence and uniqueness of solutions of (1.1)–(1.4), see [16–21].
But in the previous uniqueness results for (1.1)–(1.2), the nonlinear term f needs to satisfy one of the following two
conditions: (i) there exist functions pf , rf ∈ C([0, T ), [0,∞)) such that, for each u ∈ B,
|f (t, u)| ≤ pf (t)‖u‖B + rf (t), T ≥ t ≥ 0 (1.5)
and (ii) there exists a positive constant Lf such that, for any u, v ∈ B,
|f (t, u)− f (t, v)| ≤ Lf ‖u− v‖B, t ≥ 0 (see [16–19]). (1.6)
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In previous uniqueness results for (1.3)–(1.4), in addition to conditions (1.5) and (1.6), the nonlinear term g needs to
satisfy one of the following conditions: (i) there exist functions pg , rg ∈ C([0, T ), [0,∞)) such that for each u ∈ B,
|g(t, u)| ≤ pg(t)‖u‖B + rg(t), T ≥ t ≥ 0 (1.7)
and (ii) there exists a positive constant Lg such that, for any u, v ∈ B,
|g(t, u)− g(t, v)| ≤ Lg‖u− v‖B, t ≥ 0 (see [16,17]). (1.8)
Each of the above conditions is so strong that, by using these results, we cannot discuss the uniqueness of solutions of
some very simple problems (see Section 5).
In this paper, using a newmethod (see [21]), we study the existence and uniqueness of solutions of (1.1)–(1.4) and obtain
some new uniqueness results. In these results, none of the above conditions is assumed.
The paper is organized as follows. In Section 2, some required notations, definitions and a lemma are given. In Section 3,
we study the existence and uniqueness of solutions of (1.1)–(1.2) and obtain Theorem 3.1. In Theorem 3.1, neither of the
conditions (1.5) and (1.6) is assumed. In Section 4, we study the existence and uniqueness of solutions of (1.3)–(1.4) and
obtain Theorem 4.1. In Theorem 4.1, neither of the corresponding conditions to (1.5) and (1.6) is assumed. In Section 5, to
demonstrate the application of our results, we give an example. In Section 6, we give a conclusion.
Our work is motivated by the work of [16].
2. Preliminaries
In this section, some required notations, definitions and a lemma are given.
Set
X0 = {z ∈ C([0, T ],R) : z0 = 0}
with the norm
‖z‖0 = ‖z0‖B + sup{|z(t)| : T ≥ t ≥ 0} = sup{|z(t)| : T ≥ t ≥ 0} = ‖z‖.
It follows that X0 is a Banach spaces. (See [16].)
Definition 2.1 ([13]). The Riemann–Liouville fractional primitive of orderα > 0 for the function x : [0, T ] → R is defined as
Iα0 x(t) =
∫ t
0
(t − s)α−1
0(α)
x(s)ds,
provided that the right-hand side exists pointwise on [0, T ], where 0 is the gamma function.
For instance, for each x ∈ C([0, T ])∩L1([0, T ]), Iα0 x(t) exists, and for each x ∈ C([0, T ]), Iα0 x(t) ∈ C([0, T ]) and Iα0 x(0) = 0.
For any r , α > 0, Ir Iα = Ir+α .
Definition 2.2 ([13]). Let 1 > α > 0. The α-th Riemann–Liouville derivative of x ∈ C([0, T ],R) is defined as
(Dαx)(t) = 1
0(1− α)
d
dt
∫ t
0
(t − s)−αx(s)ds = d
dt
I1−α0 x(t).
It follows that, for each x ∈ C([0, T ]) ∩ L1([0, T ]), Dα Iαx(t) = x(t).
Following [16], the phase space B is a linear space of functions mapping (−∞, 0] → R, endowed with a seminorm ‖ · ‖B,
and it satisfies the following fundamental axioms.
(n1) There exist a constant H ≥ 0 and locally bounded functions K ∈ C([0, T ], [0,∞)),M : [0,∞) → [0,∞) such that,
for any x : (−∞, T ] → Rwith x0 ∈ B and T ≥ t ≥ 0,
(n11) xt ∈ B,
(n12) ‖xt‖B ≤ K(t) sup{|x(s)| : 0 ≤ s ≤ t} +M(t)‖x0‖B,
(n13) |x(t)| ≤ H‖xt‖B.
(n2) If x(·) is as in (n1), xt ∈ C([0, T ], B).
(n3) The space B is complete.
Set
KT = max
T≥t≥0
|K(t)| and MT = max
T≥t≥0
|M(t)|.
Lemma 2.1 ([1]). Let 0 < α < 1 and h ∈ C((0, T ],R) with limt→0+ h(t) = h(0+). Then x is a solution of the equation
x(t) = 1
0(α)
∫ t
0
(t − s)α−1h(s)ds, 0 ≤ t ≤ 1
if and only if x is a solution of the problem
Dαx(t) = h(t), 0 < t ≤ T ,
x(0) = 0.
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3. An existence and uniqueness result of (1.1)–(1.2) and its proof
In this section, we shall give an existence and uniqueness result of (1.1)–(1.2) and prove it.
First, from Lemma 2.1, it is easy to see that x(t) is a solution of (1.1)–(1.2) if and only if
x(t) = φ(t), 0 ≥ t > −∞
and x(t) = 1
0(α)
∫ t
0
(t − s)α−1f (s, xs)ds, T ≥ t ≥ 0.
Next, set
z¯(t) = z(t), T ≥ t ≥ 0 and z¯(t) = 0, 0 ≥ t ≥ −∞, (3.1)
where z ∈ C((0, T ],R) with z(0) = 0 and x is a solution of (1.1)–(1.2). Then z¯0 = 0 and x(·) can be decomposed as
x(t) = z¯(t)+ ϕ(t) for T ≥ t ≥ 0⇒ xt = z¯t + ϕt for T ≥ t ≥ 0, where
ϕ(t) = 0, T ≥ t ≥ 0 and ϕ(t) = φ(t), 0 ≥ t ≥ −∞. (3.2)
Therefore, problem (1.1)–(1.2) is transformed into the following fixed point problem.
z(t) = 1
0(α)
∫ t
0
(t − s)α−1f (s, z¯s + ϕs)ds, T ≥ t ≥ 0 (see [16]). (3.3)
In this section, our main result is as follows.
Theorem 3.1. Let 0 < α < 1. Assume that there exist l > 1, 1 > γ > 0, a(t) ∈ C([0, T ], [0,∞)) with KT
0(α)
 T
0 (T −
s)α−1a(s)ds ≤ 1− γ and R > 0 with ‖φ‖B ≤ R such that, for each x ∈ B with ‖x‖B ≤ MTR,
1
0(α)
∫ T
0
(T − s)α−1|f (s, x)|ds ≤ R, (3.4)
and for any x, y ∈ B with ‖x‖B, ‖y‖B ≤ lR/γ ,
|f (t, x)− f (t, y)| ≤ a(t)‖x− y‖B, T ≥ t ≥ 0. (3.5)
Then (1.1)–(1.2) has a unique solution.
We divide the proof of Theorem 3.1 into the following two lemmas.
Lemma 3.1. If (3.4) and (3.5) holds, then (3.3) has a unique solution ψ with ‖ψ‖ ≤ lR/γ .
Proof of Lemma 3.1. Define a bounded, convex and closed subset L of X0 and the operator A : X0 → X0 as follows:
L =

z ∈ X0 : |z(t)| ≤ lR
γ
for t ≥ 0

(3.6)
and
Az(t) = 1
0(α)
∫ t
0
(t − s)α−1f (s, z¯s + ϕs)ds, T ≥ t ≥ 0. (3.7)
Then
‖ϕt‖B ≤ K(t) sup
t≥s≥0
|ϕ(s)| +M(t)‖ϕ0‖B
≤ M(t)‖ϕ0‖B ≤ MT‖φ‖B ≤ MTR
which, together with (3.4)–(3.7), yields that, for each z ∈ L,
|Az(t)| = 1
0(α)
∫ t
0
(t − s)α−1f (s, z¯s + ϕs)ds

≤ 1
0(α)
[∫ t
0
(t − s)α−1f (s, ϕs)ds
+ ∫ t
0
(t − s)α−1|f (s, z¯s + ϕs)− f (s, ϕs)|ds
]
≤ R+ 1
0(α)
∫ t
0
(t − s)α−1a(s)‖z¯s‖Bds
≤ R+ 1
0(α)
∫ t
0
(t − s)α−1a(s)KT sup
0≤ξ≤s
|z(ξ)|ds
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≤ R+ ‖z‖
0(α)
∫ t
0
(t − s)α−1a(s)KTds
≤ R+ (1− γ ) lR
γ
= lR
γ
− (l− 1)R, (3.8)
which yields that
A : L → L, (3.9)
and for any z, z∗ ∈ L, from (3.5)–(3.7), we have
|Az(t)− Az∗(t)| ≤ 1
0(α)
∫ t
0
(t − s)α−1|f (s, z¯s + ϕs)− f (s, z¯∗s + ϕs)|ds
≤ 1
0(α)
∫ t
0
(t − s)α−1a(s)‖z¯s − z¯∗s‖Bdhds
≤ 1
0(α)
∫ t
0
(t − s)α−1a(s)KT sup
s≥ξ≥0
|z(ξ)− z∗(ξ)|dhds
≤ (1− γ )‖z − z∗‖, T ≥ t ≥ 0,
which, together with (3.9), yields that A : L → L is a contraction. Therefore, from the Banach fixed point theorem, it is easy
to see that in L, A has a unique fixed point ψ . The proof is completed. 
Next, we have the following lemma.
Lemma 3.2. If (3.4) and (3.5) holds and z(t) is a solution of (3.3), then z(t) ≡ ψ(t) for 0 ≤ t ≤ T , where ψ(t) is as
in Lemma 3.1.
Proof of Lemma 3.2. First, from (3.3), it is easy to see that
|ψ(t)| ≤ lR
γ
− (l− 1)R, T ≥ t ≥ 0. (3.10)
Set
T0 = inf

t : t ≥ 0 and |z(t)| > lR
γ

.
Then (i)

t : t ≥ 0 and |z(t)| > lR
γ

is empty or (ii) T0 = T or (iii) T > T0 > 0.
If (i) or (ii) holds, then |z(t)| ≤ lR
γ
for T ≥ t ≥ 0, and from (3.5) we have
sup
0≤t≤T
|z(t)− ψ(t)| ≤ 1
0(α)
sup
0≤t≤T
∫ t
0
(t − s)α−1|f (s, z¯s + ϕs)− f (s, ψ¯s + ϕs)|ds
≤ 1
0(α)
∫ T
0
(T − s)α−1a(s)‖z¯s − ψ¯s‖Bds
≤ 1
0(α)
∫ T
0
(T − s)α−1a(s)KT sup
0≤ξ≤s
|z(ξ)− ψ(ξ)|ds
≤ 1
0(α)
sup
0≤ξ≤T
|z(ξ)− ψ(ξ)|
∫ T
0
(T − s)α−1a(s)KTds
≤ (1− γ ) sup
0≤t≤T
|z(t)− ψ(t)|,
which yields that
z(t) = ψ(t) for T ≥ t ≥ 0. (3.11)
If (iii) holds, then |z(T0)| = lRγ , |z(t)| ≤ lRγ for 0 ≤ t ≤ T0, and from (3.5) we have
sup
0≤t≤T0
|z(t)− ψ(t)| ≤ 1
0(α)
sup
0≤t≤T0
∫ t
0
(t − s)α−1|f (s, z¯s + ϕs)− f (s, ψ¯s + ϕs)|ds
≤ 1
0(α)
∫ T0
0
(T0 − s)α−1a(s)‖z¯s − ψ¯s‖Bds
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≤ 1
0(α)
∫ T0
0
(T0 − s)α−1a(s)KT sup
0≤ξ≤s
|z(ξ)− ψ(ξ)|ds
≤ 1
0(α)
sup
0≤ξ≤T0
|z(ξ)− ψ(ξ)|
∫ T0
0
(T0 − s)α−1a(s)KTds
≤ (1− γ ) sup
0≤t≤T0
|z(t)− ψ(t)|,
which yields that
x(t) = ψ(t) for T0 ≥ t ≥ 0, (3.12)
which, together with (3.10), yields that
(l− 1)R ≤ |x(T0)− ψ(T0)|
≤ 1
0(α)
∫ T0
0
(T0 − s)α−1|f (s, z¯s + ϕs)− f (s, ψ¯s + ϕs)|ds = 0,
which yields that (i) or (ii) holds (see (3.11)). The proof is completed. 
Finally, from Lemmas 2.1, 3.1 and 3.2 and (3.3), it is easy to see that Theorem 3.1 holds.
4. An existence and uniqueness result of (1.3)–(1.4)
In this section, we shall give an existence and uniqueness result of solutions of (1.3)–(1.4) (see Theorem 4.1).
First, it is easy to see that x(t) is a solution of (1.3)–(1.4) if and only if
x(t) = φ(t), 0 ≥ t > −∞
and x(t) = g(t, xt)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, xs)ds, T ≥ t ≥ 0.
Therefore, problem (1.3)–(1.4) is transformed into the following fixed point problem.
z(t) = g(t, z¯t + ϕt)+ 1
0(α)
∫ t
0
(t − s)α−1f (s, z¯s + ϕs)ds, T ≥ t ≥ 0, (4.1)
where z¯ and ϕ are as in (3.1) and (3.2), respectively.
The following condition is needed in Theorem 4.1.
(H): the function g is continuous, completely continuous, and for any bounded set B ∈ Ω , the set {t → g(t, yt) : y ∈ B}
is equicontinuous in C([0, b], R).
In this section, our main results are as follows.
Theorem 4.1. Let 0 < α < 1. Assume that (H) is satisfied and there exist l > 1, 1 > γ > 0, a(t), b(t) ∈ C([0, T ], [0,∞))
with KT
0(α)
 T
0 (T−s)α−1a(s)ds+KT supT≥t≥0 b(t) ≤ 1−γ and R > 0with ‖φ‖B ≤ R such that, for each x ∈ Bwith ‖x‖B ≤ MTR,g(t, x)+ 10(α)
∫ t
0
(t − s)α−1f (s, x)ds
 ≤ R, T ≥ t ≥ 0, (4.2)
and for any x, y ∈ B with ‖x‖B, ‖y‖B ≤ lR/γ ,
|f (t, x)− f (t, y)| ≤ a(t)‖x− y‖B, T ≥ t ≥ 0 (4.3)
and
|g(t, x)− g(t, y)| ≤ b(t)‖x− y‖B, T ≥ t ≥ 0. (4.4)
Then (1.3)–(1.4) has a unique solution.
The proof of Theorem 4.1 is similar to the proof of Theorem 3.1. So we omit it.
5. An example
Let τ > 0 and set
Bτ = {x ∈ C((−∞, 0],R) : lim
θ→−∞ e
τθx(θ) exists in R}
with the norm
‖x‖τ = sup
−∞<θ≤0
eτθ |x(θ)|.
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Then Bτ is a Banach space and a phase space, K = M = H = 1, and for each x : (−∞, T ] → R,
lim
θ→−∞ e
τθxt(θ) = e−τ t lim
θ→−∞ e
τθx0(θ) (see [16]).
Example 5.1. Consider the following problem:
Dαx(t) = e
−2τ t‖xt‖2
12(1+ c) , 0 ≤ t ≤ T , 0 < α < 1, (5.1)
x(t) = φ(t) = e
−τ t − 1
2
, −∞ < t ≤ 0, (5.2)
where c0(α) ≥ c0
 T
0 s
α−1e−sds and c0 > 1 is fixed (see [16]). Then φ(0) = 0.
Set
f (t, x) = e
2τ tx2
12(1+ c)
and take
l = 3
2
, γ = 1
2
, a(t) ≡ 1
2c
and R = 1.
Then, for each x ∈ Bwith ‖x‖B ≤ MTR = R,
1
0(α)
∫ T
0
(T − s)α−1|f (s, x)|ds = 1
0(α)
∫ T
0
(T − s)α−1
 e−2τ sx212(1+ c)
 ds
≤ 1
0(α)
∫ T
0
(T − s)α−1 ‖x‖
2
Bτ
12(1+ c)ds
≤ ‖x‖
2
Bτ
3c0(α)
∫ T
0
(T − s)α−1ds ≤ 1
3c0
< R,
for any x, y ∈ Bγ with ‖x‖Bγ , ‖y‖Bγ ≤ lR/γ = 3R,
|f (t, x)− f (t, y)| =
e−2τ t [x2 − y2]12(1+ c)

≤ ‖x+ y‖Bτ ‖x− y‖Bτ
12(1+ c) ≤
‖x− y‖Bτ
2c
= a(t)‖x− y‖Bτ
and
KT
0(α)
∫ T
0
(T − s)α−1a(s)ds ≤ 1
0(α)
∫ T
0
(T − s)α−1 1
2c
ds ≤ 1
2
= 1− γ .
Therefore, from Theorem 3.1, it is easy to see that problem (5.1)–(5.2) has a unique solution. But the function f does not
satisfy the conditions (1.5) and (1.6).
Example 5.2. Consider the following problem:
Dα
[
x(t)− e
−2τ t‖xt‖2
24(1+ t)
]
= e
−2τ t‖xt‖2
24(1+ c) , 0 ≤ t ≤ T , 0 < α < 1, (5.3)
x(t) = φ(t) = e
−τ t − 1
2
, −∞ < t ≤ 0, (5.4)
where c is in (5.1).
Set
f (t, x) = e
2τ tx2
24(1+ c) , g(t, x) =
e−2τ tx2
24(1+ t)
and take
l = 3
2
, γ = 1
2
, a(t) ≡ 1
4c
, b(t) ≡ 1
4
and R = 1.
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Then, for each x ∈ Bwith ‖x‖B ≤ MTR = R,g(t, x)+ 10(α)
∫ T
0
(T − s)α−1f (s, x)ds
 ≤  e−2τ tx224(1+ t)
+ 10(α)
∫ T
0
(T − s)α−1
 e−2τ sx224(1+ c)
 ds
≤ ‖x‖
2
Bτ
24
+ 1
0(α)
∫ T
0
(T − s)α−1 ‖x‖
2
Bτ
12(1+ c)ds
≤ ‖x‖
2
Bτ
24
+ ‖x‖
2
Bτ
6c0(α)
∫ T
0
(T − s)α−1ds ≤ 1
24
+ 1
6c0
< R,
for any x, y ∈ Bγ with ‖x‖Bγ , ‖y‖Bγ ≤ lR/γ = 3R,
|f (t, x)− f (t, y)| =
e−2τ t [x2 − y2]24(1+ c)

≤ ‖x+ y‖Bτ ‖x− y‖Bτ
24(1+ c) ≤
‖x− y‖Bτ
4c
= a(t)‖x− y‖Bτ ,
|g(t, x)− g(t, y)| =
e−2τ t [x2 − y2]24(1+ t)

≤ ‖x+ y‖Bτ ‖x− y‖Bτ
24
≤ ‖x− y‖Bτ
4
= b(t)‖x− y‖Bτ
and
KT
0(α)
∫ T
0
(T − s)α−1a(s)ds+ KT sup
T≥t≥0
b(t) ≤ 1
0(α)
∫ T
0
(T − s)α−1 1
4c
ds+ 1
4
≤ 1
4
+ 1
4
= 1− γ .
Therefore, from Theorem 4.1, it is easy to see that problem (5.3)–(5.4) has a unique solution. But the functions f and g don’t
satisfy the conditions (1.5)–(1.8).
6. Conclusion
In this paper, by using fixed point theory and a new method (see [21]), we obtain two sufficient conditions for the
existence and uniqueness of solutions of (1.1)–(1.4) (see Theorems 3.1 and 4.1). From Examples 5.1 and 5.2, it is easy to
see that our results are new and interesting.
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