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Abstract In this paper an explicit algorithm is proposed for solving an equilibrium prob-
lem whose associated bifunction is pseudomonotone and satisfies a Lipschitz-type condi-
tion. Contrary to many algorithms, our algorithm is done without using explicitly the Lips-
chitz constants of bifunction although its convergence is obtained under such that condition.
The introduced method is a form of proximal-like method whose steplengths are explicitly
generated at each iteration without using any linesearch procedure. First we prove the con-
vergence of the algorithm, and after we establish its R-linear rate of convergence under the
assumption of strong pseudomonotonicity of the bifunction. Afterwards several numerical
results are displayed to illustrate and to compare the behavior of the new algorithm with
other ones.
Keywords Equilibrium problem · Pseudomonotone bifunction · Strongly pseudomonotone
bifunction · Lipschitz-type condition
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1 Introduction
This paper concerns an iterative method for approximating a solution of an equilibrium prob-
lem (shortly, EP) in the sense of Blum, Muu and Oettli in [6,20,21]. This problem is also
called the Ky Fan inequality [16] due to his early contribution in this field. Problem (EP) can
be considered a general mathematical model because it unifies in a simple form numerous
models as optimization problems, variational inequalities, fixed point problems and many
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others, see for example [8,14]. This can be the reason why in recent years problem (EP)
has received a lot of attention by some authors both theoretically and algorithmically. The
most well-known algorithms for solving problem (EP) are the proximal point method [19,
13], the proximal-like method (extragradient method) [9,23], the descent method [4,15],
the linesearch extragradient method [23], the projected subgradient method [25], the golden
ratio algorithm [27] and others [1,5,9,10,11,12,17,26].
The proximal point method is based on the so-called resolvent of bifunction. At each iter-
ation, this method consists in solving a regularized equilibrium subproblem depending on
a parameter. The solutions of these subproblems can converge finitely or asymptotically to
some solution of the original problem. In this paper, we are interested in another well-known
kind of methods using optimization subprograms. It is the extragradient method as devel-
oped in [9,10,23], where two optimization programs are solved at each iteration. This can be
expensive in the cases where the bifunction and/or the feasible set have complicated struc-
tures. Very recently, a nice and elegant algorithm, named the golden ratio algorithm, has
been proposed by Malitsky [18] for solving (pseudo) monotone variational inequalities in
finite dimensional spaces. Unlike extragradient-like algorithms, the golden ratio algorithm
[18] only requires to compute one projection on feasible set and one value of operator at
the curren approximation. This algorithm is done in both cases with and without previously
konwing the Lipschit constant of operator.
Recently, motivated by the results of Malitsky [18], Vinh has introduced an algorithm which
only uses one optimization program per iteration to construct solution approximations for
problem (EP), see [27, Algorithm 3.1] for more details. At this stage, it is emphasized that
the algorithms in [9,10,23,27] are applied to pseudomonotone (EP) under a Lipschitz-type
condition, and that these algorithms explicitly use a stepsize depending on the Lipschitz-
type constants of the bifunction. In particular, this means that the Lipschitz-type constants
must be the input parameters of the algorithms although these constants are often unknown
or difficult to estimate. In his paper Vinh has presented another algorithm [27, Algorithm
4.1] where the Lipschitz-type constants associated with the bifunction are not supposed to
be a priory known. The stepsizes are defined explicitly at each iteration in such a way that
their sequence is decreasing and not summable. Under these new rules, Vinh has established
the strong convergence of the iterative sequence generated by his algorithm without its rate
of convergence.
In this paper, motivated and inspired by the aforementioned results, we introduce an iterative
algorithm for solving an equilibrium problem involving a pseudomonotone and Lipschitz-
type bifunction in a finite dimensional space. The algorithm is explicit in the sense that it is
done without previously knowing the Lipschitz-type constants. The algorithm uses variable
stepsizes which are generated at each iteration and are based on some previous iterates. No
linesearch procedure is required and the convergence of the resulting algorithm is obtained
under the assumption of pseudomonotonicity of the bifunction. These results improve the
ones obtained by Vinh in [27]. Furthermore, in the case when the bifunction is strongly pseu-
domonotone, we can establish the R-linear rate of convergence of the algorithm. Numerical
results are reported to demonstrate the behavior of the new algorithm and also to compare it
with some other algorithms.
The remainder of this paper is organized as follows: In Sect. 2 we collect some definitions
and preliminary results used in the paper. Sect. 3 deals with the description of the new algo-
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rithm and its convergence. Finally, in Sect. 4, several numerical experiments are reported to
illustrate the behavior of the new algorithm.
2 Preliminaries
Let C be a nonempty closed convex subset in ℜm and f :C×C → ℜ be a bifunction with
f (x,x) = 0 for all x ∈ C. The equilibrium problem (shortly, EP) for the bifunction f on C
can be stated as follows:
Find x∗ ∈C such that f (x∗,y)≥ 0 for all y ∈C. (EP)
For solving this problem, we need to recall some concepts of monotonicity of a bifunction,
see [6,21] for more details. A bifunction f :C×C →ℜ is said to be:
(a) strongly monotone on C if there exists a constant γ > 0 such that
f (x,y)+ f (y,x)≤−γ ‖x− y‖2 for all x,y ∈C;
(b) monotone on C if
f (x,y)+ f (y,x)≤ 0 for all x,y ∈C;
(c) pseudomonotone on C if
f (x,y)≥ 0 =⇒ f (y,x)≤ 0 for all x,y ∈C;
(d) strongly pseudomonotone on C if there exists a constant γ > 0 such that
f (x,y)≥ 0 =⇒ f (y,x)≤−γ ‖x− y‖2 for all x,y ∈C.
From the above definitions, it is easy to see that the following implications hold:
(a) =⇒ (b) =⇒ (c) and (a) =⇒ (d) =⇒ (c).
We say that the bifunction f satisfies a Lipschitz-type condition if there exist c1 > 0,c2 > 0
such that
f (x,y)+ f (y,z)≥ f (x,z)− c1‖x− y‖2− c2‖y− z‖2 for all x, y, z ∈C.
Let g :C →ℜ be a proper, lower semicontinuous, convex function and let λ > 0. The prox-
imal operator proxλg associated with g and λ > 0 is defined by
proxλg(z) = argmin
{
λg(x)+
1
2
‖x− z‖2 : x ∈C
}
, z ∈ ℜm.
The following lemma gives an important property of the proximal mapping (see [3] for more
details)
Lemma 2.1 Let z ∈ ℜm. Then x¯ = progλg(z)⇔ 〈x¯− z,x− x¯〉 ≥ λ (g(x¯)−g(x)) , ∀x ∈C.
Remark 2.1 From Lemma 2.1, it is easy to show that if x = proxλg(x) then
x ∈ argmin{g(y) : y ∈C} :=
{
x ∈C : g(x) =min
y∈C
g(y)
}
.
The next result is also valid in any Hilbert space, see, e.g., in [3, Corollary 2.14].
Lemma 2.2 For all x, y ∈ ℜm and α ∈ ℜ, the following equality always holds
‖αx+(1−α)y‖2 = α‖x‖2+(1−α)‖y‖2−α(1−α)‖x− y‖2.
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3 Explicit Golden Ratio Algorithm
In this section, we introduce an explicit golden ratio algorithm (EGRA) for solving the
pseudomonotone equilibrium problem (EP) under a Lipschitz-type condition. Although, for
the convergence of the algorithm, we assume that the bifunction f satisfies Lipschitz-type
condition, but the prior knowledge or even an estimate of Lipschitz-type constants is not
necessary to be required. This is particularly interesting when these constants are unknown
or difficult to approximate.
For displaying the new algorithm and for the sake of simplicity, we use the notation [t]+ =
max{0, t} and adopt the convention 0
0
=+∞. Now our algorithm can be displayed in details
as follows:
Algorithm 3.1 (EGRA for Equilibrium Problem) .
Initialization: Set ϕ = 1
2
(
√
5+1). Choose x¯−1 ∈ℜm, x−1, x0 ∈C, λ0 > 0 and µ ∈
(
0, 1
2
ϕ
)
.
Iterative Steps: Assume that x¯n−1 ∈ℜm, xn−1, xn ∈C and λn are known and calculate xn+1
and λn+1 as follows:

x¯n =
(ϕ−1)xn+x¯n−1
ϕ ,
xn+1 = proxλn f (xn,.)(x¯n)
λn+1 =min
{
λn,
µ(‖xn−1−xn‖2+‖xn−xn+1‖2)
2[ f (xn−1,xn+1)− f (xn−1,xn)− f (xn,xn+1)]+
}
.
Remark 3.2 For Algorithm 3.1, we can use the following stopping criterion:
if xn+1 = xn = x¯n then stop: the iterate xn is a solution of problem (EP).
In fact, this criterion comes from the definition of xn+1 and from the Remark 2.1.
Remark 3.3 Contrary to the algorithm in [27, Algorithm 3.1] Algorithm 3.1 does not require
to know the values (even, the estimates) of the two Lipschitz-type constants associated to
f and is also without any linesearch procedure. The sequence of the stepsizes λn can be
suitably updated at each iteration by some cheap computations.
As Remark 3.4 below, the sequence of stepsizes {λn} generated by Algorithm 3.1 is
separated from 0. Then, our algorithm can be more attractive than an algorithm with di-
minishing stepsizes or with a linesearch procedure which requires many computations over
iteration with some stopping criterion, and of course this is time-consuming.
3.1 The convergence of EGRA
In this part, we establish the convergence of algorithm EGRA. For that purpose, we consider
the following standard assumptions imposed on the bifunction f :
(A1) f (x,x) = 0 for all x ∈C and f is pseudomonotone on C;
(A2) f satisfies the Lipschitz-type condition on C;
(A3) f (.,y) is upper semicontinuous for each y ∈C;
(A4) f (x, ·) is convex and subdifferentiable on C for each x ∈C.
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Remark 3.4 Let n be fixed. Since f satisfies the Lipschitz-type condition, we obtain for all n
f (xn−1,xn+1)− f (xn−1,xn)− f (xn,xn+1) ≤ c1‖xn−1− xn‖2+ c2‖xn− xn+1‖2
≤ max{c1,c2}
[‖xn−1− xn‖2+‖xn− xn+1‖2] .
Hence, when f (xn−1,xn+1)− f (xn−1,xn)− f (xn,xn+1)> 0, we can deduce that
min
{
λn,
µ
2max{c1,c2}
}
≤ λn+1 ≤ λn.
Since, by convention, λn+1 = λn when f (xn−1,xn+1)− f (xn−1,xn)− f (xn,xn+1)≤ 0, we ob-
tain that the sequence {λn} is nonincreasing and bounded below by min
{
λ0,
µ
2max{c1,c2}
}
.
Hence λn → λ > 0.
Remark 3.5 A characteristic of the constant ϕ = 1
2
(
√
5+1) in Algorithm 3.1 is that
1+
1
ϕ
= ϕ or ϕ2−ϕ −1= 0.
This is technically used in our analysis.
We have the following convergence result.
Theorem 3.1 Under assumptions (A1)-(A4), the sequence {xn} generated by Algorithm 3.1
converges to some solution of problem (EP).
Proof Lemma 2.1 and the definition of xn+1 ensure that
〈x¯n− xn+1,x− xn+1〉 ≤ λn ( f (xn,x)− f (xn,xn+1)) , ∀x ∈C (1)
which, by multiplying both sides by 2, follows that
2〈x¯n− xn+1,x− xn+1〉 ≤ 2λn ( f (xn,x)− f (xn,xn+1)) . (2)
Using the equality 2〈a,b〉= ‖a‖2+‖b‖2−‖a−b‖2 for a = x¯n−xn+1 and b = x−xn+1, we
obtain from the relation (2) that
‖x¯n− xn+1‖2+‖xn+1− x‖2−‖x¯n− x‖2 ≤ 2λn ( f (xn,x)− f (xn,xn+1)) , ∀x ∈C. (3)
Similarly, it follows from relation (1) with n := n−1 that
〈x¯n−1− xn,x− xn〉 ≤ λn−1 ( f (xn−1,x)− f (xn−1,xn)) , ∀x ∈C, (4)
and, with x = xn+1, that
〈x¯n−1− xn,xn+1− xn〉 ≤ λn−1 ( f (xn−1,xn+1)− f (xn−1,xn)) . (5)
Since, by definition of x¯n, we have x¯n−1− xn = ϕ(x¯n− xn), relation (5) implies that
ϕ 〈x¯n− xn,xn+1− xn〉 ≤ λn−1 ( f (xn−1,xn+1)− f (xn−1,xn)) .
Now, multiplying both sides of the last inequality by 2λnλn−1 > 0, we obtain
ϕλn
λn−1
2〈x¯n− xn,xn+1− xn〉 ≤ 2λn ( f (xn−1,xn+1)− f (xn−1,xn)) . (6)
6 Dang Van Hieu et al.
Thus, from relation (6) and the equality
2〈x¯n− xn,xn+1− xn〉= ‖x¯n− xn‖2+‖xn+1− xn‖2−‖xn+1− x¯n‖2,
we deduce the following inequality,
ϕλn
λn−1
[‖x¯n− xn‖2+‖xn+1− xn‖2−‖xn+1− x¯n‖2]≤ 2λn ( f (xn−1,xn+1)− f (xn−1,xn)) .
(7)
Summing up both sides of relations (3) and (7) and using the definition of λn+1, we obtain
‖xn+1− x‖2−‖x¯n− x‖2+(1− ϕλnλn−1 )‖xn+1− x¯n‖
2+ ϕλn
λn−1
‖x¯n− xn‖2+ ϕλnλn−1 ‖xn+1− xn‖
2
≤ 2λn f (xn,x)−2λn [ f (xn−1,xn)+ f (xn,xn+1)− f (xn−1,xn+1)]
≤ 2λn f (xn,x)+ µλnλn+1
(‖xn−1− xn‖2+‖xn− xn+1‖2) , (8)
which can be rewritten as
‖xn+1− x‖2 − ‖x¯n− x‖2+(1− ϕλn
λn−1
)‖xn+1− x¯n‖2+ ϕλn
λn−1
‖x¯n− xn‖2
+
(
ϕλn
λn−1
− µλn
λn+1
)
‖xn+1− xn‖2
≤ 2λn f (xn,x)+ µλn
λn+1
‖xn−1− xn‖2, ∀x ∈C. (9)
Thus
‖xn+1− x‖2+
(
ϕλn
λn−1
− µλn
λn+1
)
‖xn+1− xn‖2 ≤ ‖x¯n− x‖2+ µλn
λn+1
‖xn−1− xn‖2
−(1− ϕλn
λn−1
)‖xn+1− x¯n‖2− ϕλn
λn−1
‖x¯n− xn‖2+2λn f (xn,x). (10)
Since x¯n+1 =
(ϕ−1)xn+1+x¯n
ϕ , we obtain immediately that
xn+1 =
ϕ
ϕ −1 x¯n+1−
1
ϕ −1 x¯n = (1+
1
ϕ −1 )x¯n+1−
1
ϕ −1 x¯n.
Applying Lemma 2.2, we come to the following equality,
‖xn+1− x‖2 = ϕ
ϕ −1‖x¯n+1− x‖
2− 1
ϕ −1‖x¯n− x‖
2+
ϕ
(ϕ −1)2 ‖x¯n+1− x¯n‖
2
=
ϕ
ϕ −1‖x¯n+1− x‖
2− 1
ϕ −1‖x¯n− x‖
2+
1
ϕ
‖xn+1− x¯n‖2, (11)
where the last equality follows from the fact
‖x¯n+1− x¯n‖2 =
∥∥∥∥ (ϕ −1)xn+1+ x¯nϕ − x¯n
∥∥∥∥2 = (ϕ −1)2ϕ2 ||xn+1− x¯n||2.
Combining relations (10) and (11), we obtain
ϕ
ϕ−1‖x¯n+1− x‖2+
(
ϕλn
λn−1 −
µλn
λn+1
)
‖xn− xn+1‖2 ≤ ϕϕ−1‖x¯n− x‖2+ µλnλn+1 ‖xn−1− xn‖
2
−(1+ 1ϕ − ϕλnλn−1 )‖xn+1− x¯n‖
2− ϕλn
λn−1
‖x¯n− xn‖2+2λn f (xn,x), ∀x ∈C. (12)
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Note that {λn} is non-increasing, i.e., λn ≤ λn−1 for all n ≥ 1. Then
1+
1
ϕ
− ϕλn
λn−1
≥ 1+ 1
ϕ
− ϕλn−1
λn−1
= 1+
1
ϕ
−ϕ = 0, ∀n ≥ 1. (13)
Moreover, since λn → λ > 0 and 0< µ < 12ϕ , we obtain
lim
n→∞
(
ϕλn
λn−1
− µλn
λn+1
− µλn+1
λn+2
)
= ϕ −2µ > 0.
Hence, there exists n0 ≥ 1 such that
ϕλn
λn−1
− µλn
λn+1
− µλn+1
λn+2
> 0, ∀n ≥ n0
i.e.,
ϕλn
λn−1
− µλn
λn+1
>
µλn+1
λn+2
, ∀n ≥ n0. (14)
Combining the relations (12)-(14), we obtain for all x ∈C and n ≥ n0 that
ϕ
ϕ −1‖x¯n+1− x‖
2+
µλn+1
λn+2
‖xn− xn+1‖2 ≤ ϕ
ϕ −1‖x¯n− x‖
2+
µλn
λn+1
‖xn−1− xn‖2
− ϕλn
λn−1
‖x¯n− xn‖2+2λn f (xn,x). (15)
Note that for each x∗ ∈ EP( f ,C), we have that f (x∗,xn)≥ 0 because xn ∈C. Hence, from the
pseudomonotonicity of f , we derive f (xn,x
∗) ≤ 0. Now, using relation (15) for x = x∗ ∈C
and setting
an =
ϕ
ϕ −1‖x¯n− x
∗‖2+ µλn
λn+1
‖xn−1− xn‖2,
bn =
ϕλn
λn−1
‖x¯n− xn‖2,
we deduce that
an+1 ≤ an−bn, ∀n≥ n0. (16)
Thus, the limit of {an}n≥n0 exists and limn→∞ bn = 0. Hence, the sequences {x¯n} and {xn} are
bounded. Moreover, from the definition of bn and λn → λ > 0, we obtain
lim
n→∞‖x¯n− xn‖
2 = 0. (17)
Consequently, since x¯n−1− xn = ϕ(x¯n− xn), we get
lim
n→∞‖x¯n−1− xn‖
2 = 0. (18)
From the relations (17) and (18), we have
lim
n→∞‖x¯n− x¯n−1‖
2 = 0. (19)
Also, from (18), we have that ‖x¯n− xn+1‖2 → 0 which together with (17) implies that
lim
n→∞‖xn+1− xn‖
2 = 0. (20)
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Now, assume that p is a cluster point of the sequence {xn}, i.e., there exists a subsequence
of {xn}, denoted by {xm}, which converges to p. We will prove that p ∈ EP( f ,C). Indeed,
it follows from relation (15) that
f (xn,x) ≥ ϕ
2λn(ϕ−1)
(‖x¯n+1− x‖2−‖x¯n− x‖2)
− µ
2λn+1
‖xn−1− xn‖2+ µλn+1
2λnλn+2
‖xn− xn+1‖2. (21)
Passing to the limit in the last inequality as n = m → ∞ and using the upper semicontinuity
of f (.,x), the relation (20), and the limit λn → λ , we obtain
f (p,x)≥ limsup
m→∞
f (xm,x)≥ ϕ
2λ (ϕ −1) limm→∞
(‖x¯m+1− x‖2−‖x¯m − x‖2) , ∀x ∈C. (22)
Note that from the relations (17) and (19), we also obtain that x¯m, x¯m+1 → p as m→∞. Thus
lim
m→∞
∣∣‖x¯m− x‖2−‖x¯m+1− x‖2∣∣= 0, ∀x ∈C. (23)
Combining the relations (22) and (23), we get f (p,x)≥ 0 for all x ∈C. Thus p ∈ EP( f ,C).
To finish the proof, we prove that the whole sequence {xn} converges to p as n→∞. Indeed,
assume that {xl} is another subsequence of {xn} converging to p¯ 6= p. As mentioned above,
we have that p¯ ∈ EP( f ,C). The fact lim
n→∞ an ∈ ℜ and the relation (20) ensure that limn→∞‖x¯n−
x∗‖2 ∈ ℜ, and thus lim
n→∞‖xn− x
∗‖2 ∈ ℜ for each x∗ ∈ EP( f ,C). On the other hand, we have
2〈xn, p− p¯〉 = ‖xn− p¯‖2−‖xn− p‖2+‖p‖2−‖p¯‖2.
Thus, since lim
n→∞‖xn− p‖
2 ∈ ℜ and lim
n→∞‖xn− p¯‖
2 ∈ ℜ, we obtain that lim
n→∞ 〈xn, p− p¯〉 ∈ ℜ.
Setting
lim
n→∞ 〈xn, p− p¯〉= M (24)
and passing to the limit in (24) as n = k, l → ∞, we obtain
〈p, p− p¯〉= lim
k→∞
〈xk, p− p¯〉 = M = lim
l→∞
〈xl , p− p¯〉= 〈 p¯, p− p¯〉 .
Thus, ‖p− p¯‖2 = 0 and p¯ = p. This completes the proof.
Remark 3.6 The obtained result in Theorem 3.1 can be extended to an infinite dimensional
Hilbert space H. In that case, hypothesis (A3) is replaced by the sequentially weakly upper
semicontinuity of f (.,y) on C for each y ∈ C, and the sequence {xn} generated by Algo-
rithm 3.1 converges weakly to some solution of problem (EP).
3.2 The convergence rate of the Explicit Golden Ratio Algorithm
In this subsection, we study the convergence rate of algorithm EGRA under the assump-
tion that the bifunction f is strongly pseudomonotone (SP) and satisfies the Lipschitz-type
condition (LC). Recently, Vinh has proposed in [27, Algorithm 4.1] a strongly convergent
algorithm for solving problem (EP) in a Hilbert space under the conditions (SP) and (LC).
His algorithm uses a decreasing and non-summable sequence of stepsizes. However, it is
easy to see that such an algorithm cannot linearly converge. Contrary to [27], our algorithm
An explicit golden ratio algorithm for EPs 9
uses an explicit formula to calculate the steplength of the iterates. This strategy will allow
us to establish the R-linear rate of convergence (at least) of Algorithm 3.1. Furthermore,
in addition to the assumptions (SP) and (LC), we will also impose that for each y ∈C, the
function f (·,y) is convex, lower semicontinuous and for each x ∈C, the function f (x, ·) is
hemicontinuous onC. Under these assumptions, problem (EP) has a unique solution denoted
by x† (see, e.g., [22, Proposition 1]).
Let us recall two fundamental concepts of convergence rate in [24, Chapter 9]. A sequence
{xn} in H converges in norm to x∗ ∈ H. We say that
(a) {xn} converges to x∗ with R-linear convergence rate if
limsup
n→∞
||xn− x∗||1/n < 1,
(b) {xn} converges to x∗ with Q-linear convergence rate if there exists µ ∈ (0,1) such that
||xn+1− x∗|| ≤ µ ||xn− x∗||,
for all sufficiently large n.
Note that Q-linear convergence rate implies R-linear convergence rate, see [24, Section 9.3].
The inverse in general is not true. Algorithm 3.1 has the following rate of convergence.
Theorem 3.2 Under the assumptions (SP) and (LC), the sequence {xn} generated by Algo-
rithm 3.1 converges at least R-linearly to the unique solution x† of problem (EP).
Proof Using the relation (12) with x = x† ∈C, we obtain
ϕ
ϕ−1‖x¯n+1− x†‖2+
(
ϕλn
λn−1
− µλn
λn+1
)
‖xn− xn+1‖2 ≤ ϕϕ−1‖x¯n− x†‖2+ µλnλn+1 ‖xn−1− xn‖
2
−(1+ 1ϕ − ϕλnλn−1 )‖xn+1− x¯n‖
2− ϕλnλn−1 ‖x¯n− xn‖
2+2λn f (xn,x
†), ∀n ≥ 1. (25)
Note that λn ≤ λn−1 for all n ≥ 1. Thus, 1+ 1ϕ − ϕλnλn−1 ≥ 1+
1
ϕ −ϕ = 0. This together with
the relation (25) and the strong pseudomonotonicity of f implies that
ϕ
ϕ −1‖x¯n+1− x
†‖2 +
(
ϕλn
λn−1
− µλn
λn+1
)
‖xn− xn+1‖2
≤ ϕ
ϕ −1‖x¯n− x
†‖2+ µλn
λn+1
‖xn−1− xn‖2+2λn f (xn,x†)
≤ ϕ
ϕ −1‖x¯n− x
†‖2+ µλn
λn+1
‖xn−1− xn‖2−2λnγ ‖xn− x†‖2, (26)
where γ is the modulus of strong pseudomonotonicity of f . Note that from the definition of
x¯n, we obtain xn =
ϕ
ϕ−1 x¯n− 1ϕ−1 x¯n−1. Thus, it follows from Lemma 2.2 that
‖xn− x†‖2 = ϕ
ϕ −1‖x¯n− x
†‖2− 1
ϕ −1‖x¯n−1− x
†‖2+ ϕ
(ϕ−1)2 ‖x¯n− x¯n−1‖
2
≥ ϕ
ϕ −1‖x¯n− x
†‖2− 1
ϕ −1‖x¯n−1− x
†‖2. (27)
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From the relations (26) and (27), we see that
ϕ
ϕ −1‖x¯n+1− x
†‖2 +
(
ϕλn
λn−1
− µλn
λn+1
)
‖xn+1− xn‖2 ≤ ϕ
ϕ −1 (1−2γλn)‖x¯n− x
†‖2
+
2γλn
ϕ −1‖x¯n−1− x
†‖2+ µλn
λn+1
‖xn− xn−1‖2. (28)
Let ρ and θ be two real numbers such that
1< ρ <
ϕ
µ
−1 and 1< θ < ϕ . (29)
Thus, from the fact lim
n→∞ λn = λ > 0, we have
lim
n→∞
(
ϕλn
λn−1
− µλn
λn+1
− µρλn+1
λn+2
)
= ϕ − (1+ρ)µ > 0,
lim
n→∞
2γλn
ϕ −1 =
2γλ
ϕ −1 <
2γλθ
ϕ −1 .
These limits imply that there exists n0 ≥ 1 such that
ϕλn
λn−1
− µλn
λn+1
>
µρλn+1
λn+2
, ∀n ≥ n0, (30)
2γλn
ϕ −1 <
2γλθ
ϕ −1 , ∀n ≥ n0. (31)
Moreover, since {λn} is non-increasing and λn → λ , we obtain that λn ≥ λn+1 ≥ λn+2 ≥
. . .≥ λ∞ = λ . Thus
1−2γλn ≤ 1−2γλ . (32)
Combining the relation (28) with the relations (30) - (32), we obtain
ϕ
ϕ −1‖x¯n+1− x
†‖2 + µρλn+1
λn+2
‖xn+1− xn‖2 ≤ ϕ
ϕ −1 (1−2γλ )‖x¯n− x
†‖2
+
2γλθ
ϕ −1 ‖x¯n−1− x
†‖2+ µλn
λn+1
‖xn− xn−1‖2. (33)
Setting Γn =
ϕ
ϕ−1‖x¯n − x†‖2, Ξn = µρλnλn+1 ‖xn− xn−1‖
2 and α = 2λγ > 0, the inequality (33)
can be shortly rewritten as
Γn+1+Ξn+1 ≤ (1−α)Γn + θα
ϕ
Γn−1+
Ξn
ρ
. (34)
Let r1 > 0 and r2 > 0. Now, we can rewrite relation (34) in the following form,
Γn+1+ r1Γn +Ξn+1 ≤ r2(Γn + r1Γn−1)+ Ξn
ρ
+(1−α − r2+ r1)Γn +(θα
ϕ
− r1r2)Γn−1. (35)
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Choosing r1 > 0 and r2 > 0 such that 1−α − r2+ r1 = 0 and θαϕ − r1r2 = 0, we obtain, by
a straightforward computation
r1 =
α −1+
√
(α −1)2+ 4θαϕ
2
and r2 =
1−α +
√
(α −1)2+ 4θαϕ
2
.
Afterwards we study the behavior of the following function,
h(t) =
1− t +
√
(t−1)2+ 4θ tϕ
2
, t ∈ [0,+∞).
whose derivative is given by
h′(t) =−1
2
+
t−1+ 2θϕ
2
√
(t−1)2+ 4θ tϕ
=
4θ
ϕ (
θ
ϕ −1)
2
√
(t−1)2+ 4θ tϕ
(
t−1+ 2θϕ +
√
(t−1)2+ 4θ tϕ
) < 0
because 1 < θ < ϕ (see, the relation (29)). Thus, h(t) is non-increasing on [0,+∞), and
0 < r2 = h(α) < h(0) = 1. Next, set ε = max
{
1
ρ ,r2
}
and note that ε ∈ (0,1). Then from
the relation (35) and the equalities 1−α − r2+ r1 = 0 and θαϕ − r1r2 = 0, we obtain
Γn+1+ r1Γn +Ξn+1 ≤ r2(Γn + r1Γn−1)+ Ξn
ρ
≤ ε(Γn + r1Γn−1+Ξn), ∀n≥ n0. (36)
From the Q - convergence rate for the sequence {Γn + r1Γn−1+Ξn}, we obtain the R - con-
vergence rate for the sequence {Ξn} and thus, from the defintion of Ξn, for the sequence
{‖xn− xn−1‖} because the sequence
{
µρλn
λn+1
}
is bounded below from 0. This implies imme-
diately that the sequence {xn} converges R - linearly. This completes the proof.
4 Numerical illustrations
In this section, we consider an equilibrium problem which is based on the Nash-Cournot
equilibrium model [7,8], and we present some experiments to describe the numerical be-
havior of Algorithm 3.1 (EGRA) in comparison with two other algorithms, namely the
linesearch extragradient method (LEGM) introduced in [23, Algorithm 2a] and the ergodic
method (ErgM) proposed in [2]. We choose these algorithms for the comparison because
they have the same features: the Lipschitz-type constants are not necessarily known. In or-
der to demonstrate the computational performance of the algorithms, we use the sequence
Dn = ‖xn−proxλ f (xn,.)(xn)‖2, n = 0, 1,2, . . . versus the number of iterations (# Iterations)
or the execution time (Elapsed Time) in seconds. Here λ > 0 and the sequence {xn} is gen-
erated by each algorithm. Finally let us observe that Dn = 0 if and only if xn is a solution of
the problem.
In a purpose of legibility, we simplify the model as follows: Assume that there are m compa-
nies that produce a commodity. Let x denote the vector whose entry x j stands for the quantity
of the commodity produced by company j. We suppose that the price p j(s) is a decreasing
affine function of s with s = ∑mj=1 x j, i.e., p j(s) = α j−β js, where α j > 0, β j > 0. Then the
profit made by company j is given by f j(x) = p j(s)x j− c j(x j), where c j(x j) is the tax and
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fee for generating x j. Suppose thatC j = [x
min
j ,x
max
j ] is the strategy set of company j, then the
strategy set of the model is C :=C1×C2× ...×Cm. Actually, each company seeks to max-
imize its profit by choosing the corresponding production level under the presumption that
the production of the other companies is a parametric input. A commonly used approach
to this model is based upon the famous Nash equilibrium concept. We recall that a point
x∗ ∈C =C1×C2×·· ·×Cm is an equilibrium point of the model if
f j(x
∗)≥ f j(x∗[x j]), ∀x j ∈C j, ∀ j = 1,2, . . . ,m,
where the vector x∗[x j] stands for the vector obtained from x∗ by replacing x∗j with x j. By
taking f (x,y) := ψ(x,y)−ψ(x,x) with ψ(x,y) := −∑mj=1 f j(x[y j]), the problem of finding
a Nash equilibrium point of the model can be formulated as:
Find x∗ ∈C such that f (x∗,x)≥ 0 for all x ∈C.
Furthermore, assume that the tax-fee function c j(x j) is increasing and affine for every j. This
assumption means that both tax and fee for producing a unit are increasing as the quantity
of the production gets larger. In that case, the bifunction f can be formulated in the form
f (x,y) = 〈Px+Qy+q,y− x〉 ,
where q ∈ ℜm and P, Q are two matrices of order m such that Q is symmetric positive
semidefinite and Q−P is symmetric negative semidefinite. In this case, the bifucntion f is
pseudomonotone and satisfies the Lipschitz-type condition.
We perform the numerical computations in ℜm with m = 100, 200, 300; the starting point
x−1 = x0 = x¯−1 = (1,1, . . . ,1)T ∈ ℜm; the feasible set is a polyhedral convex set given by
C = {x ∈ ℜm : Ax ≤ b}, where A is a random matrix of size l×m (l = 10) and b ∈ ℜl is
a random vector such that x0 ∈C. The control parameters are µ = 0.45ϕ (for the EGRA);
λn =
1
n
(for the ErgM). The data is generated as follows: All the entries of q are generated
randomly and uniformly in the interval [−2,2] and the two matrices P, Q are also generated
randomly1 such that their conditions hold. All the optimization subproblems are effectively
solved by the subroutine quadprog in Matlab 7.0.
The numerical results are shown in Figures 1 - 6 where we can see that the convergence of
the EGRA strictly depends on the starting stepsize λ0. These results also illustrate that the
EGRA works well and has a competitive advantage over the other algorithms.
5 Conclusions
The paper has presented an explicit golden ratio algorithm for solving an equilibrium prob-
lem involving a (strongly) pseudomonotone and Lipschitz-type bifunction in a finitie dimen-
sional space. The convergence as well as the R-linear rate of convergence of the proposed
algorithm are established. Several numerical experiments have been done to illustrate the
computational advantages of the new algorithm. The main advantages of the presented al-
gorithm are that it only requires to solve one optimization problem by iteration and that it
1 We randomly choose λ1k ∈ [−2,0], λ2k ∈ [0,2], k = 1, . . . ,m. We set Q̂1, Q̂2 as two diagonal matrixes
with eigenvalues {λ1k}mk=1 and {λ2k}mk=1, respectively. Then, we construct a positive semidefinite matrix Q
and a negative definite matrix T by using random orthogonal matrixes with Q̂2 and Q̂1, respectively. Finally,
we set P = Q−T
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does not use any information on the value of the Lipschitz-type constant of the bifunction.
In addition, the stepsize is generated by the algorithm at each iteration without using any
linesearch procedure.
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