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This thesis deals with a pattern classiﬁcation problem, which geometrically implies data
separation in some Euclidean feature space. The task is to infer a classiﬁer (a separating
surface) from a set or sequence of observations. This classiﬁer would later be used to
discern observations of diﬀerent types. In this work, the classiﬁcation problem is viewed
from the perspective of the optimization theory: we suggest an optimization problem
for the learning model and adapt optimization algorithms for this problem to solve the
learning problem. The aim of this research is twofold, so this thesis can be split into
two self-contained parts because it deals with two diﬀerent type of classiﬁers each in a
diﬀerent learning setting.
The ﬁrst part deals with linear classiﬁcation in the online learning setting and includes
analysis of existing polynomial-time algorithms: the ellipsoid algorithm and the percep-
tron rescaling algorithm. We establish that they are based on diﬀerent types of the same
space dilation technique, and derive the parametric version of the latter algorithm, which
allows to improve its complexity bound and exploit some extra information about the
problem. We also interpret some results from the information-based complexity theory
to the optimization model to suggest tight lower bounds on the learning complexity of
this family of problems. To conclude this study, we experimentally test both algorithms
on the positive semideﬁnite constraint satisfaction problem. Numerical results conﬁrm
our conjectures on the behaviour of the algorithms when the dimension of the problem
grows.
In the second part, we shift our focus from linear to ellipsoidal classiﬁers, which form
a subset of second-order decision surfaces, and tackle a pattern separation problem
with two concentric ellipsoids where the inner encloses one class (which is normally our
class of interest, if we have one) and the outer excludes inputs of the other class(es).
The classiﬁcation problem leads to semideﬁnite program, which allows us to harness
the eﬃcient interior-point algorithms for solving it. This part includes analysis of the
maximal separation ratio algorithm in the machine learning context and its application
to a text categorization problem.Acknowledgements
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Introduction
1.1 Motivation
Machine learning is a ﬂourishing branch of artiﬁcial intelligence which tackles many-
real world problems where traditional (non-learning) algorithmics fails. Among them
there are image and speech recognition, data mining, gene extraction, etc. The aim
of machine learning is to design computer systems which can learn from experience or,
in other words, enhance their performance as more information (data) related to the
problem to solve is available.
A good introduction to machine learning with an overview of main learning techniques is
presented in Mitchell (1997), and more advanced concept-based treatment of the subject
is given by Cherkassky and Mulier (1998). In this work we focus on pattern classiﬁcation
in the online and batch settings. This type of a learning problem subsumes handwritten
character recognition, document categorization, face recognition, medical diagnosis and
some other problems. The task is to discriminate instances (vector representations
of the inputs) that belong to diﬀerent classes, thus to learn a classiﬁcation pattern (a
classiﬁer) from the data. This thesis is mainly focused on the cases of one and two classes
only (one-class and binary classiﬁcation), since multi-class classiﬁcation can always be
reduced to the latter problem by virtue of discriminating between either each class and
the rest (one-versus-all strategy) or any two classes (pairwise classiﬁcation). Diﬀerent
statistical, neural and structural approaches to pattern classiﬁcation are discussed in
Fukunaga (1990); Schalkoﬀ (1992); Duda et al. (2001) and other sources.
The aim of this research is twofold, so this thesis can be split into two self-contained
parts because it deals with two diﬀerent type of classiﬁers each in a diﬀerent learning set-
ting. The ﬁrst part deals with the model of online learning linear classiﬁcation patterns
(Littlestone, 1988; Angluin, 1988) and includes analysis of existing polynomial-time al-
gorithms: the ellipsoid algorithm (Yudin and Nemirovski, 1976b; Khachiyan, 1979; Shor
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and Gershovich, 1982) in Chapter 2 and the perceptron rescaling algorithm (Dunagan
and Vempala, 2008) in Chapter 3, and derivation of a generalized version of the former
algorithm (Chapter 4) for this model, comparison of their computational and learning
complexities (Chapter 5) and demonstration of their performance in practice for semi-
deﬁnite feasibility programs which is a real-world application of this model (Chapter 6).
In the second part of the thesis, we shift our focus from linear to ellipsoidal classiﬁers,
which form a subset of second-order decision surfaces formed as surfaces of uniformly
convex bodies, and tackle a pattern separation problem with two concentric ellipsoids
where the inner encloses one class (which is normally our class of interest, if we have
one) and the outer excludes inputs of the other class(es). The classiﬁcation problem
leads to a semideﬁnite program, which allows us to harness the eﬃcient interior-point
algorithms (Nesterov and Nemirovskii, 1994) for solving it. This part includes analysis
of the maximal separation ratio algorithm (Chapter 7) in the machine learning context
and its application to a text categorization problem (Chapter 8).
1.2 Historical Background of Machine Learning
The ﬁrst machine learning techniques were developed by analogy with human learning
in general and the way the human brain learns in particular (limited by contemporary
scientiﬁc understanding of the latter, however). One of the ﬁrst learning algorithms was
the perceptron algorithm of Rosenblatt (1958) that aims to learn a linear classiﬁcation
pattern (a hyperplane). The idea was inspired by the recent developments of that time
in neuroscience, particularly by the computational model of a neuron by McCulloch and
Pitts (1943), and evoked in the artiﬁcial intelligence community much enthusiasm for
further research. However, a profound analysis of the limitations of linear classiﬁers
by Minsky and Papert (1969) dampened it until the middle of the eighties when the
backpropagation and other algorithms for neural networks were suggested (Rumelhart
and McClelland, 1986). A detailed overview and discussion of diﬀerent applications of
neural networks to pattern recognition problems are presented by Bishop (1995).
The support vector machine (SVM) algorithm (Cristianini and Shawe-Taylor, 2000) sug-
gested in Boser et al. (1992) has become a real state-of-the-art tool in pattern analysis.
This algorithm searches for a separating hyperplane with the maximal separation margin
in some high-dimensional feature space. The geometrical margin is the minimal distance
between the separating hyperplane and the closest training example. The feature space
is implicitly deﬁned by some kernel function (generalized inner product), and the choice
of kernels is usually determined by the type of problem being solved (Shawe-Taylor and
Cristianini, 2004). The generalization theory and other aspects of the SVM are discussed
in much detail by Vapnik (1998). A profound treatment of both theory and algorithms
of kernel classiﬁers is presented in Herbrich (2002).Chapter 1 Introduction 3
1.3 Development of Convex Optimization
Semideﬁnite programming optimizes a linear function over a convex set deﬁned by pos-
itive semideﬁnite constraints (linear matrix inequalities), therefore it generalizes some
other classes of convex programs such as linear and second-order cone programs, while, at
the same time, semideﬁnite programs (of a reasonable size, however) are also eﬃciently
(in polynomial time) solvable by the state-of-the-art interior-point methods.
Overviews of semideﬁnite programming with applications to combinatorial optimization,
system and control, etc. and descriptions of the interior-point methods are given in the
seminal articles of Alizadeh (1995); Vandenberghe and Boyd (1996); Todd (2001). The
geometry of the cone of positive semideﬁnite matrices and generalization of the simplex-
type algorithms to semideﬁnite programming are discussed by Pataki (1995); Lasserre
(1995) with references to convex analysis in Rockafellar (1970) and analysis of convex
polytopes in Brøndsted (1983). Horn and Johnson (1991) provides an excellent survey of
matrix analysis, which includes a chapter on positive semideﬁnite matrices. The tools of
convex programming and modelling together with diﬀerent applications in engineering
and computer science are discussed by Boyd and Vandenberghe (2004). Ben-Tal and
Nemirovski (2001) gives a detailed overview of linear, second-order cone and semideﬁ-
nite programming, indicates their modern applications in engineering and combinatorial
optimization, and includes a detailed discussion of complexity of the interior-point meth-
ods.
Many methods for solving an SDP were developed by analogy with linear programming.
Khachiyan (1979) showed, for the ﬁrst time, that the ellipsoid algorithm solves a linear
program in rational arithmetics in polynomial time, and in Gr¨ otschel et al. (1981) the
algorithm was generalized to convex programming. The latter result means that we
can solve a problem of optimizing a linear function over a convex set in polynomial
time if we are provided with a separation oracle for that set, i.e. a procedure that
either conﬁrms if a given point belongs to the set or returns a separating hyperplane
otherwise. Polynomial time solvability of semideﬁnite programming follows from this
result (subject to some mild limitations, e.g. see Ramana and Goldman (1995)), since
we can use either Cholesky decomposition, or eigendecomposition as a separation oracle
for a set deﬁned by positive semideﬁnite constraints. Indeed, both these methods can
check feasibility of a given solution x ∈ Rm (in other words, determine if the matrix F(x)
is positive semideﬁnite for a given x), and return a counter-example (a vector z ∈ Rn,
such that z⊤F(x)z < 0) to construct a separating hyperplane in the case that is not
feasible. An a priori bound on the optimal value of the problem, which allows us to
re-state optimization of the objective function as a sequence of feasibility programs, can
be found using duality theory for an SDP. Moreover, if we solve a primal-dual problem,
then we optimize the duality gap of the problem which is bounded by 0.Chapter 1 Introduction 4
A completely diﬀerent approach to solving linear programs was suggested by Karmarkar
(1984) which boosted the ﬁeld of the interior point methods. This algorithm has better
worst-case complexity than the ellipsoid algorithm, moreover in practice it is more eﬃ-
cient than the simplex method. It requires O(nlog 1
ǫ) iterations to ﬁnd a primal feasible
point in Rn such that the value of the objective is within ǫ of its optimal value. The
algorithm constructs an optimizing sequence, a sequence {xk} such that
f(x) ≤ ... ≤ f(xk+1) ≤ f(xk) ≤ ... ≤ f(x2) ≤ f(x1),
in a way that it uses a projective transformation of the primal feasible set that maps the
current approximation xk to the centre of the set, makes a step in the feasible steepest
descent direction in the mapped space. The progress towards the optimum is measured
by a logarithmic potential function (Fletcher, 1987; Wright, 1997). Later Karmarkar’s
algorithm was modiﬁed in a way that a diﬀerent logarithmic barrier function was sug-
gested and Newton’s method was used to choose a search direction (Renegar, 1988).
These modiﬁcations improved the bound on the number of iterations to O(
√
nlog 1
ǫ).
Nesterov and Nemirovskii extended the interior-point methods to the case of a generic
convex program using the notion of a ν-self-concordant barrier function (Nesterov and
Nemirovskii, 1990b), and showed that these methods minimize a linear function on a
generic convex set provided the set is endowed with a self-concordant barrier function
(Nesterov and Nemirovskii, 1994). Since such a barrier function is known for SDPs
(Nesterov and Nemirovskii, 1990a), the interior point method is currently one of the
most eﬃcient ways of solving SDPs in practice.
Since eﬃcient polynomial time interior-point methods were generalized to solve semideﬁ-
nite programs (Nesterov and Nemirovskii, 1990a), the number of problems from diﬀerent
areas that can be posed as semideﬁnite programs has been rapidly increasing. Nowadays
semideﬁnite programming is applied to system and control theory (Boyd et al., 1994),
structural optimization (Ben-Tal and Nemirovski, 2001), machine learning (Graepel,
2002; Kandola et al., 2003; Lanckriet et al., 2004; De Bie and Cristianini, 2004; Graepel
and Herbrich, 2004) and other ﬁelds. At the same time, some machine learning tools
were adapted to solve semideﬁnite programs in real time (Jiang and Wang, 1999).
1.4 Overview
In Chapter 2 we formally state the main notions of machine learning, deﬁne online learn-
ing setting, suggest a convex optimization model for this setting and consider the per-
ceptron learning algorithms (which originate from the computational model of a spiking
neuron cell (Rosenblatt, 1958) and are based on the subgradient descent minimization
algorithm) which share the same update rule to amend the current hypothesis but diﬀer
in learning parameters and pre-processing of the data prior to making an update afterChapter 1 Introduction 5
a mistake occurs. The online learning setting implies that there are no learning data
available beforehand, but classiﬁcation and learning are merged and proceed as new
examples arrive one by one every time after the learner has made a hypothesis about
the classiﬁer. First and foremost we will focus on those algorithms whose learning com-
plexities grow polynomially with the dimension of the input space. This is guaranteed
for the ellipsoid algorithm (Khachiyan, 1979) and the randomized perceptron rescaling
algorithm (Dunagan and Vempala, 2008) or the probabilistic perceptron. The polynomi-
ality of the former is achieved by applying space dilation (Shor, 1970b) in the direction
of the misclassiﬁed example after every update. This approach iteratively increases the
margin of the dataset, which improves its separability.
The perceptron rescaling algorithm, which is analyzed in Chapter 3, harnesses the plain
(non-polynomial in the general case) perceptron algorithm for a ﬁxed number of updates
if the margin is large enough and applies the rescaling procedure to the dataset otherwise.
This transformation follows a probabilistic argument to choose a proper direction of
rescaling and under its optimal choice may increase the margin arbitrarily close to 1 if
the rescaling factor is raised to inﬁnity. However, we show that the latter observation
does not hold for the general choice of the rescaling direction employed by the algorithm.
We also show that this procedure is a partial case of space dilation under a ﬁxed choice
of the dilation factor. In this thesis we will refer to the dilation technique as the rescaling
procedure for the reasons given in Section 2.6. Finally, we analyze the positive rescaling
factor of the perceptron rescaling algorithm, and show that its value is close to the
optimum.
Since the probabilistic perceptron has higher computational complexity than the el-
lipsoid algorithm, we compare the latter with the plain perceptron (ﬁrst phase of the
probabilistic perceptron) with respect to their computational complexities and show
that for the datasets with a ﬁxed margin the plain perceptron outperforms the ellipsoid
algorithm on problems of suﬃciently high dimensions.
A parametric version of the perceptron rescaling algorithm is derived of Chapter 4. It is
demonstrated that some ﬁxed parameters of the latter algorithm (the initial estimate of
the margin and the relaxation parameter) may be modiﬁed and adapted for particular
problems. The generalized theoretical framework allows to determine convergence of the
algorithm with any chosen set of values of these parameters, and suggests a potential
way of decreasing the complexity of the algorithm which remains the subject of current
research. We derive conditions suﬃcient for convergence of the parametric algorithm in
polynomial time with high probability. As a part of this study, we also derive a paramet-
ric version of the modiﬁed perceptron algorithm for learning noisy threshold functions
Blum et al. (1998), which is the perceptron improvement phase of the perceptron rescal-
ing algorithm, and prove its convergence.Chapter 1 Introduction 6
To conclude our theoretical study of the model of learning a linear classiﬁer in the online
framework, we exploit some results from the information-based theory of convex program-
ming (Nemirovsky and Yudin, 1983) in Chapter 5 to sketch a derivation of tight lower
bounds on the learning complexity of this family of online learning problems. These
bounds generalize our comparison of computational complexities of the perceptron al-
gorithms and show that for the datasets with a ﬁxed suﬃciently large margin the plain
perceptron algorithm has learning complexity of the same order of magnitude as the
optimal algorithm for this family of problems when the problem dimension grows suﬃ-
ciently large. These results extend the bounds on the learning complexity of hyperplane
learning in Maass and Tur´ an (1994) from the case when the input space is a subset of
Zn to Rn, hence the input sequence may be inﬁnite.
For experimental analysis of the perceptron learning in Chapter 6, we choose a semi-
deﬁnite constraint satisfaction problem. This real-world problem, which has many ap-
plication, is posed a a linear program with inﬁnitely many constraints.We suggest an
eﬃcient separation oracle for this problem, based on the incomplete Cholesky decom-
position of symmetric matrices. We also amend the modiﬁed perceptron algorithm to
handle positive semideﬁnite constraints. We use a semideﬁnite relaxation of the MAX-
CUT problem (Goemans and Williamson, 1995; Helmberg, 2000) provided by SDPLIB
collection (Borchers, 1999) as a benchmark problem for the ellipsoid and the parametric
perceptron algorithms. Obtained numerical results show that the latter outperforms
the former in practice, while its learning complexity (the number of mistakes) gradually
approaches that of the ellipsoid algorithm as the dimension of the problem increases
(which conﬁrms our theoretical conjectures in the previous chapter).
In Chapter 7 we give some preliminary information on ellipsoids and mention extremal
ellipsoid problems, i.e. the problems to approximate diﬀerent convex sets of some com-
plex structure with ellipsoids. A good overview of extremal ellipsoids can be found in
Ben-Tal and Nemirovski (2001) and Boyd and Vandenberghe (2004). An alternative ap-
proach which uses combined interior-point and active-set method to solve the resulting
optimization problem is presented in Sun and Freund (2004). Afterwards we consider
the maximal separation ratio algorithm from Glineur (1998), follow its derivation and
discuss its properties. To conclude this chapter, we derive its dual problem and discuss
its interpretation in the learning context, which may be interesting for future research.
We demonstrate an application of the maximal separation ratio algorithm from Glineur
(1998) to a text categorization problem in Chapter 8 using an approximation of the
latent semantic indexing for feature extraction from Cristianini et al. (2002), present
the numerical results on the Reuters-21578 document collection, which show that the
algorithm’s prediction sometimes reaches the level of the state-of-the-art SVM algorithm,
and indicate directions of its improvement for future research.Chapter 1 Introduction 7
For the rest of the thesis we denote matrices and vectors by bold face upper and lower
case letters, e.g. A and x. We shall use x := x/ x  to denote the unit length vector in
the direction of x provided x  = 0.
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Perceptron Learning Algorithm
2.1 Online Learning Model
Consider a (possibly inﬁnite) sequence of unit vectors a1,a2,... ∈ Rn. It is assumed
that all the vectors belong to an a priori unknown and possibly inﬁnite set A ⊂ Rn
which is also known to be linearly separable from the origin: there exists a (generally
non-unique) hyperplane through the origin deﬁned by its unit normal vector x ∈ Rn
that keeps A on its positive side (a separating hyperplane), i.e. a⊤x ≥ 0 holds for all
a ∈ A. The task is to ﬁnd some separating hyperplane using a ﬁnite (and preferably as
small as possible) number of observed vectors from the sequence.
Assuming that every vector in the sequence represents an input observation (an instance)
that was mapped to the Euclidean vector space (an instance or feature space) over Rn,
our task is to determine some linear relation between the data (a pattern) in order to
be able to decide for any vector in Rn whether it originates from the same source as
all our previous observations. In other words, we want to learn a classiﬁcation pattern
of the input data deﬁned by some unknown hyperplane through the origin (a decision
surface). Since all our observations are assumed to be from the same source, our problem
is a one-class pattern classiﬁcation problem. The linear decision surface deﬁnes a linear
classiﬁer (a function that determines whether an input belongs to a certain class), so
this task can be also viewed as learning an unknown linear threshold function.
Since we can access the dataset A only through some sequence of its members, our
learning problem is posed in the online setting (the learning and classiﬁcation phases are
merged). We consider the following learning model: our algorithm (a learner) suggests
a hypothesis of the classiﬁer from the hypothesis space H ⊆ Rn and after that receives
an observation, if the latter contradicts the current hypothesis (is a counterexample)
then the hypothesis is updated, and this process continues until no counterexamples
occur in the input sequence (in other words, the current hypothesis is consistent with
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A). This learning model was ﬁrst suggested by Littlestone (1988) (almost at the same
time an equivalent query model was described by Angluin (1988)) for concept learning
(learning Boolean functions) that is learning a separating hyperplane of a ﬁnite subset
of Zn. Classiﬁcation of a newly observed example is also called a trial. In this setting
our problem is uniquely deﬁned by a set of vector observations A ∈ Rn and an index set
I ⊆ N which deﬁnes the sequence of delivering examples from A.
For the purposes of this work we consider a simpler version of this model relaxed in
a way that we ignore a trial when the learner receives an example which supports its
current hypothesis.1 Therefore, we do not need to ﬁx the sequence of data vectors (i.e.
the index set I) a priori, but assume that every new example is chosen from a subset of
misclassiﬁed data in A by a separation oracle (a teacher) deﬁned in the following way.
Deﬁnition 2.1 (Separation Oracle). Given a (possibly inﬁnite) set A ∈ Rn a separation
oracle is a mapping ΩA : Rn → Rn ∪ {∗} such that
∀x ∈ Rn ΩA(x) =
 
a if ∃a ∈ A : a⊤x ≤ 0,
∗ if ∀a ∈ A : a⊤x > 0.
The name originates from the early approaches to solving convex feasibility programs
when the solver needs either a certiﬁcate that the suggested point is feasible, or a hyper-
plane that separates it from the feasible set. The equivalence between a generic convex
program and online learning a linear separation pattern over an inﬁnite dataset will be
suggested in Chapter 5.
This deﬁnition allows some non-determinism in the way the oracle chooses one of the
misclassiﬁed examples which does not cause a problem for the exposition of our work.
However, for the sake of clarity, throughout this monograph we assume that the oracle
is resisting or adversarial (i.e. for a ﬁxed learning algorithm it aims to provide that
sequence of counterexamples which forces the learner to make more mistakes and arrive
at a consistent hypothesis as late as possible) unless explicitly stated otherwise. Another
relaxation of the classical online learning model which we allow is the ability of the oracle
to report the successful termination of the learning procedure (returning ‘∗’) which may
not be possible in the general case.
So far we have considered a family of online learning problems (described above), which
we denote as P, whose input and hypothesis spaces coincide and constitute the same
Euclidean space over Rn of a ﬁxed dimension n. This family of online learning problems
P is parameterized by a linearly separable set A ⊂ Rn and a separation oracle (ΩA ∈
Rn ∪ {∗})Rn
, so its single member (an online learning problem) will be denoted by
P(A,ΩA) for given A and ΩA.
1Using the terminology of Littlestone (1988) and others, we consider conservative, or failure-bounded,
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2.2 Online Learning Algorithm and Complexity
Now we give a strict deﬁnition of an online learning algorithm (Maass and Tur´ an, 1994,
Section 2) and discuss a natural way of measuring the eﬃciency of diﬀerent online
algorithms with respect to the amount of information about the unknown set A which
they need in order to deliver a consistent classiﬁer.
Deﬁnition 2.2 (Online Learning Algorithm). An online learning algorithm A for a
problem P(A,ΩA) from a family of online learning problems P is a set of recursive
mappings Ai : Hi−1 × Xi−1 → H, i ∈ N that produce a hypothesis
hA
t ← At(hA
1 ,...,hA
t−1,a1,...,at−1)
where X is the input space and H is the hypothesis space and which is based on its
previous outputs hA
t and received counterexamples to them at = ΩA(hA
t−1),t ∈ {1,...,i−
1}.
This notion is convenient because it encapsulates the aim of learning to improve perfor-
mance with experience, and stresses the dependency on the units of input data which
in the context of mistake-driven online learning are counterexamples to previously gen-
erated hypotheses.
As mentioned by Cesa-Bianchi et al. (2005) any learning algorithm for the batch setting
(when a ﬁxed ﬁnite dataset A, a training set, is available in advance) can be adapted
to the online environment: at every trial a new example is added to the set of the
previously observed examples and the algorithm is re-run. However, for the sake of
computational eﬃciency and following the argument of Littlestone (1988), we prefer
incremental algorithms, which can update the current hypothesis using only the newly
observed counterexample, that is Ai : H × X → H, i ∈ N in Deﬁnition 2.2.
Apart from computational complexity, a natural criterion to compare diﬀerent online
learning algorithms is the minimal number of examples they need to learn a pattern
over A. Since in Deﬁnition 2.2 we do not set any restrictions on the way the algorithm
suggests a new hypothesis, this comparison makes sense only if we are able to estimate
the bound on the minimal number of examples that the algorithm needs in order to
solve any online problem from a ﬁxed family because one can always easily suggest
an optimal algorithm for any ﬁxed learning problem which just outputs a consistent
hypothesis in one step. In the online learning framework, the learner a priori does not
know what speciﬁc instance of P it needs to solve because it does not know the dataset
A in advance, so it acquires information of P(A,ΩA) through the resisting oracle, and
we are interested in the minimal amount of data it needs to identify a pattern for any
P(A,ΩA) ∈ P. This argument leads to the following measure of complexity of online
learning algorithms.Chapter 2 Perceptron Learning Algorithm 11
Deﬁnition 2.3 (Learning Complexity of an Online Learning Algorithm). The learning
complexity of an online learning algorithm A on the family of online learning problems
P is deﬁned as
LC(A,P) := max{i ∈ N|∃P(A,ΩA) ∈ P : ΩA(xA
i−1)  = ∗}
where xA
i−1 = Ai−1(xA
1 ,...,xA
i−2,a1,...,ai−2) and xA
j are hypotheses generated by A
and aj are the counterexamples provided by the oracle ΩA, j ∈ {1,...,i − 2}.
This deﬁnition coincides with the notion of a mistake bound which is the maximal
number of mistakes that an online learning algorithm makes in order to learn any linearly
separable dataset of a certain class delivered in an arbitrary sequence of examples. The
latter notion was ﬁrst introduced by Littlestone (1988) for learning ﬁnite classes of
concepts, and is widely used in machine learning to show convergence and compare
the worst case performance of diﬀerent online learning algorithms. The name ‘learning
complexity’ originates from Maass and Tur´ an (1994), and we prefer this term because
it emphasizes the connection with the computational complexity in the sense that the
learning complexity may serve as a lower bound on the computational complexity of
the algorithm when the cost of updating the current hypothesis is taken as one unit of
time. This term also reveals the relation between the complexity of the algorithm and
the problem complexity being an intrinsic property of the family of problems, hence
generalizing the complexity of the algorithm. Following Maass and Tur´ an (1994), we
aim to estimate a lower bound on the learning complexities of all algorithms for a ﬁxed
family of problems.
Deﬁnition 2.4 (Learning Complexity of a Family of Online Problems). The learning
complexity of the family of online learning problems P is deﬁned as
LC(P) := min{LC(A,P)|A is an algorithm for P}.
2.3 Optimization Problem
We start with a linear programming formulation of the one-class pattern separation
problem in the batch setting which means that the (training) dataset is available before
the learning procedure starts. We shall introduce the online learning framework when
we consider the incremental subgradient minimization algorithm for this problem in the
next section.
As mentioned in the introduction, there is an inﬁnite set A ⊂ X of vector representa-
tions of the observations from the same source in the Euclidean feature space X ⊆ Rn.
Without loss of generality we assume that the vectors in A are normalized.2 It is known
2Note that not only normalization, but any mapping of a linearly separable dataset onto the unit
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that this set is linearly separable from the origin, which means that there exists some
unit vector x ∈ Rn such that
∀a ∈ A : a⊤x ≥ 0. (2.1)
Any such vector x is called a feasible vector of constraint (2.1), and is a normal vector
to some separating hyperplane centred at the origin. The separability of the dataset
can be measured by the following quantity whose deﬁnition is taken from Dunagan and
Vempala (2008).
Deﬁnition 2.5 (Margin). The margin of the dataset A ⊂ Rn is the radius of the largest
ball inscribed into the polyhedron deﬁned by the set of constraints (2.1)
ρA = max x =1 mina∈A a⊤x
The unit vector z which realizes the margin
∀a ∈ A : a⊤z ≥ ρA
is called the centre of the dataset A.
Geometrically, ρA is the maximal distance such that some separating hyperplane can be
shifted by from the origin in the direction of its normal and still keep the dataset A on
its positive side.
Our pattern separation problem implies ﬁnding some non-zero vector which satisﬁes the
constraint (2.1) and can be posed as semi-inﬁnite linear feasibility program
ﬁnd x ∈ Rn
subject to ∀a ∈ A : a⊤x ≥ 0, x  = 0.
(2.2)
The word semi-inﬁnite implies that the linear program has a ﬁnite number of variables,
but an inﬁnite number of constraints. The vector of variables x ∈ Rn (the weight vector)
and the margin ρA are also known in linear programming as a design vector and a radius
of the feasible region of (2.2) respectively. The set of vectors which satisfy constraints of
(2.2) is called a feasible set which for feasibility problems coincides with an optimality set
since there is no objective function. The program (2.2) is equivalent to the second-order
conic or semideﬁnite feasibility programs. The latter will be shown in Chapter 6.
Using the deﬁnition of the margin we can parameterize our family of online learning
problems P in an alternative way. Assuming that the unknown dataset A has margin
ρ ∈ R+ and centre z ∈ Rn, we observe that it is a subset of or equal to the following set
  A := {˜ a ∈ Rn |˜ a⊤z ≥ ρ,  ˜ a  = 1}.Chapter 2 Perceptron Learning Algorithm 13
Therefore, without loss of generality we can consider the set   A instead of A because
of the inﬁnite size of the latter. Since the former is uniquely deﬁned by ρ and z, we
can parameterize an online learning problem as P(z,ρ,Ωz,ρ) where Ωz,ρ is the oracle
that provides a counterexample from   A. In this case our unknown target function is the
classiﬁer fz,ρ : Rn → {0,1} deﬁned as
fz,ρ(y) := sgn(y⊤z − ρ)
where the sign function sgn : R → {0,1} is
sgn(α) :=
 
1 α ≥ 0
0 α < 0.
In the perceptron learning we aim to ﬁnd an approximation of this target function, a
classiﬁer sgn(y⊤x) whose prediction coincides with the target function on   A, but may
be diﬀerent on some part of the unit ball outside   A. This is the generalization of the
concept learning in two ways: allowing real (not only Boolean inputs) and accepting some
diﬀerence in predictions outside the target set   A. From this viewpoint, our problem is
to learn an approximation to the linear threshold function fz,ρ that only makes errors
on negative examples.
In this work we mainly consider the learning view and terminology of (2.2), however
we will endeavour to provide equivalent notions from optimization theory in order to
exploit some results from this ﬁeld in the learning context and avoid confusing readers
familiar with only one of these ﬁelds.
2.4 Incremental Subgradient Descent Algorithm
Algorithm 1: Normalized Perceptron Learning Algorithm
Input: a (possibly) inﬁnite set of vectors A ⊂ Rn.
Output: a vector x ∈ Rn such that ∀a ∈ A : x⊤a ≥ 0.
set t ← 0;
set xt ← 0;
while exists a ∈ A such that x⊤
t a ≤ 0 do
xt+1 ← xt + a;
t ← t + 1;
end
return xt
Problem (2.2) can be reformulated as minimization of the piece-wise linear function
minx
 
a∈A h(a⊤x)
subject to x ∈ Rn, x  = 0
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where h : R → R+ according to
h(α) :=
 
−α ifα ≤ 0
0 otherwise
which is an unconstrained convex program3. The function h(a⊤x) is also known as the
hinge loss function.
The objective of (2.3) is non-smooth4, therefore we consider a subgradient descent tech-
nique to minimize it, or in other words, try to approach the optimal set by moving in
the direction opposite to the subgradient of the objective.
Deﬁnition 2.6 (Subgradient). For a given convex function f(x) : Rn → R a vector
g ∈ Rn is a subgradient of f(x) at a point x ∈ R if
∀y ∈ Rn : f(y) ≥ f(x) + g⊤(y − x).
If the function f(x) is diﬀerentiable at x then its subgradient is unique and equals its
gradient at this point. Otherwise, there may exist several (or even inﬁnitely many)
subgradients at a single point. Geometrically, the subgradient deﬁnes a tangential hy-
perplane to the function surface at f(x). The set of all subgradients of f(x) at x is
called the subdiﬀerential of f(x) at x and is denoted by ∂f(x).
In our case, the subgradient of the objective of (2.3) at some point x is
d = −
 
a∈A:a⊤x≤0 a
which may be unbounded because of the inﬁnity of A.5 Therefore, strictly speaking,
this algorithm cannot be applied to (2.3) directly. Hence, we switch to the incremental
subgradient algorithm (Kiwiel, 2004) which minimizes one term of the sum of functions
in the objective at a time.
This algorithm is directly applicable to online learning where only one example per
trial is presented, so at every trial we solve (2.3) for a single example using the current
hypothesis as a starting point.
The classical perceptron algorithm (Rosenblatt, 1958) (Algorithm 1) is the simplest in-
cremental subgradient method. It implies choosing some initial approximation x0 ∈ Rn
and then if there is some at ∈ A such that a⊤
t x ≤ 0 updating it incrementally according
to the rule
xt := xt−1 + ηtat
3The requirement that x is non-zero can also be included in the function, but we omit this for the
sake of clarity of our presentation.
4h(a
⊤x) is non-diﬀerentiable at x if a
⊤x = 0.
5Moreover, the value of the objective may be also unbounded outside of the optimality set.Chapter 2 Perceptron Learning Algorithm 15
where ηt is called a learning rate (or a step size) until the full subgradient of the objective
of (2.3) vanishes, i.e. x⊤a > 0 holds for all a ∈ A (all observed examples are classiﬁed
correctly).
In our discussion of online learning algorithms following Deﬁnition 2.2 in Section 2.2 we
mentioned the potential computational advantage of perceptron algorithms over generic
online learning algorithms since the former need the current misclassiﬁed example only
(and do not need all the previous examples) to amend the current hypothesis. However,
in general the generic perceptron algorithm does not have a guarantee that its current
hypothesis correctly predicts on all the examples on which it has been updated so far
until the algorithm converges. But this does not hinder the algorithm from converging in
a ﬁnite number of steps for the inﬁnite dataset provided it is linearly separable. Hence,
its convergence depends only on the margin of the dataset (Block, 1962; Novikoﬀ, 1962;
Minsky and Papert, 1988).
Theorem 2.7 (Novikoﬀ (1962)). The perceptron algorithm (Algorithm 1) needs at most
1
ρ2
A
updates to output some feasible solution of (2.2).
The perceptron algorithm also has another sensible shortcoming. Observe that con-
vergence of the subgradient algorithm (Algorithm 1) depends not only on the size (or
full-dimensional volume) of the feasible region, but ﬁrst and foremost on its shape. In
other words, the method is slow if there is at least one direction in which the optimal
set has very small volume and may need even exponential (in terms of the dimension of
the problem and number of diﬀerent examples presented from A) number of updates in
the worst case (for an example see Anthony and Shawe-Taylor (1993)).
These problem was tackled independently by Shor (1970b) (for the generic subgradient
descent algorithm) and Dunagan and Vempala (2008) (for the perceptron algorithm for
solving linear programs). Both these approaches involve some mapping of the instance
space to increase the margin. Therefore, in order to proceed with a discussion of these
techniques, we need to derive the perceptron update rule in the mapped space.
There is an alternative way one can pose the optimization problem of (2.3) that avoids
an unbounded objective function. This can be done by modifying our problem in the
following way
minx, x ≤1 maxa∈A h(a⊤x)
subject to x ∈ Rn, x  = 0.
However, in this case the set of the subgradients at any ﬁxed x consists of the most
misclassiﬁed data points (those which have the lowest inner product with the current
weight vector x), which imposes an extra requirement on the oracle and in the general
case is not the case in our learning model since we may receive any misclassiﬁed example
regardless of the amount of loss of our classiﬁer on it. However, we shall come back to
this model in Section 3.7 when we derive the lower bounds on the complexity of online
perceptron learning.Chapter 2 Perceptron Learning Algorithm 16
2.5 Perceptron Update Rule in the Mapped Space
First we consider some very general linear invertible operator D : Rn → Rn deﬁned by
some invertible matrix D ∈ Rn and applied to the input space such that ∀x ∈ Rn :
D(x) = Dx. It is clear that this mapping preserves the convexity of any set in Rn.
Assume that we apply the subgradient minimization algorithm in the mapped space, so
after t updates we obtain the design vector yt = Dxt and receive at such that a⊤
t xt < 0.
Now from the invertibility of D we get
a⊤x = a⊤D−1y = ((D−1)⊤a)⊤y (2.4)
which gives us the expression for the counterexample with which to update in the mapped
space, b = (D−1)⊤a.
It may seem counter-intuitive that we need the inverted operator to map the data to
the space which is the image of the input space under the direct mapping although the
explanation is quite simple. Geometrically, mapping D corresponds to switching to a
new coordinate system in the input space whose axes are the eigenvectors scaled by
the eigenvalues of D. Hence, to compute coordinates of a vector in the new coordinate
system we need to squash its components by the value of the eigenvalues of D.
Now if we apply some mapping Dt−1 onto the input space after (t− 1)’st update of the
subgradient algorithm the t-th update in the mapped space becomes
Dt−1xt := Dt−1xt−1 + ηtbt
where yt−1 is the design vector, Dt−1 is the mapping matrix after t − 1 updates, ηt is
the step size and bt is the normalized update vector in the mapped space for the t-th
update. This corresponds to the following update rule in the primal space
xt := xt−1 + ηD−1
t−1bt. (2.5)
Considering this equation together with the formula for the data points in the mapped
space (2.4), we conclude that we can use the mapping of the input space implicitly
provided the operator matrix is easy to invert.Chapter 2 Perceptron Learning Algorithm 17
2.6 Rescaling Operator
In order to improve convergence of the subgradient algorithm Shor suggested the space
dilation (also known as dilatation or extension) procedure6(Shor, 1970b,a) which is based
on non-orthogonal space transformations and aims at reducing the angle between the
current subgradient and the direction to the optimum. It stretches the instance space
in the direction of the subgradient after making an update on it, and thus squashes
the set of subgradients in this direction (recall (2.4)) in the new space. For example, if
there are subgradients with components of the opposite signs in some coordinate system,
this modiﬁcation tends to gradually reduce the inﬂuence of those components (increases
volume in this dimension) and thus prevents the algorithm from unnecessary wiggling
around the optimum. In other words, space dilation decreases the angles between diffe-
rent rays in the cone spanned by the data points. In machine learning terms, it gradually
suppresses the features that are already learned, and thus reduces the possibility that
successive updates deteriorate correct classiﬁcation of the examples learned earlier.
Alternatively, the dilation can be justiﬁed in the following way. Imagine the cone centred
at the origin and spanned by the convex hull of the data points. By assumption of the
linear separability, this cone must be pointed, i.e. must not contain any line (only rays).
The intersection of this cone with the surface of the unit ball is a polygon which may have
an inﬁnite number of sides (e.g. a circle) when the dataset is inﬁnite. In this context,
the margin is the distance between the hyperplane which contains this polygon (or the
maximal distance if there are several hyperplanes which happens when the polygon is
not full-dimensional) and the origin. Suppressing the dataset in one of its directions
(which are the rays of the cone) squashes the cone in the mapped space, hence the latter
intersects the unit ball farther from the origin (the margin becomes larger).
Recently Dunagan and Vempala suggested a rescaling procedure to tackle the case of
a small margin by the perceptron algorithm (Dunagan and Vempala, 2008). Their
approach is based on the same space transformation as the one suggested by Shor, but
(as we shall see in Chapter 3) with dilation factor λ = 1
2 which actually corresponds to
contraction (not dilation) of the instance space. In this thesis we shall also use their
term ‘rescaling’ for the Shor’s operator as we believe that it more accurately describes
its eﬀect.7
We proceed with a formal deﬁnition of the rescaling operator.
6Diﬀerent names exist because the technique was ﬁrst presented in several articles in Russian and
Ukrainian journals which were translated into English independently of one another and sometimes in
a diﬀerent way.
7As one could see further on in this section, actual space dilation takes place only when the factor is
chosen from a certain range of values (greater than 1). Otherwise, the space may be deﬂated, contracted,
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Deﬁnition 2.8 (Rescaling Operator, Shor (1970b)). Given some unit vector ζ ∈ Rn
and some λ ∈ R+, the mapping Rλ : Rn → Rn such that for any x ∈ Rn
Rλ(ζ)x =
 
I + (λ − 1)ζζ⊤ 
x = x + (λ − 1)(ζ⊤x)ζ
is called the rescaling operator in the direction of ζ with coeﬃcient λ.
In other words, for every vector the rescaling operator multiplies its component in the
direction of rescaling by λ. Therefore, when applied to the space, in the case of re-
normalization of its output, the operator rotates its coordinate system to move one of
the axes closer to the rescaling direction and stretch by λ. Remember that the data in
the initial space are then rescaled in the same direction by 1
λ (recall (2.4)). Depending
on the value of λ we distinguish the following types of rescaling operators
• deﬂation if λ = 0,
• contraction if 0 < λ < 1,
• identity if λ = 1,
• dilation if λ > 1.
It is easy to check the following properties of the rescaling operator:
1. Rλ (ζ) = Rλ(ζ)R (ζ) = R (ζ)Rλ(ζ).
2. Rλ(ζ)R 1
λ(ζ) = R1(ζ) = I.
For more details on the operator the reader is referred to Section 3.2 of Shor (1985). Now
we are ready to derive the perceptron algorithm with rescaling following Shor (1970b).
2.7 Perceptron Learning with Rescaling
The main modiﬁcation of the perceptron learning in Shor (1970b) implies applying to
the input space the rescaling operator Dt with matrix
Dt :=
 
I + (λ − 1)btb
⊤
t
 
Dt−1
(where λ > 1 and D0 = I) after the t’th update made on the normalized counterexample
in the dilated space (by operator Dt−1) bt provided the algorithm has not converged
yet. The idea is that the application of Dt to the dataset according to (2.4) contracts
it in the direction of bt. This makes it more diﬃcult for the successive updates to
decrease the component of the weight vector corresponding to bt or, in other words, toChapter 2 Perceptron Learning Algorithm 19
undo the correct classiﬁcation of the example bt. In the extreme case when λ = +∞,
the rescaling operator projects the whole dataset onto the orthogonal complement of
the current misclassiﬁed example (deﬂates the space in its direction). That choice of
the rescaling coeﬃcient, however, is impractical because the data space may degenerate
before the algorithm converges to the separating weight vector.
According to (2.5), we can make the dilation implicitly without constructing the direct
operator Dt after every update since D−1
t−1 is as easy to compute iteratively as the matrix
of the direct operator. Indeed,
D−1
t = D−1
t−1
 
I +
  1
λ − 1
 
btb
⊤
t
 
which is our recursive formula for the matrix of the rescaling operator. By (2.5) the
update rule in the primal space is
xt := xt−1 + ηD−1
t−1bt.
2.8 Perceptron Learning by Ellipsoid Algorithm
Algorithm 2: Normalized Perceptron Learning by Ellipsoid Algorithm
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn and a parameter ̺ ∈ (0,1).
Output: a vector x ∈ Rn such that ∀a ∈ A : x⊤a ≥ 0.
set t ← 0;
set xt ← 0;
set ηt ← 1
n+1;
set Bt ← I ∈ Rn×n;
set ̺t ← 1;
while exists a ∈ A such that x⊤
t a ≤ 0 do
if ̺t < ̺ then
return unseparable
end
bt+1 ← B⊤
t a;
xt+1 ← xt + ηtBtbt+1;
ηt+1 ← n √
n2−1ηt;
Bt+1 ← Bt
 
I +
 √
n2−1
n+1 − 1
 
bt+1b
⊤
t+1
 
;
̺t+1 ←
 
n √
n2−1
 n−1
n  
n
n+1
  1
n ̺t;
t ← t + 1;
end
return xt
The implicit application of the rescaling suggests a dual view of this technique: under
some certain choice of the rescaling factor it can be interpreted as a cut-oﬀ scheme
applied to the unit ball that encloses the feasible set of (2.2) (Shor, 1977). Indeed,Chapter 2 Perceptron Learning Algorithm 20
one can construct an optimization method which iteratively checks if the centre of the
enclosing ball is a feasible point, and otherwise cuts some part of the ball in the direction
of the violated constraint and encloses the remaining part into the ellipsoid of the smallest
volume (L¨ owner-John ellipsoid (John, 1948)) which is the unit ball in the rescaled space.
In this algorithm the update rule corresponds to re-computing the centre of the new
bounding ellipsoid containing the feasible region (Shor and Gershovich, 1982).
From this viewpoint the dilation can be seen as changing the metric of the primal space
from spherical to ellipsoidal (i.e. scaling and rotating the axes of the coordinate system)
that maps the enclosing ellipsoid into a sphere in the dilated space, and thus locks
the process. In the primal space, the volume of the enclosing ellipsoid decreases with a
constant factor, thus the algorithm converges. Geometrically, this approach ‘rounds’ the
feasible region in the mapped space, hence performance of the algorithm becomes less
and less dependent on its structure or shape (the radius of the largest inscribed ball), but
depends on its volume. This scheme under rescaling factor λ =
 
n+1
n−1 and decreasing
step size ηt+1 = n √
n2−1ηt with η0 = 1
n+1 made it possible to show polynomial solva-
bility of linear programming (Khachiyan, 1979), and the resulting algorithm is known
as the ellipsoid algorithm (Algorithm 2).8 This view of rescaling originates from the
information-based complexity theory of convex programming (Nemirovsky and Yudin,
1983) where the ellipsoid algorithm was independently derived by Yudin and Nemirovski
(1976a,b) as a realizable algorithm whose complexity tends to approximate the optimal
information-based complexity of a generic convex program (Nemirovsky and Yudin,
1983).
The perceptron learning by the ellipsoid algorithm is shown as Algorithm 2.9 The factor
̺t is used to compute the ratio of the volumes of the current ellipsoidal approximation
of the feasible set, and the assumed maximal ball of radius ρ which is contained in the
feasible region. In the one-dimensional case, the ellipsoid algorithm is equivalent to a
simple bisection. We have the following result for its mistake bound.
Theorem 2.9 (Ben-Tal and Nemirovski (2001), Theorem 5.2.1). Algorithm 2 applied
to the one class classiﬁcation problem (2.2) linearly separable with margin ρ > 0 makes
at most 2n2 log 1
ρ mistakes.
8Although the ellipsoid algorithm is polynomial in the rational number model, it is shown that it is
not polynomial in the real number model (Traub and Wo` zniakowski, 1982). The question of polynomial
solvability of linear programming over the ﬁeld of real numbers still remains open.
9In order to handle possible rounding errors, it is advised to use a slightly larger value of the rescaling
coeﬃcient λ =
(n+1)
√
2n2+3
n2√
2 and update the step size according to
ηt+1 ←
√
2n2 + 3
n2√
2
ηt
for n ≥ 2 (Gr¨ otschel et al., 1988).Chapter 2 Perceptron Learning Algorithm 21
The computational complexity of this algorithm is O(n4 log 1
ρ) (since the computational
cost of one update is a factor of n2 elementary computations) which still can be further
optimized (Nemirovski and Nenakhov, 1991).
2.9 Modiﬁed Perceptron Algorithm
Algorithm 3: Modiﬁed Perceptron Algorithm
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn and a parameter σ ∈ R+.
Output: a vector x ∈ Rn such that ∀a ∈ A : x⊤a ≥ −σ.
repeat
set x uniformly at random in {y ∈ Rn :  y  = 1};
set t ← 0;
while exists a ∈ A such that x⊤a < −σ do
t ← t + 1;
x ← (I − aa⊤)x;
* if  x  = 0 then
break
end
if t > lnn
σ2 then
break
end
end
until ∀a ∈ A : x⊤a ≥ −σ;
return x
Before discussing the probabilistic perceptron learning algorithm we need to mention
the perceptron algorithm for learning noisy linear threshold functions (also known as
wiggling or relaxed perceptron) (Blum et al., 1998) because it is a compound part of the
former algorithm.
This algorithm (Algorithm 3) is another attempt to tackle classiﬁcation of the datasets
with very small margin. Here our initial goal to ﬁnd any classiﬁer which strictly separates
the data is relaxed to a simpler task - to learn an almost separating classiﬁer. The word
‘almost’ means that we allow some relaxation of the constraint (2.1) up to some value
σ > 0, and require that the found unit weight vector satisﬁes
∀a ∈ A : a⊤x ≥ −σ.
The algorithm is based on the probabilistic argument and proceeds in a simple way: we
start with a random unit weight vector and every time we meet a misclassiﬁed example,
the component of this example is subtracted from the weight vector. In other words, the
deﬂation operator in the direction of the unit misclassiﬁed example at−1 is applied toChapter 2 Perceptron Learning Algorithm 22
the weight vector (according to our classiﬁcation of rescaling operators in Section 2.6)
xt ← (I − at−1a⊤
t−1)xt−1.
Convergence of this procedure is guaranteed by the following theorem.
Theorem 2.10 (Blum et al. (1998),Theorem 3). If the set A is linearly separable then
with some positive probability 1−δ after at most
lnnln 1
δ
σ2 the Relaxed Perceptron Algorithm
(Algorithm 3) returns a vector x such that
∀a ∈ A : x⊤a ≥ −σ.
Success of the algorithm greatly depends on the random starting vector x0, and is
justiﬁed by the observation that if we start with a unit vector that satisﬁes
x⊤
∗ x0 ≥ 1 √
n (2.6)
where x∗ is any (not necessarily optimal) separating weight vector (a feasible solution)
then the algorithm converges after at most
logn
σ2 updates. The probability of this event
is positive, hence the algorithm is polynomial in the dimension of the input space and
some separation parameter σ.Chapter 3
Probabilistic Polynomial-time
Perceptron Rescaling Algorithm
3.1 Preliminaries on Randomized Algorithms
First we need to recall some basic notions from the theory of randomized algorithms. Un-
like deterministic algorithms, their behaviour depends not only on their input, but also
on some random choices determined by the output of a random generator which brings
certain advantages like avoiding adversarial inputs (sorting and online algorithms) and
deadlocks (network routing and distributed systems), improving load balancing (data
structures and parallel algorithms), etc. Instead of average case and worst case com-
plexity analysis used for comparison of deterministic algorithms, complexity estimates
of randomized algorithms can be based on their worst case expected running time which
is the maximum of the expected running time for an input taken over all admissible
inputs. However, to allow more realistic comparison with guaranteed performance of
deterministic algorithms, a stronger bound of complexity with high probability is used
whose notion we adapt from Sanders (1998).
Deﬁnition 3.1 (High Probability). A parameterized event Υ(n) occurs with high prob-
ability if for any α > 0 there exists n0 ∈ N such that
∀n ≥ n0 : P[Υ(n)] ≥ 1 − n−α.
In other words, a random event happens with high probability if for any ﬁxed positive
α, the probability of its complement Υ(n) can be bounded by a polynomial n−α starting
from some n0 (i.e. can be made almost zero).
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3.2 Probabilistic Perceptron Algorithm with Rescaling
Algorithm 4: Probabilistic Perceptron Algorithm with Rescaling
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn.
Output: a nonzero vector x ∈ Rn such that ∀a ∈ A : a⊤x ≥ 0.
set x ← 0 ∈ Rn;
set t ← 0;
set Ht ← I ∈ Rn×n;
while exists a ∈ A such that a⊤H⊤
t x ≤ 0 do
call Algorithm 1 with the set HtA for at most 1
̺2 updates with ̺ = 1
32n;
if ∀a ∈ A : a⊤H⊤
t x ≥ 0 then
return H⊤
t x
end
call Algorithm 3 with the set HtA and σ = 1
32n;
if ∀a ∈ A : a⊤H⊤
t x ≥ 0 then
return H⊤
t x
end
t ← t + 1;
Ht ← (I + xx⊤)Ht−1;
end
An alternative way of making the perceptron algorithm polynomial time was introduced
by Dunagan and Vempala (2008) (Algorithm 4). They assume that the margin of the
dataset is at least ̺ (thus they bound the number of the perceptron updates by the ﬁxed
value 1
̺2), and if it is not, they rescale the dataset (with a ﬁxed factor λ = 2) to get
A′ := {(I + xx⊤)a|a ∈ A},
in order to increase the margin, and re-apply the same procedure again. This procedure
is justiﬁed by the probabilistic argument which proves that the algorithm converges with
high probability.
Unlike the ellipsoid algorithm, where classiﬁcation of new examples and learning a sepa-
rating hyperplane take place in the primal space and rescaling is only implicit (according
to (2.5)), in the probabilistic perceptron the weight vector is learned in the rescaled space,
and is mapped back only when a feasible point is found. In the computational sense,
this implies that we do not need to invert the operator matrix.
Indeed, after the t’th cycle of Algorithm 4 the dataset is rescaled in some direction xt
by the operator with a matrix
Ht = (I + xtx⊤
t )Ht−1 =
 t−1
i=0
 
I + xt−ix⊤
t−i
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Assume that afterwards we found the feasible solution y for the rescaled dataset. Then
for all a ∈ A we have
(Hta)⊤y > 0
which can be re-written as
(Hta)⊤y = a⊤H⊤
t y = a⊤x > 0
where x = H⊤
t y (cf. (2.4)). Therefore, the initial input space was implicitly rescaled
according to y =
 
H⊤
t
 −1 x which implies that the rescaling operator after t iterations
in this case has the following matrix
Dt = (H⊤
t )−1 = ((
 t−1
i=0
 
I + (2 − 1)xt−ix⊤
t−i
 
)⊤)−1 =
 t−1
i=0
 
I + (1
2 − 1)xt−ix⊤
t−i
 
In contrast to the space dilation in the ellipsoid algorithm, in the case of the probabilistic
perceptron the space is implicitly contracted (since λ = 1
2 < 1 - recall the types of
rescaling in Section 2.6) which means that in the mapped space the component of the
rescaling direction in the dataset is stretched (not squashed as in the ellipsoid algorithm).
Geometrically, those data vectors which have positive inner product with the rescaling
direction are moved closer to it, while all the others are pushed farther (Figure 3.1). The
impact of this transformation, therefore, entirely depends on the choice of the direction,
hence not every direction in the convex cone of the dataset suits this purpose unless all of
them are suﬃciently close to the data centre. As shown by the authors of the algorithm,
this procedure increases the margin if the inner product of the rescaling direction with
the centre of the dataset z satisﬁes (2.6). Therefore, the problem of ﬁnding a proper
direction of rescaling, which is guaranteed to increase the margin, is almost as hard as
solving the initial problem (2.2),1 so they suggest to solve it approximately with the aid
of the relaxed perceptron (Algorithm 3). For this purpose they prove a modiﬁed version
of Theorem 2.10.
Theorem 3.2 (Blum et al. (1998), Theorem 3). If the set A is linearly separable then
with some positive probability η > 0 after at most lnn
σ2 the Modiﬁed Perceptron Algorithm
(Algorithm 3) returns a unit vector x ∈ Rn such that
1. for all a ∈ A : x⊤a ≥ −σ,
2. x⊤z ≥ 1 √
n.
The proof of the theorem is based on a similar argument to that of Theorem 2.10
although with a stricter initial assumption: it is shown that if the condition (2.6) is met
for the random starting point and the unknown centre of the dataset then the algorithm
converges.
1In fact, in some sense it is even harder than the latter because we can not check if a given vector
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Figure 3.1: Illustration of the rescaling procedure. Shown is the feasible region and
one feasible point before (left) and after (right) rescaling with the feasible point.
3.3 Probabilistic Rescaling Procedure
Note that the mere convergence of the Algorithm 3 is not suﬃcient for the polynomial
probabilistic perceptron because not all its outputs satisfy x⊤z ≥ 1 √
n, and thus can
be a suitable direction for rescaling to increase the margin.2 Since the centre of the
dataset is unknown, we cannot strictly determine if this condition is met for a non-zero
output of the modiﬁed perceptron algorithm. The behaviour of the rescaling procedure
is explained by the following lemma.
Lemma 3.3 (Dunagan and Vempala (2008), Lemma 3.3). Suppose that ρ ≤ 1
32n and
σ ≤ 1
32n. Let A′ be obtained from A by application of the rescaling procedure of one
iteration of Algorithm 4. Let ρ and ρ′ be the radii of A and A′ respectively. Then
1. ρ′ ≥
 
1 − 1
32n − 1
512n2
 
ρ.
2. With probability at least 1
8, ρ′ ≥
 
1 + 1
3n
 
ρ.
Proof. According to Theorem 2.10, with probability at least 1
8, Algorithm 3 terminates
and its output x satisﬁes
∀a ∈ A : x⊤a ≥ −σ and x⊤z ≥ 1 √
n,
2Since now we are only interested in the output that meets the second condition of Theorem 3.2, the
condition in line (*) of the Algorithm 3 can be modiﬁed to checking if  x  ≤
1 √
n.Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 27
where z is the centre of A, although it may also converge and return a vector that does
not meet the latter condition.
Assume that A′ is the dataset obtained after rescaling all vectors from A in the direction
of x after the ﬁrst complete iteration of the probabilistic perceptron. We deﬁne
z′ := z + α(z⊤x)x, (3.1)
even though it may be not the centre of A′, we can still use it to bound the radius ρ′ of
A′ from below where α will be speciﬁed in the sequel. Therefore,
ρ′ ≥ mina′∈A′ z′⊤a′ = mina′∈A′ z′⊤a′
 z′  .
First we show that the inner product z′a′ is bounded from below. With this aim we
expand
z′⊤a′ =
 
a+(a⊤x)x
 a+(a⊤x)x 
 ⊤
z′ =
 
a+(a⊤x)x
 a+(a⊤x)x 
 ⊤
z′
=
[a+(a⊤x)x]⊤[z+α(z⊤x)x]
q
1+3(x⊤a)
2 ≥
ρ+σa(z⊤x)(1+2α) √
1+3σ2
a
where σa := x⊤a. If we choose α = 1
2
  ρ
z⊤x − 1
 
(although we do not have guarantees
that z⊤x  = 0, but after substituting α in the equality (3.1) above we do not have this
problem anymore) then we have
z′⊤a′ ≥ ρ 1+σa √
1+3σ2
a
.
It is possible to show that the function f(ξ) =
1+ξ √
1+3ξ2 has a unique point of maximum
at ξ = 1
3 over [−σ,1] where σ ∈ (0,1). The function is also monotonic on [−σ, 1
3] and
[1
3,1], and f(−σ) = 1−σ √
1+3σ2 ≤ 1 = f(1) so we proceed to
z′⊤a′ ≥ ρ 1−σ √
1+3σ2.
Next we expand the norm of the rescaled centre with α deﬁned as above
 z′ 2 = 1 + (α2 + 2α)(z⊤x)2 = 1 +
ρ2
4 + (z⊤x)
 ρ
2 − 3
4(z⊤x)
 
.
We consider two cases:
1. |z⊤x| < 1 √
n. This may happen with probability at most 7
8. It is easy to show
that the function g(ω) = 1 +
ρ2
4 + ω
 ρ
2 − 3
4ω
 
has a global maximum at ω =
ρ
3 for
ω ∈ Rn. So we can state
 z′ 2 ≤ g(
ρ
3) = 1 +
ρ2
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By virtue of the elementary inequality 1 √
1+β ≥ 1 −
β
2 for β ∈ (−1,1) we have
ρ′ ≥ ρ 1−σ √
1+3σ2 z′  ≥ ρ(1 − σ)
 
1 − 3σ2
2
  
1 −
ρ2
6
 
.
With the aid of the inequality (1−a)(1−b)(1−c) ≥ (1−a−b−c) for a,b,c ∈ [−1,1]
we obtain
ρ′ ≥ ρ
 
1 − σ − 3σ2
2 −
ρ2
6
 
≥ ρ
 
1 − 1
32n − 1
512n2
 
for ρ,σ ≤ 1
32n.
2. |z⊤x| ≥ 1 √
n which happens with probability at least 1
8. Since
ρ
3 ≤ |z⊤x| we get
 z′ 2 = 1 +
ρ2
4 + (z⊤x)
ρ
2 − 3
4(z⊤x)2 ≤ 1 +
ρ2
4 +
ρ
2
√
n − 3
4n.
Consequently, applying the same elementary inequalities again for ρ,σ ≤ 1
32n we
arrive at
ρ′ ≥ ρ(1 − σ)
 
1 − 3σ2
2
  
1 −
ρ2
8 −
ρ
4
√
n + 3
8n
 
≥ ρ
 
1 − σ − 3σ2
2 −
ρ2
8 −
ρ
4
√
n + 3
8n
 
≥ ρ
 
1 + 1
3n
 
.
3.4 Convergence of the Probabilistic Perceptron
Following Lemma 3.3 we know that after one iteration with rescaling of the probabilistic
perceptron the margin can either increase by at least
 
1 + 1
3n
 
(with probability at least
1
8), or decrease by at most
 
1 − 1
32n − 1
512n2
 
(with probability at most 7
8). One can
easily see that the expectation of the factor by which the margin is changed after one
complete iteration is greater than one, however this is not suﬃcient for the convergence
of the probabilistic perceptron in polynomial time.
The purpose of the rescaling procedure is to make the margin of the dataset at least
̺ in a polynomially bounded number of iterations with high probability. Therefore, the
sole fact that the expectation of the rescaling factor is greater than 1 does not suit this
purpose because it does not necessarily imply that the factor converges to (or does not
fall much below, which suﬃces for this case) its expected value3. Therefore, in Dunagan
and Vempala (2008) the latter fact is shown to hold with high probability by virtue of
Chernoﬀ bound (Chernoﬀ, 1952). For the case when the rescaling factor is not less than
its expectation by more than some positive ǫ, the margin is proved to grow to at least ̺
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in O
 
nln 1
ρ
 
number of iterations of Algorithm 4 which guarantees convergence of the
latter (see Theorem 4.1 in the next section).
Theorem 3.4 ((Dunagan and Vempala, 2008, Theorem 3.5)). Algorithm 4 returns a
solution to (2.2) in O
 
nln 1
ρ
 
iterations O
 
n3 lnnln 1
ρ
 
elementary computational op-
erations).4
The number of elementary computations is estimated from the following argument: the
complexity of updating the weight vector is O(n) and we need at most 1
ρ2 = 322n2 up-
dates by the plain perceptron, and lnn
σ2 = 322n2 lnn by the relaxed perceptron algorithm.
3.5 Optimal Rescaling for the Probabilistic Perceptron
As mentioned by Dunagan and Vempala (2008) if the margin ρ of the dataset A is
positive and the centre z is known, then rescaling in its direction with some positive
factor ν > 0 according to
∀a ∈ A : a′ =
 
I + νzz⊤
 
a (3.2)
increases the margin arbitrarily close to 1 when ν → ∞.5 We state this observation as
a lemma and provide a formal proof.
Lemma 3.5. Rescaling the feasible region of (2.2) in the direction of its centre z with
some positive factor ν according to (3.2) increases its margin arbitrarily close to 1 if
ν → ∞.
Proof. We mainly follow the logic of the proof of Lemma 3.3 just using ν ≥ 1 and z
instead of x as a direction of rescaling.
Rescaling operator maps the centre z to
z′ = z + ν(z⊤z)z = (1 + ν)z
whose norm is equal to 1+ν so z′ = z. In other words, the centre does not change since
we rescale the feasible region in its direction.
4The number of operations we state is of factor nm lower than in Theorem 3.5 of Dunagan and
Vempala (2008) where m is the size of the dataset because we do not count the complexity of obtaining
an update vector (a counterexample) which we assume to be provided by the oracle whose complexity
we neglect.
5This corresponds to rescaling the input space with factor
1
1+ν following the same argument as in
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Now we have
ρ′ ≥ mina′∈A′ z′⊤a′ = mina∈A
z⊤(a+ν(a⊤z)z)
 a+ν(a⊤z)z  = mina∈A
z⊤(a+ν(a⊤z)z)
 a+ν(a⊤z)z 
= mina∈A
z⊤a+νz⊤a √
1+(2ν+ν2)(z⊤a)2 = mina∈A
ρa(1+ν) √
1+(2ν+ν2)ρ2
a
where ρa = z⊤a.
It is easy to see that the function fν(ξ) =
ξ(1+ν) √
1+(2ν+ν2)ξ2 with nonnegative ν is strictly
monotonically increasing on R (and bounded with 1+ν √
ν2+2ν from above) so we proceed to
z′⊤a′ ≥
ρ(1+ν) √
1+(2ν+ν2)ρ2
since ρa ∈ [ρ,1] for all a ∈ A.
Now for any positive ρ we have the following
limν→∞
ρ(1+ν) √
1+(2ν+ν2)ρ2 = limν→∞
ρ( 1
ν+1)
q
1
ν2 +( 2
ν+1)ρ2 = 1
which proves the statement of the lemma.
This result is not surprising because when ν → +∞ the rescaling factor λ = 1
ν+1 → 0
therefore the operator that maps the input space converges to the deﬂation operator.
Since the dataset is mapped by the inverse operator this means that the component in
the direction of the centre becomes inﬁnitely large comparing to the rest of the space
basis, so the perceptron algorithm in the mapped space converges in one update.
3.6 Multiple Rescaling for the Probabilistic Perceptron
However, as mentioned earlier, the centre of the feasible region remains unknown to us
in the general case, and to ﬁnd it is in some sense even more challenging task than to
solve a feasibility problem (2.2) which is our initial goal.
Now we are going to demonstrate that increasing the factor ν does not help in the
general case when the rescaling direction is just an output of the modiﬁed perceptron
algorithm. We will follow the argument similar to that of Lemma 3.3 to determine if we
can extend the statement of Lemma 3.5 to the generic choice of the rescaling direction
used by the probabilistic perceptron and improve the factor
 
1 + 1
3n
 
of margin increase
(guaranteed by the same lemma) by choosing an appropriate value of ν.Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 31
3.6.1 General Expression of the Rescaling Factor
Consider the mapped centre of the feasibility domain
z′ := z + αν(z⊤x)x (3.3)
(with α to be chosen later) which may not be the centre of the rescaled region, neverthe-
less can still be used to lower bound the radius. By analogy with the proof of Lemma 3.3
we have
ρ′ ≥ mina′∈A′ z′⊤a′ = mina′∈A′ z′⊤a′
 z′  .
First we need to bound the inner product z′⊤a′ from below for all a ∈ A, so we expand
z′⊤a′ = z′⊤
 
a+ν(a⊤x)x
 a+ν(a⊤x)x 
 
= z′⊤
 
a+ν(a⊤x)x
 a+ν(a⊤x)x 
 
=
[z+αν(z⊤x)x]⊤[a+ν(a⊤x)x]
q
1+2ν(x⊤a)
2
+ν2(x⊤a)
2 ≥
ρ+σa(z⊤x)(ν+αν(ν+1)) √
1+ν(ν+2)σ2
a
where we use the fact that z⊤a ≥ ρ and denote σa := x⊤a. Now we choose α =
1
ν(ν+1)
  ρ
z⊤x − ν
 
(the case z⊤x = 0 does not cause any problem after we substitute α in
equation (3.3)) to obtain
z′⊤a′ ≥ ρ 1+σa √
1+ν(ν+2)σ2
a
which allows us to expand our lower bound on ρ′ to
ρ′ ≥ mina∈Aρ 1+σa √
1+ν(ν+2)σ2
a
1
 z′ . (3.4)
In order to estimate the expected margin of the rescaled dataset, we need to lower bound
the factor multiplying ρ in the left hand side of (3.4) (from now on we shall refer to it as
a rescaling factor) where we need to consider two cases: when the inner product of the
rescaling direction x with the dataset centre z satisﬁes the condition of margin increase
x⊤z ≥ 1 √
n (3.5)
which happens with some positive probability η for an arbitrary output of the relaxed
perceptron algorithm harnessed in the probabilistic perceptron (positive rescaling), and
otherwise (negative rescaling).
3.6.2 Bounding the Inverted Norm of the Rescaled Centre
We start by considering the lower bound on the inverted norm of the mapped dataset
centre z′ in both cases. As will be shown later, this component of the rescaling factor
solely contributes to the margin increase when condition (3.5) is met.Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 32
The norm of the rescaled centre with α deﬁned as above can be expressed as
 z′ 2 = [z + αν(z⊤x)x]⊤[z + αν(z⊤x)x] = 1 + αν(αν + 2)(z⊤x)2
= 1 + 1
ν+1
  ρ
z⊤x − ν
  
1
ν+1
  ρ
z⊤x − ν
 
+ 2
  
z⊤x
 2 = 1 +
(ρ−νz⊤x)(ρ+(ν+2)z⊤x)
(1+ν)2
= 1 +
ρ2+2ρz⊤x−ν(ν+2)(z⊤x)2
(1+ν)2 ,
and by virtue of elementary inequality 1 √
1+β ≥ 1 −
β
2 for β ∈ (−1,1) we arrive at
1
 z′  ≥ 1 +
ν(ν+2)(z⊤x)2−2ρz⊤x−ρ2
2(1+ν)2 = 1 +
ν(ν+2)ω2−2ρω−ρ2
2(1+ν)2 . (3.6)
where we denote ω = z⊤x.
At this point the diﬀerence between positive and negative rescaling can be assessed. As
we will see later, this is the only component of the rescaling factor which can be made
greater than 1, i.e. can contribute to the margin increase. When condition (3.5) holds
we can substitute ω with 1 √
n, so it will be a positive term and at least O(
√
n) times
greater than the other terms in this expression since ρ is at most O
  1
n
 
. Otherwise, the
norm of the mapped centre of the dataset as a function of z⊤x attains its maximum at
z⊤x =
ρ
ν(ν+1), hence can be upper bounded by
1 + 1
(1+ν)2
 
ρ −
ρ
ν+1
  
ρ +
ρ(ν+2)
ν(ν+1)
 
= 1 +
 
ρ
ν+1
 2
ν2+2ν+2
(ν+1)2 ,
which, by virtue of the same elementary inequality as in the previous case, bounds from
below its inverted norm as
1
 z′  ≥ 1 −
ρ2
2(ν+1)2
 
1 + 1
(ν+1)2
 
. (3.7)
3.6.3 Bounding the Inner Product with the Rescaled Centre
It is possible to show that the function ϕ(ξ) :=
1+ξ √
1+ν(ν+2)ξ2 with nonnegative ν has the
unique global maximum at ξ = 1
ν(ν+2) with the value ν+1 √
ν(ν+2).6 This value is greater or
equal to 1 for positive ν as the ratio of the arithmetic and geometric means of ν and
ν + 2 and decreases to 1 as ν goes to +∞. The function is monotonically increasing on
[−σ, 1
ν(ν+2)] and monotonically decreasing on [ 1
ν(ν+2),1], so in order to lower bound it
we need to compare the values of ϕ(ξ) at −σ and 1 for some small σ > 0. In the case
when ν ∈ (−1,0) this function does not have any extreme points on [−1;1] because it is
strictly monotonically increasing.7
6Indeed, taking the derivative of f(ξ) and equating it to zero leads to the following equation
1 √
1+ν(ν+2)ξ2 −
(1+ξ)ξν(ν+2)
(1+ν(ν+2)ξ2)
3
2
= 0
that has the unique solution ξ =
1
ν(ν+2). Second order analysis shows that it is a point of maximum.
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Now we check when ϕ(−σ) ≤ ϕ(1) holds. We have
1−σ √
1+ν(ν+2)σ2 = ϕ(−σ) ≤ ϕ(1) = 2 √
1+ν(ν+2) = 2
ν+1 (3.8)
which after squaring and multiplying both sides by (1 + ν(ν + 2)σ)(ν + 1)2 transforms
to
(1 − σ)2(1 + ν2 + 2ν) ≤ 4(1 + ν(ν + 2)σ2),
and after expanding both sides can be simpliﬁed to
ν(ν + 2)(3σ2 + 2σ − 1) + (−σ2 + 2σ + 3) ≥ 0.
Both polynomials of σ in the right hand side of the inequality above have a common root
σ = −1, therefore we can divide both sides of the inequality by (σ + 1) since σ ∈ (0,1)
and obtain
ν(ν + 2)(3σ − 1) + (3 − σ) ≥ 0.
For practical purposes we may assume that σ ∈
 
0, 1
3
 
since in Algorithm 4 σ = 1
32n for
all n ∈ N, so we have
ν2 + 2ν + 3−σ
3σ−1 ≤ 0.
The strict inequality holds when ν ∈
 
−1,−1 + 2
 
1−σ
1−3σ
 
, equality is attained for ν =
−1 + 2
 
1−σ
1−3σ, and for ν > −1 + 2
 
1−σ
1−3σ we have ϕ(−σ) > ϕ(1) = 2
ν+1.8
3.6.4 Optimal Range of the Rescaling Factor Values
To continue our estimates of the optimal rescaling coeﬃcient we need to combine our
analysis of (3.8) together with the lower bounds for the inverted norm of the mapped
dataset centre in both cases of positive and negative rescaling ((3.6) and (3.7) respec-
tively). Following our argument for (3.8) we distinguish two ranges of possible values of
the rescaling factor ν.
1. ν ∈ (−1,0) ∪
 
0,−1 + 2
 
1−σ
1−3σ
 
. In this case ϕ(−σ) ≤ ϕ(1) so by virtue of the
same elementary inequality we get
mina∈A
1+σa √
1+ν(ν+2)σ2
a
≥ 1−σ √
1+ν(ν+2)σ2 ≥ (1 − σ)
 
1 −
ν(ν+2)σ2
2
 
.
Hence, according to (3.4) the positive rescaling factor can be re-written as
ρ′ ≥ ρ(1 − σ)
 
1 −
ν(ν+2)σ2
2
  
1 +
ν(ν+2)ω2−2ρω−ρ2
2(1+ν)2
 
.
8Indeed, the left hand side of the inequality becomes zero with ν = −1±2
q
1−σ
1−3σ and the inequality
holds at ν = 0.Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 34
Only the last two terms of the above bound depend on ν so denoting β := ν(ν+2)
we consider the function
φ1(β) :=
 
1 −
βσ2
2
  
1 +
βω2−2ρω−ρ2
2(1+β)
 
whose derivative is
φ′
1(β) = −σ2
2
 
1 +
βω2−2ρω−ρ2
2(1+β)
 
+
 
1 −
βσ2
2
  
ω2
2(1+β) −
βω2−2ρω−ρ2
2(1+β)2
 
.
To check the condition of extremum of ψ1(β) we equate its ﬁrst derivative to
zero and after cancelling common factors and simpliﬁcation obtain the following
quadratic equation for β
β2σ2(ω2 + 2) + 2βσ2(ω2 + 2) + 2σ2 − σ2ρω − σ2ρ2 − 2ω2 − 4ρω − 2ρ = 0
with roots β = −1 ±
(ω+ρ)
σ
 
σ2+2
ω2+2. The derivative changes its sign from plus to
minus at −1 +
(ω+ρ)
σ
 
σ2+2
ω2+2 which is the point of maximum of φ1(β). Solving
equation (to express ν via β)
ν2 + 2ν = −1 +
(ω+ρ)
σ
 
σ2+2
ω2+2
and considering the range of admissible values of ν we ﬁnd out that the optimal
value
ν∗ = min
 
−1 +
 
(ω+ρ)
σ
 
σ2+2
ω2+2, −1 + 2
 
1−σ
1−3σ
 
.
Analyzing both possible values for ν∗ one can conclude that after some N1 ∈ N
for all n ≥ N1
−1 +
 
(ω+ρ)
σ
 
σ2+2
ω2+2 ≥ −1 + 2
 
1−σ
1−3σ
since substituting the values for σ,ρ and lower bound for ω it is easy to see that
the former goes to +∞ (because ω
σ ≥
1 √
n
1
32n
= 32
√
n) and the latter goes to 1 as
n → +∞.
Now we estimate the negative rescaling factor which according to (3.7) can be
re-written as
ρ′ ≥ ρ(1 − σ)
 
1 −
ν(ν+2)σ2
2
  
1 −
ρ2(ν2+2ν+2)
2(ν+1)4
 
.
Again only the last two factors of the bound above depend on ν so deﬁning β in
the same way as above we consider the function
ψ1(β) :=
 
1 −
βσ2
2
  
1 −
ρ2(β+2)
2(β+1)2
 Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 35
with a derivative
ψ′
1(β) = −σ2
2
 
1 −
ρ2(β+2)
2(β+1)2
 
+
 
1 −
βσ2
2
  
1 +
ρ2(β+3)
2(1+β)3
 
.
To check the condition of extremum of φ1(β) we equate its ﬁrst derivative to zero
and assuming σ = ρ (which is the case in Algorithm 4) after cancelling common
factors and simpliﬁcation get the following cubic equation
−β3 − 3β2 − 2β + 2 + ρ2 = 0
which has only one real root
β = −1 + 1
6(216 + 108ρ2 + 12
 
312 + 324ρ2 + 81ρ4)
1
3 + 2
(216+108ρ2+12
√
312+324ρ2+81ρ4)
1
3
.
This is the point of maximum of ψ1(β) because the derivative changes its sign from
plus to minus. Since the ρ2 term is negligibly small in the expression above (in
fact, with the suggested value ρ = 1
32n it inﬂuences at most the fourth digit after
the decimal point) we can conclude that for β > 1
2 the negative rescaling term is
monotonically decreasing. Solving the inequality
ν2 + 2ν ≥ 1
2
and recalling our argument for the positive rescaling factor the considered opti-
mality range for ν is the following line segment ν ∈
 
−1 +
 
3
2, −1 + 2
 
1−σ
1−3σ
 
.
Indeed, its left end is the point of maximum of the negative factor and the right
end maximizes the positive factor therefore the optimal rescaling factor must be
achieved with ν somewhere between these two values.
2. ν ≥ −1 + 2
 
1−σ
1−3σ. In this case ϕ(−σ) ≥ ϕ(1), so using the same elementary
inequality now we get
mina∈A
1+σa √
1+ν(ν+2)σ2
a
≥ 2 √
1+ν2+2ν ≥ 2
1+ν.
Therefore, (3.4) in the case of the positive rescaling can be re-written as
ρ′ ≥ ρ 2
1+ν
 
1 +
ν(ν+2)ω2−2ρω−ρ2
2(1+ν)2
 
so we analyze function
φ2(ν) := 2
1+ν
 
1 +
ν(ν+2)ω2−2ρω−ρ2
2(1+ν)2
 
along with its derivative
φ′
2(ν) := − 2
(ν+1)2
 
1 +
ν(ν+1)ω2−2ρω−ρ2
2(1+ν)2
 
+ 2
1+ν
 
ω2
ν+1 −
ν(ν+1)ω2−ρω−ρ2
(ν+1)3
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Equating the latter to zero gives us the following equation
ν2(ω2 + 2) + 2ν(ω2 + 2) + 2 − 2ω2 − 6ρω − 3ρ2 = 0
with roots ν = −1 ±
(ρ+ω)
√
3 √
ω2+2 . Taking into account the range of admissible values
of ν, the optimal value can be found as
ν∗ = max
 
−1 + 2
 
1−σ
1−3σ, −1 +
(ρ+ω)
√
3 √
ω2+2
 
. 9
Comparing both possible values for ν∗ one can conclude that after some N2 ∈ N
for all n ≥ N2
−1 + 2
 
1−σ
1−3σ ≥ −1 +
(ρ+ω)
√
3 √
ω2+2
since after substituting the values for σ,ρ and the lower bound for ω it is easy to
see that the former goes to 1 and the latter goes to −1 as n → +∞.
Now we estimate the negative rescaling factor which according to (3.7) can be
re-written as
ρ′ ≥ ρ 2
1+ν
 
1 −
ρ2(ν2+2ν+2)
2(ν+1)4
 
.
Again only the last two terms of the bound above depend on ν so deﬁning β in
the same way as earlier we consider the function
ψ2(β) := 2 √
β+1
 
1 −
ρ2(β+2)
2(β+1)2
 
with a derivative
ψ′
2(β) = − 1
(β+1)
3
2
 
1 −
ρ2(β+2)
2(β+1)2
 
+ 1 √
β+1
ρ2(β+3)
2(β+1)3.
If we multiply both terms of the derivative by 2(β + 1)
7
2, it is easy to see that for
β > 3, which is true for all values of ν from the considered range, the derivative is
strictly negative. Indeed after simpliﬁcation we get
−2β2 − (4 − 2ρ2)β + 5ρ2 − 2 < 0
(we can even substitute 1 which is an upper bound for any possible expected value
of the margin) for the values of β from this range. Therefore, the rescaling factor
only decreases when ν grows from −1 + 2
 
1−σ
1−3σ to inﬁnity.
To summarize, we have shown that the optimal value of the factor of positive rescaling
resides in
 
−1 +
 
3
2, −1 + 2
 
1−σ
1−3σ
 
which includes 1. More accurate approximation
9Alternatively, it can be seen that the factor of ρ is strictly decreasing as ν grows from −1+2
q
1−σ
1−3σ
to inﬁnity, hence the values of ν from this range do not give better rescaling (greater increase of the
margin) than those of the previous case.Chapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 37
to the optimal ν∗ is quite a rather sophisticated task, since it requires solving a tran-
scendent equation (like some in the proof of the convergence theorem for the algorithm
in (Dunagan and Vempala, 2008)), and depends on the particular problem (ω, ρ and σ
are parameterized by the problem dimension n), thus it is outside of the scope of this
work. However, these results have another interesting conclusion: they justify that for
the probabilistic perceptron, suggested in Dunagan and Vempala (2008), the contraction
operator is indeed the best among the diﬀerent types of the rescaling operators. This
is true because the range of the values of the factor ν ∈ (−1, +∞) we have considered
corresponds to the range of the values of rescaling factor λ ∈ (0, +∞) and we have
shown that the optimal λ lies within (0, 1).
3.7 Comparison of Polynomial-time Perceptron Algorithms
As stated in Theorem 2.9, the ellipsoid algorithm needs at most 2n4 ln 1
ρ elementary
computations to solve the problem (2.2), and as we discussed in Section 3.4, the proba-
bilistic perceptron algorithm takes at most O
 
n4 lnnln 1
ρ
 
computations for the same
task (as mentioned earlier, in this study we disregard the complexity of the separation
oracle). From these estimates it looks like the former clearly outperforms the latter by
approximately a factor of lnn in the worst case. These are, however, the worst case
bounds only.
Recall that the probabilistic perceptron is a compound algorithm and the factor lnn in
its complexity bound appears due to its second stage (the relaxed perceptron). This
technique is needed in order to supply a proper direction for rescaling the space which
satisﬁes (3.5) and most likely cannot be substituted by a more eﬃcient algorithm because
despite its shortcomings it exactly ﬁts the probabilistic argument of the probabilistic per-
ceptron. Therefore, to compare polynomial time perceptron algorithms, we focus our
attention on the case when the solution is found before this stage (which usually hap-
pens when the actual margin ρ is at least greater than or equal to our lower estimate)
and the probabilistic perceptron makes at most 1
ρ2 updates using at most n
ρ2 elemen-
tary computations (i.e. degenerates to the plain perceptron algorithm). Comparing this
bound with the complexity of the ellipsoid algorithm we can determine the range of the
actual margins of the datasets in which the former outperforms the latter, and derive
an estimate ρ for the probabilistic perceptron. In this chapter we focus on the com-
putational complexity of both algorithms while their comparison with respect to their
learning complexities will be presented in the next chapter.
Comparing the computational complexity of both algorithms, we note that the cost of an
update in the ellipsoid algorithm is a factor n higher than that in the plain perceptron.
We need to establish the relation between ρ and n which satisﬁes the following inequalityChapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 38
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(b) The solution of the inequality ρ2 ln 1
ρ ≥
1
2n3 , with respect to ρ, is between two curves.
Figure 3.2: Solution of the inequality ρ2 ln 1
ρ ≥ 1
2n3. Figure 3.2(a) shows the plot
of the right hand side, and Figure 3.2(b) plots the lower (lower curve) and the upper
(upper curve) bounds on ρ with respect to n when the inequality holds.
holds
n
ρ2 ≤ 2n4 ln 1
ρ.
This transcendent inequality can be simpliﬁed to
ρ2 ln 1
ρ ≥ 1
2n3.
To approximate the solution we plot the left hand side of the inequality above as a
function of ρ (Figure 3.2(a)). As one can see, it is concave on (0,1), and since the right
hand side is decreasing when n → +∞, there exists some ρ1,ρ2 : 0 ≤ ρ1 ≤ ρ2 ≤ 1 such
that the inequality holds starting from some value of n for ρ ∈ [ρ1,ρ2]. For the case of
the equality, the values of ρ1 and ρ2 can be obtained analytically. Then we can express
ρi =
 
− 1
n3W(− 1
n3 ), i ∈ {1,2}
where W(x) is the Lambert function (also known as the omega function) which is the
inverse of F(W) = WeW (Corless et al., 1996). This function is multivalued in the
general case, and does not have real branches for x < −1
e (which corresponds to n < e
1
3 <
2), but has two real branches on x ∈ [−1
e,0) which is exactly our case for n ∈ [2,+∞]
(Figure 3.2(b)). Therefore, for the dataset of dimension n ≥ 2, the admissible range
for the margins which allows the plain perceptron to defeat the ellipsoid algorithm
increases and can be seen in the Figure 3.2(b) as the area between two graphs (theChapter 3 Probabilistic Polynomial-time Perceptron Rescaling Algorithm 39
lower is the graph of ρ1, and the upper depicts the values of ρ2). This result supports
the observation that the ellipsoid algorithm slows down extremely in high-dimensional
spaces because the fraction of the iterative volume decrease of the enclosing ellipsoid
goes to 1 as the problem dimension n goes to ∞. In this situation, if the margin of
the dataset is suﬃciently large (at least larger than ρ1), it is advisable to apply the
probabilistic perceptron taking parameter ̺ to be the lower estimate of the margin, and
use the generalized convergence framework described in the next chapter (since the value
of ̺ is ﬁxed in Dunagan and Vempala (2008) at 1
32n). Then the probabilistic perceptron
can be viewed as a polynomial time framework for the classical perceptron algorithm
since it outperforms the ellipsoid algorithm mainly if it ﬁnds the solution within its
phase equivalent to the plain perceptron. In Chapter 5 we will complete the analysis of
the asymptotic behaviour of the perceptron learning in high-dimensional spaces using
the results of the information-based complexity theory (Nemirovsky and Yudin, 1983).
Experimental comparison of the algorithms will follow in Chapter 6Chapter 4
Parametric Probabilistic
Perceptron Rescaling Algorithm
4.1 Convergence Theorem for Perceptron Rescaling Algo-
rithm
We start with the convergence theorem of the polynomial-time perceptron rescaling
algorithm for linear programming (Algorithm 4) in order to expand its proof for our
further analysis of the algorithm.
Theorem 4.1 (Dunagan and Vempala (2008), Theorem 3.4). With high probability,
Algorithm 4 ﬁnds a feasible solution in O
 
nln 1
ρA
 
iterations where ρA is the actual
margin of the dataset A.
Proof. If the dataset A has a margin ρA ≥ 1
32n, then the algorithm will ﬁnd a solution
at the perceptron stage. Otherwise it is suﬃcient to show that ρA will grow to at least
1
32n in O
 
nln 1
ρA
 
iterations. Let Xi be a random variable which becomes 1, if ρA
grows by a factor of (1 + 3n) or more after the i’th full iteration of the algorithm, and
0 otherwise (indicator variable). Let X be the sum of the ﬁrst T random variables Xi.
However random variables Xi are not independently identically distributed (i.i.d.), so
we deﬁne another indicator variable Yi, which equals 1, if during the i’th iteration of the
algorithm, a starting unit vector x of Algorithm 3 satisﬁes
z⊤x ≥ 1 √
n,
where z is the centre of A, and 0 otherwise. Variables Yi are i.i.d., and let Y denote the
sum of the ﬁrst T of Yi’s. Then from Lemma 3.3 we have Xi ≥ Yi for all i (so X ≥ Y )
and
E[Y ] ≥ T
8.
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Now Chernoﬀ bound (Chernoﬀ, 1952) gives us
P{Y < (1 − ǫ)E[Y ]} ≤ e−
ǫ2E[Y ]
2 .
Let ρT be the value of ρA after T iterations with T = 4096nln 1
ρA and ǫ = 1
16. We can
expand Chernoﬀ bound to
e−
ǫ2E[Y ]
2 ≤ e− ǫ2T
16 = e
−
4096n ln 1
ρA
162 16 = e
−nln 1
ρA ≤ e−n (4.1)
if we recall that ln 1
ρA ≥ ln32n ≥ 5ln2 ≥ 1, since n ∈ N. (4.1) fulﬁls our deﬁnition of high
probability (Deﬁnition 3.1) because exponential function grows faster than polynomial.
For the case when X does not recede below its expectation by more than ǫ, we have
ρT ≥ ρA
 
1 + 1
3n
 X  
1 − 1
32n − 1
512n2
 T−X
≥ ρA
 
1 + 1
3n
 Y  
1 − 1
32n − 1
512n2
 T−Y
≥ ρA
 
1 + 1
3n
  T
8 −ǫ T
8  
1 − 1
32n − 1
512n2
  7T
8 +ǫ T
8
≥ ρA
 
1 + 1
3n
  15T
128  
1 − 1
32n − 1
512n2
  113T
128 .
(4.2)
It can be shown that for all n ∈ N the right hand side of the latter inequality is bounded
by ρAe
T
1024n.1
Therefore, we arrive at
ρT ≥ ρAe
T
1024n = ρAe
4096n log 1
ρA
1024n ≥ ρAe
4log 1
ρA = ρAelog ρA
−4
= ρ−3
A ≥ 323n3
which shows that with probability at least 1 − e−n in at most T iterations, the radius
of the feasible region ρA grows to more than 1
32n. 2
1For n ≥ 2 one can use Euler’s inequalities
∀x ∈ R+ :
￿
1 +
1
x
￿x+1 ≥ e,
￿
1 −
1
x
￿x−1 ≥ e
−1. (4.3)
For example, we can transform the second factor in (4.2) to
￿
1 +
1
3n
￿ 15T
128 =
￿
1 +
1
3n
￿ 3n+1
3n+1
15T
128 ≥ e
15T
128(3n+1)
and the third factor to
￿
1 −
1
32n −
1
512n2
￿ 113T
128 =
￿
1 −
1+16n
512n2
￿
￿
512n2
16n+1−1
￿
￿
512n2
16n+1−1
￿−1
113T
128 ≥ e
− 16n+1
512n2−16n−1
113T
128
Combining two previous inequalities we need to get
e
15T
128(3n+1) − 16n+1
512n2−16n−1
113T
128 ≥ e
T
1024n
which (after cancelling
T
128 from both sides) implies (with the aid of the Maple symbolic processing
environment)
16512n3−19560n2−1005n+1
8n(3n+1)(512n2−16n−1) ≥ 0
which holds for n ≥ 2, but not for n = 1 (in this case, it is easy to check the inequality numerically).
2Note that for our purpose it is enough to show that
ρT ≥ ρAe
log 1
ρA = ρ
0
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4.2 Analysis of Convergence
Next we will summarize the main ideas behind the proof of Theorem 4.1 in order to
state conditions of convergence of the algorithm parameterized by our lower estimate
̺ of the actual margin of the feasible region ρA, and some other values which will be
explained in the sequel.
In brief, the algorithm converges if it either ﬁnds a feasible point in at most 1
̺2 updates
of its plain perceptron phase (which is guaranteed to take place when the margin ρA
is at least ̺), or increases the margin up to ̺ in a ﬁnite number of its full iterations
(with rescaling) polynomial in the problem dimension and the logarithm of the inverted
actual margin which allows the plain perceptron to converge to a solution. The main
’bottleneck’ of the algorithm is the perceptron improvement phase when the direction
of rescaling is generated: there are only probabilistic guarantees that the size of the
feasible region increases when the latter is rescaled in this direction, and may decrease
otherwise.
Let us assume that after one complete iteration of the probabilistic perceptron algorithm
the margin ρ is either increased by some factor of q+ with probability at least η, or
decreased by the factor of q− with probability at most 1−η.3 Then like in (4.2) we need
to guarantee that after T iterations the margin will be at least ̺ which can be simpliﬁed
to
ρT ≥ ρAq
Tη(1−ǫ)
+ q
T(1−η(1−ǫ))
− ≥ ̺
for some ǫ ∈ R++ and is equivalent to
q
η(1−ǫ)
+ q
(1−η(1−ǫ))
− ≥ T
 
̺
ρA.
This allows us to estimate the number of steps by taking the natural logarithm of both
sides
ln 1
ρA
+ln̺
η(1−ǫ)lnq++(1−η(1−ǫ)) lnq− ≤
ln 1
ρA
η(1−ǫ)lnq++(1−η(1−ǫ)) lnq− ≤ T, (4.4)
where the last inequality follows from the fact that ln̺ < 0 because ̺ < 1. Although
dropping the term ln̺ is equivalent to requiring the margin to grow from ρA to 1 in T
iterations (check the previous inequality), but since we need to estimate T for the sole
purpose of showing convergence of the algorithm, we allow this overestimate.
which proves that the statement holds and may allow us to further lower the bound on the right hand
side of (4.2), e.g. in the given case just show that
ρT ≥ e
1
4096n .
3The factors q+ and q− depend on the dimension n and some other parameters of the algorithm,
but for the meantime, in order to avoid cluttering our formulae, we shall drop any indication of these
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Now we can state the following suﬃcient condition of convergence of the algorithm
η(1 − ǫ)lnq+ + (1 − η(1 − ǫ))lnq− > 0.
Observe that
q
η(1−ǫ)
+ q
(1−η(1−ǫ))
− ≤ q
η
+q
1−η
− ≤ ηq+ + (1 − η)q− = E(q),
where the ﬁrst inequality holds since q+ ≥ q− and the second follows from the convexity
of the function f(α) = qα
+q1−α
− (as the exponential function with a base
q+
q− and a
constant factor q−). This transformation shows that convergence with high probability
is a stronger property than convergence by expectation (since the latter follows from the
former, but not vice versa).
Although the suﬃcient condition of convergence implies that the margin gradually in-
creases, it still does not guarantee convergence in polynomial time since its right hand
side can be inﬁnitesimal. In order to suﬃce polynomiality of the algorithm we need to
bound it by some polynomial, e.g.
η(1 − ǫ)lnq+ + (1 − η(1 − ǫ))lnq− ≥ 1
bnβ (4.5)
where b and β are some positive real numbers. Now we can strengthen (4.4) to
T ≥ bnβ ln 1
ρA, (4.6)
where b and β can be obtained by maximizing the right hand side of (4.5).
So far we have considered the condition on the rescaling factors q+ and q− which enables
the algorithm to increase the margin to at least ̺ and derived the lower estimate on
the number of iterations T needed when the positive rescaling happens within ǫ of its
expectation. Now we need to prove that the latter event happens with high probability.
To satisfy Deﬁnition 3.1, similarly to (4.1) we use the Chernoﬀ’s inequality to lower
bound the probability of the opposite event by e−nβ
.
Like in the proof of Theorem 4.1 consider the indicator variable Xi which becomes 1,
if the margin increases by at least q+ during the i’th iteration of the probabilistic per-
ceptron algorithm, and 0 otherwise, and let us denote the sum of such random variables
after T consecutive iterations by X. Since these variables are not i.i.d., we deﬁne an-
other sequence of indicator variables, Yi, which equals 1, if during the i’th iteration of
the algorithm, a starting unit vector x of Algorithm 3 satisﬁes
z⊤x ≥ 1
n
β
2
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where z is the centre of A and β is the same as in the condition on T, and 0 otherwise.
Variables Yi are i.i.d., and let Y denote the sum of the ﬁrst T of Yi’s. Then from a
modiﬁed Lemma 3.3 (which we shall prove in the next section) we have Xi ≥ Yi for all
i (so X ≥ Y ) and
E[Y ] ≥ Tη.
Therefore, the expectation of X is at least Tη, so according to Chernoﬀ bound, we
require that the probability that X will fall below its expectation by more than ǫ is
e−
ǫ2Tη
2 ≥ e−nβ
,
since we need it to be low in the sense of Deﬁnition 3.1. From this inequality we obtain
the other lower bound on the number of iterations
T ≥ 2nβ
ǫ2η . (4.7)
Combining this bound with the estimate (4.6) we can
ﬁnalize our formula for numbers of iterations T the parametric algorithm needs to con-
verge
max
 
2nβ
ǫ2η , bnβ ln 1
ρA
 
≤ max
 
2
ǫ2η, b
 
nβ ln 1
ρA ≤ T (4.8)
with b and β obtained from (4.5).
Let us check this formula for the perceptron rescaling algorithm from Chapter 3, where
ǫ = 1
16 and η ≥ 1
8, and according to (4.2) β = 1 and b = 1024. Having substituted these
values into (4.8), we get
T ≥ max
 
212, 210 
nln 1
ρA,
we choose T = 212nln 1
ρA = 4096nln 1
ρA, which is exactly the number used in the proof
of Theorem 4.1.
4.3 Parametric Modiﬁed Perceptron Algorithm
First we derive a parametric version of the modiﬁed perceptron algorithm (Algorithm 3),
which we state as Algorithm 5.
For a set of unit vectors (constraints) A ⊂ Rn linearly separable from the origin with
the margin ρA and its centre z ∈ Rn, and for a random unit vector x ∈ Rn, let us deﬁne
the following probability
ηθ := P
 
x⊤z ≥ θ
 
, (4.9)Chapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 45
Algorithm 5: Parametric Modiﬁed Perceptron Algorithm
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn and parameters σ and θ ∈ R++.
Output: a unit vector x ∈ Rn such that ∀a ∈ A : x⊤a ≥ −σ.
repeat
set x uniformly at random in {y ∈ Rn :  y  = 1};
set t ← 0;
while exists a ∈ A such that x⊤a < −σ do
t ← t + 1;
x ← (I − aa⊤)x;
* if  x  = 0 then
break
end
if t > 2
σ2 ln 1
θ then
break
end
end
until ∀a ∈ A : x⊤a ≥ −σ;
return x
where 0 < θ ≤ 1 (θ = 1 √
n in Algorithm 3). We assume that ηθ can be either computed
or at least non-trivially estimated from below. In order to get x which meets
z⊤x ≥ θ, (4.10)
we can harness the same modiﬁed perceptron algorithm for learning linear threshold
functions (Algorithm 3) described in Chapter 2. Now we can extend Theorem 2.10 to
a more general form of Algorithm 3 (Algorithm 5), where we seek an output x that
satisﬁes (4.10).
Theorem 4.2. For a given set of unit vectors A ⊂ Rn, linearly separable from the
origin, let y ∈ Rn be any unit vector such that for all a ∈ A : a⊤y ≥ 0. Then with
probability at least ηθ, in at most 2
σ2 ln 1
θ updates the parametric modiﬁed perceptron
algorithm (Algorithm 5) returns a unit vector x ∈ Rn such that
1. ∀a ∈ A : a⊤x ≥ −σ,
2. y⊤x ≥ θ.
Proof. With probability at least ηθ, the random unit vector x at the start of the al-
gorithm satisﬁes y⊤x ≥ θ for some unit separating weight vector y for A. The inner
product y⊤x cannot decrease since
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because x⊤a has to be negative in order for a to be an update vector and a⊤y is positive
by the deﬁnition of the separating vector.4
On the other hand, the norm of the weight vector x decreases with every update ac-
cording to
(x − (a⊤x)a)⊤(x − (a⊤x)a) = x⊤x − 2(a⊤x)2 + (a⊤x)2 = x⊤x − (a⊤x)2
≤ x⊤x(1 − σ2),
since we make an update on a only if a⊤x < −σ.
After t iterations the norm of the weight vector xt falls to at most (1−σ2)
t
2. If t > 2
σ2 ln 1
θ,
then after taking the natural logarithm of the previous estimate of  xt , we get
ln xt  ≤ t
2 ln(1 − σ2) < t
2(−σ2) < −2σ2
2σ2 ln 1
θ = lnθ
where the second inequality follows from 1 + α ≤ eα that holds for all α ∈ R. So after
that number of steps the norm of the weight vector x reduces to less than 1
θ. If the
starting vector satisﬁes y⊤x ≥ θ, then after t updates of the algorithm we have
y⊤xt =
y⊤xt
 xt  > θ
θ = 1
which is impossible. Therefore, if the starting vector satisﬁes this condition (which
happens with probability at least ηθ), then the modiﬁed perceptron algorithm converges
after at most 2
σ2 ln 1
θ updates and its output fulﬁls this condition, too.
According to Theorem 4.2 the worst-case number of updates of the parametric modiﬁed
perceptron algorithm decreases if we increase θ, but at the same time the probability ηθ
of generating a suitable starting vector, which is crucial for successful termination of the
algorithm, also decreases. It would be very helpful for further analysis of the rescaling
procedure to compute some estimates of the dependency of ηθ on θ in (4.9).
Observe that not every output of the modiﬁed perceptron algorithm satisﬁes (4.10),
since according to Theorem 4.2 the algorithm converges if this condition is met for any
feasible vector, not necessarily optimal. At the same time, the algorithm may converge
even if (4.10) does not hold for its starting vector. That is why we also need to consider
the case when the probabilistic perceptron algorithm rescales the dataset in the direction
4Note that this holds for the case when the inner product y
⊤x is non-negative. Otherwise when
y
⊤x <
(a⊤x)(y⊤a)
1−
√
1−(a⊤x)2 < 0
consider the diﬀerence
y
⊤x −
y⊤(x−(a⊤x)a)
 x−(a⊤x)a  = y
⊤x −
y⊤x−(a⊤x)(y⊤a) √
1−2(y⊤a)2+(y⊤a)2 = (y
⊤x)
￿√
1−(y⊤a)2−1 √
1−(y⊤a)2
￿
+
(a⊤x)(y⊤a) √
1−(y⊤a)2 < 0
where the last inequality follows from the previous condition.
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which does not meet (4.10) (negative rescaling) and to lower bound the negative rescaling
factor q− to know the maximal possible decrease of the margin in the worst case.
4.4 Parametric Rescaling Procedure
Now we derive the rescaling procedure for the case when ̺, σ and θ are not ﬁxed like in
the perceptron rescaling algorithm (Algorithm 4), but may vary to exploit extra infor-
mation about a speciﬁc problem to solve. For this purpose we generalize the rescaling
procedure of the probabilistic perceptron rescaling algorithm (described by Lemma 3.3)
to get a parametric algorithm (Algorithm 6), and state the following lemma.
Algorithm 6: Parametric Probabilistic Perceptron Rescaling Algorithm
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn, parameters θ,̺ and σ ∈ R++.
Output: a unit vector x ∈ Rn such that ∀a ∈ A : a⊤x ≥ 0.
set x ← 0 ∈ Rn;
set t ← 0;
set Ht ← I ∈ Rn×n;
while exists a ∈ A such that a⊤H⊤
t x ≤ 0 do
call Algorithm 1 with the set HtA for at most 1
̺2 updates;
if ∀a ∈ A : a⊤H⊤
t x ≥ 0 then
return
H⊤
t x
 H⊤
t x 
end
call Algorithm 5 with the set HtA and parameters θ and σ;
if ∀a ∈ A : a⊤H⊤
t x ≥ 0 then
return
H⊤
t x
 H⊤
t x 
end
t ← t + 1;
Ht ← (I + xx⊤)Ht−1;
end
Lemma 4.3. Suppose that ρA ≤ ̺,σ < 1 and 0 <
̺
3 ≤ θ < 1. Let A′ be obtained from
A by application of the rescaling procedure of Algorithm 6. Let ρA and ρ′
A be the radii
of A and A′ respectively. Then
1. ρ′
A ≥ (1 − σ)
 
1 − 3σ2
2
  
1 −
̺2
6
 
ρA.
2. With probability at least ηθ deﬁned in (4.9),ρ′
A ≥ (1 − σ)
 
1 − 3σ2
2
  
1 + 3θ2
8 −
̺θ
4 −
̺2
8
 
ρA
Proof. According to Theorem 4.2, with probability at least ηθ Algorithm 5 terminates
and its output x satisﬁes
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where z is the centre of A, although it may also return a vector that does not meet the
latter condition.
Assume that A′ is the dataset obtained after rescaling all vectors from A in the direction
of x after the ﬁrst complete iteration of the parametric perceptron rescaling algorithm.
We deﬁne
z′ := z + α(z⊤x)x
in order to bound the radius ρ′
A of A′ from below where α will be speciﬁed in the sequel.
Therefore,
ρ′
A ≥ mina′∈A′ z′⊤a′ = mina′∈A′ z′⊤a′
 z′  .
First we show that the inner product z′a′ is bounded from below. With this aim we
expand
z′⊤a′ =
 
a+(a⊤x)x
 a+(a⊤x)x 
 ⊤
z′ =
 
a+(a⊤x)x
 a+(a⊤x)x 
 ⊤
z′
=
[a+(a⊤x)x]⊤[z+α(z⊤x)x]
q
1+3(x⊤a)
2 ≥
ρA+σa(z⊤x)(1+2α) √
1+3σ2
a
where σa := x⊤a. If we choose α = 1
2
  ρA
z⊤x − 1
 
(although we do not have guarantees
that z⊤x  = 0, but after substituting α in the expression of z′ above we do not have this
problem anymore), then we have
z′⊤a′ ≥ ρA
1+σa √
1+3σ2
a
.
It is possible to show that the function f(ξ) =
1+ξ √
1+3ξ2 has a unique point of maximum
at ξ = 1
3 over [−σ,1] where σ ∈ (0,1). The function is also monotonic on [−σ, 1
3] and
[1
3,1], and f(−σ) = 1−σ √
1+3σ2 ≤ 1 = f(1) so we proceed to
z′⊤a′ ≥ ρA
1−σ √
1+3σ2.
Next we expand the norm of the rescaled centre with α deﬁned as above
 z′ 2 = 1 + (α2 + 2α)(z⊤x)2 = 1 +
ρ2
A
4 + (z⊤x)
 ρA
2 − 3
4(z⊤x)
 
.
We consider two cases:
1. |z⊤x| < θ. This may happen with probability at most ηθ. It is easy to show that
the function g(ω) = 1 +
ρ2
A
4 + ω
 ρA
2 − 3
4ω
 
has a global maximum at ω =
ρA
3 for
ω ∈ Rn. So we can state
 z′ 2 ≤ g(
ρA
3 ) = 1 +
ρ2
A
3 ≤ 1 +
̺2
3 .Chapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 49
By virtue of the elementary inequality 1 √
1+τ ≥ 1 − τ
2 for τ ∈ (−1,1), we have
ρ′
A ≥ ρA
1−σ √
1+3σ2 z′  ≥ ρA(1 − σ)
 
1 − 3σ2
2
  
1 −
̺2
6
 
.
2. |z⊤x| ≥ θ, which happens with probability at least ηθ. Since
ρA
3 ≤
̺
3 ≤ θ ≤ |z⊤x|
we get
 z′ 2 = 1 +
ρ2
A
4 + (z⊤x)
ρA
2 − 3
4(z⊤x)2 ≤ 1 +
̺2
4 +
̺θ
2 − 3θ2
4 .
Consequently, applying the same elementary inequality again for θ̺ and σ ≤ 1,
we arrive at
ρ′
A ≥ ρA(1 − σ)
 
1 − 3σ2
2
  
1 −
̺2
8 −
ρθ
4 + 3θ2
8
 
.
It is easy to see that substituting θ = 1 √
n, ̺ = σ = 1
32n, and ηθ = 1
8 one gets Lemma 3.3.
Notice that parameter σ inﬂuences both stretching and squashing the feasible region
in the same way which demonstrates the trade-oﬀ between the number of updates we
need to make by the modiﬁed perceptron algorithm (at most 2
σ2 ln 1
θ) and the quality of
rescaling: if σ becomes smaller, then the vector we aim to ﬁnd is closer to the feasible
region, thus rescaling will be more sensible, but we need to make more updates in order
to ﬁnd it, and vice versa, if we relax the constraints too much (large σ) then we are able
to ﬁnd the required point faster, but the rescaling will be weaker, so we will need to
rescale more times then in the previous case to increase the margin to the same value.
The quality of rescaling also directly depends on the value of θ.
Following Lemma 4.3 we express the parametric rescaling factors q+ and q− (ﬁrst intro-
duced in Section 4.2) in terms of our parameters θ,̺ and σ:
q+(θ,̺,σ) = (1 − σ)
 
1 − 3σ2
2
  
1 −
̺2
8 −
ρθ
4 + 3θ2
8
 
(4.11)
and
q−(̺,σ) = (1 − σ)
 
1 − 3σ2
2
  
1 −
̺2
6
 
. (4.12)
In the next section we express our parameters θ,̺ and σ in terms of the dimension n to
calculate the complexity of the parametric perceptron rescaling algorithm.Chapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 50
4.5 Convergence and Complexity
Let us set
̺γ,c = 1
cnγ (4.13)
for some c ∈ R++,
σβ,d = 1
dnβ (4.14)
for some d ∈ R++, and
θβ,κ = κ
n
β
2
(4.15)
for some κ ∈ R++, where β is the same as in Section 4.2 and
β
2 ≤ γ ≤ β. Now we can
deﬁne the following probability
ηβ,κ := P
 
x⊤z ≥ θβ,κ
 
. (4.16)
Substituting the above expressions for θ,̺ and σ into the formulae for rescaling factors
(4.11-4.12) we notice that both d and κ have more inﬂuence on rescaling since they are
coeﬃcients of the terms of the highest order in these expressions which means that they
are also more rigid comparing to c. Considering (4.16) we see that the role of κ will be
negligible as n grows, so it is arguable if we can improve much the algorithm by trying
to ﬁnd a unit rescaling direction which satisﬁes (4.10) with θβ,κ where κ is other than 1.
Now we are ready to state the convergence theorem for our parametric algorithm in
analogy to Theorem 4.1 and derive its complexity bounds like in Theorem 3.4.
Theorem 4.4. Assume that a set A ⊂ Rn of unit vectors is linearly separable from the
origin with margin ρA and there exist β,γ,b,c,d,κ ∈ R++ and some ﬁxed ǫ (0 < ǫ < 1)
such that θβ,κ,̺γ,c and σβ,d deﬁned in (4.13-4.15) satisfy Lemma 4.3 and
ηβ,κ(1 − ǫ)lnq+(θβ,κ,̺γ,c,σβ,d) + (1 − ηβ,κ(1 − ǫ))lnq−(̺γ,c,σβ,d) ≥ 1
bnβ
(4.17)
for ηβ,κ as in (4.16) and q+(θβ,κ,̺γ,c,σβ,d) and q−(̺γ,c,σβ,d) deﬁned in (4.11) and (4.12)
respectively.
Then the parametric perceptron rescaling algorithm (Algorithm 6) with θβ,κ,̺γ,c and
σβ,d outputs a feasible solution for A after at most O
 
nβ ln 1
ρA
 
iterations (at most
O
 
n3β lnnln 1
ρA
 
queries to the oracle).
Proof. As we showed in Section 4.2, since the suﬃcient condition of polynomial-time
convergence (4.5) holds, after at most T = max
 
2
ǫ2ηβ,κ, b
 
nβ ln 1
ρA steps (according to
(4.8)) the parametric perceptron rescaling algorithm with high probability returns a
feasible solution.Chapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 51
During its single iteration the algorithm uses the perceptron learning algorithm (Al-
gorithm 1) for at most 1
̺2
γ,c = c2n2γ updates and the parametric modiﬁed perceptron
algorithm (Algorithm 5) for at most 2
σ2
β,d
ln 1
θβ,κ = βd2n2β ln n
κ
2
β
updates, so the total
number of queries to the oracle during one iteration is at most O
 
n2β lnn
 
.
In some cases the rescaling factors q+(θβ,κ,̺γ,c,σβ,d) and q−(̺γ,c,σβ,d) allow the follow-
ing representation:
q+(θβ,κ,̺γ,c,σβ,d) =
 
1 + 1
p+(β,n)
 
(4.18)
and
q−(̺γ,c,σβ,d) =
 
1 − 1
p−(β,n)
 
, (4.19)
where p+(β,n) and p−(β,n) are some polynomials in n of degree β. Then we can formu-
late an alternative to (4.17) condition on polynomial-time convergence of the perceptron
rescaling algorithm.
Corollary 4.5. Assume that a set A ⊂ Rn of unit vectors is linearly separable from the
origin with margin ρA and there exist β,γ,b,c,d,κ ∈ R++ and some ﬁxed ǫ (0 < ǫ < 1)
such that θβ,κ,̺γ,c and σβ,d deﬁned in (4.13-4.15) satisfy Lemma 4.3, rescaling factors
q+(θβ,κ,̺γ,c,σβ,d) and q−(̺γ,c,σβ,d) deﬁned in (4.11) and (4.12) admit representations
(4.18) and (4.19) respectively and
ηβ,κ(1−ǫ)
p+(β,n)+1 −
1−ηβ,κ(1−ǫ)
p−(β,n)−1 ≥ 1
bnβ (4.20)
for ηβ,κ as in (4.16).
Then the parametric perceptron rescaling algorithm (Algorithm 6) with θβ,κ,̺γ,c and
σβ,d outputs a feasible solution for A after at most O
 
nβ ln 1
ρA
 
iterations (at most
O
 
n3β lnnln 1
ρA
 
queries to the oracle).
Proof. Using Euler’s inequalities (4.3) we can bound the rescaling factors q+(θβ,κ,̺γ,c,σβ,d)
and q−(̺γ,c,σβ,d) in (4.18-4.19) as
 
1 + 1
p+(β,n)
 
=
 
1 + 1
p+(β,n)
 p+(β,n)+1
p+(β,n)+1 ≥ e
1
p+(β,n)+1
and
 
1 − 1
p−(β,n)
 
=
 
1 − 1
p−(β,n)
  p−(β,n)−1
p−(β,n)−1 ≥ e
− 1
p−(β,n)−1.
Substituting these lower bounds instead of q+(θβ,κ,̺γ,c,σβ,d) and q−(̺γ,c,σβ,d) into
(4.17) and using (4.20) we get Theorem 4.4.
Condition (4.20) should be more convenient to check than (4.17), since it does not
contain logarithmic or exponential functions, only polynomials. However, it is easy toChapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 52
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Figure 4.1: Convergence of the parametric perceptron rescaling algorithm.
The function (of the problem dimension n), which corresponds to the suﬃcient condition
of convergence (the right hand side of 4.21), is plotted for the case when our lower
estimate of the margin is set as ̺ = 1
4n (Figure 4.1(a)) and ̺ = 1
16
√
n (Figure 4.1(b)).
see that (4.20) is a stronger requirement than (4.17) (it implies (4.17), but not vice
versa), so there are cases when (4.17) holds while (4.20) does not.
In the parametric perceptron rescaling algorithm we can tune ̺γ,c and σβ,d to minimize
the number of iterations T for any ﬁxed problem (by satisfying (4.17) for its dimension
n). By tuning the constants we re-distribute the computational eﬀort between searching
for a feasible vector (the perceptron phase) and searching for the rescaling direction (the
modiﬁed perceptron phase) to ﬁnd the optimal equilibrium. However, to reduce the
complexity of the algorithm by an order of magnitude, we need to lower β, which is a
much more complicated task because for this purpose we need to estimate the probability
ηβ,κ for every θβ,κ. Because of these computational diﬃculties needed to estimate the
required probability, this question has not been studied thoroughly by the author yet.
There is also a theoretical limitation on the amount of potential gain from optimizing the
set of parameters of the algorithm, which results from the information-based complexity
theory (Nemirovsky and Yudin, 1983), whose results possibly may be adapted to our
problem with inﬁnitely many constraints (an inﬁnite dataset A), and state how close is
the complexity of the algorithm to the lower bound on the complexity for this class of
problems P (deﬁned in Section 2.1). We will move to this problem in the next chapter.Chapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 53
4.6 Two Examples
In order to illustrate our parametric probabilistic perceptron algorithm we suggest two
sets of possible choice of the parameters of the algorithm which satisfy Theorem 4.4.
To check the latter we evaluate and plot the left hand side of the following inequality
(which ensures convergence of Algorithm 6)
ηβ,κ(1 − ǫ)lnq+(θβ,κ,̺γ,c,σβ,d) + (1 − ηβ,κ(1 − ǫ))lnq−(̺γ,c,σβ,d) − 1
bnβ ≥ 0
(4.21)
as a function of n obtained from (4.17) with β,γ,b,c,d and κ replaced by some ﬁxed
values.
The best way to reveal some advantages of the parametric algorithm is to show that we
can set γ to other values than just the same as β as in Algorithm 4, which means that
we could run the perceptron phase of the algorithm for smaller number of updates, but
put more eﬀort in rescaling to increase the margin to larger ̺γ,c. Therefore, following
the limits
β
2 ≤ γ ≤ β set in (4.13) we keep γ = β in the ﬁrst case and set γ =
β
2 in the
second example. In both case we then minimize c and choose b to satisfy (4.21). Note
that it is possible to reduce γ to
β
2 because this modiﬁcation does not change the order
of magnitude of the rescaling factors (4.11-4.12).
In both cases we keep β = 1 and κ = 1 as in Algorithm 4 because of the aforementioned
diﬃculties with estimating the probability ηβ,κ for other values of β and κ. We also
keep ǫ = 1
16 to maintain the same probabilistic framework as in Theorem 4.1 and leave
d = 32 unchanged as one of the terms of the highest order of magnitude present in both
positive and negative rescaling factors.
To maintain inequality (4.21) true for all n ∈ N, we choose γ = 1 and c = 4 in the ﬁrst
example (Figure 4.1(a)) and γ = 1
2 and c = 16 in the second one (Figure 4.1(b)). In
both cases it suﬃces for (4.21) to keep b = 1024. The right hand side of the inequality is
plotted in Figure 4.1. In Chapter 6 we will test the parametric algorithm with the second
choice of the parameters on the positive semideﬁnite constraint satisfaction problems.
4.7 Summary
In this chapter we analyzed the convergence theorem for the perceptron rescaling al-
gorithm (Algorithm 4) and derived a formula for the number of its iterations, which
depends on some parameters of the algorithm. This enabled us to deﬁne a more general
probabilistic rescaling framework (than that of Lemma 3.3) and suggest a parametric
versions of the perceptron rescaling algorithm and the modiﬁed perceptron (Algorithm 3)
as its compound part. We proved convergence of both algorithms and discussed two ex-
amples of a possible choice of the parameters which illustrate one of the advantages ofChapter 4 Parametric Probabilistic Perceptron Rescaling Algorithm 54
the parametric algorithm - a possibility to re-distribute its computational eﬀort between
its two phases, the deterministic perceptron and the probabilistic rescaling. In Chapter 5
we will try to establish how the complexity of the perceptron rescaling algorithm relates
to the complexity of this class of online learning problems. In Chapter 6 we will ap-
ply and test the parametric perceptron rescaling algorithm on the positive semideﬁnite
constraint satisfaction problems.Chapter 5
Learning Complexity of
Perceptron Learning
5.1 Basic Notions of Information-based Complexity The-
ory
First we give a short summary of main notions of the information-based complexity
(IBC) theory of convex programming (Nemirovsky and Yudin, 1983).
Consider the following convex programming problem P(f) ∈ C
minx∈Rn f(x),
subject to  x  ≤ 1,
(5.1)
where the function f(x) is continuous and convex on Rn. For the purposes of this
work we also assume that f(x) is Lipschitz continuous on the unit ball ( x  ≤ 1)1 with
Lipschitz constant L equal to 1, that is for any x1 and x2 that belong to the unit ball,
|f(x2) − f(x1)| ≤  x2 − x1 .
The set of functions satisfying these conditions will be denoted by FRn. This problem
belongs to the family of convex programs C over the unit ball parameterized by f : Rn →
R. Hence, for each f ∈ FRn we have an instance P(f) ∈ C.
The information-based complexity theory views an optimization problem in a way similar
to the approach of experimental science: the problem is a complex object of some ﬁxed
type, and the algorithm estimates some property of the object in a series of steps (or
experiments) and each of them delivers some ﬁxed amount of information about the
1From now on in this chapter under the notion of the “unit ball” we understand the ball centred at
the origin unless otherwise stated explicitly.
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object from a ﬁxed source. It is assumed that all the required information cannot be
obtained in one experiment due to the complexity of the object. For the case of a convex
program as an object of investigation this source of information is a ﬁrst order oracle.
Deﬁnition 5.1 (First Order Oracle). Given a convex continuous function f : Rn → R
(f ∈ FRn) a ﬁrst order oracle is a mapping Ψf : Rn → R × Rn such that
∀x ∈ Rn : Ψf(x) = (f(x),f′(x))
where f′(x) is any subgradient of f(x) at x ∈ Rn.2
It is also assumed that the oracle is local.
Deﬁnition 5.2 (Local Oracle). An oracle Ψf(x) is local if for every f1(x) and f2(x)
from FRn and for any x ∈ Rn such that f1(x) ≡ f2(x) in some neighbourhood of x, in
the unit ball we have
Ψf1(x) = Ψf2(x).
Again, similarly to the deﬁnition of the separation oracle (Deﬁnition 2.1) we allow some
non-determinism in the way the oracle chooses one of the subgradients at a ﬁxed x, but
for the sake of clarity, we again assume that the oracle is adversarial (i.e. for a ﬁxed
algorithm for P(f) it aims to provide those subgradients which force the algorithm to
make as many steps as possible to arrive to the solution of P(f)).
Unlike the case of the online learning problem, which we discussed in Chapter 2, pa-
rameterized by an inﬁnite dataset and a separation oracle, in convex programming we
consider a ﬁrst order oracle to be an external object towards the problem determined
by a ﬁxed f ∈ FRn.3
The cost of one step of an algorithm (or experiment) is considered to be unit which is one
of the main diﬀerences between the computational and information-based complexities.
Therefore, we deﬁne a black box algorithm for a convex program from C. The name ‘black
box’ is used to stress the fact that we do not need to know how the algorithm works,
but we just view it as a tool which processes limited information about the problem:
after a limited number of queries to the oracle, it reports its solution up to the required
accuracy ǫ.
Deﬁnition 5.3 (Black Box Algorithm). A black box algorithm B for the convex program
P(f) from a family of convex continuous programs C is a set of recursive mappings
2Since we do not require f(x) to be diﬀerentiable.
3To be exact, we allow some relaxation here because in the general case the output of the oracle
is approximate only, therefore strictly speaking we need to ﬁx the accuracy of the oracle which may
inﬂuence the accuracy of our solution. As mentioned earlier we also have to deﬁne a probabilistic
distribution over its possible outputs for the case when f ∈ FRn is not diﬀerentiable at some x ∈ R
n
and a subset of subgradients exist. However, for the purpose of this article these simpliﬁcations are
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Bi : (Rn × R × Rn)i−1 → Rn, i ∈ N
xB
t ← Bt(xB
1,...,xB
t−1,f(xB
1),...,f(xB
t−1),f′(xB
1),...,f′(xB
t−1))
with (f(xB
i ),f′(xB
i )) = Ψ(xB
i ), i ∈ {1,...,t − 1} such that
∀ǫ ∈ R++, ∀f ∈ FRn, ∃T = TB(f,ǫ) ∈ N : f(xB
T) − f∗ ≤ ǫ,  xB
T  ≤ 1
where f∗ = minx∈Rn, x ≤1 f(x).
In the light of the above deﬁnition we need to emphasize that the main property of
the black box algorithm B we are interested in is the function TB(f,ǫ). It deﬁnes the
following measure of the algorithm’s performance with respect to the information it
needs to solve a ﬁxed problem in C.
Deﬁnition 5.4 (Information-based Complexity of an Algorithm). The information-
based complexity of the algorithm B on the family of convex continuous programs C is
deﬁned as
IBC(B,C,ǫ) = maxf∈FRn TB(f,ǫ)
which is the minimal number of steps that the black box algorithm B needs to solve any
problem from C to the accuracy of at least ǫ ∈ R++.
Information-based complexity is also known as analytical complexity due to Nesterov
(2004). Similarly to learning algorithms we shall focus on the algorithms whose information-
based complexity grows polynomially with respect to the dimension of the problem and
the required accuracy. This deﬁnition also allows us to deﬁne the complexity of the
family C in a similar way.
Deﬁnition 5.5 (Information-based Complexity of the Family of Convex Programs).
The information-based complexity of the family of convex programs C over a unit ball is
deﬁned as
IBC(C,ǫ) = minB IBC(B,C,ǫ).
Again, like in the deﬁnition of learning complexity (Deﬁnition 2.4), the notion of the
information-based complexity is also algorithm-oriented, i.e. any upper bounds on the
information-based complexity of some family of problems imply that there exists an al-
gorithm to solve any problem of that family in that number of steps. Because of our as-
sumption of the unit cost of a single step of a black box algorithm, the information-based
complexity of a family of problems may serve as a lower bound on the computational
eﬀort needed to solve any instance of that family. For some families of problems these
results may be trivial. For example, if we have a linear problem with a ﬁxed number of
constraints, then we can deﬁne an oracle which returns the constraint vectors and a cost
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complexity 1 which is the simplex algorithm (despite its exponential complexity in the
worst case).
In the next section we present main results on the upper and lower estimates of the
information-based complexity of C.
5.2 Information-based Complexity of Convex Programming
For the sake of simplicity of the exposition we need to make one more assumption about
the family of convex programs C. We assume that the functions f ∈ FRn are normalized
according to
maxx∈Rn, x ≤1 f(x) − minx∈Rn, x ≤1 f(x) ≤ 1. (5.2)
It is easy to make FRn meet this condition. Indeed, for every f ∈ FRn which does not
satisfy it we can deﬁne
Vf = maxx∈Rn, x ≤1 f(x) − minx∈Rn, x ≤1 f(x).
Now mapping every f ∈ FRn →
f
Vf we satisfy the normalization requirement so without
losing generality we assume that it is met for all f ∈ FRn.
Now we are ready to discuss the results of the information-based complexity theory of
C from (Nemirovsky and Yudin, 1983, Section 1.4.1.3) (a more speciﬁc exposition for
this case is given in (Nemirovski, 2002, Chapter 5)) which we state in the form of the
theorem.
Theorem 5.6 (Nemirovsky and Yudin (1983), Theorem 4.1.2). The following estimates
of the information-based complexity of C under normalization assumption (5.2) with
respect to the problem dimension n and required accuracy ǫ hold
1. If ǫ ≤ 1
n:
Ω(1)nln
 
2 + 1
ǫ
 
≤ IBC(C)(ǫ) ≤ O(1)nln
 
2 + 1
ǫ
 
.
2. If 1
n < ǫ < 1 √
n:
Ω(1)n ≤ IBC(C)(ǫ) ≤ O(1)nln
 
2 + 1
ǫ
 
.
3. If ǫ ≥ 1 √
n:
Ω(1)
ǫ2 ≤ IBC(C)(ǫ) ≤
O(1)
ǫ2 .
Observe that for a ﬁxed accuracy ǫ < 1
n the complexity of the class of problems depends
on its dimensionality, and the estimate O(1)nln
 
2 + 1
ǫ
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gravity method (Yudin and Nemirovski, 1976a) (ﬁrst outlined independently by Levin
(1965) and Newman (1965)), which is designed to optimize the information-based com-
plexity of C. However, this method is impractical in the computational sense and one
of its computationally tractable approximations is the ellipsoid algorithm with IBC
O(1)n2 ln
 
2 + 1
ǫ
 
. When the dimension of the family of problems grows, its inﬂuence on
the complexity decreases. For large scale problems every new accuracy digit increases
the number of steps by a factor of 100 thus high accuracy becomes computationally
prohibitive. In the next section we will establish the relation between the information-
based and learning complexities and derive the estimates of the learning complexity of
the online learning problem using the results of Theorem 5.6.
5.3 Piecewise Linear Formulation of a Convex Program
In order to exploit the results of the information-based theory of convex programming
in online learning we have to establish the equivalence between those two types of op-
timization models. In this section we shall demonstrate how any convex program (5.1)
with the objective being convex and continuous over Rn which satisﬁes the normalization
requirement (5.2) and is Lipschitz continuous over the unit ball with Lipschitz constant
1 can be formulated as a minimax problem with piecewise linear cost function.
Let us construct the set of subgradients of f(x) over the unit ball
G := {g ∈ Rn |∃xg, xg  ≤ 1 : ∀x ∈ Rnf(x) ≥ f(xg) + g⊤(x − xg)}.
Theorem 5.7 (Hiriart-Urruty and Lemar´ echal (1993), Proposition 6.2.2). The set G of
subgradients of f(x) over the unit ball is bounded, furthermore
∀g ∈ G :  g  ≤ L
where L is the Lipschitz constant of f(x) over the unit ball.
Therefore, in our case the lengths of the vectors in G are bounded by 1.
Following the deﬁnition of a subgradient and the set G, we can replace f(x) over the
unit ball by
maxg∈G f(xg) + g⊤(x − xg).
Now we separate the constant and linear parts of the function above. Using the set G
we can deﬁne the following set of pairs
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Observe that the values β ∈ B are bounded from above by the value of f(x) at the
origin and from below according to
β ≥ ming∈G βg = ming∈G f(xg) − g⊤xg ≥ f∗ − maxg∈G g⊤xg ≥ f∗ − 1
where f∗ is the optimal value of (5.1) over the unit ball and the last transformation is
the result of the Cauchy-Schwartz inequality and Theorem 5.7.
Now we can state (5.1) as
minx∈Rn max(b,β)∈B β − b⊤x
subject to  x  ≤ 1.
(5.3)
Theorem 5.8 (Problem equivalence). The family of convex problems (5.1) is equivalent
to the family of minimax problems (5.3).
Proof. By construction, as shown earlier in this section, the objectives of both problems
are identical over the unit ball, so the equivalence is straightforward.
In the next section we shall establish the relation between the information-based and
learning complexities and derive the estimates of the learning complexity of the online
learning problem using the results of Theorem 5.6.
5.4 Learning Complexity of Online Learning Problem
According to our results of comparison of the polynomial time perceptron algorithms
with respect to their computational complexities in Section 3.7, if the margin of the
dataset is relatively large compared with the cubic inverse of the space dimension, then
the classical perceptron algorithm performs better than the ellipsoid algorithm.
In this section we shall focus on the learning complexity of online perceptron learning
and address probably the most interesting question of this chapter: is there any lower
bound on the learning complexity of the problem (2.2) in the online formulation for the
linearly separable set A with a ﬁxed margin ρ such that it is an intrinsic property of the
problem itself thus cannot be improved by any algorithm? Answering this question will
allow us to see how close are both ellipsoid and perceptron algorithms to the optimal
technique, and whether the former methods can be improved. We shall endeavour to
answer this question, applying the results of the information-based complexity theory of
convex programming (Nemirovsky and Yudin, 1983) to online learning and our target
in this section is to estimate from below the learning complexity of the online learning
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Solving problem (2.2) we ideally are interested in learning the optimal classiﬁer which
is ﬁnding the weight vector that achieves the actual margin of the dataset. For a ﬁxed
margin ρ of the dataset A we then require the predictions of our solution to coincide
with the output of the target function which is equivalent to the following problem
minx∈Rn maxa∈A ρ − a⊤x
subject to  x  ≤ 1
(5.4)
although the term ρ may be dropped since it is constant for the whole set A. In the
online framework the main diﬀerence with (2.2) consists in the stricter assumption on
the oracle for (5.4) which has to provide one of the most misclassiﬁed examples (those
on which the current hypothesis has the maximal loss) unlike the separation oracle
(Deﬁnition 2.1) which delivers any counterexample.
Since the values of the objective of (5.4) are in [0,1 + ρ] in order to satisfy the normal-
ization requirement (5.2) we need to divide the objective of (5.4) by 1 + ρ and get an
instance of (5.3)
minx∈Rn maxa∈A
ρ
1+ρ − a⊤x
1+ρ
subject to  x  ≤ 1.
(5.5)
Note that the solution of (5.5) with the accuracy at least
ρ
1+ρ (i.e. ǫ ≤
ρ
1+ρ) is at the same
time the solution of problem (2.2) which is an optimization model of our online learning
problem. Applying Theorem 5.6 to (5.5) we obtain the estimates of the information-
based complexity of (5.5) with respect to the dimension n of A and the margin ρ. Observe
that the lower bounds on the information-based complexity of (5.5) is the lower estimate
of the learning complexity of (2.2) since both oracles ΩA and Ψf are adversarial, but
the range of subgradients returned by the latter at any given point x ∈ Rn is a subset
of the range of the former (i.e. the number of steps of the “black box” algorithm when
it uses outputs of Ψf cannot be greater than if it uses ΩA). Furthermore we can state
the following theorem.
Theorem 5.9 (Lower Bounds on Learning Complexity of Online Learning). The fol-
lowing estimates of the learning complexity of (2.2) in online learning framework with
respect to the problem dimension n and the margin ρ hold
1. If ρ ≤ 1
n:
Ω(1)nln
 
2 + 1
ρ
 
≤ LC(P).
2. If 1
n < ρ < 1 √
n:
Ω(1)n ≤ LC(P).
3. If ρ ≥ 1 √
n:
Ω(1)
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Proof. In this section we have already explained that Theorem 5.6 can be applied to
(5.5) and IBC(C)
 
ρ
1+ρ
 
≤ LC(P).
It is easy to see that IBC(C)(ρ) ≤ IBC(C)
 
ρ
1+ρ
 
since ρ >
ρ
1+ρ and we do not need
more steps to achieve lower accuracy. Therefore we have this chain
IBC(C)(ρ) ≤ IBC(C)
 
ρ
1+ρ
 
≤ LC(P)
Applying Theorem 5.6 to (5.5) with ǫ = ρ and using the chain of inequalities above we
get the statements of the theorem.
It is possible to show the upper bounds stated in Theorem 5.6 also hold for the learning
complexity of P. Although the argument we have used so far does not work in this case,
we can just indicate the algorithms which attain those learning complexities and thus
show the upper bounds.
5.5 Analysis of Learning Complexity of Online Learning
Now we need to make sure that the bounds given in Theorem 5.9 are tight, i.e. there
exist algorithms that attain them. Let us ﬁx the dimension n and consider the same
three cases.
1. ρ ≤ 1
n. The lower complexity O(1)nln
 
2 + 1
ρ
 
is achieved by the centres of grav-
ity method which is the optimal for solving a generic convex program of ﬁxed
dimension (Yudin and Nemirovski, 1976a). The algorithm implies computing the
gravity centre of a convex body which contains the feasible region (e.g. the ball at
the ﬁrst iteration), cutting the part which is either not feasible or corresponds to
increase of the objective, and repeating this procedure for the remaining part of the
body until a termination criterion is met. This algorithm is based on the observa-
tion of exponential decrease of the volume of the enclosing body which guarantees
polynomial time convergence of the method and optimizes the information-based
complexity of C. However this algorithm is not practical due to the high cost of
computation of the gravity centre of an arbitrary convex body. This idea of cen-
tral cuts dates back to (Levin, 1965; Newman, 1965) and its modiﬁcations suggest
to use a n-dimensional simplex as a circumscribing body (Yamnitsky and Levin,
1982), thus simpliﬁes the computation of the centre of gravity. Another imple-
mentation of this idea implies approximation of a volumetric centre of the feasible
region (Vaidya, 1996) and the resulting algorithm has the same information-based
complexity, but its single step involves explicit matrix inversion which makes it
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than a step of the ellipsoid algorithm (Algorithm 2) which is a computationally
tractable version of the approach of central cuts. The ellipsoid algorithm has a
factor n higher information-based complexity, but its single iteration is cheaper
than that of the above mentioned techniques. The complexity O(1)nln
 
2 + 1
ρ
 
is also an upper bound on the learning complexity of the online learning problem
(2.2) although for some values of the margin ρ it is not tight.
2. 1
n < ρ < 1 √
n. In this case as the margin grows the complexity bound
O(1)
ρ2 (the
perceptron algorithm) gradually becomes lower than O(1)nln
 
2 + 1
ρ
 
. Indeed,
the estimate O(1)n approaches
O(1)
ρ2 from above when ρ goes to 1 √
n.
3. ρ ≥ 1 √
n. In this case the learning complexity does not depend on the dimension
anymore and the plain perceptron algorithm (Algorithm 1) attains the optimal
learning complexity of the family of online learning problems P.4
Alternatively, we can consider the learning complexity of online learning for a ﬁxed
margin ρ when the problem dimension goes to inﬁnity. In this case one can see that
when n becomes larger than 1
ρ2 the perceptron algorithm cannot be outperformed.
4Note that the learning complexity implies that the algorithm needs at most
O(1)
ρ2 counterexamples to
generate a solution while in the case of the perceptron algorithm it may happen that several updates on
the same counterexamples are needed for some sequences of examples. However from the Block-Novikoﬀ
theorem (Theorem 2.7) we know that the number of updates does not exceed
1
ρ2 thus we conclude that
the perceptron algorithm becomes optimal in this case.Chapter 6
Learning Approach to
Semideﬁnite Programming
6.1 Objectives
As a real-world instance of the model of online learning with an inﬁnite dataset we
consider a semideﬁnite constraint satisfaction problem. In this chapter we show that a
generic semideﬁnite feasibility program is equivalent to a linear program with inﬁnitely
many constraints, derive a separation oracle based on incomplete Cholesky decomposi-
tion of a symmetric matrix, adapt the ellipsoid and probabilistic perceptron algorithms to
solve this problem, and present some numerical comparisons of these techniques against
one another and discuss their relation to the state-of-the-art interior point algorithms.
6.2 Semideﬁnite Constraint Satisfaction Problem
The basic notions of semideﬁnite programming are collected in Sections A.3-A.5 of Ap-
pendix, so in this chapter we just informally introduce the key terms while referring the
reader to that part of the thesis for further particulars.
Semideﬁnite programming optimizes a linear function over the intersection of the cone
of n × n positive semideﬁnite matrices Sn
+ and an aﬃne set
F := {F(x) := F0 +
 m
i=1 xiFi |Fi ∈ Sn, i ∈ {0,1,...,m}, x ∈ Rm}
To see the aﬃnity of the set F one needs to represent any its member in the form
G(y) =
 m
j=0yjGj,
 m
j=0 yj = 1
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with y ∈ Rm+1 and Gj ∈ Sn,j ∈ {0,1,...,m} which can be obtained by mapping
∀i ∈ {1,...,m} Gi := F0 − Fi, yi := −xi
G0 := F0 y0 := 1 +
 m
j=1xi.
The ﬁrst representation is usually preferred in the literature since it does not impose
any constraint on the design vector x, so like in Deﬁnition A.23 from now on we shall
consider a semideﬁnite program (SDP) in the form
minx∈Rm c⊤x
subject to F(x) ∈ F, F(x) ∈ Sn
+,
(6.1)
where c ∈ Rm is a given cost vector and F and F(x) are deﬁned as above.
In perceptron learning we aim for ﬁnding a feasible (not necessarily optimal) solution,
so in this chapter we shall mainly focus on a feasibility subproblem of SDP (SDFP) also
known as a semideﬁnite constraint satisfaction problems (SCSP)
ﬁnd x ∈ Rm
subject to F0 +
 m
i=1 Fixi   0.
(6.2)
In order to apply the perceptron learning algorithms to semideﬁnte programming we need
to convert an SDP to the online learning model of linear pattern separation (Section 2.1),
and for this purpose we have to ﬁgure out two main technicalities:
1. Indicate a dataset A for the online learning problem, which implies equivalence of
a positive semideﬁnite constraint to some set of linear constraints.
2. Construct a separation oracle for a positive semideﬁnite constraint.
These problems will be tackled in two subsequent sections.
6.3 Linear Programming View of an SDP
The following proposition shows that a semideﬁnite program is a direct generalization
of a linear program (Deﬁnition A.10).
Proposition 6.1. Every semideﬁnite program is a linear program with inﬁnitely many
linear constraints (semi-inﬁnite program).
Proof. Obviously, the objective function in (6.1) is linear in x. For any u ∈ Rn, deﬁne
the vector au :=
 
u⊤F1u,...,u⊤Fmu
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as
∀u ∈ Rn : u⊤F(x)u ≥ 0 ⇔ ∀u ∈ Rn : x⊤au ≥ −u⊤F0u. (6.3)
This is a linear constraint in x for all u ∈ Rn (of which there are inﬁnitely many).
In the view of this preposition, the dataset A can be deﬁned by virtue of
A(F0,...,Fm) :=
 
au :=
 
u⊤F0u,...,u⊤Fmu
 
| u ∈ Rn
 
.
Without losing generality and for convenience of our exposition we can assume that
the vectors u are normalized, but in order to avoid too much complication we do not
normalize au and the reason for this will be provided further on. So far we have resolved
the ﬁrst of two technical issues.
Since the objective function is linear in x, we may solve an SDP itself by a sequence
of semideﬁnite feasibility problems (6.2) introducing the additional constraint c⊤x ≤ c0
and iteratively decreasing c0 ∈ R by replacing it with the value of the objective at every
newly found feasible point. Although this algorithm is impractical in a general case, we
describe it as extension of our approach and state the following proposition.
Proposition 6.2. Any SDP can be solved by a sequence of homogenized SCSPs of the
following form
ﬁnd x ∈ Rm+1 subjectto G(x) :=
m  
i=0
xiGi ≻ 0
where Gi ∈ Sn+2, i ∈ {0,1,...,m}.
Proof. In order to make F0 and c0 dependent on the optimization variables, we introduce
an auxiliary variable x0 > 0; the solution to the original problem is given by x−1
0   x.
Moreover, we can repose two linear constraints c0x0 − c⊤x ≥ 0 and x0 > 0 as an LMI
using the fact that a block-diagonal matrix is positive (semi)deﬁnite if and only if every
block is positive (semi)deﬁnite. Thus, the following matrices are suﬃcient:
G0 =



F0 0 0
0⊤ c0 0
0⊤ 0 1


 , Gi =



Fi 0 0
0 −ci 0
0 0 0


 .
Given an upper and a lower bound on the objective function, repeated bisection can be
used to determine the solution in O
 
log 1
ε
 
steps to accuracy ε provided the employed
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6.4 Cholesky Separation Oracle
Having constructed the dataset A, ﬁnding a vector au ∈ A such that x⊤au ≤ 0 is
equivalent to identifying a vector u ∈ Rn such that
 m
i=0 xiu⊤Fiu = u⊤F(x)u ≤ 0
that is after t perceptron updates we need to check if F(xt)   0 and generate a coun-
terexample otherwise. For this purpose consider two of the possible criteria of positive
semideﬁniteness of a symmetric matrix stated in the next theorem.
Theorem 6.3. Let A ∈ Sn. Then A ≻ 0 if and only if any of the following holds
• all eigenvalues of A are positive,
• Cholesky factorization A = L⊤L exists with lii > 0, i ∈ {1,...,n}.
Proof. Basic properties of a positive semideﬁnite matrix (e.g. see Horn and Johnson
(1991)).
Therefore, one possible way of ﬁnding a counterexample u (and consequently au) for the
current solution xt is to compute the eigenvector corresponding to the smallest eigenvalue
of F(xt); if this eigenvalue is positive, the algorithm stops and outputs xt. However since
we do not necessarily need the eigenvector which corresponds to the minimal eigenvalue
of the matrix, but could utilize any counterexample, we choose a computationally easier
procedure to ﬁnd a suitable u ∈ Rn based on the incomplete Cholesky decomposition.
The Cholesky factorization A = R⊤R (where R is an upper triangular matrix), which
is a dual implementation of the Gram-Schmidt orthogonalization, is an oracle for the
positive deﬁniteness of the square symmetric matrix A ∈ Sn because A is positive
deﬁnite if and only if all diagonal entries of its Cholesky factor R are positive as stated
in Theorem 6.3.
We apply Cholesky factorization to check if a squared symmetric matrix A ∈ Sn is
positive semideﬁnite, and if it is not, then to ﬁnd a vector v ∈ Rn such that v⊤Av < 0.
The presented procedure is a modiﬁed incomplete Cholesky factorization of a kernel
matrix (Shawe-Taylor and Cristianini, 2004, Section 5.2) where at every stage we check
if there is a row of A with negative norm residual, and if not, then we compute the next
row of R using the one which has the largest norm residual.
When at the j-th iteration of the Cholesky decomposition we ﬁnd the negative norm
residual (dimin < 0), we apply the permutation of matrices and A and R to move it to
the the j-th position on the diagonal of R). Now we look for the negative example in
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v⊤R⊤Rv = (
j  
i=1
vir1i)2 + (
j  
i=2
vir2i)2 + ... + (vj−1rj−1j−1 + rj−1j)2 + r2
jj     
<0
Observe that we can make all except the last squared terms equal to zero using suitable
values for v1,...,vj−1 which can be easily found via back-substitution starting from
vj−1. The existence and uniqueness of the solution is guaranteed by the positivity of
the values r11,...,rj−1j−1. Therefore, the product above becomes just equal to r2
jj < 0.
The full procedure is given in Algorithm 7.
Theorem 6.4. Matrix A ∈ Sn
+ if and only if Algorithm 7 outputs positive semideﬁnite
when A is passed as an input.
Proof. By construction as described above in this section.
6.5 Limitations of the Positive Semideﬁnite Oracle
If we combine Propositions 6.1 and the convergence theorem of the perceptron learning
algorithm (Theorem 2.7) together with Algorithm 7, we obtain a perceptron algorithm
to solve semideﬁnite feasibility programs (and using Proposition 6.2 we can get the
algorithm that solves SDPs sequentially approximating the minimum from above).
In fact, any of the perceptron learning algorithms discussed so far which deliver a feasible
solution in a ﬁnite number of steps can be applied to solve (6.2). Like in the previous
chapters, we mainly focus on the algorithms which converge in polynomial time, and
in this family of algorithms those are the ellipsoid algorithm (Algorithm 2) and the
probabilistic perceptron in its parametric formulation (Algorithm 6).
Now the application of both these algorithms to CSDP is straightforward, but before
proceeding to experiments we need to mention an issue concerned with normalization
of A.
Consider the following CSDP already in a homogeneous form1
ﬁnd x ∈ R3
subject to x1
 
−λ1 0
0 −λ2
 
+ x2
 
0 0
0  
 
+ x3
 
δ 0
0 0
 
  0
(6.4)
where 0 < λ1 < λ2, λ2 ≪   (at least   > λ2
 
1−σ2
σ2 ), δ ≪ λ1 (at least δ < λ1
 
1−σ2
σ2 )
and 0 < σ < 1. This problem is strictly feasible, and one of its solutions is (0,1,1)⊤.
1This example was suggested by Amiran Ambroladze.Chapter 6 Learning Approach to Semideﬁnite Programming 69
Algorithm 7: Incomplete Cholesky Decomposition for Generating Counterexamples
Input: symmetric matrix A ∈ Sn
Output: certify that A   0, otherwise ﬁnd v ∈ Rn : v⊤Av < 0
R ← 0, P ← In, d ←diag(A), j ← 1;
amin ←min(di), amax ←max(di);
while amin ≥ 0 and amax > 0 do
imax ←argmax(di);
if imax  = j then
swap imax-th and j-th rows and columns of matrix P;
A ← PAP, R ← PRP, d ← Pd;
end
rjj ←
√
amax;
dj ← 0;
for i = j + 1 to n do
rji ← (aji −
 j−1
k=1 rkjrki)/rjj;
di ← di − r2
ji;
end
amin ←min(di), amax ←max(di);
j ← j + 1;
end
if amin < 0 then
imin ←argmin(di);
if imin  = j then
swap imin-th and j-th rows and columns of matrix P;
A ← PAP, R ← PRP, d ← Pd;
end
v ← 0, vj ← 1;
for i = j − 1 down to 1 do
vi ← −
 j
k=i+1 rikvk/rii;
end
v ← Pv;
return v;
else
return positive semideﬁnite;
end
Let us assume that we use the modiﬁed perceptron algorithm (Algorithm 3), e.g. as a
part of the probabilistic perceptron rescaling algorithm, to ﬁnd an almost feasible vector
x such that for all a ∈ AF
x⊤a
 x  a  ≥ −σ. (6.5)
We also assume that at some point after t steps of the algorithm (or at the start and
t = 0) we have xt = (1,0,0)⊤. In this case
F(xt) =
 
−λ1 0
0 −λ2
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F(xt) has two eigenvectors u1 = (1,0)⊤ and u2 = (0,1)⊤ that induce two counterexam-
ples au1 = (−λ1,0,δ)⊤ and au2 = (−λ2, ,0)⊤. Notice that
xtau1
 xt  au1  = −λ1 √
λ2
1+δ2 < −σ
and
xtau2
 xt  au2  = −λ2 √
λ2
2+ 2 > −σ
while
−λ2 = u⊤
2 F(xt)u2 < u⊤
1 F(xt)u1 = −λ1.
Therefore, the output of the oracle in the general case does not allow us to check the
condition (6.5) for non-zero σ.
6.6 Unnormalized Parametric Modiﬁed Perceptron Algo-
rithm
Algorithm 8: Unnormalized Parametric Modiﬁed Perceptron Algorithm
Input: a (possibly) inﬁnite set A of vectors a ∈ Rn and parameters σ and θ ∈ R++.
Output: a unit vector x ∈ Rn such that ∀a ∈ A : x⊤a ≥ −σ.
repeat
set x uniformly at random in {y ∈ Rn :  y  = 1};
set t ← 0;
set s ← 0;
while exists a ∈ A such that x⊤a < −σ do
t ← t + 1;
x ← (I − aa⊤)x;
s ← s + 1
 a 2;
* if  x  = 0 then
break
end
if s > 2
σ2 ln 1
θ then
break
end
end
until ∀a ∈ A : x⊤a ≥ −σ;
return x
In order to avoid the problem described in the previous section, we amend the condition
(6.5) in the modiﬁed perceptron algorithm (Algorithm 3) on making an update if there
exists a unit vector u such that
u⊤(F(x) + σI)u < 0Chapter 6 Learning Approach to Semideﬁnite Programming 71
where I is the identity matrix in Rn×n and which is equivalent to
u⊤F(x)u = (u⊤F1u,...,u⊤Fmu,u⊤F0u)x = a⊤
ux < −σu⊤Iu = −σ.
Note that in this case we drop normalization of au at all.
We state the resulting algorithm in its parametric version (following the argument of
Chapter 4) as Algorithm 8, and prove its convergence in the following Theorem.2
Theorem 6.5. For a given set of vectors A ⊂ Rn, linearly separable from the origin,
let y ∈ Rn be any unit vector such that for all a ∈ A : a⊤y ≥ 0. Then with probability
at least ηθ, after at most t updates such that
 t
i=1
1
 ai 2 ≥ 2
σ2 ln 1
θ (6.6)
where ai is the vector that i’th update was made on and i ∈ {1,...,t}, the parametric
modiﬁed perceptron algorithm (Algorithm 8) returns a unit vector x ∈ Rn such that
1. ∀a ∈ A : a⊤x ≥ −σ,
2. y⊤x ≥ θ.
Proof. With probability at least ηθ, the random unit vector x at the start of the al-
gorithm satisﬁes y⊤x ≥ θ for some unit separating weight vector y for A. The inner
product y⊤x cannot decrease since
(x − (a⊤x)a)⊤y = x⊤y − (x⊤a)(a⊤y) ≥ x⊤y
because x⊤a has to be negative in order for a to be an update vector and a⊤y is positive
by the deﬁnition of the separating vector.
On the other hand, the norm of the weight vector x decreases with every update ac-
cording to
(x − (a⊤x)a)⊤(x − (a⊤x)a) = x⊤x − 2(a⊤x)2 + (a⊤x)2 = x⊤x − (a⊤x)2
= x⊤x −
(a⊤x)2
 a 2 ≤ x⊤x(1 − σ2),
since we make an update on a only if a⊤x < −σ.
After t iterations the norm of the weight vector xt falls to at most
 
 t
i=1
 
1 − σ2
 ai 2
 
where ai is the counterexample we update on during the i’th iteration of the algorithm
and i ∈ {1,...,t}. If (6.6) holds, then after taking the natural logarithm of the previous
2This algorithm was suggested by Amiran Ambroladze as a remedy against the problem described in
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Figure 6.1: The plots show the decay of the attained objective function value of
’mcp100’ problem against the number of updates (Left) and time (Right) needed by
the ellipsoid and perceptron rescaling algorithms to approach the optimum.
estimate of  xt , we get
ln xt  ≤ 1
2 ln
 t
i=1
 
1 − σ2
 ai 2
 
< 1
2
 t
i=1
−σ2
 ai 2 < −2σ2
2σ2 ln 1
θ = lnθ
where the second inequality follows from 1 + α ≤ eα that holds for all α ∈ R. So after
that number of steps the norm of the weight vector x reduces to less than 1
θ. If the
starting vector satisﬁes y⊤x ≥ θ, then after t updates of the algorithm we have
y⊤xt =
y⊤xt
 xt  > θ
θ = 1
which is impossible. Therefore, if the starting vector satisﬁes this condition (which
happens with probability at least ηθ), then the modiﬁed perceptron algorithm converges
after a ﬁnite number of updates and its output also satisﬁes this condition.
6.7 Experimental Results
In this section our task is to compare two polynomial-time algorithms based on the sub-
gradient descent method:+ + the ellipsoid algorithm (Algorithm 2) and the probabilistic
parametric perceptron rescaling algorithm (Algorithm 6). From theoretical estimates of
their complexities (Theorem 2.9 and Theorem 4.1) the former has lower learning and
computational complexities (by a factor of O(nlnn)) in the worst case than the latter.
However, in Chapter 5 we have conjectured that when the dimension of the problem
n grows and the margin ρ is ﬁxed, then the optimal complexity for this class of prob-
lems approaches 1
ρ2, so the advantage of the lower learning complexity of the ellipsoid
algorithm vanishes.
We considered benchmark problems arising from semideﬁnite relaxations to the MAX-
CUT problems of weighted graphs, which is posed as ﬁnding a maximum weight bisectionChapter 6 Learning Approach to Semideﬁnite Programming 73
of a graph. The benchmark MAXCUT problems have the following relaxed SDP form
(see Helmberg (2000)):
min
x∈Rn 1⊤x subject to −
1
4
(diag(C1) − C)
      
F0
+diag(x)
      
Σi xiFi
  0, (6.7)
where C ∈ Rn×n is the adjacency matrix of the graph with n vertices. One property of
the semideﬁnite relaxation for the MAXCUT problem is that dimension of the square
constraint matrices n equals to the dimension of the design vector m. This problems
also has nice special structure that allows us to evaluate the constraint matrix F(x) very
fast: all its component matrices except F0 have only one non-zero entry, located on the
diagonal.
The experiments reported in this section fall into two parts. Our initial aim was
to demonstrate that the perceptron rescaling algorithm works in practice on inﬁnite
datasets of inﬁnite size and to assess its eﬃcacy on a benchmark example from graph
bisection provided by SDPLIB 1.2 Borchers (1999). We chose to compare the algorithm
against the ellipsoid method (whose complexity is only by factor O(n) higher than the
optimal algorithm for this class of problems, as we conjectured in the previous chapter)
in order to see how much our probabilistic algorithm looses in practice in terms of the
number of mistakes (learning complexity), and whether its simplicity and lower cost of
a single update can compensate this loss in terms of the total computational eﬀort used.
The ellipsoid algorithm was implemented as in Algorithm 2. As for the parametric
perceptron rescaling algorithm, we set all values of its parameters to those used in
Algorithm 4, except the estimate of the margin ̺, which was increased to 1
16
√
n. The
convergence of the algorithm with this set of the parameters was shown in Section 4.6.
Both algorithms were implemented in MatLab (with the random generator set to 0 at
the start of each run of the probabilistic perceptron), only the code of the Cholesky
separation oracle was in C++. All the experiments described in this section were run
on a 2.6GHz machine.
First we ran both algorithm on ‘mcp100’ (the smallest MAXCUT relaxation problem
in the collection, m,n = 100), which we re-stated as a sequence of the semideﬁnite con-
straint satisfaction programs (as shown in Proposition 6.2). After solving the ﬁrst SCSP
(the problem itself without the objective) and ﬁnding a feasible point we introduced a
new constraint which kept the objective function to below its value at this point, and
repeated this process iteratively the relative distance between two consecutive points
was less than 0.05.
For this test we have updated our implementation in two ways. Firstly, we used the
perceptron algorithm with margins (also known as τ-perceptron; see Li et al. (2002))
instead of the plain perceptron algorithm. This was done to force the algorithm ﬁndChapter 6 Learning Approach to Semideﬁnite Programming 74
Problem PRA EA
name m,n updates time, sec updates time, sec
mcp100 100 313 0.4 173 0.5
mcp124-1 124 209 0.4 167 0.9
mcp124-2 124 381 0.5 212 1.1
mcp124-3 124 748 0.9 255 1.3
mcp124-4 124 1305 1.5 294 1.5
mcp250-1 250 429 4.2 350 11.6
mcp250-2 250 696 4.8 420 14.1
mcp250-3 250 1340 8.1 513 16.6
mcp250-4 250 2504 14.1 598 19.8
mcp500-1 500 844 38.7 683 147.1
mcp500-2 500 1518 39.7 856 177.6
mcp500-3 500 2529 64.2 1005 192.5
mcp500-4 500 5166 119.3 1195 223.1
maxG11 800 721 165.7 700 570.4
Table 6.1: Comparison of the perceptron rescaling algorithm against the ellipsoid
algorithm on 14 semideﬁnite relaxations of MAXCUT problems from SDPLIB 1.2 col-
lection. For each problems, a constraint satisfaction problems was solved (to ﬁnd a
feasible point), and the objective function was ignored. The table contains brief prob-
lem description and time and the number of updates each algorithm needed to converge
(the best values for each problem are highlighted in bold font).
points deeper in the interior of the feasible region (hence, to approach the optimum
faster). Therefore, the maximal number of allowed mistakes at the perceptron phase
was changed to the bound from Li et al. (2002).
The decay of the objective with time is plotted in the Figure 6.1 (left). The right
plot shows how many updates both algorithms needed to reach every approximation
to the optimum. In this experiment the ellipsoid algorithm completely outperformed
the probabilistic perceptron. Furthermore, we do realize that both algorithms cannot
compete in solving an SDP with the state-of-the-art interior-point methods exploits
the structure of the positive semideﬁnite cone, so is not based on the same ’black box’
concept as these perceptron learning techniques.
The second set experiment implied just solving feasibility problems, so the objective
function was completely ignored. These results are shown in Table 6.1, and now we see
that although the perceptron rescaling algorithm still makes more updates to converge, it
needs less computational eﬀort for this task, than the ellipsoid algorithm. This makes the
probabilistic perceptron potentially interesting for high-dimensional learning problems
due to its simplicity and low cost of making an update.Chapter 7
Pattern Separation via Ellipsoids
7.1 Basics on Ellipsoids
In chapter 2 we made a short overview of hyperplane pattern separation. Now we con-
sider a pattern separation algorithm that uses ellipsoids for binary separation (suggested
in (Glineur, 1998)), and in the next chapter we discuss its application to a document
categorization problem.
First we give a formal deﬁnition of an ellipsoid and show its alternative representation,
then describe the main ideas of the maximal separation ratio algorithm, a geometrical
interpretation, proceed to the SDP formulation of the algorithm, and conclude with a
discussion of its properties.
Deﬁnition 7.1 (Ellipsoid). A (full-dimensional) ellipsoid E ⊂ Rn is a set of points
given by its centre c and an n × n positive deﬁnite matrix A such that
E := {Au + c| u  ≤ 1, u ∈ Rn, A ∈ Sn
++}. (7.1)
The eigenvectors and eigenvalues of A deﬁne the directions and half-lengths of the axes
of the ellipsoid E (ﬁgure 7.1) respectively. If we substitute matrix A with an identity
matrix of the same size then we obtain a unit ball centred at the point c. Therefore a
generic ellipsoid is simply an image of some ball under the aﬃne mapping given by the
positive deﬁnite matrix A. If we relax the positive deﬁnite constraint on matrix A and
allow it to be either positive semideﬁnite, or indeﬁnite symmetric, or even a rectangular
matrix then the convex set E is a degenerate zero volume ellipsoid because it has zero
volume in some dimensions (which correspond to the basis of the kernel of A). Any
point, or any line segment in Rn is an example of a degenerate ellipsoid. From now on
we will deal only with cases when A is either positive semideﬁnite or positive deﬁnite.
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where
f (x) = x⊤Cx + 2d⊤x + e =
 
x
1
 ⊤  
C d
d⊤ e
  
x
1
 
=
 
x⊤ 1
    E
 
x⊤ 1
 ⊤ , C ≻ 0, e − d⊤C−1d < 0.
If we set C := E, d := −Ec and e := c⊤Ec − 1 and add 1 to both sides of the
inequality, then this description is simply (7.2). In fact, (7.3) also deﬁnes a degenerate
ellipsoid centred at the origin in the augmented space Rn+1 (although the matrix   E is not
positive semideﬁnite because of the condition e − d⊤C−1d < 0) which has zero volume
since it entirely belongs to the hyperplane xn+1 = 1. In this case the requirements
C ≻ 0, e − d⊤C−1d < 0 are equivalent to the requirements to the projection of this
ellipsoid onto the plane xn+1 = 1 to be a non-degenerate ellipsoid. A similar mapping
will be used in the sequel in order to remove an unknown ellipsoid centre c from the
optimization problem while searching for the optimal separating ellipsoid and thus avoid
the products of variables in the constraint set.
In the rest of this manuscript for the sake of clarity of our derivations we will refer to
each of these deﬁnitions depending on the problem setting. In order to avoid confusion
we will attempt to state explicitly which description of an ellipsoid we use if that is not
clear from the context.
Since the aﬃne mapping speciﬁed in (7.1) is invertible (if E is a full-dimensional ellip-
soid), the volume of the ellipsoid E is proportional to the factor detA to the volume of
the unit ball in Rn. Therefore we can express the volume of a non-degenerate ellipsoid
E ∈ Rn as
volE = bn detA = bn(detE)− 1
2, (7.4)
where bn is the volume of a unit ball in Rn. Since the value bn is constant for a given
n, the determinant of the ellipsoid matrix can be used in volume optimization problems
for ellipsoids.
7.2 Motivation and Geometrical Interpretation
As seen from the deﬁnitions, ellipsoids are convex sets that are easy to describe whose
volumes are easy to compute and which generalize many common types of sets and
geometrical objects (like points, segments, etc.) as degenerate cases. Moreover since an
ellipsoid is an aﬃne set itself and its image under an aﬃne mapping is again an ellipsoid,
the family of ellipsoids is closed with respect to aﬃne transformations. These features of
ellipsoids imply their wide use in optimization to approximate sets with more complex
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The most common ellipsoidal approximation problems are inner and outer approxima-
tions of some given or unknown convex set.
Deﬁnition 7.2 (Inner and Outer Ellipsoidal Approximations). Given some arbitrary
set S an ellipsoid E is called
• inner approximation of the set S if it is the largest (maximal volume) ellipsoid
contained in S.
• outer approximation of the set S if it is the smallest (minimal volume) ellipsoid
containing S.
In the literature on convex optimization inner and outer ellipsoidal approximations are
sometimes also called extremal ellipsoids.
It is known from L¨ owner-John theorem (John, 1948) that inner and outer approximations
always exist and are unique if set S is closed, bounded and solid. However ﬁnding such
an ellipsoid in some cases may be computationally intractable problem depending on
the type and description of the set S we use (Ben-Tal and Nemirovski, 2001).
We use ellipsoids in the framework of the binary pattern classiﬁcation problems. Assume
that we have a vector representation in Rn of training and test sets which contains
examples of two classes, e.g. positive and negative. Using the approach from (Glineur,
1998) we construct two co-centred ellipsoids with the same directions and proportional
lengths of the axes while one of them is of minimal size to include all examples of
one class, and the other is of maximal size to exclude all examples of the other class.
Therefore the optimization criterion is to maximize the squared separation ratio between
the corresponding half-axes of outer and inner ellipsoids. This leads to an SDP, and if
the data are separable then the SDP is feasible and bounded so its solution exists and is
unique. Finally, we construct a third ellipsoid with the same center c and axis directions
E, but its half-axes are means of the half-axes of the previous two. We use the latter
ellipsoid as a classiﬁcation function which assigns a label to the point depending on
whether the point belongs to its interior or exterior (see Figure 7.2).
7.3 Semideﬁnite Programming Formulation
Let us assume that we have m vector representations of observations together with their
labels, ((x1,y1),...,(xm,ym)) ∈ (Rn × {−1,+1})m, where xi are the vector representa-
tions of the inputs and yi are the classes (either positive or negative). We search for two
separating ellipsoids with common matrix E and centre c, and maximal separation ratio
ρ. Using the deﬁnition of an ellipsoid (7.1) we can formulate the following optimizationChapter 7 Pattern Separation via Ellipsoids 79
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Figure 7.2: Example of ellipsoid separation. The maximal margin ellipsoid is plotted
as a solid curve; two separating ellipsoids are plotted as dashed curves. The positive
points are marked with asterisks and the negative ones with circles.
problem
max ρ2
subject to (xi − c)⊤E(xi − c) ≤ 1, i ∈ I+, (7.5)
(xi − c)⊤E(xi − c) ≥ ρ2 , i ∈ I−,
E ≻ 0,
where I+ := {i ∈ {1,...,m}|yi = +1} and I− := {i ∈ {1,...,m}|yi = −1}.
However, it is easy to see that solving (7.5) is not a straightforward task since neither its
objective, nor its constraints are linear in terms of the unknown variables. In order to
overcome the ﬁrst diﬃculty we just denote the squared separation ratio as a new variable
k := ρ2 since we never use the actual (non-squared) separation ratio in the problem.
For coping with the other obstacle we exploit the trick described in the alternative
description of an ellipsoid (7.3): we map the problem into the (n+1)-dimensional space
where we attempt to separate the augmented dataset (with the (n + 1)-th components
equal to 1) with an ellipsoid centred at the origin, and then project the solution back
to the original space. Before making the latter re-formulation of problem (7.5) we needChapter 7 Pattern Separation via Ellipsoids 80
to check whether maximizing the separation ratio in the augmented space we will also
maximize it in the initial space, and if the solution in the augmented space is unique.
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Figure 7.3: The number of ellipsoids in the augmented space centred at the origin
whose projection to the initial space corresponds to the optimal solution is inﬁnite. In
order to resolve this problem we require for the ellipsoid in the augmented space to
have inﬁnite length in one direction (degenerate inﬁnite volume ellipsoid).
We start with resolving the problem of the solution uniqueness. At ﬁrst glance, it
becomes clear that indeed there is an inﬁnite number of (n + 1)-dimensional ellipsoids
centred at the origin corresponding to some chosen ellipsoid in the original space (c.f.
Figure 7.3). Therefore we have to ensure the uniqueness of the solution of our problem
by imposing some extra requirements. Generally speaking, we have to choose only one
from all those ellipsoids so we ﬁx our solution to be the one with an inﬁnite volume in
the added dimension, i.e. an elliptic cylinder of an inﬁnite height (in the 2-dimensional
case - the set of points which belong to or lie between two lines, e.g. two dashed lines in
Figure 7.3). Now we proceed to a mathematical formulation of the problem.
Let us recall the description of a degenerate zero volume ellipsoid in Rn+1 in the form
(7.3), i.e. described by the inequality f(x) =
 
x⊤ 1
    E
 
x⊤ 1
 ⊤ ≤ 0 and some extra
requirements. It is not convenient to describe our optimal classiﬁer this way since the
matrix   E is not positive semideﬁnite. In order to cast our problem in the framework of
semideﬁnite programming we change the main inequality in (7.3) to f(x) ≤ 1, and also
replace the condition e−d⊤C−1d < 0 with the one that requires positive semideﬁnitenessChapter 7 Pattern Separation via Ellipsoids 81
of   E that is e − d⊤C−1d ≥ 0 (Schur complement of   E). Now we expand the function
f(x) for some positive example x+ applying the transformation d := −Cc as
f (x+) =
 
x+
1
 ⊤  
C d
d⊤ e
  
x+
1
 
= x⊤
+Cx+ + 2d⊤x+ + e
= x⊤
+Cx+ − 2c⊤Cx+ + c⊤Cc + e − c⊤Cc
= (x+ − c)⊤C(x+ − c) + e − c⊤Cc ≤ 1,
which can be re-written as
(x+ − c)⊤C(x+ − c) ≤ η ⇐⇒ (x+ − c)⊤C
η
(x+ − c) ≤ 1 (7.6)
with η := 1 − e + c⊤Cc1. Equation (7.6) is the deﬁnition of an ellipsoid in the form
(7.2). Therefore it has been shown that the matrix   E ∈ Sn+1
+ deﬁnes an ellipsoid in Rn
described by its centre c and the matrix E := C
η under the conditions
C ≻ 0 and e − d⊤C−1d ≥ 0 ⇐⇒   E   0. (7.7)
Next we consider the value η and its role in the description (7.6). Certainly we need
it to be positive (otherwise (7.6) does not hold). Fortunately this is guaranteed by the
positive deﬁniteness of C since η ≥ (xi −c)⊤C(xi −c) > 0, ∀i ∈ I+, xi  = c which holds
if the training data are separable. On the other hand,
0 ≤ e − d⊤C−1d = e − c⊤Cc = 1 − η ⇐⇒ η ≤ 1.
Consequently, 0 ≤ η ≤ 1. We prefer η to be equal to 1 because then all transformations
are much simpler since E = C, and in this case we will call   E a canonical homogeneous
form of the ellipsoid described by E and c. Note that also every ellipsoid in Rn has a
unique canonical homogeneous representation
 
E −Ec
−Ec c⊤Ec
 
. (7.8)
Therefore there is a bijective mapping between ellipsoids in Rn and their canonical
homogeneous representations in Rn+1. Moreover, since for the canonical homogeneous
representation e−d⊤C−1d = 1−η = 0 (i.e. matrix ˆ E has exactly one zero eigenvalue),
every canonical homogeneous ellipsoid is degenerate with zero volume (c.f. Figure 7.3).
Now we check if maximizing the separation ratio in the augmented space we will max-
imize it in the initial space. In the separable case, for every negative example x−, we
1In (Glineur, 1998) the value δ := 1 − η is used to characterize the solution in R
n+1. However we
prefer η since we consider that it clariﬁes the derivation of the method.Chapter 7 Pattern Separation via Ellipsoids 82
have
k ≤
 
x⊤
− 1
 
  E
 
x⊤
− 1
 ⊤
= η(x−−c)⊤E(x−−c)+1−η ⇐⇒ (x−−c)⊤E(x−−c) ≥
t + η
η
where t := k − 1 = ρ2 − 1. Hence, we conclude that the canonical homogeneous repre-
sentation preserves the optimal separation ratio achieved in the original space.
For convenience we denote by ˆ x the result of the mapping Rn → Rn+1 : x →
 
x⊤, 1
 ⊤.
Now we can re-state (7.1) as the semideﬁnite program
min
t,
b E
−t
subject to yi(1 − ˆ x⊤
i   Eˆ xi) ≥ tτyi , i = 1,...,m, (7.9)
  E   0,
where τ+1 = 0 and τ−1 = 1.
7.4 Analysis and Properties of the Algorithm
In this section we quote and discuss some properties of the semideﬁnite program (7.9)
proved in (Glineur, 1998).
First of all, as we made clear in the previous section we are looking for a canonical
solution of (7.9). Although we cannot add this requirement (η = 1) explicitly to the
problem formulation because it is not convex, it turns out that if the data are separable
then the solution of (7.9) possesses this feature.
Theorem 7.3 (Glineur (1998)). If there exists a separating ellipsoid, the optimal solu-
tion of (7.9) has t > 0 and the optimal homogeneous ellipsoid is canonical. If there is
no separating ellipsoid, the optimal solution of (7.9) has t = 0.
Note that in the unseparable case the algorithm returns the default feasible solution
  E =
 
0 0
0 1
 
and t = 0 (7.10)
which corresponds to the set of points that belong to and lie between two parallel
hyperplanes xn+1 = +1 and xn+1 = −1. In this case η = 0 so there is no solution in the
original space.
Corollary 7.4 (Glineur (1998)). If there exists a separating ellipsoid, the semideﬁnite
program (7.9) provides an ellipsoid with the highest possible separation ratio.
The other nice feature of the maximal separation ratio algorithm (MAXSEP) is its
independence of invertible aﬃne transformations of the coordinate system.Chapter 7 Pattern Separation via Ellipsoids 83
Theorem 7.5 (Glineur (1998)). Given two sets of points to be separated, the maxi-
mal separation ratio and the ellipsoids that achieve it are independent of the coordinate
system.
We compared coordinate system invariance under invertible aﬃne transformations of the
maximal separation ratio algorithm and the support vector machine in R2. We used a
polynomial kernel of degree 2 (k(x,x′) = (x⊤x′ +1)2 - which is actually not invariant)2
to make the comparison fair because an ellipsoid is described by the polynomial of the
order 2 (c.f. (7.3)). However even in this case the SVM algorithm still has an advan-
tage over ellipsoid separation because its hypothesis space is much larger (it contains
any separation curve that can be represented by a polynomial of order 2). The data
were generated according to Gaussian distribution centred at the origin with standard
deviation chosen to allow a unit ball to contain 97.8 per cent of points (points outside
the ball were ignored). Positive examples were chosen to be points inside the ball, and
negative ones were obtained by mapping the points from the interior of the ball in the
polar coordinate system via inverting the distance from the centre. Generated datasets
were mapped to spaces with new metric deﬁned by some randomly generated positive
deﬁnite matrix and shifted origin. The results were averaged over 500 tests and error
rate is plotted at Figure 7.4 against the exponent of the values of the rescaling coeﬃcient.
As one can see from Figure 7.4 the error rate of the maximal separation ratio algorithm
remains the same after all rescalings of the dataset. SVM with polynomial kernel is
not coordinate system invariant so one has to rescale the dataset to make values of
all dimensions be of approximately the same magnitude prior to the learning phase.
Otherwise some dimensions will inﬂuence classiﬁcation more than others. The error
rate of the SVM grows fast up to the ratio of negative examples in the test set when
the rescaling factor goes to 0 faster when all dimensions are rescaled then if we rescale
only one of the dimensions because the margin vanishes faster in the former case. If we
rescale only one dimension then polynomial kernel of degree 2 degenerates ﬁrst into the
polynomial kernel of degree 1 and later into the constant kernel.
7.5 Dual Problem
Let us introduce a Lagrangian for (7.9) in the following form:
L
 
t,   E,λ,Z
 
:= −t +
m  
i=1
λi
 
tτyi − yi
 
1 − x⊤
i   Exi
  
− trZ  E. (7.11)
2We used the MATLAB implementation of the support vector machine algorithm made by Ralf
Herbrich from Microsoft Research in Cambridge.Chapter 7 Pattern Separation via Ellipsoids 84
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Figure 7.4: Comparison of coordinate rescaling invariance of the maximal separation
ratio algorithm and the SVM with a polynomial kernel of degree 2. The exponent of
the rescaling coeﬃcient is plotted along the x-axis.
Indeed, equation (7.11) is a barrier function for (7.9) since
φ(t,   E) = max
λ≥0,Z 0
L
 
t,   E,λ,Z
 
=
 
−t yi(1 − x⊤
i   Exi) ≥ tτyi ,i = 1,...,m,   E   0,
+∞ otherwise.
(7.12)
Therefore we can cast (7.9) as an unconstrained optimization problem, and after applying
the weak duality theorem get
p⋆ = min
t,
b E 0
max
λ≥0,Z 0
L
 
t,   E,λ,Z
 
≥ max
λ≥0,Z 0
min
t,
b E 0
L
 
t,   E,λ,Z
 
= d⋆. (7.13)
The minimization problem on the right hand side of the inequality (7.13) can be simpli-
ﬁed to
min
t,
b E 0
L
 
t,   E,λ,Z
 
= −t +
m  
i=1
λi
 
tτyi − yi
 
1 − x⊤
i   Exi
  
− trZ  E
= t
 
m  
i=1
λiτyi − 1
 
−
m  
i=1
λiyi + tr
 
m  
i=1
yiλixix⊤
i − Z
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and after taking partial derivatives with respect to the primal variables t and   E and
equating them to zero we get
m  
i=1
λiτyi = 1, (7.15)
Z =
m  
y=1
λiyixix⊤
i . (7.16)
Also from Karush-Kuhn-Tucker complementarity conditions of Fletcher (Fletcher, 1987)
we obtain
λi
 
tτyi − yi
 
1 − x⊤
i   Ex
  
= 0, i ∈ {1,...,m}, (7.17)
trZ  E = 0. (7.18)
Now the dual problem to (7.9) can be posed as
max
λ
−
 m
i=1 yiλi
subject to
 m
i=1 yiλixix⊤
i   0, (7.19)
 m
i=1 λiτyi = 1, λi ≥ 0, i ∈ {1,...,m}.
Now if we recall that τ+1 = 0 and τ−1 = 1 then using condition (7.15) we can re-write
the objective function of the dual in the form
max
λ≥0
−
m  
i=1
yiλi = min
λ≥0


 
i∈I−
λi −
 
i∈I+
λi

 = 1 − max
λ≥0
 
i∈I+
λi. (7.20)
Now we can re-write the dual problem as
min
λ≥0
 
i∈I+ λi
subject to
 
i∈I+ λixix⊤
i −
 
i∈I− λixix⊤
i   0,
 
i∈I− λi = 1. (7.21)
From formulation (7.21) we conclude that the solution of the dual problem has a sparse
representation, and moreover we can measure the contribution of every example and
extract those which correspond to positive λi (”support examples”). The dual problem
(7.21) also explicitly requires the presence of at least one negative example in the dataset
which is an obvious requirement since otherwise the separation problem does not make
any sense. Now we consider complementarity conditions. From (7.17) we conclude that
λi > 0 if and only if xi belongs to the boundary of either inner or outer ellipsoid. There-
fore we can introduce two new sets of indices I⋆
+ := {i = 1,...,m|yi = +1, x⊤
i   Exi = 1}Chapter 7 Pattern Separation via Ellipsoids 86
and I⋆
− := {i = 1,...,m|yi = −1, x⊤
i   Exi = t + 1} and use them instead of I+ and I−
in the formulation of the dual problem (7.21). Using (7.16) we can re-write (7.18) as
trZ  E = tr


 
i∈I+
λixix⊤
i −
 
i∈I−
λixix⊤
i

   E
= tr


 
i∈I⋆
+
λixix⊤
i −
 
i∈I⋆
−
λixix⊤
i

   E
=
 
i∈I⋆
+
λix⊤
i   Exi −
 
i∈I⋆
−
λix⊤
i   Exi
=
 
i∈I⋆
+
λi − (t + 1)
 
i∈I⋆
−
λi =
 
i∈I⋆
+
λi − t − 1 = 0, (7.22)
which is equivalent to the zero duality gap optimality condition (if we consider the dual
problem in the formulation (7.19)). From (7.22) we also notice the following interesting
property of the dual solution: if the problem is unseparable (and the algorithm returns
the default solution (7.10) with t equal 0 and   E be a rank-one matrix with all zero
elements except the last one in the last row) then the dual solution Z is a diﬀerence be-
tween convex combinations of Kronecker products of the positive and negative examples
respectively (since
 
I⋆
+ λi = 1). However, if separation is possible, then a conic com-
bination (since
 
I⋆
+ λi = 1 is no longer met because
 
I⋆
+ λi > 1) of tensor products
of positive examples is used. In the unseparable case all λi becomes non-zero since the
whole training set belongs to the one of two hyperplanes which are boundaries of the de-
fault solution in the augmented space. This also implies that unless we have separation
in the training set we cannot use the chunking approach (similar to the one presented in
(Mangasarian and Musicant, 1999) for SVM) to learning the optimal ellipsoid classiﬁer.
Condition (7.18) also implies that Z  E =   EZ = 0 which means that the matrices Z and
  E share a common eigenbasis, but for every common eigenvector either the eigenvalue of
Z, or the eigenvalue of   E, or both are equal to 0 (similar to complementary slackness in
linear programming) (Ben-Tal and Nemirovski, 2001). Considering the fact that two co-
centred separating ellipsoids exist if and only if   E   0 we conclude that in the separable
case the matrix Z has exactly one non-zero eigenvalue. However the constraint Z = vv⊤
is not convex so we cannot incorporate it into the dual problem in order to search for Z
directly in this representation.Chapter 8
Text Categorization via Ellipsoid
Separation
8.1 Problem Formulation and Features
Ellipsoid separation would appear to be most eﬀectively applicable to such types of
binary classiﬁcation problems where a set of examples with one label (e.g. positive set)
is much smaller and single-clustered than the other set because in this case we can ﬁnd
a mapping to some feature space where we can separate the two classes by enclosing
the smaller class inside the inner ellipsoid, and keeping the larger one outside the outer
ellipsoid. One such area is document classiﬁcation based on semantic content (text
categorization) since the class of relevant documents is usually of much smaller size
than the set of all available documents.
The problem of document categorization may arise when the documents from some set
have to be ranked according to their relevance to some usually predeﬁned set of topics
(i.e. classiﬁcation of news articles based on their dealing with business topics). In this
chapter we discuss a new batch learning algorithm for text classiﬁcation that applies
non-linear ellipsoid separation discussed in the previous chapter to the vector space rep-
resentation of text documents. We use the bag-of-words vector representation of text
documents, the maximal separation ratio method for pattern separation via ellipsoids
(Glineur, 1998), and the approximation of the latent semantic feature extraction tech-
nique with Gram-Schmidt orthogonalization (GSK algorithm) (Cristianini et al., 2002).
We present numerical results which indicate some potential for the given approach. The
rest of the chapter is organized as follows: we describe the general formulation of the
algorithm in this section, the speciﬁc problems of applying it to text documents in Sec-
tion 8.2, and show how latent semantic feature extraction can help dealing with some of
the resulting problems in Section 8.3, followed by numerical results in Section 8.4.
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Let us assume we have computed vector representations of the set of m labeled docu-
ments ((ˆ d1,y1),...,(ˆ dm,ym)) ∈ (Rn ×{−1,+1})m where ˆ di are the feature vectors and
yi are the document labels for all i ∈ {1,...,m}. Moreover, we shall use a mapping
φ : ˆ d → (ˆ d⊤,1)⊤ in order to search for the separation ellipsoid in its canonical homoge-
neous form. We denote the mapped inputs by ˆ xi := φ(ˆ di). Now we apply the maximal
separation ratio algorithm discussed in the previous chapter to separate the positive
from the negative vector representations of the text documents, i.e. aim to enclose all
positive examples inside an inner ellipsoid, and then look for the co-centered ellipsoid
of maximal size with the same axis directions to keep all negative examples outside. In
other words we require ˆ x⊤
i   Eˆ xi ≤ 1 for all i ∈ {1,...,m : yi = +1} (for positive exam-
ples) and ˆ x⊤
i   Eˆ xi ≥ 1+t for all i ∈ {1,...,m : yi = −1} (for negative examples) where t
is a squared distance between two separating ellipsoids in a metric space with the norm
 x 2 =
√
x⊤Ex. This implies that t + 1 is the squared separation ratio, i.e. the ratio
between corresponding half-axes of outer and inner ellipsoids. Combining these two sets
of inequalities we get the same semideﬁnite minimization program as problem (7.9)
min
t,ˆ E
−t
subject to yi(1 − ˆ x⊤
i   Eˆ xi) ≥ tτyi , i = 1,...,m, (8.1)
  E   0
where τ+1 = 0 and τ−1 = 1. Using the solution of (8.1) we deﬁne a class of ellipsoid
classiﬁers ht,
b E : Rn → R parametrized by a symmetric positive semideﬁnite matrix
  E ∈ Sn+1
+ and some positive value t ∈ R+ such that
ht,
b E(ˆ x) := sign(ft,
b E(ˆ x)), ft,
b E(ˆ x) :=
 
1 +
√
t + 1
2
 2
− ˆ x⊤  Eˆ x, (8.2)
where the latter equation corresponds to checking if the point ˆ x belongs to the interior
of the intermediate ellipsoid (see Figure 7.2) since
 
1+
√
t+1
2
 2
is a squared mean of 1
and optimal separation ratio
√
t + 1. In this way we generalize the maximal separation
ratio algorithm for classiﬁcation problems.
8.2 Vector Representation of Text Documents
The most common approach used in learning for text categorization problems is map-
ping the set of documents to some linear metric space (feature space), and then applying
learning classiﬁcation techniques based on distance functions in that space. For this pur-
pose the documents are often mapped using the so-called bag-of-words approach when
the occurrence of every distinct word from the set of documents (excluding stop-words,
articles, and prepositions) is counted as a separate dimension, and thus every documentChapter 8 Text Categorization via Ellipsoid Separation 89
Algorithm 1 Gram-Schmidt Kernel (GSK) Feature Extraction Algorithm
Require: A training set ((di,yi),...,(dm,ym)) ∈
 
Rl × {−1,+1}
 m , bias B ∈ R+ and
a dimension of the subspace, k ∈ N
for i = 1,...,m do
ni = d⊤
i di
end for
for j = 1,...,k do
for i = 1,...,m do
bi = B
yi+1
2   ni
end for
ij = argmaxibi
for i = 1,...,m do
ˆ Di,j ← 1 √
nij
 
 
d⊤
i dij −
 j−1
t=1 ˆ Di,tˆ Dij,t
 
ni ← ni − ˆ D2
ij
end for
end for
return matrix ˆ D with the training set mapped into the feature subspace stored in its
rows
is represented as a vector with word frequencies as its components. Furthermore, the
vectors are often normalized.
The obvious drawback of the bag-of-words vector representation of the document set
is the high dimensionality of the vector space because of the high number of distinct
terms in the text. As a result the SDP will be computationally impractical. Moreover
the dimensionality of the space is usually greater than the size of the dataset so even if
a solution of the SDP could be computed it would be degenerate since we need at least
n + 1 points in order to deﬁne an ellipsoid in an n-dimensional space.
In order to solve this problem we need to look for some subspace of the bag-of-words
vector representation of the text documents. This subspace must have much lower
dimensionality while preserving the ellipsoid separability of the original space. For this
purpose we need to use some feature extraction algorithm. In the next section a variant
of latent semantic feature extraction will be described that meets both requirements.
8.3 Latent Semantic Feature Extraction
The weakness of the bag-of-words approach is its total ignorance of the occurrence of
semantically similar words, e.g. synonyms. Ideally, semantically similar documents are
mapped to the same directions in the feature space. Although the explicit computation
of the co-occurrence of semantically similar words is a rather expensive procedure, the
latent semantic indexing approach from information retrieval constructs a feature space
based on semantic similarity between diﬀerent words.Chapter 8 Text Categorization via Ellipsoid Separation 90
Algorithm 2 Gram-Schmidt Kernel (GSK) Algorithm for New Examples
Require: A new example d ∈ Rl
for j = 1,...,k do
˜ dj = 1 √
nij
 
 
d⊤dij −
 j−1
t=1 dt ˆ Dij,t
 
end for
return the image ˜ d of d in the feature subspace
The Gram-Schmidt kernel (GSK) feature extraction algorithm (Cristianini et al., 2002) is
based on the latent semantic indexing approach and it projects document feature vectors
onto a subspace spanned by k representations of training examples in the feature space.
The subspace is selected by applying the Gram-Schmidt orthogonalization procedure to
documents in feature space. This subspace has lower dimension than the feature space,
and at the same time it incorporates some semantic similarity between documents. In
our algorithm, in order to construct the subspace we use a generalized GSK algorithm
that has a bias towards positive examples (see Algorithms 1 and 2). The pseudo-code is
taken from (Cristianini et al., 2002). Note that the dual of this algorithm is the partial
Cholesky decomposition of the kernel or inner product matrix with elements d⊤
i dj.
8.4 Numerical Results
We have implemented the above strategy for ranking a set of test documents with
respect to their relevance to the training topic. The documents were ranked according
to the value of ft,E(d). The quality of the ranking was assessed using microaverage
precision1. We used a MATLAB implementation of the algorithm based on SDPT3
semideﬁnite program solver package (Toh et al., 1996). The value of the bias B for the
GSK algorithm was chosen to be equal to either the inverse fraction of positive examples
in the category, or 10 whichever is smaller.
As benchmark data we used the ‘Mod-Apte’ split of the Reuters-21578 document collec-
tion available from the home page of David D. Lewis. The Mod-Apte sample contains
9603 training and 3299 test documents, and 90 categories.2 We used the 10 most popular
categories for which we computed SVM classiﬁcation with a second order polynomial
kernel using SVMlight (Joachims, 1999) to compare our results with.
In Figure 8.1 we present our results for a diﬀerent numbers of dimensions of the feature
subspace for the category acq. We stopped increasing the value of dimensions n at
n = 30 because of the computational complexity of the algorithm. The average CPU
1The microaverage precision is deﬁned as the average of all precisions computed at the threshold
ft,E(d) where d ranges over all positive documents only. The precision at some threshold u is the
fraction of positive documents among all documents for which ft,E(d) ≥ u.
2Bag-of-words vector respresentation of the document collection was done by Huma Lodhi.Chapter 8 Text Categorization via Ellipsoid Separation 91
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Figure 8.1: Choosing dimension of the feature space. The value of microaverage
precision achieved with ellipsoid separation is plotted for diﬀerent dimensions of the
feature space for the categories acq, corn, grain, trade and wheat.
time of the algorithm performance on one category on a Pentium 4, 2.8GHz machine
with 1 GB RAM was less than 15 minutes.
In Table 8.1 shows our results obtained with n = 30 dimensions of feature space in
comparison to the best ones (after tuning the parameter to control the trade-oﬀ between
the accuracy and the margin) obtained by soft-margin SVM classiﬁcation with a second
order polynomial kernel on the vector representation of the documents in the same space
obtained by the GSK algorithm. As one can see we reached the accuracy of the SVM in
one case, performed slightly worse in 6 cases and much worse on the trade, interest
and money-fx categories. This is explained by the fact that our algorithm does not use
slack variables to deal with noise in the data, and is not kernelized.
Figure 8.1 indicates that increasing the dimension a little has the potential to further
improve the performance. This is not practical using our current implementation for
complexity reasons. We anticipate, however, that using a chunking approach similar
to the one adopted for the SVM, we should be able to scale the algorithm to higher
dimensional feature spaces. The ﬁgure also shows that in some cases adding an extra
dimension to the feature space may deteriorate the classiﬁcation accuracy of the algo-
rithm, therefore choosing the dimensionality of the feature space for the Gram-SchmidtChapter 8 Text Categorization via Ellipsoid Separation 92
Ellipsoid (k = 30) SVM (k = 30) SVM (n = 20494)
earn 97.6 97.6 99.7
acq 80.9 85.0 98.6
money-fx 58.9 75.1 80.9
grain 89.0 94.8 98.4
crude 82.1 90.4 96.1
trade 46.7 80.3 84.3
interest 56.0 77.1 87.1
ship 79.6 84.5 92.8
wheat 88.7 93.9 93.1
corn 84.9 90.9 92.2
Table 8.1: Comparison of the ellipsoid separation against SVM on ten categories of
the Reuters-21578 dataset using microaverage precision (in percent) as a performance
measure. The ellipsoid separation was done on n = 30 features extracted using the
GSK algorithm (second column), and the SVM classiﬁcation was performed on both:
the same set of 30 features (third column) and the whole set of 20494 features (fourth
column).
approximation of the latent semantic feature extraction is a separate task which needs
some heuristics to be solved.Chapter 9
Conclusions and Future Research
The problem of online learning a separating hyperplane was addressed in the ﬁrst six
chapters of this thesis. We considered the perceptron learning algorithms based on
the subgradient descent method which provide a feasible solution in polynomial time
(mainly, the ellipsoid algorithm and the probabilistic perceptron rescaling algorithm)
and showed that their polynomiality is based on the same technique - the rescaling of
the instance space. The ellipsoid algorithm uses this approach to dilate the space, while
the perceptron algorithm with rescaling harnesses space contraction. In the ellipsoid
algorithm the rescaling factor is chosen to optimize its performance, and we showed
that the factor used by the probabilistic perceptron is also close to its optimal value.
Comparing their computational complexities we conclude that the ellipsoid algorithm
outperforms the probabilistic perceptron in the general case, but the latter algorithm is
more eﬃcient on large scale problems when the margin is large enough relatively to the
cubic inverse of the dimension.
The generalized version of the probabilistic perceptron algorithm with rescaling (Duna-
gan and Vempala, 2008) was proposed further. It was suggested that the parameters of
the algorithm may be varied to tailor the needs of particular problems. The convergence
theorem of the algorithm was modiﬁed to allow to determine if the algorithm converges
under any given set of the parameters. Two possible sets of parameters were suggested
and tested in order to demonstrate the applicability of the modiﬁed theoretical frame-
work. A potential way of decreasing the complexity of the algorithm via changing the
powers of the dimension in the parameters of the algorithm was indicated. A parametric
version of the modiﬁed perceptron algorithm (Blum et al., 1998) was also derived as a
part of this research.
Aftertwards we turned our attention to the learning complexity of the online learning
of a separating hyperplane. We conjectured the equivalence between this problem and
a generic convex program over the unit ball with a Lipschitz continuous objective, and
using some results from the information-based complexity theory of convex programming
93Chapter 9 Conclusions and Future Research 94
suggested tight lower estimates of the learning complexity of our problem. It turned out
that for the case of a ﬁxed dimension when the margin is large enough the complexity
of the generic perceptron algorithm is of the same order of magnitude as the complexity
of the problem, therefore in this case its complexity cannot be improved.
It is an open question if the rescaling procedure can be utilized in the second order per-
ceptron Cesa-Bianchi et al. (2005), which exploits spectral information of the sequence
of vector inputs but is not polynomial-time in the general case, or in perceptron-based
active learning Dasgupta et al. (2005). We are also interested in the comparison of our
results on the learning complexity and the similar results on problem complexity of the
probabilistic PAC online learning model Valiant (1984); Kearns and Vazirani (1994).
Following the recent extension of the perceptron rescaling algorithm to generic conic
systems in Belloni et al. (2007), it would be promising to consider our parametric version
of the algorithm in this framework, too. A deterministic version of the perceptron
rescaling algorithm Barr (2007) would be an interesting baseline to compare performance
the parametric algorithm against.
Semideﬁnite programming has interesting applications in machine learning. In turn, we
have shown how a simple learning algorithm can be modiﬁed to solve higher order convex
optimization problems such as semideﬁnite programs. Although the experimental results
given here suggest the approach is far from computationally competitive, the insights
gained may lead to eﬀective algorithms in concrete applications in the same way that,
for example, SMO is a competitive algorithm for solving quadratic programming prob-
lems arising from support vector machines. The positive deﬁnite perceptron algorithm
excels at solving positive deﬁnite CSPs as found, e.g., in problems of transformation
invariant pattern recognition as solved by Semideﬁnite Programming Machines Graepel
and Herbrich (2004).
Among the algorithms for large-scale non-smooth convex optimization whose information-
based complexity is close to the optimal we want to mention the bundle mirror approach
Ben-Tal and Nemirovski (2005) and the smoothing technique Nesterov (2005) which can
improve the solvability of a numerous machine learning problems and are awaiting for
their new potential applications in machine learning.
Finally, we adapt the maximal separation ratio algorithm of Glineur (1998) for text
categorization problem. The technique proposed is attractive theoretically in that it
attempts to place an ellipsoid in feature space. Preliminary experiments are encouraging
since they demonstrate that the algorithm can perform document classiﬁcation up to the
level of the state-of-the-art SVM algorithm. Further research is needed to investigate the
method and its strengths and weaknesses, in particular using non-linear inner product
functions (i.e., kernels) and introducing soft-margins similarly to SVMs (see Cortes and
Vapnik (1995)). It will be of particular interest to test its performance on the categoriesChapter 9 Conclusions and Future Research 95
with very few positive examples. The low dimensionality and ellipsoid approach would
appear to be suited to this type of problem.Appendix A
Preliminaries on Semideﬁnite
Programming
A.1 Brief Overview of Convex Analysis
A semideﬁnite program1 (SDP) is a special case of a generic convex program (CP).
Therefore we ﬁrst take a quick glance onto convex programming on the whole. We need
the following deﬁnitions of a convex set, a convex function, and a convex program, and
some other notions associated with convex programming.
Deﬁnition A.1 (Convex Set). A set X ⊆ Rn is called a convex set if
∀x1,x2 ∈ X,∀λ ∈ [0,1] : λx1 + (1 − λ)x2 ∈ X. (A.1)
In other words, a set is convex if any two points of it can be connected with a straight
line segment whose interior entirely belongs to this set. A single point, a ball, a line
(and its segment), a hyperplane, a half-space, an ellipsoid, etc, are examples of convex
sets. The theorem below suggests a possible way of constructing compound convex sets.
Theorem A.2 (Intersection of Convex Sets). If ∀i ∈ {1,...,m} : Xi is a convex set,
then
 m
i=1 Xi is also a convex set.
Proof. Consider any x1,x2 ∈ X and any λ ∈ [0,1]. ∀i ∈ {1,...,m} : x1,x2 ∈ Xi since X
is an intersection of Xi. Then ∀i ∈ {1,...,m} : λx1+(1−λ)x2 ∈ Xi since Xi are convex
sets. Therefore ∀i ∈ {1,...,m} : λx1 + (1 − λ)x2 ∈ X as an intersection of Xi.
1In the context of convex optimization and its subcases we use the term programming in the meaning
optimization and the term program as a synonym to problem because of our respect to traditional
mathematical terminology. Though we try to avoid ambiguity and to make meanings of those terms be
clear from the context.
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From the Theorem A.2 we conclude that a polyhedron
P = {x ∈ Rn|a⊤
i x ≤ bi, ai ∈ Rn, bi ∈ R, i = 1,...,m}
= {x ∈ Rn|Ax ≤ b, A ∈ Rm×n, b ∈ Rm} (A.2)
is a convex set as an intersection of half-spaces. Moreover it is possible to prove that
every convex set can be represented as an intersection of some (usually inﬁnite) number
of half-spaces (Boyd and Vandenberghe, 2004).
A particular class of convex sets that we will deal a lot with is a convex cone.
Deﬁnition A.3 (Convex Cone). A set X ⊆ Rn is called a convex cone if
∀x,y ∈ X ∀λ,  ≥ 0 : λx +  y ∈ X. (A.3)
A cone C is called solid if its interior is not empty (intC  = ∅).
Geometrically a section of a disk of an inﬁnite radius is an example of a convex cone.
Among other examples there are a non-negative orthant Rn
+, a set of all symmetric
matrices in Rm×m (Sm := {A ∈ Rm×m |A = A⊤}) and any linear subspace.
Deﬁnition A.4 (Convex Function). A function f(x) : X ⊆ Rn  → R is called convex
function if
∀x1,x2 ∈ X,∀λ ∈ [0,1] : λf(x1) + (1 − λ)f(x2) ≥ f(λx1 + (1 − λ)x2) (A.4)
where X ⊆ Rn is a convex set.
A function f(x) : X ⊆ Rn  → R is concave if −f(x) is convex.
Any linear function c⊤x, any aﬃne function a⊤x+b and any norm  x  (e.g. Euclidean
norm  x  =
√
x⊤x) are examples of convex functions. Furthermore, all linear and all
aﬃne functions are both convex and concave.
We deﬁne two types of sets associated with convex functions which we will need to
introduce two criteria of convex functions.
Deﬁnition A.5 (Epigraph). Epigraph of a function f(x) : X ⊆ Rn  → R is a set
epif = {(x,t) ∈ X × R|f(x) ≤ t}. (A.5)
In the 2-dimensional case epigraph is a set of points which lie above the plot of the
function.
Theorem A.6 (Epigraph of convex function). Function f(x) : X ⊆ Rn  → R is convex
if and only if epif is a convex set.Appendix A Preliminaries on Semideﬁnite Programming 98
Deﬁnition A.7 (α-sublevel Set). α-sublevel set of a function f(x) : X ⊆ Rn  → R is a
set
C(α) := {x ∈ X |f(x) ≤ α} (A.6)
In other words, α-sublevel set is a set on which the function has values less, or equal to
α.
Theorem A.8 (Sublevel Sets of Convex Function). If function f(x) : X ⊆ Rn  → R is
convex then all its sublevel sets are convex sets.
The inverse statement does not hold. For example, all sublevel sets of f(x) = −ex are
convex, but the function is not (in fact, it is strictly concave)(Boyd and Vandenberghe,
2004). Now we are able to deﬁne a generic convex program.
Deﬁnition A.9 (Convex Program). An optimization problem
min
x∈Rn f0(x)
subject to fi(x) ≤ 0, i ∈ {1,...,m}
a⊤
j x − bj = 0, j ∈ {1,...,s} (A.7)
where ai ∈ Rn,bi ∈ R,i ∈ {1,...,s} is called convex program if fi(x),i ∈ {0,...,m} are
convex functions.
A set X := {x ∈ Rn|fi(x) ≤ 0, i = 1,...,m, a⊤
j x − bj = 0, j = 1,...,s} is called a
feasible set, or a solution set of the convex program (A.7).
A generic convex program is a problem to minimize a convex function over a convex set.
Indeed, a feasible set of problem (A.7) is a convex set as an intersection of m 0-sublevel
sets of convex functions (deﬁned by the inequality constraints), and s hyperplanes (de-
ﬁned by the equality constraints).
We call a convex program
• feasible if its feasible set is non-empty;
• bounded if it is either infeasible (in this case we consider its optimal value to be
equal to +∞), or its objective function is bounded below over all points from its
feasible set.
A program which is both bounded and feasible is solvable, and therefore every point
from its feasible set X is called feasible solution.
A program is strictly feasible if the interior of its feasible set is non-empty, i.e. at least one
point x ∈ Rn exists such that ∀i ∈ {1,...,m} : fi(x) < 0, ∀j ∈ {1,...,s} : a⊤
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Convex programs are classiﬁed according to the types of their objective and constraint
functions fi(x),i = {0,...,m} which deﬁne their feasible sets. A typical example is a
linear program (LP).
Deﬁnition A.10 (Linear Program). A convex program in the form
min
x∈Rn
+
c⊤
0 x − d0
subject to c⊤
i x − di ≥ 0, i ∈ {1,...,m}
a⊤
j x − bj = 0, j ∈ {1,...,s} (A.8)
where functions fi(x),i = {0,...,m} are aﬃne functions and the feasible set is a subset
of non-negative orthant Rn
+ = {x ∈ Rn|x ≥ 0} is a linear program.
Next we introduce a concept of local and global optimality in order to show the most
attractive property of convex programming. Without losing generality we consider a
deﬁnition of local and global minimum only since we can easily convert any maximization
problem into minimization taking a negative of the objective function, and changing the
direction of optimization from maximization to minimization.
Deﬁnition A.11 (Local and Global Minimum Points). Given a function f(x) : X ⊆
Rn  → R a point x ∈ Rn is called
• a local minimum point of the function f(x) on the set X if ∃ǫ > 0 such that
∀y ∈ {y ∈ X | y − x  ≤ ǫ} : f(x) ≤ f(y);
• a global minimum point of the function f(x) on the set X if ∀y ∈ X : f(x) ≤ f(y);
Theorem A.12. Every local minimum solution to a convex program (A.7) is already
its global minimum solution.
Proof. Let us suppose that a point x1 ∈ X ⊆ Rn is a local minimum point of convex
program (A.7) for some ǫ > 0 where X is a feasible set of (A.7). Now assume that
the point x1 is not a point of global minimum of (A.7), i.e. there is a point y ∈ X :
such that ∀z ∈ X : f0(y) ≤ f0(z) and f0(y) < f0(x1). Let us choose λ such that for a
point λx1 + (1 − λ)y holds  λx1 + (1 − λ)y − x1  =  (1 − λ)y − (1 − λ)x1  < ǫ (i.e.
λ ≥ 1 − ǫ
 y−x1 ). Then from the convexity of the function f0(x) we have
f0(λx1 + (1 − λ)y) ≤ λf0(x1) + (1 − λ)f0(y) < λf0(x1) + (1 − λ)f0(x1) = f0(x1)
which contradicts to the local minimality of x1. Therefore our assumption that there is
a point y ∈ X such that f0(y) < f0(x) is false, hence the point x1 is a point of global
minimum of (A.7).
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A.2 Convex Duality
One of the most important concepts in convex programming is duality.
Deﬁnition A.13 (Dual Cone). Let C be a cone. A set
C∗ = {y |x⊤y ≥ 0, ∀x ∈ C}
is called the dual cone of C.
A cone C is called self-dual if its dual is C itself (C = C∗).
Now we introduce an unconstrained objective function for (A.7) called Lagrange function.
Deﬁnition A.14 (Lagrange Function, or Lagrangian). A function L : Rn×Rm
+×Rs  → R
deﬁned as
L(x,λ,ν) := f0(x) +
m  
i=1
λifi(x) +
s  
j=1
νj(a⊤
j x − bj) (A.9)
is called the Lagrange function, or the Lagrangian corresponding to the problem (A.7),
and (λ⊤,ν⊤)⊤ ∈ Rm
+ × Rs is called a vector of Lagrange multipliers, or dual variables.
We maximize the Lagrangian (A.9) and deﬁne
g(x) := max
λ∈Rm
+,ν∈Rs L(x,λ,ν) =

 
 
f0(x) fi(x) ≤ 0, i = 1,...,m,
a⊤
j x − bj = 0, j = 1,...,s
+∞ otherwise
(A.10)
which is equal to the objective function of the primal convex problem (A.7) on the
feasible set of the latter, and +∞ outside therefore (A.10) is also called the barrier
function of the problem (A.7). Let us denote the optimal value of (A.7) by p⋆,
p⋆ := inf
x∈Rn{f0(x)|fi(x) ≤ 0, i = 1,...,m, a⊤
j x − bj = 0, j = 1,...,s}. (A.11)
In other words p⋆ is a lower bound on (A.7), and if we pose the latter as an unconstrained
optimization problem using its Lagrangian then we get
p⋆ ≤ min
x∈Rn max
λ∈Rm
+,ν∈Rs L(x,λ,ν). (A.12)
Now by just swapping minimization and maximization in (A.12) we can formulate a dual
problem to (A.7)
max
λ∈Rm
+,ν∈Rs min
x∈Rn L(x,λ,ν). (A.13)Appendix A Preliminaries on Semideﬁnite Programming 101
From now we refer to (A.7) as the primal problem to (A.13).
Convex duality theory tells us the lower bound on p⋆. The weak duality theorem states
that it can be found via optimizing (A.13). If we denote the optimal value of (A.13)
with d⋆
d⋆ := sup
λ∈Rm
+,ν∈Rs
min
x∈Rn L(x,λ,ν), (A.14)
then the following theorem holds.
Theorem A.15 (Weak Duality). The optimal value of the dual problem (A.13) always
gives a lower bound on the optimal value of the primal problem (A.7), i. e. d⋆ ≤ p⋆.
The objective function (minx∈Rn L(x,λ,ν)) of the dual problem (A.13) is concave, and
if the primal problem is unbounded, then the optimal value of the dual problem is equal
to −∞. Moreover, weak duality also holds if the primal problem (A.7) is not convex,
and even in this case the objective function of the dual problem is still concave.
The weak duality theorem also allows us to introduce a certiﬁcate of optimality of
possible solutions to (A.7) and (A.13) called a duality gap.
Deﬁnition A.16 (Duality Gap). If we have some solution ˆ x to the primal problem (A.7)
and some solution (ˆ λ
⊤
, ˆ ν⊤)⊤ to the dual problem (A.13), and corresponding values of
(A.7) and (A.13) are ˆ p and ˆ d respectively, then the following diﬀerence
η(ˆ x,(ˆ λ
⊤
, ˆ ν⊤)⊤) := f0(ˆ x) − min
x∈Rn L(x, ˆ λ, ˆ ν) = ˆ p⋆ − ˆ d⋆ ≥ 0 (A.15)
is called the duality gap associated with ˆ x and (ˆ λ
⊤
, ˆ ν⊤)⊤.
If p⋆ = d⋆ then it is said that strong duality holds. The following theorem states a
suﬃcient condition of strong duality for convex programs.
Theorem A.17 (Strong Convex Duality). If the convex program (A.7) is strictly feasible
then strong duality holds, i. e. p⋆ = d⋆.
The condition of this theorem is often referred to as a Slater condition. Note that the
Slater condition is not suﬃcient for a convex program to attain its optimal value. In
order to achieve the latter it either also has to be bounded (and therefore solvable), or
the Slater condition has to hold for its dual as well, so it has to be strictly feasible, too
(Boyd and Vandenberghe, 2004). In other words, either p⋆ ∈ R, or d⋆ ∈ R must hold.
A.3 A Generic Semideﬁnite Program
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Deﬁnition A.18 (Positive Deﬁnite and Semideﬁnite Matrix). A symmetric matrix
A ∈ Rn×n is called
• positive deﬁnite (A ≻ 0) if ∀x ∈ Rn,x  = 0 : x⊤Ax > 0
• positive semideﬁnite (A   0) if ∀x ∈ Rn : x⊤Ax ≥ 0
• negative deﬁnite (A ≺ 0) if ∀x ∈ Rn,x  = 0 : x⊤Ax < 0 (i. e. −A ≻ 0 )
• negative semideﬁnite (A   0) if ∀x ∈ Rn : x⊤Ax ≤ 0 (i. e. −A   0 ).
Let us denote a set of all positive semideﬁnite matrices in Rn×n with Sn
+, and a set of
all positive deﬁnite matrices in Rn×n with Sn
++. It is easy to see that Sn
+ is a convex
self-dual cone in Rn×n and Sn
++ is its interior (Sn
++ is not a cone itself because it does
not contain a zero element).
We deﬁne an inner product in Rn×n as Frobenius (component-wise) inner product
 X,Y F = X • Y = tr(X⊤Y) =
n  
i=1
n  
j=1
XijYij, (A.16)
where a trace of a matrix is a sum of its diagonal elements (trA :=
 n
i=1 aii). The inner
product (A.16) induces a norm in Rn×n
Deﬁnition A.19 (Frobenius norm).
 X F =
√
X • X =
 
tr(X⊤X) =
   
   
n  
i=1
n  
j=1
X2
ij. (A.17)
It is trivial to check that the norm (A.17) satisﬁes all axioms of norm.
Using Frobenius inner product we can state the following criterion of a positive deﬁnite
(semideﬁnite) matrix.
Theorem A.20. A matrix A is positive deﬁnite (semideﬁnite) if and only if
∀x ∈ Rn,x  = 0 : xx⊤ • A > 0(xx⊤ • A ≥ 0).
Proof.
xx⊤ • A = tr(xx⊤A) =
n  
i=1
n  
j=1
xixjAij = x⊤Ax
Theorem A.21 (Eigenvalues of Positive Deﬁnite (Semideﬁnite) Matrix). Let λ1,...,λn
be the eigenvalues of a symmetric matrix A ∈ Sn. Then A ≻ 0 (A   0) if and only if
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We denote A   B (A ≻ B) if A − B   0 (A − B ≻ 0) so one can see that the binary
relation ≻ is a partial order relation over Sn
+.
A practical criterion of positive (semi-)deﬁniteness of a compound matrix is given in the
following theorem
Theorem A.22 (Schur complement).
Let D =
 
A B
B⊤ C
 
with A ∈ Sm
++ and C ∈ Sn then
D ≻ 0 (D   0) ⇐⇒ C − B⊤A−1B ≻ 0 (C − B⊤A−1B   0).
The matrix C − B⊤A−1B is called the Schur complement of A in D.
Note that given some set of symmetric matrices F0,F1,...,Fn ∈ Sn we can deﬁne some
subspace in Sn
+ as an aﬃne combination of these matrices via linear matrix inequality
(LMI)
F(x) := F0 + x1F1 + ... + xmFm   0, (A.18)
where x ∈ Rm.
Now we are able to deﬁne a generic semideﬁnite program. We consider a semideﬁnite
program in the following form (Vandenberghe and Boyd, 1996):
Deﬁnition A.23 (Semideﬁnite Program). A semideﬁnite program is given by
min
x∈Rm c⊤x
subject to F(x) = F0 +
m  
i=1
Fixi   0, (A.19)
with c ∈ Rm and for all i ∈ {0,...,m} we have Fi ∈ Sn.
As one can see from the deﬁnition, semideﬁnite programming is optimization of a linear
function under a positive semideﬁnite constraint. In the sequel we will show that this
constraint can be transformed into an inﬁnite number of linear constraints.
A.4 Primal-Dual Formulation of an SDP
A Lagrangian for our primal SDP (A.19) is
L(x,Z) := c⊤x − trZF(x). (A.20)Appendix A Preliminaries on Semideﬁnite Programming 104
where the matrix Z ∈ Sn
+ is a dual variable since Sn
+ is self-dual cone. Indeed, if we
maximize the Lagrangian (A.20) over Sn
+ then we get a barrier function for the primal
SDP (A.19)
g(x) := max
Z∈Sm
+
L(x,Z) =
 
c⊤x F(x)   0,
+∞ otherwise
(A.21)
In analogy to generic convex duality we can pose (A.19) as an unconstrained optimization
problem
min
x∈Rn max
Z∈Sm
+
L(x,Z) = min
x∈Rn max
Z∈Sm
+
c⊤x − trF(x)Z, (A.22)
and also obtain the dual problem
max
Z∈Sm
+
min
x∈Rn c⊤x − trFZ(x). (A.23)
Expanding the dual problem to
min
x∈Rn max
Z∈Sm
+
c⊤x − trF0Z −
n  
i=1
xi trFiZ,
we get its barrier function
g(Z) := min
x∈Rn L(x,Z) = min
x∈Rn(c⊤x − trF0Z −
n  
i=1
xi trFiZ)
=
 
trF0Z ci = trFiZ, i = 1,...,n
−∞ otherwise
, (A.24)
then we can re-write the dual problem to the SDP (A.19) in its standard form
max
Z∈Sm
+
−trF0Z
subject to trFiZ = ci, i = 1,...,n, (A.25)
It can be shown that the dual SDP can be represented in the same form as primal
(Vandenberghe and Boyd, 1996) since semideﬁnite programming duality is symmetric
because a cone of positive semideﬁnite matrices Sm
+ is self-dual.
Any solution Z to the dual SDP (A.25) gives a lower bound on the optimal value of the
primal problem (A.19). Therefore for every pair of feasible solutions x, Z to primal and
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η(x,Z) := c⊤x + trF0Z = trF(x)Z ≥ 0. (A.26)
For the sake of algorithmic purposes it is often more eﬃcient to optimize a duality gap
of an SDP, in other words to solve a primal-dual semideﬁnite program
min
x∈Rn,Z∈Sm
+
c⊤x + trF0Z
subject to F(x)   0,
trFiZ = ci, i = 1,...,n. (A.27)
A.5 Duality Theory for Semideﬁnite Programming
Let us denote the optimal value of the SDP (A.19) with p∗, i.e.
p∗ := inf{c⊤x|F(x)   0, x ∈ Rn} (A.28)
and the optimal value of the dual SDP with d∗ (A.25)
d∗ := sup{−trF0Z| trFiZ = ci, i = 1,...,n}. (A.29)
Then the following theorem holds
Theorem A.24 (Nesterov and Nemirovskii (1994)). p∗ = d∗ if either of the following
conditions hold:
1. The primal SDP (A.19) is strictly feasible.
2. The dual SDP (A.25) is strictly feasible.
If both conditions hold than the optimal values of both primal and dual programs are
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