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ASYMPTOTIC ANALYSIS OF THE LINEARIZED BOLTZMANN COLLISION
OPERATOR FROM ANGULAR CUTOFF TO NON-CUTOFF
LING-BING HE AND YU-LONG ZHOU
Abstract. We give quantitative estimates on the asymptotics of the linearized Boltzmann collision
operator and its associated equation from angular cutoff to non cutoff. On one hand, the results disclose
the link between the hyperbolic property resulting from the Grad’s cutoff assumption and the smooth-
ing property due to the long-range interaction. On the other hand, with the help of the localization
techniques in the phase space, we observe some new phenomenon in the asymptotic limit process. As a
consequence, we give the affirmative answer to the question that there is no jump for the property that
the collision operator with cutoff does not have the spectrum gap but the operator without cutoff does
have for the moderate soft potentials.
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1. Introduction
Let Lǫ and L0 be linearized Boltzmann collision operators with and without angular cutoff respectively.
The present work aims at quantitative estiamtes for the asymptotic behavior of the operator Lǫ and its
associated equation from angular cutoff to non-cutoff, which corresponds to the limit that ǫ goes to zero.
The main motivation comes from the facts that the following properties of the collision operator are
totally changed in the limit process:
(i) For fixed ǫ, Lǫ behaves like a damping term for the Boltzmann equation with angular cutoff while
L0 behaves like a fractional Laplace operator for the equation without cutoff.
(ii) For moderate soft potentials(γ ∈ [−2s, 0)), the operator Lǫ has no spectral gap for fixed ǫ but
the limiting point L0 of {Lǫ}ǫ>0 does have.
Another motivation arises from the approximation problem for the Boltzmann equation. It is of great
importance to find out the asymptotic formula to describe the limit for the nonlinear equation.
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1.1. The Boltzmann collision operator and its associated equation. We first introduce our basic
assumptions and definitions on the Boltzmann collision operator and its associated equation.
1.1.1. The Boltzmann collision operator. The Boltzmann collision operatorQ is a bilinear operator acting
only on the velocity variables v, which is defined by,
Q(g, h)(v)
def
=
∫
R3
∫
SS2
B(v − v∗, σ)(g′∗h′ − g∗h)dσdv∗.
Here we use the standard shorthand h = h(v), g∗ = g(v∗), h′ = h(v′), g′∗ = g(v
′
∗) where v
′, v′∗ are given
by
v′ =
v + v∗
2
+
|v − v∗|
2
σ , v′∗ =
v + v∗
2
− |v − v∗|
2
σ , σ ∈ SS2.(1.1)
The nonnegative function B(v−v∗, σ) in the collision operator is called the Boltzmann collision kernel.
It is always assumed to depend only on |v − v∗| and 〈 v−v∗|v−v∗| , σ〉. It is convenient to introduce the angle
variable θ through cos θ = 〈 v−v∗|v−v∗| , σ〉. Without loss of generality, we may assume that B(v − v∗, σ) is
supported in the set 0 ≤ θ ≤ π2 , i.e, 〈 v−v∗|v−v∗| , σ〉 ≥ 0. Next we state some basic assumptions on the
collision kernel.
(i). For the non-cutoff collision kernel, we assume that
• (A-1) The cross-section B(v − v∗, σ) takes a product form of
B(v − v∗, σ) = |v − v∗|γb(cos θ),
where −3 < γ ≤ 2 and b is a nonnegative function satisfying
K−1θ−1−2s ≤ sin θb(cos θ) ≤ Kθ−1−2s, with 0 < s < 1, K ≥ 1.
The parameters γ and s verify γ + 2s > −1.
For inverse repulsive potentials, one has γ = p−5p−1 and s =
1
p−1 . Generally, the case γ > 0, γ = 0, and
γ < 0 correspond to so-called hard, maxwellian, and soft potentials respectively. Then the inhomogeneous
Boltzmann equation without cutoff reads:{
∂tF + v · ∇xF = Q(F, F ), t > 0, x ∈ T3, v ∈ R3;
F |t=0 = F0.
(1.2)
where F (t, x, v) ≥ 0 is the distribution function of collision particles which at time t ≥ 0, position
x ∈ T3 def= [−π, π]3, move with velocity v ∈ R3.
(ii). For the cutoff collision kernel, we assume that
• (A-2) The cross-section Bǫ(v − v∗, σ) takes a product form of
Bǫ(v − v∗, σ) = |v − v∗|γbǫ(cos θ),
where bǫ = b(1 − φ)(sin θ2/ǫ), where 0 < ǫ ≤
√
2
2 and φ is a function defined by (1.14), which has
support in [0, 4/3] and equals to 1 in [0, 3/4].
Then the Boltzmann collision operator with angular cutoff and its associated equation are defined by
Qǫ(g, h)(v)
def
=
∫
R
3
∫
SS2
Bǫ(v − v∗, σ)(g′∗h′ − g∗h)dσdv∗
and
(1.3)
{
∂tF + v · ∇xF = Qǫ(F, F ), t > 0, x ∈ T3, v ∈ R3;
F |t=0 = F0.
We remark that the solutions to (1.2) and (1.3) have the fundamental physical properties of conserving
total mass, momentum and kinetic energy, that is, for all t ≥ 0,∫
T3×R3
F (t, x, v)φ(v)dxdv =
∫
T3×R3
F (0, x, v)φ(v)dxdv, φ(v) = 1, vj, |v|2, j = 1, 2, 3.(1.4)
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If initially F0(x, v) has the same mass, momentum and total energy as those of the global Maxwellian
µ(v)
def
= (2π)−
3
2 e−
|v|2
2 , then for any t ≥ 0,∫
T3×R3
(F − µ)(t)φdxdv = 0, φ(v) = 1, vj, |v|2, j = 1, 2, 3.
1.1.2. The linearized Boltzmann collision operator. For the cutoff case, the operator writes
Lǫg def= −Γǫ(µ1/2, g)− Γǫ(g, µ1/2) def= Lǫ1g + Lǫ2g, where Γǫ(g, h) def= µ−1/2Qǫ(µ1/2g, µ1/2h).(1.5)
For the non-cutoff case, the operator L0 is defined in the same manner as that for the cutoff case:
L0g def= −Γ(µ1/2, g)− Γ(g, µ1/2) def= L01g + L02g, where Γ(g, h) def= µ−1/2Q(µ1/2g, µ1/2h).(1.6)
It is not difficult to check that N (Lǫ) and N (L0), the null spaces of Lǫ and L0 respectively, verify
N (Lǫ) = N (L0) = N def= span{√µ,√µv1,√µv2,√µv3,√µ|v|2}.
If we set F = µ+ µ1/2f , then (1.3) and (1.2) reduce to
(1.7)
{
∂tf + v · ∇xf + Lǫf = Γǫ(f, f), t > 0;
f |t=0 = f0,
and
(1.8)
{
∂tf + v · ∇xf + L0f = Γ(f, f), t > 0;
f |t=0 = f0,
where f0 verifies ∫
T3×R3
√
µf0φdxdv = 0, φ(v) = 1, vj , |v|2, j = 1, 2, 3.(1.9)
1.2. Problems and their difficulties. The main purpose of the paper is to understand what happens
for the collision operator Lǫ and its associate equation (1.7) in the limit that ǫ goes to zero. The problems
addressed here can be summarized as follows:
Problem 1: What is the behavior of the operator Lǫ in the limit process?
We recall that Lǫ behaves like a damping term for equation (1.7) while L0 behaves like a fractional
Laplace operator for equation (1.8). The motivation of (P-1) is to see clearly which kind of link between
these two different properties in the limit process. Obviously it is a fundamental problem and full of
challenge.
To explain the main difficulty of the problem, we focus on the Maxwellian molecules (γ = 0), which is
simpler than the other cases. Previous work [4, 5, 10, 11, 15] shows that for γ = 0, there holds
〈L0f, f〉v + |f |2L2 ∼ |f |2L2s + |f |
2
Hs + |(−∆SS2)s/2f |2L2.(1.10)
Here 〈f, g〉v denotes the inner product for v variable. In the description of 〈L0f, f〉v, there are three parts
in the right-hand side of the equivalence which correspond to gain of weight, gain of Sobolev regularity
and gain of tangential derivative on the unit sphere respectively. Considering that 〈Lǫf, f〉v → 〈L0f, f〉v
as ǫ → 0, we believe that 〈Lǫf, f〉v will have the similar structure. However the main difficulty is what
they are.
To find out a good candidate, we go back to the original proof of the coercivity estimate for the collision
operator in [1]. Following the computation used there, we can derive that
〈Qǫ(g, f), f〉v + |f |2L2 ≥ Cg|W ǫ(D)f |2L2 ,(1.11)
where W ǫ is defined in (1.19). Observe that (1.10) can be rewritten by
〈L0f, f〉v + |f |2L2 ∼ |Wf |2L2 + |W (D)f |2L2 + |W (−∆SS2)1/2)f |2L2 ,(1.12)
where W (x) = (1 + |x|2) s2 . This shows that W is a characteristic function for L0 which captures its full
structure. Thus we conjecture that W ǫ is the characteristic function for Lǫ in the following sense:
〈Lǫf, f〉v + |f |2L2 ∼ |W ǫf |2L2 + |W ǫ(D)f |2L2 + |W ǫ((−∆SS2)1/2)f |2L2 .(1.13)
Let us give some comments on conjecture (1.13). Firstly it is easy to see that when ǫ goes to zero,
(1.13) will coincide with (1.12). This shows that the characteristic function W ǫ describes the link of the
operators between the cutoff case and the non cutoff case. Secondly in the description of the behavior
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of Lǫ (1.13), gain of weight only happens in the region |v| . 1/ǫ in the phase space, gain of Sobolev
regularity only happens in the region |ξ| . 1/ǫ in the frequency space and gain of tangential derivative
only happens in the region that the eigenvalue λ of the operator (−∆SS2)1/2 verifies that λ . 1/ǫ. These
properties result from the fact that the operator Lǫ still retains the hyperbolic structure due to the cutoff
assumption on the angle, that is, θ & ǫ. Thirdly, because of the hyperbolic structure of the operator Lǫ,
the methods introduced in the previous work [4, 5, 10, 11, 2, 18, 15, 21] cannot be applied to capture
the terms |W ǫ((−∆SS2)1/2)f |L2 and |W ǫf |L2 in (1.13). Therefore we need some new idea to prove the
conjecture.
Problem 2: What is the longtime behavior of e−L
ǫtf with f ∈ N (Lǫ)⊥ for moderate soft potentials
in the limit process that ǫ goes to zero?
As we know, for γ ∈ [−2s, 0), the operator Lǫ has no spectral gap for any fixed ǫ but the limiting point
L0 of {Lǫ}ǫ>0 does have. It looks like that there is a jump for this property. Instead of investigating
the spectrum property of the operator which looks extremely difficult, we turn to consider the longtime
behavior of e−L
ǫtf with f ∈ N (Lǫ)⊥ because the spectrum property of an operator has strong connection
with the semi-group generated by the same operator.
For the operator L0, due to the existence of spectrum gap, it is easy to see that for any f ∈ N⊥,
‖e−tL0f‖L2 ≤ e−ct‖f‖L2.
For the operator Lǫ, by imposing the additional assumption that f ∈ L2l , we can derive that e−tL
ǫ
f will
decay to zero with polynomial rate. However we have no idea on the explicit rate of this relaxation for
f ∈ N⊥. By approximation argument, we only can prove that
lim
t→∞
‖e−tLǫf‖L2 = 0.
Therefore from these two estimates, it is difficult to find out the link between these two different longtime
behaviors. We comment that this difficulty matches the facts that Lǫ does not have spectrum gap but
L0 does have.
Problem 3: Which kind of asymptotic formula describes the limit that ǫ goes to zero for the solutions
of the nonlinear equations (1.7) and (1.8)?
Formally when the parameter ǫ goes to zero, the solution f ǫ to (1.7) will converge to the solution f
to (1.8). The motivation of (P-3) is to justify this convergence and find out an asymptotic formula to
describe the limit.
To make clear which kind of relation between f ǫ and f , we first have a look for the stationary case.
By Taylor expansion, we can prove that for any smooth functions f ,
|Qǫ(f, f)−Q(f, f)| ∼ O(ǫ2−2s).
Thus it is natural to conjecture that for the nonlinear equations, there holds
f ǫ − f = O(ǫ2−2s).
Obviously the main difficulty of the proof lies in the behavior of Lǫ and the uniform estimates with
respect to the parameter ǫ.
1.3. Notations and main results. We first list the function spaces and notations which we shall use
throughout the paper.
1.3.1. Basic notations. We denote the multi-index α = (α1, α2, α3) with |α| = α1 + α2 + α3. We write
a . b to indicate that there is a uniform constant C, which may be different on different lines, such
that a ≤ Cb. We use the notation a ∼ b whenever a . b and b . a. The notation a+ means the
maximum value of a and 0 and [a] denotes the maximum integer which does not exceed a. The Japanese
bracket 〈·〉 is defined by 〈v〉 = (1 + |v|2) 12 . Then the weight function Wl is defined by Wl(v) def= 〈v〉l.
We denote C(λ1, λ2, · · · , λn) by a constant depending on parameters λ1, λ2, · · · , λn. The notations
〈f, g〉v def=
∫
R
3 f(v)g(v)dv and (f, g)
def
=
∫
R
3×T3 fgdxdv are used to denote the inner products for v
variable and for x, v variables respectively. The translator operator Th is defined by (Thf)(v)
def
= f(v+h),
for any h ∈ R3. As usual, 1A is the characteristic function of the set A. If A,B are two operators, then
[A,B]
def
= AB −BA.
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1.3.2. Function spaces. Several spaces are introduced as follows:
(1). For real number n, l, we define the weighted Sobolev space on R3
Hnl
def
=
{
f(v)
∣∣|f |2Hnl def= ∫
R
3
v
|〈D〉n〈v〉lf(v)|2dv < +∞
}
,
Here a(D) is a differential operator with the symbol a(ξ) defined by(
a(D)f
)
(v)
def
=
1
(2π)3
∫
R3
∫
R3
ei(v−y)ξa(ξ)f(y)dydξ.
(2). The general weighted Sobolev space WN,pl on R
3 with p ∈ [1,∞) is defined as follows
WN,pl
def
=
{
f(v)
∣∣|f |WN,pl def= ∑
|α|≤N
(∫
R
3
|∂αf(v)|p〈v〉lpdv
)1/p
<∞
}
.
In particular, if N = 0, we introduce the weighted Lpl space as
Lpl
def
=
{
f(v)
∣∣|f |Lpl def= (∫
R
3
|f(v)|p〈v〉lpdv
) 1
p
<∞
}
.
(3). For m ∈ N, we denote the Sobolev space on T3 by
Hmx
def
=
{
f(x)
∣∣|f |2Hmx def= ∑
|α|≤m
|∂αx f |2L2x < +∞
}
.
(4). For a distribution function f(x, v), we define the following weighted Sobolev spaces with weight
on velocity variable. For m,n ∈ N, l ∈ R, the weighted Sobolev space T3 × R3 is defined by
Hmx H
n
l
def
=
{
f(x, v)
∣∣‖f‖2Hmx Hnl def= ∑
|α|≤m,|β|≤n
∫
T
3
|∂αx ∂βv f |2L2l dx <∞
}
.
For simplicity, we write ‖f‖Hmx L2l
def
= ‖f‖Hmx H0l if n = 0 and ‖f‖L2l
def
= ‖f‖H0xH0l if m = n = 0. We can
define the homogeneous space H˙mx H˙
n
l if we replace by |α| ≤ m, |β| ≤ n by |α| = m, |β| = n. Similarly we
can introduce the partial homogeneous space H˙mx H
n
l and H
m
x H˙
n
l .
1.3.3. Dyadic decompositions. We now introduce the dyadic decomposition. Let B4/3
def
= {x ∈ R3 : |x| ≤
4/3} and C def= {x ∈ R3 : 3/4 ≤ |x| ≤ 8/3}. Then one may introduce two radial functions φ ∈ C∞0 (B4/3)
and ψ ∈ C∞0 (C) which satisfy
0 ≤ φ, ψ ≤ 1, and φ(x) +
∑
j≥0
ψ(2−jx) = 1, for all x ∈ R3 .(1.14)
Now define ϕ−1(x)
def
= φ(x) and ϕj(x)
def
= ψ(2−jx) for any x ∈ R3 and j ≥ 0. Then one has the following
dyadic decomposition
f =
∞∑
j−=1
Pjf def=
∞∑
j=−1
ϕjf,(1.15)
for any function defined on R3. We will use the notations
fφ
def
= φ(ǫD)f, fφ
def
= (1− φ(ǫD))f, f l = φ(ǫ·)f, fh = (1− φ(ǫ·))f.(1.16)
1.3.4. Macro-Macro decomposition. Recall the definition of N (Lǫ) = N (L0) = N def= span{√µ,√µv1,√
µv2,
√
µv3,
√
µ|v|2}, we introduce the projection operator P as follows:
Pf = (a+ b · v + c|v|2)√µ,(1.17)
where for 1 ≤ i ≤ 3,
a =
∫
R
3
(2− |v|
2
2
)
√
µfdv; bi =
∫
R
3
vi
√
µfdv; c =
∫
R
3
(
|v|2
6
− 1
2
)
√
µfdv.(1.18)
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1.3.5. Characteristic function and function spaces related to the collision operator. The characteristic
function W ǫ associated to Lǫ is defined by
W ǫ(v) = 〈v〉sφ(ǫv) + ǫ−s(1 − φ(ǫv)).(1.19)
Let Y ml with −l ≤ m ≤ l be real spherical harmonics verifying that (−△SS2)Y ml = l(l+1)Y ml . Then the
operator W ǫ((−∆SS2)1/2) is defined by: if v = rσ, then
(W ǫ((−∆SS2)1/2)f)(v) def=
∞∑
l=0
l∑
m=−l
W ǫ((l(l + 1))1/2)Y ml (σ)f
m
l (r),(1.20)
where fml (r) =
∫
SS2
Y ml (σ)f(rσ)dσ.
Now we introduce several function spaces to catch the behavior of Lǫ.
(i). The space L2ǫ,l. For functions defined in R
3, the space L2ǫ,l with l ∈ R is defined by
L2ǫ,l
def
=
{
f(v)
∣∣|f |2ǫ,l def= |W ǫ((−∆SS2)1/2)Wlf |2L2 + |W ǫ(D)Wlf |2L2 + |W ǫWlf |2L2 <∞}.
(ii). The space Hmx H
n
ǫ,l with m,n ∈ N. For functions defined in T3 × R3, the space Hmx Hnǫ,l is defined
by
Hmx H
n
ǫ,l
def
=
{
f(x, v)
∣∣‖f‖2Hmx Hnǫ,l def= ∑
|α|≤m,|β|≤n
∫
T3
|∂αx ∂βv f(x, ·)|2ǫ,ldx <∞
}
.
For simplicity, we set ‖f‖Hmx L2ǫ,l
def
= ‖f‖Hmx H0ǫ,l if n = 0 and ‖f‖L2ǫ,l
def
= ‖f‖H0xH0ǫ,l if m = n = 0. Similarly
we can introduce the spaces H˙mx H˙
n
ǫ,l H˙
m
x H
n
ǫ,l and H
m
x H˙
n
ǫ,l.
(iii). Semi-norms related to Lǫ. We introduce
Rǫ,γg (f) def=
∫
R6 ×SS2
bǫ(cos θ)|v − v∗|γg∗(f ′ − f)2dσdvdv∗; Rǫ,γ∗,g(f) def=
∫
R6 ×SS2
bǫ(cos θ)〈v − v∗〉γ
×g∗(f ′ − f)2dσdvdv∗; Mǫ,γ(f) def=
∫
R6 ×SS2
bǫ(cos θ)|v − v∗|γf2∗ (µ′1/2 − µ1/2)2dσdvdv∗.
Let us explain where they come from. As we will show in Section 2,
〈Lǫf, f〉v + |f |2L2 ∼ Rǫ,0µ (f) +Mǫ,0(f).
Thus the quantities Rǫ,γg (f) andMǫ,γ(f) correspond to gain of regularity and gain of weight respectively.
Compared to Rǫ,γg (f), in the definition of Rǫ,γ∗,g(f), there is no singularity for the relative velocity v − v∗
in the integral.
1.3.6. Main results. We are in a position to state our main results. Our first one is on the description of
the behavior of Lǫ, which fully solves (P-1).
Theorem 1.1. There exists a constant ǫ0 such that for ǫ ≤ ǫ0 and any smooth function f ,
〈Lǫf, f〉v + |f |2L2
γ/2
∼ |f |2ǫ,γ/2 = |W ǫ((−∆SS2)1/2)f |2L2
γ/2
+ |W ǫ(D)f |2L2
γ/2
+ |W ǫf |2L2
γ/2
.(1.21)
Some remarks are in order:
Remark 1.1. It discloses the link between the hyperbolic structure due to the cutoff assumption and the
smoothing property due to the long-range interaction.
Remark 1.2. Let us focus on the description of Lǫ for moderate soft potentials(that is, γ ∈ (−2s, 0)).
In this case, we first notice that
|W ǫf |2L2
γ/2
∼ |f l|2L2
γ/2+s
+ ǫ−2s|fh|2L2
γ/2
.
Obviously in the region of |v| . 1/ǫ of the phase space, the operator Lǫ really gains the weight. While in
the region |v| & 1/ǫ of the phase space, the operator Lǫ still retains the hyperbolic property. It perfectly
explains why Lǫ has no spectrum gap for any fixed ǫ but for the limiting point L0 of {Lǫ}ǫ>0 does have.
Our second result is on the diversity of the longtime behavior of e−L
ǫtf with f ∈ N (Lǫ)⊥ = N⊥ for
moderate soft potentials.
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Theorem 1.2. Suppose ǫ ≤ ǫ0, γ ∈ [−2s, 0) and f0 ∈ N⊥. Then we have
|e−Lǫtf0|2L2 . e−ct|f l0|2L2 + |fh0 |2L2 + ǫ2s|f0|2L2 ,(1.22)
where f l and fh are defined in (1.16). Furthermore,
(i) if f0 additionally verifies that f0 ∈ L2−pγ/2 with −γp/2 ≥ 2, then
|e−Lǫtf0|2L2 . |f0|2L2
(
e−ct1t≤t∗ + C(p, |f0|L2
−pγ/2
)ǫ2sp(1 + t)−p1t≥t∗
)
,(1.23)
where c is a universal constant and t∗ = O(−C(p, |f0|L2
−pγ/2
)2s ln ǫ);
(ii) if f0 additionally verifies that |f0|2L2 = 1 and |Pjf0|2L2 = 1 − η with η sufficiently small and
2jγ ≪ ǫ2s(which implies that 1/ǫ ≪ 2j), then for t ∈ [0, C−1η2−jγǫ2s] where C is a universal
constant,
|e−Lǫtf0|2L2 ≥ |Pje−L
ǫtf0|2L2 ≥ 1− 4η − Cǫ2s.(1.24)
As a consequence, for fixed sufficiently small ǫ, the estimate, lim
t→∞ |e
−Lǫtf0|L2 = 0, is sharp.
Some remarks are in order:
Remark 1.3. We have three comments on estimate (1.22). Firstly it shows that the longtime behavior
of e−L
ǫtf0 depends heavily on distribution of the energy of f0. Secondly the estimate is sharp for general
data f0 ∈ N⊥ thanks to the estimates (1.23) and (1.24), which deal with the case that the energy of f0
is concentrated in the ball B1/ǫ and the case that the energy of f0 is concentrated far away from the ball
B1/ǫ. Thirdly, by passing the limit ǫ→ 0, we recover from (1.22) that for all t ≥ 0,
|e−L0tf0|2L2 . e−ct|f0|2L2 .(1.25)
This demonstrates that there is no jump for the facts that the operator Lǫ has no spectral gap for fixed ǫ
but the limiting point L0 of {Lǫ}ǫ>0 does have.
Remark 1.4. Estimates (1.23) and (1.25) show that for a long time up to a critical time t∗ = O(−c(p, f0)2sp ln ǫ),
there is no difference between the behavior of e−L
ǫtf0 and that of e
−L0tf0 if the energy of f0 is concentrated
in the ball B1/ǫ. The difference appears only after the critical time t∗. In fact, after t∗ the hyperbolic
structure will take over the behavior of the semi-group e−L
ǫt, which explains the polynomial decay factor
in (1.23). To our best knowledge, this phenomena is observed for the first time.
Remark 1.5. We have two remarks on (1.24). Firstly it reveals that for any given time interval we
can construct a datum f0 such that the total energy of e
−tLǫf0 is almost conserved. Such kind of data
prevents the formation of spectral gap for Lǫ when ǫ is sufficiently small. Secondly we want to show that
there exists a datum f0 such that it verifies the assumptions in (ii). Let f be a function in L
2 verifying
that |f |L2 = 1 and the support of f belongs to the ring Cj = {v ∈ R3 |2j ≤ |v| ≤ N02j} with N0 ≥ 2. Let
f0 = (I − P)f . Then f0 verifies f0 ∈ N (Lǫ)⊥, |f0|L2 ≥ 1−O(e− 1822j ) and |Pjf0|L2 ≥ 1−O(e− 1822j ).
Remark 1.6. Sharpness of estimate, lim
t→∞
|e−Lǫtf0|L2 = 0, directly follows (1.23) and (1.24). Indeed,
the estimate can be derived by approximation thanks to (1.23). On the other hand, due to (1.24), it is
impossible to get an explicit and uniform decay rate for the above relaxation. These two facts reveal the
diversity of the longtime behavior of e−L
ǫtf0. Our results are comparable to the results for the homogeneous
Boltzmann equation with moderate soft potentials. The authors in [6] show that the rate of the convergence
to the equilibrium can be very slow if we only assume that the solution is conserved for mass, momentum
and energy.
Remark 1.7. Let us comment on the connection between the constant c in (1.23) and the spectral gap λ
of the operator L0. Obviously c ≤ λ. An interesting problem is to see the dependence of λ on c. Observe
that |(Lǫ − L0)f |L2 . ǫ2−2s|f |H2γ+2 . Then if f0 is smooth, (1.23) can be improved to
|e−Lǫtf0|2L2 . |f0|2L2e−λt + ǫ2−2s|f0|2H2γ+2 .
Our third result is concerned with the global well-posedness and the global dynamics for equation (1.7).
As a direct consequence, we derive the asymptotic formula for the solutions to (1.7) and (1.8), which
solves (P-3). Let us introduce some useful notations which will be used throughout this subsection. For
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J,N ∈ N with J ≤ N , we introduce a sequence of weight functions {Wm,j}m+j≤N−1 ∪ {WN−j,j}0≤j≤J
with Wm,j = Wlm,j verifying
Wm−1,j+1W−γ ≤Wm,j ,Wm,0 ≤W0,m−1 and WN−J,J ≥W2.(1.26)
Then we define
E˙N−j,j(f) =
∑
|α|=N−j,|β|=j
‖WN−j,j∂αβ f‖2L2; D˙N−j,j(f) =
∑
|α|=N−j,|β|=j
‖WN−j,j∂αβ f‖2L2
ǫ,γ/2
;
E˙N (f) =
N∑
j=0
E˙N−j,j(f); D˙N (f) =
N∑
j=0
D˙N−j,j(f); EN,J(f) =
N−1∑
j=0
E˙j(f) +
J∑
j=0
E˙N−j,j(f);
DN,J(f) =
N−1∑
j=0
D˙j(f) +
J∑
j=0
D˙N−j,j(f); EN (f) = EN,N(f); DN (f) = DN,N(f).
Theorem 1.3. Suppose ǫ ≤ ǫ0, γ ∈ (−3/2, 0) ∩ [−2s, 0) and δ0 is a sufficiently small constant which is
independent of ǫ. Let f0 verify (1.9) and ‖f0‖H2xL2 ≤ δ0.
(1) (Global well-posedness) (1.7) admits a unique and global smooth solution f ǫ in the function
space C([0,∞];H2xL2) which verifies supt≥0 ‖f ǫ(t)‖H2xL2 . δ0.
(i). If additionally f0 ∈ HNx L2l with N, l ≥ 2, then
sup
t≥0
‖f ǫ(t)‖HNx L2l . C(‖f0‖HNx L2l ).
(ii). If additionally EN,J(f0) <∞ with N ≥ 2, then
sup
t∈(0,∞)
EN,J(f(t)) +
∫ ∞
0
DN,J(f(τ))dτ . C(EN,J(f0)).
As a consequence, (1.8) admits a unique and global solution f in the space C([0,∞); EN,J) with
the same initial data f0.
(2) (Global dynamics) (i). If 2jγ ≪ ǫ2s, then for t ∈ [0, C−1δ−10 η2−jγǫ2s], we have
‖Pjf ǫ(t)‖2L2 ≥ ‖Pjf0‖2L2 − η − Cǫ2s.(1.27)
(ii). If f0 ∈ HNx L2−pγ/2 with −pγ/2 ≥ 2 and N ≥ 2, then there exists a critical time t∗ =
O(−C(p, f0)2s ln ǫ) such that
‖f ǫ(t)‖2HNx L2 . ‖f0‖
2
HNx L
2
(
e−ct1t≤t∗ + C(p, f0)ǫ
2sp(1 + t)−p1t≥t∗
)
,(1.28)
where c is a universal constant and C(p, f0) is a constant depending on p and ‖f0‖HNx L2−pγ/2.
(3) (Global asymptotic formula for the limit process) If EN,2(f0) <∞ with N ≥ 2, then
sup
t≥0
‖f ǫ(t)− f(t)‖2
HN−2x L2
≤ C(EN (f0))ǫ2−2s.(1.29)
Some comments are in order:
Remark 1.8. The sequence of weighted functions is designed to prove the propagation of the full regularity
of the solution.
Remark 1.9. (1.27) and (1.28) show that the pictures on the behavior of semi-group e−tL
ǫ
can be
extended to the non-linear level. In other words, even in the perturbation framework, the original solution
F of the Boltzmann equation converges to the equilibrium without any explicit rate:
lim
t→∞
∥∥∥∥F (t)− µµ 12
∥∥∥∥
L2
= 0.
We have two comments on this phenomena. Firstly, if we go back to original equation, by energy-entropy
method introduced in [16], it holds that
lim
t→∞
‖F − µ‖L2 = O(t−∞).
Secondly, it is very interesting to ask what is the impact of such convergence on the hydrodynamic limit
for the soft potentials.
Remark 1.10. To our best knowledge, these results are new for the moderate soft potentials. To keep
the paper a reasonable size, we refrain to generalize the results to the other potentials, which can be done
by noticing that all the estimates involving Lǫ and Γǫ in this paper are valid for γ > −3.
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1.4. Idea and novelty of the proof. Let us illustrate the ideas and novelties of the proof to our main
theorems.
1.4.1. Proof of Theorem 1.1. For simplicity, we focus on the Maxwellian molecules. It is not difficult to
prove that the description of the behavior of Lǫ can be reduced to the control of two quantities Mǫ,0(f)
and Rǫ,0µ (f), which correspond to gain of weight and gain of regularity respectively.
• Instead of using Carleman representation of the collision operator, we introduce a new coordinate
system which enables us to make full use of the cancellation and the law of sines to describe the behavior
of Mǫ,0(f). The method is elementary and stable to catch the hyperbolic structure of Lǫ.
• To give a precise description ofRǫ,0µ (f), we develop some new techniques for the geometric decomposition
of the operator. The first new idea is to apply the geometric decomposition to Rǫ,0µ (f) in the frequency
space instead of the phase space. More precisely, by Bobylev’s equality, we have
Rǫ,0µ (f) =
1
(2π)3
∫
bǫ(
ξ
|ξ| · σ)(µˆ(0)|fˆ(ξ)− fˆ(ξ
+)|2 + 2ℜ((µˆ(0)− µˆ(ξ−))fˆ(ξ+) ¯ˆf(ξ))dξdσ
def
=
µˆ(0)
(2π)3
I1 + 2
(2π)3
I2,
where ξ+ = ξ+|ξ|σ2 and ξ
− = ξ−|ξ|σ2 . It is not difficult to prove that
|I2| . |W ǫ(D)f |2L2 . 〈Lǫf, f〉v + |f |2L2 ,
thanks to (1.11). Therefore we only need to consider the estimate of I1. By the geometric decomposition
introduced in [15],
fˆ(ξ)− fˆ(ξ+) = fˆ(ξ)− fˆ(|ξ| ξ
+
|ξ+| ) + fˆ(|ξ|
ξ+
|ξ+| )− fˆ(ξ
+),
we have
I1 =
∫
bǫ(
ξ
|ξ| · σ)|fˆ(ξ)− fˆ(ξ
+)|2dξdσ
≥ 1
2
∫
bǫ(
ξ
|ξ| · σ)|fˆ(ξ)− fˆ(|ξ|
ξ+
|ξ+| )|
2dξdσ −
∫
bǫ(
ξ
|ξ| · σ)|fˆ(|ξ|
ξ+
|ξ+| )− fˆ(ξ
+)|2dξdσ
def
=
1
2
I1,1 − I1,2.
Thanks to the fact that Fourier transform is commutative withW ǫ((−△SS2) 12 ), we obtain the anisotropic
regularity from I1,1. Now we only need to give the upper the bound for I1,2. Our key observation lies in
the fact that fˆ( ξ
+
|ξ+|) and fˆ(ξ
+) can be localized in the same region both in the frequency space and in
the phase space. This enables us to use localization method to show that I1,2 can be bounded by Sobolev
regularity.
To complete the proof Theorem 1.1, we have to give the upper bound for 〈Γǫ(g, h), f〉v for the general
potentials. To do that, our new idea is to separate the estimate into two regions, |v − v∗| ≤ 1 and
|v − v∗| ≥ 1, to manifest the hyperbolic structure and the smoothing property of the operator.
(i). In the region of |v − v∗| ≤ 1, the hyperbolic structure prevails over the the anisotropic structure,
which can be checked from the proof of the sharp bounds for the operator in weighted Sobolev spaces(see
[15] for details). It suggests that we can use Sobolev regularity to give the upper bounds for the operator.
(ii). In the region of |v− v∗| ≥ 1, the operator is dominated by the anisotropic structure. We resort to
the geometric decomposition in the phase space to give the corresponding upper bounds. In particular,
we make full use of the symmetric property of the structure inside the operator and also the dissipation
Rǫ,γ∗,g(f) obtained from the lower bound of the operator.
1.4.2. The proof of Theorem 1.2. We have two novelties in the proof.
• The first one lies in the localization techniques in the phase space which are totally new and important
considering that the Boltzmann equation is a non-local equation. It shows that the linear or even non-
linear Boltzmann equations can be almost localized thanks to the commutator estimates between Lǫ and
the localization function. This fact enables us to consider the evolution of the local energy which is the
key to prove the diversity of the longtime behavior of e−tL
ǫ
f .
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•We reduce the longtime behavior of e−tLǫf to some special ODE system. Based on a technical argument,
we obtain the sharp estimate for the ODE system which in turn gives the precise behavior of the semi-
group. The result shows that there exists a critical time t∗ such that the behavior is totally different
before and after t∗ which matches the complex property of Lǫ.
1.4.3. Proof of Theorem 1.3. The proof has some new features.
• Since we only impose the smallness assumption on ‖f‖H2xL2 , we have to find a new way to prove the
propagation of the full regularity. To do that, we first close the energy estimates for the pure x-regularity.
Then the desired result is reduced to prove that if we have the control of E˙N−j,j(f) with j ≤ N , then by
the equation we can get the control of E˙N−j−1,j+1(f) with the help of the weight functions.
• To prove the global error estimate, the key idea is to regard the error equation as a linear equation
since we already have the control of the solutions to (1.7) and (1.8).
1.5. Organization of the paper. In Section 2, we endeavor to prove theorem 1.1 and also the general
upper bounds for the nonlinear term Γǫ. Section 3 presents the proof to the longtime behavior of the
semi-group e−tL
ǫ
. In section 4, in the perturbation framework, we prove global well-posedness, global
dynamics and global error estimates for the Boltzmann equation with and without angular cutoff. In the
appendix, we list some useful lemmas which are of great importance to the bounds of the operator.
2. Behavior of the Linearized Boltzmann Collision operator
In this section, we will prove Theorem 1.1. To do that, we separate the proof into three parts: lower
bounds of 〈Lǫf, f〉v, the general upper bounds for 〈Γǫ(g, h), f〉v and the commutator estimates between
the collision operator Γǫ(g, ·) and the weight function Wl which are crucial to Theorem 1.2 and Theorem
1.3. Throughout this section, we assume that ǫ ≤ ǫ0 with ǫ0 sufficiently small.
2.1. Lower bounds of the collision operator Lǫ. Our strategy of the proof can be summarized as
follows. We first give the descriptions of Rǫ,γg (f) and Mǫ,γ(f). Then the lower bound of Lǫ is concluded
by proving 〈Lǫf, f〉v + |f |2L2
γ/2
& Rǫ,γg (f) +Mǫ,γ(f).
2.1.1. Description of Mǫ,γ(f). Now we state a lemma on the description of Mǫ,γ(f).
Lemma 2.1. There exists ǫ0 > 0 such that for 0 < ǫ ≤ ǫ0,
Mǫ,γ(f) + |f |2L2
γ/2
∼ |W ǫf |2L2
γ/2
.
Proof. We divide the proof into two steps.
Step 1: The lower bound of Mǫ,γ(f). For simplicity, denote M = µ1/2, then one has ∆M = −M2 v and
∇2M = M4 (−2I + v ⊗ v). By Taylor expansion, we have
M(v′)−M(v) = −M(v)
2
v · (v′ − v) +
∫ 1
0
1− κ
2
(∇2M)(v(κ)) : (v′ − v)⊗ (v′ − v)dκ,
where v(κ) = v + κ(v′ − v). Thanks to the fact (a− b)2 ≥ a22 − b2, we have
(M(v′)−M(v))2 ≥ M
2(v)
8
|v · (v′ − v)|2 − 1
4
∫ 1
0
|(∇2M)(v(κ))|2|v′ − v|4dκ.
Let 0 < η < 1 and r ≥ 8/π verifying ǫ ≤ η/2r. We set A(ǫ, η, r) = {(v∗, v, σ) : 2r ≤ |v∗| ≤ η/ǫ, |v| ≤
r, 2η|v − v∗|−1 ≤ θ ≤ 4η|v − v∗|−1}. Then A(ǫ, η, r) is a non-empty subset of the original integration
region {(v∗, v, σ) : ǫ ≤ θ ≤ π/2}. Indeed, if (v∗, v, σ) ∈ A(ǫ, η, r), then |v − v∗| ≥ |v∗| − |v| ≥ r, which
implies 4η|v − v∗|−1 ≤ 4r−1 ≤ π/2. On the other hand, |v − v∗| ≤ |v| + |v∗| ≤ r + η/ǫ ≤ 3η/2ǫ, which
implies 2η|v − v∗|−1 ≥ 4ǫ/3 ≥ ǫ. Thus we have
Mǫ,γ(f) ≥
∫
Bǫ,γ1A(ǫ,η,r)f
2
∗ (µ
′1/2 − µ1/2)2dσdvdv∗(2.30)
≥ 1
8
∫
Bǫ,γ1A(ǫ,η,r)M
2(v)|v · (v′ − v)|2f2∗dσdvdv∗
−1
4
∫
Bǫ,γ1A(ǫ,η,r)|(∇2M)(v(κ))|2|v′ − v|4f2∗dσdvdv∗dκ
def
=
1
8
Mǫ,γ1 (η, r) −
1
4
Mǫ,γ2 (η, r).
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The estimate of Mǫ,γ1 (η, r). For fixed v, v∗, we introduce an orthogonal basis (h1v,v∗ , h2v,v∗ , v−v∗|v−v∗| ) such
that dσ = sin θdθdφ. Then one has
v′ − v
|v′ − v| = cos
θ
2
cosφh1v,v∗ + cos
θ
2
sinφh2v,v∗ − sin
θ
2
v − v∗
|v − v∗| ,
and
v
|v| = c1h
1
v,v∗ + c2h
2
v,v∗ + c3
v − v∗
|v − v∗| ,
where c3 =
v
|v| · v−v∗|v−v∗| and c1, c2 are constants independent of θ and φ. Then we have
v
|v| ·
v′ − v
|v′ − v| = c1 cos
θ
2
cosφ+ c2 cos
θ
2
sinφ− c3 sin θ
2
,
and thus
| v|v| ·
v′ − v
|v′ − v| |
2 = c21 cos
2 θ
2
cos2 φ+ c22 cos
2 θ
2
sin2 φ+ c23 sin
2 θ
2
+2c1c2 cos
2 θ
2
cosφ sinφ− 2c3 cos θ
2
sin
θ
2
(c1 cosφ+ c2 sinφ).
Integrating with respect to σ, we have∫
bǫ(cos θ)1A(ǫ,η,r)|v · (v′ − v)|2dσ =
∫ π/2
0
∫ 2π
0
bǫ(cos θ) sin θ1A(ǫ,η,r)|v · (v′ − v)|2dφdθ
≥ π(c21 + c22)|v|2|v − v∗|2
×
∫ π/2
0
bǫ(cos θ) sin θ cos2
θ
2
sin2
θ
2
1A(ǫ,η,r)dθ
& (c21 + c
2
2)|v|2|v − v∗|21B(ǫ,η,r)
∫ 4η|v−v∗|−1
2η|v−v∗|−1
θ1−2sdθ
& η2−2s(c21 + c
2
2)|v|2|v − v∗|2s1B(ǫ,η,r),
where B(ǫ, η, r) = {(v∗, v) : 2r ≤ |v∗| ≤ η/ǫ, |v| ≤ r}. Then we arrive at
Mǫ,γ1 (η, r) & η2−2s
∫
(c21 + c
2
2)|v − v∗|γ+2s|v|21B(ǫ,η,r)M2(v)f2∗ dvdv∗
= η2−2s
∫
(1 − ( v|v| ·
v∗
|v∗| )
2)|v∗|2|v − v∗|γ+2s−2|v|21B(ǫ,η,r)M2(v)f2∗dvdv∗,
where we have used the fact c21 + c
2
2 + c
2
3 = 1 and the law of sines
(1− ( v|v| ·
v∗
|v∗| )
2)−1|v − v∗|2 = (1− c23)−1|v∗|2.
Note that in the region B(ǫ, η, r), one has |v− v∗| ≤ 32 |v∗|, which implies |v − v∗|γ+2s−2 ≥ (32 |v∗|)γ+2s−2.
Denote c1(r) =
∫
(1−( v|v| · v∗|v∗|)2)|v|2M2(v)1|v|≤rdv, and note that the value of the integral is independent
of v∗, thus we have
Mǫ,γ1 (η, r) & η2−2sc1(r)
∫
|v∗|γ+2s1{2r≤|v∗|≤η/ǫ}f2∗dv∗
& η2−2sc1(r)(
∫
〈v∗〉γ+2s1{|v∗|≤η/ǫ}f2∗dv∗ − (2r)2s)|f |2L2
γ/2
).
The estimate of Mǫ,γ2 (η, r). By the change of variable v → v(κ), we have
Mǫ,γ2 (η, r) . η4−2s
∫
〈v∗〉γ+2s1{|v∗|≤η/ǫ}f2∗dv∗.
So we have, for some generic constant C,
Mǫ,γ(f) & η2−2s(c1(r) − Cη2)
∫
〈v∗〉γ+2s1{|v∗|≤η/ǫ}f2∗dv∗ − c1(r)(2r)2sη2−2s|f |2L2
γ/2
.
Choose suitable η and r, we have
Mǫ,γ(f) + |f |2L2
γ/2
&
∫
〈v∗〉γ+2s1{|v∗|≤η/ǫ}f2∗dv∗.(2.31)
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Let R be large enough, we aim to proveMǫ,γ(f) & ǫ−2s ∫ 〈v∗〉γ1{|v∗|≥R/ǫ}f2∗dv∗. By direct computation,
we have
Mǫ,γ(f) =
∫
Bǫ,γf2∗ (µ
′1/2 − µ1/2)2dσdvdv∗
≥
∫
bǫ|v − v∗|γ1{|v∗|≥R/ǫ}f2∗µ′dσdvdv∗ +
∫
bǫ|v − v∗|γ1{|v∗|≥R/ǫ}f2∗µdσdvdv∗
−2
∫
bǫ|v − v∗|γ1{|v∗|≥R/ǫ}f2∗µ′1/2µ1/2dσdvdv∗
def
= Mǫ,γ1 (R) +Mǫ,γ2 (R)−Mǫ,γ3 (R).
By the change of variable v → v′, if cos θ˜ = |v′−v∗||v′−v∗| · σ, then we have
Mǫ,γ1 (R) ≥ (2π)
∫ π/4
4ǫ
θ˜−2−2s sin θ˜dθ˜
∫
|v − v∗|γ1{|v∗|≥R/ǫ}f2∗µdvdv∗
& K−1ǫ−2s
∫
〈v∗〉γ1{|v∗|≥R/ǫ}f2∗dv∗.
Similarly, Mǫ,γ2 (R) & K−1ǫ−2s
∫ 〈v∗〉γ1{|v∗|≥R/ǫ}f2∗dv∗. Since θ ≥ ǫ, there holds |v′| + |v| ≥ |v′ − v| =
sin θ2 |v−v∗| ≥ ǫπ |v−v∗| ≥ ǫπ (|v∗|−|v|), that is |v′|+(1+ ǫπ )|v| ≥ ǫπ |v∗| ≥ Rπ . Then R2/16 ≤ 4(|v′|+ |v|)2 ≤
8(|v′|2 + |v|2), which implies
µ′1/2µ1/2 = e−
|v′|2+|v|2
4 ≤ e− |v|
2
8 e−
R2
210 .
Thus we have
Mǫ,γ3 (R) . e−
R2
210 Kǫ−2s
∫
〈v∗〉γ1{|v∗|≥R/ǫ}f2∗dv∗.
Patch all together the above estimates, we arrive at
Mǫ,γ(f) & (K−1 −Ke− R
2
210 )ǫ−2s
∫
〈v∗〉γ1{|v∗|≥R/ǫ}f2∗dv∗.
Note that the above estimate is valid for any R > 0 and ǫ ≤ 1. Fix η > 0, and choose R = Nη where N
is large enough such that K−1 −Ke− (Nη)
2
210 ≥ K−12 . Then we have
MNǫ,γ(f) & (K−1 −Ke− (Nη)
2
210 )(Nǫ)−2s
∫
〈v∗〉γ1{|v∗|≥η/ǫ}f2∗dv∗
≥ K
−1
2
N−2sǫ−2s
∫
〈v∗〉γ1{|v∗|≥η/ǫ}f2∗dv∗.
It is obvious that Mǫ,γ(f) ≥MNǫ,γ(f). From this and together with (2.31), we arrive at
Mǫ,γ(f) + |f |2L2
γ/2
&
∫
〈v∗〉γ+2s1{|v∗|≤η/ǫ}f2∗dv∗ + ǫ−2s
∫
〈v∗〉γ1{|v∗|≥η/ǫ}f2∗dv∗ & |W ǫf |2L2
γ/2
.
Step 2: The upper bound of Mǫ,γ(f). First we have
Mǫ,γ(f) .
∫
Bǫ,γf2∗ (µ
′1/4 − µ1/4)2(µ′1/2 + µ1/2)dσdvdv∗
.
∫
Bǫ,γf2∗ (µ
′1/4 − µ1/4)2µ′1/2dσdvdv∗ +
∫
Bǫ,γf2∗ (µ
′1/4 − µ1/4)2µ1/2dσdvdv∗
def
= Mǫ,γ1 (f) +Mǫ,γ2 (f).
By Taylor expansion, one has (µ′1/4−µ1/4)2 . min{1, |v−v∗|2θ2} ∼ min{1, |v′−v∗|2θ2}. By Proposition
5.1, we have
∫
bǫ(cos θ)min{1, |v−v∗|2θ2}dσ ∼ |v−v∗|21|v−v∗|≤2+(W ǫ)2(|v−v∗|)1|v−v∗|≥2. After checking
(W ǫ)2(|v − v∗|) . (W ǫ)2(v)(W ǫ)2(v∗),(2.32)
we have
∫
bǫ(cos θ)min{1, |v − v∗|2θ2}dσ . (W ǫ)2(v)(W ǫ)2(v∗). Thus we have
Mǫ,γ2 (f) .
∫
f2∗ |v − v∗|γ(W ǫ)2(v)(W ǫ)2(v∗)µ1/2dvdv∗ . |W ǫf |2L2
γ/2
.
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The termMǫ,γ1 (f) can be similarly estimated by the change of variable v → v′. Indeed, one hasMǫ,γ1 (f) .∫
bǫ(cos(2θ′))|v′ − v∗|γf2∗ (µ′1/4 − µ1/4)2µ′1/2dσdv′dv∗, where θ′ is the angle between v′ − v∗ and σ. With
the fact θ′ = θ/2, we also have∫
bǫ(cos(2θ′))min{1, |v′ − v∗|2θ2}dσ . (W ǫ)2(v′)(W ǫ)2(v∗).
Thus by exactly the same argument as that for Mǫ,γ2 (f), we have Mǫ,γ1 (f) . |W ǫf |2L2
γ/2
. The proof of
the lemma is complete. 
2.1.2. Description of Rǫ,γµ (f). Following the computation in [1], we can obtain that
〈Lǫf, f〉v + |f |2L2
γ/2
& |W ǫ(D)f |2L2 ,
where we use Proposition 5.1 in the appendix. Thus we only need to derive the anisotropic regularity from
the lower bound of Rǫ,γµ (f). To do that, our key observation is applying the geometric decomposition in
the frequency space rather than in the phase space. We start with three technical lemmas.
Lemma 2.2. For any smooth function f , we have
A def=
∫
R3
∫ π/4
ǫ
θ−1−2s|f(v)− f(v/ cos θ)|2dvdθ . |W ǫ(D)f |2L2 + |W ǫf |2L2 .
Proof. First applying dyadic decomposition in the phase space, we have
A =
∫
R3
∫ π/4
ǫ
θ−1−2s|
∞∑
k=−1
(ϕkf)(v)−
∞∑
k=−1
(ϕkf)(v/ cos θ)|2dvdθ
.
∞∑
k=−1
∫
R
3
∫ π/4
ǫ
θ−1−2s|(ϕkf)(v)− (ϕkf)(v/ cos θ)|2dvdθ def=
∞∑
k=−1
Ak.
It is easy to check
∑
2k≥1/ǫAk . |W ǫf |2L2. For the case 2k ≤ 1/ǫ, by Fourier transform and dyadic
decomposition in the frequency space, we have
Ak =
∫
R3
∫ π/4
ǫ
θ−1−2s|ϕ̂kf(ξ)− cos3 θϕ̂kf(ξ cos θ)|2dξdθ
.
∫
R3
∫ π/4
ǫ
θ−1−2s|ϕ̂kf(ξ)− ϕ̂kf(ξ cos θ)|2dξdθ + |ϕkf |2L2
=
∫
R3
∫ π/4
ǫ
θ−1−2s|
∞∑
l=−1
(ϕlϕ̂kf)(ξ)−
∞∑
l=−1
(ϕlϕ̂kf)(ξ cos θ)|2dξdθ + |ϕkf |2L2
.
∞∑
l=−1
∫
R3
∫ π/4
ǫ
θ−1−2s|(ϕlϕ̂kf)(ξ)− (ϕlϕ̂kf)(ξ cos θ)|2dξdθ + |ϕkf |2L2
def
=
∞∑
l=−1
Ak,l + |ϕkf |2L2.
Note that
∑
2l≥1/ǫAk,l . |W ǫ(D)ϕkf |2L2 , thus Ak .
∑
2l≤1/ǫAk,l + |W ǫ(D)ϕkf |2L2 + |ϕkf |2L2 . Notice
that
∑∞
k≥−1 |ϕkf |2L2 . |f |2L2 and (5.85), we have
A .
∑
2k≤1/ǫ,2l≤1/ǫ
Ak,l + |W ǫ(D)f |2L2 + |W ǫf |2L2.
For each k and l, we have
Ak,l =
∫
R
3
∫ 2−k/2−l/2
ǫ
θ−1−2s|(ϕlϕ̂kf)(ξ) − (ϕlϕ̂kf)(ξ cos θ)|2dξdθ
+
∫
R
3
∫ π/4
2−k/2−l/2
θ−1−2s|(ϕlϕ̂kf)(ξ)− (ϕlϕ̂kf)(ξ cos θ)|2dξdθ
≤
∫
R3
∫ 2−k/2−l/2
ǫ
θ−1−2s|(ϕlϕ̂kf)(ξ) − (ϕlϕ̂kf)(ξ cos θ)|2dξdθ + 2s(l+k)|ϕlϕ̂kf |2L2
def
= Bk,l + 2s(l+k)|ϕlϕ̂kf |2L2 .
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By Taylor expansion, (ϕlϕ̂kf)(ξ) − (ϕlϕ̂kf)(ξ cos θ) = (1 − cos θ)
∫ 1
0 (∇ϕlϕ̂kf)(ξ(κ)) · ξdκ, where ξ(κ) =
(1− κ)ξ cos θ + κξ. Thus we obtain
Bk,l .
∫ 1
0
∫
R3
∫ 2−k/2−l/2
ǫ
θ3−2s|ξ|2|∇ϕlϕ̂kf |2(ξ(κ))dξdθdκ.
By the change of variable ξ → η = ξ(κ), we have
Bk,l =
∫ 1
0
∫
R
3
∫ 2−k/2−l/2
ǫ
θ3−2s
|η|2
((1 − κ) cos θ + κ)5 |∇ϕlϕ̂kf |
2(η)dηdθdκ
.
∫
R3
∫ 2−k/2−l/2
ǫ
θ3−2s|η|2|∇ϕlϕ̂kf |2(η)dηdθ
. 2−(2−s)(l+k)
∫
R3
|η|2|∇ϕlϕ̂kf |2(η)dη . 2s(l+k)2−2k
∫
R3
|∇ϕlϕ̂kf |2(η)dη.
Note that (∇ϕlϕ̂kf)(η) = (∇ϕl)ϕ̂kf + ϕl∇ϕ̂kf = 2−l(∇ϕ)( η2l )ϕ̂kf(η) − i(ϕlv̂ϕkf)(η), thus we have
|(∇ϕlϕ̂kf)|2(η) . 2−2l|ϕ|2W 1,∞ |ϕ̂kf |2(η) + |ϕlv̂ϕkf |2(η), which implies that
Bk,l . 2−(2−s)(l+k)|ϕkf |2L2 + 2s(l+k)−2k|ϕlv̂ϕkf |2L2 .
We finally arrive at
Ak,l . 2−(2−s)(l+k)|ϕkf |2L2 + 2s(l+k)−2k|ϕlv̂ϕkf |2L2 + 2s(l+k)|ϕlϕ̂kf |2L2
def
= Ak,l,1 +Ak,l,2 +Ak,l,3.
The first term is estimated by
∑
2k≤1/ǫ,2l≤1/ǫAk,l,1 . |f |2L2 . For the second term, we have
∑
2k≤1/ǫ,2l≤1/ǫ
Ak,l,2 .
3∑
j=1
∑
2k≤1/ǫ,2l≤1/ǫ
22sl2−2k|ϕlv̂jϕkf |2L2 +
3∑
j=1
∑
2k≤1/ǫ,2l≤1/ǫ
22sk2−2k|ϕlv̂jϕkf |2L2
.
3∑
j=1
∑
2k≤1/ǫ
2−2k|W ǫv̂jϕkf |2L2 +
3∑
j=1
∑
2k≤1/ǫ
22sk2−2k|vjϕkf |2L2
.
3∑
j=1
∑
2k≤1/ǫ
2−2k|W ǫ(D)vjϕkf |2L2 + |W ǫf |2L2 . |W ǫ(D)f |2L2 + |W ǫf |2L2.
In the last inequality, we apply Lemma 5.1 to get that |W ǫ(D)vjϕkf |2L2 . |vjϕkW ǫ(D)f |2L2 + |f |2Hs−1
thanks to W ǫ ∈ Ss1,0, vjϕk ∈ S11,0(see Definition 5.1 for Sm1,0). As for the sum of the last term, we have∑
2k≤1/ǫ,2l≤1/ǫ
Ak,l,3 .
∑
2k≤1/ǫ,2l≤1/ǫ
22sl|ϕlϕ̂kf |2L2 +
∑
2k≤1/ǫ,2l≤1/ǫ
22sk|ϕlϕ̂kf |2L2
.
∑
2k≤1/ǫ
|W ǫ(D)ϕkf |2L2 +
∑
2k≤1/ǫ
22sk|ϕ̂kf |2L2 . |W ǫ(D)f |2L2 + |W ǫf |2L2 .
The lemma follows from the above estimates. 
Lemma 2.3. Let Zǫ,γ(f) def= ∫ bǫ( u|u| · σ)〈u〉γ(f(|u| u+|u+| )− f(u+))2dσdu with u+ = u+|u|σ2 . Then
Zǫ,γ(f) . |W ǫ(D)Wγ/2f |2L2 + |W ǫWγ/2f |2L2 .
Proof. We divide the proof into two steps.
Step 1: γ = 0. By the change of variable (u, σ)→ (r, τ, ς) with u = rτ and ς = σ+τ|σ+τ | , we have
Zǫ,0(f) = 4
∫
bǫ(2(τ · ς)2 − 1)|f(rς)− f((τ · ς)rς)|2(τ · ς)r2drdτdς.
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Let η = rς , and θ be the angle between τ and ς . Since bǫ(2(τ · ς)2 − 1) = bǫ(cos 2θ) ∼ θ−2−2s, and
r2drdτdς = sin θdηdθdSS, we have
Zǫ,0(f) .
∫
R
3
∫ π/4
ǫ
θ−1−2s|f(η)− f(η cos θ)|2dηdθ
.
∫
R
3
∫ π/4
ǫ
θ−1−2s|f(η)− f(η/ cos θ)|2dηdθ . |W ǫ(D)f |2L2 + |W ǫf |2L2,
where the last inequality comes from Lemma 2.2.
Step 2: general cases. We reduce the general case to the special case γ = 0. For simplicity, denote
w = |u| u+|u+| , then Wγ(u) = Wγ(w). Thanks to this fact, we have
〈u〉γ(f(w) − f(u+))2
= {[(Wγ/2f)(w) − (Wγ/2f)(u+)] + (Wγ/2f)(u+)(1 −Wγ/2(w)W−γ/2(u+))}2
≤ 2[(Wγ/2f)(u+)− (Wγ/2f)(w)]2 + 2|(Wγ/2f)(u+)|2|1−Wγ/2(w)W−γ/2(u+)|2.
Thus we have
Zǫ,γ(f) . Zǫ,0(Wγ/2f) +
∫
bǫ(
u
|u| · σ)|(Wγ/2f)(u
+)|2|1−Wγ/2(w)W−γ/2(u+)|2dudσ
def
= Zǫ,0(Wγ/2f) +A.
By noticing that |Wγ/2(w)W−γ/2(u+)− 1| . θ2, we have |A| . |Wγ/2f |2L2 , where the change of variable
u→ u+ is used. The desired result follows from the estimates in Step 1. 
Next we want to show
Proposition 2.1. For any smooth function f defined on SS2, we have∫
SS2×SS2
|f(σ)− f(τ)|2
|σ − τ |2+2s 1{|σ−τ |≥ǫ}dσdτ + |f |
2
L2(SS2) ∼ |W ǫ((−∆SS2)1/2)f |2L2(SS2) + |f |2L2(SS2).(2.33)
As a consequence, we have∫
R+×SS2×SS2
|f(rσ)− f(rτ)|2
|σ − τ |2+2s 1{|σ−τ |≥ǫ}r
2dσdτdr + |f |2L2 ∼ |W ǫ((−∆SS2)1/2)f |2L2 + |f |2L2 .(2.34)
Proof. We prove it in the sprit of [15]. By Additional Theorem, we have∫
SS2×SS2
|f(σ)− f(τ)|2
|σ − τ |2+2s 1{|σ−τ |≥ǫ}dσdτ =
∞∑
l=0
l∑
m=−l
(fml )
2
∫
SS2×SS2
|Y ml (σ) − Y ml (τ)|2
|σ − τ |2+2s 1{|σ−τ |≥ǫ}dσdτ,
where fml =
∫
SS2
fY ml dσ. For simplicity, let Aǫl =
∫
SS2×SS2
|Yml (σ)−Yml (τ)|2
|σ−τ |2+2s 1{|σ−τ |≥ǫ}dσdτ . We set to
analyze Aǫl .
Case 1: ǫ2l(l + 1) ≤ η. We have
Aǫl =
∫
SS2×SS2
|Y ml (σ)− Y ml (τ)|2
|σ − τ |2+2s dσdτ −
∫
SS2×SS2
|Y ml (σ)− Y ml (τ)|2
|σ − τ |2+2s 1{|σ−τ |≤ǫ}dσdτ.
Then by Lemma 5.5 in [15], it yields
|(−∆SS2)s/2Y ml |2L2(SS2) − |Y ml |2L2(SS2) − ǫ2−2s|∇SS2Y ml |2L2(SS2)
. Aǫl . |(−∆SS2)s/2Y ml |2L2(SS2) + |Y ml |2L2(SS2) + ǫ2−2s|∇SS2Y ml |2L2(SS2).
Choosing η small enough, for ǫ2l(l+ 1) ≤ η, we have
[l(l+ 1)]s(1− 2−s − η1−s) ≤ [l(l + 1)]s(1− [l(l + 1)]−s − [ǫ2l(l+ 1)]1−s)
= [l(l + 1)]s − 1− ǫ2−2sl(l + 1) ≤ Aǫl ≤ (2 + η1−s)[l(l + 1)]s.
In other words, in this case, we have Aǫl ∼ [l(l + 1)]s.
Case 2: ǫ2l(l + 1) ≥ R2. Let ζ be a smooth function with compact support verifying that 0 ≤ ζ ≤ 1,
ζ(x) = 1 if |x| ≥ 2 and ζ(x) = 0 if |x| ≤ 1. We have
16 L. -B. HE AND Y. -L. ZHOU
Aǫl ≥
∫
SS2×SS2
|Y ml (σ)|2 + |Y ml (τ)|2 − 2Y ml (σ)Y ml (τ)
|σ − τ |2+2s ζ(ǫ
−1|σ − τ |)dσdτ
& ǫ−2s −
∫
SS2×SS2
Y ml (σ)Y
m
l (τ)
|σ − τ |2+2s ζ(ǫ
−1|σ − τ |)dσdτ def= ǫ−2s − Bǫl .
Since (−∆SS2)Y ml = l(l + 1)Y ml , we have
Bǫl = [l(l + 1)]−1
∫
SS2×SS2
(−∆SS2)Y ml (σ)Y ml (τ)
|σ − τ |2+2s ζ(ǫ
−1|σ − τ |)dσdτ
≤ C[l(l + 1)]−1|∇SS2Y ml |L2(SS2)|Y ml |L2(SS2)
∫
SS2
|σ − τ |−3−2s1{|σ−τ |≥ǫ}dσ
≤ Cǫ−2s[ǫ2l(l+ 1)]−1/2.
Thus we have Aǫl & ǫ−2s(1 − C[ǫ2l(l + 1)]−1/2) ≥ ǫ−2s(1 − C/R). Since Aǫl ≤ 4ǫ−2s, we obtain that
Aǫl ∼ ǫ−2s.
Case 3: ǫ2 ∼ (l(l+ 1))−1. If ǫ2l(l+ 1) ≥ η, then (Nǫ)2l(l + 1) ≥ N2η. Applying the estimate in Case
2 with ǫ := Nǫ,R := N
√
η, we obtain that
ANǫl & N−2sǫ−2s(1−
C
N
√
η
).
Choosing N large enough, for ǫ2l(l + 1) ≥ η, we have Aǫl ≥ ANǫl & ǫ−2s. Notice that there still holds
Aǫl . ǫ−2s in this case. Thus we get Aǫl ∼ ǫ−2s ∼ (l(l + 1))s.
Summing up all the cases, we finally obtain the desired result. 
Now we are in a position to catch the behavior of Rǫ,γµ (f). We have
Lemma 2.4. For any smooth function f , there holds
Rǫ,0µ (f) + |W ǫf |2L2 ∼ |W ǫ((−∆SS2)1/2)f |2L2 + |W ǫ(D)f |2L2 + |W ǫf |2L2 ,(2.35)
Rǫ,γµ (f) + |W ǫf |2L2
γ/2
& |W ǫ((−∆SS2)1/2)f |2L2
γ/2
+ |W ǫ(D)f |2L2
γ/2
.(2.36)
Proof. The proof is split into two steps.
Step 1: (2.35) and (2.36) with γ = 0. By Bobylev’s formula, we have
Rǫ,0µ (f) =
1
(2π)3
∫
bǫ(
ξ
|ξ| · σ)(µˆ(0)|fˆ(ξ)− fˆ(ξ
+)|2 + 2ℜ((µˆ(0)− µˆ(ξ−))fˆ(ξ+) ¯ˆf(ξ))dξdσ
def
=
µˆ(0)
(2π)3
I1 + 2
(2π)3
I2,
where ξ+ = ξ+|ξ|σ2 and ξ
− = ξ−|ξ|σ2 . Thanks to the fact µˆ(0)− µˆ(ξ−) =
∫
(1− cos(v · ξ−))µ(v)dv, we have
|I2| = |
∫
bǫ(
ξ
|ξ| · σ)(1 − cos(v · ξ
−))µ(v)ℜ(fˆ (ξ+) ¯ˆf(ξ))dσdξdv|
. (
∫
bǫ(
ξ
|ξ| · σ)(1 − cos(v · ξ
−))µ(v)|fˆ (ξ+)|2dσdξdv)1/2
×(
∫
bǫ(
ξ
|ξ| · σ)(1 − cos(v · ξ
−))µ(v)| ¯ˆf(ξ)|2dσdξdv)1/2.
Observe that 1− cos(v · ξ−) . |v|2|ξ−|2 = 14 |v|2|ξ|2| ξ|ξ| − σ|2 ∼ |v|2|ξ+|2| ξ
+
|ξ+| − σ|2, thus 1− cos(v · ξ−) .
min{|v|2|ξ|2| ξ|ξ| − σ|2, 1} ∼ min{|v|2|ξ+|2| ξ
+
|ξ+| − σ|2, 1}. Note that ξ|ξ| · σ = 2( ξ
+
|ξ+| · σ)2 − 1, by the change
of variable from ξ to ξ+, and the property W ǫ(|v||u|) .W ǫ(|v|)W ǫ(|v|), we have
|I2| .
∫
(W ǫ)2(|v||ξ|)|fˆ (ξ)|2µ(v)dvdξ . |W ǫµ1/2|2L2 |W ǫ(D)f |2L2 . |W ǫ(D)f |2L2 .
Now we set to investigate the lower bound of I1. By the geometric decomposition
fˆ(ξ)− fˆ(ξ+) = fˆ(ξ)− fˆ(|ξ| ξ
+
|ξ+| ) + fˆ(|ξ|
ξ+
|ξ+| )− fˆ(ξ
+),
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we have
I1 =
∫
bǫ(
ξ
|ξ| · σ)|fˆ(ξ)− fˆ(ξ
+)|2dξdσ
≥ 1
2
∫
bǫ(
ξ
|ξ| · σ)|fˆ(ξ)− fˆ(|ξ|
ξ+
|ξ+| )|
2dξdσ −
∫
bǫ(
ξ
|ξ| · σ)|fˆ(|ξ|
ξ+
|ξ+| )− fˆ(ξ
+)|2dξdσ
def
=
1
2
I1,1 − I1,2.
Let ξ = rτ and ς = τ+σ|τ+σ| , then
ξ
|ξ| ·σ = 2(τ · ς)2− 1 and |ξ| ξ
+
|ξ+| = rς . For the change of variable (ξ, σ)→
(r, τ, ς), one has dξdσ = 4(τ · ς)r2drdτdς. With the fact bǫ(2(τ · ς)2 − 1) ∼ |τ − ς |−2−2s1{ǫ≤|τ−ς|≤√2−√2}
and the help of (2.34), we have
I1,1 + |f |2L2 = 4
∫
bǫ(2(τ · ς)2 − 1)|fˆ(rτ) − fˆ(rς)|2(τ · ς)r2drdτdς + |f |2L2
∼
∫ |fˆ(rτ) − fˆ(rς)|2
|τ − ς |2+2s 1{|τ−ς|≥ǫ}r
2drdτdς + |f |2L2
∼ |W ǫ((−∆SS2)1/2)fˆ |2L2 + |fˆ |2L2 ∼ |W ǫ((−∆SS2)1/2)f |2L2 + |f |2L2 .
Here we have used Lemma 5.3. By Lemma 2.3, there holds I1,2 . |W ǫ(D)f |2L2 + |W ǫf |2L2 . The lower
bound (2.36) then follows from the above estimates and the estimate (see the proof in [1] with the help of
Proposition 5.1 or [16]) Rǫ,0µ (f) + |f |2L2 & |W ǫ(D)f |2L2 . The lower bound (2.36) implies the lower bound
direction of (2.35),
Rǫ,0µ (f) + |W ǫf |2L2 & |W ǫ((−∆SS2)1/2)f |2L2 + |W ǫ(D)f |2L2 + |W ǫf |2L2 .
The other direction of (2.35) follows easily from Rǫ,0µ (f) . I1,1 + I1,2 + |I2|.
Step 2: (2.36) with general potentials. Thanks to Lemma 3.4 in [15] which reads that
Rǫ,γµ (f) + |f |2L2
γ/2
& Rǫ,0µ (Wγ/2f),(2.37)
we obtain the desired result by applying (2.36) with γ = 0. We complete the proof of the lemma. 
2.1.3. Lower bound of 〈Lǫf, f〉v. The aim of this subsection is to prove that 〈Lǫf, f〉v is bounded below
by Rǫ,γµ (f) +Mǫ,γ(f)− |f |2L2
γ/2
, and thus by |f |2ǫ,γ/2 − |f |2L2
γ/2
. We have
Lemma 2.5. For γ > −3, there holds
〈Lǫf, f〉v + |f |2L2
γ/2
& |f |2ǫ,γ/2.(2.38)
Proof. Thanks to the definition of (1.5) and (a+ b)2 ≥ a2/2− b2, there holds
2〈Lǫ1f, f〉v =
∫
Bǫ(µ
1/2
∗ f − µ′1/2∗ f ′)2dvdv∗dσ =
∫
Bǫ(µ
1/2
∗ (f − f ′)
+(µ
1/2
∗ − µ′1/2∗ )f ′)2dvdv∗dσ ≥ 1
2
Rǫ,γµ (f)−Mǫ,γ(f).(2.39)
On the other hand, we have
2〈Lǫ1f, f〉v = Rǫ,γµ (f) +Mǫ,γ(f) + 2
∫
Bǫ(µ
1/2
∗ − µ′1/2∗ )µ1/2∗ (f − f ′)f ′dvdv∗dσ.
From this together with the fact 2(a− b)b = a2 − b2 − (a− b)2, we derive that
2(µ
1/2
∗ − µ′1/2∗ )µ1/2∗ (f − f ′)f ′ = 1
2
(f2 − f ′2 − (f − f ′)2)(µ∗ − µ′∗ + (µ1/2∗ − µ′1/2∗ )2)
=
1
2
(f2 − f ′2)(µ∗ − µ′∗)−
1
2
(f − f ′)2(µ1/2∗ − µ′1/2∗ )2 + 1
2
(f2 − f ′2)(µ1/2∗ − µ′1/2∗ )2
−1
2
(f − f ′)2(µ∗ − µ′∗) def= A1 +A2 +A3 +A4.
By the change of variable (v, v∗)→ (v′, v′∗) and cancellation lemma introduced in [1], we first have∣∣∣∣ ∫ BǫA1dvdv∗dσ∣∣∣∣ = ∣∣∣∣ ∫ Bǫµ∗(f2 − f ′2)dvdv∗dσ∣∣∣∣ ≤ C|f |2L2γ/2 ,∫
BǫA3dvdv∗dσ =
∫
BǫA4dvdv∗dσ = 0.
18 L. -B. HE AND Y. -L. ZHOU
Secondly we observe that∫
BǫA2dvdv∗dσ = −
∫
Bǫµ∗(f − f ′)2dvdv∗dσ +
∫
Bǫµ
1/2
∗ µ
′1/2
∗ (f − f ′)2dvdv∗dσ ≥ −Rǫ,γµ (f).
We infer that 2〈Lǫ1f, f〉v ≥Mǫ,γ(f)− C|f |2L2
γ/2
. From which together with (2.39), we have
5〈Lǫ1f, f〉v ≥
1
2
Rǫ,γµ (f) +
1
2
Mǫ,γ(f)− 3
2
C|f |2L2
γ/2
& |f |2ǫ,γ/2 − C|f |2L2
γ/2
.
Here we use Lemma 2.1 and Lemma 2.4. Due to the facts Lǫ = Lǫ1 + Lǫ2 and |〈Lǫ2f, f〉v| . η|f |2ǫ,γ/2 +
Cη|f |2L2
γ/2
(see (2.50)), we arrive at (2.38). 
2.2. Upper bound for Γǫ(g, h). In this subsection, we will give the upper bound for the nonlinear term
Γǫ(g, h). We prove it by duality. Observe that
〈Γǫ(g, h), f〉v = 〈Qǫ(µ1/2g, h), f〉v +
∫
bǫ(cos θ)|v − v∗|γ(µ′1/2∗ − µ1/2∗ )g∗hf ′dσdv∗dv
def
= 〈Qǫ(µ1/2g, h), f〉v + I(g, h, f).
We will analyze them one by one.
2.2.1. Upper bounds for the collision operator Qǫ. We perform the decomposition:
〈Qǫ(g, h), f〉v = 〈Qǫ−1(g, h), f〉v + 〈Qǫ≥0(g, h), f〉v,
where 〈Qǫ−1(g, h), f〉v def=
∫
bǫ(cos θ)|v−v∗|γφ(v−v∗)g∗h(f ′−f)dσdv∗dv, and 〈Qǫ≥0(g, h), f〉v def=
∫
bǫ(cos θ)
|v − v∗|γ(1− φ)(v − v∗)g∗h(f ′ − f)dσdv∗dv. Here φ is defined in (1.14).
To give an estimate for Qǫ−1, we begin with several useful lemmas.
Lemma 2.6. Suppose g, h and f are smooth functions. Let A
def
=
∫ |v − v∗|γφ(v − v∗)g∗hfdvdv∗ and
B
def
= ǫ2s
∫
bǫ(cos θ)|v − v∗|γφ(v − v∗)g∗hf ′dσdvdv∗. Then
• if γ > − 32 , |A|+ |B| . |g|L2 |h|L2 |f |L2 ;
• if γ = − 32 , for any η > 0, there exists a constant C(η) such that
|A|+ |B| ≤
{
C(η)|g|Hη |h|L2 |f |L2 ;
C(η)(|g|L1 + |g|L2)|h|Hη |f |L2
• if γ ∈ (−3,− 32 ), then for non-negative constants s1, s2 and s3 which verify that s1 + s2 + s3 =−γ − 3/2 if s2 + s3 ∈ (0,−γ − 3/2] and s1 = −γ − 3/2 + η if s2 = s3 = 0,
|A|+ |B| .
{ |g|Hs1 |h|Hs2 |f |Hs3 ;
C(η)|g|
Hη−
3
2
−γ |h|L2 |f |L2 ;
Proof. We first handle the term A. For the case of γ > − 32 , the desired result comes from the inequality∫
|v − v∗|γφ(v − v∗)g∗dv∗ . |g|L2 .
For the case of γ = − 32 , the first result follows the Hardy’s inequality∫
|v − v∗|− 32φ(|v − v∗|)|g∗|dv∗ ≤ C(η)
(∫
|v − v∗|−2η|g∗|2dv∗
) 1
2
. Cη|g|Hη .
The second result follows the Hardy-Littlewood-Sobolev inequality. Indeed, one has
|A| . |g|Lp1 |h|Lp2 |f |L2 ,
where 1p1 +
1
p2
= 1 with p2 > 2 and 1 < p1 < 2. We get the result by Sobolev embedding theorem and
the interpolation inequality.
If γ ∈ (−3,− 32 ), let s2 and s3 be non-negative constants verifying that s2 + s3 ∈ (0,− 32 − γ]. Then by
Hardy-Littlewood-Sobolev inequality and Sobolev embedding theorem, there holds
|A| . |g|Lp1 |h|Lp2 |f |Lp3 . |g|Hs1 |h|Hs2 |f |Hs3 ,
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where −γ3 +
1
p1
+ 1p2 +
1
p3
= 2 and s1, s2, s3 verify s1 + s2 + s3 = − 32 − γ. For the second result, it follows
from the Hardy’s inequality:∫
|v − v∗|γφ(|v − v∗|)|g∗|dv∗ ≤ C(η)
(∫
|v − v∗|2γ+3−2η|g∗|2dv∗
) 1
2
. Cη|g|
Hη−
3
2
−γ .
Now we point out how to derive the same estimates for B. From the proof in the above, it seems that
we only need to prove that the Hardy-Littlewood-Sobolev inequality is still valid for B. To see this, we
observe that for −γ3 +
1
p1
+ 1r = 2 and
1
p2
+ 1p3 =
1
r ,
|B| .
(
ǫ2s
∫
bǫ|v − v∗|γφ(|v − v∗|)g∗|h|
p2
r dσdv∗dv
) r
p2
×
(
ǫ2s
∫
bǫ|v − v∗|γφ(|v − v∗|)g∗|f ′|
p3
r dσdv∗dv
) r
p3
. |g|Lp1 |h|Lp2 |f |Lp3 .
Then we conclude the results for B by copying the same argument used in the above. 
Lemma 2.7. Suppose g, h and f are smooth functions. Set A
def
=
∫ |v − v∗|γg∗hfdvdv∗ and B def=
ǫ2s
∫
bǫ(cos θ)|v − v∗|γg∗hf ′dσdvdv∗. Then
• if γ ≥ 0, |A|+ |B| . |g|L1γ |h|L2γ/2|f |L2γ/2;
• if − 32 < γ < 0, |A|+ |B| . (|g|L2|γ| + |g|L1|γ|)|h|L2γ/2 |f |L2γ/2;
• if γ = − 32 , for any η > 0, there exists a constant C(η) such that
|A|+ |B| ≤
{
C(η)(|g|L1
|γ|
+ |g|Hη
|γ|
)|h|L2
γ/2
|f |L2
γ/2
;
C(η)(|g|L1
|γ|
+ |g|L2
|γ|
)|h|Hη
γ/2
|f |L2
γ/2
.
• if γ ∈ (−3,− 32 ), then for non-negative constants s1, s2 and s3 verifying that s2, s3 ∈ (0,− 32 − γ]
and s1 + s2 + s3 = − 32 − γ or η > 0,
|A|+ |B| .

(|g|L1
|γ|
+ |g|Hs1
|γ|
)|h|Hs2
γ/2
|f |Hs3
γ/2
;
C(η)(|g|L1
|γ|
+ |g|
H
η− 3
2
−γ
|γ|
)|h|L2
γ/2
|f |L2
γ/2
;
Proof. Let G = gW|γ|, H = hWγ/2, F = fWγ/2. Then we have
A =
∫
|v − v∗|γ〈v∗〉−|γ|〈v〉−γG∗HFdvdv∗ .
∫
(1 + |v − v∗|γφ(|v − v∗|))G∗HFdvdv∗
Then the lemma follows from the previous results. By a similar argument, we can conclude the results
for the term B. 
Now we are ready to give the following upper bounds for Qǫ−1.
Proposition 2.2. For any η > 0 and smooth functions g, h and f , there hold
• if γ > − 32 , |〈Qǫ−1(g, h), f〉v| . |g|L2|γ| |W ǫ(D)h|L2γ/2 |W ǫ(D)f |L2γ/2;
• if γ = − 32 , |〈Qǫ−1(g, h), f〉v| . (|g|L1|γ| + |g|L2|γ|)|W ǫ(D)h|Hηγ/2 |W ǫ(D)f |L2γ/2 ;
• if −3 < γ ≤ − 32 , |〈Qǫ−1(g, h), f〉v| . |g|Hs1|γ| |W
ǫ(D)h|Hs2
γ/2
|W ǫ(D)f |Hs3
γ/2
.
Here s1, s2 and s3 verify that s1 + s2 + s3 = −γ − 3/2 if s2 + s3 ∈ (0,−γ − 3/2] and s1 = −γ − 3/2 + η
if s2 = s3 = 0.
Proof. We divide the proof into two steps.
Step 1: Estimates without weight. Following the proof of Theorem 1.1 in [15], we conclude that
|Qǫ−1(g, h), f〉v| . |g|L2 |h|Ha |f |Hb ,(2.40)
where a+ b = 2s with a, b ∈ [0, 2s]. From this together with the decomposition:
〈Qǫ−1(g, h), f〉v = 〈Qǫ−1(g, hφ + hφ), fφ + fφ〉v,
we deduce that |〈Qǫ−1(g, hφ), fφ〉v| . |g|L2 |hφ|Hs |fφ|Hs , |〈Qǫ−1(g, hφ), fφ〉v| . |g|L2 |hφ|H2s |fφ|L2 and
|〈Qǫ−1(g, hφ), fφ〉v| . |g|L2 |hφ|L2 |fφ|H2s . Thanks to the fact |hφ|H2s . ǫ−s|hφ|Hs , we have
|〈Qǫ−1(g, hφ), fφ〉v|+ |〈Qǫ−1(g, hφ), fφ〉v|+ |〈Qǫ−1(g, hφ), fφ〉v| . |g|L2|W ǫ(D)h|L2 |W ǫ(D)f |L2 .
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Next we focus on the estimate of the term 〈Qǫ−1(g, hφ), fφ〉v. Thanks to Lemma 2.6, one has if γ > − 32 ,
we have |〈Qǫ−1(g, hφ), fφ〉v| . |g|L2 |W ǫ(D)h|L2 |W ǫ(D)f |L2 . If γ = − 32 , |〈Qǫ−1(g, hφ), fφ〉v| . (|g|L1 +
|g|L2)|W ǫ(D)h|Hη |W ǫ(D)f |L2 . If −3 < γ < − 32 , |〈Qǫ−1(g, hφ), fφ〉v| . |g|Hs1 |W ǫ(D)h|Hs2 |W ǫ(D)f |Hs3 .
Here s1, s2 and s3 satisfy the conditions mentioned in the proposition.
Step 2: Estimates with weight. We recall that
〈Qǫ−1(g, h), f〉v =
∑
j≥N0−1
〈Qǫ−1(ϕjg, ϕ˜jh), ϕ˜jf〉v +
∑
j≤N0−2
〈Qǫ−1(ϕjg,UN0−1h),UN0−1f〉v
def
= A1 +A2,
where ϕ˜j =
∑
k≥−1,|k−j|≤N0 ϕk and UN0−1 =
∑
−1≤k≤N0−1 ϕk for some fixed N0. Thus under the case
−3 < γ < − 32 , by Step 1, we have
|A1| .
∑
j≥N0−1
|〈D〉s1ϕjg|L2 |〈D〉s2W ǫ(D)ϕ˜jh|L2 |〈D〉s3W ǫ(D)ϕ˜jf |L2 def=
∑
j≥N0−1
A1,j .
For simplicity, we write A1,j = BjCjDj , where Bj def= 2−j|〈D〉s12(−γ+1)j〈·〉γϕj〈·〉−γg|L2 , Cj def= 2−j|〈D〉s2
W ǫ(D)2(γ/2+1)j〈·〉−γ/2ϕ˜j〈·〉γ/2h|L2 and Dj def= 2−j |〈D〉s3W ǫ(D)2(γ/2+1)j〈·〉−γ/2ϕ˜j〈·〉γ/2f |L2. Thanks to
2(−γ+1)j〈·〉γϕj ∈ S11,0 and 〈·〉s1 ∈ Ss11,0, by Lemma 5.1, we have
Bj . |ϕj〈D〉s1 〈·〉−γg|L2 + 2−j|〈·〉−γg|Hs1−1 .
Similarly, by Lemma 5.1, we have
Cj . |ϕ˜j〈D〉s2W ǫ(D)〈·〉γ/2h|L2 + 2−j|〈·〉γ/2h|Hs2+s−1 ,
Dj . |ϕ˜j〈D〉s3W ǫ(D)〈·〉γ/2f |L2 + 2−j |〈·〉γ/2f |Hs3+s−1 .
Thus it is not difficult to conclude that
|A1| . |〈D〉s1 〈·〉−γg|L2|〈D〉s2W ǫ(D)〈·〉γ/2h|L2 |〈D〉s3W ǫ(D)〈·〉γ/2f |L2 .
The term A2 is much easier since it has only finite terms. Finally, we have
|〈Qǫ−1(g, h), f〉v| . |〈D〉s1〈·〉−γg|L2|〈D〉s2W ǫ(D)〈·〉γ/2h|L2 |〈D〉s3W ǫ(D)〈·〉γ/2f |L2 .
For the case γ ≥ − 32 , we may repeat the above procedure to get the desired results. We complete the
proof of the proposition with the help of Lemma 5.2. 
To give the upper bound for Qǫ≥0, we need the next two lemmas.
Lemma 2.8. Let Yǫ,γ(h, f) def= ∫ bǫ( u|u| · σ)〈u〉γh(u)[f(u+)− f(|u| u+|u+|)]dudσ, then
|Yǫ,γ(h, f)| . (|W ǫWγ/2h|2L2 + |W ǫ(D)Wγ/2h|2L2)1/2(|W ǫWγ/2f |2L2 + |W ǫ(D)Wγ/2f |2L2)1/2.
Proof. We divide the proof into two steps.
Step 1: γ = 0. For ease of notation, we denote Y = Yǫ,0(h, f). First applying dyadic decomposition
in the phase space, we have
Y =
∞∑
k=−1
∫
bǫ(
u
|u| · σ)(ϕ˜kh)(u)[(ϕkf)(u
+)− (ϕkf)(|u| u
+
|u+| )]dudσ
def
=
∞∑
k=−1
Yk.
where ϕ˜k =
∑
|l−k|≤3 ϕl. We split the proof into two cases: 2
k ≥ 1/ǫ and 2k ≤ 1/ǫ. For the case 2k ≥ 1/ǫ,
we have
|Yk| ≤
(∫
bǫ(
u
|u| · σ)|(ϕ˜kh)(u)|
2dudσ
) 1
2
(∫
bǫ(
u
|u| · σ)(|(ϕkf)(u
+)|2 + |(ϕkf)(|u| u
+
|u+| )|
2)dudσ
) 1
2
.
By the change of variable u→ u+ and u→ w = |u| u+|u+| respectively, we have |Yk| . ǫ−2s|ϕ˜kh|L2 |ϕkf |L2,
which implies
|
∑
2k≥1/ǫ
Yk| .
∑
2k≥1/ǫ
ǫ−2s|ϕ˜kh|L2 |ϕkf |L2 . |W ǫh|L2 |W ǫf |L2 .
ASYMPTOTIC ANALYSIS OF THE LINEARIZED BOLTZMANN COLLISION OPERATOR 21
For the case 2k ≤ 1/ǫ, by Proposition 5.2 and the dyadic decomposition in the frequency space, we have
Yk =
∫
bǫ(
ξ
|ξ| · σ)[
̂˜ϕkh(ξ+)− ̂˜ϕkh(|ξ| ξ+|ξ+| )]ϕ̂kf(ξ)dξdσ
=
∞∑
l=−1
∫
bǫ(
ξ
|ξ| · σ)[(ϕl
̂˜ϕkh)(ξ+)− (ϕl̂˜ϕkh)(|ξ| ξ+|ξ+| )](ϕ˜lϕ̂kf)(ξ)dξdσ def=
∞∑
l=−1
Yk,l.
For the case 2l ≥ 1/ǫ, we have |Yk,l| . ǫ−2s|ϕl̂˜ϕkh|L2 |ϕ˜lϕ̂kf |L2 , which yields∑
2l≥1/ǫ
|Yk,l| .
∑
2l≥1/ǫ
ǫ−2s|ϕl̂˜ϕkh|L2 |ϕ˜lϕ̂kf |L2 . |W ǫ(D)ϕ˜kh|L2 |W ǫ(D)ϕkf |L2 .
Then by (5.85), we have
∑
2k≤1/ǫ,2l≥1/ǫ |Yk,l| . |W ǫ(D)h|L2 |W ǫ(D)f |L2 . For the case 2l ≤ 1/ǫ, we have
Yk,l =
∫
bǫ(
ξ
|ξ| · σ)1{θ≥2− k+l2 }[(ϕl
̂˜ϕkh)(ξ+)− (ϕl̂˜ϕkh)(|ξ| ξ+|ξ+| )](ϕ˜lϕ̂kf)(ξ)dξdσ
+
∫
bǫ(
ξ
|ξ| · σ)1{θ≤2− k+l2 }[(ϕl
̂˜ϕkh)(ξ+)− (ϕl̂˜ϕkh)(|ξ| ξ+|ξ+| )](ϕ˜lϕ̂kf)(ξ)dξdσ
def
= Yk,l,1 + Yk,l,2.
By the similar argument as before, we have |Yk,l,1| . 2s(k+l)|ϕl̂˜ϕkh|L2 |ϕ˜lϕ̂kf |L2 . Therefore we have∑
2k≤1/ǫ,2l≤1/ǫ
|Yk,l,1| ≤ {
∑
2k≤1/ǫ,2l≤1/ǫ
2s(k+l)|ϕl̂˜ϕkh|2L2}1/2{ ∑
2k≤1/ǫ,2l≤1/ǫ
2s(k+l)|ϕ˜lϕ̂kf |2L2}1/2
. (|W ǫh|2L2 + |W ǫ(D)h|2L2)1/2(|W ǫf |2L2 + |W ǫ(D)f |2L2)1/2.
By Taylor expansion, (ϕl̂˜ϕkh)(ξ+) − (ϕl̂˜ϕkh)(|ξ| ξ+|ξ+|) = (1 − 1cos θ ) ∫ 10 (∇ϕl̂˜ϕkh)(ξ+(κ)) · ξ+dκ, where
ξ+(κ) = (1 − κ)|ξ| ξ+|ξ+| + κξ+. Thus, we obtain that
|Yk,l,2| = |
∫
[0,1]×R3 ×SS2
bǫ(
ξ
|ξ| · σ)(1 −
1
cos θ
)1{θ≤2− k+l2 }(ϕ˜lϕ̂kf)(ξ)
×(∇ϕl̂˜ϕkh)(ξ+(κ)) · ξ+dκdξdσ|
. {
∫ 2− k+l2
0
θ1−2s|ϕ˜lϕ̂kf |2(ξ)dθdξ}1/2{
∫ 2− k+l2
0
θ1−2s|η|2|(∇ϕl̂˜ϕkh)|2(η)dθdη}1/2
. 2s(k+l)/2|ϕ˜lϕ̂kf |L2{2−(2−s)(k+l)
∫
|η|2|(∇ϕl̂˜ϕkh)|2(η)dη}1/2,
where we use the change of variable ξ → η = ξ+(κ). It is not difficult to compute that
2−(2−s)(k+l)
∫
|η|2|(∇ϕl̂˜ϕkh)|2(η)dη . 2−(2−s)(l+k)|ϕ˜kh|2L2 + 2s(l+k)−2k|ϕlv̂ϕ˜kh|2L2 .
Thus by (5.85),
∑
2k≤1/ǫ,2l≤1/ǫ |Yk,l,2| . (|W ǫh|2L2 + |W ǫ(D)h|2L2)1/2(|W ǫf |2L2 + |W ǫ(D)f |2L2)1/2. Patch
together all the above results, we conclude that
|Y| . (|W ǫh|2L2 + |W ǫ(D)h|2L2)1/2(|W ǫf |2L2 + |W ǫ(D)f |2L2)1/2.
Step 2: γ 6= 0. For simplicity, denote w = |u| u+|u+| , then Wγ/2(u) = Wγ/2(w). We have
〈u〉γh(u)[f(u+)− f(w)] = (Wγ/2h)(u)[(Wγ/2f)(u+)− (Wγ/2f)(w)]
+(Wγ/2h)(u)(Wγ/2f)(u
+)(Wγ/2(w)W−γ/2(u+)− 1).
Thus we have
Yǫ,γ(h, f) = Y0(Wγ/2h,Wγ/2f) +
∫
bǫ(
u
|u| · σ)(Wγ/2h)(u)
×(Wγ/2f)(u+)(Wγ/2(w)W−γ/2(u+)− 1)dudσ def= Y0(Wγ/2h,Wγ/2f) +A.
22 L. -B. HE AND Y. -L. ZHOU
Observing that |Wγ/2(u)W−γ/2(u+)− 1| . θ2, we have
|A| = {
∫
bǫ(
u
|u| · σ)|Wγ/2h|
2(u)|Wγ/2(w)W−γ/2(u+)− 1|dudσ}1/2
×{
∫
bǫ(
u
|u| · σ)|Wγ/2f |
2(u+)|Wγ/2(w)W−γ/2(u+)− 1|dudσ}1/2 . |Wγ/2h|L2 |Wγ/2f |L2 ,
where the change of variable u→ u+ is used. We complete the proof of the lemma. 
Remark 2.1. Define X ǫ,γ(h, f) def= ∫ bǫ( u|u| · σ)|u|γ(1− φ)(u)h(u)[f(u+)− f(|u| u+|u+|)]dudσ, then
|X ǫ,γ(h, f)| . (|W ǫWγ/2h|2L2 + |W ǫ(D)Wγ/2h|2L2)1/2(|W ǫWγ/2f |2L2 + |W ǫ(D)Wγ/2f |2L2)1/2.
To see that, due to the fact |u|γ(1 − φ)(u) = 〈u〉γ(|u|γ〈u〉−γ − 1)(1− φ)(u) + 〈u〉γ(1 − φ)(u), we have
X ǫ,γ(h, f) = Yǫ,γ((| · |γ〈·〉−γ − 1)(1− φ)h, f) + Yǫ,γ((1− φ)h, f).
Then the result follows from Lemma 2.8 and (5.86).
Lemma 2.9. Recall Rǫ,γ∗,g(h) =
∫
bǫ(cos θ)〈v − v∗〉γg∗(h′ − h)2dσdvdv∗ with g ≥ 0, then
Rǫ,γ∗,g(h) . Rǫ,0gW|γ| (Wγ/2h) + |g|L1|γ+2| |h|
2
L2
γ/2
.
Proof. Let H =Wγ/2h, then we have
(h′ − h)2 = (H ′W ′−γ/2 −HW−γ/2)2 .W ′−γ(H ′ −H)2 + (W ′−γ/2 −W−γ/2)2H2.
Observing that 〈v′〉−γ ≤ 〈v′ − v∗〉−γ〈v∗〉|γ| ∼ 〈v − v∗〉−γ〈v∗〉|γ|, we have
Rǫ,γ∗,g(h) . Rǫ,0gW|γ| (Wγ/2h) +
∫
bǫ(cos θ)〈v − v∗〉γ(〈v′〉−γ/2 − 〈v〉−γ/2)2g∗H2dσdvdv∗
By Taylor expansion, one has (W ′−γ/2−W−γ/2)2 .
∫ 1
0 〈v(κ)〉−γ−2〈v−v∗〉2θ2dκ, where v(κ) = κv+κ(v′−v).
Note that 〈v − v∗〉γ+2 ∼ 〈v(κ)− v∗〉γ+2 . 〈v(κ)〉γ+2〈v∗〉|γ+2|. Then we have
Rǫ,γ∗,g(h) . Rǫ,0gW|γ|(Wγ/2h) +
∫
bǫ(cos θ)θ2〈v∗〉|γ+2|g∗H2dσdvdv∗,
which yields the desired result. 
Now we are in a position to state the following upper bound of Qǫ≥0.
Proposition 2.3. For smooth functions g, h and f , there holds
|〈Qǫ≥0(g, h), f〉v| . |g|L1|γ|+2|h|ǫ,γ/2|f |ǫ,γ/2.
Proof. Define the translation operator Tv∗ by (Tv∗f)(v) = f(v∗ + v). By geometric decomposition,
we have 〈Qǫ≥0(g, h), f〉v = D1 + D2, where D1 def=
∫
bǫ( u|u| · σ)|u|γ(1 − φ)(u)g∗(Tv∗h)(u)((Tv∗f)(u+) −
(Tv∗f)(|u| u
+
|u+| ))dσdv∗du, and D2
def
=
∫
bǫ( u|u| · σ)|u|γ(1− φ)(u)g∗(Tv∗h)(u)((Tv∗f)(|u| u
+
|u+|)− (Tv∗f)(u))
dσdv∗du. We now analyze D1 and D2 one by one.
Step 1: Estimate of D1. By Lemma 2.8 and Remark 2.1, we have
|D1| .
∫
|g∗|(|W ǫWγ/2Tv∗h|2L2 + |W ǫ(D)Wγ/2Tv∗h|2L2)1/2
×(|W ǫWγ/2Tv∗f |2L2 + |W ǫ(D)Wγ/2Tv∗f |2L2)1/2dv∗.
It is easy to check that
|W ǫWγ/2Tv∗h|L2 .W ǫ(v∗)W|γ|/2(v∗)|W ǫWγ/2h|L2 .(2.41)
By Lemma 5.1, we have
|W ǫ(D)Wγ/2Tv∗h|L2 . |Wγ/2W ǫ(D)Tv∗h|L2 + |Tv∗h|Hs−1
γ/2−1
(2.42)
. W|γ|/2(v∗)(|Wγ/2W ǫ(D)h|L2 + |h|L2
γ/2−1
)
. W|γ|/2(v∗)|W ǫ(D)Wγ/2h|L2 .
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Thus we get the estimate of D1 as follows
|D1| . |g|L1
|γ|+2
(|W ǫ(D)Wγ/2h|L2 + |W ǫWγ/2h|L2)(|W ǫ(D)Wγ/2f |L2 + |W ǫWγ/2f |L2).
Step 2: Estimate of D2. Let u = rτ and ς = τ+σ|τ+σ| , then u|u| ·σ = 2(τ · ς)2− 1 and |u| u
+
|u+| = rς . By the
change of variable (u, σ)→ (r, τ, ς), one has dudσ = 4(τ · ς)r2drdτdς. Then
D2 = 4
∫
rγ(1 − φ)(r)bǫ(2(τ · ς)2 − 1)(Tv∗h)(rτ)
(
(Tv∗f)(rς) − (Tv∗f)(rτ)
)
(τ · ς)r2drdτdς
= 2
∫
rγ(1 − φ)(r)bǫ(2(τ · ς)2 − 1)((Tv∗h)(rτ) − (Tv∗h)(rς))
×((Tv∗f)(rς) − (Tv∗f)(rτ))(τ · ς)r2drdτdς
= −1
2
∫
bǫ(
u
|u| · σ)|u|
γ(1− φ)(u)g∗((Tv∗h)(|u|
u+
|u+| )− (Tv∗h)(u))
×((Tv∗f)(|u|
u+
|u+| )− (Tv∗f)(u))dσdv∗du.
Then by Cauchy-Schwartz inequality and the fact |u|γ(1− φ)(u) . 〈u〉γ , we have
|D2| . {
∫
bǫ(
u
|u| · σ)〈u〉
γ |g∗|((Tv∗h)(|u|
u+
|u+| )− (Tv∗h)(u))
2dσdv∗du}1/2
×{
∫
bǫ(
u
|u| · σ)〈u〉
γ |g∗|((Tv∗f)(|u|
u+
|u+| )− (Tv∗)f(u))
2dσdv∗du}1/2 def= (D2,h)1/2(D2,f )1/2.
Note that D2,h and D2,f have exactly the same structure. It suffices to focus on D2,f . Since
((Tv∗f)(|u|
u+
|u+| )− (Tv∗f)(u))
2 ≤ 2((Tv∗f)(|u|
u+
|u+| )− (Tv∗f)(u
+))2 + 2((Tv∗f)(u
+)− (Tv∗f)(u))2,
we have
D2,f .
∫
bǫ(
u
|u| · σ)〈u〉
γ |g∗|((Tv∗f)(|u|
u+
|u+| )− (Tv∗f)(u
+))2dσdv∗du
+
∫
bǫ(
u
|u| · σ)〈u〉
γ |g∗|((Tv∗f)(u+)− (Tv∗f)(u))2dσdv∗du def= D2,f,1 +D2,f,2.
By Lemma 2.3, and the facts (2.41) and (2.42), we have
D2,f,1 .
∫
|g∗|Zǫ,γ(Tv∗f)dv∗ . |g|L1
|γ|+2
(|W ǫ(D)Wγ/2f |2L2 + |W ǫWγ/2f |2L2).
Thanks to Lemma 2.9, we have
D2,f,2 ≤ Rǫ,γ∗,|g|(f) . Rǫ,0|g|W|γ|(Wγ/2f) + |g|L1|γ|+2 |f |
2
L2
γ/2
.
Due to the fact (see Lemma 3.3 in [15]) that |Rǫ,0g (f)| . |g|L1Rǫ,0µ (f) + |g|L12|W ǫ(D)f |2L2 , and (2.35) in
Lemma 2.4, Rǫ,0µ (f) . |W ǫ((−∆SS2)1/2)f |2L2 + |W ǫ(D)f |2L2 + |W ǫf |2L2 , we have
D2,f,2 . |g|L1
|γ|+2
(|W ǫ((−∆SS2)1/2)Wγ/2f |2L2 + |W ǫ(D)Wγ/2f |2L2 + |W ǫWγ/2f |2L2).
Thus we have D2,f . |g|L1
|γ|+2
|f |2ǫ,γ/2. Similarly D2,h has the same upper bound, so we have
|D2| . |g|L1
|γ|+2
|h|ǫ,γ/2|f |ǫ,γ/2.
We complete the proof of the proposition by patching together the estimates of D1 and D2. 
Combining together the previous two propositions, we are led to
Theorem 2.1. For any η > 0 and smooth functions g, h and f , there hold
• if γ > − 32 , |〈Qǫ(g, h), f〉v| . (|g|L2|γ| + |g|L1|γ|+2)|h|ǫ,γ/2|f |ǫ,γ/2;
• if γ = − 32 , |〈Qǫ(g, h), f〉v| . (|g|L1|γ|+2 + |g|L2|γ|)(|W ǫ(D)h|Hηγ/2 + |h|ǫ,γ/2)|f |ǫ,γ/2;
• if −3 < γ < − 32 , |〈Qǫ(g, h), f〉v| . |g|Hs1|γ| |W
ǫ(D)h|Hs2
γ/2
|W ǫ(D)f |Hs3
γ/2
+ |g|L1
|γ|+2
|h|ǫ,γ/2|f |ǫ,γ/2.
Here s1, s2 and s3 verify that s1 + s2 + s3 = −γ − 3/2 if s2 + s3 ∈ (0,−γ − 3/2] and s1 = −γ − 3/2 + η
if s2 = s3 = 0.
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Proof. The theorem follows easily from the estimates for 〈Qǫ−1(g, h), f〉v in Proposition 2.2 and for
〈Qǫ≥0(g, h), f〉v in Proposition 2.3. 
2.2.2. Upper bounds for I(g, h, f). For ease of notation, we simply write I(g, h, f) as I. Notice that
µ
′1/2
∗ − µ1/2∗ = (µ′1/4∗ + µ1/4∗ )(µ′1/4∗ − µ1/4∗ ) = (µ′1/4∗ − µ1/4∗ )2 + 2µ1/4∗ (µ′1/4∗ − µ1/4∗ ),
then we have
I =
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )2g∗hf ′dσdv∗dv + 2
∫
Bǫ,γµ
1/4
∗ (µ
′1/4
∗ − µ1/4∗ )g∗hf ′dσdv∗dv
=
∫
Bǫ,γ(µ
′1/8
∗ + µ
1/8
∗ )2(µ
′1/8
∗ − µ1/8∗ )2g∗hf ′dσdv∗dv
+2
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )(µ1/4g)∗(h− h′)f ′dσdv∗dv
+2
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )(µ1/4g)∗h′f ′dσdv∗dv def= I1 + I2 + I3.
Lemma 2.10. For any η > 0 and smooth functions g, h and f , there hold
• if γ > − 32 , |I(g, h, f)| . |µ1/8g|L2 |h|ǫ,γ/2|W ǫf |L2γ/2;
• if γ = − 32 , |I(g, h, f)| . |µ1/8g|L2(|W ǫ(D)h|Hηγ/2 + |h|ǫ,γ/2)|W ǫf |L2γ/2;
• if −3 < γ < − 32 , |I(g, h, f)| . |µ1/8g|Hs1 |W ǫ(D)h|Hs2γ/2 |W
ǫf |L2
γ/2
+ |µ1/8g|L2|h|ǫ,γ/2|W ǫf |L2
γ/2
,
where s1 and s2 verify s1 + 2s2 = −γ − 3/2 if s2 ∈ (0,−γ/2 − 3/4] and s1 = −γ − 3/2 + η if
s2 = 0.
Proof. We estimate I1, I2 and I3 one by one. In what follows, we will constantly use the fact:
(µ
′1/8
∗ − µ1/8∗ )2 . min{1, |v − v∗|2θ2} ∼ min{1, |v′ − v∗|2θ2} ∼ min{1, |v − v′∗|2θ2}.
Step 1: Estimate of I1. We introduce the function φ to separate the relative velocity into two parts:
I1 =
∫
bǫ(cos θ)|v − v∗|γ(1− φ)(v − v∗)(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2g∗hf ′dσdv∗dv
+
∫
bǫ(cos θ)|v − v∗|γφ(v − v∗)(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2g∗hf ′dσdv∗dv
def
= I1,1 + I1,2.
Estimate of I1,1. By Cauchy-Schwartz inequality, we have
|I1,1| . {
∫
bǫ(cos θ)〈v − v∗〉γ(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2g2∗h2dσdv∗dv}1/2
×{
∫
bǫ(cos θ)|v − v∗|γ(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2f ′2dσdv∗dv}1/2 def= (I1,1,1)1/2(I1,1,2)1/2.
We claim that
A def=
∫
bǫ(cos θ)〈v − v∗〉γ(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2dσ . (W ǫ)2(v)〈v〉γ ,(2.43)
which implies I1,1,1 . |g|2L2 |W ǫh|2L2
γ/2
.
To prove the claim, we notice that
A .
∫
bǫ(cos θ)〈v − v∗〉γµ1/4∗ (µ′1/8∗ − µ1/8∗ )2dσ +
∫
bǫ(cos θ)〈v − v∗〉γµ′1/4∗ (µ′1/8∗ − µ1/8∗ )2dσ
def
= A1 +A2.
Due to Proposition 5.1 and the fact thatW ǫ(v−v∗) .W ǫ(v)W ǫ(v∗), we get A1 . 〈v−v∗〉γµ1/4∗ (W ǫ)2(v−
v∗) . (W ǫ)2(v)〈v〉γ . As for A2, thanks to |v− v∗| ∼ |v− v′∗| and thus 〈v− v∗〉γ . 〈v− v′∗〉γ . 〈v〉γ〈v′∗〉|γ|,
we have A2 . 〈v〉γ
∫
bǫ(cos θ)µ
′1/8
∗ min{1, |v − v∗|2θ2}dσ. If |v − v∗| ≥ 10|v|, then there holds |v′∗| =
|v′∗ − v + v| ≥ |v′∗ − v| − |v| ≥ (1/
√
2 − 1/10)|v − v∗| ≥ 15 |v − v∗|, and thus µ′1/8∗ . µ1/200(v − v∗), which
indicates
A2 . 〈v〉γµ1/200(v − v∗)(W ǫ)2(v − v∗) . 〈v〉γ .
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If |v − v∗| ≤ 10|v|, by Proposition 5.1, we have
A2 . 〈v〉γ
∫
bǫ(cos θ)min{1, |v|2θ2}dσ . (W ǫ)2(v)〈v〉γ .
It ends the proof to the claim (2.43). By the change of variable (v, v∗)→ (v′, v′∗), we have
I1,1,2 =
∫
bǫ(cos θ)|v − v∗|γ(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2f2dσdv∗dv
≤ 2
∫
bǫ(cos θ)|v − v∗|γµ1/4∗ (µ′1/8∗ − µ1/8∗ )2f2dσdv∗dv
+2
∫
bǫ(cos θ)|v − v∗|γµ′1/4∗ (µ′1/8∗ − µ1/8∗ )2f2dσdv∗dv def= I1,1,2,1 + I1,1,2,2.
With the help of (2.32), we have
I1,1,2,1 .
∫
bǫ(cos θ)|v − v∗|γµ1/4∗ min{1, |v − v∗|2θ2}f2dσdv∗dv
.
∫
|v − v∗|γµ1/8∗ (W ǫ)2(v)f2dv∗dv . |W ǫf |2L2
γ/2
.
By the fact |v − v∗| ∼ |v − v′∗| and the change of variable v∗ → v′∗, we have
I1,1,2,2 .
∫
bǫ(cos θ)|v − v′∗|γµ′1/4∗ min{1, |v − v′∗|2θ2}f2dσdv′∗dv . |W ǫf |2L2
γ/2
.
Therefore we have I1,1,2 . |W ǫf |2L2
γ/2
. Together with the estimate for I1,1,1, we have
I1,1 ≤ |g|L2|W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.(2.44)
Estimate of I1,2. By Cauchy-Schwartz inequality, we have
|I1,2| . {
∫
bǫ(cos θ)|v − v∗|γφ(v − v∗)(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2|g∗|h2dσdv∗dv}1/2
×{
∫
bǫ(cos θ)|v − v∗|γφ(v − v∗)(µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2|g∗|f ′2dσdv∗dv}1/2
def
= (I1,2,1)1/2(I1,2,2)1/2.
Note that the support of function φ is B4/3. When |v − v∗| ≤ 4/3, there hold |v∗| ≥ |v| − 4/3 and
|v′∗| ≥ |v| − |v − v′∗| ≥ |v| − |v − v∗| ≥ |v| − 4/3, which imply that (µ′1/8∗ + µ1/8∗ )2 . µ
1
4 . Recalling
Proposition 5.1 and the fact γ + 2s > − 32 , one has
I1,2,1 .
∫
|v − v∗|γ+2sφ(v − v∗)µ1/8|g∗|h2dσdv∗dv . |g|L2 |µ1/16h|2L2 .
The similar argument can be applied to I1,2,2 to derive that I1,2,2 . |g|L2|µ1/16f |2L2 . Patching together
the estimates for I1,2,1 and I1,2,2, we arrive at |I1,2| ≤ |g|L2 |µ1/16h|L2 |µ1/16f |L2 . Together with the
estimate (2.44) for I1,1, we obtain |I1| . |g|L2 |W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.
Step 2: Estimate of I2. By Cauchy-Schwartz inequality, we have
I2 = 2
∫
bǫ(cos θ)|v − v∗|γ(µ′1/4∗ − µ1/4∗ )(µ1/4g)∗(h− h′)f ′dσdv∗dv
. {
∫
bǫ(cos θ)|v − v∗|γ |(µ1/4g)∗|(h− h′)2dσdv∗dv}1/2
×{
∫
bǫ(cos θ)|v − v∗|γ(µ′1/4∗ − µ1/4∗ )2|(µ1/4g)∗|f ′2dσdv∗dv}1/2 def= (I2,1)1/2(I2,2)1/2.
Estimate of I2,1. Notice that (h− h′)2 = h′2 − h2 − 2h(h′ − h), we have
I2,1 =
∫
bǫ(cos θ)|v − v∗|γ(µ1/4g)∗(h′2 − h2)dσdv∗dv − 2〈Qǫ(µ1/4g, h), h〉
def
= I2,1,1 − 2〈Qǫ(µ1/4g, h), h〉.
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By Cancellation Lemma, one has I2,1,1 = C(ǫ)
∫ |v − v∗|γ(µ1/4g)∗h2dv∗dv with |C(ǫ)| . 1. Thus
by Lemma 2.7 and Lemma 2.1, we have, if γ > − 32 , |I2,1| . |µ1/8g|L2|h|2ǫ,γ/2; if γ = − 32 , |I2,1| .
|µ1/8g|L2(|W ǫ(D)h|Hη
γ/2
+ |h|ǫ,γ/2)|h|ǫ,γ/2; if −3 < γ < − 32 ,
|I2,1| . |µ1/8g|Hs1 |W ǫ(D)h|2Hs2
γ/2
+ |µ1/8g|L2 |h|2ǫ,γ/2,
where s1 and s2 verify that s1 +2s2 = −γ − 3/2 if s2 ∈ (0,−γ/2− 3/4] and s1 = −γ − 3/2+ η if s2 = 0.
Estimate of I2,2. We separate the relative velocity |v − v∗| into two regions by introducing the cutoff
function φ. If |v − v∗| . 1, the estimate is as the same as that for I1,1,1. If |v − v∗| ≥ 1 , the estimate is
exactly the same as that for I1,2,2. We conclude that I2,2 . |µ1/8g|L2 |W ǫf |2L2
γ/2
. Then we get if γ > − 32 ,
|I2| . |µ1/8g|L2 |h|ǫ,γ/2|W ǫf |L2
γ/2
; if γ = − 32 , |I2| . |µ1/8g|L2(|W ǫ(D)h|Hηγ/2 + |h|ǫ,γ/2)|W ǫf |L2γ/2; if
−3 < γ < − 32 , |I2| . |µ1/8g|Hs1 |W ǫ(D)h|Hs2γ/2 |W
ǫf |L2
γ/2
+ |µ1/8g|L2|h|ǫ,γ/2|W ǫf |L2
γ/2
.
Step 3: Estimate of I3. By the change of variables (v, v∗)→ (v′, v′∗) and (v, v∗, σ)→ (v∗, v,−σ),
I3 = 2
∫
bǫ(cos θ)|v − v∗|γ(µ1/4 − µ′1/4)(µ1/4g)′h∗f∗dσdv∗dv.
For ease of notation, let E1 = {(v, v∗, σ) : |v − v∗| ≥ 1/ǫ}, E2 = {(v, v∗, σ) : |v − v∗| ≤ 1/ǫ, |v − v∗|−1 ≤
θ ≤ π/2}, E3 = {(v, v∗, σ) : |v − v∗| ≤ 1/ǫ, ǫ ≤ θ ≤ |v − v∗|−1}. Then I3 can be decomposed into three
parts I3,1, I3,2 and I3,3 which correspond to E1, E2 and E3 respectively.
Estimate of I3,1 By the change of variable v → v′ and the fact |v′ − v∗| ≥ |v − v∗|/
√
2, we have
|I3,1| .
∫
bǫ(cos θ)|v′ − v∗|γ1|v′−v∗|≥(√2ǫ)−1 |(µ1/4g)′h∗f∗|dσdv∗dv′
. ǫ−2s
∫
|v′ − v∗|γ1|v′−v∗|≥(√2ǫ)−1 |(µ1/4g)′h∗f∗|dv∗dv′.
On one hand, by Cauchy-Schwartz inequality, we have
ǫ−2s
∫
|v′ − v∗|γ1|v′−v∗|≥(√2ǫ)−1 |(µ1/4g)′|dv′(2.45)
≤ |µ1/8g|L2ǫ−2s{
∫
|v′ − v∗|2γ1|v′−v∗|≥(√2ǫ)−1(µ1/4)′dv′}1/2 . |µ1/8g|L2ǫ−2s〈v∗〉γ .
Here we have used the fact that |〈v′ − v∗〉2γ . 〈v′〉|2γ|〈v∗〉2γ . On the other hand, we have
ǫ−2s
∫
|v′ − v∗|γ1|v′−v∗|≥(√2ǫ)−1 |(µ1/4g)′|dv′(2.46)
.
∫
|v′ − v∗|γ+2s1|v′−v∗|≥(√2ǫ)−1 |(µ1/4g)′|dv′
≤ |µ1/8g|L2{
∫
|v′ − v∗|2γ+4s1|v′−v∗|≥(√2ǫ)−1(µ1/4)′dv′}1/2 . |µ1/8g|L2〈v∗〉γ+2s,
thanks to γ + 2s > − 32 . With estimates (2.45) and (2.46) in hand, we have
|I3,1| . |µ1/8g|L2 |W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.
Estimate of I3,2. Thanks to |v′ − v∗| ∼ |v − v∗| and the change of variable v → v′, we get
|I3,2| .
∫
bǫ(cos θ)1θ≥(√2|v′−v∗|)−1 |v′ − v∗|γ1|v′−v∗|≤1/ǫ|(µ1/4g)′h∗f∗|dσdv∗dv′(2.47)
.
∫
|v′ − v∗|γ+2s1|v′−v∗|≤1/ǫ|(µ1/4g)′h∗f∗|dv∗dv′.
On one hand, similar to the argument in (2.46), we have∫
|v′ − v∗|γ+2s1|v′−v∗|≤1/ǫ|(µ1/4g)′|dv′ . |µ1/8g|L2〈v∗〉γ+2s.(2.48)
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On the other hand, if |v∗| ≥ 2/ǫ, then |v′| ≥ |v∗| − |v′ − v∗| ≥ |v∗|/2 ≥ 1/ǫ, which implies µ′ ≤ µ1/4∗ .
e−1/2ǫ
2
. Then we deduce that
1|v∗|≥ 2ǫ
∫
|v′ − v∗|γ+2s1|v′−v∗|≤1/ǫ|(µ1/4g)′|dv′(2.49)
. 1|v∗|≥ 2ǫ |µ
1/8g|L2{
∫
|v′ − v∗|2γ+4s1|v′−v∗|≤1/ǫ(µ1/4)′dv′}1/2
. 1|v∗|≥ 2ǫ |µ
1/8g|L2µ1/64∗ (ǫ−1)γ+2s+3/2e−1/32ǫ
2
. 1|v∗|≥ 2ǫ |µ
1/8g|L2µ1/64∗ .
With estimates (2.48) and (2.49) in hand, we have
|I3,2| . |µ1/8g|L2 |W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.
Estimate of I3,3. By Taylor expansion, one has
µ1/4 − µ′1/4 = (∇µ1/4)(v′) · (v − v′) + 1
2
∫ 1
0
(1− κ)[(∇2µ1/4)(v(κ)) : (v − v′)⊗ (v − v′)]dκ,
where v(κ) = v′ + κ(v − v′). Observe that, for any fixed v∗, there holds∫
bǫ(cos θ)|v − v∗|γ1|v−v∗|≤1/ǫ,ǫ≤θ≤|v−v∗|−1(∇µ1/4)(v′) · (v − v′)(µ1/4g)′dσdv = 0.
Thus we have
|I3,3| = |
∫
E3×[0,1]
bǫ(cos θ)|v − v∗|γ1|v−v∗|≤1/ǫ,ǫ≤θ≤|v−v∗|−1
×(1− κ)[(∇2µ1/4)(v(κ)) : (v − v′)⊗ (v − v′)](µ1/4g)′h∗f∗dκdσdv∗dv|
.
∫
bǫ(cos θ)|v′ − v∗|γ+2θ21|v′−v∗|≤1/ǫ,ǫ≤θ≤|v′−v∗|−1 |(µ1/4g)′h∗f∗|dσdv∗dv′
.
∫
|v′ − v∗|γ+2s1|v′−v∗|≤1/ǫ|(µ1/4g)′h∗f∗|dv∗dv′.
Copy the argument applied to (2.47), then we have |I3,3| . |µ1/8g|L2|W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.
Patching together the above upper estimates of I3,1, I3,2 and I3,3, we have
|I3| . |µ1/8g|L2|W ǫh|L2
γ/2
|W ǫf |L2
γ/2
.
The lemma follows from the above estimates of I1, I2 and I3. 
2.2.3. Upper bounds for the nonlinear term Γǫ(g, h). We are now ready to give the upper bound for the
inner product 〈Γǫ(g, h), f〉v.
Theorem 2.2. For any η > 0 and smooth functions g, h and f , there hold
• if γ > − 32 , |〈Γǫ(g, h), f〉v| . |µ1/8g|L2|h|ǫ,γ/2|f |ǫ,γ/2;
• if γ = − 32 , |〈Γǫ(g, h), f〉v| . |µ1/8g|L2(|W ǫ(D)h|Hηγ/2 + |h|ǫ,γ/2)|f |ǫ,γ/2;
• if −3 < γ < − 32 ,
|〈Γǫ(g, h), f〉v| . |µ1/8g|Hs1 |W ǫ(D)h|Hs2
γ/2
|W ǫ(D)f |Hs3
γ/2
+ |µ1/8g|L2 |h|ǫ,γ/2|f |ǫ,γ/2,
where s1, s2 and s3 verify that s1+s2+s3 = −γ−3/2 if s2+s3 ∈ (0,−γ−3/2] and s1 = −γ−3/2+η
if s2 = s3 = 0.
As a direct consequence, we have
|〈Γǫ(f, µ1/2), f〉v| . |f |L2
γ/2
|f |ǫ,γ/2; |Γǫ(µ1/2, f), f〉v| . |f |2ǫ,γ/2.(2.50)
Proof. The theorem follows from Theorem 2.1 and Lemma 2.10. 
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2.3. Proof of Theorem 1.1. Now we are in a position to prove theorem 1.1.
Proof. On one hand, by Lemma 2.5, we derive that 〈Lǫf, f〉v + |f |2L2
γ/2
& |f |2ǫ,γ/2. On the other hand, by
(1.5) and (2.50), we have |〈Lǫf, f〉v| . |f |2ǫ,γ/2, which completes the proof of the theorem. 
As a result, we can get the coercivity estimate of the linear operator Lǫ:
Proposition 2.4. For any smooth function f , we have
〈Lǫf, f〉v & |(I− P)f |2ǫ,γ/2.
Proof. By [19], there holds 〈Lǫf, f〉v & |(I− P)f |2L2
γ/2
. By the definition of P and theorem 1.1, we have
〈Lǫf, f〉v = 〈Lǫ(I− P)f, (I− P)f〉v & |(I− P)f |2ǫ,γ/2 − |(I− P)f |2L2
γ/2
,
which ends the proof of the proposition. 
2.4. Commutator estimates between Γǫ(g, ·) and Wl. In this subsection, we want to prove
Lemma 2.11. Let l ≥ 2. Then there hold
(1) if γ + 2 ≥ 0, |〈Γǫ(g,Wlh)−WlΓǫ(g, h), f〉v| . |g|L2 |Wl+γ/2h|L2 |f |ǫ,γ/2;
(2) if −3 < γ < −2,
|〈Γǫ(g,Wlh)−WlΓǫ(g, h), f〉v| . |g|L2 |Wl+γ/2h|L2 |f |ǫ,γ/2 + |µ1/32g|Hs1 |µ1/32h|Hs2 |f |ǫ,γ/2,
where s1, s2 ∈ [0,−γ/2− 1] with s1 + s2 = −γ/2− 1.
This lemma is a consequence of Lemma 2.12 and Lemma 2.13. We first prove the commutator estimates
for Qǫ.
Lemma 2.12. Let l ≥ 2. Then there hold
(1) if γ + 2 ≥ 0, |〈Qǫ(µ1/4g,Wlh)−WlQǫ(µ1/4g, h), f〉v| . |µ1/32g|L2 |Wl+γ/2h|L2 |f |ǫ,γ/2;
(2) if −3 < γ < −2,
|〈Qǫ(µ1/4g,Wlh)−WlQǫ(µ1/4g, h), f〉v| . (|µ1/32g|L2 |Wl+γ/2h|L2 + |µ1/32g|Hs1 |µ1/32h|Hs2 )|f |ǫ,γ/2,
where s1, s2 ∈ [0,−γ/2− 1] with s1 + s2 = −γ/2− 1.
Proof. We observe that
〈Qǫ(µ1/4g,Wlh)−WlQǫ(µ1/4g, h), f〉v =
∫
Bǫ,γ(Wl −W ′l )µ1/4∗ g∗hf ′dσdv∗dv
=
∫
Bǫ,γ(Wl −W ′l )µ1/4∗ g∗h(f ′ − f)dσdv∗dv +
∫
Bǫ,γ(Wl −W ′l )µ1/4∗ g∗hfdσdv∗dv def= A1 +A2.
Step 1: Estimate of A1. By Cauchy-Schwartz inequality, we have
|A1| ≤ {
∫
Bǫ,γµ
1/4
∗ (f ′ − f)2dσdv∗dv}1/2{
∫
Bǫ,γ(Wl −W ′l )2µ1/4∗ g2∗h2dσdv∗dv}1/2
def
= (A1,1)1/2(A1,2)1/2.
Note that A1,1 = Rǫ,γµ1/4(f). Thus by Lemma 2.5 and Theorem 1.1, we have A1,1 . |f |2ǫ,γ/2. It is easy to
derive
∫
bǫ(Wl −W ′l )2dσ . |v − v∗|2〈v〉2l−2〈v∗〉2l−2, which gives
A1,2 .
∫
|v − v∗|γ+2〈v〉2l−2〈v∗〉2l−2µ1/4∗ g2∗h2dv∗dv.
If γ + 2 ≥ 0, there holds A1,2 . |µ1/16g|2L2|h|2L2
l+γ/2
. If γ + 2 < 0, we make the decomposition,
A1,2 .
∫
|v − v∗|γ+21|v−v∗|≤1〈v〉2l−2〈v∗〉2l−2µ1/4∗ g2∗h2dv∗dv
+
∫
|v − v∗|γ+21|v−v∗|≥1〈v〉2l−2〈v∗〉2l−2µ1/4∗ g2∗h2dv∗dv def= A1,2,1 +A1,2,2.
When |v − v∗| ≤ 1, there holds |v∗| ≥ |v| − 1, thus |v∗|2 & |v|2/2 and µ∗ . µ1/2. Therefore we get
〈v〉2l−2〈v∗〉2l−2µ1/4∗ . 〈v∗〉4l−4µ1/8∗ µ1/16 . µ1/16∗ µ1/16, which implies
A1,2,1 .
∫
|v − v∗|γ+21|v−v∗|≤1µ1/16∗ µ1/16g2∗h2dv∗dv =
∫
|v − v∗|γ+21|v−v∗|≤1G∗Hdv∗dv,
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where G = µ1/16g2 and H = µ1/16h2. We claim that for s1, s2 ≥ 0 with s1 + s2 = −(γ + 2)/2,
|A1,2,1| . |µ1/32g|2Hs1 |µ1/32h|2Hs2 .
To see that, if s1 ∈ (0,−(γ + 2)/2), by Hardy-Littlewood-Sobolev inequality and Sobolev embedding
theorem, we get the result. For s1 = 0 or s1 = −(γ + 2)/2, by Hardy’s inequality, one has
|A1,2,1| . |
√
G|2H−(γ+2)/2 |
√
H |2L2 ; |A1,2,1| . |
√
G|2L2 |
√
H |2H−(γ+2)/2 .
Then we proved the claim.
When |v − v∗| ≥ 1, there holds |v − v∗|γ+2 ∼ 〈v − v∗〉γ+2 . 〈v〉γ+2〈v∗〉|γ+2|, which implies
A1,2,2 .
∫
〈v〉2l+γ〈v∗〉2l−2+|γ+2|µ1/4∗ g2∗h2dv∗dv . |µ1/32g|2L2 |h|2L2
l+γ/2
.
Patching together the above estimates, we have if γ + 2 ≥ 0, |A1| . |µ1/16g|L2 |h|L2
l+γ/2
|f |ǫ,γ/2, and if
γ + 2 < 0, |A1| . (|µ1/32g|Hs1 |µ1/32h|Hs2 + |µ1/32g|L2 |h|L2
l+γ/2
)|f |ǫ,γ/2.
Step 2: Estimate of A2. By Taylor expansion, one has
W ′l −Wl = (∇Wl)(v) · (v′ − v) +
1
2
∫ 1
0
(1− κ)(∇2Wl)(v(κ)) : (v′ − v)⊗ (v′ − v)dκ,
where v(κ) = v + κ(v′ − v). Thus we have
A2 = −
∫
Bǫ,γ(∇Wl)(v) · (v′ − v)µ1/4∗ g∗hfdσdv∗dv
−1
2
∫
Bǫ,γ(1− κ)(∇2Wl)(v(κ)) : (v′ − v)⊗ (v′ − v)µ1/4∗ g∗hfdκdσdv∗dv def= A2,1 +A2,2.
Estimate of A2,1. Thanks to the fact that there exists a constant C(ǫ) with |C(ǫ)| . 1 such that∫
bǫ(cos θ)(v′ − v)dσ = −(v − v∗)
∫
bǫ(cos θ) sin2(θ/2)dσ = −(v − v∗)C(ǫ),(2.51)
we have
|A2,1| .
∫
|v − v∗|γ+1〈v〉l−1〈v∗〉l−1µ1/4∗ |g∗hf |dσdv∗dv
.
∫
|v − v∗|γ+11|v−v∗|≤1〈v〉l−1〈v∗〉l−1µ1/4∗ |g∗hf |dv∗dv
+
∫
|v − v∗|γ+11|v−v∗|≥1〈v〉l−1〈v∗〉l−1µ1/4∗ |g∗hf |dv∗dv def= A2,1,1 +A2,1,2.
When |v − v∗| ≤ 1, as before, one has 〈v〉l−1〈v∗〉l−1µ1/4∗ . 〈v∗〉2l−2µ1/8∗ µ1/16 . µ1/16∗ µ1/16. Thus by
Cauchy-Schwartz inequality, we have
A2,1,1 .
∫
|v − v∗|γ+11|v−v∗|≤1µ1/16∗ µ1/16|g∗hf |dv∗dv
≤ {
∫
|v − v∗|γ+21|v−v∗|≤1µ1/16∗ µ1/16g2∗h2dv∗dv}
1
2 {
∫
|v − v∗|γ1|v−v∗|≤1µ1/16∗ µ1/16f2dv∗dv}
1
2
. {
∫
|v − v∗|γ+21|v−v∗|≤1µ1/16∗ µ1/16g2∗h2dv∗dv}1/2|µ1/32f |L2 .
Copy the argument for A1,2,1, we conclude that if γ ≥ −2, we get A2,1,1 . |µ1/32g|L2 |µ1/32h|L2 |µ1/32f |L2.
And if −3 < γ < −2, we get A2,1,1 . |µ1/32g|Hs1 |µ1/32h|Hs2 |µ1/32f |L2 , with s1, s2 ∈ [0,−γ/2 − 1]
satisfying s1 + s2 = −γ/2 − 1. By nearly the same argument as that for A1,2,2, we have, A2,1,2 .
|µ1/32g|L2|h|L2
l+γ/2
|f |L2
γ/2
.
Estimate of A2,2. Since |(∇2Wl)(v(κ))| . 〈v(κ)〉l−2 . 〈v〉l−2〈v∗〉l−2 and |v′ − v|2 . θ2|v − v∗|2, we
have
|A2,2| .
∫
bǫ(cos θ)θ2|v − v∗|γ+2〈v〉l−2〈v∗〉l−2µ1/4∗ |g∗hf |dσdv∗dv
.
∫
|v − v∗|γ+2〈v〉l−2µ1/8∗ |g∗hf |dv∗dv.
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Thanks to γ + 2 > −1, we have ∫ |v − v∗|γ+2µ1/8∗ |g∗|dv∗ . 〈v〉γ+2|µ1/16g|L2 , which implies |A2,2| .
|µ1/16g|L2|h|L2
l+γ/2
|f |L2
γ/2
. Patching together the estimates of A2,1,1,A2,1,2 and A2,2, we drive that if
γ ≥ −2, |A2| . |µ1/32g|L2 |h|L2
l+γ/2
|f |L2
γ/2
, and if −3 < γ < −2, |A2| . (|µ1/32g|Hs1 |µ1/32h|Hs2 +
|µ1/32g|L2|h|L2
l+γ/2
)|f |L2
γ/2
.
The lemma follows by patching together the estimates of A1 and A2. 
The next lemma gives the commutator estimates for I(g, h, f).
Lemma 2.13. When l ≥ 1, there holds
|I(g,Wlh, f)− I(g, h,Wlf)| . |g|L2 |Wl+γ/2h|L2 |W ǫf |L2
γ/2
.
Proof. By the definition of I(g, h, f) and the fact that (µ′1/2∗ −µ1/2∗ ) = (µ′1/4∗ −µ1/4∗ )2+2µ1/4∗ (µ′1/4∗ −µ1/4∗ ),
we have
I(g,Wlh, f)− I(g, h,Wlf) =
∫
Bǫ,γ(µ
′1/2
∗ − µ1/2∗ )(Wl −W ′l )g∗hf ′dσdv∗dv
=
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )2(Wl −W ′l )g∗hf ′dσdv∗dv
+2
∫
Bǫ,γµ
1/4
∗ (µ
′1/4
∗ − µ1/4∗ )(Wl −W ′l )g∗hf ′dσdv∗dv def= A1 + 2A2.
Step 1: Estimate of A1. By Cauchy-Schwartz inequality, we have
|A1| ≤ {
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )2f ′2dσdv∗dv}1/2
×{
∫
Bǫ,γ(µ
′1/4
∗ − µ1/4∗ )2(Wl −W ′l )2g2∗h2dσdv∗dv}1/2 def= (A1,1)1/2(A1,2)1/2.
By the change of variables (v, v∗)→ (v′∗, v′) and Lemma 2.1, we have
A1,1 =
∫
Bǫ,γ(µ′1/4 − µ1/4)2f2∗dσdv∗dv . |W ǫf |2L2
γ/2
.
Thanks to (µ
′1/4
∗ − µ1/4∗ )2 = (µ′1/8∗ + µ1/8∗ )2(µ′1/8∗ − µ1/8∗ )2 ≤ 2(µ′1/4∗ + µ1/4∗ )(µ′1/8∗ − µ1/8∗ )2, we have
A1,2 .
∫
Bǫ,γµ
1/4
∗ (µ
′1/8
∗ − µ1/8∗ )2(Wl −W ′l )2g2∗h2dσdv∗dv
+
∫
Bǫ,γµ
′1/4
∗ (µ
′1/4
∗ − µ1/4∗ )2(Wl −W ′l )2g2∗h2dσdv∗dv def= A1,2,1 +A1,2,2.
Thanks to the facts |v − v′∗| ∼ |v − v∗|, and
(Wl −W ′l )2 . min{θ2|v − v′∗|2〈v〉2l−2〈v′∗〉2l−2, θ2〈v〉2l〈v′∗〉2l},(2.52)
(µ
′1/8
∗ − µ1/8∗ )2 . min{θ2|v − v′∗|2, 1},(2.53)
we claim
B def=
∫
Bǫ,γµ
′1/4
∗ (µ
′1/4
∗ − µ1/4∗ )2(Wl −W ′l )2dσ . 〈v〉2l+γ ,(2.54)
which implies A1,2,2 . |g|2L2 |h|2L2
l+γ/2
. In fact, by (2.52) and (2.53), on one hand, there holds
B .
∫
bǫ(cos θ)θ4|v − v′∗|γ+4µ′1/4∗ 〈v〉2l−2〈v′∗〉2l−2dσ.
When |v−v∗| ≤ 1, there holds |v−v′∗| ≤ 1, |v−v′∗|γ+4 ≤ 1 and 〈v〉 ∼ 〈v′∗〉, thus 〈v〉2l−2 . 〈v〉2l+γ〈v′∗〉−2−γ ,
which implies
B .
∫
bǫ(cos θ)θ4µ
′1/4
∗ 〈v〉2l+γ〈v′∗〉2l−4−γdσ .
∫
bǫ(cos θ)θ4〈v〉2l+γdσ . 〈v〉2l+γ .
By (2.52) and (2.53), on the other hand, there holds B . ∫ bǫ(cos θ)θ2|v−v′∗|γµ′1/4∗ 〈v〉2l〈v′∗〉2ldσ.When |v−
v∗| ≥ 1, there holds |v−v′∗|γ ∼ 〈v−v′∗〉γ . 〈v〉γ〈v′∗〉|γ|, which implies B .
∫
bǫ(cos θ)θ2µ′∗1/4〈v〉2l+γ〈v′∗〉2l+|γ|dσ
.
∫
bǫ(cos θ)θ2〈v〉2l+γdσ . 〈v〉2l+γ . Now the claim (2.54) is proved. Thanks to (Wl−W ′l )2 . min{θ2|v−
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v∗|2〈v〉2l−2〈v∗〉2l−2, θ2〈v〉2l〈v∗〉2l}, and (µ′1/8∗ − µ1/8∗ )2 . min{θ2|v − v∗|2, 1}, similar to (2.54), we can
prove ∫
Bǫ,γµ
1/4
∗ (µ
′1/8
∗ − µ1/8∗ )2(Wl −W ′l )2dσ . 〈v〉2l+γµ1/8∗ ,(2.55)
which implies A1,2,1 . |µ1/16g|2L2 |h|2L2
l+γ/2
. Patching together the upper bound estimates of A1,2,1 and
A1,2,2, we arrive at A1,2 . |g|2L2 |h|2L2
l+γ/2
. From this together with the estimates for A1,1, we conclude
that |A1| . |g|L2 |h|L2
l+γ/2
|W ǫf |L2
γ/2
.
Step 2: Estimate of A2. By Cauchy-Schwartz inequality, we have
|A2| ≤ {
∫
Bǫ,γµ
1/4
∗ (µ
′1/4
∗ − µ1/4∗ )2g∗f ′2dσdv∗dv}1/2
× {
∫
Bǫ,γµ
1/4
∗ (Wl −W ′l )2g∗h2dσdv∗dv}1/2 def= (A2,1)1/2(A2,2)1/2.
Estimate of A2,1. By the change of variable v → v′, we have
A2,1 .
∫
bǫ(cos θ)|v′ − v∗|γµ1/4∗ (µ′1/4∗ − µ1/4∗ )2g∗f ′2dσdv∗dv′.
By Proposition 5.1, one has
∫
bǫ(cos θ)(µ
′1/4
∗ −µ1/4∗ )2dσ . |v′− v∗|21|v′−v∗|≤2+(W ǫ)2(v′− v∗)1|v′−v∗|≥2,
which implies that
A2,1 .
∫
|v′ − v∗|γµ1/4∗ (|v′ − v∗|21|v′−v∗|≤2 + (W ǫ)2(v′ − v∗)1|v′−v∗|≥2)g∗f ′2dv∗dv′
. |µ1/8g|L2 |W ǫf |2L2
γ/2
.
Estimate of A2,2. By Taylor expansion, when l ≥ 1, it is easy to check that
(Wl −W ′l )2 . θ2|v − v∗|2(〈v〉2l−2 + 〈v∗〉2l−2) . θ2|v − v∗|2〈v〉2l−2〈v∗〉2l−2.
Thus we have
A2,2 .
∫
bǫ(cos θ)θ2|v − v∗|γ+2〈v〉2l−2〈v∗〉2l−2µ1/4∗ g∗h2dσdv∗dv
.
∫
|v − v∗|γ+2〈v〉2l−2〈v∗〉2l−2µ1/4∗ g∗h2dv∗dv.
Noting that∫
|v − v∗|γ+2〈v∗〉2l−2µ1/4∗ g∗dv∗ ≤ {
∫
|v − v∗|2γ+4µ1/4∗ dv∗}1/2{
∫
〈v∗〉4l−4µ1/4∗ g2∗dv∗}1/2
. 〈v〉γ+2|µ1/16g|L2,
which implies A2,2 . |µ1/16g|L2 |h|2L2
l+γ/2
. Putting together the estimates of A2,1 and A2,2, we arrive at
|A2| . |µ1/16g|L2 |h|L2
l+γ/2
|W ǫf |L2
γ/2
.
The lemma follows the estimates of A1 and A2. 
3. Diversity of longtime behavior of e−L
ǫt
In this section, we will give the proof to Theorem 1.2. Throughout this section, we will set f = e−tL
ǫ
f0
with f0 ∈ N (Lǫ)⊥. Then f verifies that f ∈ N (Lǫ)⊥ and
(3.56)
{
∂tf + Lǫf = 0;
f |t=0 = f0.
We begin with a technical lemma for a commutator estimate.
Lemma 3.1. Let χM (v)
def
= χ(v/M) with (χ,M) = (φ, 1/ǫ), (χ,M) = (1 − φ, 1/ǫ) or (χ,M) = (ψ, 2j).
Here φ and ψ are defined in (1.14) and j verifies 2jγ ≪ ǫ2s with γ + 2s ≥ 0. Suppose that the support of
∇χ is contained in the ring C = {v ∈ R3 |c1 ≤ |v| ≤ c2} for some universal constants 0 < c1 < c2. Then
we have
|〈[Lǫ, χM ]f, fχM 〉v| . Cηǫ2s|f |2ǫ,γ/2 + η|fχM |2ǫ,γ/2.
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As a result, for γ ∈ (− 32 , 0) ∩ [−2s, 0), we have
|〈[Γǫ(g, h), ϕj ], fϕj〉v| . Cηǫ2s(|g|2L2 |h|2ǫ,γ/2 + |g|2ǫ,γ/2|h|2L2) + η|fϕj |2ǫ,γ/2.
Proof. We first note that 2j ≥ 1/ǫ. By the definition of Lǫ(see (1.5)), the desired result can be reduced
to consider the quantity I
def
= 〈Γǫ(g, hχM )−Γǫ(g, h)χM , fχM 〉v where (g, h) = (µ 12 , f) or (g, h) = (f, µ 12 ).
Direct calculation will give
I =
∫
Bǫ
[
(gµ
1
2 )∗h(fχM )′
(− (χM )′ + χM)+ g∗((µ 12 )′∗ − (µ 12 )∗)h(fχM )(− (χM )′ + χM)]dσdv∗dv.
By Cauchy-Schwartz inequality, we get that
|I| .
(∫
Bǫg2∗h
2(µ
1
2∗ + (µ
1
2 )′∗)
(
(χM )
′ − χM
)2
dσdv∗dv
) 1
2
(∫
Bǫ
[
µ
1
2∗
(
(fχM )
′ − fχM
)2
+(fχM )
2
(
(µ
1
4 )′∗ − (µ
1
4 )∗
)2]
dσdv∗dv
) 1
2
+
∣∣ ∫ Bǫ(gµ 12 )∗hfχM((χM )′ − χM)dσdv∗dv∣∣
. η|fχM |2ǫ,γ/2 + CηII + III,
where II
def
=
∫
Bǫg2∗h
2(µ
1
2∗ + (µ
1
2 )′∗)
(
(χM )
′ − χM
)2
dσdv∗dv and III
def
=
∣∣ ∫ Bǫ(gµ 12 )∗hfχM((χM )′ −
χM
)
dσdv∗dv
∣∣. We will give the estimates term by term.
Estimate of II. We separate the integration domain of II into three regions: {|v∗| ≤ ηM}, {|v∗| ≥
ηM ; |v| ≤ η|v∗|} and {|v∗| ≥ ηM ; |v| ≥ η|v∗|} where η is sufficiently small. In the region of {|v∗| ≤ ηM},
we notice that
(χM )(v
′)− χM (v) =
∫ 1
0
(∇χM )(κ(v)) · (v′ − v)dκ,
where κ(v) = v + κ(v′ − v). Thanks to the assumption for ∇χ, it implies that |κ(v)| ∼ M . Therefore
we have |v| ∼ |κ(v)| ∼ M . In the region of {|v∗| ≥ ηM ; |v| ≤ η|v∗|}, we deduce that |v∗| ∼ |v − v∗| ∼
|v − v′∗| ∼ |v′∗|. And in the region of {|v∗| ≥ ηM ; |v| ≥ η|v∗|}, there holds |v| ≥ η2M . Putting together
all the facts, we get
|(χM )(v′)− χM (v)|2 . 1|v∗|≤ηM1|v|∼MM−2θ2|v − v∗|2 + (1|v∗|≥ηM1|v′∗|∼|v∗|1|v|≤η|v∗|
+1|v∗|≥ηM1|v|≥η2M1|v|≥η|v∗|)min{1,M−2|v − v∗|2θ2},
from which together with Proposition 5.1 yield that for a ≥ 0,
II . |g1|·|≤ηM |2L2−a |h1|·|∼M |
2
L2
γ/2+a
+ e−Cη
2M2 |W ǫ1|·|≥ηMg|2L2
γ/2+a
|h|2L2−a
+|W ǫ1|·|≥ηMg|2L2−a |W
ǫ1|·|≥η2Mh|2L2
a+γ/2
.
Estimate of III. We decompose the integration domain of III into two regions: {|v∗| ≤ ηM} and
{|v∗| ≥ ηM}. Correspondingly, III can be split into two parts which are denoted by III1 and III2.
We first deal with III1 whose integration domain is {|v∗| ≤ ηM}. In this case, if |v| ∼M or |κ(v)| ∼M ,
then |v| ∼ |v − v∗| ∼M . By (2.51) and Taylor’s expansion
(χM )(v
′)− χM (v) = (∇χM )(v) · (v − v′) + 1
2
∫ 1
0
(∇2χM )(κ(v)) : (v′ − v)⊗ (v′ − v)dκ,(3.57)
we infer that | ∫ Bǫ(χM (v′)− χM (v))dσ| . 1|v∗|≤ηM1|v|∼|v−v∗|∼M 〈v〉γ , which implies that
|III1| . |gµ 12 1|·|≤ηM |L1 |h1|·|∼M |L2
γ/2
|fχM |L2
γ/2
.
We turn to the estimate of III2. Due to the definition of χM , the support of χM is in the ball Bη−1M
or outside of the ball BηM . We first handle the latter which corresponds to the cases (χ,M) = (1−φ, 1/ǫ)
and (χ,M) = (ψ, 2j). If (g, h) = (µ
1
2 , f), then
|III2| .
∫
Bǫ|(µ)∗|1|v∗|≥ηM1|v|≥ηM |f ||fχM |dσdv∗dv
. ǫ−2s(|µ1|·|≥ηM |L∞|γ| + |µ1|·|≥ηM |L1|γ|)|f1|·|≥ηM |L2γ/2 |fχM |L2γ/2.
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If (g, h) = (f, µ
1
2 ), thanks to Lemma 2.7, we have
|III2| . ǫ−2s(|fµ 12 1|·|≥ηM |L2
|γ|
+ |fµ 12 1|·|≥ηM |L1
|γ|
)(1γ≤− 32 |µ
1
2 |
H−
3
2
−γ+η + |µ 12 |L2
γ/2
)|fχM |L2
γ/2
.
When the support of χM is in the ball Bη−1M , it corresponds to the case that χ = φ and M = 1/ǫ. In
this case, we have
|III2| .
∣∣ ∫ Bǫ1|v∗|≥ηM1θ≤|v−v∗|−1M (gµ 12 )∗1|v|≤η−1MhfχM((χM )′ − χM)dσdv∗dv∣∣
+
∣∣ ∫ Bǫ1|v∗|≥ηM1θ≥|v−v∗|−1M (gµ 12 )∗1|v|≤η−1MhfχM((χM )′ − χM)dσdv∗dv∣∣
def
= III2,1 + III2,2.
By Taylor expansion (3.57) and (2.51), one has
|III2,1| .
∣∣ ∫ |v − v∗|γ1|v∗|≥ηM1|v|≤η−1M |(gµ 12 )∗hfχM |(|v − v∗|2sM−2s + |v − v∗|2s−1M1−2s)dv∗dv∣∣
. M−2s(|gµ 12 1|·|≥ηM |L11+γ+2s + |gµ
1
2 1|·|≥ηM |L21+γ+2s)|h1|·|≤η−1M |L2γ/2+s |fχM |L2γ/2+s .
For III2,2, thanks to the fact that γ + 2s ≥ 0, it is not difficult to check that
|III2,2| . M−2s|gµ 12 1|·|≥ηM |L1 |h1|·|≤η−1M |L2
γ/2+s
|fχM |L2
γ/2+s
.
We conclude that
|III2| . M−2s(|gµ 12 1|·|≥ηM |L11+γ+2s + |gµ
1
2 1|·|≥ηM |L21+γ+2s)|h1|·|≤η−1M |L2γ/2+s |fχM |L2γ/2+s .
Then the first result follows from the estimates for II and III and our assumptions for χ and M .
Next we turn to the proof of the second result. Observe that the support of ϕj is located in the ring
{|v| ∼ 2j}. We use the same notations as above. Note that (χ,M) = (ψ, 2j) since ϕj = ψ(2−j·). Then
we may rewrite the term II as follows
II =
∫
Bǫg2∗h
21|v|∼2j(µ
1
2∗ + (µ
1
2 )′∗)
(
(ϕj)
′ − ϕj
)2
dσdv∗dv.
We follow the argument used in the before except in the region that {|v∗| ≥ η2j ; |v| ≥ η|v∗|}. Since now
|v| ∼ 2j , we deduce that |v| ∼ |v∗| ∼ 2j in this region. We obtain that
|(ϕj)(v′)− ϕj(v)|2 . 1|v∗|≤ηM1|v|∼2j2−2jθ2|v − v∗|2 + 1|v∗|≥η2j1|v′∗|∼|v∗|1|v|≤η|v∗|
×min{1, 2−2j|v − v∗|2θ2}+ 1|v∗|∼|v|∼2j |v − v∗|22−2jθ2,
from which together with Proposition 5.1 yield that
II . e−Cη
222j |W ǫg|2L2
γ/2
|h|2L2 + ǫ2s|g|2L2 |W ǫh|2L2
γ/2
.
Following the same argument for III1 as before, we derive that
|III1| . ǫs|g|L2 |W ǫh|L2
γ/2
|fϕj |L2
γ/2
.
As for the term III2, we have
III2 .
∣∣ ∫ Bǫ(|g|µ 12 )∗|h||ϕjf |1|v∗|≥η2j ,|v|∼2jdσdv∗dv∣∣ . e−Cη222j |g|L2 |W ǫh|L2γ/2|W ǫϕjf |L2γ/2.
Patching together all the estimates will yield the result. We end the proof of the lemma. 
Now we are in a position to prove Theorem 1.2.
Proof of Theorem 1.2 (Part I). We first prove (1.22). Recall that f l(v) = φ(ǫv)f(v) and fh = f − f l.
Then we have
∂tf
l + Lǫf l = [Lǫ, φ(ǫ·)]f ; ∂tfh + Lǫfh = [Lǫ, 1− φ(ǫ·)]f
Thanks to Theorem 1.1 and the fact that |fh|ǫ,γ/2 ≥ ǫ−2s|fh|L2
γ/2
, we have
〈Lǫf l, f l〉v & |f l|2ǫ,γ/2 − |f l|2L2
γ/2
; 〈Lǫf l, f l〉v & |(I − P)f l|2ǫ,γ/2; 〈Lǫfh, fh〉v ∼ |fh|2ǫ,γ/2.
Notice that P(f l + fh) = Pf = 0. We derive that
〈Lǫf l, f l〉v & |f l|2ǫ,γ/2 − |Pf l|2L2
γ/2
= |f l|2ǫ,γ/2 − |Pfh|2L2
γ/2
≥ |f l|2ǫ,γ/2 − ǫ2s|fh|2ǫ,γ/2
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Thanks to Lemma 3.1 and the above inequalities, one has
d
dt
|f l|2L2 + C|f l|2ǫ,γ/2 . ǫ2s(|fh|2ǫ,γ/2 + |f |2ǫ,γ/2);
d
dt
|fh|2L2 + C|fh|2ǫ,γ/2 . ǫ2s|f |2ǫ,γ/2,
from which together with the fact
∫∞
0
|f |2ǫ,γ/2dt . |f0|2L2 , we get (1.22).
Next we want to prove (1.24). It is easy to check that
∂tPjf + LǫPjf = [Lǫ, ψ(2−j·)]f.
Recall that 2j ≥ 1/ǫ. Thanks to Thereom 1.1 and Lemma 3.1, we obtain that
d
dt
|Pjf(t)|2L2 + C|Pjf |2ǫ,γ/2 & −ǫ2s|f |2ǫ,γ/2.
Observe that |W ǫPjf |2L2
γ/2
∼ ǫ−2s2jγ |Pjf |2L2 and |W ǫ(D)Wγ/2Pjf |2L2 + |W ǫ((−∆)
1
2 )Wγ/2Pjf |2 .
ǫ−2s2jγ |Pjf |2L2 . We are led to
d
dt
|Pjf(t)|2L2 & −ǫ2s|f |2ǫ,γ/2 − ǫ−2s2jγ |Pjf |2L2 ,
which implies |Pjf(t)|2L2 ≥ |Pjf0|2L2 − Cǫ−2s2jγt− Cǫ2s. From this, we conclude the result (1.24). 
To complete the proof of Theorem 1.2, we need the following proposition.
Proposition 3.1. Let c1, c2 and p be three universal and positive constants. Consider the ordinary
differential inequality
(3.58)

d
dt
Y + c1Y1 + c2ǫ
−2sY
1+ 1p
2 ≤ 0;
Y |t=0 = Y0,
where Y = Y1 + Y2 and Y, Y1, Y2 ≥ 0. Then there exists a critical time t∗ = O(−C(c1, c2, p)2s ln ǫ) such
that
Y (t) . Y (0)
(
e−c1t/81t≤t∗ + C(c2Y (0)
1
p , p)ǫ2sp(1 + t)−p1t≥t∗
)
.(3.59)
Proof. Without loss of generality, we assume that Y (0) = 1, otherwise we may let Y (t) := Y (t)/Y (0) and
c2 := c2Y (0)
1
p . It is easy to check that Y (t) is a strictly decreasing function before it vanishes. Assume
that there exists a time tj with j ∈ N such that Y (tj) = 2−j.
To obtain the desired result, the key point is to give the estimate for tj . Since Y = Y1+Y2, one has Y1 ≥
1
2Y or Y2 ≥ 12Y . Then for t ∈ [tj , tj+1], (c1Y1+c2ǫ−2sY
1+ 1p
2 )(t) ≥ min{ c12 Y (tj+1), c2ǫ−2s(Y/2)1+
1
p (tj+1)}.
By (3.58), we obtain that for t ∈ [tj , tj+1], (−Y ′(t))−1 ≤ (c1 12Y (tj+1))−1 + (c2ǫ−2s(Y (tj+1)/2)1+
1
p )−1.
By mean value theorem, there exists a t˜ ∈ [tj , tj+1] such that
Y (tj)− Y (tj+1) = Y ′(t˜)(tj − tj+1),
which implies that tj+1 − tj ≤ 4c−11 + ǫ2s41+
1
p c−12 2
j
p . From this, we obtain that
tN ≤ 4c−11 N + ǫ2s41+
1
p c−12 2
N
p (1 − 2−p)−1 = 4c−11 N + C(c2, p)ǫ2s2
N
p .
Let H(x) = C(c2, p)ǫ
2s2
x
p − 4c−11 x. Then for x ≥ 1, there exists a unique x∗ such that if x ≤ x∗,
H(x) ≤ 0 and if x ≥ x∗, H(x) ≥ 0. Moreover, there exist two constants C1 and C2 depending only on
c1, c2 and p such that −C1(c1, c2, p)2s ln ǫ ≤ x∗ ≤ −C2(c1, c2, p)2s ln ǫ.
From the above argument, we get that if 1 ≤ N ≤ N∗ def= [x∗], tN ≤ 8c−11 N and if N ≥ N∗ + 1,
tN ≤ 2ǫ2sC(c2, p)2Np . For N∗ − 1 ≤ N ≤ N∗ + 1, we have
tN ≤ 4c−11 (N∗ + 1) + C(c2, p)ǫ2s2
N∗+1
p
≤ 2C(c2, p)ǫ2s2
N∗+1
p ≤ 2C(c2, p)ǫ2s2
N+2
p ,
which yields that for N ≥ N∗ − 1, tN ≤ (1 + 2 2p )C(c2, p)ǫ2s2Np . Thanks to the fact that Y (t) is a
strictly decreasing function before it vanishes, we obtain that if t ≤ tN∗ , Y (t) . 2−c1t/8 and if t ≥ tN∗−1,
Y (t) . ǫ2spC(c2, p)
p(1 + t)−p. We conclude that for t ≥ 0,
Y (t) . 2−c1t/81t≤tN∗ + ǫ
2spC(c2, p)
p(1 + t)−p1t≥tN∗ ,
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where tN∗ ≤ 8c−11 N∗ = O(−C2(c1, c2, p)2s ln ǫ). On the other hand, for t ≤ −2sp8(c1 ln 2)−1 ln ǫ −
p lnC(c2, p), there holds 2
−c1t/8 ≥ ǫ2spC(c2, p)p(1 + t)−p. Therefore we deduce that there exists a time
t∗ = O(−C(c1, c2, p)2s ln ǫ) such that (3.59) holds. This completes the proof of the proposition. 
Remark 3.1. To show that estimate (3.59) is sharp for (3.58), we consider the following special case:
(3.60)

d
dt
Y + Y1 + ǫ
−2sY 22 = 0;
Y |t=0 = 1,
where c1 = c2 = p = Y (0) = 1. Let us impose Y1 = ǫ
−2sY 22 . Since Y1 + Y2 = Y , we get Y2 =
−1+√1+4ǫ−2sY
2ǫ−2s , which implies
Y1 + ǫ
−2sY 22 = 2ǫ
−2sY 22 =
1 + 2ǫ−2sY −√1 + 4ǫ−2sY
ǫ−2s
.
Now let X = ǫ−2sY . Then we have the following ODE
(3.61)

d
dt
X + 1 + 2X −√1 + 4X = 0;
X |t=0 = ǫ−2s,
If we set f(x) = 1+2x−√1 + 4x, then one has f ′(x) = 2−2(1+4x)−1/2, f ′′(x) = 4(1+4x)−3/2, f (3)(x) =
−24(1 + 4x)−5/2, f (4)(x) = 240(1 + 4x)−7/2. By Taylor expansion, one has
f(x) = f(0) + f ′(0)x+
f ′′(0)
2
x2 +
f (3)(0)
6
x3 +
1
6
∫ x
0
(x − t)3f (4)(t)dt
= 2x2 − 4x3 + 1
6
∫ x
0
(x− t)3f (4)(t)dt.
Since 0 ≤ f (4)(t) ≤ 240, we have 2x2 − 4x3 ≤ f(x) ≤ 2x2 − 4x3 + 10x4. If x ≤ 1/4, then 4x3 ≤ x2 and
10x4 ≤ x2, which gives
x2 ≤ 1 + 2x−√1 + 4x ≤ 3x2, x ≤ 1/4.(3.62)
Let g(x) = f(x)− x/4, if x ≥ 1/4, then g′(x) = 11/4− 2(1 + 4x)−1/2 ≥ 11/4−√2 > 0, which implies
g(x) ≥ g(1/4) = 3
2
−
√
2− 1
16
> 0.
On the other hand, if x ≥ 1/4, then 1 + 2x ≤ 6x. Therefore we have
x/4 ≤ 1 + 2x−√1 + 4x ≤ 6x, x ≥ 1/4.(3.63)
Suppose t∗ is the critical time such that X(t∗) = 1/4, then by (3.63), we get
d
dt
X +X/4 ≤ d
dt
X + 1 + 2X −√1 + 4X = 0 ≤ d
dt
X + 6X, t ≤ t∗,
which yields −6 ≤ ddt lnX ≤ −1/4, t ≤ t∗. Integrating over [0, t], we have
ǫ−2s exp(−6t) ≤ X(t) ≤ ǫ−2s exp(−t/4), t ≤ t∗,(3.64)
By (3.62), we get
d
dt
X +X2 ≤ d
dt
X + 1 + 2X −√1 + 4X = 0 ≤ d
dt
X + 3X2, t ≥ t∗
which indicates
−3 ≤ d
dt
(− 1
X
) ≤ −1, t ≥ t∗.
Integrating over [t∗, t], we have
1
4 + 3(t− t∗) ≤ X(t) ≤
1
4 + (t− t∗) , t ≥ t∗.(3.65)
By (3.64), recalling X(t∗) = 1/4, we have
−2s ln ǫ− ln 1/4
6
≤ t∗ ≤ 4(−2s ln ǫ− ln 1/4),
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which implies t∗ ∼ −s ln ǫ. Recalling X = ǫ−2sY , we have
e−6t1t≤t∗ + ǫ
2s 1
4 + 3(t− t∗)1t>t∗ ≤ Y (t) ≤ e
−t/41t≤t∗ + ǫ
2s 1
4 + (t− t∗)1t>t∗ .(3.66)
We are in a position to complete the proof of Theorem 1.2.
Proof of Theorem 1.2 (Part II). By basic energy estimate, for l ≥ 2, one has
d
dt
|f |2L2l + c1|f |
2
ǫ,γ/2+l . |f |2L2
l+γ/2
,
where we have used Lemma 2.11 and Theorem 1.1. Observing that
|f |2L2
l+γ/2
. |fh|2L2
l+γ/2
+ η|f l|2L2
γ/2+l+s
+ Cη|f l|2L2
γ/2+s
.
We infer that ddt |f |2L2l . |f
l|2
L2
γ/2+s
, which implies that for any t ≥ 0, |f(t)|2
L2l
. |f0|2L2l . Thanks to the
facts ddt |f |2L2 + c1|f |2ǫ,γ/2 ≤ 0 and |f |L2 ≤ |f |
p
p+1
L2
γ/2
|f |
1
p+1
L2
−γp/2
, we get
d
dt
|f |2L2 + c1|f l|2L2 + c2|f0|−2/pL2
−γp/2
ǫ−2s|fh|2+ 2p . 0.
From this together with Proposition 3.1, we obtain (1.23) which completes the proof of Theorem 1.2. 
4. Nonlinear Boltzmann equation in the perturbation framework
In this section, we will give the proof to Theorem 1.3, that is, the global well-posedness, global dynamics
and global asymptotic formula for the Boltzmann equation with and without angular cutoff in the close-
to-equilibrium setting. We divide the proof into three parts. The first two parts consider the global
well-posedness and dynamics for the equation. The third part deals with the global asymptotic formula
which describes the limit that ǫ goes to zero.
4.1. Global well-posedenss of the Boltzmann equation (1.7). We only provide the a priori esti-
mates for the equation.
4.1.1. Estimate for the linear equation. Suppose f is a solution to
∂tf + v · ∇xf + Lǫf = g.(4.67)
We set f1
def
= Pf and f2
def
= f − Pf . The estimate for the linear solution (4.67) can be stated as follows:
Proposition 4.1. Suppose f is a smooth solution to (4.67). Then for M large enough, there holds
d
dt
(M‖f‖2HNx L2 + IN (f)) +
1
2
(|∇x(a, b, c)|2HN−1x + ‖f2‖
2
HNx L
2
ǫ,γ/2
)(4.68)
.
∑
|α|≤N
|(∂αg, ∂αf)|+
∑
|α|≤N
13∑
j=1
∫
T3
|〈∂αg, ej〉|2dx,
where M‖f‖2HNx L2 +IN (f) ∼ ‖f‖
2
HNx L
2 , IN (f) is a functional defined in (4.72) and {ej}1≤j≤13 is defined
explicitly as
e1 = µ
1/2, e2 = v1µ
1/2, e3 = v2µ
1/2, e4 = v3µ
1/2, e5 = v
2
1µ
1/2, e6 = v
2
2µ
1/2, e7 = v
2
3µ
1/2,
e8 = v1v2µ
1/2, e9 = v2v3µ
1/2, e10 = v3v1µ
1/2, e11 = |v|2v1µ1/2, e12 = |v|2v2µ1/2, e13 = |v|2v3µ1/2.
The proof of Proposition 4.1 will be postponed a little bit. By (1.17), we first observe that,
f1(t, x, v) = {a(t, x) + b(t, x) · v + c(t, x)|v|2}µ1/2,(4.69)
which solves
∂tf1 + v · ∇xf1 = r + l + g,(4.70)
where r = −∂tf2 and l = −v · ∇xf2 − Lǫf2.
Let A = (aij)1≤i≤13,1≤j≤13 be the matrix defined by aij = 〈ei, ej〉 and y be the 13-dimensional
vector with components ∂ta, {∂tbi + ∂ia}1≤i≤3, {∂tc + ∂ibi}1≤i≤3, {∂ibj + ∂jbi}1≤i<j≤3, {∂ic}1≤i≤3. If
z = (zi)
13
i=1 = (〈r + l+ g, ei〉)13i=1, then by (4.69) and inner product in the space L2(R3v), one has Ay = z,
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which implies y = A−1z. For simplicity, we define zr = (zri )
13
i=1 = (〈r, ei〉)3i=1. Similarly we can define zl
and zg. If we suppose that
r˜ = (r(0), {r(1)i }1≤i≤3, {r(2)i }1≤i≤3, {r(2)ij }1≤i<j≤3, {r(3)i }1≤i≤3)T = A−1zr,
l˜ = (l(0), {l(1)i }1≤i≤3, {l(2)i }1≤i≤3, {l(2)ij }1≤i<j≤3, {l(3)i }1≤i≤3)T = A−1zl,
g˜ = (g(0), {g(1)i }1≤i≤3, {g(2)i }1≤i≤3, {g(2)ij }1≤i<j≤3, {g(3)i }1≤i≤3)T = A−1zg,
then by denoting
f˜ = (f˜ (0), {f˜ (1)i }1≤i≤3, {f˜ (2)i }1≤i≤3, {f˜ (2)ij }1≤i<j≤3, {f˜ (3)i }1≤i≤3)T = A−1(〈f2, e〉)13i=1.
one has r˜ = −∂tf˜ , which yields
y = −∂tf˜ + l˜+ g˜.(4.71)
We are in a position to state a lemma to capture the dissipation of (a, b, c).
Lemma 4.1. Let us define the temporal energy functional IN (f) as
IN (f) def=
∑
|α|≤N−1
3∑
i=1
(Iaα,i(f) + Ibα,i(f) + Icα,i(f) + Iabα,i(f)),(4.72)
where Iaα,i(f) = 〈∂αf˜ (1)i , ∂i∂αa〉, Ibα,i(f) = −
∑
j 6=i〈∂αf˜ (2)j , ∂i∂αbi〉+
∑
j 6=i〈∂αf˜ (2)ji , ∂j∂αbi〉+ 2〈∂αf˜ (2)i ,
∂i∂
αbi〉, Icα,i(f) = 〈∂αf˜ (3)i , ∂i∂αc〉 and Iabα,i(f) = 〈∂i∂αa, ∂αbi〉. There exists a constant C > 0 such that
d
dt
IN (f) + 1
2
|∇x(a, b, c)|2HN−1x ≤ C(‖f2‖
2
HNx L
2
ǫ,γ/2
+
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx).(4.73)
The proof of lemma 4.1 will be given in the Appendix. Now we are able to prove Proposition 4.1.
Proof of Proposition 4.1. Applying ∂α to equation (4.67), taking inner product with ∂αf , we have
1
2
d
dt
‖∂αf‖2L2 + (Lǫ∂αf, ∂αf) = (∂αg, ∂αf).
Thanks to Theorem 1.1, we have
1
2
d
dt
‖f‖2HNx L2 + c0‖f2‖
2
HNx L
2
ǫ,γ/2
.
∑
|α|≤N
|(∂αg, ∂αf)|.(4.74)
Then (4.68) follows from (4.74) and Lemma 4.1. 
4.1.2. Global well-posedness of the Boltzmann equation (1.7) in the space HNx L
2. In this subsection, we
derive the estimate in HNx L
2 for solutions to the Cauchy problem (1.7). We adopt proposition 4.1 by
taking g = Γǫ(f, f). For ease of notation, let us define the energy and the dissipation functionals as
EN(f(t)) = ‖f(t)‖2HNx L2 ; DN (f(t)) = ‖(a, b, c)‖
2
HNx L
2 + ‖f2(t)‖2HNx L2ǫ,γ/2 .
The result can be concluded as follows:
Theorem 4.1. For γ > −3/2 and N ≥ 2, there exists a sufficiently small constant δ2 which is independent
of ǫ, such that if E2(f0) ≤ δ2, then the solution f ǫ to the Cauchy problem (1.7) satisfies
sup
t∈[0,∞]
EN (f ǫ(t)) +
∫ ∞
0
DN (f ǫ(s))ds ≤ C(EN (f0)).
Proof. Thanks to (1.4) and (1.9), we can apply Poincare inequality to (a, b, c) to obtain that |(a, b, c)|HNx ∼
|∇x(a, b, c)|HN−1x . By Proposition 4.1, we need to estimate |(∂αΓǫ(f, f), ∂αf)| and
∫
T3
|〈∂αΓǫ(f, f), ej〉|2dx
for |α| ≤ N .
If we denote the Fourier transform of f with respect to x variable by fˆ , then we have
(Γǫ(g, h), f) =
∑
k,m∈Z3
〈Γǫ(gˆ(k), hˆ(m− k)), fˆ(m)〉v,
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from which together with Theorem 2.2, we get
|(Γǫ(∂αx g, ∂βxh), f)| .
∑
k,m∈Z3
|k||α||m− k||β||gˆ(k)|L2 |hˆ(m− k)|L2
ǫ,γ/2
|fˆ(m)|L2
ǫ,γ/2
.
From this, we derive that for a, b ≥ with a+ b > 32 ,
|(Γǫ(∂αx g, ∂βxh), f)| . ‖g‖H|α|+ax L2‖h‖H|β|+bx L2ǫ,γ/2‖f‖L2ǫ,γ/2.(4.75)
As a result, for |α| ≤ N ,
|(∂αΓǫ(g, h), f)| . ‖g‖H2xL2‖h‖HNx L2ǫ,γ/2‖f‖L2ǫ,γ/2 + 1N≥3‖g‖HNx L2‖h‖HN−1x L2ǫ,γ/2‖f‖L2ǫ,γ/2.(4.76)
Observing that ‖f‖HNx L2ǫ,γ/2 . |(a, b, c)|HNx + ‖f2‖HNx L2ǫ,γ/2 , we obtain that∑
|α|≤N
|(∂αΓǫ(f, f), ∂αf)| ≤ CE1/22 (f)DN (f) + 1N≥3E1/2N (f)D1/2N−1(f)D1/2N (f).(4.77)
Thanks to Theorem 2.2, estimate (4.75), similar to (4.76) and (4.76), we have if |α| ≤ N ,∫
T3
|〈∂αΓǫ(f, f), ej〉|2dx ≤ CE2(f)DN (f) + 1N≥3EN (f)DN−1(f).(4.78)
If we chooseM large enough such that EMN (f ǫ) def= MEN (f ǫ)+IN (f ǫ) ∼ EN(f ǫ), then by the estimates
(4.68), (4.77) and (4.78), we arrive at
d
dt
EMN (f ǫ) +
1
2
DN (f ǫ) . C(E1/22 (f ǫ) + E2(f ǫ))DN (f ǫ) + 1N≥3EN (f)DN−1(f).(4.79)
For N = 2, thanks to the condition that E2(f0) ≤ δ2 with δ2 sufficiently small, the continuity argument
will yield that
d
dt
EMN (f ǫ) +
1
4
DN (f ǫ) ≤ 0, sup
t∈[0,∞]
E2(f ǫ(t)) +
∫ ∞
0
D2(f ǫ(s))ds . E2(f0) ≤ δ2.
For N ≥ 3, (4.79) can be rewritten as
d
dt
EMN (f ǫ) +
1
4
DN (f ǫ) . EN (f)DN−1(f).
Then the inductive method will yield the desired result. 
4.1.3. Propagation of the weighted Sobolev regularity HNx L
2
l . . We aim to prove:
Proposition 4.2. For −3/2 < γ < 0, l ≥ 2, N ≥ 2, there exists δ2 which is independent of ǫ such that
if ‖f0‖H2xL2 ≤ δ2, then the solution f ǫ to the Cauchy problem (1.7) satisfies
sup
t∈[0,∞]
‖f ǫ(t)‖2HNx L2l +
∫ ∞
0
‖f ǫ(s)‖2HNx L2ǫ,l+γ/2ds . ‖f0‖
2
HNx L
2
l
Proof. We omit the superscript ǫ in f ǫ to assume that
∂tf + v · ∇xf + Lǫf = Γǫ(f, f).(4.80)
Applying Wl∂
α to both sides of (4.80), we have
∂tWl∂
αf + v · ∇xWl∂αf +WlLǫ∂αf = Wl∂αΓǫ(f, f).(4.81)
Taking inner product with ∂αWlf over (x, v), and taking sum over |α| ≤ N , we get
1
2
d
dt
‖f‖2HNx L2l +
∑
|α|≤N
(WlLǫ∂αf, ∂αWlf) =
∑
|α|≤N
(Wl∂
αΓǫ(f, f), ∂αWlf).
By Theorem 1.1, Lemma 2.11 and the condition that γ/2 + l ≥ 0, we have∑
|α|≤N
(WlLǫ∂αf, ∂αWlf) ≥ η0
2
DN (Wlf)− C‖f‖2HNx L2l+γ/2 − ‖f‖HNx L2l+γ/2D
1/2
N (Wlf).
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Observe that ∑
|α|≤N
(Wl∂
αΓǫ(f, f), ∂αWlf) =
∑
|α|≤N
(Wl∂
αΓǫ(f, f)− ∂αΓǫ(f,Wlf), ∂αWlf)
+
∑
|α|≤N
(∂αΓǫ(f,Wlf), ∂
αWlf).
With the help of the proof of (4.76), Theorem 2.2 and Lemma 2.11 imply that∑
|α|≤N
|(Wl∂αΓǫ(f, f), ∂αWlf)| . E1/22 (f)DN (Wlf) + 1N≥3E1/2N (f)D1/2N−1(Wlf)D1/2N (Wlf)
Putting together the above results and using the facts that E2(f) . δ2 and EN (f) . 1, we arrive at
d
dt
EN (Wlf) + η0
4
DN (Wlf) ≤ C‖f‖2HNx L2l+γ/2 + 1N≥3DN−1(Wlf).
It is not difficult to check that ‖f‖2
HNx L
2
l+γ/2
≤ ‖f l‖2
HNx L
2
l+γ/2
+ ‖fh‖2
HNx L
2
l+γ/2
≤ η‖f l‖2
HNx L
2
l+γ/2+s
+
Cη‖f l‖2HNx L2γ/2+s + ‖f
h‖2
HNx L
2
l+γ/2
. Then we derive that
d
dt
EN (Wlf) + η0
8
DN (Wlf) ≤ CDN (f) + 1N≥3DN−1(Wlf).
From this, the desired result is easily concluded for N = 2. For N ≥ 3, the inductive method can be
applied to get the desired result. This ends the proof of the proposition. 
4.1.4. Propagation of the full regularity. We begin with a useful proposition:
Proposition 4.3. Suppose f is a smooth function. Then if l1 ≤ l2,
|f |2Hml . (η + ǫ
2s)|W ǫ(D)f |2Hml + C(η)|f |
2
L2l
; |f |L2ǫ,l1 . |f |L2ǫ,l2 .
Proof. By interpolation inequality, it is easy to check that
|f |2Hml . |f
φ|2Hml + |fφ|
2
Hml
. |fφ|2Hml + η|fφ|Hm+sl + Cη|fφ|
2
L2l
.
Then the first result follows Lemma 5.2. The second result follows directly from the definition of |·|L2ǫ,l1 
We aim to prove:
Proposition 4.4. Suppose −3/2 < γ < 0 and E2(f0) ≤ δ0. Then for N ≥ 2,
sup
t∈[0,∞)
EN,J(f(t)) +
∫ ∞
0
DN,J(f(s))ds . C(EN,J(f0)).
Proof. Since we have the control for E˙N,0(f), we will focus on the estimate of E˙N−j,j(f) with 1 ≤ j ≤ N .
We denote
Γǫ(g, h;β)(v)
def
=
∫
R
3
∫
SS2
Bǫ(v − v∗, σ)(∂βµ1/2)∗(g′∗h′ − g∗h)dσdv∗.
With this notation, one has
∂αβΓ
ǫ(g, h) =
∑
β0+β1+β2=β,α1+α2=α
Cβ0,β1,β2β C
α1,α2
α Γ
ǫ(∂α1β1 g, ∂
α2
β2
h;β0).(4.82)
It is easy to check that for any fixed β, Γǫ(g, h;β) shares the same upper bound and commutator estimates
as those for Γǫ(g, h). Recalling Lǫg = −Γǫ(µ1/2, g)− Γǫ(g, µ1/2). Thus
∂αβLǫg(4.83)
= Lǫ∂αβ g −
∑
β0+β1+β2=β,β2<β
Cβ0,β1,β2β [Γ
ǫ(∂β1µ
1/2, ∂αβ2g;β0) + Γ
ǫ(∂αβ1g, ∂β2µ
1/2;β0)].
Take two indexes α and β such that |α| = N − j and |β| = j and apply Wq∂αβ to both sides of (4.80),
then we obtain that
∂tWq∂
α
β f + v · ∇xWq∂αβ f +
∑
β1≤β,|β1|=1
Wq∂
α+β1
β−β1 f +Wq∂
α
βLǫf =Wq∂αβΓǫ(f, f).(4.84)
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Let Wq = WN−j,j . Taking inner product with Wq∂αβ f over (x, v), one has
1
2
d
dt
‖∂αβ f‖2L2q +
∑
β1≤β,|β1|=1
(Wq∂
α+β1
β−β1 f,Wq∂
α
β f) + (Wq∂
α
βLǫf,Wq∂αβ f) = (Wq∂αβΓǫ(f, f),Wq∂αβ f).
Let us give the estimates term by term.
(i). The estimate of (Wq∂
α+β1
β−β1 f,Wq∂
α
β f). It is not difficult to check that
|(Wq∂α+β1β−β1 f,Wq∂αβ f)| . ‖WqW−γ/2∂
α+β1
β−β1 f‖L2‖WqWγ/2∂αβ f‖L2 . ηD˙N−j,j(f) + CηD˙N−j+1,j−1(f),
where we have used (1.26).
(ii). The estimate of (Wq∂
α
βLǫf,Wq∂αβ f). Thanks to (4.83), Theorem 1.1, Theorem 2.2 and Lemma
2.11, we have
(Wq∂
α
βLǫf,Wq∂αβ f) ≥
η0
4
‖Wq∂αβ f‖2ǫ,γ/2 − C‖Wq∂αβ f‖2L2
γ/2
− C‖f‖2
HN−jx H
j−1
ǫ,q+γ/2
.
Due to Proposition 4.3 and our assumption for Wm,j , the above inequality can be rewritten as follows
(Wq∂
α
βLǫf,Wq∂αβ f) ≥
η0
4
‖Wq∂αβ f‖2ǫ,γ/2 − ηD˙N−j,j(f)− CηD˙N−j,0(f)− CDN−1(f).
(iii). The estimate of (Wq∂
α
βΓ
ǫ(f, f),Wq∂
α
β f). It is easy to check that
(Wq∂
α
βΓ
ǫ(f, f),Wq∂
α
β f)
= (WqΓ
ǫ(f, ∂αβ f),Wq∂
α
β f)
+
∑
β0+β1+β2=β,α1+α2=α,|α2|+|β2|≤N−1
Cβ0,β1,β2β C
α1,α2
α (WqΓ
ǫ(∂α1β1 f, ∂
α2
β2
f ;β0),Wq∂
α
β f)
Set A
def
= (WqΓ
ǫ(∂α1β1 f, ∂
α2
β2
f ;β0),Wq∂
α
β f). We will give the estimate for A case by case.
Case 1: N = 1. This yields that (|α1|, |β1|) = (0, 0) or (0, 1). Then we have
|A| . (‖∂βf‖L2 + ‖f‖L2)D2(f) 12 ‖∂βf‖L2
ǫ,γ/2+q
.
Case 2: N = 2. We divide the estimate into two cases: |α2|+ |β2| = 1 and |α2|+ |β2| = 0.
In the case of |α2|+ |β2| = 1, we have (|α2|, |β2|) = (1, 0) or (|α2|, |β2|) = (0, 1). If (|α2|, |β2|) = (1, 0),
we get that j = 1 and (|α1|, |β1|) = (0, 1) or (0, 0). Then we have
|A| . E2(f)‖Wqf‖2H1xL2ǫ,γ/2 + ‖f‖
2
H1xH˙
1
v
‖Wqf‖2H2xL2ǫ,γ/2 + η‖Wq∂
α
β f‖2L2
ǫ,γ/2
.
If (|α2|, |β2|) = (0, 1), then we have (|α1|, |β1|) = (2− j, j − 1) or (2− j, j − 2) if j ≥ 2. These imply that
|A| . (E2(f) + E˙2−j+1,j−1(f))‖Wqf‖2H1xH˙1ǫ,γ/2 + η‖Wq∂
α
β f‖2L2
ǫ,γ/2
.
In the case of |α2|+ |β2| = 0, we deduce that (|α1|, |β1|) = (2− j, j) or (2− j, j − 1) or (2− j, j − 2) if
j ≥ 2. Then we arrive at
|A| . Cη(‖f‖2H˙2−jx H˙j + E
1(f))D2(f) + η‖Wq∂αβ f‖2L2
ǫ,q+γ/2
.
Case 3: N ≥ 3 We separate two cases to give the estimates.
Case 3.1: |α2| + |β2| = N − 1. In this case, we have (|α2|, |β2|) = (N − j − 1, j) or (N − j, j − 1).
We have
|A| . E2(f)(‖Wqf‖2H˙N−jx H˙jǫ,γ/2 + ‖Wqf‖
2
H˙N−j−1H˙j
ǫ,γ/2
) + ‖f‖2H2xH1‖Wqf‖
2
HN−jx H
j−1
ǫ,γ/2
+ η‖Wq∂αβ f‖2L2
ǫ,γ/2
. (E2(f) + η)D˙N−j,j(f) +DN−1(f)(E˙2,1(f) + E2(f)) + ηD˙N−j,j(f).
Case 3.2: |α2| + |β2| ≤ N − 2 and |β2| = j. We first have j ≤ N − 2. It is easy to check that
(|α2|, |β2|) = (N − j − 2, j) or |α2| ≤ N − j − 3 if N ≥ 4. We get that
|A| . (E˙3,0(f) + E2(f))DN−1(f) + 1N≥4EN−j(f)DN−1(f) + ηD˙N−j,j(f).
Case 3.3: |α2|+ |β2| = N − 2 and |β2| ≤ j − 1. We first get that |α1|+ |β1| ≤ 2 and |β0|+ |β1| ≥ 1.
We obtain that
A| . (E˙3,0(f) + E˙2,1(f) + E˙1,2(f)1j≥2 + E2(f))DN−1(f) + ηD˙N−j,j(f).
Case 3.4: |α2|+ |β2| ≤ N − 3 It is not difficult to see that
|A| . (E˙N−j,j(f) + EN−1(f))DN−1(f) + ηD˙N−j,j(f).
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Now we patch together to derive that
(1) if N = 1, |(Wq∂αβΓǫ(f, f),Wq∂αβ f)| . (E˙0,1(f) + 1)D2(f) + (η + E2(f))D˙0,1(f);
(2) if N = 2, |(Wq∂αβΓǫ(f, f),Wq∂αβ f)| . (E2(f) + E2−j+1,j−1(f))(D˙1,1(f) + D1(f)) + (E˙2−j,j(f) +
E˙1,1(f) + E1(f))D2(f) + (η + E2(f))D˙2−j,j(f);
(3) if N ≥ 3, |(Wq∂αβΓǫ(f, f),Wq∂αβ f)| . (E2(f) + η)D˙N−j,j(f) + DN−1(f)(E˙2,1(f) + E˙3,0(f) +
E˙1,2(f)1j≥2 + EN−1(f) + E˙N−j,j(f)).
Now we are in a position to prove the proposition. To get the estimate of E1(f), we only need to
bound E˙0,1. From the above estimates, we have
d
dt
E˙0,1(f(t)) + 1
8
η0D˙0,1(f(t)) . (E˙0,1(f) + 1)D2(f) + D˙0,1(f).
By Gronwall inequality, we conclude that
sup
t∈[0,∞)
E1(f(t)) +
∫ ∞
0
D1(f(τ))dτ . C(E2(f0), E1(f0)).
To prove the propagation of E2(f), we need to consider the energy E˙2−j,j with j = 1, 2. It is not
difficult to conclude from the above estimates that
d
dt
E˙1,1(f(t)) + 1
8
η0D˙1,1(f(t)) . D1(f) +D2(f) + E˙1,1D2(f) + D˙0,2(f),
which gives
sup
t∈[0,∞)
E˙1,1(f(t)) +
∫ ∞
0
D˙1,1(f(τ))dτ . C(E2,1(f0)).
Next we have
d
dt
E˙0,2(f(t)) + 1
8
η0D˙0,2(f(t)) . (1 + E˙0,2)D1(f) + D˙1,1(f(t)) +D1(f),
which implies
sup
t∈[0,∞)
E˙2,0(f(t)) +
∫ ∞
0
D˙2,0(f(τ))dτ . C(E2,2(f0)).
In other words, for J ≤ 2, we have supt∈[0,∞) E2,J (f(t)) +
∫∞
0
D2,J (f(τ))dτ . C(E2,J (f0)).
Now we shall use the inductive method to complete the proof. We assume that the result in the
proposition holds for J ≤ N ≤ n with n ≥ 2. For J ≤ N = n + 1, we begin with the propagation of
E˙n,1(f(t)). From the above inequalities, we have
d
dt
E˙n,1(f(t)) + 1
8
η0D˙n,1(f(t)) . (1 + E˙n,1(f) + En(f) + E˙3,0(f))Dn(f) + D˙n+1,0(f(t)),
which implies that supt∈[0,∞) En+1,1(f(t)) +
∫∞
0 Dn+1,1(f(τ))dτ . C(En+1,1(f0)) thanks to Gronwall
inequality. For j ≥ 2, we derive that
d
dt
E˙n+1−j,j(f(t)) + 1
8
η0D˙n+1−j,j(f(t)) . (1 + E˙n+1−j,j(f) + En(f) + E˙3,0(f)
+E˙2,1(f))Dn(f) + D˙n+2−j,j−1(f(t)).
The inductive method applied to j will yield that for 2 ≤ j ≤ J ,
sup
t∈[0,∞)
E˙n+1−j,j(f(t)) +
∫ ∞
0
D˙n+1−j,j(f(τ)))dτ . C(En+1,J (f0)),
which completes the inductive argument for n. We end the proof of the proposition. 
Proof of Theorem 1.3 (Part I: Global Well-posedness). The results follow directly from Theorem 4.1,
Proposition 4.2 and Proposition 4.4. 
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4.2. Global dynamics of the Boltzmann equation (1.7). We now give the proof to the second part
of Theorem 1.3.
Proof of Theorem 1.3(Part II: Global dynamics). We first give the proof to (1.27). It is easy to check
that Pjf verifies
∂tPjf + v · ∇xPjf + LǫPjf = [Lǫ,Pj]f + PjΓǫ(f, f).
Thanks to Theorem 1.1, Lemma 3.1 and (4.75), one has
d
dt
‖Pjf‖2L2 + η0‖Pjf‖2L2
ǫ,γ/2
≥ −ǫ2s‖f‖2L2
ǫ,γ/2
− ǫ2s‖f‖2H2xL2‖f‖
2
L2
ǫ,γ/2
− ‖f‖2H2xL2‖Pjf‖
2
L2
ǫ,γ/2
.
Recalling that ‖Pjf‖2L2
ǫ,γ/2
≥ −Cǫ−2s2jγ‖Pjf‖L2, we obtain that
‖Pjf(t)‖2L2 ≥ ‖Pjf0‖2L2 − Cǫ−2s2jγδ0t− Cǫ2s,
which yields the desired result.
We turn to the proof of (1.28). By the interpolation inequality |f |L2 . |f |
p
p+1
L2
γ/2
|f |
1
p+1
L2
−pγ/2
and the facts
EN (Wlf ǫ) . 1 and ddtEMN (f ǫ) + 14DN (f ǫ) ≤ 0, we obtain that
d
dt
EMN +
1
4
(c1‖f l‖2HNx L2 + C(‖f0‖HNx L2−pγ/2)ǫ
−2s‖fh‖2(1+
1
p )
HNx L
2 ) ≤ 0.
Then (1.28) follows Proposition 3.1. 
4.3. Asymptotic formula for the limit. We want to prove (1.29). Let f ǫ and f be the solutions to
(1.7) and (1.8) respectively with the data f0. Set F
ǫ
R
def
= ǫ2−2s(f ǫ − f), then it solves
∂tF
ǫ
R + v · ∇xF ǫR + LF ǫR =
1
ǫ2−2s
[(L − Lǫ)f ǫ + (Γǫ − Γ)(f ǫ, f)] + Γǫ(f ǫ, F ǫR) + Γ(F ǫR, f).
We first derive the estimate on the operator Γ− Γǫ.
Lemma 4.2. If γ > −3, there holds
|〈(Γ− Γǫ)(g, h), f〉v| . ǫ2−2s|g|L2|h|H2
γ/2+2
|f |L2
γ/2
.
Proof. By direct calculation, we have
〈(Γ− Γǫ)(g, h), f〉v def= A1 +A2 +A3 +A4,
where A1 =
∫
(b − bǫ)(cos θ)|v − v∗|γ(µ′1/2∗ − µ1/2∗ )g∗h′f ′dσdv∗dv, A2 =
∫
(b − bǫ)(cos θ)|v − v∗|γ(µ′1/2∗ −
µ
1/2
∗ )g∗(h − h′)f ′dσdv∗dv, A3 =
∫
(b − bǫ)(cos θ)|v − v∗|γµ1/2∗ g∗(h − h′)f ′dσdv∗dv and A4 =
∫
(b −
bǫ)(cos θ)|v − v∗|γµ1/2∗ g∗(h′f ′ − hf)dσdv∗dv.
Estimate of A1. By change of variables, we have
A1 =
∫
(b− bǫ)(cos θ)|v − v∗|γ(µ1/2 − µ′1/2)g′h∗f∗dσdv∗dv.
By Taylor expansion, one has
µ1/2 − µ′1/2 = (∇µ1/2)(v′) · (v − v′) + 1
2
∫ 1
0
(1− κ)[(∇2µ1/2)(v(κ)) : (v − v′)⊗ (v − v′)]dκ,
where v(κ) = v′ + κ(v − v′). Observe that, for any fixed v∗, there holds∫
(b − bǫ)(cos θ)|v − v∗|γ(∇µ1/2)(v′) · (v − v′)g′dσdv = 0.
Thus we have
|A1| = 1
2
|
∫
(b− bǫ)(cos θ)|v − v∗|γ(1− κ)[(∇2µ1/2)(v(κ)) : (v − v′)⊗ (v − v′)]g′h∗f∗dκdσdv∗dv|
. ǫ2−2s{
∫
〈v∗〉γ+4|g′|2|h∗|2dv∗dv′}1/2{
∫
|v(κ)− v∗|γµ1/8(v(κ))|f∗|2dκdv∗dv(κ)}1/2
. ǫ2−2s|g|L2|h|L2
γ/2+2
|f |L2
γ/2
.
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Estimate of A2. By Cauchy-Schwartz inequality, we have
A2 ≤ {
∫
(b− bǫ)(cos θ)|v − v∗|γ+2g2∗(h− h′)2(µ′1/4∗ + µ1/4∗ )2dσdv∗dv}1/2
×{
∫
(b − bǫ)(cos θ)|v − v∗|γ−2(µ′1/4∗ − µ1/4∗ )2|f ′|2dσdv∗dv}1/2 def= {A2,1}1/2 × {A2,2}1/2.
By Taylor expansion, h− h′ = ∫ 10 (∇h)(v(κ)) · (v − v′)dκ, where v(κ) = v′ + κ(v − v′). By the change of
variable v → v(κ), we get
A2,1 ≤ ǫ2−2s
∫
〈v(κ)〉γ+4g2∗|(∇h)(v(κ))|2dv∗dv(κ)dκ . ǫ2−2s|g|2L2 |h|2H1
γ/2+2
.
Note that (µ
′1/4
∗ − µ1/4∗ )2 . (µ′1/4∗ + µ1/4∗ )θ2|v − v∗|2, thus we have
A2,2 . ǫ2−2s
∫
|v − v∗|γµ1/2∗ |f |2dv∗dv . ǫ2−2s|f |2L2
γ/2
.
Therefore, we have A2 . ǫ2−2s|g|L2|h|H1
γ/2+2
|f |L2
γ/2
.
Estimate of A3. By Taylor expansion, one has
h− h′ = (∇h)(v′) · (v − v′) + 1
2
∫ 1
0
(1− κ)[(∇2h)(v(κ)) : (v − v′)⊗ (v − v′)]dκ,
where v(κ) = v′ + κ(v − v′). Observe that, for any fixed v∗, there holds∫
(b− bǫ)(cos θ)|v − v∗|γ(∇h)(v′) · (v − v′)f ′dσdv = 0.
Thus we have
A3 = 1
2
∫
(b− bǫ)(cos θ)|v − v∗|γµ1/2∗ g∗(1− κ)[(∇2h)(v(κ)) : (v − v′)⊗ (v − v′)]f ′dκdσdv∗dv
. ǫ2−2s{
∫
|v(κ)− v∗|γ+4µ1/2∗ g2∗|(∇2h)(v(κ))|2dκdv∗dv(κ)}1/2
×{
∫
|v − v∗|γµ1/2∗ |f ′|2dv∗dv′}1/2 . ǫ2−2s|g|L2 |h|H2
γ/2+2
|f |L2
γ/2
.
Estimate of A4. By cancellation lemma and Lemma 2.7, we have
|A4| . ǫ2−2s
∫
|v − v∗|γµ1/2∗ g∗hfdv∗dv . ǫ2−2s|g|L2 |h|L2
γ/2
|f |L2
γ/2
.
The lemma then follows by patching together the above estimates. 
We are ready to prove (1.29).
Proof of Theorem 1.3(Part III: Asymptotic formula). Set
g =
1
ǫ2−2s
[(L − Lǫ)f ǫ + (Γǫ − Γ)(f ǫ, f)] + Γǫ(f ǫ, F ǫR) + Γ(F ǫR, f).
By applying Lemma 4.1, we have
d
dt
(M‖F ǫR‖2HN−2x L2 + IN−2(F
ǫ
R)) +
1
2
(|(F ǫR)1|2HN−2x + ‖(F
ǫ
R)2‖2HN−2x L20,γ/2)
.
∑
|α|≤N−2
|(∂αg, ∂αF ǫR)|+
∑
|α|≤N−2
13∑
j=1
∫
T3
|〈∂αg, ej〉|2dx.
Thanks to |〈Γǫ(g, h), ej〉| . |g|L2
γ/2
|h|L2
γ/2
, for any |α| ≤ N − 2, we have∫
T3
(|〈∂αΓǫ(f ǫ, F ǫR), e〉|2 + |〈∂αΓ(F ǫR, f), e〉|2)dx
. ‖f ǫ‖2H2xL2‖F
ǫ
R‖2HN−2x L20,γ/2 + 1N≥3‖f
ǫ‖2
HN−2x L2
‖F ǫR‖2HN−3x L20,γ/2 + ‖f‖
2
HN−2x L20,γ/2
‖F ǫR‖2HN−2x L2 .
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By Lemma 4.2, we get that ǫ2s−2
∫
T3
|〈∂α(Γǫ − Γ)(f ǫ, f), e〉|2dx . ‖f ǫ‖2
HN−2x L2
‖f‖2
HN−2x H2γ/2+2
, and
ǫ2s−2
∫
T3
|〈∂α(L − Lǫ)f ǫ, e〉|2dx . ‖f ǫ‖2
HN−2x H2γ/2+2
. By Theorem 2.2 with ǫ = 0 and (4.76), we have
|(∂αΓ(F ǫR, f), ∂αF ǫR)|+ |(∂αΓǫ(f ǫ, F ǫR), ∂αF ǫR)|
. (‖F ǫR‖HN−2x L2‖f‖HNx L20,γ/2 + ‖f
ǫ‖H2xL2‖F ǫR‖HN−2x L20,γ/2
+1N≥3‖f ǫ‖HNx L2‖F ǫR‖HN−3x L20,γ/2)‖F
ǫ
R‖HN−2x L20,γ/2 .
By Lemma 4.2, we have
|(∂α 1
ǫ2−2s
(Γǫ − Γ)(f ǫ, f), ∂αF ǫR)|+ |(∂α
1
ǫ2−2s
(L − Lǫ)f ǫ, ∂αF ǫR)|
. (‖f ǫ‖HNx L2‖f‖HN−2x H2γ/2+2 + ‖f
ǫ‖HN−2x H2γ/2+2)‖F
ǫ
R‖HN−2x L20,γ/2 .
Patching together the above results, we arrive at
d
dt
(M‖F ǫR‖2HN−2x L2 + IN−2(F
ǫ
R)) +
1
4
(|(F ǫR)1|2HN−2x + ‖(F
ǫ
R)2‖2HN−2x L20,γ/2)
. 1N≥3‖f ǫ‖2HNx L2‖F
ǫ
R‖2HN−3x L20,γ/2 + ‖f‖
2
HNx L
2
0,γ/2
‖F ǫR‖2HN−2x L2 + ‖f
ǫ‖2HNx L2‖f‖
2
HN−2x H2γ/2+2
+‖f ǫ‖2
HN−2x H2γ/2+2
.
Thanks to Proposition 4.4, we derive that∫ ∞
0
(‖f ǫ‖2
HN−2x H2γ/2+2
+ ‖f‖2
HN−2x H2γ/2+2
+ ‖f‖2HNx L20,γ/2)ds . C(E
N,2(f0)),
which implies that
sup
t≥0
‖F ǫR‖2L2 +
∫ ∞
0
‖F ǫR‖2L2xL20,γ/2ds . C(E
2,2(f0)).
From this together with the inductive method, for N ≥ 3, we will arrive at
sup
t≥0
‖F ǫR‖2HN−2x L2 +
∫ ∞
0
‖F ǫR‖2HN−2x L20,γ/2ds . C(E
N,2(f0)).
It ends the proof to (1.29) and then complete the proof to Theorem 1.3. 
5. Appendix
We first give the definition on the symbol Sm1,0.
Definition 5.1. A smooth function a(v, ξ) is said to a symbol of type Sm1,0 if a(v, ξ) verifies for any
multi-indices α and β,
|(∂αξ ∂βv a)(v, ξ)| ≤ Cα,β〈ξ〉m−|α|,
where Cα,β is a constant depending only on α and β.
Lemma 5.1. ([15]) Let l, s, r ∈ R,M ∈ Sr1,0 and Φ ∈ Sl1,0. Then there exists a constant C such that
|[M(D),Φ]f |Hs ≤ C|f |Hr+s−1l−1 .
As a consequence, if W ǫ ∈ Ss1,0, 2kϕk ∈ S11,0 with s < 1, then we will have
∞∑
k≥−1
|W ǫ(D)ϕkf |2L2 =
∞∑
k≥−1
2−2k|W ǫ(D)2kϕkf |2L2
.
∞∑
k≥−1
2−2k(|2kϕkW ǫ(D)f |2L2 + |f |2Hs−1) . |W ǫ(D)f |2L2 .(5.85)
Lemma 5.2. ([16]) Let f be a smooth function defined in R3 and W ǫq (v)
def
= φ(ǫv)〈v〉q + ǫ−q(1− φ(ǫv)).
Then for l ∈ R and m, q ≥ 0, there holds
|f |Hml ∼ |fφ|Hml + |fφ|Hml , |W ǫq (D)(Wlf)|Hm ∼ |W ǫq (D)f |Hml .
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Suppose Φ(v) ∈ Sl1,0. For q ≥ 0, Bǫ(ξ) verifies |Bǫ(ξ)| ≤ W ǫq (ξ) and |(∂αBǫ)(ξ)| ≤ W ǫ(q−|α|)+(ξ). Then
we have
|ΦBǫ(D)f |Hm + |Bǫ(D)Φf |Hm . |W ǫq (D)Wlf |Hm .(5.86)
Proposition 5.1. Suppose Aǫ(ξ)
def
=
∫
σ∈SS2 b
ǫ( ξ|ξ| · σ)min{|ξ|2 sin2(θ/2), 1}dσ. Then we have Aǫ(ξ) ∼
|ξ|21|ξ|≤2 + 1|ξ|≥2(W ǫ(ξ))2.
Proof. By definition, we first get Aǫ(ξ) = 2π
∫ π/2
0
sin θb(cos θ)φ(sin θ2/ǫ)min{|ξ|2 sin2(θ/2), 1}dθ. By the
change of variable: t = sin(θ/2), we have
Aǫ(ξ) ∼
∫ 1
2
0
t−1−2sφ(t/ǫ)min{|ξ|2t2, 1}dt = |ξ|2s
∫ |ξ|/2
0
t−1−2sφ(ǫ−1t|ξ|−1)min{t2, 1}dt.
It is easy to check there exist constants c¯1 and c¯2 such that c¯1 < c¯2 and
|ξ|2s
∫ |ξ|/2
c¯2ǫ|ξ|
t−1−2smin{t2, 1}dt . Aǫ(ξ) . |ξ|2s
∫ |ξ|/2
c¯1ǫ|ξ|
t−1−2smin{t2, 1}dt.
Now we focus on the quantity I(ξ)
def
= |ξ|2s ∫ |ξ|/2
cǫ|ξ| t
−1−2smin{t2, 1}dt.
(1) For the case of |ξ| ≤ 2, we have I(ξ) = |ξ|2s ∫ |ξ|/2
cǫ|ξ| t
1−2sdt ∼ (1 − s)−1|ξ|2.
(2) For the case of 2 < |ξ| ≤ (cǫ)−1, we have
I(ξ) = |ξ|2s( ∫ 1
cǫ|ξ|
t1−2sdt+
∫ |ξ|/2
1
t−1−2sdt
)
∼ (1 − s)−1|ξ|2s(1− (cǫ|ξ|)2−2s) + |ξ|2s(1− (2|ξ|−1)2s).
(3) For the case of |ξ| ≥ (cǫ)−1, we have I(ξ) = |ξ|2s ∫ |ξ|/2
cǫ|ξ| t
−1−2sdt ∼ ǫ−2s.
The desired result follows from all the above estimates. 
Proposition 5.2. We have∫
R
3 ×SS2
b(
u
|u| · σ)h(u)(f(u
+)− f( |u||u+|u
+))dσdu =
∫
R
3×SS2
b(
ξ
|ξ| · σ)(hˆ(ξ
+)− hˆ( |ξ||ξ+|ξ
+))
¯ˆ
f(ξ)dσdξ.
Proof. By Plancherel equality, first we have∫
R
3 ×SS2
b(
u
|u| · σ)h(u)f(
|u|
|u+|u
+)dσdu
=
∫
R
3
h(u)
(∫
SS2
b(
u
|u| · σ)f(
|u|
|u+|u
+)dσ
)
︸ ︷︷ ︸
def
= F (u)
du =
∫
R
3
hˆ(ξ)
¯ˆ
F (ξ)dξ.
Next, we compute the Fourier transform Fˆ of F . By definition, we have
Fˆ (ξ) =
∫
R3
e−iu·ξF (u)du =
1
(2π)3/2
∫
R3
∫
SS2
∫
R3
e−iu·ξei
|u|
|u+|
u+·η
b(
u
|u| · σ)fˆ(η)dσdηdu.
Notice that |u||u+|u
+ · η = 12
(
( u|u| ·σ+1)/2
)− 12 (u · η+ |u‖η| η|η| ·σ), then by the fact ∫SS2 b(κ ·σ)d(τ ·σ)dσ =∫
SS2
b(τ · σ)d(κ · σ)dσ, one has
Fˆ (ξ) =
1
(2π)3/2
∫
R3
∫
SS2
∫
R3
e−iu·ξei
|η|
|η+|
η+·u
b(
u
|u| · σ)fˆ(η)dσdηdu
=
1
(2π)3/2
∫
R
3
∫
SS2
b(
η
|η| · σ)fˆ(η)δ[ξ =
|η|
|η+|η
+]dσdη,
which yields that∫
R3 ×SS2
b(
u
|u| · σ)h(u)f(
|u|
|u+|u
+)dσdu =
∫
R3 ×SS2
b(
ξ
|ξ| · σ)hˆ(
|ξ|
|ξ+|ξ
+)
¯ˆ
f(ξ)dσdξ.
Similar argument can be applied to the remainder term and then we get the desired result. 
Lemma 5.3. Let F denotes the Fourier transform. Then we have FW ǫ((−△SS2)1/2) = W ǫ((−△SS2)1/2)F .
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Proof. By definition of (1.20), if ξ = ρτ , we have
F(W ǫ((−△SS2)1/2)f)(ξ) = ∞∑
l=0
l∑
m=−l
W ǫ((l(l + 1))1/2)F(Y ml fml )(ξ)
=
∞∑
l=0
l∑
m=−l
W ǫ((l(l + 1))1/2)Y ml (τ)W
m
l (ρ),
where we have used the fact that F(Y ml fml )(ξ) = Y ml (τ)Wml (ρ). On the other hand, using the same
notation, we have (Ff)(ξ) =∑∞l=0∑lm=−l Y ml (τ)Wml (ρ), which implies
W ǫ((−△SS2)1/2(Ff)(ξ) =
∞∑
l=0
l∑
m=−l
W ǫ((l(l + 1))1/2)Y ml (τ)W
m
l (ρ) = F
(
W ǫ((−△SS2)1/2)f
)
(ξ).
It completes the proof of the lemma. 
In the rest of this appendix, we aim to prove Lemma 4.1. Note that (4.71) is equivalent to
∂ta = −∂tf˜ (0) + l(0) + g(0),(5.87)
∂tbi + ∂ia = −∂tf˜ (1)i + l(1)i + g(1)i , 1 ≤ i ≤ 3,(5.88)
∂tc+ ∂ibi = −∂tf˜ (2)i + l(2)i + g(2)i , 1 ≤ i ≤ 3,(5.89)
∂ibj + ∂jbi = −∂tf˜ (2)ij + l(2)ij + g(2)ij , 1 ≤ i < j ≤ 3,(5.90)
∂ic = −∂tf˜ (3)i + l(3)i + g(3)i , 1 ≤ i ≤ 3.(5.91)
Based on equations (5.89) and (5.90), it is easy to derive:
Proposition 5.3. For j = 1, 2, 3, the macroscopic bj satisfies
−△xbj − ∂2j bj =
∑
i6=j
∂j [−∂tf˜ (2)i + l(2)i + g(2)i ]−
∑
i6=j
∂i[−∂tf˜ (2)ij + l(2)ij + g(2)ij ](5.92)
−2∂j[−∂tf˜ (2)j + l(2)j + g(2)j ].
The functions f˜ , l˜, g˜ can be controlled as:
Proposition 5.4. There holds∑
|α|≤N
|∂αf˜ |2L2x ≤ C‖f2‖
2
HNx L
2
ǫ,γ/2
,
∑
|α|≤N−1
|∂α l˜|2L2x ≤ C‖f2‖
2
HNx L
2
ǫ,γ/2
,
∑
|α|≤N−1
|∂αg˜|2L2x ≤ C
∑
|α|≤N
,
∫
T3
|〈∂αg, e〉|2dx.
Proof. The first one easily follows. The second one is proved by transforming some weight to Lej, and
using | · |ǫ,γ/2 ≥ |W ǫWγ/2|L2 . The third is obvious by the fact g˜ = A−1〈g, e〉. 
The next lemma on the dynamics of (a,b,c) is from macroscopic conservation laws.
Lemma 5.4. The macroscopic components (a, b, c) satisfy the following system of equations:
∂ta− 1
2
∇x · 〈µ1/2|v|2v, f2〉 = 1
2
〈(5 − |v|2)µ1/2, g〉.(5.93)
∂tb+∇x(a+ 5c) +∇x · 〈µ1/2v ⊗ v, f2〉 = 〈vµ1/2, g〉.(5.94)
∂tc+
1
3
∇x · b+ 1
6
∇x · 〈µ1/2|v|2v, f2〉 = 1
6
〈(3|v|2 − 1)µ1/2, g〉.(5.95)
Proof. Multiply both sides of the equation (4.67) by the collision invariants µ1/2{1, vi, |v|2}, and take
integration over R3v to get equations for inner products 〈µ1/2, f〉v, 〈µ1/2vi, f〉v, 〈µ1/2|v|2, f〉v. Then express
out each item in the equations in terms of (a, b, c) as many as possible. Finally, take suitable combinations
to get the desired equation. 
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The previous lemma implies:
Lemma 5.5. There holds:∑
|α|≤N−1
|∂α∂t(a, b, c)|2L2x ≤ C(
∑
0<|α|≤N
‖µ1/4∂αf2‖2L2 + |∇x(a, b, c)|2HN−1x ) +
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx.
Proof. The lemma follows easily from lemma 5.4. 
Proof of Lemma 4.1. For |α| ≤ N − 1, apply ∂α to equation (5.92) for bj , then by taking inner product
with ∂αbj , one has
|∇x∂αbj|2L2x + |∂j∂
αbj|2L2x = 〈
∑
i6=j
∂j∂
α[−∂tf˜ (2)i + l(2)i + g(2)i ], ∂αbj〉
−〈
∑
i6=j
∂i∂
α[−∂tf˜ (2)ij + l(2)ij + g(2)ij ], ∂αbj〉
−2〈∂j∂α[−∂tf˜ (2)j + l(2)j + g(2)j ], ∂αbj〉.
By integration by parts, the time derivative can transferred to ∂αbj , one has
|∇x∂αbj |2L2x + |∂j∂
αbj |2L2x =
d
dt
Ibα,j(f) + 〈
∑
i6=j
∂j∂
αf˜
(2)
i , ∂t∂
αbj〉+ 〈
∑
i6=j
∂i∂
αf˜
(2)
ij , ∂t∂
αbj〉
−2〈∂j∂αf˜ (2)j , ∂t∂αbj〉+ 〈
∑
i6=j
∂j∂
α[l
(2)
i + g
(2)
i ], ∂
αbj〉
−〈
∑
i6=j
∂i∂
α[l
(2)
ij + g
(2)
ij ], ∂
αbj〉 − 2〈∂j∂α[l(2)j + g(2)j ], ∂αbj〉.
By Cauchy-Schwartz inequality, one has
〈
∑
i6=j
∂j∂
αf˜
(2)
i , ∂t∂
αbj〉+ 〈
∑
i6=j
∂i∂
αf˜
(2)
ij , ∂t∂
αbj〉 − 2〈∂j∂αf˜ (2)j , ∂t∂αbj〉
≤ η
∑
|α|≤N−1
|∂α∂t(a, b, c)|2L2x +
1
4η
∑
|α|≤N
|∂αf˜ |2L2x .
Via integrating by parts, by Cauchy-Schwartz inequality, one has
〈
∑
i6=j
∂j∂
α[l
(2)
i + g
(2)
i ], ∂
αbj〉 − 〈
∑
i6=j
∂i∂
α[l
(2)
ij + g
(2)
ij ], ∂
αbj〉 − 2〈∂j∂α[l(2)j + g(2)j ], ∂αbj〉
= 〈
∑
i6=j
∂α[l
(2)
i + g
(2)
i ], ∂j∂
αbj〉+ 〈
∑
i6=j
∂α[l
(2)
ij + g
(2)
ij ], ∂i∂
αbj〉+ 2〈∂α[l(2)j + g(2)j ], ∂j∂αbj〉
≤ η|∇x(a, b, c)|2HN−1x +
1
η
∑
|α|≤N−1
|∂α l˜|2L2x +
1
η
∑
|α|≤N−1
|∂αg˜|2L2x .
Taking sum over 1 ≤ j ≤ 3, by Proposition 5.4 and Lemma 5.5, we get
|∇x∂αb|2L2x +
d
dt
3∑
j=1
Ibα,j(f) ≤ η|∇x(a, b, c)|2HN−1x + C(η)(‖f2‖
2
HNx L
2
ǫ,γ/2
+
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx).
Similar techniques can be used to deal with |∇x∂αc|2L2x and |∇x∂
αa|2L2x , and we have
|∇x∂αc|2L2x +
d
dt
3∑
j=1
Icα,j(f) ≤ η|∇x(a, b, c)|2HN−1x + C(η)(‖f2‖
2
HNx L
2
ǫ,γ/2
+
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx),
and
|∇x∂αa|2L2x +
d
dt
3∑
j=1
(Iaα,j(f) + Iabα,j(f))
≤ η|∇x(a, b, c)|2HN−1x + C(η)(‖f2‖
2
HNx L
2
ǫ,γ/2
+
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx).
48 L. -B. HE AND Y. -L. ZHOU
Patching together the above estimates and taking sum over |α| ≤ N − 1, we have
d
dt
IN (f) + |∇x(a, b, c)|2HN−1x ≤ η|∇x(a, b, c)|
2
HN−1x
+ C(η)(‖f2‖2HNx L2ǫ,γ/2 +
∑
|α|≤N−1
∫
T3
|〈∂αg, e〉|2dx).
Taking η = 1/2, the lemma then follows. 
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