Long memory and nonlinearity are two key features of some macroeconomic time series which are characterized by persistent shocks that seem to rise faster during recession than it falls during expansion. A variant of nonlinear time series model together with long memory are used to examine these features in inflation series for three economies. The results which compares favourably with that of van Dijk et al. (2002) elicit some interesting attributes of inflation in the developed and developing economies.
Introduction
The era of nonlinear modelling has come to complement linear modelling in financial or econometric time series. This is due to the fact that many real world problems do not satisfy the assumptions of linearity and/or stationarity. The classical theory of stationarity and linearity may not apply to some economic, finance and macroeconomic series because they consider series at its level, ( ) 0 I ; first order integrated series, ( ) 1 I as well as higher order integrated series (Box and Jenkins, 1976) . Hassler and Wolters (1995) considered a case of long memory, ( ) 0 0.5 I d < < for inflation data from five industrialized countries and found that the series are all within the long memory range.
The nonlinearity property of economic series can also be justified by the existence of asymmetry in inflation's dynamics (Mourelle et al., 2011) . In order to consider these possible nonlinearities, it is necessary to have econometric models that are able to generate different dynamics according to the business cycle phase. (see Granger and Teräsvirta (1993) ; Teräsvirta (1994) ). van Dijk et al. (2002) present the modelling cycle for specification of smooth transition autoregressive (STAR) model which include estimation of differencing parameter, testing for nonlinearity, parameter estimation and model adequacy tests, in the case where the transition function is the logistic function and applied this on US monthly unemployment rate. Smallwood (2005) and Boutahar et al. (2008) extend these results to the fractionally integrated STAR (FISTAR) model with an exponential transition function. The model was applied to measure the purchasing power by considering the real exchange rate data for twenty countries. This model is still new and has to be tried beyond its applicability to exchange rates. This paper therefore seeks to examine the dynamics and application of fractionally integrated logistic STAR (FILSTAR) model on inflation rates with a view to obtaining better parameter estimates and reliable forecasts. The remaining sections of the paper are then organized as follows: Section 2 gives the general review of the FISTAR model and the linearity tests. Section 3 discusses the estimation of the model; Section 4 presents the results of the analysis and Section 5 gives the conclusion.
The FISTAR Model Specification
A Fractionally Integrated (FI) time series process { }, 1,...,
Where B is the backward shift operator, d is the non-integer fractional differencing parameter and t y is a covariance-stationary process. For fractionally integrated process in (1), the integration parameter d assumes values within the stationary and invertible range 0.5 0.5 d − < < (Sowell, 1992a; Mayoral, 2007) .For 0
, t X is a stationary long memory process in the sense that autocorrelations are not absolutely summable but rather at a much slower hyperbolic rate. It exhibits nonstationary process if 0.5
Applying the Maclaurin's series expansion around 0 B = , the fractional difference operator is expanded as,
where the Euler gamma function,
Based on (2) and (1), the fractionally integrated STAR (FISTAR) model of order p is expressed as,
where 1, 2,..., γ is assumed to be either of logistic or exponential form (Teräsvirta, 1994) as given below:
(6) In that case, using either (5) or (6) in the FISTAR model in (4) leads to fractionally integrated logistic STAR (FILSTAR) and fractionally integrated exponential STAR (FIESTAR) models respectively. The γ is the slope parameter and c , the intercept in the transition function. In the FILSTAR and FIESTAR models mentioned above, it is clear that the models reduces to linear autoregressive fractionally integrated (ARFI) of order p when the transition function,
( )
; , 0 t F s c γ = or 1, that is shifting between two extreme linear regimes after staying in nonlinear region for some time. The fractional parameter d, the autoregressive parameters, i φ and nonlinear parameters, γ and c make the FISTAR model potentially useful for capturing both long memory and nonlinear smooth transition features of the time series, t X (Boutahar et al., 2008) .
STAR modelling approach of Teräsvirta (1994) has been modified to capture our specification procedure for FISTAR, as it is proposed by van Dijk et al. (2002): 1. Specify a linear ARFI (p) model by selecting the autoregressive order p by means of Akaike and Schwarz information criteria (Akaike, 1974 and Schwarz, 1978 of linearity against the alternative of logistic STAR (LSTAR) nonlinearity by using the LSTAR function. The third order Taylor's series approximation of the logistic model is then given as auxiliary regression model, Teräsvirta (1994) is to specify the model based on the nested hypotheses:
which is supported by Escribano and Jordá (2001) . This sequence of hypotheses implies that rejection of 
Estimation of FISTAR Parameters
The estimation of FISTAR model starts by estimating the fractional difference parameter in the series. This is achieved using Hurst (1951) by computing the Hurst coefficient. He used the nonparametric approach by employing a rescaled statistic (R/S) defined as:
where T S is the MLE estimate of standard deviation from time series, j X . Then, Lo, 1991) .The Hurst coefficient, H is then estimated by,
The fractional differencing parameter, d is then obtained as,
The approximate values of t y can be obtained in the time domain as in Sowell (1992a, b) . The time domain approach follows the Binomial Theorem representation of ( )
. This implies that t y is approximated by using d estimated by the Hurst estimation approach and a truncated fractionally differenced series is given as,
The second transformation approach uses the frequency domain approach of Geweke and Porter-Hudak (1983) . Here, the Fourier transform of the observed series, t X is pre-multiplied by the Fourier transform of the fractional differencing operator based on d , and then compute the inverse Fourier transform. The final series obtain follows an autoregressive moving average (ARMA (p,q)) process.
According to van Dijk et. al. (2002) , after the estimation of the fractional difference parameter, all the remaining parameters in the STAR model are estimated together. Beran (1995) suggests approximate maximum likelihood (AML) estimator for invertible and possible nonstationary autoregressive fractionally integrated moving average (ARFIMA) model which allows for regime switching autoregressive dynamics. This estimator then minimizes the sum of squared residual of the STAR model as,
We now consider the choice of appropriate starting value parameters and the estimation of the smoothness parameter in the transition function. The estimation procedure can be simplified by concentrating the sum of squares function since the parameters γ and c in the transition function imply STAR model of parameters 1 φ and 2 φ and this makes the FISTAR model linear in the remaining parameters (Leybourne et al. (1998) ,van Dijk et al. (2002)). Then, estimates of
can be obtained by ordinary least squares (OLS) as
, , 
and ) , ( c Q N γ will be minimized with respect to parameters γ and c only. The estimate of γ is very difficult to obtain when it is large because its large value makes the STAR model to be similar to threshold autoregressive (TAR) model as the transition function, ( The outcome of this is a set of estimates, ( )
Practically, most estimation software for STAR modelling are designed to follow the specification,
where the nonlinear part is on one side of the model.
Data Analysis and Results
The Table 1 shows the significance of the Jarque-Bera test of normality at 5% level for inflation series in Nigeria (NIIR), US (USIR) and the UK (UKIR) which implies that inflation rates are not normally distributed. Nigerian inflation rates rose as high as 78.50 between 1995 and 1996.The minimum inflation rate was experienced in 2000. US and UK displayed fair level of stable inflation between 1991and 2008. The time plots clearly display asymmetric behaviours and high persistence of inflation over the years and this is in accordance to van Dijk et al. (2002) .
Fig. 1: Time Plots of Inflation Rates
Probing further into the dynamics of stationarity based on augmented Dickey Fuller (ADF) unit root tests which has the null hypothesis of unit root. The results of the ADF test indicate rejection of this null hypothesis at 1, 5 and 10% for Nigeria and US inflation series. UK inflation is stationary at 5 and 10% level. The ADF test is confirmed using the KPSS test of long memory as reported jointly with ADF test in Table 1 . This test has been applied in Lee and Schmidt (1996) to test for stationarity in long memory range. It has the null hypothesis of series stationarity against long memory. Subjection of our inflation series to KPSS shows rejection of null hypothesis. Therefore, long memory is confirmed in the inflation series. Since fractional differencing is possible in the inflation series based on stationarity tests, Table  3then shows the estimates of the fractional difference parameter computed after Hurst (1951) . reported for Nigeria is another indication of increase in the inflation rate as compared with US and UK inflation rates. The series are then fractionally differenced based on the estimates in Table 3 to have "pure" stationary series. The transformed series, as subjected to stationarity tests in Table 4 give acceptance of null hypothesis of stationarity of KPSS test as against the alternative hypothesis. Fractional differencing actually removed long memory effects in the series. Modelling cycle of FISTAR model continues by fitting linear AR models to the inflation series.
Optimal models were obtained based on minimum values of AIC and SIC. So, AR (2), AR (4) and AR (2) models are optimal models for Nigeria, US and UK inflation series respectively. Table 5 shows the result of the first stage in nonlinear STAR testing. Nonlinearity is found to be sharper at different lags, 4 l = , 3 l = and 1 l = for Nigerian, US and UK inflation series. These are determined as least significant points for 0 l p < ≤ or l p > .Note that this is determined based on l p > , that is certain point outside the model lags. Nonlinear smooth transitions are tested in these sharper points. The test results as given in Table 6 shows at least the significance of one of the i β based on the auxiliary regression in (7) which is an indication that the three inflation series exhibit nonlinear smooth transition autoregressive behaviour. Based on the nested hypothesis in (8), LSTAR models are specified for the three inflation rates unlike ESTAR model specified for exchange rates in (Boutahar, 2008) . The specification of LSTAR model for inflation series support the fact that inflation series are assymetric. for FISTAR models indicating that the transition between the two regimes of STAR model is slow. The values of the slope parameters are closed to each other because of small value of the difference parameter,
. Also, FI led to improved fit but STAR model is preferred to FISTAR model.
From Table 9 , value of the slope parameter dropped from ˆ33.7800 γ = to ˆ6.05677 γ = indicating fast to slow smooth transitioning from one regime to the other.FI also improved the model fit from AR and STAR to ARFI and FISTAR models respectively.
Conclusion
This paper has considered a model proposed in Van Dijket al. (2002) to model macro econometric time series that is asymmetric. The model is found to be able to describe both long memory and nonlinearity through fractional integration and smooth transition modelling. Inflation dynamics display high persistence which is an evidence of long memory. Stationary time series models can be improved by fractionally integrating the series. Also, time series model can be improved upon by considering and modelling nonlinearity in the series. We would have expected FILSTAR model to be the better one out of the four models for each of the inflation series but this is not the case for the three series. This indicates the serious competition arising between fractional integration and nonlinearity of series. 
Table9: Estimated LSTAR Model for UK Inflation Rates

