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RANDOM ATTRACTORS FOR STOCHASTIC NAVIER-STOKES EQUATION ON A 2D
ROTATING SPHERE WITH STABLE LÉVY NOISE
LEANNE DONG
ABSTRACT. In this paper we prove that the stochastic Navier-Stokes equations with stable Lévy noise
generates a random dynamical systems. Then we prove the existence of random attractor for the
Navier-Stokes equations on 2D spheres under stable Lévy noise (finite dimensional). We also deduce
the existence of Feller Markov invariant measure.
Keywords: Random attractors, random dynamical systems, Stochastic Navier-Stokes, Unit
Spheres, stable Lévy noise, Feller Markov invariant measure
1. INTRODUCTION AND MOTIVATION
The study of asymptotic behaviour of dynamical systems has been one of the most fundamental
problems in mathematical physics. One of the central notions is an attractor, which conveys
crucial geometric information about the asymptotic regime of a dynamical system as t → ∞. It
is well known that the 2D Navier-Stokes equations is dissipative and so have a global attractor,
see for instance [Robinson, 2001, Temam, 1993]. More precisely, there exists compact subset K
of the original phase space where all asymptotic dynamics fall in. Much of the theory of infinite
dynamical systems devote to study the properties of this set K, which is called the global attractor
(see for instance [Temam, 1993, Robinson, 2001]). For instance, one can show that, under certain
mild conditions, it turns out that on K one can define a group of solution operator S(t) sensibly
for all t ∈ R, this defines a standard dynamical system,
(K, {S(t)t∈R})
A random (pullback) attractor is the pullback attractor where time-dependent forcing become
random. Readers are referred to [Chekroun et al., 2011] for a comparison of the three frame-
works for the study of attractors, namely, attractors, pullback attractors and random attractors.
Just like in the deterministic case, the theory of random attractor plays an important role in
the study of the asymptotic behaviour of dissipative random dynamical system. The authors in
[Crauel and Flandoli, 1994, Crauel et al., 1997] developed a theory for the existence of random
attractors for stochastic systems that closely comparable to the deterministic theory. Roughly
speaking, a random attractor is a random invariant compact set which attracts every trajectory
as time goes to infinity. The strategy to prove the existence of random attractor is analogous
to the method of proving global attractor in deterministic case, which involves two main meth-
ods. The first method requires one to find a bounded absorbing set and to prove asymptotic
compactness of S(t); The second method is to find compact absorbing set, and it turns out to
be the method we employ in proving existence of random attractor in our case. The existence
theorems and continuous dependence of initial datum results in [Dong, 2018] allows us to define
a flow φ : R×Ω×H → H in the following sense:
φt (ω)v0 = v(t, ω; v0), t ∈ T,ω ∈ Ω, v0 ∈ H.
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In the paper [Brzeźniak et al., 2017], the authors proved the existence of random attractor for
the Navier Stokes equations on 2D spheres under Gaussian-type forcing. To our awareness,
there is only one result on these systems when they are perturbed by non-Gaussian noise
[Gu and Ai, 2014]. Gaussian-type models has been used widely to model phenomenons in en-
gineering , science and finance. The trajectories of a particle driven by Brownian motion are
continuous in time almost surely, the displacement increases linearly in time (in mean square
sense). Moreover, the probability density function decays exponentially in space. These models
do not capture fluctuation with peculiar properties such as anomalous diffusion (See for instance
[Bouchaud and Georges, 1990] and [Yonezawa, 1996]). A good candidate can be used to model
complex phenomena involve irregular fluctuation with peculiar properties is Lévy motion. Par-
ticularly non-Gaussian Lévy motion, has been widely applied to Biology, Image processing, Cli-
mate forecast and certainly in Finance and Physics [Gottwald et al., 2017, Serdukova et al., 2017,
Zhang et al., 2017, Peszat and Zabczyk, 2007, Gao et al., 2016]. Stable-type noise allows one to
take into account at the same time noise with a large number of small random impulses and
occasionally large random disturbance with infinite moment. From a fluid modeling point of
view, although continuous models are good enough in a macroscopic scale, at an atomic scale,
the model breaks down, and the use of a Lévy process is compelling as fluid is not continuous
at a microscopic scale [Mattaus et al., 2011]. As a special non-Gaussian stochastic process, the
stable-type process attracts more and more mathematical interests due to the properties which
the Gaussian process does not possess. The tail of Gaussian random variable decays exponen-
tially which does not fit well for modeling processes with high variability or some extreme events,
such as earthquakes or stock market crashes. In contrast, the stable Lévy motion has a ‘heavy
tail’ that decays polynomially and can be useful for these applications. For instance, when heavier
tails (relative to a Gaussian distribution) of asset returns are more pronounced, the asymmetric
α-stable distribution becomes an appropriate alternative in modeling [Peters et al., 2012].
The goal of this work is to investigate the dynamical behavior of the SNSE on 2D rotating
spheres with additive stable Lévy noise with β ∈ (1, 2).
du(t) = [−Au(t)− B(u(t), u(t)) +Cu(t) + f ]dt + m∑
l=1
σldLl(t)el, u(0) = u0, (1.1)
where A is the Stokes operator on the sphere defined as
A : D(A) ⊂ H → H, A = −P(∆+ 2Ric), D(A) = H2(S2) ∩ V, (1.2)
The bilinear form B : V × V → V ′ is defined by
(B(u, v), w) = b(u, v,w) = 3∑
i,j=1
∫
S2
ui
∂(vk)j
∂xi
ujdx, w ∈ V. (1.3)
With a slight abuse of notation, we denote B(u) = B(u, u) and B(u) = π(u,∇u).
The Coriolis operator C1 : L2(S2) → L2(S2) is bounded linear on L2(S2) and is defined by the
formula1
(C1v)(x) = 2Ω(x × v(x))cosθ, x ∈ S2. (1.4)
1The angular velocity vector of earth is denoted as Ω in consistant to geophysical fluid dynamics Literature. It
shall not be confused with the notation for probility space Ω.2
Moreover, we need a well defined bounded operator C = PC1 in H . One can relate C and C1
as follows,
(Cu, u) = (C1u,Pu) = ∫
S2
2Ωcosθ((x × u) · u(x))dS(x) = 0, for u ∈ H (1.5)
Furthermore, f ∈ H and e1, · · · , em ∈ H are the eigenfunctions of the stokes operator A, {σl} is
a sequence of real numbers, Ll(t), (1 ≤ l ≤ m) are mutually independent two-sided β-stable Lévy
processes u = u(t, x, ω) is now a random velocity of the fluid.
The goal in this work is in threefold.
• Prove (1.1) generates a RDS φ;
• Establish the existence of random attractor for (1.1);
• Establish the existence of a Feller Markov Invariant Measure supported by the random
attractor.
To this end, we study the stationary ergodic solution of an Ornstein-Uhblenceck, make trans-
formation to obtain some estimates of the solution respectively in space H and V , then using
the compact embedding of Sobolev space, we obtain the existence of compact random set which
absorbs any bounded nonrandom subset of space H .
In section 2, we introduce some key terminology (namely Lévy process, stable process, RDS,
random attractors, Markov-invariant measures) to study random dynamics induced by our SNSE
under jump noise. In section 3, we prove φ indeed defines a random dynamical system along with
a driving flow φ. This claim was accomplished by first identifying a suitable canonical sample
probability space for (1.1) which ensures the linear stochastic Stokes equation remains stationary.
Then via an a priori estimate for a strong solution (bounded in V , compact in H) from our earlier
work [Dong, 2018], we identified a compact absorbing set and consequently deduce the existence
of a random attractor based on the assumption of a finite-dimensional noise. Finally, using the
property of random attractor, we deduce the existence of random invariant measure which is
supported by the random attractor of the spherical SNSE.
2. PRELIMINARY
In this section, we first review some necessary notions and preliminary. The notion of Lévy
process follows closely with the book [Sato, 1999]. The presentation here follows closely with
[Brzeźniak, 2006, Crauel and Flandoli, 1994, Arnold, 2013] with some slight modification to Jump
case based on the various papers on RDS under Lévy noise [Gess et al., 2011, Gu, 2013]. The
notion of random dynamical system is simply a generalisation of a deterministic dynamical
system. In brief, an RDS has two features, one is the measurable dynamical system φ, which is
used to model the random perturbations, and the other is the cocycle mapping θ defined over
the dynamical system (see [Arnold, 2013] for more detail).
2.1. Basic definitions.
Definition 2.1 (Lévy process). An H-valued Lévy process is a stochastic process X = {X(t), t ∈[0,∞)} such that
• X(0) = 0 a.s. and X is stochastically continuous: ∀ ε > 0,
lim
t↓0 P(|X(t)| > ε) = 0.
• X has independent increments, that is, ∀ 0 ≤ t0 < t1 < · · · < tn, the random vectors
X(t0), X(t1)− X(t0), X(t2)− X(t1), · · · , X(tn)− X(tn−1) are independent,
• X has stationary increments:
Xt+s − Xt d= Xs ∀ s, t ≥ 0,3
• t 7Ï X(t) is càdlàg a.s. .
Note, that without the assumption of stationary increments, we have an additive process. We
will need also a two-sided Lévy process defined as follows. Let X1 and X2 be two independent
Lévy processes defined on the same probability space and with the same distribution. Then we
define the two-sided Lévy process
X(t) =
{
X1(t) if t ≥ 0
X2(t) if t < 0 t ∈ R .
For a two-sided Lévy process we will consider the filtration Ft = σ (X(s) : s ≤ t) for all t ∈ R.
The cylindrical Lévy Noise used in this work is obtained by subordinating a cylindrical Wiener
process by an arbitrary real valued, increasing Lévy process. This increasing Lévy process is
chosen to be a β2 stable (symmetric) process, with β ∈ (0, 2). Let us recall some basic facts from
[Samorodnitsky and Taqqu, 1994]. First, recall that a real random variable X is said to be β-stable
with the, scale parameter σ , skewness parameter δ, and shift parameter ν, shortly X ∼ Sβ (σ, δ, ν),
if
EeiθX = eiθν−|σθ|
β (1−iδc sgn(θ)) ,
where
c =
{ (
(σθ)1−β − 1
)
tan πβ2 if β 6= 1
− 2π log |σθ| if β = 1
Note that in particular, S2(σ, 0, ν) = N(ν, 2σ
2) is Gaussian.
We have also the following definition.
Definition 2.2. A real valued random variable X is said to be symmetric β-stable, 0 < β ≤ 2, if
X ∼ Sβ(σ, 0, 0) or, explicitly
EeiθX = e−σ
β |θ|β /2, θ ∈ R. (2.1)
The name “β-stable” means that if X1, · · · , Xm are independent and β-stable, then
∑
j≤m αjXj is
β-stable, and
σ (
∑
j≤m
αjXj ) =
∑
j≤m
|αj |
βσ (Xj )
p

1/β ,
which is obvious from (2.1).
Definition 2.3. A random vector X = (X1, · · · , XN ) with values in RN is β-stable if each linear
combination
∑N
i=1 αiXi is a real β-stable variable.
A random process X = (Xt , t ∈ I) indexed by I is called β-stable if for every t1, · · · , tN in
T , (Xt1 , · · · , XtN ) is a β-stable random vector. (p.131 in [Ledoux and Talagrand, 2013], p.233 in
[Talagrand, 2014])
A natural generalisation of the Rn definition of stable Lévy motion (see for instance p.113
[Samorodnitsky and Taqqu, 1994]) to the Hilbert space is the following
Lemma 2.4. A Lévy process {X(t), t ≥ 0} on a Hilbert space is a β-stable Lévy motion if and
only if X(t)− X(s) ∼ Sβ((t − s)
1/β, δ, 0) for some 0 < β ≤ 2, −1 ≤ δ ≤ 1.
Now Let us recall the definition of random dynamical system (RDS) and cocylcle property.
Definition 2.5. A triple T = (Ω,F, θ ) is said to be a measurable dynamical system (DS) if (Ω,F)
is a measurable space and θ : R×Ω ∋ (t, ω) 7Ï θtω ∈ Ω is a B(R)⊗F-measurable map such that
for all t, s ∈ R, θt+s = θt ◦ θs. A quadruple T(Ω,F,P, θ ) is called a metric dynamical system4
(RDS) iff. (Ω,F,P) is a probability space and T′ := (Ω,F, θ ) is a measurable DS such that for
each t ∈ R, the map θt : Ω→ Ω is P-preserving.
Definition 2.6. Given a metric DS T and a Polish space (X, d), a map φ : R×Ω×X ∋ (t, ω, x) 7Ï
φ(t, ω)x ∈ X is called a measurable random dynamical system (on X over θ ), iff
• φ is (B(R)×F ×B,B)-measurable.
• The trajectories φ(·, ω)x : R → X are càdlàg ∀ (ω, x) ∈ Ω× R;
• φ is θ -cocycle:
φ(t + s, ω) = φ(t, θsω) ◦ φ(s, ω) ∀ s, t ∈ R, φ(0, ω) = id, ∀ ω ∈ Ω. (2.2)
It follows from the cocycle property that φ(t, ω)· is automatically invertible. (∀t ∈ T and ∀P
a.e. ω.) In fact, φ(t, ω)−1 = φ(−t, θtω) for t ∈ T . Instead of assuming (2.2) for all ω ∈ Ω it suffices
to assume (2.2) for all ω from a measurable (θt )t∈T -invariant subset of Ω of full measure.
2.2. Stochastic Calculus for two-sided time. While we will assume our metric dynamical system
has two sided time T = R, in this subsection we briefly discuss the extension of stochastic calculus
to two sided time. The material follows closely with section 2.3.2 [Arnold, 2013].
Let (Ω,F, P) denotes from now a complete probability space.
Definition 2.7 (Two-Parameter Filtration, p.71 [Arnold, 2013]). Assume Fts , s, t ∈ R, s ≤ t , is a
two parameter family of sub σ -algebras of F with the following properties
• Fts ⊂ F
v
u for u ≤ s ≤ t ≤ v
• Ft+s := ∩u>tF
u
s = F
t
s , F
t
s− := ∩u<sF
t
u = F
t
s for s ≤ t ,
• Fts contains all P-null sets of F for every s ≤ t .
Then Fts , s ≤ t is called a (two-parameter) filtration on (on (Ω,F, P)). We define
Ft−∞ := ∨s≤tF
t
s, F
∞
s := ∨t≥sF
t
s.
Definition 2.8 (Filtered DS, p.72 [Arnold, 2013]). Let (Ω,F0,P, {θt}t∈R) be a metric DS, letF be the
P-completion ofF0 , and let Fts , s ≤ t , be a filtration in (Ω,F,P). We call (Ω,F,P, {θ}t∈R, {F
t
s}s≤t )
is filtered DS, if for all s, t, u ∈ R, s ≤ t , we have
θ−1u F
t
s = F
t+u
s+u.
2.3. Attraction and absorption. For two random sets A,B ⊂ X, we put
d(A,B) = sup
x∈A
d(x,B) and ρ(A,B) = max{d(A,B), d(B,A)}.
In fact, ρ restricted to the family C of all nonempty closed subsets on X is a metric (see
[Castaing and Valadier, 1977]), and it is the so-called Hausdorff metric. From now on, let X
be the Borel σ -field on C generated by open sets w.r.t. the metric ρ [Brzeźniak et al., 1993,
Castaing and Valadier, 1977, Crauel, 2002].
Definition 2.9. Let us assume that (Ω,F) is a measurable space and let (X, d) be a Polish space.
A set-valued map C : Ω→ C(X) is said to be measurable iff. C is (F,X)-measurable. Such a map
is often called a closed and bounded random set. A closed and bounded random set C will be
called a compact random set on X if for each ω ∈ Ω, C(ω) is a compact subset of X.
Example 1. A closed set valued map K : Ω→ 2X is a random closed set.
Remark. Let f : X 7Ï R, be a continuous function on the Polish space X and R : Ω 7Ï R an
F-measurable random variable. If the set Cf ,R(ω) := {x : f (x) ≤ R(ω)} is nonempty for each
ω ∈ Ω, then Cf ,R is a closed and bounded random set.5
Definition 2.10. Let φ : R × Ω × X ∋ (t, ω, x) 7Ï φ(t, ω)x ∈ X be measurable RDS on a Polish
space (X, d) over a metric DS T. A closed random set B is said to be φ forward invariant iff. for
all ω ∈ Ω,
φ(t, ω)B(ω) ⊆ B(θtω) ∀ t > 0.
A closed random set B is said to be strictly φ invariant iff. ∀ω ∈ Ω,
φ(t, ω)B(ω) = B(θtω) ∀ t > 0.
Remark. By substituting θ−tω for ω, we have the equivalent version of the above definition:
φ(t, φ−tω)B(θ−tω) ⊆ B(ω), ∀ t > 0,
φ(t, φ−tω)B(θ−tω) = B(ω), ∀ t > 0.
Definition 2.11. For a given closed random set B, the Ω-limit set of B is defined to be the set
Ω(B,ω) = ΩB(ω) =
⋂
T≥0
⋃
t≥T
φ(t, φ−tω)B(θ−tω)
Remark. (i) A priori Ω(B,ω) can be an empty set.
(ii) One has the following equivalent version of Definition 2.11:
ΩB(ω) = {y : ∃tn →∞, {xn} ⊂ B(θ−tnω), limn→∞
φ(tn, θ−tnω)xn = y}.
(iii) Since
⋃
t≥T φ(t, θ−tω) is closed, ΩB(ω) is closed as well.
Given a probability space, a random attractor is a compact random set, invariant for the asso-
ciated RDS and attracting every bounded random set in its basis of attraction. More precisely,
Definition 2.12. A random set A : Ω→ C(X) is a random attractor iff
• A is a compact random set;
• A is φ-invariant, i.e. P-a.s.
φ(t, ω)A(ω) = A(θtω), (2.3)
• A is attracting, in the sense that, for all B ∈ X it holds
lim
t→∞
ρ(φ(t, θ−tω)B(φ−tω), A(ω)) = 0.
The random attractor A in the present work shall not be confused with the Stokes operator A
introduced in [Dong, 2018].
Let us now state a result on the existence of a random attractor, which is an extension of the
Gaussian noise case in the pioneering work in [Crauel and Flandoli, 1994] to the general Lévy
noise case.
Theorem 2.13. Let φ be a continuous in space, but càdlàg in time RDS on X. Assume the
existence of a compact random set K absorbing every deterministic bounded set B ⊆ H . Then
there exists a random attractor A given by
A(ω) =
⋃
B⊆X,B bounded
ΩB(ω), ω ∈ Ω.
Proof. The proof is analogous to the proof of Theorem 3.11 in [Crauel and Flandoli, 1994]. 6
2.4. Invariant measures on random sets. In the final section, we prove the existence of invariant
measure for the RDS φ (Put in another way, the existence of random invariant measure). Let us
now discuss the notion of random invariant measure.
Definition 2.14. Let φ be a given RDS over a metric DS T. A probability measure µ on (Ω ×
X,F ×B) is said to be an invariant measure for φ iff.
• Θt preserves µ : Θt (µ) = µ for all t > 0;
• The first marginal of µ is P, i.e. πΩ(µ) = P where
πΩ : Ω× X ∋ (ω, x) 7Ï ω ∈ Ω.
The following corollary gives the existence of invariant measure for a RDS φ. The proof
follows from the Markov-Katutani fixed point theorem (see p.87 [Crauel, 2002] for more detail.).
Corollary 1 (p.374,[Crauel and Flandoli, 1994]). Let φ be an RDS, and suppose ω 7Ï A(ω) is a
compact measurable forward invariant set for φ. Then there exist invariant measure for φ
which are supported by A.
Alternatively, one can construct the random invariant measure more explicitly via an Krylov-
Bogoliubov type argument; we refer readers to p.87 [Crauel, 2002].
2.4.1. Markov Invariant Measures. Based on the conditions in Theorem 2.13, it is clear the
attractor is measurable with respect to the past F−, since ΩB is measurable for any nonrandom
B.
Define two σ -algebra corresponding to the future and the past, respectively by
F+ = σ{ω 7Ï φ(τ, θtω) : τ, t ≥ 0},
and
F− = σ{ω 7Ï φ(τ, θ−tω) : τ, 0 ≤ τ ≤ t}.
Then θ−1t F
+ ⊂ F+ for all t ≥ 0 and θ−1t F
− ⊂ F− for all t ≤ 0.
Proposition 2.15. Suppose ω 7Ï A(ω) is an φ-invariant compact set which is measurable with
respect to the past F− for an RDS φ. Then there exist invariant measures µ supported by A
such that also ω 7Ï µω is measurable with respect to F
−.
Corollary 2 (p.374[Crauel and Flandoli, 1994]). Under the conditions of the Proposition suppose
in addition that φ is an RDS whose one-point motions form a Markov family, and such that F+
and F− are independent. Then there exists an invariant measure ρ for the associated Markov
semigroup. Furthermore, the limit
µω = lim
t→∞
φ(t, θ−tω)ρ
exists P a.s., ρ =
∫
µωdP(ω) = E(µ·), and µ is a Markov measure.
2.4.2. Feller Markov Invariant measures. By Corollary 1 for an given RDS φ on a Polish space
X, one can find an invariant probability measure if an invariant compact random set K(ω), ω ∈ Ω
can be identified. Hence Corollary 1 is generalised as the following.
Corollary 3. A continuous in space, càdlàg in time RDS which has an invariant compact
random set K(ω), ω ∈ Ω has at least one invariant probability measure µ in the sense of
definition 2.14. 7
One of the desirable property of solutions of stochastic PDE is Feller property. Let us now
define a Feller invariant measure for a Markov RDS φ. If f : X → R is bounded Borel measurable
function, then put
(Ptf )(x) = Ef (φ(t, x)), t ≥ 0, x ∈ X. (2.4)
It is clear that Ptf is also a bounded and borel measurable function. Moreover, one has the
following result.
Proposition 2.16. Assume that that RDS φ is a.s. contiuous in space for every t ≥ 0. Then the
family (Pt , t ≥ 0) is Feller, i.e. Ptf ∈ Cb(X) if f ∈ Cb(X). Moreover, if the RDS φ is càdlàg in
time, then for any f ∈ Cb(X), (Ptf )(x)→ f (x) as t ↓ 0.
Proof. For the first part, let us fix t > 0. If xn → x in X, then it follows from the space continuity
of φ(t, ·) that (Ptf )(xn)→ (Ptf )(x) using the Lebesgue dominated convergence theorem.
For the second part, note that for a given x ∈ X from the càdlàg property of φ(·, x, ω) : [0,∞)→
X for a.e. ω it follows that one has (Ptf )(x)→ f (x) as t → 0 if x ∈ X. 
A RDS φ is called Markov iff the family (Pt, t ≥ 0) is a semigroup on Cb(X), that is, Pt+s = Pt◦Ps
for all t, s ≥ 0.
Definition 2.17. A Borel probability measure µ in H is said to be invariant w.r.t. Pt if
P∗t µ :=
∫
X
Pt (x,Γ)µ(dx) = µ(Γ), ∀Γ ∈ B(X), ∀t
where (P∗t )(Γ) =
∫
H Pt (x,Γ)µ(dx) for Γ ∈ B(H) and Pt (x, ·) is the transition probability, Pt (x,Γ) =
Pt (1Γ)(x)
Finally, a Feller invariant probability measure for a Markov RDS φ on H is, by definition, an
invariant probability measure for the semigroup (Pt , t ≥ 0) define by (2.4).
In view of Corollary 2, if a Markov RDS φ on a Polish space H has an invariant compact
random set K(ω), ω ∈ Ω, then there exists a Feller invariant probability measure µ for φ. More
precisely we have the following corollary.
Corollary 4. If a càdlàg time and space continuous RDS φ has an invariant compact random
set, then there exists a feller invariant probability measure µ for φ.
3. RANDOM DYNAMICAL SYSTEMS GENERATED BY THE SNSE ON A ROTATING UNIT SPHERE
Having established the well-posedness in the earlier work [Dong, 2018], we are in a position
to define an RDS φ corresponding to the problem
du(t) + Au(t) + B(u(t), u(t)) +Cu = fdt + GdL(t), u(0) = u0, (3.1)
where L is an H-valued stable Lévy process and G : H → H is a bounded operator.
But first, we need to determine a sample (canonical) probability space for which the dynamics
of the driving noise remains stationary.
3.1. Some analytic facts. Recall that X = L4(S2)∩H denote the Banach space endowed with the
norm
|x|X = |x|H + |x|L4(S2).
8
Recall Assumption 1 in [Dong, 2018], namely, the space K ⊂ H ∩ L4 is a Hilbert space such
that for any δ ∈ (0, 1/2),
A−δ : K → H ∩ L4(S2) is γ-radonifying. (3.2)
This assumption is satisfied if K = D(As) for some s > 0.
Remark. Under the above assumption the space K can be taken as the RKHS of the cylindrical
Wiener process W (t) on H ∩ L4.
Let (Ω,F,P) be a complete probability space, where Ω = D(R, E) of càdlàg functions defined
on R take value in E with the following Skorohod metric
d(l1, l2) =
∞∑
i=1
(1 ∧ d◦i (l1, l2)) ∀ l1, l2 ∈ D,
where li1(t) := gi(t)l1(t) and l
i
2(t) := gi(t)l2(t) with
gi(t) :=

1, if |t| ≤ i − 1
i − t, if i − 1 ≤ |t| ≤ i
0, if |t| ≤ i
d◦i (l
i
1, l
i
2) = inf
λ∈Λ
(
sup
−i≤s<t≤i
| log
λ(t)− λ(s)
t − s
| ∨ sup
−i≤t≤i
|l1(t)− l2(λ(t))|
)
,
where Λ denotes the set of strictly increasing, continuous function λ(t) from R to itself with
λ(0) = 0. This skorohod space is a complete separable metric space which is taken as the
canonical sample space. Let F be the Borel σ -algebra of the Polish space (D(R, X), d). For every
t ∈ R we have the evaluation map Lt : D(R, X) → R denote by Lt (ω) = ω(t). Then we have
F = σ (Lt, t ∈ R), that is, F is the smallest σ -algebra generated by the family of maps {Lt : t ∈ R}.
Let P be the unique probability measure which makes the canonical process a two-sided Lévy
process with paths in D(R;E), that is, ω(t) = Lt (ω).
Define the shift
(θtω)(·) = ω(t + ·)− ω(t) t ∈ R, ω ∈ Ω.
Then the map (t, ω) → θt (ω) is continuous and measurable [Arnold, 2013] and the (Lévy) proba-
bility measure P is θ invariant, that is, P(θ−1t (T)) = P(T) for all T ∈ F. This flow is an ergodic
dynamical system with respect to P. Thus (Ω,F,P, (θ )t∈R) is a metric DS.
3.2. Ornstein-Uhlenbeck process. In the following subsections we are concerned with the linear
evolutionary Stokes equations.
Recall, the equation {
u˙(t) + Au(t) = f (t), t ∈ [0, T ],
u(0) = u0.
If A generates a C0-semigroup in a Banach space E and f : [0, T ]→ E is such a function that∫ T
0
|f (t)|E dt <∞,
9
then the solution is given by
u(t) = e−tAu0 +
∫ t
0
e−α(t−s)Af (s)ds.
In particular, we have
Proposition 3.1. Let L be a Lévy process taking value in E , such that for any T > 0∫ T
0
|L(t)|E dt <∞ .
Then the solution of the differential equation
V˙ (t) + αV (t) = L(t), V (0) = 0, α > 0
is given by
V (t) =
∫ t
0
e−α(t−s)AL(s)ds.
3.2.1. Stochastic convolution and integrating by parts. Here we quote a useful integration by
part formula from [Xu, 2012] which allows us to attain the desired regularity for which the RDS
φ exist.
Consider the following Ornstein-Uhlenbeck process generated by the Stokes operator on S2,
zt =
∫ t
0
e−A(t−s)GdL(s) =
∞∑
l=1
zlel,
where {el : l = 1, · · · } is the complete orthonormal system of eigenfunctions of A in H and
zt (t) =
∫ t
0
e−λl(t−s)σldL
l(s), (3.3)
where λl are the eigenvalues of the Stokes operator A. By the Itô product formula, see Theorem
4.4.13 of [Applebaum, 2007] for any l ≥ 1, one has that
Ll(t) =
∫ t
0
λle
−λl(t−s)Ll(s)ds +
∫ t
0
e−λl(t−s)dLl(s) +
∫ t
0
λle
−λl(t−s)∆Ll(s)ds,
where ∆Ll(s) = Ll(s)− Ll(s−). Since Ll(t) is a β stable process, ∆Ll(s) = 0 a.e. for s ∈ [0, t] and
so we have ∫ t
0
λle
−λl(t−s)∆Ll(s)ds = 0.
Therefore,
zl(t) = σlL
l(t)−
∫ t
0
λle
−λl(t−s)σlL
l(s)ds.
Hence, if we assume that σl = 0 for l > m for a certain finite m > 1 then
z(t) = L(t)− Y (t),
where
Y (t) =
∫ t
0
Ae−A(t−s)L(s)ds.
In this case we clearly have
Y (t) ∈ H a.s. (t ≥ 0).10
3.2.2. Regularity of Shifting flow. To prove our stochastic Navier-Stokes system generates a RDS,
we will transform it into a random PDE in X with aid of the integration by part technique
introduced earlier. We need to give a meaning to the Ornstein-Uhlenbeck process in the metric
dynamical system (Ω,F,P, {θt}t∈R) given by
z(θtω) := zˆ(t) =
∫ t
−∞
Â1+δe−(t−r)Â(ω˜(t)− ω˜(r))dr, t ∈ R.
Our goal now is to show ẑ(t) is a well defined element in X := L4(S2) ∩ H for a.e. ω. But first,
we need the following couple of results, which can be viewed as generalisation of Theorem 4.1
and Theorem 4.4 in [Brzeźniak and Zabczyk, 2010] to the case where the Ornstein Uhlenbeck
generator is Aˆ+ αI in place of A, where
Â = νA+ C, D(Aˆ) = D(A), A = −P(∆+ 2Ric).
Recall that
|Â1+δe−t(Aˆ+αI)|L(X,X) ≤ Ct
−1−δe−(µ+α)t, t > 0. (3.4)
Proposition 3.2. Assume β ∈ (1, 2), p ∈ (0, β) and
∞∑
l=1
|σl|
β λ
β/2
l <∞ .
Then
E
∫ t
−∞
|Aˆe−(t−r)Aˆ(ω˜(t)− ω˜(r))|
p
Xdr <∞. (3.5)
Moreover, for P almost every ω˜ ∈ D(R, X), t ∈ R the function
zˆ(t) = zˆ(ω˜)(t) =
∫ t
−∞
Aˆe−(t−r)Aˆ(ω˜(t)− ω˜(r))dr, t ∈ R (3.6)
is well defined and cádlág in X. Furthermore, for any κ > 0 such that κp > 1 there exists a
random variable C depending on β, p, σ , δ such that
|zˆ(ω˜)(t)|X ≤ C(β, p, σ, δ, ω˜)(1 + |t|
κ). (3.7)
Proof. Part I We will show first that the Lévy process L is is càdlàg in X and
E sup
t≤T
|L(s)|
p
X <∞ . (3.8)
By Lemma 3.4 in [Dong, 2018], the process L is cádlág in V , hence in L2
(
S
2
)
and finally in X. It
remains to show (3.8). Recall Lemma 3.1, that is,
E sup
t≤T
|AδL(t)|p ≤ C(β, p)
∑
l≥1
|σl|
βλ
βδ
l

p
β
t
p
β <∞. (3.9)
Putting δ = 0, we have,
E sup
t≤T
|L(t)|p ≤ C(β, p)
∑
l≥1
|σl|
β

p
β
t
p
β <∞, (3.10)
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and putting δ = 12 we have,
E sup
t≤T
|A
12L(t)|p ≤ C(β, p)
∑
l≥1
|σl|
βλ
β/2
l

p
β
t
p
β <∞. (3.11)
So
E sup
t≤T
|L(s)|
p
X ≤ cE sup
t≤T
|L(s)|p + cE sup
t≤T
|L(s)|
p
L4(S2)
≤ cE sup
t≤T
|L(s)|p + CE sup
t≤T
(
|L(s)|
p2 |L(s)|
p2
V
)
via Ladyzhenskaya inequality
≤ cE sup
t≤T
|L(s)|p + CE sup
t≤T
|L(s)|
p
V via Poincáre inequality in [Dong, 2018]
= C(β, p)
∑
l≥1
|σl|
β
p/β s pβ + C(β, p)
∑
l≥1
|σl|
βλ
β/2
l

p
β
s
p
β
≤ C(β, p)
∑
l≥1
|σl|
βλ
β/2
l

p
β
s
p
β .
Part II In what follows we use the fact that ω˜(t) = L(t) P-a.s. Using the change of variables
s = t − r, we obtain
E
∫ t
−∞
|Aˆe−(t−r)Aˆ(ω˜(t)− ω˜(r))|pdr =
∫ ∞
0
E|Aˆe−sAˆ(ω˜(t)− ω˜(t − s))|
p
Xds
=
∫ ∞
0
E|Aˆe−sAˆω˜(s)|
p
Xds.
Using (3.4) with γ = α+ µ we have
∫ ∞
0
E|Aˆe−sAˆω˜(s)|
p
Xds ≤ C
∫ ∞
0
e−pγs
sp
E|Aδω˜(s)|
p
Xds
≤ C
∫ ∞
0
e−pγs
sp
C(β, p)s
p
β (
∑
l≥1
|σl|
βλ
βδ
l )
p
β ds <∞,
since p− pβ < 1 and we infer that ẑ(t) is well defined in X P-a.s. using the same arguments as in
the proof of (3.8) above.
We will prove (3.7). Applying Lemma 6.6 in [Dong, 2018], with the Banach space B = X and κ
such that κp > 1 we obtain
|ẑ(ω˜)(t)|X ≤ C(β, p, σ, δ, κ, ω˜)(1 + |t|
κ), (3.12)
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and (3.7) follows.
Part III One has to check zˆ is right continuous with left limit in X. To this end note first that
ẑ(t) =
∫ t
−∞
Âe−(t−s)Aˆ (ω(t)− ω(s))ds
=
(
Â
∫ ∞
0
e−sAˆds
)
ω(t) −
∫ t
−∞
Âe−(t−s)Aˆω(s)ds
= ω(t)−
∫ t
−∞
Âe−(t−s)Aˆω(s)ds,
since Â is invertible. The function ω is càdlàg in X by assumption. We will show that the function
F (t, ω) =
∫ t
−∞
Âe−(t−s)Aˆω(s)ds
is continuous in X for P-a.e. ω. Indeed, for s, t ∈ R such r < t we have∫ t
−∞
Âe−(t−s)Âω(s)ds =
∫ r
−∞
Âe−(t−s)Âω(s)ds +
∫ t
r
Âe−(t−s)Âω(s)ds
= Âe−(t−r)Â
∫ r
−∞
e−(r−s)Âω(s)ds +
∫ t
r
Âe−(t−s)Âω(s)ds
= Âe−(t−r)Âh + I(t) .
Since the semigroup e−sÂ is analytic, we find that the function t → Âe−(t−r)Âh is continuous for
t > r. Let us consider I(t). By Sobolev embeddings we have a continuous embedding H1,2 ⊂ W
14 ,4.
Therefore for δ small enough the function t → Aδω(t) is locally bounded in L4 for a.e. ω. Then
I(t) =
∫ t
r
Â1−δe−(t−s)ÂÂδω(s)ds
is continuous for t > r, again by standard properties of analytic semigroups.

Theorem 3.3. Under the assumption of Proposition 3.2, for P-a.e. ω ∈ D(R, X),
zˆ(θsω)(t) = zˆ(ω)(t + s), t, s ∈ R.
Proof. The proofs of the first three parts follows from closely from Theorem 4.8 and Proposition
8.4 in [Brzeźniak and Zabczyk, 2010], see also Theorem 9 in [Huang et al., 2013]. For the last part,
since (θsω)(r) = ω(r + s)− ω(s), r ∈ R, we have
zˆ(θsω)(t) =
∫ t
−∞
Ae−(t−r)A[θsω(t)− θsω(r)]dr
=
∫ t
−∞
Âe−(t−r)A[ω(t + s)− ω(r + s)]dr
=
∫ t+s
−∞
Âe−(t+s−r
′)A[ω(t + s)− ω(r′)]dr′ = zˆ(ω)(t + s).

Now, put (τsζ)(t) = ζ(t + s), t, s ∈ R. Therefore τs is linear, bounded map from D(R, X) into
D(R, X). Moreover, the family (τs)s∈R is a C0 group on D(R, X). Hence the shifting property could
be re-expressed as 13
Corollary 5. For P-a.e. ω ∈ D(R, X) For s ∈ R, τs ◦ zˆ = zˆ ◦ θs , that is
τs(zˆ(ω)) = zˆ(θs(ω)), ω ∈ D(R;X).
Proposition 3.4. The process
zα(t) =
∫ t
−∞
e−(t−s)(Aˆ+αI)dL(s),
where the integral is intepreted in the sense of [Brzeźniak and Zabczyk, 2010] is well defined
and is identified as a solution to the equation
dzα(t) + (Aˆ+ αI)zαdt = dL(t), t ∈ R.
The process zα, t ∈ R is a stationary OU process.
We define
zα(ω) := zˆ(Aˆ+ αI ;ω) ∈ D(R, X),
i.e. for any t ≥ 0,
zα(ω)(t) :=
∫ t
−∞
(Aˆ+ αI)e−(t−r)(Aˆ+αI)(ω(t)− ω(s))ds
By Proposition 3.1,
d+
dt
zα(ω)(t) + (Aˆ+ αI)
∫ t
−∞
(Aˆ+ αI)1+δe−(t−r)(Aˆ+αI)(ω(t)− ω(s))ds = L(t).
Therefore zα(t) satisfies
d+
dt
zα(t) = (Aˆ+ αI)zα = ω˙(t), t ∈ R. (3.13)
It follows from Theorem 3.3 that
zα(θsω)(t) = zα(ω)(t + s), ω ∈ D(R, X), t, s ∈ R.
Similar to our definition of Lévy process Lt , i.e. Lt (ω) := ω(t), we can view the ODE as a definition
of zα(t) on (Ω,F,P), equation (3.13) suggests that this process is an Ornstein Uhblenck process.
Now we have enough tools to prove the cocycle property of RDS, and this allows us to prove
(φ, θ ) is an RDS. The proof follows same lines as Theorem 6.15 in [Brzeźniak, 2006].
3.3. Random dynamical system generated by the SNSE on a sphere with Lévy noise. Let us
fix α ≥ 0 and put Ω = Ω(E).
We define a map φ = φα : R×Ω×H → H by
(t, ω, x) 7Ï v(t, zˆα(ω))(x − zˆα(ω)(0)) + zˆα(ω)(t).
In what follows, write z = zα for simplicity.
Put in another way,
φ = φα(t, ω)x := v(t, zα(ω))(x − zα(ω)(0)) + zα(ω)(t)
= u(t, ω;x) ∀ t ∈ T,ω ∈ Ω, x ∈ H,
where u(·;ω, u0) is the solution of the integral equation corresponding to given ω ∈ Ω, u0 ∈ H
and φ satisfies the definition of RDS.
Since φ(t) = φ(t, θt(ω))v0 and v(0) = v0. Then φ(0, ω) = I. It is clear that φ(0, ω) = I. Because
z(ω) ∈ D(R;X), z(ω)(0) is a well-defined element of H and hence φ is well defined. Furthermore,
we have the first main result of this work.
Theorem 3.5. (φ, θ ) is a random dynamical system.14
To prove the claim, one simply check the definition of a random dynamical system (see sub-
section 2.6).
Proof. First, we checkMeasurability. Suppose u0 ∈ V and t ∈ T is fixed, the map ω 7Ï φ(t, ω)u0 ∈
H is measurable because the solution u(t, ω;u0) is constructed as the (poinwise in ω) limit of
sucessive approximation of the contraction, which is measurable being explicitly defined in term
of measurable objects. Finally, if u0 ∈ H , then u(t, ω;u0) is the limit of u(t, ω;u
0
n) with u
0
n ∈ V .
The required measurability is assured.
Next, we check Continuous dependence on initial data.
The proof follows the similar line of the proof of uniqueness for the strong solution in
[Dong, 2018].
Third, we check Càdlàg property of φ(t, ω). This turns out to be an easy task: The càdlàg
property of φtu0 is clear from the proof of existence and uniqueness of the solution u.
Lastly, we will check the cocycle property of φ, namely, for any x ∈ H , one has to check,
φ(t + s, ω)x = φ(t, θsω)φ(s, ω), t, s ∈ R. (3.14)
From the definition of φ, noting from the cocycle property of z, zˆ(θsω)(t) = zˆ(ω)(t + s), z(ω)(s) =
z(θsω)(0) for all s ∈ R, we have for all t, s ∈ R,
φ(t + s, ω)x = v(t + s, z(ω)(t + s))(x − z(ω)(0)) + z(ω)(t + s),
φ(t, θsω)φ(s, ω)x = v(t, z(θsω)(t))(x − z(ω)(0)) + z(ω)(s)− z(θsω)(0) + z(θsω)(t)
= v(t, z(θsω)(t))(v(s, z(ω))(s))(x − z(ω)(0)) + z(θsω)(t).
In view of (3.3), to prove (3.14), we need to prove
v(t + s, z(ω)(t + s))(x − z(ω)(0)) = v(t, z(θsω)(t))(v(s, z(ω)(0))).
Now, fix s ∈ R, define v1, v2 by
v1(t) = v(t + s, z(ω)(t + s))(x − z(ω)(0)) t ∈ R,
v2(t) = v(t, z(θsω)(t))(v(s, z(ω)(s))(x − z(ω)(0))), t ∈ R.
Because v(0, z(θsω)(0))(x − z(θsω)(0)) = x − z(θsω)(0), one infer that
v1(0) = v(s, z(ω)(s))(x − z(ω)(0))
= v(0, z(θsω)(0))(v(s, z(ω)(s))(x − z(ω)(0))) = v2(0).
Since R ∋ t 7Ï v(t, z(ω)) is a solution to{
dv
dt+ = −νAv − B(v)− B(v, z)− B(z, v)− B(z) + αz + f ,
v(0) = v0.
(3.15)
On the other hand, in view of our earlier existence uniqueness results, the fact v takes value in
D(A) implies that v(t) is differentiable for almost every t . We have
v ′(t) = −νAv1(t + s, z(ω)(t + s))− B(v1(t + s, z(ω)(t + s)) + z(ω)(t + s) + αz(ω)(t + s) + f
= −νAv1(t, z(ω))− B(v1(t, z(ω)) + z(ω)(t + s)) + αz(ω)(t + s) + f .
On the other hand for v2,
dv(t, z(θsω)(t))
dt+
= −νAv(t, z(θsω)(t))− B(v(t, z(θsω)(t))) + z(θsω)(t) + αz(θsω)(t) + f .
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Therefore, v1, v2 solve respectively{
v ′1(t) = −νAv
′
1 − B(v
′
1(t) + z(ω)(t + s)) + αz(ω)(t + s) + f ,
v1(0) = v(z(ω))(s)(x − z(ω)(0)),{
v ′2(t) = −νAv
′
2 − B(v
′
2(t) + z(θsω)(t)) + αz(θsω)(t) + f ,
v1(0) = v(z(ω))(s)(x − z(ω)(0)).
By cocycle property of z, z(θsω)(t) = z(ω)(t + s) for t ∈ R. 
Therefore, v1, v2 are solutions to (3.15) with the same initial data v(s, z(ω)(s))(x − z(ω)(0)) at
t = 0. Then it follows from the uniqueness of solution to (3.15) that v1 = v2, t ∈ R.
3.4. Existence of random attractors. This subsection aims to establish the existence of random
attractors. The main lines follow from classical lines of proving global attractors by finding
compact absorbing sets. However, as pointed out in the paper [Crauel and Flandoli, 1994], the
analysis of Navier-Stokes equations with additive noise in our case requires some non-trivial
consideration. In particular, a critical question arised when analyzing the estimate d
+
dt |v(t)|
2, the
usual estimates for the nonlinear term b(v(t), z(t), v(t)) yields a term |v(t)|2|z(t)|44, so we were not
able to deduce any bound in H for |v(t)|2 under the classical lines (see for instance section 6 in
[Brzeźniak et al., 2015]). Nevertheless, in light of the method developed in [Crauel and Flandoli, 1994],
via the usual change of variable and by writing the noise and the Ornstein-Uhlenbeck process as
an infinite sequence of 1D processes, we are able to show there exist random attractors to our
system 1.1 as well. In what proceed we will detail our proof. First we need a few Lemmas from
our two companion papers.
Lemma 3.6. [Lemma 3.2, [Dong, 2018]] Suppose that there exists some δ > 0 such that
∑
l≥1 |σl|
βλ
βδ
l <
∞. Then for all p ∈ (0, β),
E|AδL(t)|p ≤ C(β, p)
∑
l≥1
|σl|
βλ
βδ
l

p
β
t
p
β <∞. (3.16)
Lemma 3.7. [Lemma 1.7,[Dong, 2019]] We have
sup
−1≤t≤0
|Az(t)|2 <∞ .
Now, using Lemma 3.7 and Lemma 3.6 applied with δ = 12 we find that the process z is càdàg
in V and
sup
−1≤t≤0
(
|z(t)|2 + |z(t)|2V + |Az(t)|
2
)
<∞ P a.s. . (3.17)
Using equation (4.12) in [Priola and Zabczyk, 2011], one can now choose α > 0 such that
4ηmE|z1(0)| ≤
λ1
4
, (3.18)
where λ1 is the first eigenvalue of A, since E|z1(0)|
p → 0 as α→∞.
From (3.18) and the Ergodic Theorem we obtain
lim
t0→−∞
1
−1− t0
∫ −1
t0
4η
m∑
l=1
|zl(s)|ds = 4ηmE|z1(0)| <
λ1
4
.
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Put γ(t) = −λ12 + 4η
∑m
l=1 |zl(t)|, we get
lim
t0→−∞
1
−1− t0
∫ −1
t0
γ(s)ds < −
λ1
4
. (3.19)
From this fact and by stationarity of zl we finally obtain
lim
t0→−∞ e
∫ −1
t0 γ(s)ds = 0 P− a.s. , (3.20)
sup
t0<−1
e
∫ −1
t0 γ(s)ds|z(t0)|2 <∞, P− a.s. . (3.21)
∫ −1
−∞
e
∫ −1
τ γ(s)ds(1 + |zl(τ)|
2 + |zl(τ)|
2
V + |zl(τ)|
2|zl(τ)|)dτ <∞, P− a.s. . (3.22)
for all 1 ≤ j , l ≤ m. Indeed, note for instance that for t < 0,
zl(t)
t
=
zl(0)
t
−
1
t
(α+ Al)
∫ 0
t
zl(s)ds +
Ll(t)
t
,
whence limt→−∞
zl(t)
t = 0 P-a.s., which implies (3.20) and (3.21). Consider the abstract SNSE
du + [Au + B(u) +Cu]dt = fdt + GdL(t)
and the Ornstein-Uhlenback equation
dz + (Aˆ+ αI)zdt = GdL(t),
where L(t) =
∑m
l=1 elLl(t). We now use the change of variable v(t) = u(t) − z(t). Then, by
subtracting the Ornstein-Uhlenback equation from the abstract SNSE, we find that v satisfies the
equation
d+v
dt
= −νAv(t)−Cv(t)− B(u, u) + f + αz. (3.23)
Recall the Poincare inequalities
|u|2V ≥ λ1|u|
2, ∀ u ∈ V, (3.24)
|Au|2 ≥ λ1|u|
2, ∀ u ∈ D(A). (3.25)
Lemma 3.8. Suppose that v is a solution to problem (3.15) on the time interval [t0,∞) with
z ∈ L4loc(R,L
4(S2)) ∩ L2loc(R, V
′) and t0 ≥ 0. Then, for any t ≥ τ ≥ t0, one has
|v(t)|2 ≤ |v(τ)|2e
∫ t
τ γ(s)ds +
∫ t
t0
e
∫ t
s γ(ξ)dξ2p(s)ds, (3.26)
where
p(t) = c|f |2 + cα|z|2 + δ|z|2
m∑
l=1
|zl(t)|, (3.27)
γ(t) = −
λ1
2
+ 4δ
m∑
l=1
|zl(t)| (3.28)
for all t0 ≤ τ ≤ t and c depends only on λ1
Proof. The proof will be provided shortly. 17
Let H , A : D(A) ⊂ H → H , V = D(A1/2) = D(Aˆ1/2) and B(u, v) : V × V → V ′, Cu be spaces and
operators introduced in the previous section. Suppose that there exists a constant cB > 0 such
that
〈B(u, v), w〉 = |b(u, v,w)| ≤ cB|u|
1/2|u|1/2V |v|
1/2|v|1/2V |w|V , ∀ u, v, z ∈ V, (3.29)
〈B(u, v), v〉 ≤ cB|u|
1/2|Au|1/2|v|V |z|
for all u ∈ D(A), v ∈ V and z ∈ H. Moreover, let f ∈ H , e1, · · · , em ∈ H be given, {σl} is a
sequence of real numbers. Consider 1.1 again,
du(t) = [−Au(t)− B(u(t), u(t)) + Cu(t) + f ]dt +
m∑
l=1
σldLl(t)el, u(0) = u0.
As in [Dong, 2018], assume that el are the eigenfunctions of the stoke operator A, 1 ≤ l ≤ m,
there exists δ > 0 such that
|〈B(u, el), u〉| ≤ δ|u|
2, u ∈ V, l = 1, · · · ,m. (3.30)
Remark. In bounded domain or in S2, one has
〈B(u, el), u〉 =
3∑
i,j=1
∫
S2
ui
∂(el)j
∂xi
ujdx. (3.31)
In this case assumption (3.30) is satisfied when el are Lipschitz continuous in S
2. Put L(t) =∑m
l=1 elLl(t).
3.4.1. Stochastic flow. Consider the abstract SNSE
du + [Au + B(u) + Cu]dt = fdt + GdL(t),
and the Ornstein-Uhlenback equation
dz + (Aˆ+ αI)zdt = GdL(t).
From the discussion from the earlier subsubsection, it is clear that z(t) is a stationary ergodic
solution with continuous trajectories take value in D(A). So we can transform the SNSE to a
random PDE. The main advantage is that we can solve the equation ω-wise due to the absence
of the stochastic integral.
We now use the change of variable v(t) = u(t) − z(t). Then, by subtracting the Ornstein-
Uhlenback equation from the abstract SNSE, we find that v satisfies the following equation
dv
dt+
= −νAv(t)− Cv(t)− B(u, u) + f + αz. (3.32)
Now recall the following theorem from [Dong, 2018], namely,
Theorem 3.9. Assume that φl ∈ D(A), 1 ≤ l ≤ m, there exists η > 0 such that
|〈B(u, φl), u〉| ≤ η|u|
2, u ∈ V, l = 1, · · · ,m (3.33)
is satisfied. Then for P-a.s. ω ∈ Ω, there hold
• For all t0 ∈ R and all v0 ∈ H , there exists a unique solution v ∈ C([t0,+∞];H) ∩
L2loc([t0,+∞);V ) of equation (3.32) with initial value v0.
• If v0 ∈ V , then the solution belongs to C([t0,+∞);V ) ∩ L
2
loc([t0,+∞);D(A)).
• hence, for every ε > 0, v(t) ∈ C([t0 + ε,+∞);V ) ∩ L
2
loc([t0 + ε,+∞);D(A)).
• Denoting the solution by v(t, t0;ω, v0), then the map v0 7Ï v(t, t0;ω, v0) is continuous for
all t ≥ t0, v0 ∈ H . 18
Now Let us define the transition semigroup for the flow φ as
Ptf (x) = Ef (φ(t, x)).
Corollary 6. It follow from Theorem 3.9 the transition semigroup for the Markov RDS φ has
Feller property in H . That is, Pt : Cb(H) → Cb(H)
Having the map v0 7Ï v(t, t0;ω, v0), where v(t, t0;ω, v0) is the solution to (3.32) with v(t0) = v0,
we can now define a stochastic flow φ(t, ω) in H by setting
φ(t, ω)u0 = v(t, 0;ω, u0 − zα(ω)(0)) + zα(ω)(t).
3.4.2. Absorbing in H at time t = −1. In what proceed, assume ω ∈ Ω is fixed; the results will
hold P a.s.. Suppose t0 ≤ −1 and u0 ∈ H be given, and let v be the solution of equation (3.32) for
t ≥ t0, with v(t0) = u0−z(t0, ω) (which was denoted above by v(t, 0;ω, u0−z(0, ω))). Using the well
known identity 12∂t |v(t)|
2 = (v(t), v(t)), and the assumption 〈B(u, v), v〉 = 0 and the antisymmetric
term (Cv, v) = 0 we have
1
2
d+
dt
|v|2 = −ν(Av, v)− 〈B(u, z), u〉+ (αz, v) + 〈f, v〉 (3.34)
≤ −ν|v|2V − 〈B(u, z), u〉 + α|z||v|+ |f ||v|. (3.35)
By the definition of z and assumptions (3.33),
|〈B(u, z), u〉| =
∣∣∣∣∣
m∑
l=1
〈B(u, el), u〉el
∣∣∣∣∣ ≤ δ|u|2
m∑
l=1
|zl|
≤ 2δ|v|2
m∑
l=1
|zl|+ 2δ|z|
2
m∑
l=1
|zl|.
and the inequalities
(αz, v) = cα|z|2 + c′|v|2,
〈f , v〉 ≤ c|f |2 + c′|v|2.
For simplicity we take ν = 1. Then via Young inequality, one can show that there exists c, c′ > 0
depending only on λ1 such that
1
2
d+
dt
|v|2 +
1
2
|v|2V ≤
(
−
λ1
4
+ 2δ
m∑
l=1
|zl|+ 2c
′
)
|v|2 + c|f |2 + cα|z|2 + 2c|z|2V + 2δ|z|
2
m∑
l=1
|zl|.
Let γ(t), and p(t) are defined as in 3.8. Namely,
p(t) = c|f |2 + cα|z|2 + δ|z|2
m∑
k=1
|zk(t)|,
γ(t) = −
λ1
2
+ 4δ
m∑
l=1
|zl(s)|,
we have
1
2
d+
dt
|v|2 +
1
2
|v|2V ≤
1
2
γ(t)|v|2 + p(t), (3.36)
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d+
dt
|v(t)|2 ≤ γ(t)|v(t)|2 + 2p(t).
Invoking Gronwall Lemma over the interval [a,∞), we have (3.26).
Lemma 3.10. There exists a random radius r1(ω) > 0 such that for all ρ > 0 there exists (a
deterministic) t¯ ≤ −1 such that the following holds P-a.s. For all t0 ≤ t¯ and for all u0 ∈ H with
|u0| ≤ ρ, the solution v(t, t0;ω, u0 − z(s)) of equation (3.15) over [t0,∞] with v(t0) = u0 − zα(t0)
satisfies the inequality
|v(−1, t0;ω, u0 − zα(t0, ω))|
2 ≤ r21 (ω).
Proof. Apply Lemma 3.8 with t = −1, τ = t0, we have
|v(−1)|2 ≤ |v(t0)|
2e
∫ −1
t0 γ(ξ)dξ +
∫ −1
t0
e
∫ t
s γ(ξ)dξ2p(s)ds
≤ 2e
∫ −1
t0 γ(ξ)dξ|u0|2 + 2e
∫ −1
t0 γ(ξ)dξ|z(t0)|2 +
∫ −1
−∞
e
∫ t
s γ(ξ)dξ2p(s)ds. (3.37)
Put
r21 (ω) = 2 + 2 sup
t0≤−1
e
∫ −1
t0 γ(ξ)dξ|z(t0)|2 +
∫ −1
−∞
e
∫ t
s γ(ξ)dξ2p(s)ds (3.38)
which is finite P a.s. due to the stationarity of zl (namely, equations (1.20) and (1.21) in [Dong, 2019]).
So, given ρ > 0, choose t¯ such that
e
∫ −1
t0 γ(ξ)dξρ2 ≤ 1
for all t0 ≤ t¯ . The claim then follows from (3.26). We remark that t0 depending on ω. 
Taking t ∈ [−1, 0] and τ = −1 in (3.26) we have
|v(t)|2 ≤ |v(−1)|2e
∫ t
−1 γ(ξ)dξ +
∫ t
−1
e
∫ t
s γ(ξ)dξ2p(s)ds.
Let us now come back to (3.36):
d+
dt
|v|2 + |v|2V ≤ γ(t)|v|
2 + 2p(t).
Integrate over [−1, 0],
|v(0)|2 − |v(−1)|2 +
∫ 0
−1
|v(s)|2Vds ≤
(∫ 0
−1
γ(ξ)dξ
)(
sup
−1≤t≤0
|v(t)|2
)
+
∫ 0
−1
2p(s)ds.
Therefore, ∫ 0
−1
|v(s)|2Vds ≤ |v(−1)|
2 +
(∫ 0
−1
γ(ξ)dξ
)(
sup
−1≤t≤0
|v(t)|2
)
+
∫ 0
−1
2p(s)ds.
Therefore, from above lemma we deduce
Lemma 3.11. There exists two random variables c1(ω) and c2(ω) depending on λ1, e1, · · · , em
and |f | such that for all ρ > 0 there exists t¯(ω) ≤ −1 such that the following holds P a.s. ∀ t0 ≤ t¯
and for all u0 ∈ H with |u0| ≤ ρ, the solution v(t, ω; t0, u0−z(t0, ω)) of equation (3.32) over [t0,∞]
with v(t0) = u0 − z(t0) satisfies
|v(t, ω; t0, u0 − z(t0, ω))|
2 ≤ c1(ω) ∀ t ∈ [−1, 0],
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∫ 0
−1
|v(s, ω; t0, u0 − z(t0, ω))|
2
Vds ≤ c2(ω).
Proof. Put
c1(ω) = e
∫ t
−1 γ(ξ)dξr21 (ω) +
∫ t
−1
e
∫ t
s γ(ξ)dξp(s)ds,
c2(ω) = r
2
1 (ω)
(
1 +
∫ 0
−1
γ(ξ)dξ
)
+
∫ 0
−1
2p(s)ds,
with r1(ω) as in the previous lemma. Then, given ρ > 0, it suffices to choose t(ω) as in the proof
of that previous lemma. 
3.4.3. Absorption in V at t = 0. From (3.15) we have (by multiplying Av left and right and noting
(vt , Av) =
1
2
d+
dt |v|
2
V ), using inequality (3.29), and use the Young inequality with ab =
√
1
ea
√
eb,
p = 2
ab ≤ a
2
2
+
b2
2
,
With the choice of e = ν4 , one has that
〈f , Av〉 ≤ 2
ν
|f |2 + ν
8
|Av|2,
〈αz,Av〉 ≤ 2
ν
|αz|2 + ν
8
|Av|2,
cB|u|1/2|Au|1/2|u|V |Av| ≤ 2νc2B|u||Au||u|2V +
ν
8
|Av|2,
1
2
d+
dt
|v|2V = −ν|Av|2 − 〈B(u, u), Av〉+ 〈f , Av〉+ 〈αz,Av〉
≤ −ν|Av|2 + cB|u|1/2|Au|1/2|u|V |Av|+ |f ||Av| + |αz||Av|
≤ −5ν
8
|Av|2 + 2νc2B|u||Au||u|2V +
2
ν
(|f |2 + |αz|2)
With q(t) = 2ν (|f |2 + |αz|2) and noticing |Au| ≤ |Av|+ |Az|,
≤ −5ν
8
|Av|2 + 2νc2B|u||Av||u|2V + 2νc2B|u||Az||u|2V + q(t)
Apply Young inequality with e = ν/2 for the nonlinear term,
≤ −5ν
8
|Av|2 + ν
8
|Av|2 + 4νc4B|u|2|u|2V |u|2V + 2c2B|u||Az||u|2V + q(t)
≤ −ν
2
|Av|2 + 4νc4B|u|2|u|2V |u|2V + 2c2B|u||Az||u|2V + q(t)
≤ −ν
2
|Av|2 + 8νc4B|u|2|u|2V |v|2V + 8νc4B|u|2|u|2V |z|2V + 2νc2B|u||Az||u|2V + q(t).
21
Temporarily disregard the |Av|2 term, we have
d+
dt
|v|2V ≤ 16νc4B|u|2|u|2V |v|2V + 16νc4B|u|2|u|2V |z|2V + 4νc2B|u||Az||u|2V + 2q(t).
Invoking Gronwall Lemma, we get for s ∈ [−1, 0],
|v(0)|2V ≤ e
∫ 0
s 16νc
4
B|u(τ)|
2|u(τ)|2Vds ×
(
|v(s)|2 +
∫ 0
s
(16νc4B|u|2|u|2V |z|2V + 4νc4B|u||Az||u|2V + 2q(t))dσ
)
.
Integrating in s over [−1, 0] we obtain
|v(0)|2V ≤
(∫ 0
−1
|v(τ)|2dτ +
∫ 0
−1
[16νc4B|u|2|u|2V |z|2V + 4νc4B|u||Az||u|2V + 2q(t)]dσ
)
e
∫ 0
−1 16νc4B|u(τ)|2|u(τ)|2Vdτ.
(3.39)
Lemma 3.12. There exists a random radius r2(ω) > 0, depending only on λ1, e1, · · · , em and f ,
such that for all ρ > 0 there exists (a deterministic) t¯ ≤ −1 such that the following holds P-a.s.
For all t0 ≤ t¯ and for all u0 ∈ H with |u0| ≤ ρ, the solution v(t, t0, ω;u0 − z(t0, ω)) of equation
3.32 over [t0,∞] with v(t0) = u0 − zα(t0), put u(t, t0, ω;u0) = z(t, ω) + v(t, t0, ω;u0 − z(t0, ω)). Then
|u(0, ω; t0, u0 − zα(t0, ω))|2V ≤ r22 (ω).
Proof. In view of (3.39), we need to estimate the term.∫ 0
−1
|u(s)|2|u(s)|2Vds.
Now using the fact u = v + z and |u|2 ≤ 2|v|2 + 2|z|2 = 2(|v|2 + |z|2)„ then the two terms can be
estimated as following. ∫ 0
−1
|u(s)|2|u(s)|2Vds
≤ sup
−1≤t≤0
|u(t)|2
∫ 0
−1
|u|2Vds
≤ sup
−1≤t≤0
2(|v(t)|2 + |z(t)|2)
(∫ 0
−1
2|v(τ)|2 + 2|z(τ)|2
)
≤ 2(c1(ω) + sup
−1≤t≤0
|z(t)|2)2(c2(ω) +
∫ 0
−1
|z(s)|2ds)
= 2c3(ω)2c4(ω),
∫ 0
−1
|u(s)||u(s)|2Vds
≤ sup
−1≤t≤0
|u(t)|
∫ 0
−1
|u(s)|2Vds
≤ (c1(ω) + sup
−1≤t≤0
|z(t)|)2c4(ω).
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Hence, put
c3(ω) = c1(ω) + sup
−1≤t≤0
|z(t)|2,
c4(ω) = c2(ω) +
∫ 0
−1
|z(t)|2Vds,
c5(ω) = c1(ω)
1/2 + sup
−1≤t≤0
|z(t)|.
Then, (3.39) becomes
|u(0)|2V ≤ 2|z(0)|2V + 2|v(0)|2V
≤ 2|z(0)|2V
+ 2
[
c2(ω) + 64c
4
Bc3(ω)c4(ω) sup
−1≤t≤0
|z(t)|+ 8c2Bc5(ω)c4(ω) sup
−1≤t≤0
|Az(t)| +
∫ 0
−1
2q(s)ds
]
e64c
4
Bc3(ω)c4(ω)
=: r22 (ω).

Hence there exists a random ball in V which absorbs the bounded sets of H. Since V is
compactly embedded in H , there exists a compact set K ⊂ H such that, for all bounded set
B ⊂ H there exists t¯ ≤ −1 such that φB ⊂ K P almost surely.
3.5. Existence of Feller Markov Invariant Measures. In this subsection, we prove the existence
of random attractor implies the existence Feller Markov invariant measures.
Theorem 3.13. The stochastic flow associated with the SNSE with additive Lévy noise (1.1) has
a compact random attractor, in the sense of Theorem 2.13. Moreover, the Markov semigroup
induced by the flow of H has an invariant measure ρ in the sense of Corollary 2. The associated
flow-invariant Markov measure µ on H ×Ω has the property that its disintegration ω 7Ï µω is
supported by the attractor.
Proof. Recall that, in the language of the stochastic flow associated with our SNSE (1.1),
u(0, ω; t0, u0) = φ(tn, θ−t0ω)u0 = v(0, ω; t0, u0 − z(s)) + z(t).
Then by the previous lemma, there exists a random ball in V which absorbs the bounded sets ofH .
Since V is compactly embedded in H , there exists a compact set K ⊂ H such that, for all bounded
set B ⊂ H there exists t¯ ≤ −1 such that φB ⊂ K P a.s.. Defining K(ω) := {u ∈ H : |u| ≤ r2(ω)},
we have proved the existence of a compact absorbing set. Then by Theorem 2.13, there exists
random attractor to (1.1). The existence of an invariant Markov measure is a direct consequence
of Corollary 4, provided we can show that the one-point motions associated with the flow φ(t, ω)
define a family of Markov processes. The proof of this is analogous to the proof of Markov
property of solutions to the (1.1) in [Dong, 2018]. Nevertheless we repeat here as well. Let φs,t be
defined as in earlier section. Let Fs,t be the σ -algebra generated by L(r) − L(s) for all r ∈ [s, t],
and let Ft = F0,t . Define the operators Pt in the space of bounded measurable function over
H as (Ptf )(u0) = Ef (φ(t)u0). To prove φ(t, ω) defines a family of Markov processes. It suffices to
prove
E[f (φ(t + s)x)|Ft ] = Ps(f )(φ(t)x),
for all 0 ≤ s ≤ t and all bounded continuous functions f over H , which implies that φ(t + s)x is
a Markov process with transition semigroup Pt . By uniqueness, the following holds
φ(t + s, ω)x = φ(s, ω)φ(t, ω)x
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over [t,∞] with Ft measurable initial condition φ(t, t)δ = δ. It suffices to prove
E[f (φt,t+sδ)|Ft ] = Ps(f )(δ) (3.40)
for for every H integrable, Ft random variable δ.
Note, (3.40) not only holds for every f ∈ Cb(H), but also holds for φ = 1Γ , where Γ is an
arbitrary Borel set of H and consequently for all φ ∈ Bb(H). Without loss of generality, we assume
φ ∈ Cb(H). We know that, if δ = δi P a.s., then randomvariableφ(t, t + s)δi is independent to
Ft , since φ(t, t + s)δi is Ft,t+s measurable. Hence,
E(f (φ(t, t + s)δi)|Ft ) = Ef (φ(t, t + s)δi) = Pt,t+sf (δi) = Psf (δi), P a.s. .
Since the coefficient of the equation for φ(t, t+s) are independent, one can see that the H random
variable φt,t+s and φsx have the same law. If δ has the form
δ =
N∑
i=1
δi1Γi , (3.41)
where δ(i) ∈ H and Γ(i) ⊂ Ft is a partition of Ω, δi are elements of H . Then
φ(t, t + s)δi =
N∑
i=1
φ(t, t + s, δi)1Γi , P, a.s. .
Hence,
E(f (φ(t, t + s)δ)|Ft) =
N∑
i=1
E(f (φ(t, t + s)δi)1Γi |Ft ) P a.s. .
Take into account the random variable u(t, t+s)δi independent to Ft and 1Γi are Ft measurable,
i = 1, · · · , l, one deduces that
E[f (φ(t, t + s, δ))|Ft ] =
N∑
i=1
Psf (δi)1Γi = Psf (δ), P a.s.
and so (3.40) is proved. For a general δ there exists a sequence of δn for which (3.40) holds
converges to δ in L2(Ω;H) a.s., that is,
E|δ − δn|
2 → 0.
By continuity of f one can pass in the identity (3.40), with δ replaced with δn , to the limit and
(3.40) holds if E|δ|2 <∞. So φ(t, ω) defines a family of Markov processes.
The proof of existence of Markov measure is completed. 
Remark. Although the same results hold in β-stable Lévy case as in the Gaussian case (see
[Crauel and Flandoli, 1994]), there is some difference between dealing with Brownian motion
and Lévy motions. First, we need to consider càdlàg function in the Skorohod metric, which are
different from the continuous case in the metric under the compact-open topology. Second, one
has to consider solutions in the sense of Carthéodory and the right-hand derivatives.
Let u(t, x) be the unique solution to problem (1.1). Let us recall from [Dong, 2018] that such
a unique solution exist for each x ∈ H. Let us define the transition operator Pt by a standard
formula. For f ∈ Cb(H), put
(Ptf )(x) = Ef (φ(t, x)), t ≥ 0, x ∈ X.
In view of Proposition 2.16, (Pt , t ≥ 0) is a family of Feller operators, i.e. Pt : Cb(H) → Cb(H)
and, for any f ∈ Cb(H) and x ∈ H , Ptf (x)→ f (x) as t ↓ 0. Moreover, following the identical lines24
of the proof of Theorem 3.13 in last subsection, one can prove that φ is a Markov RDS. Invoke
corollary 4, we deduce the existence of Feller invariant measure for our stochastic Navier-Stokes
equations (1.1).
Corollary 7. There exists an Feller Markov Invariant Measure for the SNSE (1.1)
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