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V diplomskem delu se ukvarjamo s problemom vodenja robotskega manipulatorja KUKA 
youBot na osnovi robotskega vida. 
V nalogi sta predstavljena dva načina vodenja robota. Prvi je na osnovi barvnih 
markerjev, ki so nameščeni na manipulator in na objekte, s katerimi robot opravlja nalogo. V 
drugem delu vodenje poteka na osnovi podatkov iz programa za detekcijo markerjev ArUco. 
Markerji so nameščeni na mestih, kjer mora manipulator opraviti del naloge; ko z delom 
zaključi, se vrne v izhodiščno stanje. 
Na kratko so predstavljene metode osvetljevanja, na kaj je potrebno biti pozoren pri izbiri 
svetila in njegovi svetilni moči. Predstavljenih je tudi nekaj bolj ali manj ključnih napak, ki se 
pojavijo pri uporabi leč na kamerah, njihov vpliv na sliko in postopki, kako jih odpraviti. 
Nekoliko podrobneje so predstavljeni algoritem za detektiranje ArUco markerjev in metode 
kalibracije, s katerimi se odpravijo napake leče. 
Vodenje je bilo v celoti realizirano v programskem okolju MATLAB SIMULINK, kjer 
je bila v diagramu prehajanja stanj določena tudi naloga, ki jo je moral robot opraviti. Detekcija 
barvnih markerjev je bila v celoti izdelana v programskem okolju MATLAB, kjer sta na podlagi 
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The objective of this study is the control of a robot manipulator KUKA youBot based on robot 
vision. 
The thesis deals with two modes of robot control. The first is based on colour markers that are 
installed on the manipulator and on objects, which are important for performing the task. In the 
second part, control is based on the information from the algorithm for detection of ArUco 
markers. The markers are placed at positions, where the manipulator is to carry out a part of its 
task. As soon as the task has been completed the robot returns to the starting position. 
Methods of illumination are presented briefly. Specified is what has to be taken into account 
when selecting the light and its luminosity. Furthermore, discussed are issues related to using 
lenses on cams, their influence on the picture and procedures for the elimination of errors as 
well as the camera calibration. Finally, the algorithm for detection of ArUco markers is 
described and task implementation is detailed. 
The robot control was entirely implemented in the MATLAB SIMULINK programme 
environment, where the robot task was determined in the StateFlow diagram. The detection of 
colour markers was created in MATLAB programme environment where capture and image 
processing were implemented based on Image Acquisition Toolbox and Image Processing 
Toolbox. 
  
Key words: KUKA youBot, inverse kinematics, machine vision, calibration, lens errors, 







Avtonomni roboti se vedno pogosteje pojavljajo v naših življenjih in nam tako lajšajo 
vsakodnevna gospodinjska opravila, kot so sesanje, pomivanje tal, košnja trave in še mnogo 
drugih. Zadnje čase jih lahko najdemo tudi v kmetijstvu pri poljedelskih opravilih ter seveda v 
industriji, ki je ena izmed prvih, ki je robotom našla mesto predvsem na delovnih mestih, ki so 
za človeka prenaporna, prenevarna in neprijazna. 
Danes še vedno večina robotov deluje na delovnih mestih, kjer ni potrebe gibanja po 
prostoru. Iz dneva v dan pa se želje po uporabi v bolj dinamičnih okoljih večajo, saj se s tem 
veča tudi delovni prostor robota, kot je, na primer, uporaba robotov v skladiščih in logistiki, 
kjer je večja potreba po gibanju, okolica pa se ves čas spreminja. V takšnih primerih je potrebno, 
da robotu omogočimo orientacijo v prostoru. Eden najbolj uporabnih načinov je s pomočjo 
strojnega vida, kjer kot senzor uporabimo eno ali več kamer in drugih senzorjev. Sistem tako 
preko kamere zaznava okolico okoli sebe, na podlagi tega pa določi svoj položaj v prostoru. S 
pomočjo strojnega vida danes še vedno težko prepoznavamo naključne oblike v prostoru, še 
posebej, če gre za naravno okolje, kjer se robot prosto giblje. Nekoliko lažje je v industriji, kjer 
gre za kontrolo izdelkov ali kjer robotska roka vari, brusi ali na kakšen drug način obdeluje 
izdelek. V takšnem primeru lahko načrtovalec in programer aplikacije določita pozicijo kamere, 
osvetlitev, oblike izdelkov so znane in načeloma se bolj ali manj pojavljajo na istih mestih. V 
trenutku, ko pa se aplikacija začne gibati po prostoru, naletimo na obilico novih težav. Dokler 
gre za prostor, kot je skladišče ali kakšen drug zaprt prostor, je stvar še vedno nekoliko lažja, 
saj lahko vplivamo na homogenost osvetlitve delovnega prostora. V naprej lahko predvidimo 
okvirno gibanje robota in sama okolica je bolj ali manj urejena. V trenutku, ko naletimo na 
odprt prostor v naravi, se pojavi sončna svetloba, sama okolica se ves čas spreminja, lahko se 
pojavijo tudi druge ovire, kot je razgibanost terena, vremenski in drugi vplivi. 
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V diplomskem delu bomo predstavili vodenje robota v dani okolici na dva načina. Prvi je 
s pomočjo barvnih markerjev, ki so nameščeni na samem robotu in na objektih, s katerimi robot 
izvaja svojo nalogo, druga pa s pomočjo ArUco markerjev. Gre za dvodimenzionalne markerje, 
na podlagi katerih robot določi svoj položaj glede na marker, to sta oddaljenost in zasuk glede 
na marker. V splošnem poznamo več tipov markerjev, ki se razlikujejo po sami obliki in 
kompleksnosti markerja, od česar je odvisna sama robustnost sistema. Slika 1.1 prikazuje nekaj 
primerov fiducijskih markerjev. 
 
 
S pomočjo ArUco markerjev lahko enostavno določamo položaj robota v prostoru, ali pa 
prepoznavamo določene objekte in predmete, ki se jim je potrebno izogniti ali na njih oziroma 










2 Robotski vid 
»Robotski vid omogoča robotu pridobivanje geometrijskih in kvalitativnih informacij o 
okolici brez fizičnega dotika. Pridobljene veličine služijo načrtovanju trajektorij gibanja in za 
vodenje robota« [2]. 
Danes se strojni vid večinoma uporablja v industriji za kontrolo izdelkov, opravljanje 
meritev, kot so dimenzije izdelkov in vodenje robotov. Vse bolj se pojavlja tudi v prometu, za 
nadzor prometa, prepoznavo vozil, sektorsko merjenje hitrosti in tudi v samih vozilih.  
Osnovni gradniki strojnega vida so optični senzorji, primerna osvetlitev in računalnik, na 
katerem teče program za obdelavo slike in jih prikazuje slika 2.1. Te osnovne komponente 






Slika 2.1 Osnovna shema sistema strojnega vida [11]. 





- Proizvodni proces 







Primerna osvetlitev je ena ključnih lastnosti strojnega vida. S pomočjo ustrezne osvetlitve 
zagotovimo ustrezno kontrastnost objekta in s tem lažje in boljše zaznavanje. Če uporabljamo 
barvne markerje, moramo biti še posebej pozorni na osvetlitev, saj lahko zaradi lomljenja 
svetlobe in izstopanja posameznih barvnih spektrov pride do precejšnjih težav. Ker so ArUco 
markerji v osnovi črno – bela kombinacija kvadratkov, kar pomeni tudi maksimalen kontrast, 
je pogojem ustrezne osvetlitve hitro zadoščeno. Lahko rečemo, da so z vidika osvetlitve dokaj 
robustni. Vsekakor pa ni vseeno kakšen tip osvetlitve uporabljamo, saj ta zelo vpliva na dobro 
delovanje sistema. Hkrati lahko s kvalitetnim virom svetlobe izločimo vpliv naravne svetlobe 
oziroma motenj, ki lahko bistveno poslabšajo razmere, hkrati pa tudi izboljšamo ter izpostavimo 
željene učinke, kot so v našem primeru barva in kontrastnost markerjev. 
Danes se pogosto uporabljajo LED osvetlitve, predvsem zaradi nizke cene, robustnosti in 
dolge življenjske dobe. Imajo pa še eno pomembno lastnost, in sicer da jih lahko prilagajamo 
glede na potrebe, bodisi z obliko samega svetila ali z izbiro barvnega spektra [5], [11]. 
Predvsem v industriji se pogosto pojavljajo svetila z določenim barvnim spektrom in 
barvnim filtrom, ki je nameščen na kameri, tako se lahko zelo dobro izognemo vplivom svetlobe 
iz same okolice.  
V našem primeru smo uporabili klasično razsvetljavo na stropu laboratorija, ki je 
izvedena s fluorescentnimi sijalkami, katere so enakomerno nameščene po dolžini našega 
delovnega prostora, in je nudila zadovoljivo osvetlitev. Možna je tudi nadgradnja robota z 
virom svetlobe, ki bi bil nameščen ob kameri. Ta bi nudil dodatno osvetlitev v temnih prostorih 
ter uporabo robota v mraku. 
2.1.1 Primeri osvetlitve ArUco markerjev 
Na sliki 2.2 je primer minimalne osvetlitve, pri kateri je bil marker še zaznan in je program 
za detekcijo še lahko izračunal in pošiljal uporabne podatke. V primeru, ko je osvetlitev 
prešibka, markerja ni več možno zaznati ali pa je detekcija neuporabna. Program ne more 
izračunati pozicije in koordinatni sistem markerja postane nestabilen. Obnašanje je podobno 
tudi pri preosvetljenem markerju. Na sliki 2.3 je primer maksimalne osvetlitve, kjer je bila še 




2.1.2 Primeri osvetlitve barvnih markerjev 
Pri barvnih markerjih se je izkazalo, da so učinki podobni kot pri ArUco markerjih. Na 
sliki 2.4 vidimo primer maksimalne osvetlitve, ki je dosegla približno enako intenziteto, kot je 
to v primeru ArUco markerja. Modra barva še vedno dovolj izstopa, da jo algoritem lahko 
detektira. 
 
Na sliki 2.5 je primer minimalne osvetlitve, medtem ko na sliki 2.6 že lahko vidimo težave, ki 
se pojavijo pri premajhni in nehomogeni osvetlitvi. Na robovih se lahko opazi sence, ki 
algoritmu preprečujejo zaznavanje modre barve, posledično vodenje robota na osnovi barvnih 
markerjev v slabših svetlobnih pogojih ni več mogoče.  
 
  
Slika 2.2 Minimalna možna osvetlitev ArUco 
markerja, kjer je še možno določiti pozicijo. 
Slika 2.3 Maksimalna možna osvetlitev ArUco 
markerja, kjer je še možno določiti pozicijo. 






Ko svetloba ni ustrezna, lahko pride do modrikastega odtenka, ki se običajno pojavi na temnih 
površinah. To motnjo lahko algoritem zazna kot marker, in sistem postane neuporaben za 
vodenje. Do tega običajno pride, kadar sončna svetloba prodira skozi steklo in pride do učinka 
prizme, ki zaradi lomnega količnika stekla povzroči razlike v lomljenju svetlobe pri različnih 
valovnih dolžinah. Modra svetloba, ki nastane kot posledica razčlenitve sončne svetlobe, 
povzroči motnje na sliki, ki jo obdeluje algoritem za detekcijo markerjev. Seveda pa lahko isto 
težavo povzroči umetni vir svetlobe, če generira dovolj modrega spektra. Učinek modrikaste 






Slika 2.5 Minimalna možna osvetlitev barvnih 
markerja, kjer je še možno določiti pozicijo. 
Slika 2.6 Slaba in nehomogena osvetlitev 
markerjev. 
Slika 2.7 Neustrezna osvetlitev. 
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2.2 Kamere in objektiv 
Kamera in objektiv sta dva ključna dela strojnega vida. Brez njiju ni mogoče zaznavati 
okolice in objektov v njej in brez njiju izvedba strojnega vida ni mogoča. 
Naloga objektiva je, da svetlobo usmerja do samega senzorja, ki se nahaja v kameri. Pri 
preprostih kamerah, kot je spletna kamera, ga sestavlja vsaj ena leča, kadar pa gre za 
profesionalne objektive in kamere, ki so namenjeni za zahtevnejše aplikacije, govorimo o 
sistemu leč. Torej pri načrtovanju strojnega vida je ena pomembnejših informacij kvaliteta 
objektiva. Zanimajo nas predvsem napake v leči, v našem primeru predvsem ukrivljenost leče, 
ki posledično deformira oziroma ukrivi sliko, kar lahko vpliva na natančnost izračuna pozicije. 
To napako je običajno delno mogoče odpraviti s kalibracijo.  
Pomemben parameter objektiva je število F, ki podaja razmerje med goriščno razdaljo in 
premerom leče. Z njim vplivamo na svetlobno moč leče, ločljivost in globinsko ostrino. 
Naloga kamere je, da svetlobo, ki se je preko objektiva prenesla na senzor, pretvori v 
električni signal, ustrezno obdela in prenese do računalnika. Glavna komponenta kamere je 
svetlobni senzor (matrični ali linijski), ki je lahko barvni ali sivinski. V industriji se običajno 
uporabljajo sivinski, zato informacija, ki jo podajajo, ne vsebuje informacije o barvi. Obdelava 
tega signala je enostavnejša in predvsem hitrejša, kar je v industriji ali pri hitrih sistemih 
bistvenega pomena. Pomembni parametri kamere so tudi ločljivost, hitrost kamere in velikost 
slikovne točke. Večja kot je ločljivost kamere, bolj natančen je lahko sistem, posledično pa je 
tudi nekoliko počasnejši.  
 
V aplikaciji smo uporabili spletno kamero Logitech C930E WEBCAM [6]: 
tehnični podatki: 
 
Ločljivost Full HD 1080p 
Vidni kot 90° 
Objektiv CARL ZEISS 
Digitalni Zoom štirikratni v 1080p 
Ostrenje avtomatsko 
Priključki USB 2.0 




Gre za barvno spletno kamero proizvajalca Logitech (slika 2.8) visoke ločljivosti. 
Posebnosti spletnih kamer so kompaktnost, nizka cena, relativno visoka ločljivost in relativno 
kvalitetna slika. Zaradi njene majhnosti in nizke mase jo enostavno namestimo na samega 
robota, saj predstavlja minimalno breme. Na računalnik jo enostavno povežemo preko USB 
kabla.  
Kot vse kamere je sestavljena iz sistema leč, CCD senzorja (charge coupled device) ali 
CMOS senzorja (complementary metal – oxide – semiconductor) in podpornega vezja  [7], [8]. 
2.2.1 Napake leč 
Kot je že uvodoma omenjeno, so objektivi in leče eden glavnih delov kamere, brez njih 
je nemogoče posneti dobro fotografijo, in so tako rekoč nujno zlo vsake kamere, saj se poleg 
pozitivnih učinkov, ki jih vnašajo, pojavljajo tudi slabi, ki vplivajo na kvaliteto slike, kar je za 
nas najbolj pomembno, ter tudi na njeno geometrijo. V tem podpoglavju bomo predstavili nekaj 
najbolj pomembnih napak, ki jih vnesejo leče. 
Kot vemo, se svetloba pri prehodu skozi stekleno površino lomi različno glede na valovno 
dolžino. Takšen pojav imenujemo barvna ali kromatična aberacija in najpogosteje nastane ob 
robovih leče. Vidimo jo lahko na sliki 2.9. Na sliki jo opazimo predvsem pri večjih povečavah, 
kot mavrično obarvane kontrastne robove slike. Ta vrsta napake bi lahko predstavljala težave v 
primerih, ko poskusimo detektirati barve (sicer ne toliko kot težava pri lomljenju svetlobe pri 
prehodu skozi lečo, ampak bolj pri prehodu skozi samo steklo svetila ali kakšno drugo stekleno 
površino, ki se je znašla na njeni poti). Ta napaka se lahko pojavi tudi pri najboljših kamerah 
in jo je možno tudi delno odpraviti, sicer ne z brušenjem, ker sama geometrija ne vpliva na to 
motnjo, ampak je posledica lomnega količnika v steklu. Torej, če postavimo serijo leč z 
Slika 2.8 Logitech C930E WEBCAM. 
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različnimi lomnimi količniki, ki bodo lomljeno svetlobo različnih valovnih dolžin združili v isti 
goriščni točki, se bo ta napaka izničila [21], [22]. 
 
 
Druga pomembnejša napaka, ki se pojavi pri lečah, je sferična aberacija. Ta povzroči, da 
je slika na robovih manj ostra kot slika v sredini in je posledica lomljenja svetlobe, ki ne vpada 
v isto goriščno točko. Žarki, ki vpadajo na lečo bližje sredini, se lomijo dlje od goriščne točke 
kot pa žarki, ki vpadajo na lečo dlje od sredine. Vidimo, da goriščna točka ni strogo določena, 
ampak je neki predel na optični osi. Težavo sferične aberacijo lahko popravimo na več načinov. 
Ker je to posledica lomljenja svetlobe, jo lahko odpravimo z različnimi kombinacijami in 
serijami leč, ki popravijo lomljenje svetlobe in ga spravijo v isto goriščno točko. Druga možnost 
je uporaba asferične leče, kot jo vidimo na sliki 2.10. Asferična leča je cenejša od sistema leč, 
prinaša boljše rezultate, predvsem ostrino, in tudi manjše objektive. Razliko med lomljenjem 
svetlobe v sferični in asferični leči nam prikazuje slika 2.11. 
 
 
Slika 2.9 Osna barvna aberacija (levo) in prečna barvna aberacija (desno). 
Slika 2.10 Asferična leča [21]. Slika 2.11 Primerjava sferične in asferične leče [21]. 
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V nadaljevanju poglavja so opisane napake, ki so pomembne v primeru naše aplikacije in 
jih je za uspešno delovanje potrebno upoštevati in odpraviti ali pa njihov vpliv vsaj zmanjšati.  
Prva teh napak, ki močno vplivajo na geometrijo slike, je tangencialna distorzija. Ime je 
dobila po obliki deformacije slike, točke se namreč odmikajo v tangencialni smeri. Nastane kot 
posledica nenatančnega centriranja leče glede na slikovni senzor [20]. Deformacijo 
tangencialne distorzije prikazuje slika 2.12.  
 
Ukrivljenost slikovnega polja ali radialna distorzija je ena pomembnejših napak, ki jih 
vnašajo leče, in jo običajno odpravimo s kompenzacijo. Ta kompenzacija in način 
kompenziranja za primer detekcije ArUco markerjev sta podrobneje predstavljena v 
podpoglavju 2.3 Kalibracija in 3D rekonstrukcija. 
Vpliv te napake močno popači sliko oziroma geometrijo zajetega motiva. Poznamo dva 
tipa radialne distorzije, to sta pojav blazine (slika 2.14), ki ravne linije ukrivi proti središču slike 
in je značilna za teleobjektive, in sodček (slika 2.13), ki ravne linije izboči in je značilen za 
širokokotne objektive. Vpliv radialne in tangencialne distorzije lahko odpravimo matematično 
[20], [22]. 
Slika 2.12 Tangencialna distorzija [20]. 
Slika 2.13 Shematičen prikaz sodčka [20]. Slika 2.14 Shematičen prikaz blazine [20]. 
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2.3 Kalibracija in 3D rekonstrukcija 
Zaradi ukrivljenosti leče objektiva pride do popačenja oziroma ukrivljenosti slike. Kot 
vemo, je prvi korak v detekciji markerjev ta, da poišče pravokotne konture oziroma konture, ki 
niso konveksne. V primeru, če bi bili faktorji popačenja slike veliki in ne bi opravili predhodne 
kalibracije, bi lahko prihajalo do težav pri detekciji markerjev. 
Kalibracija kamere je torej proces, ko ugotovimo, kakšna je ukrivljenost leče in 
pridobimo temeljne parametre kamere. Ti nam povejo, kako se točka iz prostora projicira na 
senzor kamere. Poznamo dva tipa parametrov (notranje in zunanje) [14]. 
Notranji parametri so parametri, ki so vezani na samo kamero in se ne spreminjajo, razen 
če spreminjamo lastnosti, kot je menjava objektiva. Omogočajo preslikavo točke v prostoru v 
točko na senzorju kamere. Ti parametri so vezani na karakteristiko kamere, kot so optika ter 
geometrijske in digitalne karakteristike kamere. 
Zunanji parametri niso vezani na kamero in so posledica zunanjih vplivov. Ti se lahko 
spreminjajo glede na spremembo okolice. Definirajo lokacijo in orientacijo kamere v prostoru 
[15]. 
Kalibracijo je potrebno izvesti samo enkrat, razen v primeru menjave kamere oziroma 
objektiva. 
Kot vidimo, nas pri kalibriranju zanimajo notranji parametri, saj le ti dajo neposredno 
informacijo, kakšen je vpliv kamere oziroma leče na samo sliko. Popačenje, ki je posledica 
ukrivljenosti leče, se najbolj kaže na obodu slike in se veča z večanjem vidnega polja. 
Notranji parametri so: 
(fx, fy)   goriščna razdalja, izražena v slikovnih točkah,  
(cx, cy)   glavna točka v središču slike, 
k1, k2, p1, p2  koeficienti popačenja. 
 
V idealnem primeru bi se točka (X,Y,Z) v prostoru preslikala v slikovne točke po enačbi (2.1) 
za os x in enačbi (2.2) za os y: 
 𝑥 = (𝑋 
𝑓𝑥
𝑍
) + 𝑐𝑥 (2.1) 
 𝑦 = (𝑌 
𝑓𝑦
𝑍




Spodnja slika 2.15 prikazuje popačenje slike kot posledico leče, zaradi česar je potrebna 
kalibracija. Bolj kot je točka oddaljena od središča slike, večje je popačenje, to pomeni, da 
postanejo te točke še bolj oddaljene. Na sliki lahko vidimo, da so okvirji okna, ki so čisto na 
robu slike, nekoliko ukrivljeni. Poznamo tri tipe popačenja, to je radialno popačenje, tangentno 
popačenje in popačenje tanke prizme [14]. 
Popačenje tanke prizme je posledica napak pri izdelavi same leče ali napaka pri 
sestavljanju kamere (nagib nekaterih elementov objektiva ali senzorja za zaznavanje svetlobe). 
To vrsto popačenja enostavno modeliramo z vgradnjo modela tanke prizme v optični sistem, ki  
povzroči dodatna radialna in tangentna popačenja [16]. 
 
Naloga 3D rekonstrukcije je poiskati geometrijsko zvezo med koordinatami točke v 



































(X,Y,Z) 3D koordinate točke v prostoru, 
(u, v)  koordinate projekcije točke iz 3D prostora v točko na sliki v slikovnih točkah. 
 
Matriko, zapisano v enačbi (2.4), imenujemo rotacijsko – translacijska matrika ali matrika 
zunanjih parametrov in nam opiše gibanje kamere okoli točke v prostoru ali obratno. Ko imamo 
Slika 2.15 Popačenje slike kot posledica ukrivljenosti leče [14]. 
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kamero postavljeno na mestu, nam opiše gibanje točke okoli kamere. Matrika torej opravi 
transformacijo točke v prostoru (X,Y,Z) v fiksni koordinatni sistem kamere. Če je z ≠ 0, pa lahko 




















𝑢 = 𝑓𝑥 𝑥
′ + 𝑐𝑥 
𝑣 = 𝑓𝑦 𝑦
′ + 𝑐𝑦 
(2.5) 
 
Kot omenjeno na začetku poglavja, imajo leče na kameri radialno in tangentno popačenje, 






Koeficienti k1, k2, k3, k4, k5 in k6, so koeficienti radialnega popačenja, p1, p2 koeficienti 
tangentnega popačenja in s1, s2, s3, in s4 so koeficienti popačenja tanke prizme [2],[13]. 
Če se vrnemo nazaj na kalibracijo in sam postopek kalibracije, je ta dokaj enostaven. Vse, 
kar potrebujemo, je šahovnica znanih dimenzij. Priporočeno je, da zajamemo vsaj pet različnih 
fotografij, eno čelno in še štiri, kjer šahovnico postavimo blizu roba slike. Tako bomo najbolje 
ocenili, kakšno je popačenje leče in same kamere. Primer zajetih slik je na sliki 2.16. Ko imamo 
slike, poženemo aplikacijo "samples/cpp/calibration.cpp" in vnesemo število kotov vzorca na 
obeh oseh in dejansko velikost kvadrata v metrih. 



































𝑟2 = 𝑥′2 + 𝑦′2 
𝑢 = 𝑓𝑥𝑥
′′ + 𝑐𝑥 
𝑣 = 𝑓𝑦𝑦′





2.4 Računalnik in programska oprema 
Za razvoj aplikacije, obdelavo slike in vodenje robota smo uporabili prenosni računalnik 
HP Probook: 
Procesor Intel Core i5-4200M CPU @ 1.6GHz 2.50GHz 
Operacijski sistem 64 bitni operacijski sistem Windows 10 
Spomin RAM: 4,00 GB 
Trdi disk LITEONIT L8T 100GB 
Grafična kartica Intel® HD Graphic Family 
Tabela 3 Tehnične lastnosti računalnika 
Prototipni program za vodenje smo pripravili v programskem paketu MATLAB 2015R.  
Program za generiranje ArUco markerjev in za njihovo detekcijo je že bil pripravljen v OpenCV 
3.1.0 in smo ga kasneje prevedli s pomočjo programa Microsoft Visual Studio 2013. 
2.5 Vodenje na osnovi robotskega vida 
Kot že omenjeno, se danes robotski vid uporablja v mnogih aplikacijah v industriji, 
predvsem za kontrolo polizdelkov in kontrolo končnih izdelkov. V robotiki se uporablja 
večinoma za vodenje robota in razpoznavo okolice. V grobem poznamo dva načina vodenja: 
Prvi način predstavlja vodenje, kjer robot s pomočjo kamere določi pozicijo robota glede na 
objekt in na podlagi dobljenih podatkov izračuna trajektorijo gibanja, po kateri se potem robot 
pomakne do željene točke. Slabost tega načina je, da gre za odprtozančno vodenje, ki je 
Slika 2.16 Primer kalibracijskih slik [14]. 
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dovzetno na motnje. Lahko se zgodi, da nam v času, ko se robot giblje do objekta, nekdo tega 
prestavi in robot ne bo mogel izpolniti dane naloge. 
Drugi način, ki je nekoliko bolj izpopolnjen, uporaben in bolj fleksibilen, je zaprtozančni 
način. Kamera ves čas spremlja robota ali objekt, s katerim želimo manipulirati, ter na podlagi 
neposredne informacije, pridobljene iz robotskega vida, izračunava vektor napake med trenutno 
in željeno lego, robot pa na podlagi te popravlja pozicijo.  
Vodenje na osnovi robotskega vida razdelimo še na dve podskupini. To je vodenje v 
zunanjih koordinatah in vodenje v prostoru slike. Bistvena razlika med njima je, da se v prvih 
dveh metodah podatki iz strojnega vida uporabljajo za določitev relativne lege objekta glede na 
robota. Pri drugih dveh pa gre za primerjavo značilk slike med trenutno in željeno lego. 
Mi smo v obeh primerih uporabili shemo za vodenje robota na osnovi izračunane lege, ki 
jo lahko vidimo na sliki 2.17 [2].  




3 Robotski manipulator KUKA YouBot 
YouBot robotski manipulator proizvajalca KUKA (Slika 3.1) je namenjen predvsem 
raziskovalnim in učnim namenom. V osnovi gre za mobilno platformo, ki ji je mogoče dodati 
eno oziroma dve robotski roki. Opremiti jo je možno tudi z različnimi senzorji (Kinect, Asus, 
SwissRanger SR4000, Microsoft LifeCam, Hokuyo URG –0 4 LX – UG01). 
V aplikaciji smo uporabili robotsko platformo z eno robotsko roko za manipulacijo 
objektov. Platforma je opremljena še s spletno kamero Logitech in prenosnim računalnikom, 
na katerem teče program za obdelavo slike in detekcijo markerjev ter vodenje samega robota.  
 
Slika 3.1 KUKA youBot mobilni manipulator [31]. 
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3.1 Mobilna platforma 
Tehnični podatki: 
Masa 20 kg 
Dovoljena nosilnost 20 kg 
Dolžina 580 mm 
Širina 380 mm 
Višina 140 mm 
Maksimalna hitrost 0,8 m/s 
Napajanje 24 V (akumulator) 
Komunikacija EtherCat 
Tabela 4 Tehnične lastnosti mobilne platforme 
Več podrobnosti o dimenzijah platforme lahko vidimo na slikah 3.2 in 3.3. 
 
 
Posebnost platforme so, tako imenovana, švedska kolesa (slika 3.4). Gre za kolesa, ki 
robotu omogočajo gibanje v vse smeri in obračanje na mestu, tako je robot bistveno bolj 
okreten, saj ne potrebuje veliko prostora za manevriranje. 
 
Slika 3.3 Pogled platforme s strani in njene dimenzije [26]. Slika 3.2 Tloris mobilne platforme z dimenzijami [26]. 
Slika 3.4 Švedska kolesa [19]. 
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Do krmilnika koles lahko dostopamo preko EtherCAT ali Ethernet povezave. Krmilimo 
jih lahko bodisi preko internega računalnika, ki se nahaja v sami platformi ali pa preko povezave 
z zunanjim kontrolnim računalnikom. 
Lastnosti internega računalnika Mini – ITX:  
Procesor Intel AtomTM Dual Core D510 (1M Cache, 2×1.66 GHz) 
2×1.66 GHz) 
Operacijski sistem Ubuntu 
Spomin 2 GB single – channel DDR2 667 MHz 
Trdi disk HDD: 32GB SSD 
 
Grafična kartica Embedded Gen.3.5+ GFX Core, 400 MHz 
Vhodi/Izhodi 6×USB 2.0, 1×VGA, 2×LAN 




























Smer Gibanja Opis 
Gibanje naravnost: 
Vsa štiri kolesa se z enako hitrostjo vrtijo v 
isto smer. 
Gibanje bočno 
Kolesa, ki so na isti strani manipulatorja, se 
vrtijo v nasprotno smer z enako hitrostjo. 
Diagonalno gibanje 
Kolesa, ki so si med seboj diagonalna, se z 
enako hitrostjo vrtijo v isto smer. Nasprotno 
diagonalna kolesa mirujejo. 
Vrtenje okoli osi 
Kolesa na eni strani se vrtijo v nasprotni 
smeri kot kolesa na nasprotni strani, vendar 
z enako hitrostjo. 
Gibanje po krožnici 
Za gibanje po krožnici se uporabljata dve 
osnovni gibanji, to sta kroženje okoli osi in 
vožnja naravnost. 
Vsak par po diagonali se vrti v isto smer in z 
enako hitrostjo. Prav tako se nasprotni par 
vrti v isto smer, vendar z večjo ali manjšo 
hitrostjo. 
                             Tabela 6 Smer gibanja manipulatorja v odvisnosti od vrtenja koles [19]. 
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3.2 Robotska roka 
Tehnični podatki: 
Število osi 5 
Višina 655 mm 
Delovno območje 0,513 m2 
Masa 5,3 kg 
Obremenitev 0,5 kg 
Ponovljivost pozicije 1 mm 
Komunikacija EtherCat 
Napajalna napetost 24 V 
Poraba 80 W 
Hitrost osi 90 deg/s 
Tabela 7 Tehnični podatki robotske roke [9]. 
Manipulator ima nameščeno robotsko roko s petimi prostorskimi stopnjami in 
prijemalom, ki ga tvorita dva prsta, in je z njo možno dvigovati in prijemati predmete težke do 










Slika 3.5 Delovno območje roke [27]. 
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3.3 Kinematični model manipulatorja 
V tem delu je predstavljen kinematični model robotskega manipulatorja youBot in nekaj 
osnovnih lastnosti za vsak sklep posebej. Slika 3.6 prikazuje kinematični model roke, medtem 
ko so na sliki 3.7 prikazane dimenzije roke glede na bazo in koti zasuka okrog z osi 
posameznega sklepa. Slika 3.8 prikazuje relativne pozicije sklepov v milimetrih. Ne smemo 
pozabiti dejstva, da je roka v našem premeru nameščena na mobilno platformo, ki ima lasten 
koordinatni sistem in ga lahko vidimo na sliki 3.9, ter višino, ki jo je potrebno upoštevati pri 





Slika 3.7 Dimenzije roke in rotacije okrog posameznih osi [27]. 









Na podlagi slike 3.6 lahko izpeljemo naslednje D-H parametre. 
i αi-1 ai-1 di Θi 
1 0 0 d1 Θ1 
2 π/2 0 0 Θ2 
3 0 a3 0 Θ3 
4 0 a4 0 Θ4-π/2 
5 π/2 0 d5 Θ4 
6 0 0 0 Prijemalo 
                                                                                       Tabela 8 D-H parametri roke. 
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Končno homogeno matriko med vrhom robota in bazo dobimo kot produkt homogenih 










Iz slike 3.9 je razvidno, da je koordinatni sistem robota postavljen v sredino platforme. 
Pozitivna smer vrtenja okrog osi z je v nasprotni smeri vrtenja urinih kazalcev. Pri vodenju 
robota moramo biti pozorni na koordinatni sistem, saj je potrebno izvesti transformacijo, ki 
















 V tabelah 2 in 3 so opisani relativni položaji in zasuk sklepa. Zasuk je predstavljen z 
Eulerjevimi koti [25]. 
 
Platforma 
Baza platforme Relativna pozicija [XYZ]: 0 mm, 0 mm, 84 mm 
Prednje levo kolo 
Izhodiščni segment: 




228 mm, 158 mm, -34 mm 
Rotacijski – neomejen 
0, 1, 0 
Prednje desno kolo 
Izhodiščni segment: 




228 mm, -158 mm, -34 mm 
Rotacijski – neomejen 
0, 1, 0 
Zadnje levo kolo 
Izhodiščni segment: 




-228 mm, 158 mm, -34 mm 
Rotacijski – neomejen 
0, 1, 0 
Zadnje desno kolo 
Izhodiščni segment: 




-228 mm, -158 mm, -34 mm 
Rotacijski – neomejen 
0, 1, 0 
Podstavek roke 
Izhodiščni segment: 
Relativna pozicija [XYZ]: 
Tip sklepa: 
Baza 
143 mm, 0 mm, 46 mm 
Nepremičen 


























24 mm, 0 mm, 115 mm 
0°, 0°, 180° 
Rotacijski – omejen 










33 mm, 0 mm, 0 mm 
-90°, 0°, 90° 
Rotacijski – omejen 










155 mm, 0 mm, 0 mm 
-90°, 0°, 0° 
Rotacijski – omejen 










mm,  mm, mm 
0°, 0°, 0° 
Rotacijski – omejen 










0 mm, 113,6 mm, 0 mm 
0°, 0°, -90° 
Rotacijski – omejen 








0 mm, 0 mm, 57,16 mm 










0 mm, 8,2 mm, 0 mm 
Translacijski – omejen 
0, 1, 0 





Osi sklepa [XYZ]: 
Omejitve sklepa: 
Prijemalo 
0 mm, -8,2 mm, 0 mm 
Translacijski – omejen 
0, -1, 0 
0 mm, 12,5 mm 
Tabela 10 Kinematične lastnosti roke [25]. 
3.4 Inverzna kinematika  
Naloga inverzne kinematike je določitev vrednosti posameznih sklepov, da ustrezajo dani 
vrednosti vrha robota, pri čemer je potrebno upoštevati meje, ki jih lahko roka še doseže. To so 
razponi med posameznimi sklepi in delovno območje roke, kot jih lahko vidimo na slikah 3.5 
in 3.6 [18]. 
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Spodnje enačbe prikazujejo dejanski izračun inverzne kinematike manipulatorja, ki smo 
ga uporabili v programu. Iz podanih vrednosti zunanjih koordinat p, ki jih prejmemo kot vektor 
(θ1, r, z, β, θ5), določimo oziroma izračunamo notranje koordinate q, kot prikazuje enačba (3.4). 
Kjer so konstante: 
j2 – višina od baze roke do drugega sklepa. 
h2 – razdalja med drugim in tretjim sklepom 
h3 – razdalja med tretjim in četrtim sklepom  
h_tip – razdalja med četrtim sklepom in vrhom prijemala 
 
 
 𝑞 = [𝜃1, 𝜋 − 𝜃2, 2𝜋 + 𝜃3,  𝜃4,  𝜃5] (3.3) 
 
Vrednosti θ2 izračunamo iz enačb (3.5) 
 
𝜃2 = atan
2(𝑝𝑧, 𝑝𝑥) + atan
2(𝑘2, 𝑘1) 
𝑘1 = ℎ2 − ℎ3 ∗ cos (𝜃3) 
𝑘2 = ℎ3 ∗ sin (𝜃3) 
ℎ2 = 0,155 
ℎ3 = 0,135 
(3.4) 
 












ℎ2 = 0,155 




𝑝𝑥 = 𝑟 − h_tip ∙ cos (𝛽)  
 𝑝𝑧 = 𝑧 − h_tip ∙ sin (𝛽) 
𝑟 = 𝑟 − j2(1) 







V primeru, da velja ta pogoj (3.7) 
 
√𝑅_2 ≥ (ℎ2 + ℎ3 + 𝑝𝑜𝑠_𝑒𝑝𝑠) 
in 
𝑝𝑧 ≥ (ℎ2 + ℎ3 + 𝑝𝑜𝑠_𝑒𝑝𝑠) 
(3.6) 
 
se vrednosti px in pz in izračunajo po enačbi (3.8): 
 
𝑝𝑥 = √(ℎ2 + ℎ3)
2 − 𝑝𝑧
2 − 𝑝𝑜𝑠_𝑒𝑝𝑠 







Vrednosti θ4 izračunamo kot 





4 Interaktivna manipulacija objektov s pomočjo mobilnega 
robota KUKA youBot 
4.1 Problematika in osnovna ideja 
Cilj naloge je bil naučiti robota KUKA youBot posnemati človeka in ponoviti njegova 
dejanja, in tako v njunem sodelovanju zgraditi umetniško inštalacijo, zgrajeno iz objektov in 
barv. Delovni prostor, kamor uporabnik in robot postavljata objekte, je omejen na 2,2×2,2 
metra. Naloga je obsegala dva dela, robotski vid, torej prepoznavanje objektov, njihovo barvo 
in pozicijo ter lokacijo in vodenje robota. V prvem delu smo s pomočjo programskega orodja 
MATLAB sestavili algoritem, katerega naloga je bila poiskati objekte ter jim določiti lokacijo 
in orientacijo v prostoru. To smo naredili tako, da smo vse objekte označili z zelenimi markerji, 
prav tako smo označili robota, le da so bili ti markerji modri. Sliko kamere smo pretvorili v 
RGB prostor in izluščili zeleno in modro barvo, ki sta označevali objekte in robota. Tem smo 
določili pozicijo, ki smo jo kasneje uporabili za izračun lokacij za postavitev novega markerja. 
Prvotna ideja je bila, da so objekti, katere se postavlja v prostor, različnih barv in da robot 
izbere figuro enake barve, kot jo je postavil človek. Osnovno sliko smo v tem primeru pretvorili 
v HSV prostor, kateri nam opiše sliko z vrednostjo barvnega tona, nasičenostjo in obsegom 
barve. Tako smo iz HSV prostora izluščili prvo komponento slike in dobili vrednost barve 
posameznih objektov. Težava uporabe HSV prostora se je pojavljala predvsem v kontrastnosti 
barv, saj je lahko v primeru določene osvetlitve rdeča barva bila prepoznana kot oranžna ali 
obratno. Zaradi omejene palete barv smo kasneje to idejo opustili in se posvetili zgolj modri in 








Vodenje je razdeljeno na več korakov s pomočjo diagrama prehajanja stanj, in sicer: 
1. vožnja robota do strežne naprave, kjer pobere objekt, 
2. pobiranje predmeta, 
3. vožnja do mesta za odložitev predmeta, 
4. postavitev predmeta, 
5. vožnja na začetek in čakanje na koordinate za postavitev naslednjega objekta. 




Slika 4.1 Osnovni diagram izvajanja naloge pri manipulaciji z objekti. 
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Slika 4.2 prikazuje delovni prostor robota, ki je omejen s črnim trakom. Na levem robu 
slike je lepo viden del strežne naprave, s katere je robot pobiral objekte in jih raznašal po 
delovnem polju. Zaradi metode razpoznavanja markerjev lahko vidimo, da se barve polj 
kontrastno močno razlikujejo od barve markerjev, vendar je zaradi naravne svetlobe kljub temu 
prihajalo do težav pri razpoznavanju.  
 
4.2 Obdelava slike 
Zajem in obdelava slike kot tudi samo vodenje so potekali v programskem okolju Matlab. 
Za zajem slike smo uporabili orodje Image Acquisition Toolbox, ki omogoča uporabo 
profesionalnih industrijskih kamer kot tudi 3D kamer in kamere za strojni vid ter spreminjanje 
njihovih nastavitev. Sliko je možno zajemati klasično, s pomočjo zunanjega proženja ali 
sinhronizirano iz več naprav. Orodje podpira več standardov kot so USB3 Vision, GigE Vision 
in GentlCam [24]. 
Obdelava slike je potekala s pomočjo orodja Image Processing Toolbox, ki je namenjeno 
obdelavi in analizi slik, zaznavanju objektov, prilagajanju barv in kontrasta. Omogoča tudi 
interaktivno delo s slikami in videom. Podpira raznolik nabor slik, vključno s slikami visoke 
resolucije [23].  
Pozicija robota in markerjev se določa s pomočjo značk, ki so nameščene na zadnjem 
delu robota in na vrhu objektov, ki so bili v našem primeru lončeni kozarčki poljubnih oblik. 
Slika 4.2 KUKA youBot v delovnem prostoru. 
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Gre za enostaven način, ki se uporablja za detekcijo objektov s pomočjo strojnega vida. Pogoj 
za uporabo takšnega načina detekcije so dovolj kontrastne značke, ki dobro odstopajo od 
okolice, v kateri se objekt giblje. 
Kot omenjeno v začetnem delu, smo s pomočjo algoritma sliko kamere pretvorili v RGB 
prostor (Red, Green, Blue) in zaradi tega smo za označevanje robota uporabili serijo treh 
okroglih značk modre barve (Blue), ki so se nahajale na zadnjem delu robota in so bile 
nameščene na med seboj različnih, vendar točno znanih razdaljah. Na podlagi teh značk sta se 
določili pozicija in orientacija robota oziroma pozicija roke na robotu. Na podoben način se je 
poiskalo tudi objekte – lončke, ki so bili označeni z zelenimi (Green) značkami. 
Na sliki 4.3 lahko vidimo objekta obeh barv, ki jih bomo uporabljali v aplikaciji in 
namerno nastavljeni »motnji«, ki sta na sliki obkroženi z rdečo barvo. Ti motnji bomo kasneje 
s pomočjo algoritma odstranili, saj bi v nasprotnem primeru lahko predstavljali težave pri 
vodenju. 
Po zajemu slike najprej izločimo barvo, ki nas zanima. V primeru detekcije objekta je to 
zelena barva, v primeru vodenja robota pa je to modra barva. Rezultat je sivinska slika, kot jo 
lahko vidimo na sliki 4.4, kjer lahko opazimo tudi motnji (obkroženi z rdečo barvo), ki jih je 
tekom obdelave slike potrebno odstraniti. 
Slika 4.3 Primer testnih objektov za detekcijo barve. 
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Preden pričnemo z glavnim delom obdelave slike, jo pretvorimo v bitno sliko, kot jo 
vidimo na sliki 4.5, ki je opisana samo z logičnimi ničlami in enicami. Namen te slike je lažja 
in hitrejša obdelava, saj slika nosi bistveno manj informacij kot jih ima sivinska, istočasno pa 
pri pretvorbi določimo prag, s katerim lahko že delno odstranimo določene napake. Vendar 
moramo biti pri nastavitvah pazljivi, saj lahko dosežemo nasprotni učinek. 
 
Motnjo odstranimo tako, da iz slike izločimo vse objekte, ki so večji od 300 slikovnih 
pik. Ta vrednost je lahko tudi večja, vendar moramo paziti, da ne presežemo velikosti samega 
markerja. Upoštevati je potrebno tudi, da lahko zaradi vpliva barve značka na videz izgubi nekaj 
površine, zato je število slikovnih pik, s katerimi izfiltriramo napake, nekoliko manjše od same 
velikosti objekta. Rezultat filtracije je viden na sliki 4.6, kjer je viden samo še moder objekt. 











Slika 4.5 Bitna slika modrega objekta. Slika 4.4 Sivinska slika modrega objekta. 




Kalibracija slike je eden najbolj pomembnih korakov pri strojnem vidu. Tako namreč na 
fotografiji, ki jo posnamemo s pomočjo kamere, določimo dimenzije objekta. Kalibracija je še 
posebej pomembna, kadar gre za precizen merilni sistem, oziroma ko s pomočjo kamere 
merimo dimenzije nekega izdelka ali polizdelka. Takrat je navadno potrebno upoštevati tudi 
ukrivljenost leče, ta posledično ukrivi sliko in objekte na njej, zaradi česar lahko pride do 
napake v meritvi objekta. Takšen način kalibracije je podrobneje predstavljen v podpoglavju 
2.3 Kalibracija in 3D rekonstrucija, kjer je zaradi metode razpoznavanja markerjev pomembna 
tudi deformacija leče, ki posledično vpliva na deformacijo roba markerja in privede do napake 
pri razpoznavanju. 
Torej v primeru interaktivne manipulacije z objekti ni šlo za iskanje napake, ki jo vpelje 
leča in napake v konstrukciji kamere, ampak zgolj za določitev robov polja, na katerem je robot 
deloval in za določanje pozicije polj, na katere je postavljal objekte. Napaka pozicioniranja 
robota in objektov je v našem primeru zaradi napake leče in kamere zanemarljiva predvsem 
zato, ker smo uporabili spletno kamero, ki nima kompleksnega sistema leč. 
Velik vpliv na kalibracijo ima v našem primeru osvetlitev, ki ne sme biti premočna, niti 
prešibka, in samo ozadje, za katerega je priporočljivo, da se čim bolj razlikuje od objekta, na 
katerem izvajamo kalibracijo. Kalibracija se namreč izvaja z markerjem določene barve in bi 
lahko motnje iz okolice povzročile napačne odčitke ali pa odčitavanje sploh ne bi bilo mogoče. 
Največ težav povzročajo sončna svetloba in drugi umetni viri, ki povzročijo nehomogeno 
osvetlitev slike ali celo preosvetljenost, to pomeni, da je zajeta slika bleščeča in na njej ni možno 
ustrezno zaznati kalibracijskih objektov. 
4.4 Algoritem 
Celoten sistem za manipulacijo robota je tekel na dveh računalnikih. Na prvem 
računalniku je tekel algoritem za strojni vid, ki je zaznaval pozicijo robota in objektov. Te 
podatke smo pošiljali na drugi računalnik, na katerem je tekla shema za vodenje robota. 
Na začetku smo dodelili IP naslove in vrata za komunikacijo med obema računalnikoma. 
Komunikacija je potekala po UDP protokolu. 
Kalibracijo delovnega območja smo izvedli tako, da smo barvne markerje položili na 
diagonalne vogale štirih osnovnih delovnih polj, kot jih prikazuje slika 4.7, in jih posneli, 
odčitane vrednosti smo shranili v konstante, katere smo označili od C1 do C8. Osnovna polja 
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smo razdelili v dve vrstici po 16 kvadratov enakih velikosti. Na podlagi te kalibracije se določi 
delovno območje robota in se v nadaljevanju vrši izračunavanje polj, na katere robot postavlja 
objekte ter gibanje robota po delovnem polju. 
 
 
Podmatrike M1 do M4 predstavljajo osnovna polja, ki so razdeljena na dve vrstici po 16 
polj, na katera so se postavljali objekti. Kot je razvidno iz spodnjih enačb, smo osnovna polja 
definirali s pomočjo koeficientov C1 do C8, katerih vrednosti smo dobili v koraku kalibracije. 
Iz podmatrik tvorimo glavno matriko, ki jo označimo z M in opisuje celotno delovno polje 
oziroma delovni prostor robota. 
Ko imamo koordinate postavljenega objekta, je potrebno določiti polje, v katerem se 
objekt nahaja. Na podlagi te informacije določimo polje oziroma koordinate, kamor mora robot 
postaviti svoj objekt.       
Posebej pomembno pri sami detekciji objektov je, da vedno izločimo že prej obstoječe 
objekte. Algoritem v osnovi namreč zaznava vse zelene markerje, ki se trenutno nahajajo na 
delovnem polju, mi pa moramo poiskati tistega, ki je bil na polje postavljen zadnji. To naredimo 
tako, da ves čas spremljamo število objektov, ki so trenutno na polju. Če se to število poviša od 
zadnjega preverjanja, pomeni, da je na polje bil dodan nov objekt, kateremu določimo 
koordinate na polju oziroma polje, na katero je postavljen. Na podlagi tega pa izračunamo 
diagonalno zrcalno polje, na katerega mora robot postaviti svoj objekt. 
Delovno polje je razdeljeno na osem vrstic i, v vsaki vrstici pa je šestnajst polj j. Vsakemu 
objektu na polju dodelimo indeks, ki objektu predpisuje zaporedno številko. Ko algoritem 




izvede postopek iskanja, pogleda vse vrstice i in polja j, ali se je na njih pojavil nov objekt. Če 
je vrednost indeksov i in j večja od zadnje vrednosti, pomeni, da je na polju nov objekt, ki mu 
dodelimo novi indeks oziroma zaporedno številko. 
Ko je zaznan nov objekt, ki ga je postavil uporabnik, pričnemo z izračunom koordinat 
polja, na katerega robot postavi objekt. To naredimo s pomočjo enačbe (4.1). 
 
KNLR – polje novega objekta, ki ga postavi robot 
KNL – polje novega objekta, ki ga postavi uporabnik 
 
 𝐾𝑁𝐿𝑅 = (8 − 𝐾𝑁𝐿(1) + 1, 16 − 𝐾𝑁𝐿(2) + 1) (4.1) 
 
Koordinate objekta so zapisane kot vektor indeksov (i, j), kjer i prestavlja število vrstic 
in j število polj v vrstici.  
Ko imamo polje, na katerega mora robot postaviti objekt, pričnemo z vodenjem robota. 
Delovno območje robota je razdeljeno na dve poti, ki potekata vzdolž samega polja. Robota je 
potrebno postaviti na pravo pot, da bo ta lahko dosegel dano polje. V tem delu uporabimo 
vrednosti konstant C1 do C8, ki smo jih pridobili v začetku, ko smo določili delovno območje.  
V prejšnji formuli smo koordinate polja, na katerega mora robot postaviti objekt, računali 
glede na vrednost indeksov i in j, torej na podlagi števila vrstic in števila polj v vrstici. Sedaj 
moramo te vrednosti prenesti v dejanske vrednosti, kot jih dobimo iz kamere. 
 
Kot vemo, je delovno območje razdeljeno na štiri podobmočja, robove katerih smo 
določili v kalibraciji in jih označili kot: 
C1 in C2 prvo podobmočje, 
C3 in C4 drugo podobmočje, 
C5 in C6 tretje podobmočje, 
C7 in C8 četrto podobmočje. 
 
Glede na to, v katero podobmočje je potrebno postaviti novi objekt, izračunamo 
koordinate glede na kamero. To naredimo s pomočjo enačbe (4.2) za os x in z enačbo (4.3) za 
os y. 





 𝑥𝑟 = 𝐴(1) +
𝐵(1) − 𝐴(1)






 𝑦𝑟 = 𝐴(2) +
𝐵(2) − 𝐴(2)
2 ∙ (𝐾𝑁𝐿𝑅(1) − 1)
+ (𝐵(2) − 𝐴(2)) (4.3) 
 
Konstanti A in B dobimo tako, da ju enačimo s konstantami C1 do C8. Katere konstante 
izberemo, pa je odvisno od tega, v katerem podobmočju se novi objekt nahaja. 
Za primer, če je objekt v prvem podobmočju, izberemo A = C1 in B = C2, če je objekt v 
drugem podobmočju, izberemo A = C3 in B = C4, enako naredimo tudi za ostali dve 
podobmočji. Da lahko robota zapeljemo na pravo pot, je potrebno izračunati yp.  





+ 𝐶2(2) (4.4) 
 





+ 𝐶6(2) (4.5) 
 
Koordinate x, torej xp, ni potrebno računati, saj je ta kar enaka koordinatam xr. 
Podobno kot poteka detekcija zelenih markerjev na objektih, na enak način naredimo tudi 
detekcijo modrih na robotu, le da tu namesto zelene izluščimo modro barvo. Algoritem izračuna 
središče markerjev, ki so nameščeni na točno znanih pozicijah na robotu, na podlagi teh 
podatkov lahko potem ugotovimo, kakšni sta pozicija in orientacija robota v prostoru glede na 
kamero. Markerji so nameščeni na zadnjem delu robota, za nas pa je pomembno, da vemo, kje 
se nahaja robotska roka. Njeno pozicijo lahko enostavno izračunamo na podlagi pozicije in 






4.5 Vodenje – diagram prehajanja stanj 
Vodenje robota je izvedeno s pomočjo Simulink sheme in diagrama stanj v programskem 
okolju Matlab, kot ga lahko vidimo v prilogi A »Diagram prehajanja stanj naloge interaktivna 
manipulacija objektov«. Poenostavljen prikaz korakov, ki se izvajajo v shemi, je prikazan na 
sliki 4.8. 
 
S pomočjo diagrama prehajanja stanj določimo nalogo, ki jo opravi robotski manipulator. 
V diagramu določimo pogoje, ki morajo biti izpolnjeni, da se lahko del naloge, ki je opisana v 
posameznih blokih, izvede. Ko je pogoj izpolnjen, program vstopi v sledeči blok, ta nam kot 
rezultat na izhodu poda vrednost, katera se pošlje v Simulink shemo in na podlagi te se izvede 
naslednji korak na nivoju vodenja manipulatorja. 
Iz diagrama, ki ga najdemo v prilogi A »Diagram prehajanja stanj naloge interaktivna 
manipulacija objektov« in iz poenostavljenega prikaza na sliki 4.8, lahko vidimo, da se robot v 
prvem koraku pomakne do mesta strežne naprave, kjer pobere objekt, vrednost na izhodu 
Slika 4.8 Poenostavljen prikaz naloge postavljanja objekta. 
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diagrama prehajanja stanj se postavi na deset in prične se pobiranje objekta. Po končanem 
pobiranju se vrednost izhoda postavi na dve. Sledi pomik po osi y, torej bočni pomik, vrednost 
izhoda je enajst, da robot izbere pot v delovnem prostoru, in pomik po osi x, da se zapelje v 
delovni prostor, vrednost izhoda je dvanajst. V naslednjem koraku robot postavi objekt na eno 
od štirih možnosti, izbira pa je odvisna od tega, kam je uporabnik pred njim postavil svoj objekt. 
Na podlagi tega se izpolni eden od pogojev, spremenljivka roka zavzame število med ena in 
štiri, v shemi se izvrši blok, ki sproži ustrezno rutino in robot postavi objekt na pozicijo, ki 
ustreza pogoju. Na koncu se po osi x umakne iz polja ter se postavi na izhodiščno pozicijo, 
katera je podana s koordinatami v zadnjem bloku.  
Ker so pozicije, kjer roka pobira in odlaga, dobro znane, so te realizirane z rutinami, v 
katerih so kot referenčne vrednosti določene konstante, kamor roka odloži objekt. 
Na sliki 4.9 je poenostavljen diagram dela Simulink sheme z rutinami.  
 
Blok »Pojdi_do_Tocke« skrbi za gibanje platforme po prostoru. Izvede se, ko se na vhodu 
koda pojavi ena od zahtevanih vrednosti pogoja, kateri hkrati poda informacijo, na katero mesto 
se postavi robot oziroma kako naj se giblje do določenega mesta.  
Slika 4.9 Diagram izvajanja rutin 
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Ko se na vhodu Koda postavi vrednost deset, se na manipulator pošljejo koordinate 
strežne naprave. Posebnost se pojavi pri vrednostih vhoda Koda enajst, in trinajst, kjer je 
koordinata x določena kot konstantna vrednost, y pa prejme iz algoritma za izračun nove 
pozicije objekta. V primeru vrednosti Koda = 11 se giblje le po osi y, takrat robot išče ustrezno 
cesto, v naslednjem koraku, ko je Koda = 12, se pomakne do polja, kamor postavi objekt, in na 
koncu Koda = 13 se pomakne iz delovnega polja. Poenostavljen prikaz delovanja bloka vidimo 
na sliki 4.10  
Manipulacija objektov je izvedena z rutinami. Katera rutina se bo izvedla, je prav tako 
določeno s pogojem, ki ga dobimo iz diagrama prehajanja stanj. Katero vrednost nam vrne, je 
odvisno od pogoja, ki ga diagram prehajanja stanj prejme od algoritma za izračun postavitve 
novega objekta. Notranjost bloka »Odlozi_kocko_desno_znotraj« lahko vidimo na sliki 4.11, 
iz katere je razvidno, da je manipulacija objekta pri odlaganju na desno delovno polje skrajno 
ob boku robota določena s konstantnimi vrednostmi. Enako velja tudi za preostale bloke, ki so 











Zadnji blok na Simulink shemi z rutinami je blok Konec, ki se proži, ko se na vhodu Roka 
pojavi vrednost 1 ali 31. Blok poskrbi, da robot ostane na mestu, kjer je končal oziroma, da do 
naslednje naloge počaka na izhodiščni točki. 




5 ArUco markerji 
Kot omenjeno uvodoma, se z napredkom tehnologije kažejo vse večje potrebe po 
mobilnosti in avtonomnosti robotov. Da pa se lahko ti prosto gibljejo po prostoru, jih je 
potrebno naučiti prepoznavati okolico okoli sebe. To lahko naredimo s pomočjo markerjev, 
katerih poznamo več tipov. Uporabimo lahko tako imenovane aktivne markerje, kot so razni 
oddajniki, svetilniki, žica, ki je zakopana v zemljo za namen vodenja robotske kosilnice. Težava 
takšnih markerjev sta predvsem visoka cena in zahtevna vgradnja, včasih pa jih niti ni možno 
namestiti. Druga možnost so pasivni markerji, ki so lahko naravni ali umetni. Robota lahko 
naučimo prepoznavati naravne objekte v okolici. To lahko naredimo, kadar gre za preproste 
ponavljajoče oblike in takšne markerje imenujemo naravni markerji. Kadar jim določene 
predmete in objekte označimo z markerji, katere bi lažje prepoznali, pa v tem primeru govorimo 
o umetnih markerjih.  
Pri določanju pozicije robota glede na objekt, ki je lahko naraven ali umeten, poznamo 
več načinov. Ena od najpogostejših metod je s pomočjo kamere oziroma sistema kamer, ki je 
sestavljen iz vsaj dveh kamer ali več. Takšnemu sistemu pravimo stereo vid, princip delovanja 
pa je enak kot pri človeškem vidu. Tako dobimo globinsko sliko, na podlagi katere lahko s 
pomočjo trigonometrije izračunamo oddaljenost objekta. Kadar imamo samo eno kamero, mora 
kamera zajeti dve fotografiji v trenutku, ko se robot giblje. Če sta pot in hitrost gibanja znani, 
lahko enako izračunamo pozicijo objekta.  
Druga možnost v primeru samo ene kamere pa je tudi s pomočjo fiducijskih markerjev, 
kamor spadajo tudi ArUco markerji, poleg njih pa še ARTag in ARToolKit. Ko govorimo o 
fiducijskih markerjih, gre za zelo obsežno temo, ki pokriva področja od robotike, navidezne 
resničnosti in same medicine, kjer se fiducijski markerji uporabljajo za zdravljenje raka 
prostate. Za samo zdravljenje zdravniki potrebujejo natančen vpogled v žleze prostate, zato 
vbrizgajo zlate fiducijske markerje, ki jim omogočajo boljši vpogled [28]. 
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Fiducijski markerji so lahko različnih oblik in velikosti, to so lahko samo pikice ali pa 
zapletene črtne kode. Kot najbolj učinkoviti so se izkazali pravokotni markerji, ki vsebujejo 
črno bele vzorce, ti pa predstavljajo identiteto vsakega markerja. Možna je tudi uporaba 
večbarvnih markerjev, vendar lahko tukaj prihaja do večjih težav s kontrasti in osvetlitvijo. 
Poleg tega so za obdelavo barvnih markerjev potrebni zahtevnejši algoritmi [28]. 
V nadaljevanju je predstavljenih nekaj značilnosti za posamezno podskupino. Markerji 
ARToolKit so eni izmed prvih in so se pojavili že v letu 1999. Namenjeni so za uporabo v 
okoljih C, C++, Java in Matlab. Njihova prednost je, da gre za odprto kodo za nekomercialne 
namene, in so v široki uporabi. Algoritem podpira vse večje operacijske sisteme. Na razpolago 
je tudi ogromno informacij in dokumentacije. Težave teh markerjev so podobne kot pri ostalih 
dveh skupinah. Detekcija ni mogoča, če marker ni v celoti v vidnem polju kamere. Ker detekcija 
temelji na, tako imenovanem, pragu, lahko pride do težav pri detekciji v primeru napačne izbire 
le tega [28]. 
ARTag markerji so nekoliko mlajši od ARToolKit, v principu pa je ideja enaka kot pri 
ostalih dveh. Njihova posebnost je le, da detekcija ni odvisna od nastavljenega praga in se tako 
izognejo težavam, ki so povezane z bleščanjem in slabo osvetlitvijo [29]. 
ArUco markerji, katere smo v aplikaciji uporabili tudi mi, so se pojavili v letu 2010 in 
temeljijo na OpenCv. Prednosti so enostavni algoritmi za detekcijo. Marker je lahko sestavljen 
iz mreže markerjev, kar poveča natančnost detekcije. Na razpolago je veliko število generiranih 
markerjev, že spisanih primerov za detekcijo in uporabo. Aplikacija je sestavljena iz dveh 
aplikacij, od katerih ena skrbi za generiranje markerjev in jih shrani v slikovnem formatu, druga 
pa za detekcijo markerjev [28]. 
Kot je že znano, je ArUco dvodimenzionalni marker s črno podlago, na kateri se nahajajo 
bela polja, ki mu določajo ID oziroma identifikacijsko številko. Velikost markerja določa 
notranja matrica. V našem primeru smo uporabili 16 bitni marker dimenzije 4×4 bite. Primere 
različnih tipov ArUco markerjev lahko vidimo na sliki 5.1. 
Identifikacijske številke markerja ni mogoče izračunati iz njegove binarne vrednosti, 
ampak je ta enostavno določena na seznamu markerjev (dictionary). Njegova identifikacijska 
številka je njegova zaporedna številka na seznamu, prvi marker pa ima indeks 0 [10].  
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Za določanje pozicije smo uporabili obstoječa programa za kreiranje in detekcijo ArUco 
markerjev. Program za detekcijo markerja vrne identifikacijsko številko markerja in dva 
vektorja, ki določita pozicijo kamere glede na marker. Prvi vektor vrne rotacijo, torej vrednost 
zasuka v radianih okrog vseh treh osi koordinatnega sistema [φ ϑ ψ], drugi pa oddaljenost od 
vseh treh osi [x y z] v metrih. Primer podatkov, kot jih dobimo iz programa za detekcijo, je 
prikazan na sliki 5.2. 
 
5.1 Detekcija markerjev 
Detekcija markerjev poteka v dveh glavnih korakih, kot rezultat pa dobimo 
identifikacijsko številko markerja in njegove koordinate oziroma koordinate kamere glede na 
marker, kot jih prikazuje slika 5.2. 
V prvem koraku algoritem poišče vse možne kandidate oziroma oblike, ki bi lahko bile 
marker. Izhodiščna slika za iskanje markerjev je vidna na sliki 5.3. Slika se zaradi lažje 
obdelave transformira v binarno sliko, kot jo prikazuje slika 5.4. Z ustrezno nastavitvijo praga 
dobimo bolj jasne razlike med robovi in sami markerji postanejo bolje vidni in lažje 
prepoznavni, predvsem koda markerja postane bolje vidna in lažje prepoznavna. Paziti moramo, 
da z nastavitvami ne pretiravamo, saj lahko s tem dosežemo ravno nasprotni učinek in markerji 
Slika 5.1 Primer ArUco markerjev [10]. 
Slika 5.2 Oblika podatkov, kot jih prejmemo iz programa za detekcijo. 
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postanejo neprepoznavni, kot to kaže slika 5.5. Določiti je potrebno tudi druge pragove oziroma 
parametre, na podlagi katerih algoritem izloči druge objekte v okolici. Izločijo se konture, ki 
niso konveksne ali niso približno kvadratne. Prav tako se izločijo konture, ki bi lahko bile 
premajhne ali prevelike in konture, katere so preblizu skupaj. Primer izločenih kontur je viden 




V drugem koraku, ko imamo ožji izbor kandidatov (slika 5.7), ki bi lahko predstavljali markerje, 
izluščimo bite za posamezni marker. Izvedemo perspektivno transformacijo, da dobimo 
kanonično obliko markerja, iz katere izločimo črne in bele bite. Slika se razdeli na celice, 
katerih število je enako številu črnih in belih bitov markerja (slika 5.8). Preden pričnemo s 
štetjem bitov, je potrebno obrezati bela polja, razlog za to je, da po odstranitvi perspektivne 
napake lahko pride do prodiranja belih slikovnih točk v črna polja, kar bi lahko povzročilo 
težave pri identificiranju markerja. Velikost polja, ki se izreže, je odvisna od velikosti 
Slika 5.4 Binarna slika [10]. 
Slika 5.6 Izločeni kandidati za markerje, ki jih je 
algoritem zaznal [10]. 
 
Slika 5.3 Primer slike markerjev pred detekcijo [10]. 
Slika 5.5 Previsoke nastavitve praga –  markerja ni 
mogoče detektirati [10]. 
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detektiranega polja oziroma parametra, kateri je določen relativno na velikost polja. Na primer, 
če je velikost polja 40×40 slikovnih točk in je vrednost parametra 0,1, se rob, ki ga obrežemo, 
izračuna po enačbi (5.1). 
 𝑟𝑜𝑏 = 40 ∙ 0,1 = 4 𝑠𝑙𝑖𝑘𝑜𝑣𝑛𝑒 𝑡𝑜č𝑘𝑒 (5.1) 
 
Rezultat enačbe nam poda število slikovnih točk na robu, ki se zanemarijo oziroma odrežejo od 
polja. Torej, če je bilo polje veliko 40×40 slikovnih točk, je sedaj polje za analizo veliko 32×32 
slikovnih točk, kot lahko to vidimo na sliki 5.9. 
 
V teh poljih se prešteje število črnih in belih slikovnih točk, na podlagi števila, ki prevladuje, 
se potem določi ali gre za črni ali beli bit. Iz tega rezultata lahko identificiramo marker in s 
seznama (dictionary) dobimo njegovo identifikacijsko številko. Rezultat detekcije markerjev je 













5.2 Določanje pozicije 
Glavni namen markerjev v naši aplikaciji je določanje pozicije robota oziroma določanje 
pozicije kamere glede na marker. Da pa lahko določimo pozicijo kamere, je potrebno poznati 
nekaj parametrov. To so pozicije vogalov posameznega markerja, ki je podan kot vektor 1 × 4. 
V primeru, ko detektiramo N število markerjev, pa je ta vektor dimenzije N × 4. Smer vogalov 
je v smeri vrtenja urinih kazalcev, prvi vogal je zgornji levi in ga lahko na kameri opazimo 
označenega z rdečim kvadratkom. Drugi parameter je velikost markerja oziroma stranice v 
metrih. Najpomembnejši so kalibracijski parametri kamere. Če teh ne poznamo, je potrebno 
izvesti kalibracijo kamere. Poznati moramo matriko in koeficient popačenja oziroma 
ukrivljenosti, ki je posledica ukrivljenosti leče. Matrika kamere je matrika dimenzije 3 × 3 z 
goriščno razdaljo in središčnimi koordinatami kamere. Koeficient popačenja je vektor vsaj petih 
elementov, ki opisuje napako kamere. Da lahko določimo pozicijo markerja, moramo poznati 
Slika 5.9 Obrezovanje polja belih bitov (levo) in končni rezultat (desno) [10]. 
Slika 5.10 Rezultat detekcije z identifikacijskimi 
številkami markerjev [10]. 
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še parameter »corner«, ki nam vrne vektor vogalov markerja. Pozicija kamere je izračunana kot 
3D transformacija iz koordinatnega sistema markerja v koordinatni sistem kamere. Določena 
je z vektorjem rotacije in vektorjem translacije. Koordinatni sistem se postavi v sredino 
markerja, tako da os z kaže iz markerja, kot lahko vidimo na sliki 5.11 [10], [12], [13]. 
 
 
Enačba (5.2) prikazuje matriko kamere [12]. 





 Enačbe (5.3) prikazujejo koeficient popačenja in njihovo uporabo za izračun korekcijskih 
faktorjev [12]. 
 
(𝑘1, 𝑘2, 𝑝1, 𝑝2, 𝑘3) 








𝑥𝑐𝑡 = 𝑥 + (2𝑝1𝑥𝑦 + 𝑝2(𝑟
2 + 2𝑥2) 
𝑦𝑐𝑡 = 𝑦 + (𝑝1(𝑟
2 + 2𝑦2) + 2𝑝2𝑥𝑦 
(5.3) 
fx, fy – goriščna razdalja izražena v slikovnih točkah, 
cx, cy – glavna točka v središču slike, 
k1, k2, p1, p2 – koeficienti popačenja, 
xcr, ycr – radialni faktor popačenja, 
xct, yct – tangencialni faktor popačenja. 
 
 
Slika 5.11 Koordinatni sistemi, postavljeni 
v središča markerjev [12]. 
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5.3 Izbira optimalnih markerjev 
Na izbiro imamo več možnih tipov markerjev, ki se razlikujejo glede na velikost, število 
črnih in belih bitov. Večje kot je to število, večje število markerjev imamo na razpolago na 
seznamu (dictionary). Markerji so lahko generirani vnaprej ali pa jih lahko generiramo sami. 
V našem primeru smo izbrali marker dimenzije 4×4, katerih je v knjižnici 50. Velikost 
stranice markerja je 130 mm. Ta je še omogočala zadovoljivo detekcijo in vodenje robota na 
oddaljenosti 1500 mm od markerja. Hkrati smo se mu lahko dovolj približali, da je robot lahko 
opravil manipulacijo z danim predmetom. Velikost markerja je odvisna tudi od ločljivosti 
kamere oziroma rob markerja mora biti dovolj širok; priporočljivo je, da je rob širši od 
dvakratne širine med dvema slikovnima točkama [30]. 
Robustnost algoritma za detekcijo markerja in sama struktura markerja sta zasnovana 
tako, da omogočata zanesljivo delovanje. Na spodnjih slikah je nekaj primerov motenj na 
markerjih in možnosti zaznave.  
Slika 5.12 prikazuje uspešno detekcijo markerja kljub temu, da del belega in črnega polja 
prekriva SD kartica. Podobni odziv lahko vidimo tudi na slikah 5.13 in 5.14, kjer smo kot 
motnjo uporabili oranžno sponko. Ta prekinja tudi rob markerja (slika 5.13), hkrati pa lahko 








Slika 5.13 Oranžen predmet, ki prekriva del 
roba markerja. 
Slika 5.12 SD kartica, ki prekriva del 




Na sliki 5.15 imamo primer, ko je deformacija konture markerja prevelika, da bi ga 
algoritem prepoznal kot morebitnega kandidata. Predmet na sliki prekriva prevelik del roba 
markerja, poleg tega pa je prekrit še vogal markerja, ki je ključnega pomena za izračun pozicije 
markerja. 
Občasno se zgodi, da algoritem dislocira koordinatni sistem markerja ali ga obrne (slika 
5.16), kljub temu, da je marker pravilno prepoznal. Do tega pride, kadar je marker relativno 
majhen in je viden pod kotom, kar vodi do dvoumja. Takšne motnje so povzročile težave pri 
vodenju robota in je prišlo do poskakovanja. Na srečo so te motnje kratkotrajne in niso 
povzročale večjih težav. Obstaja knjižnica, ki predvideva gibanje markerja glede na kamero in 




Slika 5.14 Oranžen predmet, ki prekriva 
velik del črnih in belih bitov markerja. 
Slika 5.15 Oranžen predmet močno 
prekriva rob markerja. 
Slika 5.16 Koordinatni sistem ni postavljen 




6 Vodenje mobilnega robota KUKA youBot na osnovi ArUco 
markerjev 
6.1 Opis in osnovna ideja 
Robotski manipulator KUKA youBot se nahaja v delovnem območju, ki je zaradi boljše 
detekcije markerjev in posledično bolj zanesljivega delovanja, omejeno na območje 3×3 metre. 
Na podlagi informacije o poziciji markerja in identifikacijski številki markerja, ki jo dobi iz 
algoritma za detekcijo markerjev ArUco, robot poišče delovno mesto, kjer mora opraviti 
nalogo. Mestu se približa ter po opravljenem delu zapustiti mesto ter poišče naslednje delovno 
mesto, kjer opravi novo nalogo. 
Algoritem je zasnovan tako, da markerjev ni potrebno postaviti v vnaprej določeno 
zaporedje, ampak je to poljubno, edini pogoj je, da je na delovnem mestu prava naloga. Torej 
z ArUco markerjem robotu povemo, kaj mora na delovnem mestu, označenim z določeno 
identifikacijsko številko, postoriti in kateri predhodni pogoji ali naloge morajo biti opravljene, 
preden to nalogo opravi. Osnovni diagram izvajanja naloge je prikazan na sliki 6.2. Slika 6.1 
prikazuje robotski manipulator v delovnem območju. 




6.2 Komunikacija med algoritmom ArUco in Simulink shemo 
Oba programa za detekcijo markerjev in Simulink shema v Matlabu tečeta na istem 
računalniku, zato celotna komunikacija poteka preko naslova 127.0.0.1 in vrat 55455. 
Komunikacija teče po UDP protokolu. 
Komunikacijsko shemo za prejemanje podatkov prikazuje slika 6.3. Za prejemanje 
podatkov se uporablja blok UDP Receive Binary, v katerem določimo komunikacijske 
nastavitve. Konfiguracija in inicializacija se izvedeta enkrat, ko se požene program oziroma 
Simulink shema. V naslednjem koraku podatke razpakiramo z blokom Byte Unpack, ki vrne 
vektor dimenzije 7×1, v njem pa so vse potrebne informacije o poziciji in identifikacijska 
številka markerja.  




Z Matlab funkcijo fix_data izluščimo podatke, ki jih v nadaljevanju potrebujemo, in jih 
posredujemo na ustrezne vhode, pri čemer je potrebno biti pozoren na koordinatni sistem 
markerja in koordinatni sistem kamere ter kasneje tudi na koordinatni sistem robota. 
Koordinatne sisteme markerja, kamere in robotskega manipulatorja prikazuje slika 6.4. 
 
 
6.3 Vodenje - Simulink 
Vodenje manipulatorja poteka na osnovi podatkov prejetih iz odometrije – to pomeni iz 
podatkov pridobljenih iz robotskega manipulatorja ali podatkov pridobljenih iz algoritma za 
detekcijo markerjev. Katero informacijo vzamemo, je odvisno od tega, katero nalogo trenutno 
robot opravlja. Tretja opcija je igralna ploščica, s katero robota pripeljemo na željeni položaj 
ter ga poženemo v avtomatsko delovanje. 
Ko manipulator prejema podatke o premiku iz odometrije oziroma iz robotskega 
manipulatorja, govorimo o odprtozančnem vodenju. Kot informacijo o premiku prejmemo 
Slika 6.3 SIMULINK Shema komunikacije. 
Slika 6.4 Koordinatni sistemi marker, kamera, robot. 
57 
 
samo vrednosti o zasuku kolesa, ne vemo pa ali se je robot tudi dejansko premaknil za željeno 
vrednost. V primeru, če robot sreča na svoji poti oviro, v katero se zadane, na primer zid, pot 
pa poskuša še vedno nadaljevati v isti smeri, se bodo kolesa vrtela, robot pa bo obstal na mestu. 
Takrat bomo prejeli napačno informacijo o premiku, oziroma robot se ne bo nahajal na željenem 
mestu. Takšen način ni primeren za uporabo v aplikacijah, kjer lahko pride do nepredvidenih 
motenj in smo ga v našem primeru uporabili zgolj za iskanje markerjev na delovnem polju, za 
katerega vemo, da je na njem gibanje nemoteno. 
V primeru vodenja robota na osnovi strojnega vida pa govorimo o zaprtozančnem 
vodenju. Vodenje temelji na informaciji, ki je pridobljena iz algoritma za detekcijo markerjev. 
Na podlagi meritev v realnem času se izračuna vektor napake med lego robota in lego objekta. 
Napaka se posreduje do regulatorja, ki popravi smer gibanja in posledično zmanjša napako. 
Veličine, na osnovi katerih poteka vodenje, niso pridobljene neposredno z meritvami, ampak 
so rezultat kompleksnih algoritmov za procesiranje slike, kot je to v našem primeru program za 
detekcijo markerjev ArUco. 
Princip delovanja sheme za izbiro vodenja robota in povezavo med diagramom prehajanja 
stanj prikazuje slika 6.5. 
 
Za vodenje smo uporabili tri osnovne bloke, to so Vodenje_odometrija, Vodenje_kamera 
in PlatformaStop. Njihova osnovna naloga je izbira načina vodenja. 
Osnovna funkcija bloka Vodenje_odometrija, ki je podrobneje prikazan na sliki 6.6, je vodenje 
robota na osnovi podatkov iz odometrije. Blok se v konkretni aplikaciji uporablja samo za 
Slika 6.5 Diagram delovanja sheme za izbiro vodenja robota. 
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iskanje markerjev. Manipulator se postopoma obrača za kot 90°, vse dokler ne najde markerja 
ter prične s približevanjem. 
 Pogoj, da se blok prične izvajati, je ukaz iz diagrama prehajanja stanj, ko na vhod stanje 
prejme vrednost 3, ter na vhod refTocka vrednosti, za koliko se mora platforma premakniti 
oziroma obrniti. To vrednost se primerja z dejanskimi podatki, ki jih prejema iz odometrije 
robotskega manipulatorja. V tem primeru ne gre za zaprtozančno vodenje, saj nikoli ne vemo 
dejanskega premika v prostoru, ampak dobimo samo informacijo o zasuku koles. Na vhod 
faktor pa pošljemo informacijo, za koliko lahko vrednost zasuka koles odstopa od referenčne 
vrednosti. Na izhodu Platforma dobivamo razliko referenčnega in dejanskega zasuka, ta pa se 
pošilja do manipulatorja. Ko robot doseže željeno točko, oziroma ko se kolesa zavrtijo za dano 
vrednost, na izhodu Izhod dobimo vrednost deset, manipulator obstoji in prične se nova faza 
vodenja, ki je odvisna od naloge, določene v diagramu prehajanja stanj. 
 
Drugi pomembnejši blok za vodenje robota je Vodenje_kamera, ki je prikazan na sliki 
6.7. Uporablja se za vodenje robota v načinu kamere. Vhodni in izhodni podatki so podobni kot 
v primeru vodenja na osnovi odometrije, le da v tem primeru prejemamo podatke o poziciji iz 
algoritma za detekcijo markerjev ArUco. Program se proži, ko na vhodu stanje prejmemo 
vrednost 3 in se konča, ko platforma doseže referenčno vrednost oziroma se nahaja v njihovih 
mejah, katere so določene s parametrom faktor, takrat na izhodu Izhod prejmemo vrednost 11. 





Zadnji blok, ki je del vodenja robota, je PlatformaStop in je prikazan na sliki 6.8. Njegova 
naloga je, da po prejemu vrednosti 1 na vhod stanje ustavi platformo. 
 
 
Oba bloka za vodenje sta sestavljena, kot kaže slika 6.9. Edina razlika med blokom za 
vodenje iz podatkov na podlagi odometrije in podatkov na podlagi kamere, je ojačanje na 
izhodu Platforma.  
Izkazalo se je, da pri iskanju markerjev, predvsem pri hitrem krožnem gibanju, prihaja do 
težav pri detekciji, saj ga kljub temu, da je bil marker dobro viden, algoritem za detekcijo ni 
prepoznal. To smo rešili z zmanjšanjem ojačanja za gibanje po osi y robota in zasuk okoli osi z 
robota. V bloku za vodenje na podlagi podatkov iz kamere smo morali ojačanje povečati, razlog 
za to je bilo relativno hitro približevanje robota v smeri x in počasno popravljanje v smeri y in 
zasuk okoli osi z. S povečanjem ojačanja se je robot hitreje poravnal glede na marker. 
Znotraj bloka teče tudi diagram prehajanja stanj, ki skrbi za postopno izvajanje korakov. 
Na izhodu nam vrne vrednost, ki je odvisna od dokončane naloge in jo kasneje uporabimo v 
nalogi kot pogoj za naslednji korak. 
Slika 6.7 Blok za vodenje robota na osnovi podatkov strojnega vida. 
Slika 6.8 Blok za zaustavitev platforme. 
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Eden pomembnejših blokov sheme na sliki 6.9 je trans_w blok. Njegova naloga je 
transformacija koordinat iz prostora kamere v prostor robota. Kot izhod vrne vektor, ki je 
izračunan kot produkt transponirane rotacijske matrike in vektorja napake w. 
   
 
Iz vhodov Ciljna točka, ki predstavlja referenčno točko in P_robota, ki je dejanska 
pozicija robota, se najprej izračuna vektor napake. Vektor napake se uporabi za samo vodenje 
robota in ga pošljemo na izhod Platforma. Vektor napake se hkrati tudi primerja s faktorjem 
napake, ki nam določa meje, v katerih se sme robot gibati. Zelo težko je namreč doseči, da bi 
se vse tri koordinate pozicije natančno ujele z referenčnimi točkami. Pozicioniranje bi trajalo 
predolgo ali pa do popolnega ujemanja nikoli ne bi prišlo, vodenje bi se ustavilo pri tem koraku. 
Ko se vektor napake v vseh treh koordinatah ujema z mejami, na izhodu »na poziciji« prejmemo 
vrednost 1, katera sporoči, da je robot na dani poziciji in omogoči nadaljevanje naloge. V 
primeru vodenja na podlagi podatkov iz odometrije so lahko te vrednosti manj ohlapne kot v 
primeru, ko podatke dobivamo s strani robotskega vida, saj se del napake tam vnese že pri 








Slika 6.9 Podroben prikaz notranjosti blokov za vodenje. 
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6.4 Naloga – diagram prehajanja stanj 
V prilogi B se nahaja del diagrama prehajanja stanj, kjer je realizirano iskanje markerja 
in pomik do samega markerja. 
Slika 6.10 prikazuje osnovni princip delovanja. 
 
Ko robota postavimo na željeno lokacijo z igralno ploščico in s pritiskom na tipko start, 
preide vodenje v avtomatsko. V prvem koraku se inicializira nekaj osnovnih spremenljivk, ki 
so kasneje potrebne za delovanje in jih bomo tudi podrobneje predstavili. Definirajo se tudi 
vrednosti, s katerimi se v naslednjih korakih izvaja iskanje markerjev. Kot vidimo, sta xpoz in 
ypoz ves čas enaki nič, kotinc pa je enak 90°. Iz tega sledi, da se v fazi iskanja markerja robot 
vedno zavrti za 90°. V primeru, če na tej poti ne najde markerja, se podatki iz odometrije 
resetirajo in ponovno se prične iskanje. 
V trenutku, ko algoritem za detekcijo markerjev ArUco zazna marker, nam ta vrne 
njegovo identifikacijsko številko. Če vrednost ustreza vrednosti prvega delovnega mesta, 
pomeni, da je whichMarker enak nič in naloga na tem delovnem mestu še ni bila opravljena, 
potem je pogoj jobDoneMarker0 enak nič in iskanje se ustavi. Algoritem začne s 
približevanjem markerju in pogoj jobDoneMarker0 se postavi na ena in s tem pove, da je ta 
Slika 6.10 Poenostavljen prikaz izvajanja naloge. 
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marker že bil najden. Vektor z referenčnimi vrednostmi se pošlje v blok za vodenje na osnovi 
strojnega vida, ki ga prikazuje slika 6.7. 
Ko manipulator konča s približevanjem, se ustavi in prične z izvajanjem naloge na 
delovnem mestu. Gibanje roke oziroma opravljanje naloge je določeno z rutinami, ki pošiljajo 
referenčne vrednosti za pomik roke, te se pošiljajo v blok, kjer se izvede inverzna kinematika. 
Ko je naloga končana, se pogoj objekt_manipulacija postavi na 1. Vloga tega pogoja je, da 
preprečuje ponovitev iste naloge. 
Spremenljivke in njihov pomen: 
A – identifikacijska/zaporedna številka markerja/naloge, 
jobDoneMarkerA nam poda informacijo, ali je bil marker že najden (0 = NE, 1 = DA),  
objekt_manipulacijaA nam poda informacijo, ali je bila naloga že opravljena (0 = NE,  
1 = DA). 
whichMarkerA uporabimo za razpoznavanje markerja. Če se identifikacijska številka 
markerja, ki jo dobimo iz algoritma za detekcijo markerjev ArUco, ujema z vrednostjo, ki je 





V delu je predstavljeno vodenje robotskega manipulatorja KUKA youBot na osnovi 
robotskega vida. Vodenje je bilo izvedeno na dva načina, v prvem smo uporabili barvne 
markerje, nameščene na sam robotski manipulator in na objekte, s katerimi je manipulator 
opravljal nalogo, kamera pa je bila nameščena nad delovnim prostorom robota. V drugem delu 
smo markerje namestili na mesta, kjer je moral robot opraviti nalogo. V obeh primerih je bila 
uporabljena stropna razsvetljava, ki je nameščena v laboratoriju za robotiko. 
Pri uporabi barvnih markerjev je bilo vodenje v primeru dobrih svetlobnih pogojev 
zadovoljivo, večje težave so se začele pojavljati, ko so se svetlobne razmere poslabšale. To se 
je najbolj opazilo pri vdoru naravne svetlobe skozi okna laboratorija. Zaradi vpliva barvne 
aberacije so se pojavili odtenki modre barve na temnih površinah v prostoru in vodenje je 
postalo praktično nemogoče. Izkazalo se je, da uporaba takšnega načina detekcije ni primerna 
za uporabo v slabših svetlobnih pogojih oziroma takrat, ko obstaja velika možnost svetlobnih 
motenj. Druga omejitev je barvni kontrast. V aplikaciji smo uporabili modre in zelene markerje, 
razlog za to je bil način procesiranja slike in detektiranje barve v programskem okolju 
MATLAB. Vse barve, katere so kontrastno blizu, na primer vijolična ali turkizna barva in njima 
podobni odtenki, so povzročali motnje, zaradi katerih je bila aplikacija neuporabna. 
Kot veliko bolj robustni so se izkazali ArUco markerji. Na podlagi obstoječega algoritma 
za detekcijo markerjev, kateri nam je podal informacijo o položaju kamere glede na marker in 
njegovo identifikacijsko številko, smo realizirali vodenje robotskega manipulatorja. Zaradi 
samega načina detekcije markerjev in zasnove markerjev, so ti dokaj bolj robustni in praktično 
neobčutljivi na svetlobne pogoje. Do težav je prišlo samo v primeru, če je bila v prostoru slaba 
osvetlitev oziroma te ni bilo, kar pa bi brez težav lahko odpravili z namestitvijo svetila na 
manipulator ob kameri. Kot zelo dobra lastnost ArUco markerjev se je izkazala identifikacijska 
številka markerja. Na podlagi te lahko manipulatorju sporočimo, kaj je na tisti točki in ga tako 
brez težav vodimo skozi prostor in do nalog, ki jih mora opraviti. 
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Zaradi dobrih rezultatov, ki so se pokazali pri uporabi ArUco markerjev, bi bilo v 
prihodnje smiselno nadaljevati v smeri nadgradnje sistema, ki bi bil neodvisen od drugih 
zunanjih virov svetlobe, in bi sam manipulator zagotavljal ustrezno osvetlitev. Morda bi bilo 
smiselno razmisliti tudi o zamenjavi kamere, ki bi zagotavljala boljšo resolucijo in s tem 
omogočala detekcijo markerja na daljše razdalje. Večjo robustnost sistema bi lahko zagotovilu 
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Priloga B – Diagram prehajanja stanj naloge vodenja na podlagi 
ArUco markerjev – iskanje.  
