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Abstract
For a scalar delay differential equation
x˙(t)+ a(t)x(h(t))− b(t)x(g(t))= 0,
a(t) 0, b(t) 0, h(t) t, g(t) t,
a connection between the following properties is established: nonoscillation of the differ-
ential equation and the corresponding differential inequalities, positiveness of the funda-
mental function and existence of a nonnegative solution for a certain explicitly constructed
nonlinear integral inequality. A comparison theorem and explicit nonoscillation and oscil-
lation results are presented.
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1. Introduction
For nonautonomous delay differential equations (DDE) with positive and
negative coefficients the first result concerning the oscillation of all solutions was
obtained [1] only in 1984, much later than the first results on the oscillation of
DDE with positive coefficients. Chauanxi and Ladas [2] obtained for the equation
x˙(t)+ a(t)x(t − τ )− b(t)x(t − σ)= 0, t  t0, (1)
a(t) 0, b(t) 0, τ > 0, σ > 0, the following well-known result.
Statement A. Suppose a(t), b(t) are continuous functions, τ > σ ,
t∫
t−τ+σ
b(s) ds  1, a(t) b(t − τ + σ), (2)
lim
t→∞ inf
t∫
t−τ
[
a(s)− b(s − τ + σ)]ds > 1
e
. (3)
Then all solutions of (1) are oscillatory.
Results similar to Statement A were obtained in [3,4]. In the recent decade
many publications have appeared that improve the results of [2–4] and extend
them to various classes of equations, including the second and higher order
equations and neutral type equations. Here we note the recent papers [5–11] and
references therein. In [10] the following result was obtained.
Statement B. Suppose a(t), b(t) are continuous functions, τ > σ , condition (2)
holds and
lim
t→∞ inf
( t∫
t−τ
[
a(s)− b(s − τ + σ)]ds + 1
e
t∫
t−τ+σ
b(s − τ ) ds
)
>
1
e
.
Then all solutions of (1) are oscillatory.
However, all these publications except [13] consider equations with constant
delays only, condition (2) remains unchanged and only (3) is improved. In the
present paper we deal with a more general case. Unlike the above publications,
we consider instead of (1) the following equation
x˙(t)+ a(t)x(h(t))− b(t)x(g(t))= 0, t  t0, (4)
with arbitrary delays h(t) t and g(t) t , coefficients a(t) 0 and b(t) 0 are
not assumed to be continuous. Besides, instead of the second inequality in (2) we
consider condition a(t)  b(t) which seems to be more natural. The method of
L. Berezansky et al. / J. Math. Anal. Appl. 274 (2002) 81–101 83
investigation is new for Eqs. (1) and (4) and is based on the properties of linear
operators in the corresponding spaces.
The basic result of the present paper is the equivalence of the existence of a
nonoscillatory solution of (4), existence of an eventually positive solution of the
corresponding differential inequality and the existence of a nonnegative solution
of some nonlinear integral inequality which is explicitly constructed by (4).
Theorems of this kind are well known and widely applied for delay differential
equations with positive coefficients. For (4) a result of this type has never been
stated before.
As an immediate corollary of the main proposition we obtain a comparison
theorem for (4) and the result that all nonoscillatory solutions tend to zero at the
infinity which is well known for equations with positive coefficients.
Here we present explicit conditions for the oscillation of all solutions which
generalize and improve Statements A and B for Eq. (4). In addition, the existence
of a nonoscillatory solution of Eq. (4) is studied. It is to be noted that unlike
oscillation the nonoscillation even of Eq. (1) has scarcely been studied. We
mention here recent publications [11] and Theorem 2.5.2 from [12]. The examples
illustrate the sharpness of the nonoscillation conditions obtained in the present
paper. Here we also present without proofs the oscillation results for (4) obtained
earlier [13] by the Sturmian comparison method. They are closely related to the
other oscillation theorems of this paper.
Some examples of (4) with various delays and nonconstant coefficients are
presented. For these equations “nearly” necessary and sufficient oscillation and
nonoscillation conditions are formulated on the base of the theorems proved in
this paper. Thus the oscillation results obtained here are sharp.
We also present a new oscillation condition for the equation
x˙(t)+ c(t)x(r(t))= 0, r(t) t, t  t0,
with the only delay and an oscillatory coefficient c(t) and the corresponding
example. The results obtained here are compared to the known ones.
2. Preliminaries
We consider a scalar delay differential equation (4) under the following
conditions:
(a1) a(t)  0, b(t)  0 are Lebesgue measurable functions locally essentially
bounded in the halfline [t0,∞);
(a2) h(t), g(t) : [t0,∞) → R are Lebesgue measurable functions, h(t)  t ,
g(t) t , limt→∞ h(t)=∞, limt→∞ g(t)=∞;
(a3) a(t) b(t), h(t) g(t), limt→∞ supb(t)[g(t)− h(t)] l < 1.
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Together with Eq. (4) we consider for each t0  0 an initial value problem
x˙(t)+ a(t)x(h(t))− b(t)x(g(t))= f (t), t  t0, (5)
x(t)= ϕ(t), t < t0, x(t0)= x0. (6)
We also assume that the following hypothesis holds
(a4) f : [t0,∞)→ R is a Lebesgue measurable locally essentially bounded func-
tion, ϕ : (−∞, t0)→R is a Borel measurable bounded function.
Definition. An absolutely continuous on each interval [t0, c] function x :R→ R
is called a solution of problem (5), (6), if it satisfies Eq. (5) for almost all
t ∈ [t0,∞) and equalities (6) for t  t0.
Definition. For each s  t0 solution X(t, s) of the problem
x˙(t)+ a(t)x(h(t))− b(t)x(g(t))= 0,
x(t)= 0, t < s, x(s)= 1, (7)
is called a fundamental function of Eq. (4).
We assume X(t, s)= 0, t0  t < s.
Lemma 1 [14]. Let (a1), (a2), (a4) hold. Then there exists one and only one
solution of problem (5), (6) that can be presented in the form
x(t)=X(t, t0)x0 +
t∫
t0
X(t, s)f (s) ds
−
t∫
t0
X(t, s)
[
a(s)ϕ
(
h(s)
)− b(s)ϕ(g(s))]ds, (8)
where ϕ(t)= 0, if t > t0.
Consider an equation with several delays
x˙(t)+
m∑
k=1
ak(t)x
(
hk(t)
)= 0, t  t0. (9)
Lemma 2 [14,15]. Let
ak(t) 0, hk(t) t, lim
t→∞ suphk(t)=∞, k = 1, . . . ,m.
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Suppose there exists t1  t0 such that the following inequality
u(t)
m∑
k=1
ak(t) exp
{ t∫
hk(t)
u(s) ds
}
, t  t1, (10)
has a nonnegative locally integrable in [t1,∞) solution, where the term in the
right-hand side of Eq. (10) is equal to 0 if hk(t)  t1. Then Eq. (9) has a non-
oscillatory solution.
If
lim
t→∞ sup
m∑
k=1
t∫
mink{hk(t)}
ak(s) ds <
1
e
,
then Eq. (9) has a nonoscillatory solution.
If
lim
t→∞ inf
m∑
k=1
t∫
maxk{hk(t)}
ak(s) ds >
1
e
, or
lim
t→∞ inf
m∑
k=1
ak(t)
(
t − hk(t)
)
>
1
e
,
then all solutions of Eq. (9) are oscillatory.
3. Nonoscillation criteria
Definition. We will say that Eq. (4) has a nonoscillatory solution if it has an
eventually positive or an eventually negative solution. Otherwise all solutions of
(4) are oscillatory.
Consider together with Eq. (4) the following delay differential inequality
y˙(t)+ a(t)y(h(t))− b(t)y(g(t)) 0, t  t0. (11)
The following theorem establishes nonoscillation criteria.
Theorem 1. Suppose (a1)–(a3) hold. Then the following hypotheses are equiva-
lent:
(1) Inequality (11) has an eventually positive solution.
(2) There exists t1  t0 such that the following inequality
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u(t) a(t) exp
{ t∫
h(t)
u(s) ds
}
− b(t) exp
{ t∫
g(t)
u(s) ds
}
, t  t1,
(12)
has a nonnegative locally integrable solution, where the right-hand side
contains only such terms that h(t) t1 or g(t) t1, respectively.
(3) There exists t2  t0 such that X(t, s) > 0, t  s  t2.
(4) Eq. (4) has a nonoscillatory solution.
Proof. (1) ⇒ (2). Let y(t) be a positive solution of inequality (11) for t  t1.
First we want to prove that y˙(t) 0.
Conditions (a1), (a3) imply the existence of a point t2 such that h(t)  t1,
g(t) t1 and
b(t)
[
g(t)− h(t)] l < 1 (13)
if t  t2.
Inequality (11) for t  t2 can be rewritten as
y˙(t)+ [a(t)− b(t)]y(h(t))− b(t)[y(g(t))− y(h(t))] 0
or in the following form
y˙(t)− b(t)
g(t)∫
h(t)
y˙(s) ds + [a(t)− b(t)]y(h(t)) 0. (14)
Denote by L∞[t2, c] the space of all essentially bounded on [t2, c] functions with
the following norm ‖x‖ = vrai supt2tc |x(t)|.
In this space consider the following nonlinear operator
(Hx)(t)= b(t)
g(t)∫
h(t)
x(s) ds.
The condition (13) implies
‖Hx −Hy‖ = vrai sup
t2tc
∣∣∣∣∣b(t)
g(t)∫
h(t)
[
x(s)− y(s)]ds
∣∣∣∣∣
 vrai sup
tt2
b(t)
[
g(t)− h(t)]‖x − y‖< l‖x − y‖,
where l < 1. Hence H is a contracting mapping on L∞[t2, c]. Besides, Hz 0,
if z 0, Hz 0, if z 0.
For any y (14) can be rewritten in the form
y˙ =Hy˙ + q, (15)
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where q(t)  0, t  t2. Banach contraction theorem implies Eq. (15) has the
unique solution and for this solution we have y˙ = lim zn, where
zn =Hzn−1 + q, z0 = q.
Inequality q(t) 0 yields zn(t) 0, hence y˙(t) 0, t2  t  c.
Since c t2 is an arbitrary number we have y˙(t) 0, t  t2.
Denote
u(t)=− d
dt
ln
y(t)
y(t2)
, t  t2.
Then
y(t)= y(t2) exp
{
−
t∫
t2
u(s) ds
}
, t  t2. (16)
We substitute (16) into (11) and obtain by carrying the exponent out of the
brackets:
− exp
{
−
t∫
t2
u(s) ds
}
y(t2)
[
u(t)− a(t) exp
{ t∫
h(t)
u(s) ds
}
+b(t) exp
{ t∫
g(t)
u(s) ds
}]
 0, t  t2.
Then inequality (12) holds.
(2) ⇒ (3). Step 1. Consider an initial value problem
x˙(t)+ a(t)x(h(t))− b(t)x(g(t))= f (t), t  t1,
x(t)= 0, t  t1. (17)
Denote
z(t)= x˙(t)+ u(t)x(t), z(t)= 0, t  t1, (18)
where x is the solution of (17) and u is a nonnegative solution of (12). Equality
(18) implies
x(t)=
t∫
t1
exp
{
−
t∫
s
u(τ ) dτ
}
z(s) ds, t  t1. (19)
After substituting (19) into (17) and some transformations equation (17) can be
rewritten in the following form
z− T z= f, (20)
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where
(T z)(t)=
h(t)∫
t1
exp
{
−
t∫
s
u(τ ) dτ
}
z(s) ds
×
[
u(t)− a(t) exp
{ t∫
h(t)
u(s) ds
}
+ b(t) exp
{ t∫
g(t)
u(s) ds
}]
+u(t)
t∫
h(t)
exp
{
−
t∫
s
u(τ ) dτ
}
z(s) ds
+b(t)
g(t)∫
h(t)
exp
{
−
g(t)∫
s
u(τ ) dτ
}
z(s) ds.
Inequality (12) yields that if z(t)  0 then (T z)(t)  0 (i.e., operator T is
positive). Besides, for arbitrary c t1 the operator T :L[t1,c] → L[t1,c] is a sum of
compact linear integral Volterra operators acting in the space L[t1,c] of integrable
on [t1, c] functions. Hence in this space spectral radius r(T )= 0 < 1.
Thus if in (20) f (t) 0 then
z(t)= f (t)+ (Tf )(t)+ (T 2f )(t)+ · · · 0.
The solution of (17) has the form (19), with z being a solution of (20). Hence
if in (17) f (t)  0 then for the solution of this equation x(t)  0. On the other
hand, the solution of (17) can be presented in form (8):
x(t)=
t∫
t1
X(t, s)f (s) ds.
As was shown above, f (t)  0 implies x(t) 0. Consequently the kernel of the
integral operator is nonnegative, i.e., X(t, s) 0 for t  s > t1.
Step 2. Let us prove that in fact the strict inequality X(t, s) > 0 holds. Denote
x(t)=X(t, t1)− exp
{
−
t∫
t1
u(s) ds
}
, x(t)= 0, t  t1.
After substitution one can see that this function is a solution of (17) with f (t) 0.
Hence as shown above x(t) 0. Consequently
X(t, t1) exp
{
−
t∫
t1
u(s) ds
}
> 0.
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For s > t1 inequality X(t, s) > 0 can be proved similarly.
(3) ⇒ (4). A function x(t)=X(t, t2) is a positive solution of Eq. (4) for t  t2.
Implication (4) ⇒ (1) is evident. ✷
Remark. If there exists a nonnegative solution of inequality (12) for t  t0 then
assertion (3) of the theorem is also fulfilled for t  t0.
Theorem 1 can be employed for obtaining comparison results in oscillation
theory. To this end consider together with Eq. (4) the following equation
x˙(t)+ a1(t)x
(
h1(t)
)− b1(t)x(g1(t))= 0, t  t0. (21)
Corollary 1.1. Suppose (a1)–(a3) hold for Eq. (21).
(1) If
a1(t) a(t), b1(t) b(t), h1(t) h(t), g1(t) g(t)
and Eq. (21) has a nonoscillatory solution, then Eq. (4) has a nonoscillatory
solution.
(2) If
a1(t) a(t), b1(t) b(t), h1(t) h(t), g1(t) g(t)
and all solutions of Eq. (21) are oscillatory, then all solutions of Eq. (4) are
oscillatory.
Proof. (1). If Eq. (21) has a nonoscillatory solution, then there exists a solution
u(t)  0 of inequality (12), where the functions a, b,h, g are replaced by
a1, b1, h1, g1. Hence u is also a solution of (12) with parameters a, b,h, g.
Theorem 1 implies now Eq. (4) has a nonoscillatory solution.
(2) follows from (1) which completes the proof. ✷
Consider the autonomous equation
x˙(t)+ ax(t − δ)− bx(t − σ)= 0, t  t0, (22)
where a  b > 0, δ  σ > 0.
Corollary 1.2. Suppose (a1)–(a3) hold for Eq. (4).
(1) If
a(t) a, b(t) b, h(t) t − δ, g(t) t − σ
and Eq. (22) has a nonoscillatory solution, then Eq. (4) has a nonoscillatory
solution.
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(2) If
a(t) a, b(t) b, h(t) t − δ, g(t) t − σ
and all solutions of Eq. (22) are oscillatory, then all solutions of Eq. (4) are
oscillatory.
Remark. Explicit oscillation conditions for Eq. (22) can be found in Theo-
rem 2.2.4 [15] and Corollary 2.3 of the present paper.
Corollary 1.3. Suppose (a1)–(a3) hold for Eq. (4) and
∞∫
t0
[
a(s)− b(s)]ds =∞. (23)
Then for every nonoscillatory solution x of Eq. (4) we have limt→∞ x(t)= 0.
Proof. Assume y(t) > 0, t  t1 is a positive solution of Eq. (4). The proof of
Theorem 1 implies the existence of a point t2  t1 such that y˙(t)  0 for t  t2.
Then u(t) = −y˙(t)/y(t), t  t2, is a nonnegative solution of inequality (12).
Rewrite this inequality in the form
u(t)
[
a(t)− b(t)] exp
{ t∫
h(t)
u(s) ds
}
+b(t)
[
exp
{ t∫
h(t)
u(s) ds
}
− exp
{ t∫
g(t)
u(s) ds
}]
.
Then u(t) a(t)− b(t), hence (23) yields ∫∞t0 u(s) ds =∞.
The solution y of Eq. (4) has the form (16). Then limt→∞ y(t)= 0. ✷
4. Explicit oscillation and nonoscillation conditions
We begin with a rather general oscillation result. In the next section we will
give another oscillation conditions.
Theorem 2. Suppose (a1)–(a3) hold for Eq. (4). If either all solutions of the
equation
x˙(t)+ [a(t)− b(t)]x(h(t))
+b(t)
(
exp
{ g(t)∫
h(t)
[
a(s)− b(s)]ds
}
− 1
)
x
(
g(t)
)= 0, t  t0, (24)
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are oscillatory or all solutions of the equation
x˙(t)+
([
a(t)− b(t)]
+a(t)
(
exp
{ g(t)∫
h(t)
[
a(s)− b(s)]ds
}
− 1
))
x
(
g(t)
)= 0, t  t0, (25)
are oscillatory, then all solutions of Eq. (4) are also oscillatory.
Proof. Suppose all solutions of Eq. (24) are oscillatory and Eq. (4) has a nonos-
cillatory solution. Theorem 1 implies there exists a nonnegative solution u(t) of
inequality (12). Hence
u(t)
[
a(t)− b(t)] exp
{ t∫
h(t)
u(s) ds
}
+b(t)
[
exp
{ t∫
h(t)
u(s) ds
}
− exp
{ t∫
g(t)
u(s) ds
}]
.
Then
u(t)
[
a(t)− b(t)] exp
{ t∫
h(t)
u(s) ds
}
+b(t) exp
{ t∫
g(t)
u(s) ds
}(
exp
{ g(t)∫
h(t)
u(s) ds
}
− 1
)
, t  t1.
This inequality implies u(t) a(t)− b(t). Hence
u(t)
[
a(t)− b(t)] exp
{ t∫
h(t)
u(s) ds
}
+b(t)
(
exp
{ g(t)∫
h(t)
[
a(s)− b(s)]ds
}
− 1
)
exp
{ t∫
g(t)
u(s) ds
}
, t  t1.
Lemma 2 implies Eq. (24) has a nonoscillatory solution. We have a contradiction.
Suppose now all solutions of Eq. (25) are oscillatory and Eq. (4) has a non-
oscillatory solution. Let u be a nonnegative solution of inequality (12). Let us
rewrite this inequality in the following form
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u(t)
[
a(t)− b(t)] exp
{ t∫
g(t)
u(s) ds
}
+a(t) exp
{ t∫
g(t)
u(s) ds
}(
exp
{ g(t)∫
h(t)
u(s) ds
}
− 1
)

([
a(t)− b(t)]+ a(t)
(
exp
{ g(t)∫
h(t)
[
a(s)− b(s)]ds
}
− 1
))
× exp
{ t∫
g(t)
u(s) ds
}
.
Lemma 2 implies Eq. (25) has a nonoscillatory solution. We have a contradic-
tion. ✷
Remark. By Theorem 2 the oscillation of Eq. (4) with positive and negative
coefficients can be deduced from oscillation of Eq. (24) or (25) with positive
coefficients. Explicit oscillation conditions for such equations are well known
(see, for example, Lemma 2). Equation (24) contains two delays. New oscillation
conditions for this equation were obtained in [21] and here we also discuss other
papers with oscillation conditions for such equations.
Corollary 2.1. Suppose (a1)–(a3) hold for Eq. (4). If either all solutions of
x˙(t)+ [a(t)− b(t)]x(h(t))+ b(t)
g(t)∫
h(t)
[
a(s)− b(s)]ds x(g(t))= 0,
t  t0,
or all solutions of
x˙(t)+
([
a(t)− b(t)]+ a(t)
g(t)∫
h(t)
[
a(s)− b(s)]ds
)
x
(
g(t)
)= 0, t  t0,
are oscillatory, then all solutions of Eq. (4) are oscillatory.
Proof. Follows from the inequality ex − 1 x , x  0 and the comparison Theo-
rem 3.2.1 in [15]. ✷
Corollary 2.2. Suppose (a1)–(a3) are satisfied for Eq. (4) and at least one of the
following conditions hold:
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(1) lim
t→∞ inf
[
a(t)− b(t)](t − h(t))
+b(t)
(
exp
{ g(t)∫
h(t)
[
a(s)− b(s)]ds
}
− 1
)[
t − g(t)]> 1
e
,
(2) lim
t→∞ inf
[
a(t)− b(t)](t − h(t))
+b(t)
g(t)∫
h(t)
[
a(s)− b(s)]ds[t − g(t)]> 1
e
,
(3) lim
t→∞ inf
t∫
g(t)
([
a(s)− b(s)]
+a(s)
(
exp
{ g(s)∫
h(s)
[
a(τ)− b(τ)]dτ
}
− 1
))
ds >
1
e
,
(4) lim
t→∞ inf
t∫
g(t)
([
a(s)− b(s)]+ a(s)
g(s)∫
h(s)
[
a(τ)− b(τ)]dτ
)
ds >
1
e
.
Then all solutions of Eq. (4) are oscillatory.
Proof. Follows from Lemma 2. ✷
Corollary 2.3. Suppose a > b > 0, τ > σ  0, b(τ − σ) < 1, and at least one of
the following conditions hold:
(1) (a − b)τ + b(e(a−b)(τ−σ)− 1)σ > 1
e
,
(2) (a − b)[τ + bσ(τ − σ)]> 1
e
,
(3)
(
(a − b)+ a(e(a−b)(τ−σ)− 1))σ > 1
e
,
(4) (a − b)[1+ a(τ − σ)]σ > 1
e
.
Then all solutions of Eq. (22) are oscillatory.
Remark. Conditions of Corollary 2.3 are independent of ones of Theorem 2.2.4
in [15].
Now we proceed to nonoscillation conditions.
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Theorem 3. Suppose (a1)–(a3) hold for Eq. (4) and there exists λ, 0 < λ < 1,
such that
lim
t→∞ sup
g(t)∫
h(t)
[
a(s)− λb(s)]ds < 1
e
ln
1
λ
, (26)
lim
t→∞ sup
t∫
h(t)
[
a(s)− λb(s)]ds < 1
e
. (27)
Then Eq. (4) has a nonoscillatory solution.
Proof. By inequality (27) there exists t1  t0 such that for t  t1 the function
u(t)= e[a(t)− λb(t)] (28)
is a solution of the inequality
u(t)
[
a(t)− λb(t)] exp
{ t∫
h(t)
u(s) ds
}
which can be rewritten in the form
u(t) a(t) exp
{ t∫
h(t)
u(s) ds
}
− b(t) exp
{ t∫
g(t)
u(s) ds
}
+b(t)
[
exp
{ t∫
g(t)
u(s) ds
}
− λ exp
{ t∫
h(t)
u(s) ds
}]
. (29)
Inequality (26) implies for u defined by (28):
g(t)∫
h(t)
u(s) ds  ln 1
λ
.
Thus
exp
{ t∫
g(t)
u(s) ds
}
− λ exp
{ t∫
h(t)
u(s) ds
}
 0.
Inequality (29) yields
u(t) a(t) exp
{ t∫
h(t)
u(s) ds
}
− b(t) exp
{ t∫
g(t)
u(s) ds
}
.
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Hence u is a nonnegative solution of inequality (12). By Theorem 1, Eq. (4) has a
nonoscillatory solution.
Corollary 3.1. Suppose (a1)–(a3) hold for Eq. (4) and
lim
t→∞ sup
t∫
h(t)
[
a(s)− 1
e
b(s)
]
ds <
1
e
.
Then Eq. (4) has a nonoscillatory solution.
This corollary is obtained by setting in Theorem 3 λ= 1
e
.
Remark. The coefficient 1
e
of b(s) is unimprovable. Indeed, for the equation
x˙(t)+ ax(t − τ )− bx(t)= 0 (30)
the following inequality
a  e
bτ
τe
(31)
is necessary and sufficient for nonoscillation.
Corollary 3.1 implies that if
a <
1
e
b+ 1
τe
(32)
then Eq. (30) has a nonoscillatory solution. Comparing conditions (31) and (32)
we can see that 1
e
is the best possible constant.
Now we will obtain another nonoscillation condition for Eq. (4).
Theorem 4. Suppose (a1)–(a3) hold for Eq. (4), there exist a1(t), b1(t) such that
a1(t) a(t), b1(t) b(t), a1(t) b1(t),
and there exist finite limits
B11 = lim
t→∞
t∫
h(t)
a1(s) ds, B12 = lim
t→∞
t∫
h(t)
b1(s) ds,
B21 = lim
t→∞
t∫
g(t)
a1(s) ds, B22 = lim
t→∞
t∫
g(t)
b1(s) ds. (33)
Suppose in addition that system{
ln x1 > x1B11 − x2B12,
ln x2 < x1B21 − x2B22, (34)
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has a positive solution {x1;x2} such that eventually x1a1(t)  x2b1(t). Then
Eq. (4) has a nonoscillatory solution.
Proof. The theorem assumptions yield that the function u(t)= x1a1(t)−x2b1(t)
is a nonnegative solution of inequality (12), where a and b are replaced by a1
and b1. Theorem 1 and Corollary 1.1 imply that Eq. (4) has a nonoscillatory
solution. ✷
Corollary 4.1. Suppose (a1)–(a3) hold for Eq. (4), there exist a1(t), b1(t) such
that
a1(t) a(t), b1(t) b(t), a1(t) b1(t),
and conditions (33) hold. Suppose additionally B11 = 0, B12 = 0, B21 = B22 = 0,
and there exists C > 0 such that
ln(eB11) < C <B12, (35)
a1(t)
B11
>
Cb1(t)
B12
. (36)
Then Eq. (4) has a nonoscillatory solution.
Proof. Under the conditions of the corollary the system (34) takes the form{
lnx1 > x1B11 − x2B12,
lnx2 < 0.
(37)
Inequalities (35) imply {x1;x2} = {1/B11;C/B12} is a solution of (37). Inequality
(36) implies x1a1(t) x2b1(t).
Hence Eq. (4) has a nonoscillatory solution.
5. Sturmian comparison method
In this section we will present some results from [13] obtained for Eq. (4)
by Sturmian comparison method. For more details about this method and its
applications to different classes of equations see [16,17,21].
We will assume in this section instead of (a1)–(a3), that the following con-
ditions hold:
(b1) a(t) 0, b(t) 0 are continuous functions;
(b2) h(t), g(t) : [t0,∞)→ R are continuous nondecreasing functions, h(t)  t ,
g(t) t , limt→∞ h(t)=∞, limt→∞ g(t)=∞.
Theorem 5 [13]. Let (b1), (b2) hold for Eq. (4), there exist a1(t), b1(t) such that
0 a1(t) a(t), b1(t) b(t),
L. Berezansky et al. / J. Math. Anal. Appl. 274 (2002) 81–101 97
and there exist finite limits (33). Suppose the following conditions hold:
(10) h(t) g(t),
(20) the system{
(B11B22 −B12B21)x1x2 +B11x1 −B22x2 − 1 = 0,
lnx1 − x1B11 + x2B12 < 0,
lnx2 + x1B21 − x2B22 > 0,
(38)
has a positive solution {x1;x2}.
Then all solutions of Eq. (4) are oscillatory.
In the next section we will give some applications of Theorem 5.
It is natural to apply Theorem 5 to the delay differential equation
x˙(t)+ c(t)x(r(t))= 0, t  t0, (39)
with an oscillating coefficient c(t).
Denote by a+(t), a−(t) any two functions such that a(t)= a+(t)− a−(t).
For example, we can put
a+(t) := |a(t)| + a(t)2 , a−(t) :=
|a(t)| − a(t)
2
.
Theorem 6 [13]. Suppose c(t) is a continuous function, r(t) is a continuous
nondecreasing function, r(t) t , limt→∞ r(t)=∞. Suppose there exist function
b and two pairs {c−, c+}, {b−, b+}, such that b−(t) c−(t), 0 b+(t)  c+(t).
In addition, suppose that there exist finite limits
lim
t→∞
t∫
r(t)
b−(s) ds = β−, lim
t→∞
t∫
r(t)
b+(s) ds = β+,
and β+ − β− > 1e . Then all solutions of Eq. (39) are oscillatory.
6. Examples and discussion
In this section we will present examples which demonstrate the sharpness of
the results obtained in the previous sections. We also compare our results with
known ones.
Example 1. Consider the equation
x˙(t)+ ax(t − δ)− bx(g(t))= 0, t  t0, (40)
where a > b  0, δ > 0, g(t)  t , limt→∞ g(t) = t , g(t) is a nondecreasing
function.
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We start with the oscillation conditions. Let in Theorem 5 be
a1(t)= a(t)= a, b1(t)= b(t)= b.
For Bij denoted by (33) we have B11 = aδ, B12 = bδ, B21 = B22 = 0. Then the
system (38) takes the form

x1 = 1aδ ,
ln 1
aδ
− 1+ x2bδ < 0,
lnx2 > 0.
(41)
System (41) is equivalent to
x1 = 1
aδ
, 1 < x2 <
1− ln 1
aδ
bδ
.
Inequality 1 < (1− ln 1
aδ
)/(bδ) is equivalent to
ae−bδ > 1
eδ
. (42)
Hence if (42) holds then the system (41) has a positive solution {x1;x2} and
therefore all solutions of Eq. (40) are oscillatory.
For nonoscillation conditions we will apply Corollary 4.1, with a1(t), b1(t)
denoted as before. Inequality (36) turns into C < 1. Then (35) holds if
ln(aδe) < bδ < 1. (43)
The first inequality in (43) is equivalent to
ae−bδ < 1
eδ
. (44)
Inequality (44) implies that aδ < 1. Hence (44) implies also the second inequality
in (43). Therefore if inequality (44) holds then Eq. (40) has a nonoscillatory
solution.
Example 2. Consider the equation
x˙(t)+ a√
t
x
(
t −√t )− b√
t
x(t − τ )= 0, t  t0 > 0, (45)
where a > b 0, τ > 0. Denote
a1(t)= a(t)= a√
t
, b1(t)= b(t)= b√
t
.
For Bij denoted by (33) we have B11 = a, B12 = b, B21 = B22 = 0.
By the same computation as in Example 1 we have the following results. If
ae−b > 1
e
, (46)
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then all solutions of Eq. (45) are oscillatory. If
ae−b < 1
e
, (47)
then Eq. (45) has a nonoscillatory solution.
Example 3. Consider the equation
x˙(t)+ a
t
x
(
t
µ
)
− b
t
x(t − τ )= 0, t  t0 > 0, (48)
where a > b  0, µ> 1, τ > 0. Denote
a1(t)= a(t)= a
t
, b1(t)= b(t)= b
t
.
For Bij denoted by (33) we have B11 = a lnµ, B12 = b lnµ, B21 = B22 = 0.
Again by the same computation as in Example 1 we have the following results.
If
ab−µ > 1
e lnµ
, (49)
then all solutions of Eq. (48) are oscillatory. If
ab−µ <
1
e lnµ
, (50)
then Eq. (48) has a nonoscillatory solution.
Example 4. Consider the equation
x˙(t)+ a
t
x
(
t
µ
)
− b
t
x
(
t
ν
)
= 0, t  t0, (51)
where a > b  0, µ > ν > 1. Corollaries 2.2 (4) and 3.1 imply the following
result. If
(a − b)
(
1+ a ln µ
ν
)
lnν >
1
e
,
then all solutions of Eq. (51) are oscillatory. If(
a − b
e
)
lnµ<
1
e
,
then Eq. (51) has a nonoscillatory solution.
Example 5. Consider the equation
x˙(t)+ [2A sin2(nπt)−Bt−α sin2(ωπt)]x(t − 1)= 0, t  t0, (52)
where A,B,α > 0, n is an integer.
100 L. Berezansky et al. / J. Math. Anal. Appl. 274 (2002) 81–101
We apply here Theorem 6. Let
b+(t)= c+(t)= 2A sin2(nπt), c−(t)= Bt−α sin2(ωπt),
b−(t)= Bt−α.
We have β+ =A, β− = 0. Theorem 6 yields that if
A>
1
e
, (53)
then all solutions of Eq. (52) are oscillatory.
Now let us discuss the above examples. In Examples 1–3 we obtained pairs of
explicit conditions which demonstrate the sharpness of Theorems 4 and 5.
In all the papers we know (see, for example, [1–8]) the authors consider Eq. (4)
only under the assumption that the delays are constant: h(t)= t − δ, g(t)= t − σ
and the inequality a(t) > b(t − δ + σ) holds. We study Eq. (4) with arbitrary
delays and in Examples 1–4 some interested kinds of delays were considered.
Instead of the inequality a(t) > b(t − δ + σ) we assume that a more natural
inequality a(t) > b(t) holds.
It is to be noted that conditions of Theorem 6 differ from the known ones (see
papers [18–20]). They are sharp since in Example 5 the constant 1
e
cannot be
replaced by a smaller one.
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