In recent years, with the emergence and rapid development of Generative Adversarial Networks (GANs), the generation of realistic images consistent with their semantics based on text description has become one of the most popular research directions in the field of computer vision. Although the idea of applying attention mechanism has been raised out in many implementation methods, it is required to treat the sub-regions of the generated images equally. For this reason, this paper proposes a novel generative adversarial networks, rdAttnGAN, which generate text to fine images by training multi-pair generators and discriminators. Comparing with the conventional models, it pays more attention to the representativeness and diversity of the generated images. In addition, an optimization method for calculating the similarity between the generated image and the text description is also introduced to enhance the representative judgment of the images. By paying more attention to the generation of important sub-regions of images, the model can further optimize the training of generators. In order to verify the effectiveness of our proposed framework, a comprehensive set of experiments are conducted on CUB dataset and COCO dataset. The results demonstrate viability to improve the representativeness and diversity of images with our rdAttnGAN.
I. INTRODUCTION
It is a very meaningful research to generate high-resolution and realistic images based on text descriptions. In industry, it not only provides assistance on a deeper visual understanding for the related research in the field of computer vision, but also has a wide range of realistic application. In photo editing and art designing, the results of this research supports the artists or designers to accelerate their work. Perhaps the algorithms in the video and image search engines that are now widely used will be replaced by this work one day. In academia, it has become one of the most popular research directions in the field of computer vision in recent years and has achieved remarkable results [1] - [8] . Recurrent Neural Networks (RNNs) and Generative Adversarial Networks (GANs) [9] are often combined to generate real images based on natural language descriptions. These methods have been The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan . able to produce satisfactory results in some areas, such as creating fine images of flowers or birds.
Although impressive results have been achieved, most of the existing image generation methodologies focus on global sentence vectors when training the conditional GANs. The helpful fine-grained image characteristics and word-level text information are ignored. At the same time, when evaluating the generated image, it is not considered that each subregion of the image has a different influence on the entire image. Such methods can hinder the generation of highquality images on the one hand, and reduce the diversity of generated images on the other hand. This problem becomes more serious when the scenes that need to be generated are more complex.
In order to solve these problems, inspired by AttnGAN [8] and Representativeness-Diversity Reward [10] , we propose our rdAttnGAN framework, an Attentional Generative Adversarial Networks which pay more attention to the representativeness and diversity of generated images. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Such a network can focus on the sub-regions of the image, i.e. giving more attention to important sub-regions of the image and the sub-regions with rich content. Thus, according to the text description and the image details of the previous stages, more and more fine and diverse images are generated through multiple stages.
The main contributions of this paper are twofold. (i) An attentional GAN (rdAttnGAN) is proposed, which focuses on the representativeness and diversity of generated images. The network can recognize the significance and diversity of image sub-regions on top of word-level details in image generation. This plays an important role in synthesizing more realistic images from text descriptions. The image generated by our rdAttnGAN has more vivid details than the existing text-to-image generative models, and enhances the overall stability of the generated images. (ii) The calculation method of the similarity between the generated image and the text description is optimized to better provide additional support for training generators. The method presented in this paper has been qualitatively analyzed and quantitatively validated on two widely used public datasets. Compared with the original AttnGAN model, the inception score is increased by 3.78% on CUB [11] dataset and 4.39% on COCO [12] dataset. And the diversity of the generated images looks better, which can be verified in the experimental part.
The main structure of this paper consists of five parts. In addition to this chapter, Chapter 2 describes the work related to Generative Adversarial Networks, text-to-image generation techniques, and so on. In the third chapter, the structure of rdAttnGAN is introduced, and the realization and key algorithms of judging the representativeness and diversity of images are introduced in detail. The work related to the experiment is introduced in Chapter 4, including the evaluation of the model itself, and the qualitative analysis and quantitative comparison between the experimental results and other existing text-to-image generation models. The fifth chapter summarizes the content of the whole paper.
II. RELATED WORK
In this part, we first briefly introduce the related concepts of GANs, then show the research progress in the field of textto-image generation, and finally share the research status of technologies related to our methods, namely diversity and representativeness.
A. GENERATIVE ADVERSARIAL NETWORKS
Recently, deep generative models have attracted widespread attention, including Variational Auto-encoders (VAE) [13] , autoregressive approaches [14] , GANs [9] . Compared with the other two deep generative models, the Generative Adversarial Networks (GANs) exhibits good performance [15] , [16] in terms of generating clearer samples. It is a model put forward by Goodfellow et al. [9] . The original GAN model contains a generator and a discriminator. The generator is optimized to produce samples that are distributed toward real data to achieve the purpose of deceiving discriminator.
The discriminator is trained in order to separate the true data distribution samples from the false samples generated by generator. There are a number of methods for studying how to better apply GANs to different fields, such as medical applications [17] , [18] , image synthesis [3] , [16] , [19] , and even the art field (music and paintings generation) [20] , [21] .
There are many challenges in implementing GANs models. Most GANs models tend to learn only one data distribution mode, which is prone to mode collapse, that is, the generator will produce the same images every time. Although the images are clear, they have not variety. Another major challenge is that the instability of training process, and the loss obtained during training do not converge. In order to solve these problems, a wide range of schemes have been proposed, such as modifying the loss functions [22] - [24] , modifying the architecture [25] - [27] , modifying the optimizer [28] , establishing a theoretical framework to analyze convergence and balance [23] , [29] , [30] , etc. In addition, how to evaluate the generative models is also a very important task. In addition to the inception score proposed by Salimans et al. [22] , Borji [31] also discussed the pros and cons of the evaluation indicators.
B. THE DEVELOPMENT OF GANS IN THE FIELD OF TEXT-TO-IMAGE GENERATION
Text-to-image generation is a very interesting research direction of GAN. Reed et al. [1] firstly propose a new training strategy for image-text matching, which can generate 64*64 resolution images. However, the images synthesized by this method not only lacks details and vivid parts of objects in many cases, such as the eyes and beaks of birds, but also has low resolution. In addition to the general problems mentioned in the first section of GANs training process, with the increase of the target image resolution, the difficulty of training will increase significantly.
In order to synthesize high-resolution images, many methods have been proposed. One is to add auxiliary information to the generator. Reed et al. [2] propose a generative adversarial what-where network (GAWWN). It shows that by adding additional conditions (such as the partial key points or bounding boxes of objects), the model can get position and content instructions to control the position of the object as it is generated, so as to improve the resolution of the image to a certain extent. Dash et al. [32] utilizes an auxiliary classifier (similar to [33] ) to assist the training of GAN generators to achieve text-to-image synthesis. Cha et al. [34] discuss the usage of perceptual loss on CNN pre-trained by ImageNet.
Another way to improve image resolution is to decompose previous difficult tasks into multiple subtasks. Denton et al. [15] trained multiple GANs in the Laplacian Pyramid Framework (LAP-GAN). For each layer of the pyramid, the image output from the previous level is conditionally generated as a residual image and then added back to the input image to generate a new image of the next layer. However, this model can only successfully generate 96*96 low-resolution images. Inspired by the above idea, Chen and Koltun [4] present a cascaded refinement network for synthesizing high-resolution scenes from semantic maps. Subsequently, Johnson et al. [6] propose a method using scene graphs as an intermediate medium. First, the text description is converted into a scene graph, and then obtaining images based on the scene layout through cascaded refinement network.
Increasing the number of generator and discriminator pairs can also improve image resolution. Zhang et al. [3] , [35] propose a multi-stage training method. It realizes text-to-image synthesis by stacking two GANs, and uses generators from different stages to generate images of different sizes. Finally, 256*256 compelling images can be generated. However, all GANs in these models are conditional on global sentence vectors, lacking word-level information for generating fine-grained images. Karras et al. [36] also suggest that GAN could be trained progressively to generate highresolution images by gradually adding symmetrical generators and discriminator layers. Our approach also refers to this idea.
C. DIVERSITY AND REPRESENTATIVENESS
Attention mechanism is playing a more and more important role in both industry and academic area, especially in the area of sequence transduction models. Literature [37] , [38] and [39] have successfully applied it in video classification, language understanding and representation, and financial data mining respectively. In the field of machine translation, research [40] has achieved advanced results by using only one attention model. Xu et al. [8] show a model consisting of multiple GANs stacked. Inspired by the idea of attention mechanism, an improved method is proposed to add attention-driven image details. This approach applied the attention mechanism for the first time to the GAN of text-to-image synthesis. However, this method only focused on multiple levels of text (such as word hierarchy and sentence hierarchy), but treated different sub-regions of the generated image equally when the generator is optimized. And we believe that the generation of certain important and representative areas in the image may need to be paid more attention to.
The research of video summarization provides new ideas for our method of optimizing text-to-image synthesis. Zhou et al. [10] design a reward function to consider the diversity and representativeness of generated summaries. The reward function judges the diversity and representativeness of the generated summaries, while DSN strives to obtain higher rewards by learning to generate more diverse and representative summaries. He et al. [41] use conditional feature selectors to guide GAN model and make it focus on the important time regions of the whole video frames. Inspired by these studies, we propose a method to evaluate the diversity and representativeness of different regions of the generated images. Fig. 1 shows the overall structure of our rdAttnGAN, which consists of an Attentional Generative Adversarial Network and a Deep Attentional Multimodal Similarity Model (DAMSM). An Representation-Diversity Reward Model (RD) is added to the generative network so that the generator can optimize key areas of the image while ensuring the diversity of the generated images. In the last stage of the VOLUME 8, 2020 generative network, the image generated in the previous stage is processed by RD model, and the network can obtain an image representation vector and an image diversity vector. Combining these two vectors with the text context vectors generated by the attention model to form a multi-modal context vector, a new RD image sub-region feature can be generated. In addition, by identifying the representativeness of the generated image, DAMSM can evaluate the importance of the sub-regions of the generated image, thereby paying more attention to the generation effect of the important regions of the image. These two items will be described in detail in sections 3.2 and 3.3 of this chapter.
III. MODEL

A. PRELIMINARIES
The Generative Adversarial Network (GAN) [9] contains a generator and a discriminator, which are trained alternately to compete with each other. The generator G is trained to generate an image, making it difficult for discriminator D to distinguish from the real image, and finally reproduces the true data distribution p data . Meanwhile, the discriminator D is optimized to distinguish synthetic images from real images generated by G. The training process of GAN is usually similar to a two-party game which has the following objective function,
By executing Eq. (1), the best G and D can be generated eventually. Where z is a noise vector sampled from the prior distribution p z (e.g., uniform or Gaussian distribution) and x represents the real image from the true data distribution p data . In actual training, the training goal of generator Gis not to minimize the value of log (1 − D(G(z))), but is modified to obtain the maximum value of log D(G(z)). This can alleviate the problem of gradient vanishing [9] . We use this goal in all experiments.
Conditional GANs [42] , [43] are an extension of GANs. Their generators and discriminators both receive additional conditioning variables c, resulting in G(z, c) and D(x, c). The condition GAN can be implemented to let generators to generate images conditioned by variables c.
B. GENERATIVE NETWORK WITH RD REWARD MODEL
In this section, we propose a new original representativenessdiversity reward model, which enables the generator to perform different processing on different sub-regions of the intermediate layer images, and finally generate new images according to the representativeness rewards and diversity rewards.
The proposed attentional generative network (shown in Fig. 1 ) has n stages, and each stage includes a generator (G 0 , G 1 , . . . , G n−1 ) and a discriminator (D 0 , D 1 , . . . , D n−1 ). These generators gradually generate images from small to large scales (x 0 ,x 1 , . . . ,x n−1 ) by inputting the hidden states (or called image features) (h 0 , h 1 , . . . , h n−1 ).
In Fig. 1 , z represents the noise vector that is typically sampled from a standard normal distribution. s represents the global sentence vector, while e represents the matrix of word vectors. CA is the Conditioning Augmentation [35] that adds conditions to s, which is a method used to enhance training data and avoid overfitting.
In the process of image generation, in order to enable the generator to focus on the generation of important image subregions, and take into account the diversity of the generated images, our method implements an RD reward model in the later stage of the network generation. Firstly, the output h n−2 ∼ N (µ, σ 2 ) of the previous stage is processed to get p. Among them, p i is the set of the remaining elements after removing part of the edge values from each image sub-region vector, p i ∈ (µ − 3σ, µ + 3σ ). Then, the diversity reward matrix in the RD model can be obtained by the following formula, where d is the result of normalization.
.
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Secondly, before calculating the attention image features h rd , it is judged whether or not each of the sub-regions of the image feature h n−2 generated in the previous stage is important. This idea is implemented by the following formula.
where r ∈ R N ×N is the representativeness reward matrix with diagonal elements all zero. r i is the degree of attention of the ith sub-region in the image features. In order to prevent over-fitting caused by excessive tensor, r i is obtained by normalizing the representation matrix. After that, h n−2 is updated by the image attention weight w.
According to the updated h n−2 and word features e, the context matrix a rd of image features can be calculated. Then enter it with the image features into the final layer to obtain the final image. It is worth mentioning that in the generative network, on the one hand, the generation of highresolution images requires more fine-grained details to be concerned, but the image output by the generators in the intermediate stages cannot provide sufficiently fine-grained details. On the other hand, if one step is added to calculate the image attention features at each stage, it will greatly increase the time it takes to train the model, especially when the model is trained on a large dataset, e.g. COCO dataset. Therefore, our method only implements the RD reward model in the final stage to optimize the rendering process of details.
Finally, in order to make the generated realistic image have not only word-level conditions but also sentence-level conditions, the objective function of rdAttnGAN is defined as the sum of generative network loss, CA loss and DAMSM loss.
Here, λ is a weight that determines the ratio of the first two terms in the above formula to L DAMSM . With the help of trained discriminators, the generators are optimized to minimize the loss of the attentional generative network by minimizing the L G to jointly approximate the conditional distributions and unconditional distributions [3] . The adversarial loss of generator L G i is designed as
The first term in Eq. (6) is conditional loss and the second term is unconditional loss. Whether the image and text description match is determined by conditional loss. And whether the image is real or fake is determined by unconditional loss. At the same time, the cross-entropy loss of the discriminator L D i is defined as
Similar to Eq. (6), the first two terms in Eq. (7) are conditional loss and the latter two are unconditional loss.
The second term of Eq. (5), L CA , is defined as the KL divergence between the standard Gaussian distribution and the Gaussian distribution of the training data. At the same time, in order to prevent this item from having too big or too small influence on the loss function, we also normalize the item to get NI.
The third term of Eq. (5), L DAMSM , represents the matching loss of image-text at the word level with the addition of image representative discrimination. It will be described in detail in Section 3.3.
C. RDATTNGAN WITH IMAGE REPRESENTATIVENESS DISCRIMINATION
After learning a text coder (bi-directional Long Short-Term Memory [44] ) and an image coder (pre-trained Inception-v3 model [45] , it is essentially a convolutional neural network), DAMSM can map words in a sentence and sub-regions of an image to a common semantic space. The fine-grained loss between the generated image and the textual description is then calculated by measuring the word-level imagetext similarity. This loss can help optimize the training of generators.
f ∈ R 768×289 is defined as the local feature matrix generated by Inception-v3 model. Each column in the matrix represents a feature vector of a sub-region in the image. 768 and 289 represent the dimension of local feature vector and the number of sub-regions of the image, respectively. We judge the importance of the sub-region vectors in the extracted local feature matrix f by the following formula, so as to more significantly represent the generation effect of the important image sub-regions when calculating the loss of the DAMSM.
Here, a ∈ R 289×289 is a matrix in which all diagonal elements are zero. We represent a ij by calculating the cosine similarity between the ith sub-region and the jth sub-region. Then we similarly normalize the attention matrix. Thereafter, by using f a = f a, the attention matrix a is added to the local feature matrix f to measure the representation of the generated images.
Ultimately, the loss of DAMSM can be expressed as
where L w 1 and L w 2 are the loss functions calculated by the sub-regions of the image and the words of the sentence, while L s 1 and L s 2 are calculated by the global image vector v and the global sentence vector s. α 1 and α 2 correspond to the weights of the two loss functions, respectively. Because we believe that when calculating the matching loss of finegrained image-text, the sentence-related and word-related loss functions should have different importance.
D. IMPLEMENTATION DETAILS
After repeated experiments, the hyperparameters in this section are set to α 1 = 1.1, α 2 = 0.9. The learning rate is set to 0.0002. At the same time, set λ = 5 on the CUB dataset to train 250 epochs, while set λ = 50 on the COCO dataset to train 120 epochs.
IV. EXPERIMENTS
Several experiments have been carried out to evaluate the image generation effect of rdAttnGAN, which emphasizes image representativeness and diversity. Firstly, we separately study the two components of rdAttnGAN: the generative network and the DAMSM. After that, we compare our model with other models [1] - [3] , [8] , [35] , [46] , which are advanced GANs previously used for text-to-image synthesis, for qualitative analysis and quantitative results. In the experiments, our goal is to prove that our method can generate real images more efficiently and better.
Dataset: Like the dataset used in the previous text-toimage synthesis methods, our method is also validated on CUB [11] dataset and COCO dataset [12] . Table 1 shows the statistics for the two datasets.
Evaluation: Following the method of Zhang et al. [35] , the inception score [22] is used by us as the quantitative evaluation measure for image generation. In order to compute the inception score, each model randomly selects invisible text descriptions and generates 30,000 images. Each candidate text description contains a ground truth and 99 mismatching descriptions of random selection.
In addition, we also perform qualitative examinations and analysis on samples generated by our method. Specifically, the intermediate results of the generative network are checked by the attention visualization (Fig. 3 ). Due to space limitations, only the top 5 most-focused words are displayed in each attention model. 
A. COMPONENT ANALYSIS
In this section, we perform quantitative and qualitative analysis of our methods separately. Firstly, rdAttnGAN and its variants are quantitatively evaluated (see Fig. 4,5 and Table 2 for the results). ''rdAttnGAN1'' in Table 2 represents an attention model in which two generators are stacked, while ''rdAttnGAN2'' represents a structure that contains two attention models and three generators stacked (as shown in Fig. 1 ). In addition, as illustrated in Fig. 2, Fig. 3 and Fig. 6 , the images generated by our method are qualitatively checked, and the effects of image generation are also evaluated.
In order to test the proposed L DAMSM emphasis on image representativeness, we adjust the value of λ in Eq. (5) and the values of α 1 , α 2 in Eq. (10). ''rdAttnGAN1'' is used to search for the best value of λ while ''rdAttnGAN2'' model is used to determine the proportion of word loss and sentence loss in DAMSM loss, and ultimately generate more detailed images. To ensure the quality of image generation as much as possible, we find its optimal value by increasing the value of λ until the inception score of the model begins to decline on the validation set. Through experiments we can find that a larger λ can significantly improve inception score (see Table. 2 and Fig. 5 ). When increasing the value of λ from 0.1 to 5, the inception score of the rdAttnGAN1 can be found to be increased from 4.10 to 4.32 on CUB dataset. At the same time, as the α 1 value increases and the α 2 value decreases in rdAttnGAN2, the inception score on CUB dataset has a certain increase from 4.35 to 4.39. These comparisons on the one hand indicate that an appropriate increase in the weight of the L DAMSM helps to generate higher quality images using given textual descriptions. On the other hand, it also shows that under the condition of strengthening the important regions of the image, it is more helpful to optimize the generation of image details by appropriately increasing the proportion of the fine-grained detail loss of the word level. Besides, owing to the limitation of GPU memory, we did not build another model which contains more attention models.
Next, the qualitative analysis of our method is carried out. The intermediate results of the method are shown in Fig. 3 . Because only global sentence vectors are used as input and the details described by words are lacking in the first stage, the output image resolution is low and can only show the outline and colors of objects roughly. The G 1 and G 2 stages add more details by adding word vectors to generate higher resolution images. In the latter two stages, some sub-regions of images can be inferred from the output image of the previous stage. For these sub-areas, reduce their importance and assign the same attention to all words. Such sub-regions are shown in black in the intermediate result graph. For other subareas that have corresponding semantic meanings in the text description, attention is assigned to the words most relevant to them. These sub-regions are shown as bright areas in Fig. 3 . The remaining unrecognized sub-regions in the image are not representative regions (such as background regions), and their representation is also reduced.
According to the intermediate results produced by the model, the words ''bird'' and ''this'' are commonly used to locate objects on CUB dataset. While some words that describe the properties of objects, such as the color of a bird and the size of the wings, are used to improve the detail of image drawing. These observations on the one hand prove that rdAttnGAN can truly understand the detailed semantics of the text description, while reducing the attention to some less important sub-regions in the image. Another conclusion of the observations is that the latter attention model can deal with some new words missing from the previous attention model. This shows that rdAttnGAN can provide richer information in the later stage and generate higher resolution images.
B. COMPARISON WITH PREVIOUS METHODS
We use a variety of methods to generate images on the CUB and COCO test sets based on textual descriptions to VOLUME 8, 2020 FIGURE 6. A comparison of the sample images generated by the original AttnGAN and our rdAttnGAN on the CUB test set. Among them, the upper part of each module is the result of AttnGAN's, and the lower part is the image generated by our method. It can be seen that the results of our method are richer in detail and more diverse. compare our rdAttnGAN with the previous GANs models. As shown in Table 3 , compared with the previous optimal inception score of 4.23 on CUB test set, our method obtains an inception score of 4.39 under the same experimental environment, while the inception score on COCO test set also increases from 25.28 to 26.39. The experimental results show that rdAttnGAN, which pays more attention to the representativeness and diversity of the generated images, can generate high-resolution images with fine details more efficiently. This is because it applies a new RD reward model, which enables the generative network to better capture more representative sub-region levels and fine word-level information from text to image in the process of image generation. Moreover, by comparing the calculated standard deviations of the output results, we can find that the image generated by our method has smaller standard deviation, which indicates that the image generated by our method is more stable.
Not only that, by comparing the image generated by our method with those generated by the original AttnGAN (as shown in Fig. 6 ), it is easy to see that the content of the image generated by our method is more abundant. This proves that the images generated by our method have better diversity. And because the RD reward model is only added in the last stage of the generative network, it does not have a great impact on the training efficiency of the entire method. Under the same hardware environment, the training time of our method is only less than 2% longer than the original AttnGAN. This shows that our method can generate higher quality images without affecting the efficiency.
V. CONCLUSION
In this paper, an attentional generative adversarial network, which pays more attention to the representativeness and diversity of generated images, is proposed to realize fine image synthesis based on textual descriptions. Firstly, the RD reward model is implemented in the attentional generative network for generating high-precision images by optimizing more important and representative regions in the image. Secondly, the characterization evaluation of each sub-region of the image is introduced when calculating the word-level image-text matching loss to optimize the training of rdAttnGAN generators. Our method has been proved to be superior to previous models. The inception score has been increased by 3.78% on CUB test set and 4.39% on COCO test set. In addition, compared to the original AttnGAN, the images generated by our method are also more diverse. A large number of experimental results demonstrate the validity of the concept of image representativeness and diversity proposed in this paper in rdAttnGAN. 
