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Abstract
We present a novel pipeline to estimate reverberant
spatial audio object (RSAO) parameters given room
impulse responses (RIRs) recorded by ad-hoc micro-
phone arrangements. The proposed pipeline performs
three tasks: direct-to-reverberant-ratio (DRR) estima-
tion; microphone localization; RSAO parametrization.
RIRs recorded at Bridgewater Hall by microphones
arranged for a BBC Philharmonic Orchestra perfor-
mance were parametrized. Objective measures of
the rendered RSAO reverberation characteristics were
evaluated and compared with reverberation recorded
by a Soundfield microphone. Alongside informal lis-
tening tests, the results confirmed that the rendered
RSAO gave a plausible reproduction of the hall, com-
parable to the measured response. The objectification
of the reverb from in-situ RIR measurements unlocks
customization and personalization of the experience
for different audio systems, user preferences and play-
back environments.
1 Introduction
Object-based audio offers exciting opportunities for
the next generation of spatial audio, both in pro-
duction and reproduction stages [1]. The metadata
parameters that are associated with audio objects spa-
tially describe the sound scene [2]. In environments
such as theatres, concert halls, or stadiums, the envi-
ronment’s spatial acoustics are as important as those
of the sources within [3]. In this paper, we concen-
trate on reverberation, which can create impressions
of source distance, source width, room size and scene
depth [4]. In the literature, parameters characterizing
the reverberation are typically estimated by compact
microphone arrays. In [5] and [6] a Soundfield micro-
phone was employed to record room impulse responses
(RIRs) in B-Format. In [7], a 3D layout of four mi-
crophones was proposed. Instead, in [8, 9] circular
arrays were utilized.
However, for surround sound and spatial audio pro-
duction of live and studio performance recordings,
professional microphone recording techniques primar-
ily utilize ad-hoc arrangements of individual micro-
phones or microphone pairs. This is to best record
the signals of interest, by exploiting microphone prox-
imity to the target source [10]. Both direct sound and
early reflections are important to recreate a spatial
impression that is plausibly similar to the recorded
environment’s [3]. Microphones that are close to mu-
sical instruments will mainly capture the main sound,
whereas microphones far from the stage will mainly
capture the reverberation.
Several signal processing methods have been re-
cently proposed, trying to solve some of the most
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Figure 1: Block diagram of the proposed method.
common issues with ad-hoc microphone arrangement
recordings, such as microphone asynchronicity [11]
and localization [12]. Furthermore, algorithms have
been proposed that exploit ad-hoc microphone ar-
rangements, to deal with problems such as signal
enhancement [13] and source separation [14].
Acoustic reflector localization is another problem
that is tackled in the literature, and several state-of-
the-art methods can be applied to ad-hoc microphone
arrangements. In [15], the main interest was on the
reflection permutation problem. In other words, the
issue of labeling reflections that are detected at dif-
ferent microphone positions as corresponding to the
same acoustic reflector. A cost function minimiza-
tion was employed in [16] to simultaneously localize
microphone, source and reflector positions. In [17],
a geometric approach was employed to identify the
acoustic reflector locations, by exploiting the reflection
times of arrival (TOAs). In [18], single microphones
were utilized by recording multiple source positions.
This paper’s main contribution is a method to en-
code reverberant spatial audio objects (RSAOs) [9, 19]
from room impulse responses (RIRs) recorded at ad-
hoc distributed microphones. As depicted in Figure 1,
this method is composed of three steps: (1) the micro-
phone classification, which thresholds the RIR direct-
to-reverberant ratios (DRRs) [20]; (2) the microphone
localization, to estimate the unknown microphone po-
sitions by employing different source locations [21];
(3) the RSAO parameterization, that exploits the
ellipsoid tangent consensus (ETSAC) algorithm to
parameterize early reflections [17], and algorithms
similar to [9, 19] for the late reverberation. A sec-
ond contribution is the method’s application to RIRs
recorded at Bridgewater Hall (Manchester, UK) for a
BBC Philharmonic Orchestra evening performance.
The rest of the paper is organized as follows: Sec-
tion 2 defines those theoretical aspects representing
the foundation of the proposed methodology; in Sec-
tion 3, the proposed method is described; Section 4
presents simulations with synthetic RIRs, and experi-
ments undertaken by using the Bridgewater Hall RIRs;
finally, the overall conclusion is drawn by Section 5.
2 Background Definitions
The proposed method aims to estimate the RSAO
parameters given RIRs recorded by an ad-hoc mi-
crophone arrangement. In this section, the general
foundation of the method is presented, by providing
definitions of RIRs and RSAOs. Furthermore, a brief
overview of possible ad-hoc microphone arrangements
is provided.
2.1 Room Impulse Response
A RIR is an acoustic signal, carrying information
related to the environment where it is recorded. It is
composed of: the direct sound, the early reflections
and the late reverberation [22], as it is highlighted in
Figure 2. A RIR recorded between microphone i and
source j can be defined as:
ri,j(n) =
Tm∑
k=0
[hi,j,k(n−ni,j,k)]+di,j(n−ni,j)+gi,j(n),
(1)
where n is the discrete time variable; h(·) an impulse;
k the reflection index (k = 0 represents the direct
sound); d(·) an exponential decaying function repre-
senting the late reverberation; g(·) the background
Gaussian noise; Tm the mixing time (i.e. the point of
separation between early reflections and late reverber-
ation [23]).
2.2 Reverberant Spatial Audio Object
Through a set of parameters, an editable spatial de-
scription of the room acoustics is defined. These
parameters represent the RSAO [9]. The RSAO pa-
rameters can be divided into two groups: the direct
sound and the early reflection parameters; the rever-
beration parameters. Specifically, the former are the
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Figure 2: RIR direct sound (yellow), early reflections
(red) and late reverberation (grey) highlighted by
different colors. Modified from [4].
TOAs; directions of arrival (DOAs); and digital fil-
ter coefficients, which approaximate the reflections’
coloration. The latter are the mixing time and the
octave band late energy decays [19]. By following
this distinction, here, different algorithms are applied
to different microphones in the ad-hoc arrangement,
to estimate the RSAO early reflection and the late
reverberation parameters.
2.3 Ad-hoc Microphone Arrange-
ments
Ad-hoc microphone arrangements are usually em-
ployed in live performance recordings, and consist
of multiple microphones that are scattered in space to
better capture the sound field. Different from typical
microphone arrays, in ad-hoc arrangements, micro-
phones are not systematically positioned. Therefore,
information related to the microphone positions is not
available, and signal processing methods must be per-
formed blindly [24]. Another common issues, that is
related to the unknow positioning, is the microphone
calibration. For ad-hoc arrangements of microphones,
their level and time delay are heavily dependent on
their position in the room [21]. Calibration methods
have been proposed for various kinds of distributed
microphone setup [25, 26, 16, 21]. In this paper, we
assume the microphone signals to be synchronized,
thus reducing the calibration problem to microphone
localization [21].
3 Proposed Method
In this section, the proposed method to estimate
RSAO parameters, given RIRs recorded through ad-
hoc microphone arrangements, is described. First,
microphones are classified into two groups, depending
on their DRR; second, those microphones having high
DRRs are localized; third, microphones having high
DRR are used to estimate the RSAO early reflection
parameters, whereas the microphones with low DRR
estimate the RSAO late reverberation.
3.1 Microphone Classification
The later microphone localization and early reflection
parametrization steps require an estimate of the direct
sound and reflection TOAs. As it will be discussed
later, in Section 3.2 and 3.3, these TOAs are estimated
by applying to RIRs a peak-picking algotrithm, the
Dynamic Programming Projected Phase-Slope Algo-
rithm (DYPSA) [27]. However, when a microphone is
located far from the sound source, the direct sound
and early reflection peaks are more difficult to be
found in RIRs, since they carry energies which are
comparable with the reverberation tail. Therefore,
only those microphones which are closer to the sound
source have to be used to estimate the early reflections.
With this aim, the proposed method’s first step esti-
mates each microphone’s DRR via a state-of-the-art
algorithm [20].
For each i-th microphone and j-th source RIR, the
direct sound TOA ni,j,0 is determined by DYPSA [27].
The direct response is segmented, by a Hamming
window of size W . The energy is then calculated for
both the direct sound segment and the rest of the
RIR as:
EDi,j =
N∑
n=1
[ri,j(n) ·H(n− ni,j,0)]2,
EREVi,j =
N∑
n=1
[ri,j(n) · (1−H(n− ni,j,0))]2,
(2)
respectively, where N is the number of samples, and
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Figure 3: 2D visualization (i.e. circular) of a spherical
probability distribution (left) made by summing P =
10 Gaussians; and joint probability of four probability
distributions (right), drawn as different colored circles
representing their means. The colored points show
the source positions.
H(n) is the Hamming window. The DRR is obtained:
DRRi,j =
EDi,j
EREVi,j
. (3)
As it will be shown in Section 3.3, for each micro-
phone, all the L sources will be employed to localize
a reflection. It is thus important to be able to extract
information about the same reflection from each of
the L RIRs recorded at the same microphone position.
Therefore, microphones with DRRs above a threshold
K for all the L sources form the first class, and they
will be employed to calculate early reflection param-
eters; those microphone where at least one source
generates DRR below K form the other class, and
they will be utilized to parametrize the reverberation
tail.
3.2 Microphone Localization
The second step of the proposed pipeline is the micro-
phone localization. This is a step which is required
when ad-hoc arrangements of microphones are uti-
lized, since their exact positon in space is usually
unknown [21]. By assuming L source positions Bj as
known, we propose a similar approach to the classical
multilateration [15, 25].
The direct sound TOAs ni,j,0 are estimated by
DYPSA [27]. By assuming the sound speed c0 as
known, the direct sound TOA is converted to the
source-microphone distance as ρi,j = ni,j,0 · c0 [9]. In
the 3D space, a point can be defined in the Cartesian
system as the vector X = [x, y, z]T. A sphere having
centre on the j-th source Bj and radius equal to ρi,j
defines infinite putative points X of the i-th micro-
phone position Ai. However, to take into account the
TOA estimation error, we define the sphere surface
as the mean of a 3D probability distribution. Such a
distribution can be constructed by linearly combining
3D Gaussians [28]. By randomly defining P points
on the sphere, P Normal distributions are defined as
fj,p(X) = N (X|µj,p,Σj,p), having mean vector µj,p
which contains the coordinates of that p-th point, and
covariance matrix Σj,p. By calculating the mixture
of these P distributions, the probability distribution
having mean as the sphere surface is obtained as:
fj(X) =
P∑
p=1
fj,p(X) =
P∑
p=1
N (X|µj,p,Σj,p). (4)
An example of this distribution is depicted, in its 2D
version, in Figure 3. This kind of formulation was
chosen to define a simple model of the microphone
location Ai. If the number of samples P is correctly
chosen, the whole spherical area is accurately sampled,
and the model provides a good approximation of Ai.
Nevertheless, in situations where errors in estimat-
ing ni,j,0 are large, spheres would have completely
wrong radii. This would propagate the errors to the
calculation of the joint probability distribution that
is described in the paragraph below.
By employing L sources, the joint probability of
the L distributions is then found by multiplying them
as F (X) =
∏L
j=1 fj(X). The microphone position
can be then found as the point having the maximum
likelihood:
Ai = argmax
X
F (X). (5)
As it is going to be shown in Section 4, this approach
is able to correctly localize microphones in ad-hoc
arrangements. Nevertheless, it is not robust to local
maxima in F (X). Therefore, more advanced optimiza-
tion methods may be employed, e.g. by exploiting
iterative algorithms aiming to maximize F (X) at each
iteration.
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3.3 RSAO Parametrization
The third step is the RSAO parameterization. Sim-
ilar to what was done in [9, 6] for compact micro-
phone arrays, here, we propose a method to estimate
RSAO parameters from ad-hoc microphone arrange-
ments. The parameters defining each early reflection
are the TOA, the DOA, and all-pole IIR filter coef-
ficients defining the reflection coloration. The late
reverberation parameters are the mixing time, and
frequency-dependent decays.
Early reflections. For estimating the early reflec-
tion parameters, we first estimate the reflection TOAs,
from the M1 high-DRR-microphone signals. Reflec-
tions are identified within the RIRs by DYPSA [27].
However, also high-order and spurious reflections are
detected by DYPSA. Methods to avoid this permu-
tation issue can be found in the literature [16, 29].
Nevertheless, tackling this problem is not the aim of
this paper, therefore, we manually label the first-order
reflections detected by DYPSA, assigning to each of
them the related reflector (i.e. wall, ceiling or floor).
Single microphones are utilized to analyze single
reflections. For each j-th of the L RIRs recorded at
each i-th microphone, the reflection corresponding to
the k-th reflection is selected. The DYPSA outputs
(i.e. the TOAs) are then exploited to find the k-th
acoustic reflector by employing the ellipsoid tangent
sample consensus (ETSAC) method [17]. The ellip-
soid has the property that the sum of the distances
between points on its surface and its foci is constant.
The TOA of the reflection yields the length of the
reflection path. An ellipsoid having major axis equal
to the k-th reflection path and foci on the i-th micro-
phone and j-th source thus represents infinite putative
points where the k-th acoustic reflector is tangent [17].
By generating L ellipsoids (i.e. one for each source
available), the acoustic reflector corresponding to the
k-th reflection that is under investigation, is found
by searching for their common tangent plane. The
idea is to randomly select a certain number of points
on the ellipsoids and verify which one generates the
plane that is closest to the common tangent one. For
a more detailed description of ETSAC, the reader can
refer to [17].
Having source Bj and reflector pk positions, the
k-th early reflection RSAO parameters (i.e. TOAs,
DOAs, and coloration) are estimated as in [9], with
respect to the rendered listening position D =
[Dx, Dy, Dz]
T. The k-th image source Bj,k =
[Bx,j , By,j , Bz,j ]
T is localized by mirroring Bj us-
ing pk as mirror surface [30]. TOA is calculated
through the Euclidean distance between source and
image source as ni,j,k = ||Bj − Bj,k||/c0, where
|| · || is the `2-norm operator. The azimuth and
elevation DOAs are calculated by exploiting the
Cartesian to spherical coordinate system translation
as θi,j,k = arctan[(By,j,k − Dy)/(Bx,j,k − Dx)] and
φi,j,k = arccos[(Bz,j,k−Dz)/||Bj,k−D||], respectively.
Finally, each k-th reflection is characterized of 16 co-
efficients that defines an IIR filter approximating the
coloration [9]. This coefficients are calculated by linear
predictive coding (LPC) [31].
Late reverberation. The late reverberation pa-
rameters (i.e. mixing time and decays) are calculated
as in [9, 6] from the M2 low-DRR microphones, de-
termined by Equation 3. The mixing time calculation
follows the perceptual based approach proposed in [23].
It is related to the room volume V and total reflective
surface S as Tm = 20 · V/S + 12, in milliseconds. V
and S are calculated from the six estimated reflectors.
For the late reverberation frequency-dependent de-
cays, we choose to divide di,j(n − ni,j) in B = 9
subbands [9]. This is done through octave band FIR
filters. The cut off frequency for the low-pass filter is
88 Hz, and the one for the high-pass filter is 11.3 kHz.
Analysis in the time domain is then performed for
each band. The parameter defining the energy de-
cay is the exponential power eb,i(n), where b is the
frequency band index. The Schroeder’s algorithm is
used to estimate it, by calculating the reverberation
time (RT60) [32]. The envelopes are then averaged
over the M2 microphones [9]:
eb(n) =
1
M2
M2∑
i=1
eb,i(n). (6)
4 Simulations and Experiments
Simulations were designed to evaluate the early re-
flection analysis, by determining the image source
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localization error, given by the combination of the
microphone localization and ETSAC. Three scenarios
were analyzed: localization of a single reflector in the
3D space; localization of four walls in the 3D space;
localization of the six boundaries of a shoebox-like
room.
The experiments with recorded data were run by
employing a dataset of ad-hoc microphone RIRs,
recorded at the Bridgewater Hall, in Manchester, UK.
RSAO parameters were extracted by applying the
proposed pipeline, and synthetic RIRs reconstructed.
RSAO parameters were also estimated by using a
Soundfield microphone [6], and synthetic RIRs pro-
duced to be compared with the proposed method’s.
4.1 Experimental Details
Simulations and experiments were run to determine
the proposed method accuracy. Here, we describe the
data and the metrics chosen for the evaluation.
4.1.1 Simulated Data
The simulated room has dimensions 23.97× 32.22×
21.89 m3, and RT60 1.6 ms, matching the Bridgewater
Hall’s, i.e. the environment recorded for the exper-
iments (see Section 4.1.2). RIRs were generated by
employing the image source method [30]. Additive
Gaussian noise (with energy 60 dB lower than the
direct sound’s) was summed to the generated RIRs,
to simulate both measurement and background noise.
Three different setups were simulated. The first
one was composed of: a single reflector (modeled as
a plane at x = 0), 4 sources, and 15 microphones.
The sources were placed at the same positions as
the ones employed to record the Bridgewater Hall
dataset. The microphones were randomly positioned.
However, they were constrained to have coordinates
0 < x < 23.97 m, 0 < y < 32.2 m and 0 < z <
21.89 m. For the second setup, four planes simulating
the room walls were positioned at x = 0 m, x =
21.97 m, y = 0 m, y = 32.22 m. 15 microphones and
4 sources were positioned to have same height (i.e.
same z coordinate). The third setup simulated the
full 3D shoebox representation of the Bridgewater
Hall (i.e. six planes). Different from the other two
2
3
.9
7
 m
32.22 m
13.40 m
8.16 m
18.23 m
Figure 4: The recording setup plan view with: the
source positions (red circles); the six estimated micro-
phone positions (blue circles); the rendered listening
positions (green spot). The sources are at 2.37 m of
height. The hall height is 21.89 m.
setups, 100 microphones were randomly positioned, to
cover the whole space, and have enough information
regarding every reflector. Also the 4 source positions
were randomly selected.
4.1.2 Bridgewater Hall Dataset
The Bridgewater Hall is Manchester’s international
concert venue. It is home to the BBC Philharmonic
orchestra, and the RIR employed in this paper were
recorded during one of their performances, in February
2017. Although having an octagonal shape, for the
purpose of this paper, it has been assumed to have
a shoebox-like shape. The Bridgewater Hall plan
view is drawn in Figure 4. The RT60, averaged over
the octave bands between 250 Hz and 8 kHz, is 1.6 s.
It was calculated from the W (omni) channel of a
Soundfield microphone.
The employed recording setup was composed of
40 microphones arranged following an ad-hoc con-
figuration to allow BBC recording the Philharmonic
orchestra. 4 source positions were recorded. They
were placed on the stage, as depicted in Figure 4.
In the same figure, the 6 microphones classified by
the DRR-based thresholding approach, to perform
the early reflection analysis, are also depicted. These
positions were estimated by the proposed microphone
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localization method.
4.1.3 Evaluation Metrics
Spatial errors are used as evaluation metric for the sim-
ulations. They are defined as Euclidean distances be-
tween first-order image sources, calculated from the es-
timated reflector positions (i.e. by using Mirrored ET-
SAC [17]), and the respective position groundtruths.
Where multiple reflectors are simulated, the mean
over all the first-order image sources is reported.
Similar to [6], for the experiments with recorded
data, we employed five objective metrics: RT60, early
decay time (EDT), clarity (C50), interaural cross-
correlation (IACC), and DRR. To analyze the late
reverberation, the RT60 was calculated by estimating
the 60 dB decay, by curve fitting the RIRs over the
range -20 to -80 dB (i.e. the instant at -20 dB is
the reference used to calculate the mixing time in
Section 3.3), in octave bands between 500 Hz and
8 kHz. The RT60 is linked to the overall perception of
room size [4]. For real-world stimuli where the signal
continues during the decay, the EDT is thought to be
a better indicator of perceived reverberance [33]. The
EDT is calculated as the decay between the range 0
to -10 dB, for each octave band between 500 Hz and
8 kHz. To give an overall measure of the rendered
early reflection energy, the clarity index, estimated
over the first 50 ms following the direct sound (C50),
was used [34]. The DRR, that we already defined in
Section 3, was also used as being informative regarding
the perceived source distance.
Finally, the IACC was calculated [35]. The IACC
gives an indication of the spatial properties of the
rendered RIRs: high IACCs indicate highly local-
ized sounds; low IACCs significant diffuse energies.
IACC is a binaural metric, hence, to calculate it,
binaural RIRs were generated from the RSAO pa-
rameters. A set of anechoic binaural RIRs (BRIRs)
was employed [36]. By choosing the closest measured
directions to the estimated direct sound and reflection
DOAs, the BRIRs were generated by placing these
binaural impulses at the correspondent TOAs. The
IACC was calculated for two time periods: between
0 and 100 ms (IACC Early); the rest of the BRIR
(IACC Late). IACC Early gives an indication of the
Figure 5: Reflector localization simulations for a single
wall (top), and the whole room boundaries (middle).
The bottom plot represents the Bridgewater Hall re-
sults. Circles represent the microphone (blue) and
source (red) positions. The dashed lines are the plane
groundtruths.
accuracy of spatial rendering the early reflections, and
IACC Late measures how diffuse the rendered rooms
are during the late reverberation.
4.2 Results
The results obtained from both simulations and exper-
iments are reported here. Furthermore, the informal
listening test output is also discussed.
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4.2.1 Simulation Results
Simulations were run to evaluate the reflector localiza-
tion performance, given ad-hoc microphone arrange-
ments, which is one of the main contributions for this
paper. The method is composed of microphone lo-
calization and ETSAC. Three main simulations were
performed: the first one aimed to localize a single
planar reflector; the second one four planar reflectors
arranged to simulate room walls; the third one all
the planar reflectors of the virtual 3D room. The
single reflector localization error is 0.303 m, i.e. a
value similar to when ETSAC is used with compact
microphone arrays [17]. For the other simulations, the
error is 1.016 m for the four wall case and 1.178 m for
the full room. These comprise errors propagated from
the microphone localization, and errors produced by
ETSAC.
These simulations demonstrate the proposed re-
flector localization method to produce high quality
estimations, also in conditions where the microphone
positions are unknown. The estimated planes, for the
single plane and full room simulations, are shown in
Figure 5.
4.2.2 Experimental Results
The experiments were performed by employing RIRs
recorded at the Bridgewater Hall. The RSAO param-
eters were calculated by using the proposed method
for ad-hoc microphone arrangements. For compari-
son, they were also calculated from RIRs recorded
by a Soundfield microphone [6]. In both cases, from
the RSAO parameters, synthetic RIRs were rendered
at the same listening position (i.e. the green circle
in Figure 4). The objective metrics, defined in Sec-
tion 4.1.3, were then calculated for the obtained RIRs.
The results of the two approaches are compared in
Figure 6. There, on each plot, information about the
just-noticable difference (JND) is drawn as dashed
lines. In the literature, JNDs were defined as: 20 %
of the RT60 [37]; 5 % of the EDT [38]; ±0.2 of the
IACC [39]; ±5 dB of the DRR [20]; ±3 dB of the
C50 [40].
Ad-hoc and Soundfield microphones. The top
three plots (i.e. RT60, EDT and IACC Late) show
the rendered reverberance perceptual performance.
The proposed approach for ad-hoc microphones gen-
erates a reverberation tail that is not perceptually
different from the one produced by the Soundfield
microphone. They have non-noticeable differences in
both decays and spatial properties. In fact, both the
EDT and IACC Late for the ad-hoc microphone fall
inside the respective JND zones. Moreover, the RT60
estimated by the ad-hoc microphone approach almost
coincides with the one obtained from the Soundfield
microphone. This similarity is also shown in Figures 7
and 8. In Figure 7, the time-frequency domain of
the RIRs rendered by the two different approaches
are compared. It is evident that the time decays are
similar, for almost every frequency. Figure 8 makes
this observation even stronger, by showing that the
ad-hoc microphone-based RT60s is inside the JND
area, for almost every frequency.
The bottom three plots of Figure 6 present those
evaluation metrics that are related to the direct sound
and early reflection perception. In general, the per-
ceptual differences between the early reflection pa-
rameters estimated through the proposed method for
ad-hoc microphone arrangements, and a Soundfield
microphones are almost non-noticeable (red circles in
Figure 6). Both IACC early and DRR are inside their
respective JND bands, that means that the spatial
properties of the reflections are similar, and the source
is perceived as having the same depth. However, C50
is slightly outside its JND. This is due to reflections
being estimated by observing them from different mi-
crophone positions. Early reflections that are param-
eterized by the Soundfield approach by considering
the strongest ones at the omni channel RIR [6] may
not coincide with the strongest reflections detected at
other microphone positions. This discrepancy is also
visible in Figure 7.
Further experiments and informal tests. Ad-
ditional experiments were performed to demonstrate
the importance of the DRR-based thresholding sys-
tem, that we proposed in Section 3. RSAO parameters
were calculated by employing two further variants of
the proposed pipeline for ad-hoc microphone arrange-
ments. The first variant does not use any thresh-
olding system to discriminate among microphones.
Instead, it randomly selects six microphones to es-
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Figure 6: Comparison of RSAOs from ad-hoc microphone arrangement and Soundfield microphone. The
dashed lines are the JNDs. Different colored circles represent different variants for the early reflection
estimation.
timate the early reflections. The other variant also
does not employ the proposed DRR-based threshold-
ing system. Instead, a single microphone (i.e. the
closest to the rendered listening position) is selected
for the early reflection analysis. The results are in
Figure 6 and, as expected, show the importance of
the proposed DRR-based microphone classification,
to obtain performance improvement over the alterna-
tives. A thoughtful analysis on the energies at each
microphone allows to employ those RIRs carrying
robust information about the early reflections.
Finally, although objective metrics are important
to quantify the performance of the proposed pipeline
to estimate RSAOs from ad-hoc microphone arrange-
ments, subjective plausibility of the object-rendered
reverberation has to be addressed. Informal listening
to the rendered BRIRs, over headphones, revealed
that the overall perception of the room was retained
after object-based encoding and rendering. Further-
more, by comparing the proposed approach BRIRs to
the ones rendered from Soundfield microphone RSAOs,
there were not significant perceptual differences to
note.
5 Conclusion
A novel pipeline was proposed, to estimate RSAO
parameters given ad-hoc microphone arrangement’s
RIRs. Simulations demonstrate the reflector localiza-
tion approach, proposed to analyze the early reflection,
to provide high quality results. Experimental results
from RIRs recorded at the Bridgewater Hall showed
the method can plausibly reproduce the original envi-
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Figure 7: Spectrograms of the RIRs rendered from
ad-hoc and Soundfield microphones.
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Figure 8: RT60s of the RIRs rendered from ad-hoc
and Soundfield microphones.
ronment’s acoustics. By employing objective metrics,
and informal listening tests, it has been proved that
the rendered RIRs have similar perceptual properties
to RIRs rendered from RSAO estimated by using a
Soundfield microphone. The objectification of the
reverb from in-situ RIR measurements unlocks cus-
tomization and personalization of the experience for
different audio systems, user preferences and playback
environments.
Future work may look at improving the microphone
localization step. Furthermore, efficient methods to
align in time the early reflections detected at different
microphone positions may be investigated.
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