In the test suite generation problem (TSG) for software systems, I is a set of n input parameters where each I ∈ I has κ(I) data values, and O is a collection of subsets of I where the interactions of the parameters in each O ∈ O are thought to affect the outcome of the system. A test case for (I, O, κ) is an n-tuple (t 1 , t 2 , . . . , t n ) that specifies the value of each input parameter in I. The goal is to generate a smallestsized test suite (i.e., a set of test cases) that covers all combinations of each O ∈ O. The decision version of TSG is known to be NP-complete.
Introduction
Black-box testing is a form of software testing that seeks to determine if a program meets its specification from the behavioral or functional point-of-view. Typically, the total number of black-box test cases is extremely large. Testers are faced with the challenge of determining a subset of the test cases or test suite that is small enough so that all the chosen test cases can be executed within the current available resources, and extensive enough so that the test cases can expose most of the system's defects.
Several methods for constructing test suites combinatorially (e.g. [3, 9, 10, 19] ) can be framed in the following manner: let I = {I 1 , I 2 , . . . , I n } be a set of n input parameters where each I ∈ I has κ(I) data values. Let O be a collection of subsets of I where the interactions of the parameters in each subset O ∈ O are thought to affect the outcome of the system. A test case T for (I, O, κ) is an n-tuple (t 1 , t 2 , . . . , t n ) that specifies each input parameter's value; i.e., t s is a value of I s for s = 1, . . . n. If O = {I s 1 , I s 2 , . . . , I sr }, then the test case T covers one combination of O: (t s 1 , t s 2 , . . . , t sr ). The goal is to generate a smallest-sized test suite so that every combination of every O ∈ O is covered by some test case in the test suite. We shall call such a test suite optimal and denote the problem as the test suite generation problem (TSG) .
Consider the example from [19] : a program has three input parameters A, B and C whose data values are respectively {1.5, 3.6}, {North, South, East, West}, and {TDC, BDM}. Thus, there are a total of 2 × 4 × 2 = 16 test cases for the program. A popular method of software testing, first used in the AETG system [3] , checks all pairwise interactions of the input parameters; i.e., I = {A, B, C} and O = {{A, B}, {A, C}, {B, C}}. Eight test cases are sufficient as shown below. A 1.5 3.6 1.5 3.6 1.5 3.6 1.5 3.6 B North North South South East East West West C TDC BDM BDM TDC TDC BDM BDM TDC On the other hand, Schroeder and Korel noted that this program has two output parameters W and Z. Suppose W is dependent on A and C, and Z is dependent on B only. 1 In their testing method, it is sufficient to cover all combinations of O = {{A, C}, {B}}; four test cases are enough as shown below. A 1.5 3.6 1.5 3.6 B North South East West C TDC BDM BDM TDC Solving TSG is likely going to be hard. Seroussi and Bshouty have shown that deciding if a size-4 test suite is sufficient for an arbitrary (I, O, κ) is NP-complete [20] . In the special case when O consists of all the t-wise combinations of I for some t ∈ Z + , a test suite for (I, O, κ) is called a mixed (t-wise) covering array. Additionally, when κ is a constant function, i.e., all I ∈ I have the same number of data values k, the test suite is simply called a (t-wise) covering array. Many efficient 2 constructions of optimal-sized covering arrays exists (see Hartman [10] and references therein) most of which are obtained via results on orthogonal arrays, a type of combinatorial design. The existence of these constructions rely on the size of I and the values of t and k. There are, however, far fewer constructions available for creating optimal mixed covering arrays. Among them is the work by Moura et al. [16] where they were able to determine the optimal size of the test suites when |I| = 4 and for some cases when |I| = 5.
We note though that knowing how to create optimal mixed covering arrays does not mean that we can also create optimal test suites for TSG. To see this, suppose a software system has four input parameters I 1 , I 2 , I 3 , I 4 with 15, 2, 3, 10 data values respectively and O = {{I 1 , I 2 }, {I 2 , I 3 }, {I 3 , I 4 }}. It is easy to create a test suite of 30 test cases for this software system -which is optimal since I 1 and I 2 have 15 × 2 = 30 combinations. If we take a mixed covering arrays approach, we will have to replace O with O where the latter consists of all pairwise tuples of I. Thus, although our original problem does not require it, the mixed covering array will have to make sure that all 15 × 10 = 150 combinations of I 1 and I 4 are covered so its size is at least 150, five times more than the size of the optimal test suite.
Since TSG is NP-hard, a lot of work has also been devoted to approximating the best test suite. In the context of finding the smallest pairwise covering array, Cohen et al. [3] suggested the following greedy algorithm: Let C consist of all the combinations of all the subsets O ∈ O. At each iteration, (i) pick a test case T that covers the most number of combinations in C, (ii) remove from C the combinations covered by T , and (iii) add T to T . Stop when C is empty; i.e. all combinations of each O ∈ O have been covered. They showed that the resulting test suite T is guaranteed to have size at most 1 + log 2 N × k 2 ≤ 1+log 2 N ×OP T where k is the number of data values of all the parameters in I, N = n 2 k 2 , the total number of combinations of all O ∈ O, and OP T is the size of an optimal test suite for (I, O, κ). Cheng et al. [2] noted that, in fact, the greedy algorithm is applicable to all instances of TSG, and it can be shown that the size of the test suite it produces is at most (1 + ln |O|) × OP T . The approximation factor in this bound is slightly better because it is dependent on the size of O only and not on N . Unfortunately, while the algorithm produces small test suites, its running time is slow because finding the test case T at every iteration in the algorithm is non-trivial (e.g., see [6] ). Many researchers have designed heuristics for finding T or modified the algorithm altogether to make it more efficient (e.g., [3, 12, 21] ). Others [4, 5] used techniques like hill-climbing and simulated annealing to generate test suites. In empirical tests, these heuristics seem to produce small test suites but do not have provably good bounds on the sizes of the resulting test suites.
More recently, Colbourn et al. [6] found a way to speed up the above greedy algorithm for finding small mixed pairwise covering arrays. Recall that every combination of every pair of parameters {I i , I j } of I must be covered by the covering array. At the beginning of each iteration of the greedy algorithm, let r i,j be the number of combinations of {I i , I j } that still lie in C. Thus, |C| = {i,j} r i,j . Instead of picking a test case that covers the most number of combinations in C at each iteration, they choose a test case T that is guaranteed to cover at least δ = {i,j} r i,j κ(I i )κ(I j ) of the combinations in C. If we let I 1 and I 2 be the two parameters with the largest number of data values so that κ(I 1 )κ(I 2 ) ≥ κ(I i )κ(I j ) for every pair of parameters I i , I j ∈ I, then δ ≥ {i,j}
. That is, T always covers at least a constant fraction of the combinations in C. One can then show that the number of iterations the algorithm would take for C to be empty is at most 1+log 2 N ×OP T , where N is again the total number of combinations of all the pairs in O. In their paper, Colbourn et al. outlined an efficient method for choosing T . Hence, their modified greedy algorithm is a polynomial-time algorithm that produces mixed pairwise covering arrays of size at most 1 + log 2 N × OP T . Note, however, that because the greedy algorithm bound of (1 + ln |O|) × OP T is applicable to all instances of TSG, we shall use it as the basis for comparison of our algorithms' performances.
Our Results. Since O is a collection of subsets of I, the pair (I, O) is a hypergraph. In particular, if each set in O has size 2, (I, O) is a graph. We adopt this perspective throughout our work. In this paper, we present new families of software systems (I, O, κ) for which we can construct optimal test suites efficiently. Our results differ from the ones known for covering arrays and mixed covering arrays in that we do not assume that O contains all t-wise combinations of I for some t. Our first family of software systems is completely characterized by the structure of (I, O). In particular, we prove that if (I, O) is a bipartite graph, a cycle, or a hypertree then, for any function κ, (I, O, κ) has an optimal test suite that can be constructed efficiently. The construction is graph theoretic in nature -a departure from the techniques used for creating optimal covering arrays. Our second family of software systems is characterized by a combination of the structure of (I, O) and the function κ, and is based on constructions of orthogonal arrays and ordered orthogonal arrays. Finally, our third family of software systems is characterized, in its simplest version, by the function κ alone. We show that as long as κ(I s ) and κ(I t ) are relatively prime for every pair of parameters I s and I t in I then, for any (I, O), (I, O, κ) has an optimal test suite that can be constructed efficiently. The construction is a direct consequence of the Chinese Remainder Theorem.
We then use our first and second families of software systems to create test suites for arbitrary software systems. When (I, O) is a graph, our strategy produces a test suite T whose size is guaranteed to be at most log 2 n × OP T in time polynomial in the size of (I, O) and T . Thus, we match the bound of the greedy algorithm but improve its running time. Since our strategy is also sensitive to the structure of (I, O), the "simpler" (I, O) is, the better is the bound on the size of T . We present our first two constructions in Sections 2 and 3. We present our third construction and conclude in Section 4.
We note that Meagher and Stevens [15] were the first ones to consider covering arrays for graphs. Shortly after we submitted this paper, we learned that Meagher et al. independently proved in [14] that when (I, O) is a bipartite graph or a cycle then (I, O, κ) has an optimal test suite for any κ. Their constructions have some similarities with ours. 
We shall store the test cases of T as columns of an n × |T | array whose rows are indexed by I 1 , . . . , I n . 3 If T has the smallest size among all the test suites of (I, O, κ), we say that T is an optimal test suite. In particular, if T has exactly (O, κ) = max{ Is∈O κ(I s ), O ∈ O} test cases, it must be optimal.
In Section 2, we use a type of test suites called equitable test suite as building blocks. We say that a test suite T for (I, O, κ) is equitable if, for each I s ∈ I, every value of I s occurs at least |T |/κ(I s ) times, and for values 0, 1, . . . , z where z = (|T | − 1) mod κ(I s ), exactly |T |/κ(I s ) times. It is easy to increase the size of T and still keep it equitable: simply add the test case (t 1 , t 2 , . . . , t n ) where t s = |T | mod κ(I s ) for s = 1, . . . n. We call this operation ADD(T ). We will also need to decrease the number of values of a particular input parameter I s from k s to k s in T . Let T denote the set of test cases in T whose I svalues are in [k s ]. Let T = T − T . Initialize z to |T |. For each T ∈ T , do the following: replace the I s -value of T with t s = z mod κ(I s ), add the modified T to T , and increment z by 1 
In the next lemma, we let N (v) denote the neighbors of v in G. We will also contract V to v (i.e., "shrink" V to v) so that the resulting graph has V − V ∪ {v} as its vertex set, and each edge (x, y) that has x ∈ V is replaced by (v, y). Loops and multiple edges will be deleted.
Lemma 2.2. For (I, O, κ), let I z be one of the parameters in I with the most number of data values. Suppose N (I z ) is an independent set and, among all the parameters in N (I z ), I y has the most number of data values. Let (I , O , κ |I ) be obtained by contracting N (I z ) to I y . If T is an equitable test suite of (I , O , κ |I ), then (I, O, κ) has an equitable test suite of size at most |T |.
Proof: Arrange the test cases of T as columns of an array. Let us extend T to a test suite T for (I, O, κ) as follows: for each I ∈ N (I z ) − {I y }, (i) append a row indexed by I that is an exact copy of the row indexed by I y ; (ii) decrease I's number of values from κ(I y ) to κ(I) using MODIFY.
The number of columns in the array was never increased so |T | = |T |. By building T from T , we guarantee that (i) T is equitable because T is equitable and MODIFY preserves equitability, and
is an independent set. Thus, (I y , I t ) ∈ O and so T covers all combinations of (I y , I t ). But I's row in T is an exact copy of I y 's row except that the values of I y that do not belong to [κ(I)] are modified. Hence, T covers all combinations of (I, I t ) as well.
We are now ready for our first major result in this section.
has an equitable optimal test suite of size (O, κ).
] is valid, equitable, and optimal for (I, O, κ). Assuming the theorem is true when |I| ≤ r, let us now show it is true when |I| = r + 1. Let I z be the parameter with the most number of values in I. Consider all its neighbors. Case 1. I z has only one neighbor I y . In this case, I y is a cut vertex in G. Let G 1 consist of the single edge (I z , I y ), and let
We know that (G 1 , κ |Iz,Iy ) has an equitable test suite of size κ(I z )κ(I y ). Since G 2 remains a connected bipartite graph and I 2 has r vertices, (
Case 2: I z has more than one neighbor. Since G is bipartite, N (I z ) is an independent set. Let I y be the parameter in N (I z ) with the most number of values. 
The set O − O consists of sets of the form {I t , I z } and {I t , I v }, where I t ∈ N (I z ) and I v ∈ N (N (I z )) while O − O consists of sets of the form {I y , I v } where I v ∈ N (N (I z )). But for such I t 's and I v 's, κ(I y ) ≥ κ(I t ) and κ(I z ) ≥ κ(I v ) by our choice of I y and I z . Hence,
. And since {I y , I z } ∈ O ∩ O , it must be the case that the sets with the largest number of combinations in O and in
We have now shown by induction that if G = (I, O) is a connected bipartite graph then (I, O, κ) has an equitable test suite of size (O, κ). It is straightforward to check that the theorem remains true even if G is not connected.
In the appendix, we transform the proof above into a recursive algorithm that runs in O(|I||O| + |I| (O, κ)). Let us now work out an example on constructing test suites for (I, O, κ) when (I, O) is a bipartite graph. Let (I, O, κ) be represented by graph G 1 shown in Figure 1 Since N (I 2 ) was contracted to I 4 , the row indexed by I 5 in T 4 is a copy of I 4 's where the number 3 is replaced by other numbers in {0, 1, 2} using MODIFY. The parameter I 3 was deleted from G 3 so the number of test cases in T 4 is increased first so that T 3 would have enough to cover the combinations of I 3 and I 5 . These test cases are marked in bold case below. Then the test cases in T 4 are sorted based on their I 5 -values and the row for I 3 is appended. (Note that according to Lemma 2.1, we should append two rows first -one for I 5 and one for I 3 -so that all the combinations of (I 5 , I 3 ) are covered and then remove the row for I 5 . Clearly, this is equivalent to just appending the row of I 3 .) The parameter I 1 was deleted from G 2 so the test cases in T 3 are increased again and sorted based on their I 5 values. The row for I 1 is appended so that all combinations of (I 1 , I 5 ) are covered. Finally, N (I 1 ) was contracted into I 5 so the row indexed by I 6 in T 1 is a copy of I 5 's where the number 2 is replaced by values in {0, 1} using MODIFY.
We also use the same approach in the proof of Theorem 2.3 to show that the next theorem is true. We now use Theorem 2.3 to generate a test suite for software systems where (I, O) is an arbitrary graph.
Corollary 2.5. If (I, O) is a q-colorable graph, q ≥ 2, then (I, O, κ) has a test suite of size at most log 2 q × (O, κ). Furthermore, provided a q-coloring of (I, O) is given, the test suite can be constructed in O(log q × (|I||O| + |I| (O, κ))) time.
Proof: Let us show that every q-colorable graph can be covered by log 2 q of its bipartite subgraphs. First, let K q be the complete graph on V = {0, 1, . . . , q − 1}. Dumitrescu [7] gave the following construction. For each j ∈ V , let j i denote the ith digit in the binary representation of j. For i = 1, . . . , log 2 q , let H i be the subgraph of K q whose edge set consists of pairs (j, j ) such that j i = j i . H i is bipartite because V can be partitioned into two sets: one contains all j such that j i = 0 and another contains all j such that j i = 1. Since any two integers in V differ in at least one digit in their binary representation, every edge in K q is covered by at least one graph in {H 1 , . . . , H log 2 q }.
Next, consider a q-coloring of G = (I, O) using the colors 0, 1, . . . , q − 1. Let I j denote the set of parameters in G assigned the color j. For i = 0, 1, . . . , log 2 q , let G i be the subgraph of G whose edge set consists of edges between I j and I j provided j i = j i . By the same argument as above, the graphs in {G 1 , . . . , G log 2 q } are bipartite and cover all the edges of G. It is easy to check that once the q-coloring of G is found, generating the G i 's take O(|O| log q) time.
Let (I, O i , κ) denote the software system that corresponds to G i . From Theorem 2.3, (O, κ) ) time, the runtime in the corollary follows.
Let n * be the number of nodes in the largest connected component of (I, O). Since an n * -coloring of (I, O) can always be found quickly, the above result implies that we can efficiently construct a test suite for (I, O, κ) whose size is at most log 2 n * × (O, κ). But notice that |O| ≥ n * − 1 so our bound is as competitive as the one for the greedy algorithm. It is in fact better if (I, O) is a dense graph, or q is smaller than n * and a q-coloring of (I, O) can be found quickly. In the next section, we shall show that our bound can be further improved when the function κ satisfies certain conditions. Next, we extend our technique to hypertrees for our second main result in this section. Given a hypergraph H, a sequence v 1 e 1 v 2 e 2 . . . v p e p v p+1 is a path if the v i 's and e i 's are distinct vertices and edges in H, and v i , v i+1 ∈ e i for i = 1, . . . p. If v p+1 = v 1 , the sequence is a cycle. It is easy to verify that in a cycle-free hypergraph, any two edges have at most one vertex in common. A hypergraph is connected if, for every pair of vertices v i and v j , there is a path from v i to v j . It is a hypertree if it is cycle-free and connected. Lemma 2.6. Let H be a hypertree and e be an edge in H. Deleting e from H creates |e| connected components each of which is also a hypertree.
Proof: Let H denote the hypergraph obtained by deleting e from H. Since H is acyclic, every connected component of H is acyclic as well (i.e., it is a hypertree). Furthermore, every v i ∈ e must belong to some connected component of H (even though the component may have no edges). Since v i cannot belong to two or more connected components of H , H has at most |e| connected components. Now, if two vertices in e, v i and v j , belong to the same connected component of H , then the path from v i to v j in H together with e forms a cycle in H. This is a contradiction. Hence, H has exactly |e| connected components. If H i has no edges (i.e., I i is a singleton and O i is an empty set), let T i simply consist of a single row where its jth entry equals j mod κ(I i ) for j = 0, . . . , (O, κ) − 1. If H i has at least one edge, by our assumption, it has an equitable test suite T i of size (O i , κ). Increase the size of T i to (O, κ) using ADD. Let us now assemble the test cases in
The rows in T will be indexed first by the parameters in H 1 , followed by the parameters in H 2 , and so forth. For each combination (t s 1 , t s 2 , . . . , t s |O 1 | ) of O 1 , do the following: (i) for i = 1 to |O 1 |, find an unused test case T i ∈ T i whose I s ivalue equals t s i and mark T i as used. Since T i is equitable, |T i | = (O, κ), and O 1 has the most number of combinations, we will always find such a T i . (ii) Form the test case T by concatenating T 1 , T 2 , . . . T |O 1 | into a single column, and add T to T .
Our assembly process ensures that T covers each combination of O 1 . Furthermore, because the T i 's are equitable test suites that cover all the combinations of all the sets in O , T is valid and equitable for (I, O, κ). And since there are exactly (O, κ) combinations of O 1 , |T | = (O, κ). By induction, it follows that our theorem is true.
Like the test suite generation scheme in Theorem 2.3, the proof above can be transformed into a recursive algorithm that runs in time polynomial in the size of (I, O) and (O, κ). The following corollary is immediate.
Corollary 2.8. If the hypergraph (I, O) can be covered by q of its partial hypergraphs (I i , O i ), i = 1, . . . , q, all of which are hypertrees, then (I, O, κ) has a test suite of size q × OP T , where OP T is the size of an optimal test suite of (I, O, κ).
Construction 2: an OA and OOA-approach
In this section, we make use of a well-studied family of combinatorial objects known as orthogonal arrays (OA) and its generalization ordered orthogonal arrays (OOA) to construct our test suites. Since the introduction of covering arrays, orthogonal arrays have been used to create test suites. We are presenting Theorem 3.1 and its corollaries so that we can frame the results of orthogonal arrays in the context of our view that (I, O) is a hypergraph, and use their proofs as a gentle introduction to the rest of the results in this section.
An n × λk t array A with entries from a k-element set S is an orthogonal array with k levels, strength t and index λ, or OA λ (n, k, t) for short, if every t × λk t subarray of A contains each t-tuple of S exactly λ times as a column. Of interest to us are orthogonal arrays of index 1.
Recall that a hypergraph H = (V, E) is q-partite if V can be partitioned into q sets so that for each e ∈ E no two nodes in e belong to the same partite set. Theorem 3.1. Suppose (I, O) is a q-partite hypergraph, κ is a constant function where κ(I) = k for each I ∈ I, and (O, κ) = k t for some t ∈ Z + , t ≤ q. If an OA 1 (q, k, t) exists then (I, O, κ) has a strongly equitable optimal test suite of size (O, κ).
Proof: Let I 1 , I 2 , . . . , I q be the q partitions of I. Let A be a q × k t orthogonal array OA 1 (q, k, t) whose entries belong to the set [k] . We create a test suite T for (I, O, κ) by letting the row indexed by each I ∈ I i be an exact copy of the ith row of A for i = 1, . . . , q. Since A has k t columns, T has k t test cases. Now, let O = {I s 1 , I s 2 , . . . , I sr } ∈ O. Clearly, r ≤ t because (O, κ) = k t . Furthermore, no two parameters in O belong to the same partite set so these parameters' rows in T correspond to different rows in A. If r = t, then the subarray of T formed by the rows of I s 1 , I s 2 , . . . , I sr contains each tuple of [k] t as a column exactly once because A is an orthogonal array. If r < t, there must be a set O such that O ⊆ O and no two parameters in O belong to the same partite set. Applying the previous argument, all the combinations of O must be covered exactly once by T . This means that all combinations of O are covered exactly |T |/k t−r = k r times. Hence, T is a strongly equitable test suite for (I, O, κ).
Bush [1] proved that whenever k is a prime power, and 0 ≤ t ≤ k + 1, an OA 1 (k + 1, k, t) exists. Thus, we have the following corollary.
Corollary 3.2. Let k be a prime power, t be an integer such that 0 ≤ t ≤ k + 1. If (I, O) is a (k + 1)-partite hypergraph, κ is a constant function with κ(I) = k for each I ∈ I, and (O, κ) = k t , then (I, O, k) has a strongly equitable optimal test suite of size (O, κ).
The above result can now be applied to the special case when (I, O) is a graph. Corollary 3.3. Let k be a prime power. If (I, O) is a q-colorable graph, q ≥ 2, and κ(I) = k for each I ∈ I, then (I, O, κ) has a test suite of size at most log k+1 q × (O, κ).
Proof: When (I, O) is a q-partite graph, we employ the same technique in Corollary 2.5 (except that we use the (k + 1)-ary representation of an integer rather than its binary representation) to create log k+1 q (k + 1)-partite subgraphs of (I, O) so that together the subgraphs cover (I, O). We then construct optimal test suites for the software systems that correspond to the (k + 1)-partite subgraphs using orthogonal array OA 1 (k + 1, k, 2) on the set [k], and combine them together to form a test suite for (I, O, κ). Since there are log k+1 q such test suites all of size k 2 , the theorem follows.
While the above corollary provides a better bound for the size of a test suite of (I, O, κ) when κ is a constant function than the one given in Corollary 2.5, it does not seem to be particularly useful in other situations. When κ is not a constant function, simply replacing each κ(I) with the smallest prime power k such that k ≥ {max κ(I) : I ∈ I} is not a good strategy because the size of the optimal test suite for the modified software system can be θ(k) times that of the optimal test suite of (I, O, κ) when (I, O) is a graph. For example, suppose (I, O) is a 3-cycle where κ(I 1 ) = p, a prime number, and κ(I 2 ) = κ(I 3 ) = 2. The optimal test suite for (I, O, κ) has size 2p but rounding κ(I 2 ) and κ(I 3 ) to p will require a test suite of size p 2 . 4 To fix this situation, we introduce base-k functions, and modify Bush's construction for orthogonal arrays so they become suitable for these types of functions.
Let k be a positive integer. We say that a function κ : I → Z + is base-k if it maps each I ∈ I to a power of k. It turns out that base-k functions approximate arbitrary κ's well in the following sense. Next, we describe a very simple construction of OA 1 (k, k, 2) due to Bush [1] that is based on the Galois Field GF (k) where k is a prime power. Let A be a k × k 2 array. Index its rows by the elements of GF (k): α 0 , . . . , α k−1 , and its columns by the k 2 polynomials of maximum degree 1 over GF (k): φ 0 , . . . , φ k 2 −1 . Set the value of A ij to φ j (α i ) for each i and j. Now consider a 2 × k 2 subarray of A. No two of its columns indexed by say, φ j and φ j , are equal because φ j − φ j is a polynomial of maximum degree at most 1 and cannot have more than one zero. Hence, all the pairwise combinations of the elements of GF (k) occur exactly once in this 2 × k 2 subarray of A. If the addition and multiplication tables of GF (k) are known, constructing A takes O(k 3 ) time. It turns out that the elements of GF (k) can be chosen and the columns of A rearranged to obtain stronger properties about A as stated in the next lemma. The proof can be found in the appendix. See an example of an orthogonal array that satisfies the conditions of Lemma 3.5 in Figure 2 . We are now ready for the first main result of this section. Theorem 3.6. Let k be a prime power and z ∈ Z + . If (I, O) is a k z -partite graph, κ is a base-k function, and (O, κ) = k 2z or k 2z+1 , then (I, O, κ) has a strongly equitable optimal test suite of size (O, κ).
Proof: Let us first assume that (O, κ) = k 2z . Let the k z partite sets of I be I 1 , I 2 , . . . , I k z . Let A be a k z × k 2z orthogonal array OA 1 (k z , k z , 2) obtained using Bush's construction and an array that respects the properties in Lemma 3.5. Recall that A[r] is the array obtained by replacing each α i by α i mod r in the entries of A. Replace each α i in A[r] by i so that their entries belong to [r] for r = 1, k, k 2 , . . . , k z . We will construct a test suite for (I, O, κ) in a manner very similar to the one we used in Theorem 3.1 except that the rows of T will be copied from
Since κ is a base-k function and (O, κ) = k 2z , there are at most 2z + 1 distinct number of data values among the parameters in I : {k 0 , k 1 , k 2 , . . . , k 2z }. For each partite set I j , let I j,l denote a parameter in I j with k l values.
• If l ≤ z, let the row indexed by I j,l in T be an exact copy of the jth row in A[k l ].
• If l > z, let the row indexed by
Clearly, each row in T has length k 2z so T has k 2z test cases. Let us now prove that it is a strongly equitable test suite for (I, O, κ).
Case 1: l 1 ≤ z, l 2 ≤ z. When l 1 = l 2 = z, both the rows indexed by I j 1 ,l 1 and I j 2 ,l 2 in T belong to array A and so must cover the k z × k z combinations of O exactly once. When l 1 , l 2 ≤ z, then for i = 1, 2, the row indexed by I j i ,l i is almost an exact copy of the row indexed by I j i ,z except that each value v is replaced by v mod k l i . We just showed that T would have covered all combinations of (I j 1 ,z , I j 2 ,z ) so it must do likewise for (I j 1 ,l 1 , I j 2 ,l 2 ) . Furthermore, each combination of (I j 1 ,l 1 , I j 2 ,l 2 ) appears k z−l 1 × k z−l 2 times because of the way I j i ,l i is obtained from I j i ,z for i = 1, 2.
Case 2: l 1 < z < l 2 or l 2 < z < l 1 . Without loss of generality, assume l 1 < z < l 2 so the row indexed by I j 1 ,l 1 is a row from A[k l 1 ]. According to Lemma 3.5 , and the fact that we replaced each α i by i, the row is a sequence of k 2z−l 1 permutations of 0, 1, . . . , k l 1 − 1. On the other hand, the row indexed by I j 2 ,l 2 consists of k 2z−l 2 0's, k 2z−l 2 1's and ending with k 2z−l 2 k l 2 − 1's. Since k l 1 divides k 2z−l 2 , it follows that every combination of O is covered exactly k 2z−(l 1 +l 2 ) times in T .
Since l 1 , l 2 > z is an impossibility, we have now shown that for every O ∈ O, every combination in O is covered the same number of times in T . When (O, κ) = k 2z+1 , our construction for T is similar with a few modifications:
• If l ≤ z, let the row indexed by I j,l in T consist of k copies of the jth row in
The resulting test suite T is strongly equitable in this case for the same reasons when (O, κ) = k 2z .
In the above construction, creating the array 
Consider the software system example in the previous section, shown in Figure 1 , except that this time we replace each κ(I) with κ (I) = 2 log κ(I) . Hence, (O, κ) = 32 = 2 5 . According to the proof of Theorem 3.6, because 32 = 2 2·2+1 and (I, O) is bipartite, we can construct the rows of I 2 and I 4 , I 5 , I 6 based on the first two rows of the orthogonal array OA 1 (4, 4, 2) in Figure 2 while I 1 and I 3 's rows simply consist of 2 2 0's, 2 2 1's, and so forth ending with 2 2 7's. The test suite is shown below. 
Using the subgraph covering technique we used in Corollary 2.5, the next corollary is immediate.
Corollary 3.7. Let k be a prime power and z ∈ Z + . If (I, O) is a q-colorable graph, q ≥ 2, κ is a base-k function, and (O, κ) = k 2z or k 2z+1 then (I, O, κ) has a test suite of size at most log k z q × (O, κ).
When κ is not a base-k software system, we define κ (I) = 2 log 2 κ(I) and generate an optimal test suite for (I, O, κ ). Applying Lemma 3.4, we have the following corollary.
Corollary 3.8. Suppose κ is not a base-2 function in (I, O, κ). Let κ (I) = 2 log 2 κ(I) , and let z be the smallest integer so that (O, κ ) ≤ 2 2z or 2 2z+1 . If (I, O) is a q-colorable graph, then (I, O, κ) has a test suite of size at most 4 log 2 z q × (O, κ). Moreover, if the q-coloring of (I, O) is given, then the the test suite can be constructed in O(log q × (|O| + f (2 z )+ (O, κ) 1.5 +|I| (O, κ))) time where f (2 z ) is the time needed to construct the addition and multiplication tables of GF (2 z ).
Hence, when z >> 4 the above corollary produces a bound on the size of (I, O, κ)'s test suite that is better than the one found in Corollary 2.5. Next, we attempt to extend the result in Theorem 3.6 to the case when (I, O) is a general hypergraph for the second main result of this section. To do so, we make use of a generalization of orthogonal arrays.
An nl × λk t array A with entries from a k-element set S is an ordered orthogonal array OOA λ (n, l, k, t) if the rows can be partitioned into n groups of l rows each, denoted by R 1 , R 2 , . . . , R n where R i = {r ij : 1 ≤ j ≤ l}, so that the following condition is true: whenever t = n j=1 t i where each t i is a non-negative integer such that t i ≤ l then the t × λk t subarray of A formed by taking the first t i rows of R i , i = 1, . . . , s, contains each t-tuple of S exactly λ times as a column. Notice that when l = 1, then an OOA λ (n, l, k, t) is an OA λ (n, k, t). Below is an example of an OOA 1 (2, 2, 3, 2). O) is a q-partite hypergraph, κ is a base-k function, and (O, κ) = k t for some t ∈ Z + . If an OOA 1 (q, t, k, t) exists then (I, O, κ) has a strongly equitable optimal test suite of size (O, κ).
Proof: Let I 1 , I 2 , . . . , I q be the q partite sets of I. While each I i can contain many parameters, these parameters can only have t + 1 types of number of data values: k 0 , k 1 , . . . , k t because (O, κ) = k t . Denote by I ij ∈ I i a parameter with κ(I ij ) = k j . Let A be an OOA 1 (q, t, k, t) whose elements are from the set [k]. We shall denote A's rows as r 11 , . . . , r 1t , . . . , r q1 , . . . , r qt as stated in the definition of OOA's. We create a test suite T for (I, O, κ) in the following manner. For each i,
• when j = 0, let the row indexed by I ij simply consist of all 0's; • when j > 0, let the row indexed by I ij be r i1 k 0 + r i2 k 1 + . . . + r ij k j−1 . That is, the hth entry in the row indexed by I ij is r (h) In particular, (x q 1 1 , . . . , x q 1 s 1 , x q 2 1 , . . . , x q 2 s 2 , . . . , x q l 1 , . . . , x q l s l ) is a tuple of [k] t . But notice that this combination appears exactly once as a column in the subarray of A formed by the rows r q 1 1 , . . . , r q 1 s 1 , r q 2 1 , . . . , r q 2 s 2 , . . . , r q l 1 , . . . , r q l s l because A is an OOA 1 (q, t, k, t). Consequently, this means that (v 1 , v 2 , . . . , v l ) appears exactly once as a column in the subarray of T indexed by I q 1 s 1 , I q 2 s 2 , . . . , I q l s l .
Choose s 1 such that s 1 + s 2 + . . . + s l = t. By case 1, all the combinations of O = {I q 1 s 1 , I q 2 s 2 , . . . , I q l s l } are covered exactly once. By our construction of the rows of T , the hth entry in the row indexed by I q 1 s 1 is the hth entry in the row indexed by I q 1 s 1 mod k s 1 . Thus, not only should every combination of O be covered by T ; each one is covered the same number of times. Schmid [18] and Lawrence [11] independently proved that OOA's are equivalent to (t, m, s)-nets, which are collections of points in the s-dimensional cube that have desirable uniformity properties. Many constructions for (t, m, s)-nets are known; see [13, 17] for a survey. One result due to Faure [8] , which when translated in terms of OOA's, states that if k, q, t ∈ Z + , where t ≥ 2 and k is a prime number such that k ≥ q, then an OOA 1 (q, t, k, t) exists. Thus, if we let q = k, we have the following corollary. Corollary 3.10. Let k, t ∈ Z + , where t ≥ 2 and k is a prime number. If (I, O) is a k-partite hypergraph, κ is a base-k function, and (O, κ) = k t , then (I, O, κ) has a strongly equitable optimal test suite of size (O, κ).
Unlike Theorem 3.6, we have been unable to use this result to obtain test suites for software systems (I, O, κ) where (I, O) is an arbitrary hypergraph.
Construction 3 and Conclusion
In Sections 2 and 3, we have presented families of software systems (I, O, κ) for which optimal test suites can be constructed efficiently. For the first set of families, the criteria for optimality completely relied on the structure of (I, O) (i.e., whether it is a bipartite graph, a cycle, or a hypertree). For the second set of families, the criteria was a combination of the structure of (I, O) and the function κ (i.e., whether it is a base-k function for some prime number k). We present a third set of families which, in its simplest version, is able to produce an optimal test suite because of the function κ only. The proof is remarkably simple.
Theorem 4.1. If κ(I s ) and κ(I t ) are relatively prime for every pair of parameters I s and I t , then (I, O, κ) has an equitable test suite with size (O, κ) which can be constructed in O (|I| (O, κ) ) time.
Proof: Let T be an |I| × (O, κ) array whose rows are indexed by the parameters in I. For the row indexed by I ∈ I, say row i, let T ij = j mod κ(I), j = 0, . . . , (O, κ) − 1. Thus, T is clearly equitable and can be constructed in O(|I| (O, κ) ) time. To prove that it is a valid test suite for (I, O, κ), consider an arbitrary O = {I s 1 , I s 2 , . . . , I sr } ∈ O. Its combination (t s 1 , t s 2 , . . . , t sr ) is covered by T if there exists a column j such that t s k = j mod κ(I s k ) for k = 1, . . . , r. According to the Chinese Remainder Theorem, such a j exists and lies in the range 0 to ( r k=1 κ(I s k )) − 1 because the integers κ (I s 1 ), κ(I s,2 ) , . . . , κ(I sr ) are pairwise relatively prime. Since T has (O, κ) columns and (O, κ) ≥ ( r k=1 κ(I s k )), it follows that T covers this combination of O.
Notice that the proof simply relied on the fact that every pair of parameters I s and I t in each O ∈ O have κ(I s ) and κ(I t ) relatively prime. Thus, we can strengthen the theorem as follows. Aside from finding new optimal instances of TSG, we would also like to emphasize the techniques we used to arrive at the results. Our first construction is graph-theoretic in nature -a departure from the common approaches used in creating orthogonal arrays or covering arrays. Our second construction shows that much stronger results can be obtained by (a) examining the structure of Bush's technique for creating orthogonal arrays and (b) using ordered orthogonal arrays instead of just orthogonal arrays to create test suites. Finally, our third construction relies on the Chinese Remainder Theorem to create optimal test suites.
Additionally, we have also used our newly found optimal instances to generate test suites for arbitrary software systems. In particular, we proved that when (I, O) is a graph, (I, O, κ) for any κ has a test suite whose size is at most log 2 n × OP T that can be constructed in polynomial time. Our bound matches the one guaranteed by the greedy algorithm, which is currently the best known for TSG. Several interesting questions remain: (i) Aside from bipartite graphs, cycles, and hypertrees, what other graph families can (I, O) belong to so that (I, O, κ) has an optimal test suite for any κ that can be constructed efficiently? (ii) Similarly, aside from base-k functions, what other classes of functions can κ belong to so that for many hypergraphs (I, O), optimal test suites for (I, O, κ) can be constructed optimally? (iii) Finally, can we extend our techniques for constructing test suites of size O(log n) × OP T to (I, O, κ) where (I, O) is an arbitrary hypergraph?
