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Abstract
We establish sufficient conditions for the persistence and the contractivity of solutions
and the global asymptotic stability for the positive equilibrium N∗ = 1/(a +∑mi=0 bi) of
the following differential equation with piecewise constant arguments:

dN(t)
dt
=N(t)r(t){1− aN(t)−∑mi=0 biN(n− i)},
n t < n+ 1, n= 0,1,2, . . . ,
N(0)=N0 > 0 and N(−j)=N−j  0, j = 1,2, . . . ,m,
where r(t) is a nonnegative continuous function on [0,+∞), r(t) ≡ 0, ∑mi=0 bi > 0,
bi  0, i = 0,1,2, . . . ,m, and a +
∑m
i=0 bi > 0. These new conditions depend on a, b0
and
∑m
i=1 bi , and hence these are other type conditions than those given by So and Yu
(Hokkaido Math. J. 24 (1995) 269–286) and others. In particular, in the case m = 0
and r(t) ≡ r > 0, we offer necessary and sufficient conditions for the persistence and
contractivity of solutions. We also investigate the following differential equation with
nonlinear delay terms:{
dx(t)
dt
= x(t)r(t){1− ax(t)− g(x([t]), x([t − 1]), . . . , x([t −m]))}, t  0,
x(−k)= φ(−k) 0, 0 k m, and φ(0) > 0,
✩ This work was partially supported by Waseda University Grant for Special Research Projects
2001A-571.
E-mail address: ymuroya@mn.waseda.ac.jp.
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 00 95 -1
Y. Muroya / J. Math. Anal. Appl. 270 (2002) 602–635 603
where r(t) is a nonnegative continuous function on [0,+∞), r(t) ≡ 0, 1 − ax −
g(x, x, . . . , x) = 0 has a unique solution x∗ > 0 and g(x0, x1, . . . , xm) ∈ C1[(0,+∞) ×
(0,+∞)× · · · × (0,+∞)].  2002 Elsevier Science (USA). All rights reserved.
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delays
1. Introduction
Consider the following logistic equation with piecewise constant delays:

dN(t)
dt
=N(t)r(t){1− aN(t)−∑mi=0 biN(n− i)},
n t < n+ 1, n= 0,1,2, . . . ,
N(0)=N0 > 0 and N(−j)=N−j  0, j = 1,2, . . . ,m,
(1.1)
where bi  0, i = 0,1,2, . . . ,m, m 0, and ∑mi=0 bi > 0.
Seifert [1] investigated conditions that the positive equilibrium N∗ = 1/(a +∑m
i=0 bi) of Eq. (1.1) for r(t) ≡ r > 0 is asymptotically stable or the solution
has periodic points. Concerning conditions for the positive equilibrium N∗ of
Eq. (1.1) with a = 0 to be globally asymptotically stable, Gopalsamy et al. [2]
have obtained r < log 2/(m + 1) for r(t) ≡ r , and So and Yu [3] improved
this condition to
∫∞
0 r(t) dt = +∞ and supn0
∫ n+1
n−m r(t) dt  3/2 for the case
r = r(t).
In this paper, we obtain new conditions of the persistence and the contractivity
of solutions and the globally asymptotic stability for the positive equilibrium
N∗ = 1/(a + ∑mj=0 bj ) of Eq. (1.1). These conditions depend on a, b0 and∑m
i=1 bi , and hence these are other type conditions than those of So and Yu [3]
and others (cf. Chen and Liu [4], Yu [5], and Zhou and Zhang [6]).
In Section 2, for preparations, we investigate properties of a special function
rˆ(α) on (−1,1) such that for any 0 < r  rˆ(α), Eq. (2.2) holds for Eq. (2.1).
Lemma 2.2 is obtained results. In particular, Eqs. (2.9) and (2.10) will be useful
later.
In Section 3, using a basic relation (see Eqs. (3.8) and (3.9) in Lemma 3.1),
we establish sufficient conditions for the persistence (see Theorem 3.2) and
the contractivity of solutions of Eq. (1.1), and for their applications, we get
new condition of the global asymptotic stability for the positive equilibrium of
Eq. (1.1) (see Theorem 3.3 for m= 0 and Theorem 3.5 for m 1). In particular,
for the case m= 0 and r(t)≡ r > 0, we offer necessary and sufficient conditions
for the persistence and contractivity of solutions (see Theorem 3.4), which are
great extensions of the results in Gopalsamy and Liu [7].
In Section 4, we extend Lemma 2.1 in So and Yu [3] and apply the above
techniques to a logistic equation which is “dominated by a piecewise constant
delay” (that is, which has one dominated piecewise constant delay τ0(t)= [t] and
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the other general delays, where [t] is the integer less than or equal to t). We obtain
extended results to Theorems 3.2 and 3.5 (see Theorems 4.1 and 4.2).
In Section 5, applying the above techniques to a basic relation (see Eq. (5.5)
in Lemma 5.1), we establish sufficient conditions for the persistence and the
contractivity of solutions and the global asymptotic stability for the positive
equilibrium x∗ of the following logistic equation with nonlinear delay terms:

dx(t)
dt
= x(t)r(t){1− ax(t)− g(x([t]), x([t − 1]), . . . , x([t −m]))},
t  0,
x(−k)= φ(−k) 0, 0 k m, and φ(0) > 0,
(1.2)
where dx(t)/dt means that the right-hand side derivative at t of the function
x(t), r(t) is continuous on [t0,∞), r(t) ≡ 0, 1 − ax − g(x, x, . . . , x) = 0 has
a unique solution x∗ > 0 and g(x0, x1, . . . , xm) ∈ C1[(0,+∞)× (0,+∞)×· · ·×
(0,+∞)].
2. Preliminary
For preparations, for r > 0 and −1 < α < 1, put
f (t; r)=
{
(1− t) ert−1
t
, t = 0,
r, t = 0, (2.1)
and consider the conditions of r > 0 such that
f (t; r) 2
1− α , for any t < 1. (2.2)
At first, for −1 < α < 1, consider the following function g(Y ;α) of Y on (−1,1):
g(Y ;α)=
{ 1
2(α+Y ) ln
(1+α)(1+Y )
(1−α)(1−Y ), Y = −α,
1
1−α2 , Y =−α.
(2.3)
We provide the following two lemmas.
Lemma 2.1. Under the conditions that 0 < Yˆ < α for 0 < α < 1 and α < Yˆ < 0
for −1 < α < 0, there exists a unique solution Yˆ = Yˆ (α) of the following
equation:
1
1− Yˆ 2 = g(Yˆ ;α), −1 < α < 1. (2.4)
In particular, Yˆ (0)= 0 and
lim
α→0 Yˆ (α)= Yˆ (0). (2.5)
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Proof. For Y = −α,
g′(Y ;α)= 1
α + Y
{
1
1− Y 2 −
1
2(α+ Y ) ln
(1+ α)(1+ Y )
(1− α)(1− Y )
}
= 1
α + Y
{
1
1− Y 2 − g(Y ;α)
}
.
Moreover, for α = 0,
g(0;α)= g(α;α)= 1
2α
ln
1+ α
1− α = 1+
α2
3
+ α
4
5
+ · · ·
and 
g
′(0;α)= 1
α
{1− g(0;α)} = −α( 13 + α25 + · · ·),
g′(α;α)= 12α
{ 1
1−α2 − g(α;α)
}= α( 13 + 2α25 + · · ·).
Thus, for−1 < α < 1 and α = 0, there is a solution Yˆ = Yˆ (α) such that 0 < Yˆ < α
for 0 < α < 1 and α < Yˆ < 0 for −1 < α < 0, and it satisfies the following
equation:
g′(Yˆ ;α)= 0,
and hence
1
1− Yˆ 2 = g(Yˆ ;α),
and, since 0 < Yˆ < α for 0 < α < 1 or α < Yˆ < 0 for −1 < α < 0, we have
g′′(Yˆ ;α)= 1
α + Yˆ
{
− (−2Yˆ )
(1− Yˆ 2)2 − g
′(Yˆ ;α)
}
= 1
α + Yˆ
2Yˆ
(1− Yˆ 2)2 > 0.
Hence, under the conditions that 0 < Yˆ < α for 0 < α < 1 and α < Yˆ < 0 for
−1 < α < 0, this solution Yˆ = Yˆ (α) of Eq. (2.4) is unique for 0 < |α|< 1.
We see that Yˆ = Yˆ (0)= 0 is a unique solution of Eq. (2.4).
Further, we have
lim
α→+0 Yˆ (α) 0 and limα→−0 Yˆ (α) 0,
and hence limα→0 Yˆ (α)= 0, from which we have Eq. (2.5). ✷
Remark 2.1. Note that for 0 < |α| < 1, the equation 1/(1 − Y 2) = g(Y ;α)
has another solution Yˆ = −α, but this solution does not satisfy the conditions
0 < Yˆ < α for 0 < α < 1 and α < Yˆ < 0 for −1 < α < 0.
Lemma 2.2. For −1 < α < 1, let Yˆ (α) be defined in Lemma 2.1. Put
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rˆ(α)= 2(1+ α)
1− Yˆ 2(α) and tˆ (α)=
α + Yˆ (α)
1+ α . (2.6)
Then, rˆ(α) is a strictly monotone increasing function of α on the interval (−1,1),
and
lim
α→−1+0 rˆ(α)= 0 and limα→1−0 rˆ(α)=+∞, (2.7)
and hence
lim
α→−1+0 Yˆ (α)=−1 and limα→1−0 Yˆ (α)= 1. (2.8)
Moreover,

tˆ (α) < 1, f ′(tˆ (α); rˆ(α))= 0,
f ′(t; rˆ(α)) > 0 for −∞< t < tˆ(α) and
f ′(t; rˆ(α)) < 0 for tˆ (α) < t < 1.
Hence, for any 0 < r  rˆ(α), we have{
f (t; r) f (t; rˆ(α)) f (tˆ(α); rˆ(α))= 21−α , for t < 1,
f (t; rˆ(α)) < 21−α , for t < 1 and t = tˆ (α).
(2.9)
Further, for −1 < α < 0, it holds that rˆ(α) < rˆ(1 + 2α), and for any r <
rˆ(1+ 2α),
1+ αf (t; r) > 0, for any t < 1. (2.10)
Proof. From Eq. (2.1), we have for t = 0
f ′(t; r)= e
rt
t2
[
e−rt − {1− rt (1− t)}], (2.11)
and limt→0 f ′(t; r)= r(r/2− 1).
We see that
f ′(0;2)= 0,
and for r  2
f (t; r) f (t;2) f (0;2)= 2 = 2
1− 0 , for any t < 1,
from which we get Eq. (2.9) for α = 0.
Now, let us consider the case 0 < |α|< 1. Since Yˆ (α) = −α, we have
2(α+ Yˆ (α))
1− Yˆ 2(α) = ln
(1+ α)(1+ Yˆ (α))
(1− α)(1− Yˆ (α))
and hence
e−2(α+Yˆ (α))/(1−Yˆ 2(α))− (1− α)(1− Yˆ (α))
(1+ α)(1+ Yˆ (α)) = 0.
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On the other hand, we see that
rˆ(α)tˆ(α)= 2(α+ Yˆ (α))
1− Yˆ 2(α)
and
1− rˆ(α)tˆ(α)(1− tˆ (α))= 1− 2(α+ Yˆ (α))
(1+ α)(1+ Yˆ (α)) =
(1− α)(1− Yˆ (α))
(1+ α)(1+ Yˆ (α)) .
Hence, from Eq. (2.11), we have f ′(tˆ(α); rˆ(α))= 0.
Further,
erˆ(α)tˆ(α)− 1 = (1+ α)(1+ Yˆ (α))
(1− α)(1− Yˆ (α)) − 1 =
2(α + Yˆ (α))
(1− α)(1− Yˆ (α))
and hence
f
(
tˆ (α); rˆ(α))= (1− tˆ (α))erˆ(α)tˆ(α) − 1
tˆ (α)
= 2
1− α .
Since

limt→−∞ f (t; rˆ(α))= 1, f ′(t; rˆ(α)) > 0,
for t < 0 which has a sufficiently large |t|,
f (1; r)= 0 and f ′(1; r)= 1− e−r < 0, for r > 0,
we see that
f ′
(
t; rˆ(α))> 0 for −∞< t < tˆ(α)
and
f ′(t; rˆ(α)) < 0 for tˆ (α) < t < 1.
Hence, for Eq. (2.6), we get Eq. (2.9) for 0 < |α|< 1.
From Eqs. (2.6) and (2.9), we can see that rˆ(α) is a strictly monotone
increasing function of α on the interval (−1,1), and hence Eqs. (2.7) and (2.8)
hold.
If −1 < α < 0, then 2/(1− α) < 1/(−α). Hence, we obtain Eq. (2.10). ✷
From Lemma 2.2, we have the following corollary for a fixed r > 0.
Corollary 2.1. For any r > 0, we have

−1 < rˆ−1(r) < 1, tˆ (rˆ−1(r)) < 1, and f ′(tˆ(rˆ−1(r)); r)= 0,
and{
f (t; r) f (tˆ(rˆ−1(r)); r)= 21−rˆ−1(r) , for t < 1,
f (t; r) < 21−rˆ−1(r) , for t < 1 and t = tˆ (rˆ−1(r)),
(2.12)
where for r > 0, α = rˆ−1(r) means rˆ(α)= r and rˆ(α) is defined in Lemma 2.2.
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Proof. The proof is derived directly from Lemma 2.2. ✷
The following two corollaries will be useful to compute rˆ−1(r) for each r > 0
and rˆ(α) for each −1 < α < 1 and α = 0.
Corollary 2.2. For a fixed r > 0, let 1 > t = tˆ = 0 be the solution of the following
equation:
G(t; r)≡ e−rt − {1− rt (1− t)}= 0. (2.13)
Put
rˆ = 1− 2
f (tˆ; r) . (2.14)
Then,
rˆ−1(r)= rˆ and tˆ(rˆ−1(r))= tˆ . (2.15)
Proof. By Lemma 2.2 and Corollary 2.1, we see that there exists a unique
solution 1 > tˆ = 0 of Eq. (2.13). Since f ′(t; r) = (ert/t2)G(t; r), we have
f ′(tˆ; r) = 0, and by Eq. (2.14), f (tˆ; r) = 2/(1 − rˆ), from which by Eq. (2.12),
we get the conclusion. ✷
Corollary 2.3. For a fixed −1 < α < 1 and α = 0, let q = qˆ = 0 be a solution of
the following equation:
H(q;α)≡ (1− α)eq − 2(q − α)− (1+ α)e−q = 0. (2.16)
Put
tˆ = e
−qˆ − (1− qˆ)
qˆ
and rˆ = qˆ
tˆ
. (2.17)
Then,
rˆ(α)= rˆ and tˆ (α)= tˆ . (2.18)
Proof. By Lemma 2.2, we see that there exists a unique solution qˆ = 0 of
Eq. (2.16). For pˆ = (1− e−qˆ )/qˆ = 1, put
tˆ = 1− pˆ = 0 and rˆ = qˆ
1− pˆ . (2.19)
Then, pˆ = 1 − tˆ , qˆ = rˆ tˆ , and by Eq. (2.16), (1 − α)(eqˆ − 2 + e−qˆ ) = 2{e−qˆ −
(qˆ − 1)} and pˆ/(1− pˆ)= (1− e−qˆ )/(e−qˆ − (1− qˆ)). Hence,
pˆ
1− pˆ
(
eqˆ − 1)= 2
1− α and e
−qˆ = 1− pˆqˆ. (2.20)
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Therefore, we have tˆ = 0 and
f (tˆ; rˆ)= 2
1− α and f
′(tˆ; rˆ)= e
rˆtˆ
tˆ2
G(tˆ; rˆ)= 0, (2.21)
from which by Lemma 2.2 we get the conclusion. ✷
We also need the following lemma in the proof of Theorem 4.2.
Lemma 2.3. Put for βγ > 0
˜˜
f (x; r, β, γ )= x e
r(β−γ x)− 1
β − γ x . (2.22)
Then, for t = 1− (γ /β)x and r˜ = βr , we have
˜˜
f (x; r, β, γ )= 1
γ
f (t; r˜). (2.23)
Proof. Since r(β − γ x)= r˜t and β − γ x = βt , we get Eq. (2.22). ✷
3. Persistence, contractivity and global stability
Consider the following delay differential equation with piecewise constant
delays for m 0:

dN(t)
dt
=N(t)r(t){1− aN(t)−∑mi=0 biN(n− i)},
n t < n+ 1, n= 0,1,2, . . . ,
N(0)=N0 > 0 and N(−j)=N−j  0,
j = 1,2, . . . ,m if m 1,
(3.1)
where r(t) is a nonnegative continuous function on [0,+∞), r(t) ≡ 0,∑m
i=0 bi > 0, bi  0, i = 0,1,2, . . . ,m, and a +
∑m
i=0 bi > 0.
Then, by Gopalsamy and Liu [7], we see that
N(t)=N(n) exp
{ t∫
n
r(s)
(
1− aN(s)−
m∑
i=0
biN(n− i)
)
ds
}
,
n t < n+ 1, n= 0,1,2, . . . , (3.2)
and so N(t) > 0 for all t > 0. An easy computation yields that for t ∈ [n,n+ 1),
d
dt
[
1
N(t)
exp
{ t∫
n
r(s) ds
(
1−
m∑
i=0
biN(n− i)
)}]
= ar(t) exp
{ t∫
n
r(s) ds
(
1−
m∑
i=0
biN(n− i)
)}
. (3.3)
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Put
rn =
n+1∫
n
r(τ ) dτ, tn = 1−
m∑
i=0
biN(n− i) and
N∗ = 1
/(
a +
m∑
i=0
bi
)
. (3.4)
Then, we get a basic lemma.
Lemma 3.1. If
1+ aN(n)exp
{∫ t
n r(s) ds tn
}− 1
tn
> 0, for tn = 0,
and
1+ aN(n)
t∫
n
r(s) ds > 0, for tn = 0,
then we have for n t < n+ 1
N(t)=


N(n) exp{∫ tn r(s) ds tn}
1+aN(n){(exp{∫ tn r(s) ds tn}−1)/tn} , tn = 0,
N(n)
1+aN(n) ∫ tn r(s) ds , tn = 0,
(3.5)
and
N(t)−N∗
=


1−b0N(n)(exp(rtntn)−1)/tn
1+aN(n)(exp(rtntn)−1)/tn (N(n)−N
∗)
−∑mi=1 biN(n)(exp(rtntn)−1)/tn1+aN(n)(exp(rtntn)−1)/tn (N(n− i)−N∗),
if tn = 0,
1−b0N(n)rtn
1+aN(n)rtn (N(n)−N
∗)−∑mi=1 biN(n)rtn1+aN(n)rtn (N(n− i)−N∗),
if tn = 0,
(3.6)
where
rtn =
t∫
n
r(s) ds. (3.7)
In particular,
N(n+ 1)=
{
N(n) exp{rntn}
1+aN(n)(exp{rntn}−1)/tn , for tn = 0,
N(n)
1+aN(n)rn , for tn = 0,
(3.8)
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and
N(n+ 1)−N∗
=


1−b0N(n)(exp(rntn)−1)/tn
1+aN(n)(exp(rntn)−1)/tn (N(n)−N∗)
−∑mi=1 biN(n)(exp(rntn)−1)/tn1+aN(n)(exp(rntn)−1)/tn (N(n− i)−N∗),
if tn = 0,
1−b0N(n)rn
1+aN(n)rn (N(n)−N∗)−
∑m
i=1
biN(n)rn
1+aN(n)rn (N(n− i)−N∗),
if tn = 0.
(3.9)
Proof. If
∫ t
n
r(s) ds = 0, then N(t)=N(n), t ∈ [n,n+ 1).
Assume
∫ t
n r(s) ds > 0, t ∈ [n,n+1). From Eq. (3.3), we have Eq. (3.5). Then,
N(t)=


N(n)+{(a+∑mi=0 bi)N∗−∑mi=0 biN(n−i)}N(n)(exp{∫ tn r(s) ds tn}−1)/tn
1+aN(n){(exp{∫ tn r(s) ds tn}−1)/tn} ,
tn = 0,
N(n)+{(a+∑mi=0 bi)N∗−∑mi=0 biN(n−i)}N(n) ∫ tn r(s) ds
1+aN(n) ∫ tn r(s) ds ,
tn = 0,
from which we have Eq. (3.6). ✷
First, let us consider the following particular case: If a 
∑m
i=0 bi > 0, then
for 0 < rn <+∞,

|1−b0N(n)(exp(rntn)−1)/tn|+
∑m
i=1 biN(n)(exp(rntn)−1)/tn
1+aN(n)(exp(rntn)−1)/tn
<
1+∑mi=0 biN(n)(exp(rntn)−1)/tn
1+aN(n)(exp(rntn)−1)/tn  1, tn = 0,
|1−b0N(n)rn|+
∑m
i=1 biN(n)rn
1+aN(n)rn <
1+∑mi=0 biN(n)rn
1+aN(n)rn  1, tn = 0.
Hence, we easily get the following theorem for a 
∑m
i=0 bi > 0.
Theorem 3.1. If
a 
m∑
i=0
bi > 0, (3.10)
then solutions of Eq. (3.1) have the contractivity; that is,∣∣N(n+ 1)−N∗∣∣ max
0im
∣∣N(n− i)−N∗∣∣. (3.11)
Moreover, if
lim sup
n→∞
rn > 0, (3.12)
then
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lim
n→∞N(n)=N
∗, (3.13)
and hence the positive equilibrium N∗ = 1/(a + b) of Eq. (3.1) is globally
asymptotically stable.
Hereafter in this section, we consider the case −∑mi=0 bi < a <∑mi=0 bi . Note
that if rn = 0, then N(n+ 1)=N(n).
For simplicity, we assume rn > 0 and put

x(n)= (∑mi=0 bi)N(n), x∗ = (∑mi=0 bi)N∗ = 1/(1+ α),
α = a/(∑mi=0 bi)>−1, ai = bi/(∑mi=0 bi) 0, 0 i m,
f˜ (t; r)=
{
ert−1
t
, t = 0,
r, t = 0,
r = supn0 rn and r = infn0 rn.
(3.14)
Then, tn = 1−∑mi=0 aix(n− i), and Eqs. (3.8) and (3.9) become, respectively,
x(n+ 1)= x(n) exp{rntn}
1+ αx(n)f˜ (tn; rn)
(3.15)
and
x(n+ 1)− x∗ = 1− a0x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
(
x(n)− x∗)
−
m∑
i=1
aix(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
(
x(n− i)− x∗). (3.16)
Now, we consider the persistence of solutions of Eq. (3.1).
Theorem 3.2. Let N(t) denote any solution of Eq. (3.1) and rˆ(α) be defined in
Lemma 2.2. If a  0 or −b0 < a < 0 and{
r <+∞, for a  0,
r > 0 and r < rˆ(1+ 2a/b0), for − b0 < a < 0, (3.17)
then
lim inf
n→∞ N(n) > 0. (3.18)
Proof. By our assumptions, r > 0.
For the case a  0, the proof is similar to those of Lemmas 2.1 and 2.2
in So and Yu [3]. Now, put Eq. (3.14), and assume −b0 < a < 0, r > 0 and
r < rˆ(1+ 2a/b0).
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In Eq. (3.15), first we see tn  1 − a0x(n), and for g(x)= xer(1−a0x), we see
g′(x)= (1− ra0x)er(1−a0x) and hence g(x) (1/(ra0))er(1−1/r) = (1/(ra0))×
er−1. Hence, for r  rn  r ,
x(n)erntn  x(n)ern(1−a0x(n)) max
(
1
ra0
er−1, 1
ra0
er−1
)
.
By assumptions, we see that α < 0, α + a0 > 0 and there is a constant δ such
that
0 < δ < min
{
1− rˆ−1(r)
2/a0
+ α,α + a0
}
.
Then, −1 < 1+ (2/a0)(α − δ) < 1,
r < rˆ
(
1+ 2
a0
(α− δ)
)
,
and by Eqs. (2.6) and (2.9) in Lemma 2.2,
1+ αx(n)f˜ (tn; rn) 1+ α
a0
f
(
1− a0x(n); rn
)
> 1+ α
a0
2
1− {1+ (2/a0)(α − δ)} =
δ
δ− α > 0.
Thus, from Eq. (3.15), we have that
x(n+ 1)max
(
1
ra0
er−1, 1
ra0
er−1
)
δ− α
δ
.
Hence, in any cases considered, we have x(t) M¯ <+∞.
Next, let us prove lim infn→∞ x(n) > 0, for 0 < r  ri  r < rˆ(1+ 2a/b0).
Let us consider the solution c > 0 of the following equation:
a0c 1 and a0cf˜ (1− a0c; r)= 1. (3.19)
We easily see that there exists a unique solution c > 0 of this equation. Put
cˆ= min(c, x∗) > 0.
If x(n− j) < cˆ, 0 j m, n 0, then by Eq. (3.19),
0 <
1− a0x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
= 1− (α + a0)x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
< 1,
and by Eqs. (3.15) and (3.16),
x(n+ 1)− x∗ 
(
1− (α + a0)x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
)(
x(n)− x∗)> x(n)− x∗,
and hence x(n+ 1) > x(n), n 0.
If x(n) cˆ, n 0, then by Eq. (3.15), x(n+ 1)Mcˆ , n 0, where
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Mcˆ = cˆ exp
{
r min
(
1− a0cˆ−
(
m∑
i=1
ai
)
M¯,0
)}
δ − α
δ
.
Similarly, if for some 1 j m, x(n− j) cˆ, n j , then by Eq. (3.15), we see
x(n+ 1)Mj
cˆ
, n j .
Hence, if for some 0 j m, x(n− j) cˆ, nm, then
x(n+ 1)M, nm,
where
M = min
0jm
M
j
cˆ
> 0.
Suppose that there is a subsequence {nl}∞l=1 such that
lim
l→∞x(nl + 1)= 0.
Then, there is an l  1 such that nl m and
x(nl + 1) < x(nl) and x(nl + 1) <M.
Therefore, by the above discussions, we see that x(nl − j) < cˆ, 0  j  m,
and hence we have x(nl + 1) > x(nl), which is a contradiction. Thus, we get
lim infn→∞ x(n) > 0 and Eq. (3.18). ✷
Remark 3.1. If −b0 < a < 0 and r  rˆ(1 + 2a/b0), then it may be occur such
case that 1+ αx(n)f˜ (tn; rn) 0 for some rn and x(n− i), 0 i m, n 0.
In particular, if m = 0 and rn  rˆ(1 + 2a/b0), for −b0 < a < 0, then for
−1 < α = a/b0 < 0,
1+ αf (tˆ (1+ 2α); rn) 1+ αf (tˆ (1+ 2α); rˆ(1+ 2α))
= 1+ α 2
1− (1+ 2α) = 0,
and hence such case really occur and there exists an 0 < N(n) < (1 − tˆ (1 +
2α))/b0 such that
1+ αf (1− b0N(n); rn)= 0. (3.20)
In this case, we cannot define N(n+ 1) by Eq. (3.8) (see also Eq. (3.22)).
Now, let us consider the contractivity of solutions and global stability for the
positive equilibrium N∗ of Eq. (3.1).
First, we study the case m= 0 in Eq. (3.1).
For simplicity, we assume rn > 0 and put
−1 < α = a
b0
< 1,
x(n)= b0N(n) > 0 and x∗ = 11+ α > 0. (3.21)
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If
1+ αx(n)exp{rn(1− x(n))} − 1
1− x(n) > 0, for x(n) = 1,
and
1+ αrn > 0, for x(n)= 1,
then from Eqs. (3.14), (3.15) and (2.1) we have
x(n+ 1)= x(n) exp{rn(1− x(n))}
1+ αf (1− x(n); rn) , (3.22)
and from Eq. (3.16) we have
x(n+ 1)− x∗ = F (x(n), rn;α)(x(n)− x∗), (3.23)
where
F(x, r,α)= 1− f (1− x; r)
1+ αf (1− x; r) . (3.24)
We easily see that for −1 < α < 1 (−b0 < a < b0),

1+ αf (1− x(n); rn) > 0 and −1 F(x(n), rn;α) < 1
⇔
f (1− x(n); rn) 21−α .
(3.25)
Remark 3.2. Note that for x > 0 and r > 0, f (1 − x; r) > 0, and in this case,
F(x, r;α) < 1, for −1 < α < 1.
If
0 < rn  rˆ(α), x(n) = x∗, and F
(
x(n), rn;α
)=−1 in Eq. (3.25),
then
0 < rn  rˆ(α), x(n) = x∗, and f
(
1− x(n); rn
)= 2
1− α ,
and by Eq. (2.9) in Lemma 2.2, we see
1− x(n)= tˆ (α), rn = rˆ(α), and x(n+ 1)− x∗ = x∗ − x(n),
but
x(n) = x(n+ 1).
Then, 1− x(n+ 1) = tˆ (α), and for 0 < rn+1  rˆ(α),
0 < f
(
1− x(n+ 1); rn+1
)
<
2
1− α
and hence∣∣x(n+ 2)− x∗∣∣< ∣∣x(n+ 1)− x∗∣∣.
616 Y. Muroya / J. Math. Anal. Appl. 270 (2002) 602–635
Now, we give a basic theorem on the contractivity of solutions and global
stability for the positive equilibrium N∗ of Eq. (3.1) for m= 0.
Theorem 3.3. Assume m= 0 and −b0 < a < b0, and put −1 < α = a/b0 < 1.
(i) If
rn  rˆ(α), (3.26)
then solutions of Eq. (3.1) have the contractivity; that is,∣∣N(n+ 1)−N∗∣∣ ∣∣N(n)−N∗∣∣. (3.27)
(ii) If {
r < rˆ(1+ 2α), if −1 < α < 0, and
0 < lim supn→∞ rn < rˆ(α), or lim supn→∞ rn = rˆ(α), (3.28)
then
lim
n→∞N(n)=N
∗, (3.29)
and hence the positive equilibrium N∗ = 1/(a + b0) of Eq. (3.1) is globally
asymptotically stable.
(iii) If
rn > rˆ(α), (3.30)
then there exists an N(n) > 0 such that∣∣N(n+ 1)−N∗∣∣> ∣∣N(n)−N∗∣∣. (3.31)
Proof. By Eqs. (2.9) and (2.10) in Lemma 2.2, we have that for −1 < α < 1 and
rn  rˆ(α),
0 < f
(
1− x(n); rn
)
 f
(
1− x(n); rˆ(α)) 2
1− α
and
1+ αf (1− x(n); rn)> 0.
Then, we have Eq. (3.25) and by Eq. (3.23)∣∣x(n+ 1)− x∗∣∣ ∣∣x(n)− x∗∣∣,
from which (3.27) holds.
Now, assume Eq. (3.28). Then, by Eq. (2.10) in Lemma 2.2, 1 + αf (1 −
x(n); rn) > 0.
If 0 < lim supn→∞ rn < rˆ(α), then by Theorem 3.2, Eqs. (2.9) and (2.10) in
Lemma 2.2, and Remark 3.2, we have that for a sufficiently large n,
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F
(
x(n), rn;α
)
< 1
and
lim inf
n→∞ F
(
x(n), rn;α
)= lim inf
n→∞
(
−1+ 2− (1− α)f (1− x(n); rn)
1+ αf (1− x(n); rn)
)
>−1.
Hence, there are a subsequence {nl}∞l=1 and a constant γ1 such that
lim
l→∞
∣∣F (x(nl), rnl ;α)∣∣ γ1 < 1,
from which we get Eq. (3.29).
By Eqs. (2.9) and (2.10) in Lemma 2.2 and Remark 3.2, we have for any t < 1
1+ αf (t; rˆ(α))> 0, f (t; rˆ(α)) 2
1− α ,
and for any x > 0∣∣F (x∗ + F (x, rˆ(α);α)(x − x∗), rˆ(α);α)F (x, rˆ(α);α)∣∣
=
∣∣∣∣∣
(
−1+ 2− (1− α)f (1− x
∗ −F(x, rˆ(α);α)(x − x∗); rˆ(α))
1+ αf (1− x∗ − F(x, rˆ(α);α)(x − x∗); rˆ(α))
)
×
(
−1+ 2− (1− α)f (1− x; rˆ(α))
1+ αf (1− x; rˆ(α))
)∣∣∣∣∣< 1.
Hence, if
lim sup
n→∞
rn = rˆ(α),
then from Eq. (3.23),
x(n+ 2)− x∗ = F (x(n+ 1), rn+1;α)(x(n+ 1)− x∗)
= F (x∗ +F (x(n), rn;α)(x(n)− x∗), rn+1;α)
× F (x(n), rn;α)(x(n)− x∗),
and by the proof of Theorem 3.2 and Remark 3.2, there is a constant γ2 such that
lim sup
n→∞
∣∣F (x∗ + F (x(n), rn;α)(x(n)− x∗), rn+1;α)F (x(n), rn;α)∣∣
 γ2 < 1,
from which we get Eq. (3.29). Eq. (3.29) implies the positive equilibrium N∗ of
Eq. (3.1) is globally asymptotically stable.
If Eq. (3.30) holds, then from Eqs. (3.1), (3.25) and (2.9), we can easily see
that there exists an N(n) > 0 such that Eq. (3.31) holds. ✷
From Theorems 3.1–3.3 and Remark 3.1, we obtain the following theorem, by
which we establish necessary and sufficient conditions for the persistence and the
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contractivity of solutions for Eq. (3.1) in the case m = 0 and r(t) ≡ r > 0 (cf.
Gopalsamy and Liu [7]).
Theorem 3.4. Assume that m= 0 and r(t)≡ r > 0 in Eq. (3.1).
(i) For any solution N(n) of Eq. (3.1), lim infn→∞N(n) > 0, if and only if,{
r <+∞, for 0 b0  a, −a < b0 < 0 or 0 a < b0,
r < rˆ(1+ 2α), for −b0 < a < 0 and −1 < α = a/b0 < 0. (3.32)
(ii) For any solution N(n) of Eq. (3.1), it holds that |N(n+ 1)−N∗| |N(n)−
N∗|, if and only if,{
r <+∞, for a  b0  0, or −a < b0 < 0,
r  rˆ(α), for −b0 < a < b0 and α = a/b0. (3.33)
Remark 3.3. Concerning sufficient conditions for N∗ = 1/(a + b0) > 0 to be
globally asymptotically stable, obtained conditions are great extensions of the
results in Gopalsamy and Liu [7] in the case m= 0 and 0 < a < b0. Note that we
also get the conditions in the case −b0 < a < 0 for mathematical interests.
Now, for m 1, assume that b0 > 0, bi  0, 1 i m, and
∑m
i=1 bi > 0, and
consider sufficient conditions for the contractivity of solutions and the positive
equilibrium N∗ of Eq. (3.1) to be globally asymptotically stable.
We have for Eq. (3.16)

∣∣ 1−a0x(n)f˜ (tn;rn)
1+αx(n)f˜ (tn;rn)
∣∣+∑mi=1 aix(n)f˜ (tn;rn)1+αx(n)f˜ (tn;rn)  1⇔

0 < x(n)f˜ (tn;rn)−1
1+αx(n)f˜ (tn;rn)  1, for
1−a0x(n)f˜ (tn;rn)
1+αx(n)f˜ (tn;rn) < 0,
α+ a0 ∑mi=1 ai, for 1−a0x(n)f˜ (tn;rn)1+αx(n)f˜ (tn;rn)  0.
(3.34)
If Eq. (3.34) holds, then from Eq. (3.16),
∣∣x(n+ 1)− x∗∣∣max(∣∣x(n)− x∗∣∣, ∣∣∣∣
∑m
i=1 aix(n− i)∑m
i=1 ai
− x∗
∣∣∣∣
)
 max
0im
∣∣x(n− i)− x∗∣∣.
Note that by Eq. (3.14), a0 +∑mi=1 ai = 1 and α > a0 >−1.
Since x(n− i) > 0, 1 i m, and
tn < 1− a0x(n) < 1,
using Eqs. (2.1) and (3.14) we get the following sufficient conditions for
Eq. (3.34):
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{
rn <+∞, if α  1,
f (1− a0x(n); rn) 2a01−α , if −a0 +
∑m
i=1 ai < α < 1.
(3.35)
Thus, for −a0 +∑mi=1 ai < α < 1,
f
(
1− a0x(n); rn
)
 2a0
1− α =
2
1− (1− (1− α)/a0) , (3.36)
and we see that the condition of rn to α for m  1 corresponds to that of α˜ =
1− (1− α)/a0 >−1 in place of α of Theorem 3.3 for m= 0.
Note that
−1 < α˜ < 1+ 2α
a0
< 1, for −a0 < α < 0, (3.37)
and if α + a0 =∑mi=1 ai , then α˜ = 1− (1− α)/a0 =−1.
We provide a theorem on the contractivity of solutions and global stability for
the positive equilibrium N∗ of Eq. (3.1) for m 1.
Theorem 3.5. Assume m 1, b0 > 0 and
∑m
i=1 bi − b0 < a <
∑m
i=0 bi , and put
−1 < α˜ =
(
a −
m∑
i=1
bi
)/
b0 < α = a
/( m∑
i=0
bi
)
< 1. (3.38)
(i) If
rn  rˆ(α˜), (3.39)
then solutions of Eq. (3.1) have the contractivity; that is,∣∣N(n+ 1)−N∗∣∣ max
0im
∣∣N(n− i)−N∗∣∣. (3.40)
(ii) If {
r  rˆ(1+ 2α), if −1 < α < 0, and
0 < lim supn→∞ rn < rˆ(α˜), or lim supn→∞ rn = rˆ(α˜), (3.41)
then
lim
n→∞N(n)=N
∗, (3.42)
and hence the positive equilibrium N∗ = 1/(a +∑mi=0 bi) of Eq. (3.1) is
globally asymptotically stable.
Proof. We see tn < 1−a0x(n). For (3.38) and rn < rˆ(α˜), it holds that by Eq. (2.9)
in Lemma 2.2 and Eq. (3.36),
f
(
1− a0x(n); rn
)
 f
(
1− a0x(n); rˆ(α˜)
)
 2a0
1− α .
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Then, by Eqs. (3.35) and (3.34) we have
−1 |1− a0x(n)f˜ (tn; rn)| +
(∑m
i=1 ai
)
x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
 1, (3.43)
and by Eq. (3.16),
∣∣x(n+ 1)− x∗∣∣max(∣∣x(n)− x∗∣∣, ∣∣∣∣
∑m
i=1 aix(n− i)∑m
i=1 ai
− x∗
∣∣∣∣
)
 max
0im
∣∣x(n− i)− x∗∣∣, (3.44)
which implies Eq. (3.40).
Suppose, first, rn  rˆ(α˜), n 0. Then, there exists a constant β such that
lim
n→∞ max0im
∣∣x(n− i)− x∗∣∣= β  0,
and hence
lim sup
n→∞
∣∣x(n)− x∗∣∣= β  0.
Then, there is a subsequence {nk}∞k=1 such that
lim
k→∞
∣∣x(nk + 1)− x∗∣∣= β,
and by Eq. (3.43),
β = lim
k→∞
∣∣x(nk + 1)− x∗∣∣
 lim sup
k→∞
|1− a0x(nk)f˜ (tnk ; rnk )| +
(∑m
i=1 ai
)
x(nk)f˜ (tnk ; rnk )
1+ αx(nk)f˜ (tnk ; rnk )
× lim sup
k→∞
(
max
0im
∣∣x(nk − i)− x∗∣∣)
 lim sup
k→∞
|1− a0x(nk)f˜ (tnk ; rnk )| +
(∑m
i=1 ai
)
x(nk)f˜ (tnk ; rnk )
1+ αx(nk)f˜ (tnk ; rnk )
β
 β.
Suppose that β > 0. Then, by the above inequalities, we have
lim sup
k→∞
|1− a0x(nk)f˜ (tnk ; rnk )| +
(∑m
i=1 ai
)
x(nk)f˜ (tnk ; rnk )
1+ αx(nk)f˜ (tnk ; rnk )
= 1
and
lim sup
k→∞
∣∣x(nk − i)− x∗∣∣= β, 0 i m.
Thus, there is a subsequence {n1l }∞l=0 of {nk}∞k=0 such that
lim
l→∞
∣∣x(n1l + 1− i)− x∗∣∣= β, 0 i  1,
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and
lim sup
l→∞
∣∣x(n1l − i)− x∗∣∣= β, 1 i m.
Hence, using similar techniques inductively, we see that there are subsequences
{njl }∞l=0 of {nj−1l }∞l=0, j = 2,3, . . . ,m, such that
lim
l→∞
∣∣x(njl + 1− i)− x∗∣∣= β, 0 i  j,
and
lim sup
l→∞
∣∣x(njl − i)− x∗∣∣= β, j  i m.
Finally, we get a subsequence {nl}∞l=0 of {nml }∞l=0, such that
lim
l→∞
∣∣x(nl − i)− x∗∣∣= β, −1 i m,
and
lim
l→∞
|1− a0x(nl)f˜ (tnl ; rnl )| +
(∑m
i=1 ai
)
x(nl)f˜ (tnl ; rnl )
1+ αx(nl)f˜ (tnl ; rnl )
= 1,
because, if there is a subsequence {nj }∞j=1 of {nl}∞l=0 such that
lim
j→∞
|1− a0x(nj )f˜ (tnj ; rnj )| +
(∑m
i=1 ai
)
x(nj )f˜ (tnj ; rnj )
1+ αx(nj )f˜ (tnj ; rnj )
< 1,
then
β = lim
j→∞
∣∣x(nj + 1)− x∗∣∣
 lim
j→∞
|1− a0x(nj )f˜ (tnj ; rnj )| +
(∑m
i=1 ai
)
x(nj )f˜ (tnj ; rnj )
1+ αx(nj )f˜ (tnj ; rnj )
× lim
j→∞
∣∣x(nj )− x∗∣∣< β,
which is a contradiction.
Then, by Eq. (3.44), we can see that
lim
n→∞
|1− a0x(n)f˜ (tn; rn)| +
(∑m
i=1 ai
)
x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
= 1
and
lim
n→∞
∣∣x(n)− x∗∣∣= β. (3.45)
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Suppose −1 < α < 0, supn0 rn  rˆ(1 + 2α) and Eq. (3.41). Assume that
there is a subsequence {np}∞p=1 such that 1− a0x(np)f˜ (tp; rnp) 0. Then, from
Eq. (3.44), we have
lim
p→∞
x(np)f˜ (tnp ; rnp)− 1
1+ αx(np)f˜ (tnp ; rnp )
= 1;
that is,
lim
p→∞x(np)f˜ (tnp ; rnp )=
2
1− α .
Thus, by Theorem 3.2,
lim
p→∞x(np)= x
∗ − β˜ > 0, lim
p→∞x(np + 1)= x
∗ + β˜ > 0,
and
|β˜| = β.
Since −1 < α˜  α < 1+ 2α < 1 and
2
1− α = limp→∞x(np)f˜ (tnp ; rnp )
1
a0
f
(
tˆ (α˜); rˆ(α˜))= 1
a0
2
1− α˜ =
2
1− α ,
by Eq. (2.9) in Lemma 2.2 we have
lim
p→∞ tnp = limp→∞
{
1− a0x(np)
}= tˆ (α˜) and lim
p→∞ rnp = rˆ(α˜),
and hence
lim
p→∞x(np)=
1
a0
(
1− tˆ (α˜)) and lim
p→∞x(np − i)= 0, 1 i m,
which contradicts to the persistence of solutions x(n) by Theorem 3.2, because
−1 < α˜ < 1+ 2α/a0 < 1, for −1 < α < 0.
Hence, we have 1 − a0x(n)f˜ (tn; rn) > 0 for a sufficiently large n, and from
Eq. (3.45),
lim
n→∞
1− (a0 −∑mi=1 ai)x(n)f˜ (tn; rn)
1+ αx(n)f˜ (tn; rn)
= 1.
Then, by α + a0 >∑mi=1 ai and Theorem 3.2, we get limn→∞ rn = 0, which is a
contradiction. Therefore, we have for the case rn  rˆ(α˜), limn→∞ |x(n)−x∗| = 0
and Eq. (3.42) holds.
On the other hand, by Theorem 3.2, there is a positive constant M such that
tn  1− a0x(n)−
(
m∑
i=1
ai
)
M < 1− a0x(n).
Then, the above discussion for the case rn  rˆ(α˜) is also applicable to the
case lim supn→∞ rn = rˆ(α˜). Hence, we get Eq. (3.42), from which we have the
conclusions. ✷
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Remark 3.4. Note that
∑m
i=1 bi > 0 and rn  rˆ(1 + 2α) for −1 < α < 0 implies
that
∑m
i=1 aix(n− i) > 0 and 1+ αx(n)f˜ (tn; rn) > 0.
Remark 3.5. So and Yu [3] obtained that the positive equilibrium N∗ is globally
asymptotically stable if
∞∫
0
r(t) dt =+∞ and sup
nm
n+1∫
n−m
r(t) dt  3
2
. (3.46)
We see that our obtained new conditions for m  1 in Eq. (3.1) depend on a,
b0 and
∑m
i=1 bi , and hence these are other type conditions than those of So and
Yu [3] and others (cf. Chen and Liu [4], Yu [5], and Zhou and Zhang [6]).
4. Logistic equation dominated by a piecewise constant delay
In this section, let us consider the following logistic equation dominated by a
piecewise constant delay:

dx(t)
dt
= x(t)r(t){1− ax(t)− b0x(tl)−∑mj=1 bjx(τj (t))},
tl  t < tl+1, l = 0,1,2, . . . ,
x(t)= φ(t) 0, −τ  t  t0, and φ(t0) > 0,
(4.1)
where dx(t)/dt means that the right-hand side derivative at t of the function
x(t), and r(t) is a nonnegative continuous function on [t0,∞), r(t) ≡ 0, φ(t) is
continuous on the interval [−τ, t0], b0 > 0, τ0(t) is the following piecewise
constant delay:
τ0(t)= tl , tl  t < tl+1, l = 0,1,2, . . . , (4.2)
τj (t) is piecewise continuous on (t0,∞), −τ  τj (t) τ0(t) t , 1 j m, and
τ (t)≡ inf0jm τj (t)→+∞ as t →+∞.
Assume
a +
m∑
j=0
bj > 0, (4.3)
and put x∗ = 1/(a+∑mj=0 bj ) and

bj = b+j + b−j , b+j  0, b−j  0, 0 j m,
b=∑mj=0 bj , bˆ =∑mj=0 |bj |<+∞,
b+ =∑mj=0 b+j  0 and b− =∑mj=0 b−j  0.
(4.4)
For simplicity, we assume r(t) > 0, t  t0 and bˆ > 0.
Let D−x(t) be the left-hand side derivative at t of the function x(t). First, we
have the following two basic lemmas.
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Lemma 4.1. (a) Assume
a  bˆ. (4.5)
Then,
a + b− > 0, b
+
a + b− 
b+ + |b−|
a
 1. (4.6)
If for t¯  t0,
x(t¯ ) > x∗ and D−x(t¯ ) 0, (4.7)
then
x(t¯ )− x∗  b
+
a + b− max0jm
∣∣x(τj (t¯ ))− x∗∣∣, (4.8)
and if for t  t0,
x( t ) < x∗ and D−x( t ) 0, (4.9)
then
x( t )− x∗ − b
+
a + b− max0jm
∣∣x(τj ( t ))− x∗∣∣. (4.10)
(b) Suppose
a + b−  0. (4.11)
(i) If for t¯  t0,
x(t¯ ) > x∗ and D−x(t¯ ) 0, (4.12)
then
|b−|x(τj (t¯ )) |b−|x(t¯ ), 0 j m, imply
b+ > 0 and min
0jm
x
(
τj (t¯ )
)
 x∗. (4.13)
In particular, if a + b− > 0, then
x(t¯ ) <
1
a + b− . (4.14)
(ii) If for t  t0,
x( t ) < x∗ and D−x( t ) 0, (4.15)
then
|b−|x(τj ( t )) |b−|x( t ), 0 j m, imply
b+ > 0 and max
0jm
x
(
τj ( t )
)
 x∗. (4.16)
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Proof. By assumptions (4.3) and (4.5), we see Eq. (4.6).
Suppose that max0jm |b−|x(τj (t¯ ))  |b−|x(t¯ ). Then, from Eqs. (4.1) and
(4.7), we have
0D−x(t¯ )
= x(t¯ )r(t¯ )
{
a
(
x∗ − x(t¯ ))+ m∑
j=0
bj
(
x∗ − x(τj (t¯ )))
}
= x(t¯ )r(t¯ )
{
a
(
x∗ − x(t¯ ))+ m∑
j=0
b−j
(
x∗ − x(τj (t¯ )))
+
m∑
j=0
b+j
(
x∗ − x(τj (t¯ )))
}
 x(t¯ )r(t¯ )
{
(a + b−)(x∗ − x(t¯ ))+ m∑
j=0
b+j
(
x∗ − x(τj (t¯ )))
}
. (4.17)
Then, a  bˆ and (b+/(a + b−))max0jm |x(τj (t¯ ))− x∗|< x(t¯ )− x∗ implies
0D−x(t¯ ) < 0,
which is a contradiction. Hence, we get Eq. (4.8).
Similarly, from Eq. (4.9), we can prove Eq. (4.10).
Now, suppose Eqs. (4.11) and (4.12). Then, by Eqs. (4.17) and (4.3), we can
easily obtain Eqs. (4.13) and (4.14).
Similarly, from Eqs. (4.11), (4.15) and (4.3), we get Eq. (4.16). ✷
From Lemma 4.1, we easily get the following corollary.
Corollary 4.1. Assume b− = 0  a, and let x(t) be the solution of Eq. (4.1).
If x(t) is eventually greater (respectively, less) than x∗, then x(t) is monotone
decreasing and greater (respectively, monotone increasing and less) than x∗.
Using above Lemma 4.1 and Corollary 4.1, we extend Lemma 2.1 in So and
Yu [3] to the case a + b− > 0 or a = b− = 0 as follows:
Lemma 4.2. Assume a + b− > 0 or a = b− = 0, and let x(t) be the solution
of Eq. (4.1). If x(t) is eventually greater (respectively, less) than x∗, then
limt→∞ x(t) exists and is positive. Furthermore, if
∫∞
t0
r(t) dt = +∞, then it
holds limt→∞ x(t)= x∗.
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Proof. On any interval of the form [tl, tl+1) for n= 0,1,2, . . . , we can integrate
the differential equation in (4.1) together with initial conditions, and obtain for
tl  t < tl+1 and n= 0,1,2, . . .
x(t)= x(tl) exp
{ t∫
tl
r(s)
(
1− ax(s)−
m∑
j=0
bjx
(
τj (s)
))
ds
}
.
Thus we see that Eq. (4.1) has a unique solution x(t) which is positive for t  t0.
Assume that x(t) is eventually greater than x∗. Let lim supt→∞ x(t)= x∗ +β ,
where β  0.
If x(t) is not eventually decreasing, then by Lemma 4.1, it is the case a + b−
> 0 and b− < 0, and hence a > 0.
Suppose β > 0. Then, for 0 < ) < (a + b−)/(a + |b−|) < 1, there exist a
sequence {t¯k}∞k=1 such that
x(t¯k) > x
∗, D−(t¯k) 0, x(t¯k) > x∗ + β(1− ))
and
x∗  x(t) x∗ + β(1+ )) for t  t¯1  t0.
Then,
0D−x(t¯k)
= x(t¯k)r(t¯k)
{
a
(
x∗ − x(t¯k)
)+ m∑
j=0
bj
(
x∗ − x(τj (t¯k)))
}
= x(t¯k)r(t¯k)
{
a
(
x∗ − x(t¯k)
)+ m∑
j=0
b−j
(
x∗ − x(τj (t¯k)))
+
m∑
j=0
b+j
(
x∗ − x(τj (t¯k)))
}
< x(t¯k)r(t¯k)
{−aβ(1− ))− b−β(1+ ))}
< x(t¯k)r(t¯k)
{−(a + b−)+ (a + |b−|))}β
< 0,
which is a contradiction. Hence, β = 0 and limt→∞ x(t)= x∗.
Next, let us consider the case that x(t) is eventually decreasing and bounded
below by x∗. Then, limt→∞ x(t) exists. Set β = limt→∞ x(t)− x∗  0.
We will show that
∫∞
t0
r(t) dt = +∞ implies β = 0. Indeed, suppose β > 0.
Let take ) such that 0 < ) < β/(−b−x∗), if b− < 0, and ) > 0, if b− = 0. Then,
there exists t¯0  t0 such that
β  x
(
τ (t)
)− x∗  β + ), for t  t¯0,
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since x(t)− x∗ eventually decreases to β . By Eq. (4.17), we have
D−x(t) x(t)r(t)
{
−
(
a +
m∑
j=0
bj
)
β −
(
m∑
j=0
b−j
)
)
}
=−
{
β
x∗
+ b−)
}
x(t)r(t), for t  t¯0.
Integrating from t¯0 to t , we have
ln
x(t)
x(t¯0)
−
{
β
x∗
+ b−)
} t∫
t¯0
r(s) ds,
which in turn implies, due to β/x∗ + b−) > 0 and ∫∞t0 r(t) dt =+∞,
lim
t→∞ ln
(
x(t)
x(t¯0)
)
=−∞.
Hence, limt→∞ x(t) = 0, contradicting x(t)  x∗ + β > x∗ > 0. The case that
x(t) is eventually less than x∗ is similarly proved. Thus, the proof is com-
plete. ✷
Remark 4.1. By Lemmas 4.1 and 4.2, we see that under the conditions
a + b− > 0 or a = b− = 0 and
∞∫
t0
r(t) dt =+∞,
the analysis of global stability needs to investigate only the case that a solution
x(t) is oscillatory about x∗. If there is a point t¯  t0 such that for t0  t  t¯ ,
|x(t) − x∗|  |x(t¯ ) − x∗|, then the conditions (4.12) and (4.13) or (4.15) and
(4.16) in Lemma 4.1 really occur.
We provide the following basic lemma for global analysis of Eq. (4.1).
Lemma 4.3. For tl  t < tl+1,
x(t)= x(tl) exp
(∫ t
tl
r(s)
{
1− b0x(tl)−∑mj=1 bjx(τj (s))}ds)
1+ ax(tl)
∫ t
tl
r(s) exp
(∫ s
tl
r(σ )
{
1− b0x(tl)−∑mj=1 bjx(τj (σ ))}dσ )ds
(4.18)
and
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x(t)− x∗ = {1− (a + b0)kl}(x(tl )− x∗)
−
x(tl )
∫ t
tl
r(s)
{∑m
j=1 bj (x(τj (s))− x∗)
}
exp
(∫ s
tl
r(σ )
{
1− b0x(tl )−
∑m
j=1 bj x(τj (σ ))
}
dσ
)
ds
1+ ax(tl )
∫ t
tl
r(s) exp
(∫ s
tl
r(σ )
{
1− b0x(tl )−
∑m
j=1 bj x(τj (σ ))
}
dσ
)
ds
,
(4.19)
where
kl =
x(tl)
∫ t
tl
r(s) exp
(∫ s
tl
r(σ )
{
1− b0x(tl)−∑mj=1 bjx(τj (σ ))}dσ )ds
1+ ax(tl)
∫ t
tl
r(s) exp
(∫ s
tl
r(σ )
{
1− b0x(tl)−∑mj=1 bjx(τj (σ ))}dσ )ds .
(4.20)
Proof. Similarly to Eqs. (3.5) and (3.6) in Lemma 3.1, we get Eqs. (4.18) and
(4.19). ✷
Concerning the persistence of solutions of Eq. (4.1), we provide the following
theorem.
Theorem 4.1. Assume a + b− > 0, or a = b− = 0, and ∫∞
t0
r(t) dt =+∞. Then,
for any r = suptt0
∫ t
τ (t) r(s) ds < +∞, there exists t¯1  t0 such that for any
t  t¯1,
M  x(t) M¯, (4.21)
where
M¯ =


1
a+b− , if a + b− > 0 and r  ln a+ba+b− ,
1
a+b e
r, if a + b− > 0 and r < ln a+b
a+b− ,
1
b
er, if a = b− = 0,
(4.22)
and
M = 1
a + b+ a(er(1−b−M¯) − 1)/(1− b−M¯) min
{
1, er(1−b+M¯)
}
> 0.
(4.23)
Hence, for r <+∞, any solution x(t) of Eq. (4.1) is persistent.
Proof. By Lemmas 4.1, 4.2 and Eq. (4.18), there exists a t¯1  t0 such that for any
t  t¯1,{
x(t) < 1
a+b− , a + b− > 0,
x(t) x∗er , a + b−  0,
and in the case a + b− > 0, we see
1
a + b− 
1
a + be
r , if, and only if, r  a + b
a + b− .
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Then, by Lemmas 4.1, 4.2 and Eq. (4.18), we have that for t  t¯1,
x(t) x
∗
1+ ax∗(exp{r(1− b−M¯)} − 1)/(1− b−M¯) min
{
1, er(1−b+M¯)
}
=M > 0,
from which we obtain Eq. (4.23). ✷
For the contractivity of solutions and the global asymptotic stability for the
positive equilibrium of Eq. (4.1), we get the following theorem.
Theorem 4.2. Assume Eqs. (4.1)–(4.4), and for (4.18),{
b− = 0 and b− 2b0 < a, or
max{−b−, bˆ− 2b0}< a. (4.24)
Put
−1 < α˜ =
(
a −
m∑
i=1
bi
)/
b0 < α = a
/( m∑
i=0
bi
)
< 1 and
r˜l =
tl+1∫
tl
r(t) dt. (4.25)
If 

r˜l <+∞, for a  bˆ,
r˜l  rˆ
(
(a+b0)−b
b0
)
, for b− = 0, b− 2b0 < a < b,
r˜l  a+b
−
a
rˆ
(
1− (a+b−)(bˆ−a)
ab0
)
, for max{−b−, bˆ− 2b0}< a < bˆ,
(4.26)
then solutions of Eq. (4.1) have the contractivity; that is,
max
tlttl+1
∣∣x(t)− x∗∣∣ max
τ (tl)ttl
∣∣x(t)− x∗∣∣. (4.27)
If {
supl0 r˜l  rˆ(1+ 2α), if − 1 < α < 0, and
0 < lim supl→∞ r˜l < rˆ(α˜) or lim supl→∞ r˜l = rˆ(α˜),
(4.28)
then
lim
l→∞x(tl)= x
∗, (4.29)
and hence the positive equilibrium x∗ of Eq. (4.1) is globally asymptotically
stable.
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Proof. Assume tl < t¯l+1  tl+1 and
|b−|x(t) |b−|x(t¯l+1), for τ (tl) t  tl , and D−x(t¯l+1) 0.
Then, from Eq. (4.1),
0D−x(t¯l+1) x(t¯l+1)r(t¯l+1)
{
1− (a + b−)x(t¯l+1)− b0x(tl)
}
,
and hence
(a + b−)x(t¯l+1) 1− b0x(tl).
Then, in Eqs. (4.19) and (4.20),
1− b0x(tl)−
m∑
j=1
bjx
(
τj (σ )
)
 1− b0x(tl)− b
−(1− b0x(tl))
a + b−
= a
a + b− −
ab0
a + b− x(tl).
Consider ˜˜f (x; r, β, γ ) in Eq. (2.22) in Lemma 2.3 with β = a/(a + b−) and
γ = ab0/(a + b−). Then,
x(tl)
tl+1∫
tl
r(s) exp
( s∫
tl
r(σ )
{
1− b0x(tl)−
m∑
j=1
bjx
(
τj (σ )
)}
dσ
)
ds
 ˜˜f (x(tl); r˜l , β, γ ).
Hence, by Lemma 2.3 and the similar proofs to Theorem 3.1 for a  bˆ and Theo-
rem 3.5 in Section 3, we can easily obtain the result (see also Theorem 4.1). ✷
This theorem is an extension of Theorem 3.5 for Eq. (3.1) to Eqs. (4.1)–
(4.4) with one dominated piecewise constant delay τ0(t) = tl , tl  t < tl+1,
l = 0,1,2, . . . , and the other general delays.
5. Logistic equations with nonlinear delay terms
In this section, consider the following logistic equation with nonlinear delay
terms:

dx(t)
dt
= x(t)r(t){1− ax(t)− g(x([t]), x([t − 1]), . . . , x([t −m]))},
t  0,
x(−k)= φ(−k) 0, 0 k m, and φ(0) > 0,
(5.1)
where dx(t)/dt means that the right-hand side derivative at t of the function x(t),
and r(t) is continuous on [t0,∞), r(t) ≡ 0.
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Assume that equation
1− ax − g(x, x, . . . , x)= 0 (5.2)
has a unique solution x∗ which is positive, and
g(x0, x1, . . . , xm) ∈C1
[
(0,+∞)× (0,+∞)× · · · × (0,+∞)]. (5.3)
We provide the following basic lemma.
Lemma 5.1. For n 0,
x(n+ 1)= x(n) exp(rn{1− g(x(n), x(n− 1), . . . , x(n−m))})
1+ ax(n)f˜ (Gn; rn)
(5.4)
and
x(n+ 1)− x∗ = (1− akn)
(
x(n)− x∗)
−
m∑
j=0
bj (n)
x(n)f˜ (Gn; rn)
1+ ax(n)f˜ (Gn; rn)
(
x(n− j)− x∗), (5.5)
where
bj (n)=
1∫
0
∂g
∂xj
(
θx(n)+ (1− θ)x∗, θx(n− 1)+ (1− θ)x∗, . . . ,
θx(n−m)+ (1− θ)x∗)dθ,
for 0 j m,
rn =
n+1∫
n
r(s) ds, Gn = 1− g
(
x(n), x(n− 1), . . . , x(n−m)),
kn = x(n)f˜ (Gn; rn)
1+ ax(n)f˜ (Gn; rn)
, and f˜ (t; r)=
{
ert−1
t
, t = 0,
r, t = 0. (5.6)
Proof. Since
d
dt
[
1
x(t)
exp
{ t∫
n
r(s) ds Gn
}]
= ar(t) exp
{ t∫
n
r(s) ds Gn
}
,
we obtain Eq. (5.4).
Then, similarly to Lemma 3.1, we have
x(n+ 1)= x(n)+ x(n)
∫ n+1
n
r(s)Gn exp
{∫ s
n
r(σ ) dσ Gn
}
ds
1+ ax(n) ∫ n+1n r(s) exp{∫ sn r(σ ) dσ Gn}ds .
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Hence,
x(n+ 1)− x∗ = x(n)− x∗
+x(n)
∫ n+1
n r(s){1− ax(n)−Gn} exp
{∫ s
n r(σ ) dσ Gn
}
ds
1+ ax(n) ∫ n+1
n
r(s) exp
{∫ s
n
r(σ ) dσ Gn
}
ds
,
from which we get Eq. (5.5) by 1= ax∗ + g(x∗, x∗, . . . , x∗). ✷
Let for 0 j m
bj (x0, x1, . . . , xm)=
1∫
0
∂g
∂xj
(
θx0 + (1− θ)x∗, θx1 + (1− θ)x∗, . . . ,
θxm + (1− θ)x∗
)
dθ. (5.7)
Then, similarly to Theorem 3.1, we have the following theorem.
Theorem 5.1. Assume∣∣bj (x0, x1, . . . , xm)∣∣ bˆj , for xj > 0, 0 j m, and
a 
m∑
j=0
bˆj . (5.8)
Then, for rn <+∞, solutions of Eq. (5.1) have the contractivity; that is,∣∣x(n+ 1)− x∗∣∣ max
0im
∣∣x(n− i)− x∗∣∣. (5.9)
Moreover, if
lim sup
n→∞
rn > 0, (5.10)
then
lim
n→∞ x(n)= x
∗, (5.11)
and hence the positive equilibrium x∗ of Eq. (5.1) is globally asymptotically
stable.
Let
r = sup
n0
rn and r = inf
n0
rn. (5.12)
Then, similarly to Lemmas 2.1, 2.2 and Theorem 2.3 in So and Yu [3] and
Theorems 3.2 and 3.5, we can easily obtain the following two theorems.
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Theorem 5.2. Assume

b0(x0, x1, . . . , xm) b 0  0,
bj (x0, x1, . . . , xm) 0, 1 j m, and
a  0 or −b 0 < a < 0.
(5.13)
If {
r <+∞, for a  0,
r > 0 and r < rˆ(1+ 2a/b0), for −b 0 < a < 0, (5.14)
then
lim inf
n→+∞x(n) > 0. (5.15)
Hence, there exist an natural integer n0  0 and positive constants x and x such
that for any n n0,
x  x(n) x, for n n0. (5.16)
Theorem 5.3. (i) Assume
a  0, bj (x0, x1, . . . , xm) 0, 0 j m, and
+∞∫
0
r(t) dt =+∞. (5.17)
Then, for supnm
n∑
k=n−m
rk  3/2, it holds that limn→∞ x(n)= x∗, and hence the
positive equilibrium x∗ of Eq. (5.1) is globally asymptotically stable.
(ii) Suppose that for x  xj  x, 0  j  m, where x and x are defined by
Eq. (5.16),

b0  b0(x0, x1, . . . , xm) b 0 > 0,
bj  bj (x0, x1, . . . , xm) 0, 0 j m, and
a  0 or
∑m
i=1 bi − b 0 < a <
∑m
i=0 bi .
(5.18)
Put
−1 < α˜ =
(
a −
m∑
i=1
bi
)/
b 0 < α = a
/( m∑
i=0
bi
)
< 1. (5.19)
If
rn  rˆ(α˜), (5.20)
then for the natural integer n0 in Eq. (5.16), solutions of Eq. (5.1) have the
contractivity for n n0; that is,∣∣x(n+ 1)− x∗∣∣ max
0im
∣∣x(n− i)− x∗∣∣, for n n0. (5.21)
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If {
supn0 rn  rˆ(1+ 2α), if −1 < α < 0, and
0 < lim supn→∞ rn < rˆ(α˜) or lim supn→∞ rn = rˆ(α˜),
(5.22)
then
lim
n→∞ x(n)= x
∗, (5.23)
and hence the positive equilibrium x∗ of Eq. (5.1) is globally asymptotically
stable.
Remark 5.1. Consider the following Bernoulli’s differential equation with
piecewise constant delays:

dx(t)
dt
= x(t)r(t){1− axγ−1(t)−∑mi=0 bixγ−1(n− i)},
n t < n+ 1, n= 0,1,2, . . . ,
x(−j)= φ(−j) 0, 0 j m, and φ(0) > 0.
(5.24)
Let
z(t)= z1−γ (t). (5.25)
Then, we have
z(t)
dt
= z(t)(γ − 1)r(t)
{
1− az(t)−
m∑
i=0
biz(n)
}
,
n t < n+ 1, n= 0,1,2, . . . . (5.26)
This is a logistic equation which have (γ − 1)r(t) in place of r(t) in Eq. (3.1).
Hence, we can apply Theorems 3.1–3.5 to Eq. (5.26).
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