Introduction
In recent decades, wage dispersion both within and between demographic groups has increased in most industrialized countries.
1 This rise has occurred against the background of an accelerating globalization, leading to renewed interest in the distributional consequences of international trade within countries despite the fact that earlier research failed to uncover an important contribution of globalization to wage inequality (Katz and Autor, 1999) . As pointed out by Krugman (2008) , most of this research is based on data that is outdated by now. Moreover, it may not have captured all relevant transmission channels as it hardly made use of firm-level data (Bernard and Jensen, 1997 , being the exception) and exclusively focused on skillwage differentials, neglecting potential effects on wage inequality within skill groups. Recent theoretical contributions (e.g., Helpman et al., 2010; Egger and Kreickemeier, 2009 ) suggest that the link between international trade and wage dispersion works through the wage differential between exporters and non-exporters, which can also arise in a setting of ex-ante identical workers. Indeed, the existence of an exporter wage premium is backed up by abundant empirical work that was initiated by Bernard and Jensen (1995) and is summarized in Schank et al. (2007) .
2 This wage gap can affect total wage dispersion over time via two channels. First, the share of workers employed at exporters may change, for example due to exporters becoming larger or due to an increasing number of exporting relative to non-exporting plants. Second, the size of the wage differential itself may change. As theory suggests, this may happen due to, e.g., exporters benefiting the most from increasing globalization, leading them to share some of the (additional) gains with their workers. The present study takes the aforementioned theories to the data. It explores both of the suggested channels and quantifies their respective contributions to the rise in wage dispersion, making use of linked employer-employee data for the German manufacturing sector in the time period 1996 to 2007. For this purpose, a variant of the popular Juhn-Murphy-Pierce decomposition (Juhn et al., 1993 ) is applied. The latter allows for the decomposition of changes in any distributional metric and, thus, for separate investigations of lower-tail and upper-tail wage inequality. Moreover, employing the linked employer-employee data set that is also used in this study, Klein et al. (2010) give a thorough account of how the exporter wage premium (or wage discount) differs by skill (as well as by gender and nationality). They find that highskilled workers enjoy a wage premium, whereas low-skilled workers suffer from a wage discount, implying skill-related wage inequality within exporting plants. They do not explore, however, if and how this translates into changing skill wage differentials over time. Both papers deal with the between-group dimension of wage inequality but abstract from within-group wage inequality. Moreover, they do not relate exports to more general measures of wage dispersion such as the standard deviation or certain interquantile ranges, which are standard in the inequality literature. This paper aims to fill these gaps.
The main findings of this study are as follows. First, in the period from 1996 to 2007, the wage differential between exporters and non-exporters increased by almost eight log points, which is substantial. Second, changes in skill compositions and skill prices can only account for a small fraction of this increase. Third, the rising exporter wage gap indeed contributed to the growth in wage dispersion, whereas the increase in the exporters' share in total employment worked towards a reduction in wage dispersion. The resulting net effect of exporting is positive but moderate. Fourth, these contributions indeed relate predominantly to wage dispersion within skill groups.
The paper is organized as follows. The next section gives a brief account of the theoretical background. Section 3 describes the data set used for the empirical analysis. Section 4 presents trends in the incidence of exporting and the exporter wage gap in German manufacturing. Section 5 explains the methodology for the decomposition of changes in the wage distribution and presents the decomposition results. Section 6 provides the results of two extensions to the baseline decomposition, and Section 7 summarizes and discusses the main findings.
Theoretical background
Most theoretical contributions aiming to explain the observed exporter wage gap are elaborated within the influential framework of Melitz (2003) , which features monopolistic competition in the product market, fixed and variable costs of exporting, and firms with heterogeneous productivity levels. Only the most productive firms find it worthwhile to export, and they are also the ones that end up with the highest revenues, profits, and employment levels. Note that in the original model of Melitz (2003) , there are no wage differences between exporters and domestic firms because labour is assumed to be homogeneous and the labour market to be completely frictionless. However, wage differences can easily arise if the base version of the model is extended. Frías et al. (2009) give an extensive account of the suggested theoretical mechanisms. The authors classify them into two broad categories: the ones featuring neoclassical labour markets on one side and the ones containing some source of labour market imperfections on the other. In the former class of models, wage differences reflect corresponding differences in worker skill levels, thus not representing true premia. The leading example is the technology-choice model by Yeaple (2005) or Bustos (2010) . The same mechanism can also arise in the setting proposed by Verhoogen (2008) where exported products need to be of higher quality than products solely sold on the domestic market. If high-skilled workers are needed to produce high-quality goods and if high-skilled workers have to be paid higher wages than low-skilled workers, the wage differential between exporters and non-exporters again emerges.
Note that one important implication of these models is that any wage differential should disappear once worker heterogeneity is controlled for. As explained before, this prediction has not received a lot of empirical support.
7 In contrast, in the second class of models, ex-ante identical workers earn more at exporters than they would in the outside labour market, which may be induced by search and matching frictions in conjunction with imperfect and costly screening of worker ability (Helpman et al., 2010) , efficiency wages (Davis and Harrigan, 2007) , or fair-wage effort mechanisms (Amiti and Davis, 2008; Egger and Kreickemeier, 2008 , 2009 , 2010 . In these settings, firm heterogeneity as opposed to worker heterogeneity leads to observed wage differentials. What are the predictions of the theoretical models regarding the effects of trade 7 It should be mentioned that Yeaple (2005) prefers a broader interpretation of his skill measure than simply education. According to him, skills could also relate to worker quality that is unobserved by the econometrician but observed by the firm. Under this interpretation, the model is much harder to test empirically. Probably, the work by Frías et al. (2009) comes closest as they allow for time-varying returns to unobserved individual ability. They still find, however, that it is the plant component of average wages and not the worker component that reacts to a positive trade shock. liberalization on the wage structure? According to Yeaple (2005) , there should be an increase in the between-firm wage differential which is equivalent to an increase in the wage differential between skill groups. There is no effect on intra-group inequality because the model does not feature a true exporter wage premium.
In contrast, in Davis and Harrigan (2007) and Egger and Kreickemeier (2009) , the wage differential between firms is not affected in the process of globalization. This is because wages paid to workers depend directly (and exclusively) on the monitoring technology and the productivity of the firm, respectively, which are exogenous and constant by construction. Still, there is growing intra-group inequality, which arises through the channel of firm selection and associated worker reallocations.
Finally, in Helpman et al. (2010) and Kreickemeier (2008, 2010) , trade liberalization affects the wage structure through both channels, worker reallocation and the size of the wage differential between firms. In these settings, wages depend (directly or indirectly) on firms' profits or revenues, which are variable. In particular, they are responsive to trade liberalization and rise stronger for more productive firms. Whereas the relationship between trade liberalization and the exporter wage premium is monotonic, this is not the case for aggregate wage inequality. There are two opposing forces. On the one hand, existing and new exporters are able to increase profits and wages the most, thus increasing wage dispersion ceteris paribus. On the other hand, the tougher competitive environment leads the least productive and lowest-wage firms to exit, thus reducing wage dispersion ceteris paribus. The former effect dominates as long as the initial level of trade openness is not too high. Hence, a move from autarky to trade will always lead to higher inequality but gradual trade liberalization such as a lowering of fixed or variable trade costs not necessarily. Obviously, the latter case is the empirically relevant one in our context.
Data
The data set used for the analysis is the German LIAB, the linked employeremployee data set provided by the Institute for Employment Research (IAB).
8 It combines the Employment Statistics with the IAB Establishment Panel. Alda et al. (2005) give a detailed description of the data set.
The Employment Statistics are administrative social security records, which are based on notifications made by employers on behalf of their employees to the social security authorities at the beginning and end of each employment spell. Moreover, employers send an updating report at the end of each calendar year. Hence, only workers covered by social security are included in the Employment Statistics, whereas civil servants and the self-employed are not. This covers roughly 80 percent of all employees in Germany and even a considerably larger share when it comes to private-sector employment in the manufacturing sector, which is the focus of the subsequent analysis. The information given in the Employment Statistics includes certain demographic characteristics of the individual (year of birth, gender, nationality, level of education/training 9 ) and the (top-coded) daily wage.
The employer side of the data set is given by the IAB Establishment Panel, a stratified sample of all the establishments included in the Employment Statistics. Strata are defined over industries and size classes, with larger establishments being oversampled.
10 The IAB Establishment Panel started in 1993 with 4,265 plants in West Germany. East German establishments were included in the Establishment Panel from 1996 onwards. After taking in several waves of additional establishments, the sample size increased to about 16,000 in 2007, which is the last available wave at the time of the analysis. Although participation is voluntary, the response rate of repeatedly interviewed establishments is quite high, amounting to about 80 percent. The survey is very detailed, and although questions concerning labour demand are the main focus, many different areas are covered. Most importantly for the analysis at hand, the share of exports in sales is surveyed in every year. The IAB establishment Panel and the Employment Statistics can be merged via a common establishment identifier. The worker information refers to the 30th of June of each year, the date of reference for the Establishment Panel. In line with related research (e.g., Dustmann et al., 2009) , I restrict attention to full-time male workers in regular employment. That is, I discard apprentices, trainees, the marginal and part-time employed, individuals younger than 18 or older than 65 as well as workers who are currently on leave due to military service, child-bearing, etc. Workers who hold multiple jobs or draw some form of benefits at the same time are also excluded. Furthermore, I focus on the manufacturing sector because information on establishments' exports is more patchy for other sectors. Finally, the years 1996 to 2007 constitute the sample period since this is the maximum time span covering the whole of (the reunified) Germany.
The dependent variable in the empirical analysis is the real log daily wage, including bonus payments. However, the wage information in the Employment Statistics is rightcensored at the contribution ceiling to the social security system. In the sample at hand, between 10 and 14 percent of the wage observations are top-coded each year. In order not to bias the regression results, I replace censored wages with imputed wages. The imputation procedure works in the following way (cf. Gartner, 2005) . In a first step, I run a series of tobit regressions, separately for each year and education group.
11 The explanatory variables are five age-group dummies, industry and federal state dummies, and -because it is of crucial importance for the analysis -a dummy variable for exporting establishments. Rightcensored observations are then replaced by a draw from a truncated normal distribution where the contribution ceiling gives the lower truncation limit and the two moments of the distribution are obtained from the corresponding tobit estimation. Note that similar imputation strategies are generally applied in analyses using this data set (cf. Schank et al., 2007; Dustmann et al., 2009; Guertzgen, 2009 
Trends in exports and the exporter wage gap
Consistent with prior expectations, Germany's degree of integration with the world economy increased considerably between 1996 and 2007 as can be seen from the summary statistics in Table 1 . According to the LIAB data, the share of exporters increased by 34.44 percent, and the share of exports in sales conditional on 11 The results of these tobit estimations are available upon request.
exporting rose by 57.51 percent. Hence, both the extensive and the intensive margin contributed to the substantial rise in overall export intensity. The employment share of exporters is much higher than their share in the number of establishments, reflecting the well-known fact that exporters are in general much larger than purely domestic establishments. Interestingly, however, even though the employment share of exporters also increased, it did so to a lesser extent.
12 For a comparison, the table also includes information on the exports-to-GDP ratio as given by official statistics. Since the empirical analysis is based on the manufacturing sector, attention is restricted to goods trade, which however (still) accounts for close to 90 percent of all German trade. As can be seen, the globalization trends in the establishment data are not an artefact of the data but mirrored by a strong and quantitatively comparable rise in official trade figures. For the sake of completeness, information on the imports-to-GDP ratio is also listed. The latter made an enormous jump, too, which is not surprising as imports and exports are two sides of the same coin. Over the same time period, the wage differential between individuals employed by exporters and the ones employed by non-exporters also rose. Figure 1 depicts the mean raw difference and the associated 95-percent confidence interval over time. Note that these mean differences are calculated at the worker level by estimating the following year-specific log wage regressions:
where i denotes the individual, j the establishment he is employed at, and t the year of the observation. Exp jt is a binary indicator that equals one if establishment j is an exporter. The standard error of β 1 used to construct the confidence interval is clustered at the level of the establishment. From 1996 to 2007, the raw log wage gap increased from 0.223 to 0.298 and thus, by 7.5 log points or 34 percent.
13 Apart from a peak in 1997, the gap remained quite stable until 2003 and began to rise thereafter. There is also some indication that wage dispersion increased over time as the widened confidence interval in later years shows. In order to interpret the results in light of the theory, it is important to know to what extent the exporter raw wage gap and its change over time can be explained by (changes in) observable characteristics. Therefore, I repeat the previous exercise but now control for several worker characteristics:
The vector X it contains dummy variables for age×education groups 14 , a quadratic term in tenure, a dummy variable for foreign nationality, and a dummy variable that equals one if the individual has the position of a master craftsman or foreman. Moreover, dummy variable sets for the industry (I jt ) and for the federal state (R jt ) are also included. 15 Note that by running year-specific regressions, I allow for both a changing distribution of worker characteristics between exporters and non-exporters as well as changing returns to these characteristics. Figure 2 shows how the conditional wage gap evolved over time. It becomes apparent that the conditional wage difference drops to about half of the raw gap but remains substantial. Moreover, there is again a pronounced upward trend over the period of analysis. The increase in the conditional gap between 1996 and 2007 amounts to 5.4 log points, which is more than 70 percent of the increase in the raw gap.
16 That is, it is indeed the case that exporters pay higher wages to observationally identical workers, and this wage advantage is increasing over time. Hence, simple theories relying on worker sorting cannot account for this pattern.
17
In a further step, I estimate the conditional wage differential after controlling not only for the variables listed above but also for several additional establishment characteristics:
The vector Z jt consists of a quadratic term of log total employment in establishment j, a dummy variable that equals one if the self-assessed technology status is state of the art, a dummy variable that equals one if the establishment is not part of a larger group, a dummy variable for the existence of a works council, and two dummy variables that equal one if the establishment follows an industry-level or a firm-level collective agreement, respectively. The estimated coefficients of the export dummy variable are displayed in Figure 3 . As can be seen, the latter drops considerably, being 0.013 in 1996, dropping to -0.008 in 1999 and rising to 0.030 in 2007. 18 The correlation is significantly different from zero in the years 2005 to 2007. Hence, other establishment characteristics can explain a good fraction of the gap that remains after controlling for worker characteristics but particularly in more recent years not all of it. At this point, it is worth mentioning that none of the theoretical contributions cited above actually predicts that there should be an exporter wage premium that is not accounted for by returns to other (selected) firm characteristics. This is because the models in the heterogeneous-firm framework are in general able to relate different variables to one "sufficient statistic" (Melitz, 2003 (Melitz, , p. 1696 , the firm productivity level. For example, according to theory, firms with a higher productivity grow larger and also find it more profitable to export. Hence, in a structural regression, there would be no room for the inclusion of both firm size and the export status among the regressors.
19

Industry heterogeneity
The trends in the propensity to export and the exporter wage gap discussed so far relate to the manufacturing sector as a whole. Table 2 adopts a narrower perspective and displays these trends by industry. Although there is some heterogeneity in the level values, the upward trend is a general feature and not driven by industry 18 Note that the difference in coefficients between 1996 and 2007 is not statistically significant (p-value: 0.2776) but the difference between 1999 and 2007 is (p-value: 0.0176).
19 Also see the discussion in Helpman et al. (2010 Helpman et al. ( , p. 1256 . In empirical work, Verhoogen (2008) and Frías et al. (2009) adopt such a structurally motivated approach and focus on the firm productivity level as the only regressor of interest. Note that both total employment and the propensity to export are among their alternative proxies for productivity. The others are domestic sales, sales per worker, and total factor productivity. The authors state that all proxies lead to similar results. In the present study, I discarded the possibility of focusing on productivity instead of exporting since productivity measures are difficult to construct based on the data at hand. For instance, information on sales is missing for a considerable fraction of the observations. Moreover, as far as production inputs are concerned, information on the capital stock is not available.
13
outliers. The employment share of exporters increased in 10 out of the 14 industries and the conditional exporter wage gap (estimated using Equation 2) even in 11 out of 14, although the difference in the export coefficient is not always statistically significant. The largest increase in the exporters' employment share occurred in the industry "Shipbuilding and aircraft", while the conditional exporter wage gap rose most strongly in the industry "Precision mechanics" -two technologically rather advanced industries. The largest industry in the manufacturing sector as measured by employment, "Machinery and equipment", is also one of the most internationalized ones with one of the highest employment shares of exporters.
Switchers vs stayers and the role of unobserved heterogeneity
The evolution of the exporter wage gap is measured on repeated cross-sections of the manufacturing sector. Although establishments are in principle repeatedly sampled and interviewed, only a small fraction of individuals can be observed in both of the limiting years 1996 and 2007. This is due to establishments leaving and joining the panel but also due to worker turnover that occurs over such a fairly long time span. Only in rare cases can movers be followed over time since for this to happen, the respective individual has to move from one sampled establishment to another. Notwithstanding, knowing whether the increase in the exporter wage gap is mainly due to a divergent wage growth of the existing workforce at existing exporters and non-exporters or, in contrast, is driven by establishments switching their export status or by workers moving from a non-exporting to an exporting establishment and vice versa is certainly of interest. For example, it can help to determine to what extent the (changing) selection of workers into exporters and non-exporters based on unobservable characteristics -that possibly are important determinants of wages in their own right -are able to explain the (changing) correlation of wages with the export status. Table 3 contains information on the development of wages and wage residuals, respectively, for a balanced sample of individuals, differentiating by their export status in 1996 and 2007. For those individuals that changed their export status between the two years additional information is given on whether this switch involved a change in establishments. Wage residuals are obtained from log wage regressions on the worker characteristics specified above as well as industry dummies and federal state dummies. As can be seen, the unweighted number of observations of this balanced sample is indeed low relative to the unbalanced sample but still reasonably large in absolute terms.
The findings are as follows. Permanent export workers have the highest wages in both years, whereas the opposite is true for permanent non-export workers. The raw gap between these two groups increased by eleven log points, which is more than the increase in the exporter wage gap for the full sample. The same is true for the increase in the wage residuals gap, i.e., that part of wages that is not explained by individual, industry and regional characteristics. Note that this pattern cannot be accounted for by time-constant individual heterogeneity.
20 Looking at the wage residuals of future establishment movers and export switchers also indicates that selection based on time-constant unobservables can only be part of the story. The underlying assumption is that wage residuals represent both unobserved skills and the returns to them (cf. Juhn et al., 1993) . It is true that in 1996, unexplained wages of future movers from non-exporters to exporters are, on average, higher than the ones of non-export stayers, whereas future movers from exporters to non-exporters have, on average, lower wage residuals than export stayers. These findings lend some support to the selection-on-unobservables hypothesis. However, unexplained wages of future non-export-to-export movers are lower than the ones of movers into the opposite direction, indicating that the changing composition of unobservable individual-specific skills does not explain the change in the gap. What clearly becomes apparent, however, is that a switch from non-exporting to exporting and, in particular, a move from a non-exporter to an exporter are both associated with the highest increases in unexplained wages. How do these findings relate to the theoretical explanations discussed in Section 2? Since the wage gap between exporters and non-exporters increased even for the same workers employed at the same firms with the same export status, theories featuring a time-constant between-firm wage differential or none at all are not consistent with the data. In contrast, it seems to be the case that the exporter wage premium rises in a period of increasing trade liberalization as suggested by Helpman et al. (2010) or Kreickemeier (2008, 2010) . In Helpman et al. (2010) , an increase in the wage premium is accompanied by a corresponding increase in average (unobserved) worker ability. It is tempting to say that the analysis of the wage residuals of future export switchers and firm movers does not lend support to this proposition. However, there are two caveats to such a statement. First, the balanced sample of workers is a reduced one and does not contain information on hires from non-sampled establishments. Second, and more importantly, Helpman et al. (2010) allow for two interpretations of worker ability. Under the first one, it represents some form of general ability, which would be more difficult to reconcile with the data. Yet under the second one, it is match-specific and independently distributed across worker-firm matches. Hence, wage residuals from 1996 may only partly be informative about unobserved worker ability in 2007. Clearly, a deeper investigation of which of the suggested wage-premium mechanisms is of highest relevance in practice is a promising route for future research. Table 4 documents that wage dispersion in the German manufacturing sector rose considerably between 1996 and 2007, thus only confirming the findings of the existing literature (e.g., Dustmann et al., 2009) . When decomposing the standard deviation into a between-establishment and a within-establishment component, it turns out that the former rose much faster. This is in line with the evidence presented, e.g., on the US (Dunne et al., 2004) or the UK (Faggio et al., 2010) . It also underscores the need for research on factors influencing between-firm wage differentials in order to understand the recent changes in the German wage structure. Inequality measures based on interquantile ranges also confirm the increase in wage dispersion. Following Dustmann et al. (2009) , I measure upper-tail wage inequality by the gap between the 85th and the 50th percentile of log wages and lower-tail wage inequality by the 50-15 log wage gap. Note that both measures are not affected by the wage imputation procedure for top-coded wages since less than 15 percent of the observations are censored. It can be seen that wage dispersion at the bottom increased by more than wage dispersion at the top. 
The exporter wage gap and overall wage dispersion
Trends in wage dispersion
Methodology: decomposing changes in wage dispersion over time
A first approach to analyse the role of the exporter wage gap in explaining (rising) wage inequality in Germany is to adopt a simple accounting framework as has been done, for example, by Blau and Kahn (1996) in their study on the effect of unionism on wage inequality. That is, the overall variance of log wages in time period t can be decomposed as follows:
where σ 2 t denotes the overall variance of log wages, α dt the share of individuals employed at purely domestic establishments, σ 2 dt and σ 2 et the variances within the non-exporting and the exporting sector, respectively,w dt andw et their respective average log wages, andw t the average log wage across all employees. As becomes apparent from the last two terms in Equation (4), in an accounting sense, the exporter wage gap is one factor contributing to overall wage dispersion. This framework can also be used to decompose changes in the variance of log wages over time into four different components, one of which is attributable to changes in the wage gap (cf. Appendix A for details).
In a second step, I apply a variant of the more evolved regression-based decomposition of Juhn et al. (JMP, 1993) . In particular, I apply the method proposed by Lemieux (2002) , which combines elements of JMP with the reweighting approach suggested by DiNardo et al. (DFL, 1996) . The general idea is to decompose changes in the wage distribution into three components: changes in observable characteristics, changes in the prices for these characteristics, and changes in residual inequality. Thus, this decomposition can be thought of as an extension to the techniques pioneered by Blinder (1973) and Oaxaca (1973) , which are popular tools for the decomposition of mean differences. Starting point are the year-specific Mincerian wage equations for the years t and s,
with
. θ il denotes the rank of individual i in the cumulative residual distribution of the corresponding year. It is possible to generate counterfactual log wage distributions by varying prices (coefficients), characteristics and the resi-dual distribution. Holding characteristics and residuals constant but changing the coefficients from their period t to their period s values yields
Varying both the distribution of covariates and the coefficients gives the second counterfactual wage distribution
The third counterfactual is generated by changing all three elements, coefficients, characteristics, and residuals:
Assuming an exact correspondence between the individual ranks in the residual distributions of the two time periods, it holds that
Comparing distributional measures such as the variance or the interdecile range for ln w it and ln w C1 it gives the contribution of changing coefficients. The difference between ln w C1 it and ln w C2 it is due to changes in the distribution of covariates (characteristics), and finally, the comparison between ln w C2 it and ln w is yields the contribution of changes in residual inequality.
A change in the coefficients is easily implemented by using the OLS estimates of Equation (5). However, it is more difficult to account for changes in the distribution of the covariates. As suggested by Lemieux (2002) , the DFL reweighting approach may be used for this purpose. The idea is to give more (less) weight to observations that are more (less) likely to be observed in period s as compared to period t. Specifically, DFL propose to pool the data for the two time periods and estimate the probability of being observed in period s conditional on the set of characteristics X i . Denote this probability as P is = P r(period = s|X i ). The DFL reweighting factor then is
with P s denoting the unconditional mean, that is, the fraction of individuals observed in period s. Applying this weighting factor to the observations in period t simulates the change in the distribution of covariates that occurred between periods t and s. If the observations cannot be divided in a limited number of cells, the predicted probabilitiesP is can be easily estimated parametrically using a logit (alternatively, a probit) model. One explicit advantage of the method proposed by Lemieux (2002) is that the reweighting takes into account that changes in the distribution of the covariates may also affect the residual distribution. This is the case if heteroskedasticity is present and the dispersion of the residuals increases in, e.g., the level of educational attainment. In contrast, several other implementations of JMP, such as the one by Blau and Kahn (1996) , only consider changes in the unconditional residual distribution.
The main virtue of the JMP decomposition is that it explicitly distinguishes observed prices from the residuals. In contrast, a pure DFL decomposition only considers the effect of varying characteristics, while between-group and residual prices are lumped together. Similarly, the decomposition based on regressions of recentered influence functions as recently suggested by Firpo et al. (2009 Firpo et al. ( , 2007 only allows for the distinction of a composition (characteristics) and a combined wage structure effect. Thus, both alternatives would not be able to single out the effect of a change in the exporter wage gap as well as in the returns to other characteristics.
Of course, the main interest of this paper is not to determine the contributions of the three components in the aggregate but to isolate the effects of the increasing wage differential between exporters and non-exporters as well as the increasing share of workers employed at exporting establishments. In the case of the coefficient or price effect, this can be done by only changing the coefficient of the export dummy while leaving all other coefficients unaltered. Furthermore -and this is is the second advantage of combining the original JMP decomposition with DFL reweighting as suggested by Lemieux (2002 ) -DiNardo et al. (1996 show how one can disentangle the contribution of a binary covariate to the characteristics effect. In particular, the authors propose to construct the weight for the binary variable of interest according to changes in the conditional distribution over time, given the other characteristics. In contrast to the alternative of focusing on the marginal distribution, this takes account of the joint distribution of all the covariates.
For example, in the present application, it might be the case that the increase in the share of workers employed at exporters is partly driven by industry shifts, with trade-intensive industries growing over time. One would not like to attribute this hypothetical development to an exporting characteristics effect. In practice, changes in the conditional propensity to export can be calculated by estimating -separately for each of the two years -a logit model with the export status as dependent variable, yielding two sets of coefficients and accordingly, two sets of predicted probabilities, which can be used for the reweighting. To arrive at the weight for the overall characteristics effect in a second step, the conditional weight for the binary variable is multiplied with the unconditional weight for all remaining variables. This leads to a sequential decomposition in the following order: 1) export coefficient effect, 2) coefficient effect attributable to remaining variables, 3) export characteristics effect, 4) characteristics effect attributable to remaining variables, and 5) residual effect. However, one well-known caveat to the whole procedure is its path dependency. That is, the estimated contributions of each element and of the aggregate components depend on the order of the decomposition. Therefore, to check the robustness, I perform the whole decomposition -except for the residual effect, which still comes last -in reverse order, as well (cf. DiNardo et al., 1996) . My preferred regression model for the decomposition is given by Equation (2) and thus includes, apart from the export dummy, standard human capital controls as well as industry and region dummies. As argued in Section 4, this specification has the closest connection to heterogeneous-firm trade models. In an extension, the regression given by Equation (3) is used for the decomposition. The latter specification adds several other firm characteristics and hence, might be able to explain a larger part of the change in wage dispersion. However, the drawback is that it becomes more difficult to disentangle the effect of exporting if -in line with theoretical predictions -different firm characteristics such as size, technology, and the export status are closely interrelated.
Throughout the analysis, statistical inference is based on a bootstrap (200 replications) of the whole decomposition. To account for the correlation of wages within establishments, a block bootstrap procedure is applied where all observations within an establishment are resampled.
Despite the high popularity in many economic applications, there are important caveats to any decomposition analysis of this type, which should not be concealed. In particular, the decomposition abstracts from general equilibrium effects and assumes that changes in quantities do not affect changes in prices. Moreover, exporting (as well as the industry) is treated as an individual characteristic.
23 This implies that a selection into the two groups of exporters and non-exporters based on unobservables is ruled out. Admittedly, this is a strong assumption. However, as discussed earlier, at least the increase in the wage gap does not seem to be caused by changing selection patterns. In fact, the observed increase in the conditional exporter wage gap is even higher if the sample is restricted to workers that never switched their export status. A further assumption behind the decomposition is that there are no spillover effects between exporters and non-exporters. Table 5 displays the results of the simple decomposition of the log wage variance outlined in Equation (4) and expanded on in Appendix A. It turns out that by far the largest part of the increase (about 91 percent) occurred within the nonexporting and exporting sectors. As becomes evident from Panel a), wage dispersion among non-exporters rose by more than wage dispersion among exporters. With 10.3 percent of the total, the contribution of the rising wage differential between exporters and non-exporters was moderate but non-negligible. In contrast, the changing employment shares of the two establishment groups worked towards a reduction in wage dispersion, albeit to a very small extent. The reason is that the share of workers in the group whose wages are relatively close to the grand mean (i.e., the ones employed at exporters) further increased. In that sense, workers became more homogeneous over time. This decomposition gives a first indication of the relative magnitudes of different components but is overly simplistic. In particular, it does not take into account simultaneous changes in the workforce composition and in the returns to skill or other observable characteristics, and it does not allow for a distinction between developments at the top and the bottom of the wage distribution, respectively.
Empirical results
Therefore, in a next step, I conduct the regression-based Juhn-Murphy-Pierce type decomposition, applying the method proposed by Lemieux (2002) . The latter is applied to the four wage dispersion measures listed above, that is, the standard deviation of log wages, the 85-15 log wage differential, the 85-50 log wage differential, and the 50-15 log wage differential. The decomposition results are displayed in Table 6 .
Focusing first on the aggregate components, changes in coefficients explain the largest part of rising wage inequality, irrespective of the measure used. Their contribution ranges from 53 percent for the standard deviation to 75 percent for the 50-15 log wage differential.
24 Changes in characteristics contribute between 1 (50-15) and 18 (85-50) percent, leaving between one fourth and one third of the total for rising residual inequality. As already suggested by the variance decomposition above, the coefficient effect of exporting is a source of rising wage dispersion. The former contributes 0.8 log points or 8.9 percent to the increase in the standard deviation of log wages and 11.7 percent to the rise in the 85-15 log wage differential, respectively, which is mainly driven by its contribution to lower-tail wage dispersion. Thus, despite the more evolved decomposition method and the inclusion of human capital, region and industry characteristics in the model, the order of magnitude of the estimated exporter wage gap effect is very similar to the one found using the simple variance decomposition.
On the other hand, the changing employment share at exporting establishments -conditional on the other covariates -tends to work against increasing inequality. This characteristics effect of exporting is negative for the standard deviation of log wages (−5.6 percent), the 85-15 differential (−7.8 percent) and, in particular, the 50-15 differential (−13.1 percent). It is almost negligible (0.7 percent) for the 85-50 differential. These figures are larger (in absolute terms) than the ones obtained by the simple variance decomposition. Recall that the intuitive explanation for the negative impact put forward before was that the high share of workers employed at exporters further increased, leading to rising homogeneity in that respect. Therefore, one cautious interpretation of the larger figures obtained now is that, conditional on covariates, this increase in the employment share of exporters was even more pronounced.
As already explained, the results are not innocuous to the sequence of the de-composition. Therefore, I perform the decomposition in reverse order, as well. That is, now the effect of changing human capital, industry, and region characteristics is calculated first, followed in turn by the export characteristics effect, the coefficient effect attributable to the (remaining) control variables, and finally, by the coefficient effect of exporting. The results remain qualitatively the same, although the quantitative importance of the components change to some extent. In particular, the aggregate characteristics effect becomes larger and the aggregate coefficient effect smaller. Recalling the sequence of the decomposition, this indicates that changes in characteristics matter more given 1996 prices than given 2007 prices. Similarly, changes in prices matter more given 1996 characteristics than given 2007 characteristics. This finding largely holds for the marginal contribution of exporting, too. That is, both the positive coefficient effect and the negative characteristics effect of exporting become smaller in absolute terms. 25 In that respect, the change in the characteristics effect is in general more pronounced than the change in the coefficient effect, which is particularly true for the 50-15 differential. With the coefficient effect and the characteristics effect working in opposite directions, what is the overall contribution of exporting to rising inequality? The answer to this question depends on the sequence of the decomposition. With the exception of the 85-50 differential, the net effect is larger according to the reverse-order decomposition. There, it is highest for the 50-15 log wage differential, amounting to 0.8 log points or 7.8 percent of the overall increase. Interestingly, averaging the net contributions over both sequences, the net exporting effect totals around five percent for all of the four wage dispersion measures.
Extensions
The contribution of additional establishment characteristics to the rise in wage dispersion
The only establishment characteristic controlled for in the decomposition discussed in Section 5.3 was the export status. I now base the decomposition on the regression given by Equation (3), thus accounting for several additional establishment-level variables such as total employment, the technology status, and the existence of firm-or industry-level collective agreements. Doing so is likely to increase the explained part of the rise in wage dispersion but loosens the direct correspondence to the theoretical models outlined in Section 2 and makes it difficult to disentangle the contribution of exporting. The results of this exercise are given in Table 7 .
A first inspection reveals that, indeed, the contribution of rising residual inequality substantially decreases. It even becomes negative for the 50-15 and the 85-15 differentials, thus implying that the model partly overexplains the increase in wage dispersion, particularly at the bottom of the distribution. This increase in the explained part is almost exclusively due to a rise in the characteristics effect, while the coefficient effect is in general hardly altered.
As expected, conditional on several other establishment characteristics, the contribution of exporting is diminished. According to the default-order decomposition, the coefficient effect of exporting ranges from 2.2 percent (85-50 differential) to 4.8 percent (50-15 differential), while according to the reverse-order decomposition, the respective contributions are 0.6 percent (85-50) and 3.8 percent (50-15). Thus, rather than increasing the aggregate coefficient effect, the additional covariates absorb some of the export price effect. This can be interpreted as a consequence of having a close connection between different establishment characteristics, which is well in accordance with heterogeneous-firm trade theory. For example, from the summary statistics contained in Tables B1 and B2 in Appendix B, it follows that exporters are not only larger but also make more often use of state-of-the-art technology. Moreover, they are more frequently part of a larger group and more likely to have a works council and to follow a collective bargaining agreement, which can in turn be attributed -at least to some extent -to their size advantage.
Due to these interrelations, I also refrain from interpreting the estimated export characteristics effect in more detail. The implied counterfactual -only changing the export status while keeping all other (establishment) characteristics constant -is not reasonable on these grounds. Instead, I return to the aggregate characteristics effect, which in contrast to the aggregate coefficient effect increased considerably with the inclusion of the additional variables. To obtain an idea of the likely reasons, it is suggestive to identify the main changes in establishment characteristics between 1996 and 2007. Again referring to Tables B1 and B2 , establishments became, on average, larger, more technology-intensive, more often part of a larger group, and in particular, less likely to follow a collective agreement. Dustmann et al. (2009) point to this decline in unionization as an important factor behind the growth in wage inequality. Although not the focus of the paper, my results are in line with this claim.
Between-vs within-group wage dispersion
The analysis focuses on the effect of exporting on inequality while conditioning on changes in the skill composition and changes in the returns to skill. This suggests that within-rather than between-group wage dispersion should be affected. To explore this issue in more detail, I redo the decomposition for the standard deviations of log wages within and between age×education groups, respectively. I focus on the standard deviation since -different from most other measures -the within-and the between-component of the variance add up to the total. For the sake of brevity, I only list the results of the main (parsimonious) model specification as given by Equation (2) (cf. Table 8) .
A first result to note is that changes in characteristics and coefficients explain 81 percent of the increase in between-group but only 57 percent of the rise in withingroup wage inequality. This is not surprising given that the age×education dummies are part of the model. However, the exporting effect is indeed more pronounced for the within-group standard deviation. The coefficient effect of exporting amounts to 11.1 percent and the characteristics effect to −5.7 percent (reverse order: 10.8 percent and −4.5 percent, respectively). In contrast, according to the default-order decomposition, the coefficient effect contributes only 4.7 percent and the characteristics effect −5.2 percent to the total increase in the between-group standard deviation. While reversing the order of the decomposition hardly affects the export coefficient effect (4.2 percent), the characteristics effect appears to be less stable and turns positive (2.8 percent).
Summary and discussion
Using linked employer-employee data for the German manufacturing sector and conducting a variant of the Juhn-Murphy-Pierce decomposition proposed by Lemieux (2002) , this paper has explored the role of exporting establishments in explaining the rise in wage dispersion over the years 1996 to 2007. This particular transmission channel between globalization and wage inequality is at the core of recent theoretical contributions based on heterogeneous firms. The period of analy-sis is of particular interest since during these years, European and global economic integration increased substantially.
The main findings of the analysis are the following. The exporter raw wage gap made an enormous jump and increased by almost eight log points, more than half of which cannot be explained by changes in observable worker, industry and region characteristics, and the returns to them. This increase in the conditional wage differential indeed contributed to growing wage inequality, predominantly within skill groups. In contrast, the growing employment share of exporting establishments worked towards a reduction in wage dispersion. The net contribution to the rise in inequality is positive but moderate, lying in the range of five percent according to the preferred model specification.
These findings are consistent with theories that feature an exporter wage premium which rises with increasing trade liberalization (e.g., Helpman et al., 2010; Kreickemeier, 2008, 2010) . Furthermore, according to these theories, gradual trade liberalization should have a non-monotonic (hump-shaped) effect on wage inequality where the latter increases as long as the initial degree of trade openness is not too high. Taking these predictions seriously, this suggests that the turning point has not yet been reached in Germany. Trade theory, however, is not able to explain all of the increase in wage inequality, particularly not the one occurring within the group of non-exporting firms. In fact, a reduction in fixed or variable trade costs should lower the range of non-exporters (and of their wages), with the most productive ones starting to trade internationally and the weakest ones leaving the market altogether due to a tougher competitive environment. As this paper confirms, changes in general labour market conditions such as the decline in unionization are important explanatory factors in this respect since they are likely to have lowered the implicit wage floor. To the extent that these trends are also driven by global competitive pressures, the direct contribution of exporters addressed in this analysis only partly captures the effect of globalization on the rise in wage inequality. Note: The figure depicts the mean conditional log wage gap (solid line) and the associated 95-percent confidence interval (dashed lines) obtained from the year-specific regressions ln w ijt = β 0t + β 1t Exp jt + X it β Xt + Z jt β Zt + I jt β It + R jt β Rt + u ijt . The vector X it contains worker characteristics, Z jt establishment characteristics, I jt denotes industry dummies and R jt federal state dummies. Regressions employ sampling weights, and clustering at the establishment level is taken into account. For export switchers, the second column characterizes whether this switch occurred due to establishments starting to export (stayers) or due to individuals moving from a nonexporting to an exporting plant (mover). The third column displays the unweighted number of observation for each category. Wage residuals have been obtained from year-specific log wage regressions (on the full, unbalanced sample), using as controls a set of age×education dummies, a quadratic term of establishment tenure, a dummy for foreign nationality, a dummy for holding a position as a master craftsman or foreman as well as industry dummies and federal state dummies. Standard errors are given in parentheses. Regressions and summary statistics make use of sampling weights. Note: Variables contained in the vector 'Other': worker characteristics (age×education dummies, quadratic term of establishment tenure, dummy for foreign nationality, dummy for holding position as master craftsman or foreman), establishment characteristics (quadratic term of log total employment, dummy for state-of-the-art technology status, dummy for not being part of a larger group, dummy for the existence of a works council, two dummy variables for following an industry-level or a firm-level collective agreement, respectively), industry dummies, and federal state dummies. See Table 6 for further explanatory notes. Note: sd between/sd within: increase in standard deviation of log wages between and within 20 age×education groups, respectively, between 1996 and 2007. See Table 6 for further explanatory notes. Variables preceded by Est denote establishment characteristics. Establishment characteristics marked with * are included in the extended regression model. Due to missing values they are based on 538,382 observations for the whole sample (67,884 at non-exporters and 470,498 at exporters). Summary statistics are calculated using sampling weights. The table displays separate summary statistics for five age groups and four education categories. Note that in the regression, dummies for age×education groups are used instead. 
Figures and Tables
35
B Additional tables
42
