using back-propagation neural networks. Importantly, this method has significantly reduced the CPU time for modelling. Availability: The software and the data used in this study can be downloaded from http://www.dcs.ex.ac.uk/~zryang for free academic use.
Introduction
Most proteins synthesized in mammalian cells are glycosylated while glycoproteins are those complexes in which carbohydrates are attached covalently to asparagine (N-glycans) or serine/threonine (O-glycans) residues of peptides (Bhavanadan, 1995) . Although the structure may vary, biologically active oligosaccharides are often found on outer chains attached to asparagines, serine/threonine (O-glycans) or hydroxylysine residues. Moreover, glycoproteins with Nacetylglucosaminylated or mannosylated serine/threonine residues are found in various cellular compartments and tissues. Attachment of oligosaccharides to peptides will increase solubility, cover the antigenic domains and protect peptide backbone against proteases. Like polysialic acid attached to neural cell adhesion molecules (N-CAM), the carbohydrates often modulate protein functions. In contrast, the carbohydrate moieties of serum glycoproteins and pituitary glycoprotein hormones are involved in their clearance from circulation or targeting of the hormones to respective organs.
Enzymes, immuglobulins, carriers, hormones, toxins, lectins, and structural proteins are the main types of the glycoproytein (Sharon and Lis, 1981) . Because glycoproteins occur in cells both in soluble and membrane-bound forms, as well as in the intercellular matrix and in extracellular fluids, they are of great interest in pharmacy (Goochee and Monica, 1990) . Each glycoprotein can possess multiple sites for attaching oligosaccharide moieties (Kehry et al., 1979; Taniguchi et al., 1985; Goto et al., 1988) , they can have a significant impact on the chemical and physical properties of the protein, including thermal stability and solubility because these carbohydrate groups are located on the outer surface of the protein (West, 1986; Goochee and Monica, 1990) . It has been shown that the carbohydrate moieties of glycoprotein perform many vital biological roles whilst the most distinctive feature of glycoproteins is the carbohydrate-peptide linkage (Sharon and Lis, 1981) . To prevent the formation of this linkage, it is important to understand the hidden mechanism of the linkage processes, especially how enzymes are involved in glycoprotein prior to the relevant drug design.
A remarkable feature of different types O-glycosidically linked oligosaccharides (Kobata, 1984; Kornfeld and Kornfeld, 1985) is that the reducing monosaccharide is always conjugated to a Ser or Thr residue of the polypeptide, but the chemical nature of the anchoring monosaccharide and the size of the oligosaccharide unit varies (Chou, 1995) . The type, which is referred to as O-linked or mucin-type oligosaccharides, is intimately involved in the secretion of proteins, be they enzymes, hormones, or structural glycoproteins. It has been observed that eight neighbouring positions have close relationship with the linkage behaviour (Chou, 1995) . The linkage site is commonly defined as P 0 while the other eight neighbouring positions are defined as P 1 to P 4 toward the NH2-terminus and P 1' to P 4' toward the COOH-terminus (Chou, 1995) . Knowledge of the linkage sites in glycoproteins is critical to the design of specific and efficient inhibitors against the enzyme to catalyse the formation of the carbohydratepeptide linkage. From this, we can determine which peptides can function as a competitive inhibitor against the enzyme and which cannot (Chou, 1995) .
Artificial neural networks (ANNs) are a class of algorithms that include back-propagation neural networks (BPNNs) (see Rumelhart and McClelland, 1986) and bio-basis function neural networks (BBFNNs, see Thomson et al., 2003) . Because of their capability of modelling most complicated tasks without a prior knowledge about model structures, their application to analysing biological data has been successful. In this study, we apply both BPNNs and BBFNNs to the prediction of the O-linkage sites in glycoproteins and the result shows that the BBFNN model is superior to the BPNN model.
System and Method
BPNNs have been widely described in many books following the pioneer book (Rumelhart and McClelland, 1986 ) and details of BBFNNs can be seen in Thomson et al., (2003) .
The Bayes rule is commonly used to minimise the probability of misclassification and it depends on two factors, the model itself and prior probability (Duda and Hart, 2002) . The former is relevant to data while the latter is not. The prior probability determines the optimal threshold of discrimination for a given model. A robust model should not have its performance significantly affected by a slight change of the threshold. In order to select a robust model, we either minimise false positive fraction for a fixed true positive fraction or maximise true positive fraction for a fixed false positive fraction. The receiver operating characteristic (ROC) curve is one of the most useful methods for this analysis (Metz, 1978) . In a ROC curve, the true positive fraction (TPf) is used as the vertical axis and the false positive fraction (FPf) the horizontal axis. Each point in a ROC curve corresponds to a model with a specific threshold of discrimination. Since a model with a comparatively large TPf for a fixed FPf will be preferred, the larger the area under the ROC curve, the better the performance a classifier has. This means that we can select a robust model through maximising the area under ROC curves.
The Fisher ratio is defined as a normalised difference between the centres of two Gaussian distributions of two classes for a feature. The larger the Fisher ratio, the better the discriminant ability (Duda and Hart, 2002) . Treating each bio-basis function as a feature, we can analyse its contribution to modelling.
As is well known, the independent data set test, sub-sampling test and jackknife test are the three methods often used for cross-validation to examine the prediction quality in statistical prediction. Among these three, however, the jackknife test is deemed as the most effective and objective one; see, e.g., Chou and Zhang (1995) for a comprehensive discussion about this, and Mardia et al. (Mardia et al., 1979) for the mathematical principle. The jackknife test is particularly useful for checking the cluster-tolerant capacity (Chou, 1993a (Chou, , 1993b Chou, 1999) , and hence was often used for the case when the training datasets were far from complete yet (Zhou, 1998; Zhou and Assa-Munt, 2001; Zhou and Doctor, 2003; Zhou and Troy, 2003) . During jackknifing, each sample in the training dataset is in turn singled out as a tested sample and all the rule-parameters are calculated based on the remaining samples.
Implementation
This method was encoded in java on a PC containing a 500 Pentium and Linux operating system.
Discussion
We will discuss the use of BBFNNs for predicting the O-linkage sites in glycoproteins, referring to data collected earlier (Chou, 1995; Chou et al., 1995b) . There were originally 335 O-linkage glycoprotein oligopeptides, of which 33 had less than 9 subsites while the rest had full 9 subsites (Chou, 1995) . The 9 subsites were denoted as P 4 -P 3 -P 2 -P 1 -P 0 -P 1' -P 2' -P 3' -P 4' . Based on this data set, different methods were applied, i.e., sequence-coupled vector-projection (SCVP) (Chou, 1995) , BPNNs (Cai and Chou, 1996) , and support vector machines (Cai et al., 2002) . We used all full-length glycoprotein oligopeptides for model construction. 52 were used for independent testing and the rest were used for training. We produced 20 models with a jackknife method for estimating the prediction accuracy and the standard deviation of the prediction accuracy on the independent testing data. . It can be seen that the standard deviation of the BBFNN models was only half of that of the BPNN models. The lowest expectation of the prediction accuracy with 68% of confidence were 88.4% and 81.83% for the BBFNN and BPNN models respectively. Shown in Figure 1 were the ROC curves for the 20 BBFNN and BPNN models. We can see that the ROC curves of the BBFNN models were far away from the diagonal line toward the left-top corner compared with BPNN models. The BBFNN models were therefore more robust than the BPNN models. Figure 3 were the histograms of 9 bio-basis functions, which had the largest Fisher ratios. The horizontal axes represented the normalised similarity scores and the vertical axes the hits in specific intervals of the similarity scores. The open and filled bars represented two different classes of glycoproteins, with or without linkage sites. The sequences were the glycoprotein oligopeptides used for bio-basis functions. The figures were the corresponding Fisher ratio values. For instance, "ATAATAATA" was the glycoprotein oligopeptide used for a bio-basis function with the largest Fisher ratio 0.91. Among these nine oligopeptides, we can see that Serine (S) or Threonine (T) was always in the subsite P 0 for demonstrating high discriminant ability (high Fisher ratio values). This was consistent with biological result (see Figure 4) . Figure 4 showed a frequency map, in which the horizontal axis represented the 20 amino acids and the vertical axis the 9 subsites in glycoproteins from P 4 to P 4' . The contour showed the distribution of the frequency that represented the probability for amino acids to occur at the 9 subsites. It can be seen that either threonine (T) or serine (S) was a conserved amino acid at the position P Figure 4 . Frequency of the conserved amino acids. This map was produced by counting the frequency of a specific amino acid occurring at a specific subsite of the collected glycoprotein oligopeptides. In the map, we can see that the amino acids Serine (S) and Threonine (T) were very conserved for the linkage site P 0 (the frequency value was higher than 0.3).
Shown in
Shown in Figure 5 was the histogram of the weights for the 20 BBFNN models. The horizontal axis represented the weight intervals and the vertical axis the hits of weights within the intervals. We can be seen that the distribution of the weights followed a bi-normal distribution. In terms of the knowledge shown in Figure 5 , we calculated the probability density of each weight. Shown in Table 2 was part of the model details of the first BBFNN model, where "0" stands for non-cleaved, "1" cleaved, "W" the weights, and "P" the probabilities. Full details can be seen in the web site of the first author (http://www.dcs.ex.ac.uk/~zryang). Histogram of Weights Figure 5 . Histogram of the weights of 20 BBFNN models. The horizontal axis represented the weight intervals and the vertical axis the hits of weights within the intervals. It this graph, we can see that the weights which determined model performance followed two separate distributions (close to Gaussian distributions), one for one class. The negative distribution (left distribution) was for the oligopeptides without O-linkage sites while the positive one was for the oligopeptides with O-linkage sites. This meant that the knowledge which governed the data distribution can be obtained through a neural learning process. Because of the use of an amino acid similarity matrix, the traditional distributed encoding method is replaced by bio-basis functions in BBFNNs. Bio-basis functions are used as features to transform a sequence space to a feature space. Each bio-basis function uses a glycoprotein oligopeptide as a support. In the above discussion, we have found that BBFNNs have two advantages, more accurate and more robust. Besides, BBFNNs also work fast. For instance, BBFNNs only took 380 seconds while 10800 seconds were required by BPNNs for 20 models for the case studied in this paper.
However, BBFNNs still have several limitations. First, the selection of a proper similarity matrix needs prior knowledge. A further study of refining BBFNNs under the framework of the Bayes theory will be conducted. Second, how to select a set of bio-basis functions is an optimisation problem and needs the investigation of a proper feature selection method. Third, the parameters in BBFNNs are currently determined using an algebraic method, namely a pseudo inverse method (Thomson et al., 2003) . However, degeneration may occur even though it did not occur in this study since the data is not homogenous. We will make our further investigation using a generalised inverse method (Duda and Hart, 2002) .
