Abstract. In the convergence analysis of the GMRES method for a given matrix A, one quantity of interest is the largest possible residual norm that can be attained, at a given iteration step k, over all unit norm initial vectors. This quantity is called the worst-case GMRES residual norm for A and k. We show that the worst-case behavior of GMRES for the matrices A and A T is the same, and we analyze properties of initial vectors for which the worst-case residual norm is attained. In particular, we prove that such vectors satisfy a certain "cross equality." We show that the worst-case GMRES polynomial may not be uniquely determined, and we consider the relation between the worst-case and the ideal GMRES approximations, giving new examples in which the inequality between the two quantities is strict at all iteration steps k ≥ 3. Finally, we give a complete characterization of how the values of the approximation problems change in the context of worst-case and ideal GMRES for a real matrix, when one considers complex (rather than real) polynomials and initial vectors.
Introduction. Let a nonsingular matrix A ∈ R
n×n and a vector b ∈ R n be given. Consider solving the system of linear algebraic equations Ax = b with the initial guess x 0 = 0 using the GMRES method. This method generates a sequence of iterates Here · denotes the Euclidean norm, and π k denotes the set of real polynomials of degree at most k and with value one at the origin; see the original paper of Saad and Schultz [14] or, e.g., the books [4, 11, 13] .
The convergence analysis of GMRES deals with bounding or estimating the righthand side of (1.1). This is a notoriously difficult problem; see, e.g., the respective chapters in [4, 11, 13] . One way to simplify this problem is to split off the right-handside vector b and to bound or estimate the value of the remaining polynomial matrix approximation problem only, i.e., to consider
Greenbaum and Trefethen nicely described the motivation for this approach in [6, pp. 361-362] . They called ϕ k (A) the ideal GMRES value for A and k, and the (uniquely determined) polynomial that attains this value the ideal GMRES polynomial for A and k (see [6, 12] for uniqueness proofs).
Since the majority of the existing GMRES convergence results are (upper or lower) bounds on the ideal GMRES value ϕ k (A), it is natural to ask how far this value can be from an actual kth residual norm produced by GMRES. This question was formulated by Greenbaum and Trefethen in [6, p. 366] , and it can be approached by looking at the following sequence of inequalities that holds for any given A ∈ R n×n , integer k ≥ 1, and unit norm vector b ∈ R n :
The value ψ k (A) introduced in (1.3) is called the worst-case GMRES residual norm for the given A and k. It gives an attainable upper bound on all possible kth GMRES residual norms for the given matrix A. A unit norm initial vector and a corresponding polynomial for which the value ψ k (A) is attained are called a worst-case GMRES initial vector and a worst-case GMRES polynomial for A and k, respectively.
Let us briefly summarize the most important previous results on worst-case and ideal GMRES (see [15, For a fixed k, both ψ k (A) and ϕ k (A) are continuous functions on the open set of nonsingular matrices; see [7, Theorem 3.1] or [2, Theorem 2.5]. Moreover, the equality ψ k (A) = ϕ k (A) holds for normal matrices A and any k, as well as for k = 1 and any nonsingular A [5, 8] . Some nonnormal matrices A are known, however, for which ψ k (A) < ϕ k (A), even ψ k (A) ϕ k (A), for certain k; see [2, 16] . As shown in [18] , the ideal GMRES approximation problem can be formulated as a semidefinite program. Hence the ideal GMRES value ϕ k (A) and the corresponding ideal GMRES polynomial can be computed by any suitably applied semidefinite program solver. In our computations we use the MATLAB package SDPT3, version 4.0; see, e.g., [17] . On the other hand, we are not aware of any efficient algorithm for solving the worst-case GMRES approximation problem. In our experiments we use the general purpose nonlinear minimization routine fminsearch from MATLAB's Optimization Toolbox.
Our main goal in this paper is to contribute to the understanding of the worst-case GMRES approximation problem (1.3). In particular, we will derive special properties of worst-case GMRES initial vectors, and we will show that (in contrast to ideal GMRES), worst-case GMRES polynomials for given A and k may not be uniquely determined. Furthermore, we will give some new results on the relation between worst-case and ideal GMRES, and on the tightness of the inequality ψ k (A) ≤ ϕ k (A). Finally, we give a complete characterization of how the values of the approximation problems in the context of worst-case and ideal GMRES for a real matrix change, when one considers complex (rather than real) polynomials and initial vectors.
In this paper we do not consider quantitative estimation of the worst-case GMRES residual norm ψ k (A), and we do not study how this value depends on properties of A. Downloaded 2. The cross equality. In this section we generalize two results of Zavorin [19] . The first shows that ψ k (A) = ψ k (A T ), and the second is a special property of worstcase initial vectors (they satisfy the so-called cross equality). Zavorin proved these results only for diagonalizable matrices using quite a complicated technique based on a decomposition of the corresponding Krylov matrix. Using a simple algebraic technique we prove these results for general matrices.
In our derivation we will use the following notation and basic facts about GMRES. For any given nonsingular A ∈ R n×n and b ∈ R n the sequence of GMRES residual norms r k , k = 1, 2, . . . , is monotonically decreasing. It terminates with r k = 0 if and only if k is equal to d (A, b) , the degree of the minimal polynomial of b with respect to A, where always
, which is mathematically equivalent to (1.1), is given by
When we need to emphasize the dependence of the kth GMRES residual r k on A, b, and k we will write
where p k ∈ π k is the kth GMRES polynomial of A and b, i.e., the polynomial that solves the minimization problem on the right-hand side of (1.1). As long as r k = 0, this polynomial is uniquely determined. Lemma 2.1. Let A ∈ R n×n be nonsingular, let k ≥ 1, and let b ∈ R n be a unit norm vector such that
with equality if and only if
where the inequality follows from the Cauchy-Schwarz inequality and b = 1. Taking the minimum over all q ∈ π k in (2.3) and dividing by r k we get 
Since b = 1, this happens if and only if
which finishes the proof. We now can show that the worst-case GMRES residual norms for A and
Proof. If b is a worst-case GMRES initial vector for A and k, r k = GMRES(A, b, k),
, k), then, using Lemma 2.1,
Now we can reverse the roles of A and A T to obtain the opposite inequality, i.e.,
The following theorem describes a special property of worst-case initial vectors. Theorem 2.3. Let A ∈ R n×n be nonsingular, and let
n is a worst-case GMRES initial vector for A and k, and
and
Proof. By assumption, r k = ψ k (A). Using Lemma 2.1 and Theorem 2.2, 
The following algorithm is motivated by this definition. Convergence properties are shown in the theorem immediately below the algorithm statement. 
Algorithm 1 (Cross iterations 1)
and the two sequences r Proof. Using Lemma 2.1 we know that r (1) k as well as s (1) k are well defined and it holds that r
. Switching the roles of A and A T and using Lemma 2.1 again, it follows that r (2) k is well defined and that s
. Hence, (2.7) follows from Lemma 2.1 by induction.
By (2.7) the two sequences r
interlace each other, are both nondecreasing, and are both bounded by ψ k (A). This implies that both sequences converge to the same limit, which does not exceed ψ k (A).
The first equality in (2.4) shows that r
k . Using this fact and
Since the sequences of norms r (resp., the sequence c (j) ) converges to a uniquely defined limit vector b (resp., c). Unfortunately, we were not able to prove that this must always be the case. Such proof could be used to settle the conjecture made by Forsythe in [3, p. 66] . For a recent treatment and historical notes on this open problem we refer the reader to [1] .
From the above it is clear that satisfying the cross equality represents a necessary condition for a vector b (0) to be a worst-case initial vector. On the other hand, we can ask whether this condition is sufficient, or, at least, whether the vectors that satisfy the cross equality are in some sense special. To investigate this question we present the following two lemmas. Proof. The nonzero GMRES residual
is uniquely determined by the orthogonality conditions (2.1), which can be written as
We will now prove the equivalence. On the one hand, if b satisfies the cross equality for A and k,
T satisfies the cross equality for J λ and every k = 1, . . . , n − 1. Proof. From [10, Example 2.3] we know that Using Lemma 2.6, it is sufficient to show that e n ∈ K k+1 (J T λ , r k ). We will look at the nonzero structure of the vectors (J
where "•" stands for a nonzero entry and "•" represents a zero entry. From this structure one can easily see that e n ∈ K k+1 (J T λ , r k ). Our numerical tests predict that although e n satisfies the cross equality for J λ and every k = 1, . . . , n − 1, e n is not a worst-case GMRES initial vector for J λ and any k. We are able to prove this statement only in special cases, for example, if 1 ≤ k ≤ n/2 and λ > 2. In this case
To give a numerical example for Algorithm 1, we consider A = J 1 ∈ R
11×11
and k = 5. In the left part of , s
, r
, s . In each case we noted that the sequences numerically converge to uniquely defined limit vectors (cf. our remarks following the proof of Theorem 2.5). Moreover, in each case we obtain at the end a unit norm vector b (10) that satisfies (up to a small inaccuracy) the cross equality for J 1 and k = 5. We can observe that there seems to be no special structure in the norms that are attained at the end. In particular, none of the runs results in a worst-case initial vector for J 1 and k = 5, i.e., none of the curves attains the value ψ 5 (J λ ) that is visualized by the highest bold horizontal line in the figure.
As indicated in the left part of Figure 2 .1, the sequences of residual norms generated by Algorithm 1 usually stagnate after only a few iterations. Unfortunately, this level is usually far below the worst-case level we want to reach. In order to get closer to that level, we need to disturb the process and try a different initial vector that could provide a greater GMRES residual norm. This motivates the following modification of Algorithm 1, where in each step we decide between using A or A T to generate the next residual norm.
Algorithm 2 (Cross iterations 2)
Algorithm 2 is well defined and has similar convergence properties to those stated in Theorem 2.5 for Algorithm 1. As shown in the right part of Figure 2 .1, the strategy of Algorithm 2 is a little better than the one of Algorithm 1 when looking for a worstcase initial vector: It generates larger residual norms than Algorithm 1, but they are still less than the true worst-case norm. While one may use the output of Algorithm 2 as an initial point for an optimization routine like fminsearch, finding an efficient algorithm for computing a worst-case initial vector remains an open problem.
Optimization point of view.
In this section we rewrite the worst-case GM-RES approximation problem (1.3) in an equivalent form in order to characterize worstcase GMRES initial vectors and the corresponding worst-case GMRES polynomials as saddle points of a certain function. This formulation will in particular be used to show that the worst-case GMRES polynomials for A and A T are identical. T ∈ R k and v ∈ R n , we define the function 
(Here only the dependence on v is expressed in the notation K(v), because A and k are both fixed.) Note that
Next, we define the function
which represents the kth squared GMRES residual norm for the matrix A and the initial vector v, and we denote 
As a function of v ∈ Ω, this minimizer satisfies
c * (v) ∈ C ∞ (Ω). Given v ∈ Ω, (c * (v), v) is the only point in R k × Ω with ∇ c f (c * (v), v) = 0.
Proof. Since v ∈ Ω and A is nonsingular, the vectors Av, A 2 v, . . . , A k v are linearly independent and K(v)
T K(v) is symmetric and positive definite. Therefore, if v ∈ Ω is fixed, (3.2) is a quadratic functional in c, which attains its unique global minimum at the stationary point
Since K(v) T K(v) is nonsingular and each entry of (K(v) T K(v))
−1 can be expressed using Cramer's rule, the function c * (v) is a well-defined rational function of v ∈ Ω, Downloaded 12/14/17 to 130.149.176.172. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php and thus c * (v) ∈ C ∞ (Ω). Note that the vector c * (v) contains the coefficients of the kth GMRES polynomial that corresponds to the initial vector v ∈ Ω.
As stated in Lemma 3.1, g(v) is a continuous function on R n , and thus it is also continuous on the unit sphere
Since S is a compact set and g(v) is continuous on this set, it attains its minimum and maximum on S. We are interested in the characterization of points
This is the worst-case GMRES problem (1.3). Since g(v) = 0 for all v ∈ Γ, we have
To characterize the points ( c, v) ∈ R k × S that satisfy (3.3), we define for every c ∈ R k and v = 0 the two functions
Clearly, for any α = 0, we have
Lemma 3.3. It holds that G(v) ∈ C ∞ (Ω). A vector v ∈ Ω ∩ S satisfies g( v) ≥ g(v) for all v ∈ S if and only if v ∈ Ω ∩ S satisfies
G( v) ≥ G(v) for all v ∈ R n \{0}.
Proof. Since g(v) ∈ C ∞ (Ω) and 0 / ∈ Ω, it holds also G(v) ∈ C ∞ (Ω). If v ∈ Ω∩S is a maximum of G(v), then α v is a maximum as well, so the equivalence is obvious.
Theorem 3.4. The vectors c ∈ R k and v ∈ S ∩ Ω that solve the problem
i.e., ( c, v) is a stationary point of the function F (c, v).
Proof. Obviously, for any v ∈ Ω,
i.e., c * (v) also minimizes the function F (c, v). Hence, We know that g(v) attains its maximum on S at some point v ∈ Ω ∩ S. Therefore, G(v) attains its maximum also at v. Since G(v) ∈ C ∞ (Ω), it has to hold that
Denoting c = c * ( v) and writing the function
where ∇ v c * ( v) is the n × k Jacobian matrix of the function c * (v) : R n → R k at the point v. Here we used the standard chain rule for multivariate functions. Since v ∈ Ω ∩ S, we know that ∇ c F ( c, v) = 0, and, therefore, using (3.5), ∇ v F ( c, v) = 0.
Theorem 3.
If ( c, v) is a solution of the problem (3.3), then v is a right singular vector of the matrix p(A; c).
Proof. Since ( c, v) solves the problem (3.3), we have 0 = ∇ v F ( c, v). Writing  F (c, v) as a Rayleigh quotient,
we ask when ∇ v F (c, v) = 0; for more details see [9, pp. 114-115] . By differentiating F (c, v) with respect to v, we get
In other words, v is a right singular vector of p(A; c) and σ = F ( c, v)
is the corresponding singular value. 
is the GMRES polynomial that corresponds tov and 
Proof. Using Theorems 3.5 and 3.6 we know that .6) i.e., that b is a right singular vector of the matrix p k (A) that corresponds to the maximal value of F ( c, v), i.e., to ψ 2 k (A). From (2.6) we also know that ψ
where q k is the GMRES polynomial that corresponds to A T and the initial vector r k . Comparing (3.6) and (3.7), and using the uniqueness of the GMRES polynomial q k , it follows that p k = q k . Downloaded 12/14/17 to 130.149.176.172. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Nonuniqueness of worst-case GMRES polynomials. In this section we prove that a worst-case GMRES polynomial may not be uniquely determined, and we give a numerical example for the occurrence of a nonunique case. Our results are based on Toh's parametrized family of (nonsingular) matrices
Toh used these matrices in [16] 
1). If p k (z) is a worst-case GMRES polynomial for A and k, then p k (−z) is also a worst-case GMRES polynomial for A and k.
In particular, p 3 (z) = p 3 (−z), so the worst-case GMRES polynomial for A and k = 3 is not uniquely determined.
Proof. Let b be any worst-case initial vector for A and k, and consider the orthogonal similarity transformation
where w = Q T b. In other words, p k (−z) is a worst-case GMRES polynomial for A T and k. Using Corollary 3.7, it is also a worst-case GMRES polynomial for A and k. Let p 3 (z) ∈ π 3 be any worst-case GMRES polynomial for A and k = 3. To show that p 3 (−z) = p 3 (z) it suffices to show that p 3 (z) contains odd powers of z, i.e., that
From [16, Theorem 2.1] we know that the (uniquely determined) ideal GMRES polynomial for A and k = 3 is of the form where the last equality follows from the fact that the ideal and worst-case GMRES approximations are equal for k = 1 [8, 5] . If a worst-case polynomial for A and k = 3 is of the form 1 − βz 2 for some β, then
This, however, contradicts the main result by Toh that
To compute examples of worst-case GMRES polynomials for the Toh matrix (4.1) numerically we chose ε = 0.1 and ω = 1, and we used the function fminsearch from MATLAB's Optimization Toolbox. We computed the value One can numerically check that b is the right singular vector of p 3 (A) that corresponds to the second maximal singular value of p 3 (A). From Theorem 4.1 we know that
is also a third worst-case GMRES polynomial. One can now find the corresponding worst-case initial vector leading to the polynomial q 3 using the singular value decomposition (SVD)
where the singular values are ordered nonincreasingly on the diagonal of S. We know (by numerical observation) that b is the second column of V . We now compute the SVD of q 3 (A) and define the corresponding initial vector as the right singular vector that corresponds to the second maximal singular value of q 3 (A). It holds that
So, the columns of the matrix Q T U are right singular vectors of q 3 (A) and the vector Q T u 2 , where u 2 is the second column of U , is the worst-case initial vector that gives the worst-case GMRES polynomial q 3 (z) = p 3 (−z).
Ideal versus worst-case GMRES.
As mentioned above, Toh [16] as well as Faber et al. [2] have shown that worst-case GMRES and ideal GMRES are different approximation problems in the sense that there exist matrices A and iteration steps k for which ψ k (A) < ϕ k (A). In this section we further study these two approximation problems. We start with a geometrical characterization related to the function f (c, v) from (3.2). If f (c, v) has a saddle point in R k × S, then there exist vectors c ∈ R k and v ∈ S such that
for all c ∈ R k and all v ∈ S. 
One can ask whether the phenomenon ψ k (A) < ϕ k (A) can also appear for diagonalizable matrices. The answer is yes, since both ψ k (A) and ϕ k (A) are continuous functions on the open set of nonsingular matrices; see [2, Theorems 2.5 and 2.6].
Hence one can slightly perturb the diagonal of the Toh matrix (4.1) in order to obtain a diagonalizable matrix A for which
For ω = 1, the Toh matrix is an upper bidiagonal matrix with the alternating diagonal entries 1 and −1, and the alternating superdiagonal entries and −1 . One can consider such a matrix for any n ≥ 4, i.e., and look at the values of ψ k (A) and ϕ k (A). If n is even, we found numerically that
Hence for all such matrices worst-case and ideal GMRES differ from each other for exactly one k.
Inspired by the Toh matrix, we define the n × n matrices (for any n ≥ 2)
and use them to construct the matrix
One can numerically observe that here ψ k (A) < ϕ k (A) for all steps k = 3, . . . , 2n − 1.
As an example, we plot in Figure 5 .1 the ideal and worst-case GMRES convergence curves for n = 4, i.e., A is an 8 × 8 matrix, ω = 4, and ε = 0.1. Varying the parameter ω will influence the difference between the worst-case and ideal GMRES values in these examples. Decreasing ω leads to a smaller difference, and increasing ω leads to a larger difference for large k, while the two values need not differ for some small k.
6. Ideal and worst-case GMRES for complex vectors or polynomials. We now ask whether the values of the min-max approximation (1.2) and the max-min approximation (1.3) for a matrix A ∈ R n×n can change if we allow the maximization over complex vectors and/or the minimization over complex polynomials. We will give a complete answer to this question in Theorems 6.1 and 6.3 below. In short, for the min-max approximation related to ideal GMRES the underlying fields of minimization and maximization do not matter, while for the max-min approximation related to worst-case GMRES different fields may in some cases indeed lead to different values. These results again indicate the different nature of the two approximation problems, and they complement ( Let us define
where K and F are either the real or the complex numbers. Hence, the previously used 
Proof. Since
Bv holds for any real matrix B ∈ R n×n , we have
On the other hand, writing p ∈ π k,C in the form p = p r + i p i , where p r ∈ π k,R and p i is a real polynomial of degree at most k such that p i (0) = 0, we get
Since the value of ϕ k,K,F (A) does not change when choosing for K and F real or complex numbers, we will again use the simple notation ϕ k (A) in the following text. The situation for the quantities corresponding to the worst-case GMRES approximation is more complicated. Our proof of this fact uses the following lemma.
Lemma 6.2. If A = A(ω, ε) is the Toh matrix defined in (4.1) and
Proof. Using the structure of B it is easy to see that ψ k,R,R (B) ≤ ϕ k (A) for any k. To prove the equality, it suffices to find a real unit norm vector w with
The solution p * of the ideal GMRES problem on the right-hand side of (6.2) is given by (4.3). Toh showed in [16, p. 32 ] that p * (A) has a twofold maximal singular value σ, and that the corresponding right and left singular vectors are given (up to a normalization) by we see that q(B)w = σ. To prove (6.2) it is sufficient to show that q is the third GMRES polynomial for B and w, i.e., that q satisfies q(B)w ⊥ B j w for j = 1, 2, 3, or, equivalently,
Hence ψ 3,C,C (A) < ϕ 3 (A). Lemma 6.2 and (6.3) imply ϕ 3 (A) = ψ 3,R,C (A) for the Toh matrix, and, therefore, the second inequality can be strict. Finally, since p(A) = p(B) for any polynomial p, we get ϕ 3 (B) = ϕ 3 (A), and, using (6.3), ψ 3,R,C (A) = ψ 3,R,R (B) ≤ ϕ 3 (B) = ϕ 3 (A).
We do not know whether the first and second inequalities in Theorem 6.3 can be strict simultaneously, i.e., can both be strict for the same A and k. Concerning the last inequality in Theorem 6.3, we are in fact able to prove that ψ k,R,C (A) = ϕ k (A). Since the techniques used in this proof are beyond the scope of this paper, we will publish it elsewhere.
Our proof concerning the strictness of the first inequality in the previous theorem relied on a numerical example given in [20, section 4 ]. We will now give an alternative construction based on the nonuniqueness of the worst-case GMRES polynomial, which will lead to an example with ψ k,R,R (A) < ψ k,R,C (A).
Suppose that A is a real matrix for which in a certain step k two different worstcase polynomials p b ∈ π k,R and p c ∈ π k,R with corresponding real unit norm initial vectors b and c exist, so that In Figure 6 .1 we can see clearly that for θ / ∈ {0, π/2 , π} the value of (6.5) is strictly larger than ψ 3,R,R (A) = 0.4579 (dashed line). Numerical computations predict that ψ 3,R,R (A) = ψ 3,C,C (A) for the Toh matrix. Finally, Lemma 6.2 and (6.3) imply ψ 3,R,C (A) = ψ 3,R,R (B) = ϕ 3 (A) (dash-dotted line). 
