INTRODUCTION
How to turn a sequential implementation of a data structure (a hash table, a list, a tree, etc.) into a correct and, preferably, efficient concurrent one? What if we provide an environment in which a user can locally run the sequential code so that the resulting execution is globally correct.
One way to do this is to use locks to make sure that critical parts of a sequential program can only be accessed in an exclusive mode. An implementation that grabs a lock on the whole data structure before executing a sequential operation imposes a serial order but ignores all the benefits provided by the multiprocessing power of modern machines. Efficient fine-grained locking requires lots of intelligence, since it must be based on good understanding of which parts of the sequential code to protect at what time.
A more automated approach is to use transactional memory (TM) and treat each (sequential) operation as a transaction. If the transaction commits, the corresponding operation returns the response computed based on the values read in the course of the transaction. Otherwise, if the transaction aborts, the operation does not take effect. This approach promises to make use of the hardware concurrency at low intellectual cost. But does this simplicity bring a considerable efficiency degradation with respect to fine-grained locking?
To tackle this question, we first define the meaning of a correct transformation of a sequential program into a concurrent one. More precisely, we model an execution of a * The research leading to these results has received funding from the European Union Seventh Framework Programme concurrent implementation as a sequence of invocations and responses of the high-level operations on the data structure, operations on the sequential implementation of the data structure (e.g., reads and writes to the items of a linked-list), plus accesses to synchronization primitives (e.g., transaction delimiters or acquisitions and releases of locks). Now we say that an execution is locally serializable if the sequence of sequential events corresponding to each high-level operation is consistent with some sequential execution. In addition, the high-level history of every execution, i.e., the subsequence of high-level invocation and response, must be linearizable [6] with respect to the sequential object type. The combination of local serializability and linearizability gives our novel correctness criterion which we call LS-linearizability, where LS stands for "locally serializable." Note that we can easily think of implementations that are linearizable but not LS-linearizable (do not look sequential locally), as well as locally serializable but not linearizable (do not make sense globally). In this sense, the two properties indeed complement each other.
Once we are done with a correctness definition for a concurrent "wrapper" of a sequential data structure, what can we say about its performance? This paper proposes a metric to evaluate the performance of such an implementation via the "amount of concurrency" it allows for. We associate the implementation with the set of schedules (interleavings of steps of the sequential program) it accepts, i.e., is able to process. Now we can compare different concurrent implementations (or implementation classes) for a given sequential data structure (or a class of data structures) based on the sets of accepted schedules, similar to how TM classes were compared [2] .
We then show how this metric can be used to compare implementations exploiting different synchronization techniques, in particular, various forms of fine-grained locking or transactional memory for different data structures. The full version of this paper can be found in [3] .
PRELIMINARY DEFINITIONS
An execution of a concurrent implementation is a sequence of invocations and responses of high-level operations, (atomic) read and write events and synchronization events (e.g., lock acquisitions and releases or transaction delimiters). In this paper, we primarily focus on two synchronization techniques: locks and transactional memory (TM). A history exported by an execution E is a subsequence of invocation-response and read-write events related to high-level operations that take effect. For lock-based implementations, the history of an execution E is determined by removing all synchronization (acquire/release) events. For a TM-based implementation, the history is determined by, additionally, removing all events related to aborted or incomplete transactions. By convention, every execution of a sequential implementation I S is already a history. Histories H and H are equivalent if, for every process p i, H|pi=H |pi. A high-level historyH is a sequence of invocations and responses on high-level objects (e.g., a subsequence of a given history).
LS-LINEARIZABILITY
Let H be a history, and let π be a high-level operation in H. Then H|π denotes the subsequence of H consisting of the events of π. Let I S be a sequential implementation of an object of type τ and Σ be the set of histories of I S .
Definition 1. A history H is locally serializable with respect to I S if for all high-level operations π in H, there exists
Note that local serializability stipulates that the execution is witnessed sequential by every high-level operation in isolation. Two different operations (even when invoked by the same process) are not required to witness the same sequential execution.
Definition 2. A history H is LS-linearizable with respect to (I S , τ) if (1) H is locally serializable with respect to IS, and (2) the corresponding high-level historyH is linearizable with respect to τ .
We show that LS-linearizability is compositional [6] (i.e., holds under composition).
Concurrency Relations
A schedule is an equivalence class of histories that agree on the order of events but possibly not on read values or high-level responses. Intuitively, a schedule describes the order in which high-level operations, reads and writes are invoked by the user. We say that an implementation I accepts a schedule S if there exists an execution of I which exports a history that exhibits the order of S. Given an implementation I, let S(I) denote the set of schedules accepted by I. Intuitively, S(I) reflects the "amount of concurrency" provided by I.
A synchronization technique is a set of concurrent implementations. Given a sequential implementation I S of an object type τ and a synchronization technique A, let T A(IS , τ) denote the set of LS-linearizable (with respect to (I S , τ)) implementations in A. Let I S be a sequential implementation of a type τ . We say that a synchronization technique A provides less concurrency than a synchronization technique B with respect to (I S , τ), and we write A (I S ,τ ) 
B, iff ∀I ∈ T A(IS , τ), ∃I ∈ TB(IS, τ), S(I) ⊆ S(I ).
We say that A provides strictly less concurrency than B with respect to (I S , τ), and we write A ≺ ( τ ) B for all (IS, τ), then we say that A provides less concurrency than B and write A B.
LOCKING VS. TRANSACTIONAL MEM-ORY
We now describe how the language we have introduced can be applied to a real-world implementation of a concurrent data structure. To this end, we consider an object of type integer set (disallowing duplicates), implemented using a sorted linked list data structure (denoted I S ). We assume that the type is specified by the Insert, Remove and Contains operations.
We first prove that hand-over-hand locking technique [1] provides strictly more concurrency w.r.t (I, set) than a wide class of strictly serializable TM-based implementations that resolve read-write conflicts between concurrent transactions by forcefully aborting or delaying some of them [4, 5] (we denote these classes of implementations by HOH and M 0, respectively).
However, we now show how TMs with stronger progress guarantees than conflict-resolving can accept schedules that no lock-based implementation can accept.
Allowing TMs to maintain multiple versions of transactional objects enables implementations with stronger progress guarantees than conflict-resolving. This allows multiversion TMs to accept schedules which cannot be accepted by any lock-based implementation. Let M 1 denote the class of multiversion strict serializable TM implementations that guarantee mv-permissiveness [7] .
However, maintaining multiple versions is known to come at a significant cost [7] , therefore it is not obvious that using mv-permissive TMs results in performance improvements. In response to this, we describe a class M 2 of single-version strict serializable TM implementations accepting schedules that cannot be accepted by any lock-based implementation. This class of TMs provide a slightly stronger progress guarantee than the minimal progress provided by the conflictresolving TMs, but weaker than mv-permissiveness. Specifically, while transactions with a non-empty read-set may abort on observing a read-write conflict, read-only transactions may abort only when at least two transactional objects in the read-set experience read-write conflicts.
