Abstract. We consider numerical certification of approximate solutions to an overdetermined system of N polynomial equations in n variables where n < N by passing to a square subsystem. We give two approaches which rely upon additional intersectiontheoretic information. The excess solutions to a square subsystem are counted by a birationally-invariant intersection index or Newton-Okounkov body. When this number is known, we explain how to certify individual solutions to the original overdetermined system. When the number of solutions to both systems are known, we explain how to certify all solutions to the overdetermined system.
Introduction
Given polynomials f = (f 1 , . . . , f N ) with f i ∈ C[z 1 , . . . , z n ], an approximate solution to the system f 1 (z) = · · · = f N (z) = 0 is an estimateζ of some point ζ where the polynomials all vanish (ζ is a solution to f ), such that the approximation error ζ −ζ can be refined efficiently as a function of the input size and desired precision. Numerical certification seeks criteria and algorithms that guarantee a computed estimateζ of a solution ζ to f is an approximate solution in this sense.
Many existing certification methods are for square systems, where N = n. These exploit that the isolated, non-singular solutions to the system are exactly the fixed points of the Newton operator N f : C n → C n given by
where Df (z) is the Jacobian matrix of the system f evaluated at z. A Newton-based certificate establishes that the sequence of Newton iterates (N k f (ζ) | k ∈ N) converges to a solution ζ to f . A notable certification procedure is Smale's α-test [16, 17] .
Once such a certificate is in hand, we sayζ is an approximate solution to f with associated solution ζ. Further refinements bound the distance to the associated solution ζ −ζ , decide if two approximate solutions are associated to the same solution, and, in the case of real systems, decide if an associated solution is real [6] .
In the overdetermined case, where N > n, an analogous Newton operator may be defined using the pseudo-inverse of the Jacobian, but its fixed points may no longer be solutions to the original system. In [1] a hybrid symbolic-numeric approach is used when the polynomials in f have rational coefficients. They compute an exact rational univariate representation [15] and use that to certify solutions. An alternate approach taken in [5, 7] is to reformulate the system f , adding variables to obtain an equivalent square system, which is then used for certification.
A common approach to solve an overdetermined system is via squaring up. For instance, we may take a generic n × N matrix A ∈ C n×N and instead solve the system
More generally, a square subsystem of f may be defined by any n polynomials g 1 , . . . , g n lying in the ideal generated by f 1 , . . . , f N . The solutions to a square subsystem g include the solutions to the original overdetermined system and typically many excess solutions.
While approximate solutions to g may be certified using α-theory, to certify a point as an approximate solution to f , we must distinguish it from these excess solutions. We give two related algorithms to certify solutions to an overdetermined system f , based on certifying approximate solutions to a square subsystem, g. Each uses additional global information about the numbers of solutions to f or to g (or both), and each addresses one of the problems below. Problem 1. How may we certify that a point z ∈ C n is an approximate solution to f ? Problem 2. Suppose it is known that f has e solutions. How may we certify that a set Z ⊂ C n of e points consists of approximate solutions to f ?
We recall the main results of Smale's α-theory in Section 2 for certifying approximate solutions to a square system and give a definition of an approximate solution to a system f that is not square. This forms the basis for our certification algorithms. We give an algorithm for Problem 1 in Section 3 and discuss its relation to Newton-Okounkov bodies. While that algorithm may also be applied to Problem 2, we give a different algorithm in Section 4. We give two examples illustrating our algorithms in Section 5. One involves a finite Khovanskii basis, while the other is from the Schubert calculus.
Certifying solutions and nonsolutions
We recall how Smale's α-theory is used to certify approximate solutions to square polynomial systems, and give a definition of an approximate solution to an overdetermined system of polynomials. We also explain how to use α-theory to certify that a solution to a square subsystem of an overdetermined system f is not a solution to f .
Let g = (g 1 , . . . , g n ) be a system of n polynomials in n variables z = (z 1 , . . . , z n ) with coefficients in C. Write N g (z) for the Newton operator (1) and N k g (z) for its kth iterate starting from z ∈ C n . (If the Jacobian Dg(z) is not invertible, then we set N g (z) = z.) Write ζ for the usual Hermitian norm on ζ ∈ C n , ζ :
n is an approximate solution to g with associated solution ζ ∈ C n where g(ζ) = 0 if for every k ∈ N,
This implies that each application of N g (·) doubles the number of significant digits. When (3) holds, we say that Newton iterates starting atζ converge quadratically to ζ. Smale's α-theory involves a computable constant, α(g,ζ), that when sufficiently small certifies that Newton iterates starting atζ converge quadratically to a solution to g. For k ∈ N, let S k C n be the kth symmetric power of C n . This has a norm · dual to the standard unitarily invariant norm on homogeneous polynomials, and which satisfies
We define the central quantities of α-theory.
Definition 1. With g as above andζ ∈ C n a point where Dg(ζ) is invertible,
, where
and
Notice that β(g,ζ) is the length of a Newton step atζ.
These provide a certificate for a pointζ ∈ C n to be a approximate solution to g.
Proposition 1 ([2, p. 160])
. Let g be a square polynomial system andζ ∈ C n . If
thenζ is an approximate solution to g. Furthermore, if ζ is the associated solution to g, then ζ −ζ < 2β(g,ζ).
Theorem 6 and Remark 9 of [2, Ch. 8] give a refined version of Proposition 1 that provides a certificate that two approximate solutions have the same associated solution.
Proposition 2. Let g be a square polynomial system andζ ∈ C n an approximate solution to g with associated solution ζ and suppose that α(g,ζ) < 0.03.
, thenζ ′ is an approximate solution to g with associated solution ζ.
Propositions 1 and 2 enable algorithms to certify that a set of approximate solutions have pairwise disjoint associated solutions. For example, Proposition 1 implies a separation bound. Ifζ 1 andζ 2 are approximate solutions to g with
then their associated solutions are distinct. Given an approximate solutionζ with associated solution ζ such that Dg(ζ) is invertible, the sequence β(g, N k g (ζ)) converges to zero. As derivatives are continuous, γ(g, N k g (ζ)) is bounded, so that α(g, N k g (ζ)) converges to zero. Thus we may refine approximate solutionsζ 1 andζ 2 to g with Newton iterations until either (5) holds-so they represent distinct solutions to g-or Proposition 2 applies and they represent the same solution. Having obtained representatives of distinct solutions to g, we may refine them to obtain a pairwise disjoint collection of balls containing each, as well as their associated solutions to g. We summarize this discussion.
Proposition 3. Given a square system g with approximate solutions S ′ , we may compute a set S of refined approximate solutions and a set B of pairwise disjoint balls centered at elements of S such that each ball contains the solution to g associated to its center.
Suppose now that f is an overdetermined polynomial system, and thatζ, ζ ∈ C n with f (ζ) = 0. We say thatζ is an approximate solution to f with associated solution ζ if there is a square subsystem g of f such thatζ is an approximate solution to g with associated solution ζ. As we generally only know f, g, andζ, establishing that the associated zero ζ is a solution to f seems difficult a priori. On the other hand, α-theory provides a simple certificate that ζ is not a solution to f.
Proposition 4.
Suppose that g is a square subsystem of f = (f 1 , . . . , f N ) and thatζ is an approximate solution to g with associated solution ζ. Consider
Proof. This follows from Proposition 1 and Taylor expansion.
In practice, we estimate the operator norms of the higher derivatives, as explained in [16, §I-3] and [6, §1.1].
Certifying individual solutions
The consequences of α-theory furnish a certification procedure for overdetermined systems in the following setting-Suppose we are given a system f, a square subsystem g where we know, by some means, an integer d such that
If we can certify d solutions to g which are nonsolutions to f, then any other solutions to g must be solutions to f.
Algorithm 1 (Certifying individual solutions).
Input: (f, g, d, S) f -a polynomial system g -a square subsystem of f d ∈ N satisfying (7) S = {ζ 1 , . . . ,ζ m } -pairwise distinct approximate solutions to g Output: T ⊂ S, a set of approximate solutions to f
Suppose that f, g, d, S are valid input for Algorithm 1. Then its output consists of approximate solutions to f .
Proof. If T is empty there is nothing to prove. Otherwise, there are d distinct solutions to g associated to points of R-by Proposition 4, these are not solutions to f . Since the solutions associated to points of T are disjoint from those associated to points of R, by assumption and (7) they associate to solutions to f .
Perhaps the main difficulty in applying Algorithm 1 is obtaining the correct number d. When we square up by random matrix as in (2), this number is given by a birationallyinvariant intersection index over C n . We summarize the basic tenets of this theory as developed in [9, 10] . 
and define
the set of smooth points where every function in each subspace L i is regular, and
the set of basepoints of L. For generic g = (g 1 , . . . , g n ) ∈ L, all solutions to the system g 1 (z) = · · · = g n (z) = 0 on U L Z L are non-singular and their number is independent of the choice of g. The common number is the birationally invariant intersection index
This is proven in [9, Sections 4 & 5] . For our purposes,
is the linear space spanned by the polynomials in our system f .
Let ν: C(X) × → (Z n , ≺) be a surjective valuation where ≺ is some fixed total order on Z n . For example, ν could restrict to the exponent of the leading monomial in a term order ≺ on C[x 1 , . . . , x n ]. We attach to (L, ν) the following data:
• S(A L , ν) = {(ν(f ), k) | f ∈ L k for some k ∈ N}, a sub-monoid of Z n ⊕N associated to the pair (L, ν), where L k is the C-span of k-fold products from L. This is the initial algebra of A L with respect to the extended valuation ν t :
, where ≺ t is the levelwise order defined by
•
• Cone(A L , ν)-the Euclidean closure of all R ≥0 -linear combinations from S(A L , ν).
The linear space L induces a rational Kodaira map
with the section ring A L the projective coordinate ring of the image.
Proposition 5 ([10, Thm. 4.9]). Let L be a finite-dimensional subspace of C(X). Then
Here, Vol denotes the n-dimensional Euclidean volume in the slice R n × {1}.
In our setting, where X = C n and L = span C {f 1 , .
. Thus, if need be, deg Ψ L may be computed symbolically. The main difficulty in applying Proposition 5 is that it may be hard to determine the Newton-Okounkov body, as the monoid S(A L , ν) need not be finitely generated. This leads us to the notion of a finite Khovanskii basis [11] . , where ≺ is the reverse of <. A Khovanskii basis with respect this valuation is commonly known as a SAGBI basis [8, 14] .
When the monoid S(A L , ν) is finitely generated, there is a finite Khovanskii basis for (L, ν). (We describe such an example in Section 5.1.) When this occurs, we may compute the Khovanskii basis via a binomial-lifting/subduction algorithm such as described in [14] or [20, Ch. 11] . However, we note that the mere existence of finite Khovanskii bases is a nontrivial question in general.
with the lexicographic order where α 1 < α 2 for (α 1 , α 2 ) ∈ Z 2 , and let ν:
be the valuation whose restriction to polynomials takes a polynomial to its lex-minimal monomial. Noting that
is not finitely generated.
Despite the apparent difficulty of computing Khovanskii bases, we see from Proposition 5 that they enable an algorithmic study of polynomial systems based on L. Numerical certification is one application which illustrates the importance of developing more efficient and robust computational tools for Khovanskii bases.
Certifying a set of solutions
We give a second algorithm using α-theory to certify solutions to an overdetermined system f to solve Problem 2. Suppose that we have an overdetermined system f that is known to have e solutions whose square subsystems are known to have d solutions. While we could apply Algorithm 1 to certify approximate solutions to f , we propose an alternative method to solve this problem. Here, by square subsystem, we mean a general linear combination as in (2).
Algorithm 2 (Certifying a set of solutions). Input: (d, e, f, g, S, B) e ≤ d -integers f -a polynomial system with e solutions g, g ′ -two square subsystems of f S = {ζ 1 , . . . ,ζ d } -a set of d distinct approximate solutions to g B = {B(ζ 1 , ρ 1 ), . . . , B(ζ d , ρ d )} -a set of separating balls as in Proposition 3 S ′ -a set of d distinct approximate solutions to g ′ Output: T ⊂ S, a set of approximate solutions to
6:
end for 8: if (#T == e ), then return T , else return FAIL Note that the intersection of balls in line 6 is non-empty if and only if
so that this condition may be decided in rational arithmetic if a "hard" certificate is desired (see Section 5.)
Theorem 2. Let f be a system of polynomials having e solutions whose general square subsystems have d solutions. Then Algorithm 2 either returns FAIL or it returns a set T of approximate solutions to f whose associated solutions are all the solutions to f .
As with Algorithm 1, while the hypotheses appear restrictive, they are natural from an intersection-theoretic perspective, and are satisfied by a large class of systems of equations. We explain one such family coming from Schubert calculus in Section 5.2.
Proof. Since the solutions associated to S are distinct, the quantity r is positive. Thus the refinement of each approximate zeroζ ′ on line 4 terminates. Having refined eacĥ ζ ′ ∈ S ′ , note that B(ζ ′ , ρ ′ ) can intersect at most one ball from B. Now, if ζ 1 , . . . , ζ e are the solutions to f , then we must have that someζ i j is associated to each ζ j for some indices 1 ≤ i 1 < i 2 < · · · < i e ≤ d. Thus, if T has e elements, then the only solutions to g associated to T are also solutions to f.
Remark 1. If g
′ is a general square subsystem of f , then it will have d solutions and the only common solutions to g and to g ′ are solutions to f . In this case, if Algorithm 2 returns FAIL, then #T > e, and we may then further refine the solutions in S, S ′ , and the corresponding balls until there are no extraneous pairs of balls that meet.
Examples
We give two examples that illustrate our certification algorithms. All computations were carried out using the computer algebra system Macaulay2 [4] . For each example, we found complex floating-point solutions to square subsystems via homotopy continuation, as implemented in the package NumericalAlgebraicGeometry [13] . The tests related to α-theory were performed using the package NumericalCertification [12] . Our current certificates are "soft" in the sense that estimates are checked in floating point rather than rational arithmetic, which would give a "hard" certificate.
5.1. Plane quartics through four points. Consider the overdetermined system f = (f 1 , . . . , f 11 ), where the the f i are given as follows: As an illustration of our approach, we show how to certify that numerical approximations of these points represent true solutions to f .
Letting L = span C {f 1 , . . . , f 11 }, we consider the algebra A L . Letting < be the gradedreverse lex order with z 1 > z 2 , the algebra A L has a finite Khovanskii-basis with respect to the Z 2 -valuation associated to <. It is given by S = {t f 1 , t f 2 , . . . , t f 11 , t 2 g, t 3 h}, where The Newton-Okounkov body, depicted below, has normalized volume 12. The integer points correspond to f 1 , . . . , f 11 . The fractional vertices corresponding to t 2 g and t 3 h demonstrate that these elements are essential in forming the Khovanskii basis.
5 × 5 minors, and so this system is given by 24 equations, each a quadratic in the eight indeterminates z i,j . This is known from Schubert calculus to have exactly three solutions when the column spaces of the K k are general, which in this case means that they are pairwise in direct sum. Each rank condition rank(H|K) ≤ 4 with K a general 6×3 matrix is expressed geometrically as the column spaces of H (a 2-plane in C 6 ) and K (a 3-plane) intersect in at least a one-dimensional subspace. The set of Z satisfying rank these rank conditions given by K is a Schubert subvariety of G(2, 6), denoted by Ω K.
For randomly generated data K 1 , K 2 , K 3 , K 4 , we were able to softly certify 3 solutions to the Schubert problem Ω K 1 ∩ Ω K 2 ∩ Ω K 3 ∩ Ω K 4 by applying both Algorithms 1 and 2 to square subsystems-each with 14 distinct complex solutions-which can also be understood through the Schubert calculus. The subsystems are obtained block-wise from the constraints rank(H|K) ≤ 4 via linear combinations. Each such linear combination may be expressed as a determinant det(H|K|L), where L is 6 × 1. This defines a codimension 1 Schubert variety which we denote by Ω L-geometrically, Ω L consists of points in G(2, 6) which meet the 4-plane given by (K|L).
It is known that given eight general 4-planes L k in C 6 , the corresponding Schubert varieties meet transversally in 14 points. However, if we take a second such linear combination corresponding to another column and 4-plane L ′ , then the two linear subspaces L and L ′ are not general, as they intersect in K and span a 5-plane Λ. This was analyzed in [18] , where it was shown that
is a (generically) transverse intersection, where Ω Λ is the sub Grassmannian of 2-dimensional linear subspaces of Λ. Taking similar subsystems of each of the four blocks, we get an intersection of eight Schubert varieties of the form Ω L that meet transversally in 14 points.
Remark 2. This is the first nontrivial example of a family of examples in G(2, n) for n ≥ 5, and is representative of many others from the Schubert calculus, which will be described in the journal version of this extended abstract.
