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ABSTRACT
Victor Ritter: time-to-event methods for complex survey data with focus on non- and
semi-parametric inference for national health surveys
(Under the direction of Jianwen Cai)
This work develops time-to-event methods in situations where data come from complex
probabilistic samples. The complexity of the design is a consequence of intricate sampling
schemes that resort to multiple levels of stratification and clustering to efficiently select
individuals that will represent a target population. Complex sampling designs are
particularly important in large national surveys where efficient sampling strategies are
necessary due to budget and time constraints. The National Health Interview Survey
(NHIS) and the National Health and Nutrition Examination Survey (NHANES) are
examples of national-level health surveys that use complex sampling schemes. The
demand for time-to-event analysis using national-level health surveys increases as each
new survey cycle is conducted and as the techniques for record linkage to external health
status databases advance. Although a wide range of statistical methods have been
adapted for design complexity, time-to-event analysis still lacks theoretical and software
development, especially when considering multistate and competing risks scenarios.
First, we adapt the widely used nonparametric transition probability matrix estimator
by Aalen and Johansen (1978) to the context of complex sampling. We propose design-
adjusted estimators for finite and superpopulation parameters using empirical processes
results to derive its asymptotic properties. Estimation for domains of unplanned size
is also contemplated. Simulations show good performance under different sample sizes,
censoring percentages, primary sampling unit (PSU) sizes, and intra-cluster correlations.
Application to the study of leading causes of death (overall and by race-gender domains)
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using NHANES data linked to national mortality data revealed significant bias on the
cumulative incidences when ignoring the sampling design.
Next, we focus on the issue of comparing cumulative incidences across groups using
complex survey data. Using a general k-sample formulation of two families of nonparamet-
ric tests, the linear rank test by Gray (1988) and the general linear test by Pepe (1991),
allowed us to adapt the widely used logrank test (Peto and Peto, 1972; Cox, 1972), as
well as the nonparametric tests proposed by Tarone and Ware (1977), Harrington and
Fleming (1982), Pepe and Fleming (1989), and Pepe and Mori (1993). Simulation studies
show that our design-adjusted tests have empirical type I error rates that are close to the
nominal level and that Gray’s test is more powerful under proportional subhazards, as
expected. An application using NHANES data illustrates the possible disagreement with
standard tests in case the design features are not taken into account.
The third topic is dedicated to developing subdistribution regression analysis for
complex survey data. The methods proposed by Fine and Gray (1999) became popular
for studying time-to-event in the presence of competing risk. Sharing many of the
attractive characteristics of the Cox (1972) proportional hazards model, Fine and Gray’s
approach remains unavailable for survey analysts. Building upon Binder (1992) and
Lin (2000) pseudo-partial likelihood approach for fitting proportional hazards models
on complex survey data, we propose design-adjusted inverse probability of censoring
weighting (IPCW) score equations that lead to consistent estimators for the regression
parameters. Prediction of the cumulative incidence function (CIF) is also considered. We
adapt the Breslow-type estimator for the baseline cumulative hazard presented in Cheng
et al. (1998) and use functional delta-method to approximate the asymptotic distribution
of the CIF. Simulations show that empirical coverage probabilities close to nominal values
can be achieved even when sampling a small number of PSUs. The study of risk factors
associated with deaths by cardiovascular disease is conducted using NHANES. As a result
of the design adjustment, better discrimination of the risk factors was achieved.
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We believe that the methods and software routines developed in this dissertation
fill in a gap in the survey methodology literature and will contribute significantly to the
analysis of time-to-event data resulting from complex sampling schemes. In particular,
our results contribute to the analysis of competing risks by providing estimators, tests,
and regression models that are design unbiased and consistent for a wide range of complex
sampling scenarios.
v
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CHAPTER 1: INTRODUCTION
As of June 2019, the National Center for Health Statistics (NCHS) lists more than
ten annual ongoing national-level surveys and at least the same number of previously
surveyed historical population health data (NCHS, 2019). Among the most prominent
population surveys currently conducted in the US are the National Health and Nutrition
Examination Survey (NHANES), the National Health Interview Survey (NHIS), and the
National Survey of Family Growth (NSFG). Since 1984, the Centers for Disease Control
and Prevention (CDC) operates the state-based Behavioral Risk Factor Surveillance
System (BRFSS), used to collect prevalence data among adult US residents regarding
their risk behaviors and preventive health practices.
Although less common, important longitudinal complex surveys have also been
conducted. As part of the now completed surveys, the Longitudinal Study of Aging
(LSOA) I (1984–1990) and II (1994–1996) served as complementary data to the NHIS of
those years. The NHANES Epidemiological Follow-up Study (NHEFS) was designed to
investigate the relationship between clinical, nutritional, and behavioral factors assessed in
the NHANES I (1971–1975), and subsequent morbidity, mortality, and hospital utilization,
as well as changes in risk factors, functional limitation, and institutionalization (NCHS,
2019).
Among the ongoing studies, The National Longitudinal Study of Adolescent to Adult
Health (Add Health) is a longitudinal study of a nationally representative sample of 80
high schools and 52 middle schools from the US. The study is designed to follow students
in grades 7 to 12 from adolescence to their transition to adulthood (Harris et al., 2009).
Across multiple waves of interviews, students were surveyed on topics related to their
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health status and nutrition, peer networks, family composition and dynamics, sexual
activity, substance use, criminal activities, and others. The Hispanic Community Health
Study/Study of Latinos (HCHS/SOL) is an ongoing multi-center longitudinal study is
designed to document health status in four Hispanic communities around the US. The
approximately 16,000 adults aged 18 to 74 years enrolled are followed for 36 months
to assess health outcomes including measures of pulmonary function, cardiovascular
function, metabolic status, oral health, and measures of neurocognitive and psychological
functioning.
The accumulation of multiple survey cycles and linkage to national surveillance
systems such as the National Vital Statistics System and the National Death Index not
only makes time-to-event analysis using national health surveys viable but also contributes
to an increasing demand of such techniques.
A common characteristic of most population surveys is the use of complex survey
designs to efficiently select a sample that represents the target population accurately.
This complexity is often the result of multiple levels of stratification and clustering prior
to any data assessment. Throughout the multiple iterations of NHANES, for instance,
sampling starts with a first stage where PSUs are selected with probability proportional
to size (PPS) of minority populations from geographically defined strata and proportions
of minority populations. Usually, PSUs are comprised of single counties or groups of
contiguous counties. Following that, PSUs are divided into segments (e.g., city blocks or
their equivalent) and a sample of segments is selected with PPS sampling (stage 2). The
third stage involves randomly selecting households within each segment and, at stage 4, a
random sample of individuals from a list of all persons residing in the selected households
is drawn within designated age-sex-race and ethnicity screening subdomains (Pfeiffer and
Gail, 2017).
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As emphasized in most documentation accompanying complex surveys datasets, unless
adjustments to the sampling design features are made during the analysis, biased point
estimates and standard errors can be produced.
This work is motivated by the interest in conducting survival analysis in the presence
of competing risks using complex survey data. More specifically, the recent work of
Pfeiffer and Gail (2017) proposed a design-based approach to the estimation of absolute
risk using cause-specific functions for inference on finite and superpopulation parameters.
Using NHANES I and II data with linked mortality records, the authors demonstrate the
usefulness of their novel approach to survey-based risk prediction models for cancer and
cardiovascular disease.
Our review of the literature on time-to-event methods using complex surveys revealed
considerable gaps, not only when competing risks are present but also on nonparametric
estimation and hypothesis testing under single cause of failure. Although popular statistical
software such as SAS, Stata, and SUDAAN can handle semiparametric proportional
hazards models for complex survey data, estimation of survival curves via Kaplan-Meier
techniques and testing using linear rank statistics are not readily available. The survey
library for the R software is currently the only specialized survey software that can perform
such inference but is limited to the single cause of failure cases. Also, the theoretical
foundations of the time-to-event methods implemented in R are not well established in the
survey literature and often rely on techniques originally developed to analyze clustered
survival data.
We start by proposing a design-based approach for nonparametric estimation of tran-
sition probabilities on a general Markovian multistate structure, which has the competing
risks scenario as a special case. Transition probabilities are important summary measures
for clinicians studying disease progression, tumor development, and other mechanistic
biological models. We propose an adaptation of the widely popular Aalen-Johansen
estimator to accommodate complex sampling design features. Variance estimation is
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performed via Taylor series linearization, and both finite and superpopulation parameters
are considered. The particular interest in estimation of subpopulations is also studied.
Our methods unify the necessary theory for estimating Kaplan-Meier curves, cumulative
incidences, and transition probabilities for complex survey data.
Next, we propose nonparametric hypothesis testing for the difference in survival time
distributions across k independent groups. In general, this corresponds to testing the
equality of cumulative incidence functions when multiple failure causes are competing or
equivalence of survival curves under the single cause of failure case. Our design-adjusted
test statistics contemplate two popular classes of tests: weighted linear rank tests proposed
by Gray (1988) and general linear nonparametric tests by Pepe (1991). These classes
include the widely used logrank test and the weighted Kaplan-Meier tests by Pepe and
Fleming (1989) that do not require a proportional hazards assumption. Currently, survey
analysts that want to perform these tests using standard software are limited to the
logrank equivalent score test for the Cox proportional hazards model with a single binary
covariate and the weighted score tests in the survey package in R. Neither Gray’s nor
Pepe’s testing procedures are available for complex survey data. Our work aims to unify
these nonparametric tests for a single and multiple causes of failure using complex survey
data.
Finally, semiparametric subdistribution regression models for complex survey data are
considered in our final topic. The increasing popularity of the methods introduced by Fine
and Gray (1999) makes it indispensable for time-to-event analysis of complex samples.
Perhaps one factor contributing to its popularity is that subdistribution models share
many attractive features with the Cox (1972) proportional hazards model. While the
works of Binder (1992) and Lin (2000) permitted implementations of the Cox proportional
hazards model for complex survey data, Fine-Gray’s approach remains unavailable for
survey analysts despite its increasing use in the analysis of competing events. Inspired by
Binder’s and Lin’s proposed methods, we use pseudo-partial likelihood construction to
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derive consistent estimators for the regression parameters on a superpopulation setting.
Also, prediction of the cumulative incidence is considered by adapting the Breslow-type
estimator for the baseline cumulative hazard proposed in Cheng et al. (1998).
The methods and software routines developed in this dissertation aim to fill a gap in
the survey statistical methods literature and to contribute to the analysis of time-to-event
data collected from complex sampling schemes. In particular, our results contribute to
competing risks methods by providing nonparametric estimators, tests, and semiparametric
regression models that are design unbiased and consistent for a wide range of complex
sampling scenarios.
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CHAPTER 2: LITERATURE REVIEW
2.1 Analyzing complex survey data
When a study uses data from complex surveys, the analyst has to decide on (i)
nature of the analysis, i.e. descriptive or analytical, whether finite or super population
parameters are of interest; (ii) the necessity of using sampling weights when computing
point estimates; and (iii) the approach to be used for computing the variance components.
The answer to (i) concerns the study objectives. If the goal is to describe the
population from which the data was collected or to summarize the characteristics of a
certain subpopulation, then descriptive quantities such as finite population totals, means,
and standard deviations should be the focus of estimation. Exploratory analysis looking at
associations between finite population quantities or estimation of regression coefficients are
also possible (William G. Cochran, 1977; Binder, 1983). Opposed to the study of census
parameters is the study of parameters from a working superpulation probabilistic model,
assumed to be responsible for generating data on a finite population. One advantage of
conducting inference about superpulation parameters is the possibility of generalization
beyond the surveyed population, as discussed in Lin (2000). A recent review paper by
Skinner and Wakefield (2017) also pointed out that defining census parameters in terms
of a specific estimation approach is somewhat arbitrary since different procedures would
imply distinct target parameters, making a superpopulation model parameter preferable
for inference.
Once the target parameter is defined, we turn our attention to (ii). Although most
guidelines for analysis of publicly available health surveys recommend the use of a weighted
analysis, details about the sampling weights composition and, essentially, the answer
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to the previous question also need to be taken into account when deciding about (ii).
Despite the long-standing debate on whether one should incorporate sampling weights
into the analysis, the decision seems to involve two common factors: informativeness (or
ignorability) of the design and certainty about the superpopulation model specification.
Let SN be a finite population of size N with elements indexed by i ∈ {1, . . . , N}.
Given a sample s, denote Y , ξ, Z random vectors corresponding to the outcome of interest,
selection indicators ξi = I(i ∈ s), and auxiliary design variables such as stratification and
clustering information, respectively. The probabilistic sampling design used to draw s is
said to be informative with respect to the outcome of interest if the joint distribution of Y
given ξ and Z (sample distribution) differs from the joint distribution of Y given Z only
(population distribution), see Chambers and Skinner (2003) Section 11.2.3 and Chapter
12. By flipping this conditional relationship, another definition of informativeness can be
based on the idea of response dependency, where a design is said to be response-dependent
(or response-selective) if the joint distribution of ξ given Y and Z differs from the joint
distribution of ξ given Z only. Thus, for a design to be noninformative, it has to be
noninformative with respect to the response variable and not be response-dependent.
While response dependency can be fundamental for certain survey designs, e.g. case-
control sampling, it is less common in complex survey designs, especially for national level
population surveys. On the other hand, differences between sampling and population
distributions are expected when selecting individuals with unequal probabilities.
A milder condition can be imposed to the sampling design in order to make inference
easier, ignorability. Suppose we split the outcome vector into Y = (Yobs,Ymis), where
the subscript obs refers to those Yi where ξi = 1 (sampled) and mis to those whose
ξi = 0 (not sampled). From a likelihood perspective, Pfeffermann (1993) defines an
ignorable design as that where inference based on the joint distribution of Yobs, ξ, and Z
(obtained by integrating out Ymis) is equivalent to that based on the joint distribution
of Yobs and Z, thus ignoring ξ and any extra information given by the design beyond
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that provided by the design variables Z. As presented in Chapter 1 of Chambers and
Skinner (2003), sufficient conditions for ignorability are conditional independency between
Y and ξ given Z and ancillarity of ξ regarding inference about the parameters of interest.
Consequentially, ignorability is conditional on information about the design variables for
the entire population. While this can be the case for simpler designs (see Chambers and
Skinner (2003) Section 11.2.3 for examples), it is unlikely to be available for large scale
complex surveys. By the definitions presented, it is clear that noninformative designs are
also ignorable.
When the design is not ignorable, the sample likelihood is no longer valid for inference.
Kish and Frankel (1974) proposed the use of a pseudo-likelihood that weights each
individual’s contribution the log-likelihood by the inverse of its selection probability.
Although initially considered for descriptive purposes, Binder (1983) and Godambe and
Thompson (1986) extended its use to inference on model parameters. The same concept
was adapted by Binder (1992) and Lin (2000) to justify their partial-likelihood inference.
They show that, under mild conditions on the sampling design, consistent estimation of
both finite and superpopulation parameters can be achieved by solving pseudo partial-
likelihood score equations. Another advantage of the weighted approach discussed in
Pfeffermann (1993) is the protection against model misspecification, although this feature
becomes less attractive when dealing with non- and semi-parametric inference.
Finally, decisions about (iii), the approach to variance estimation, need to be taken.
The dominating schools here are: a model-based estimation that accounts for the design
characteristics on the model specification and a design-based (or randomization-based)
that relies on the randomization distribution generated by the sampling. Historically,
design-based inference is concerned with finite population parameters while model-based
approaches have its focused on superpopulation inference. However, the design-based
approach can easily be adapted to accommodate model parameters using the two-phase
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framework proposed by Hartley and Sielken (1975), where the finite population is regarded
as a simple random sample from the superpopulation.
More recently, hybrid approaches using auxiliary information about the population
to create a “working-model” have been proposed to increase efficiency. Known as model-
assisted inference (Särndal et al., 2003), a finite population working model is used to
motivate estimators that are design consistent and have greater precision than its Horvitz-
Thompson counterpart. A popular model-assisted approach available in most survey
software is known as the generalized regression (GREG) estimator, which uses a auxiliary
simple linear regression model to estimate the population mean (Skinner and Wakefield,
2017). Notwithstanding, Kott (2005) propose a design-assisted model-based approach in
an attempt to alleviate reliance on large-sample properties when assuming a model-assisted
paradigm. To this end, the authors propose treating model-based inference as the goal of
survey sampling, but employ randomization methods to protect against model failure.
Going back to the primal question of choosing between model-based and design-
based inference, as discussed in Chapter 3 of Chambers and Skinner (2003) and Skinner
and Wakefield (2017), the decision should take into account the appropriateness of
the hypothesized superpopulation model. When the finite population parameter is
asymptotically equivalent to the model parameter, model-based variance estimators can
be biased and inconsistent if the model assumptions are violated. Design-based variance
estimators, on the other hand, are asymptotically model-unbiased provided that the
conditional means of the surveyed variable (conditional on being sampled) are correctly
specified. This assumption can be reasonable even for nonignorable sampling designs. If
the assumed model is true, however, design-based estimation will be less efficient. This
loss in efficiency becomes negligible as the sample size increases and the sampling fraction
approaches zero.
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2.2 Nonparametric estimation of transition probabilities
Continuous time nonhomogeneous Markov processes with finite state space have
important applications in biostatistics. The standard survival data can be described
as a Markov process with states “alive” and “dead”. Further subdividing the deceased
individuals into multiple causes of death allows us to study competing risks data. The
class of illness-death models also uses a Markov structure to study the patients’ transitions
between “healthy”, “diseased”, and “dead” states. More general Markov structures can be
used to model disease progression, carcinogenesis, and other complex multistate scenarios.
For homogeneous populations, the estimation of transition probabilities between states
over time is often of interest.
Since time-to-event data in health sciences is frequently subject to censoring, non-
parametric methods became the preferred option for estimating the transition probability
matrix for Markov processes. The widely used Aalen-Johansen estimator for the transition
probability matrix (Aalen and Johansen, 1978) can be viewed as a multistate generaliza-
tion of the Kaplan-Meier product-limit estimator. Similarly to the standard survival case,
a counting process approach can be used to show that the Aalen-Johansen estimator is
consistent for independent right-censored Markovian data. Moreover, its Greenwood-type
variance estimator allows a computationally efficient recursion formula, which certainly
contributed to its popularity (Andersen et al., 1996).
For the complete data case, suppose that {M∗i (t), t ≥ 0}, i = 1, . . . , n, are independent
and identically distributed stochastic processes assuming values on a finite state space
Q = {1, . . . , q}. Given an individual in state h at time s and the event history prior to s,
the probability of a transition to state j at time t is
P (s, t) = P (M∗i (t) = j|M∗i (s) = h, Fs−) , (2.1)
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for h, j ∈ Q, 0 ≤ s < t ≤ τ . The stopping time τ is such that τ = sup{t :
∫ t
0 αhj(u)du <
∞}, where αhj(t) are (absolutely continuous) transition intensities defined as
αhj(t) = lim
dt→0
1
dt
Phj(t, t + dt), h ̸= j.
The event history up to s− is the σ-algebra generated by the counting processes that
track the number of direct transitions from h to j and the number of individuals “at-risk”
in h by time t, i.e.,
Fs− = σ{G∗hji(u), Yhi(u+) : u ∈ [0, s), h ̸= j; i = 1, . . . , n}
with G∗hji(t) = #{u ≤ t : M∗i (u−) = j, M∗i (u) = h} and Y ∗hi(t) = I {M∗i (t−) = h}.
The process Mi(t) is said to be Markov if (2.1) is equivalent to
P (s, t) = P (M∗i (t) = j|M∗i (s) = h) , (2.2)
that is, given the knowledge of the process state at time s, the status of the process at time
t > s is independent of the history prior to s. This is the so-called Markov assumption.
As proposed by Aalen and Johansen (1978), we allow {M∗i (t), t ∈ [0, τ ]} to be right-
censored. Let Ci be the censoring time for individual i, assumed to be independent of M∗i (t).
Define Mi(t) = M∗i (t ∧ Ci) the right-censored version of M∗i at t and D(t) = I {Ci ≥ t}
the process indicating whether M∗i is observed at time t. The corresponding censored
counting and “at-risk” processes are
Ghji(t) = #{t ≤: Mi(u−) = j, Mi(u) = h, Di(u) = 1}
=
∫ t
0
D(u)dG∗hji(u), h ̸= j
and
Yhi(t) = I
{
Mi(t−) = h, Di(t) = 1
}
= Y ∗hi(t)Di(t).
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Also, let Ghj(t) =
∑n
i=1 Ghji(t) and Yh(t) =
∑n
i=1 Yhi(t) denote the aggregated processes.
Defining the q × q matrix of transition probabilities, P (s, t) = {Phj(s, t)}, from the
theory of time-continuous Markov processes based on integrated intensities (see Section
II.6 of Andersen et al., 1996), the unique solution to the Kolmogorov forward equations is
given by the product integral
P (s, t) = π
u∈(s,t]
{I + dA(u)} , (2.3)
where I is a q × q identity matrix and A(t) = {Ahj(t)} is the matrix of cumulative
transition intensities Ahj(t) =
∫ t
0 αhj(u)du, h ̸= j, and Ahh = −
∑q
j=1 Ahj, h = 1, . . . , q.
Aalen and Johansen (1978) showed that (2.3) can be consistently estimated by
P̃ (s, t) =
m∏
l=1
{
I + ∆Ã(Tl)
}
, (2.4)
where s = T0 < T1 < · · · < Tm = t is a partition of (0, t] based on ordered transition
times {T1, . . . , Tm−1}, ∆Ã(Tl) = Ã(Tl) − Ã(Tl−1), and Ã(t) the q × q matrix-valuated
Nelson-Aalen estimator with elements
Ãhj(t) =
∫ t
0
Jh(u)
Yh(u)
dGhj(u),
for h ̸= j, Ãhh(t) = −
∑
j ̸=h Ãhj(t), and Jh(t) = I {Yh(t) > 0}.
Using the martingale representation of the Aalen-Johansen estimator, one can show
that, as for the Kaplan-Meier case, P̃ (s, t) is asymptotically unbiased such that
E{P̃ (s, t)P ∗(s, t)−1} = I
with P ∗(s, t) = πu∈(s,t] {I + dA∗(u)} and A∗hj(t) = ∫ t0 Jh(u)dAhj(u) (see Section IV.4.1
of Andersen et al., 1996). We note that the difference between P ∗ and P becomes
negligible as P (Jh(t) = 0) → 0 for some h ∈ Q and t ∈ [0, τ ]. Also, a Greenwood-type
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variance formula for the general case where Ahj(t) can have jumps is possible
Σ̂GW(s, t) =
∫ t
s
P̃ (u, t)⊤ ⊗ P̃ (s, u) ˆcov{dÃ(u)}P̃ (u, t) ⊗ P̃ (s, u−)⊤. (2.5)
Element-wise, we have
ˆcov{P̃hj(s, t), P̃mr(s, t)} =
q∑
l=1
∑
g ̸=l
∫ t
s
P̃hg(s, u−)P̃mg(s, u−)[P̃lj(u, t) − P̃gj(u, t)]
× [P̃lr(u, t) − P̃gr(u, t)]Jg(u)
Yg(u) − 1
Yg(u)3
dGgl(u)
As for the standard survival case, a computationally appealing recursive expression for
(2.5) can be derived.
From the martingale theory, the Aalen-Johansen estimator in (2.4) converges weakly
to a Gaussian process as n → ∞. This result along with its estimated variance can be
used for computation of point-wise confidence intervals.
2.3 Nonparametric k-sample tests for cumulative incidence
Comparisons between time distributions is an essential part of the statistical inference
performed in time-to-event studies. Since nonparametric estimation became the standard
approach to study event history of homogeneous (possibly stratified) populations, these
comparisons translate to detecting differences on the survival curves for the single cause
of failure case, cumulative incidences in the presence of competing risks, and transition
probabilities on a general multistate setup.
For the single cause of failure case, the logrank test (Peto and Peto, 1972) is perhaps the
most popular option for comparing survival distributions between groups. Alternatively,
families of tests that contain the landmark logrank test as a special case were introduced,
e.g. Harrington and Fleming (1982); Tarone and Ware (1977). These are useful for testing
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the overall difference in the survival curves while giving different weights to the observed
differences over time.
In the presence of competing risks, the interest is usually in testing equivalence
between the subdistributions (also called cumulative incidence functions) for each cause
of failure. Popular nonparametric tests for this hypothesis were proposed by Gray (1988),
Pepe and Mori (1993), and Lin (1997). Although Gray’s test is the method of choice in
most statistical software capable of doing competing-risks analysis, Pepe–Mori’s test has
the advantage of being more powerful against alternatives that consider one of the groups
as having a uniformly higher cumulative incidence. However, in the absence of competing
events, Gray’s test statistic simplifies to the landmark logrank statistic, a property that
certainly contributed to its popularity.
It is important to note that, differently from the single cause of failure case, equality
of cause-specific hazards does not translate to equality of cumulative incidences (Gray,
1988; Pepe and Mori, 1993) without additional assumptions. Thus, the decision regarding
which hypothesis to test must reflect the study question. Most frequently, probability
measures convey more clinical meaning than pure hazards or transition intensities.
2.3.1 Single cause of failure
Suppose that the sample is divided into K groups of size nk such that n = n1+· · ·+nK .
The objective is to evaluate equivalence of the corresponding K subpopulation survival
functions. For the single cause of failure case, let Tki be an absolute continuous positive
random variable representing the failure time of the i-th subject from group k. Assume
that Tki has distribution function Fk(t), survival function Sk(t) = 1 − Fk(t), and hazard
rate αk(t) = fk(t)/Sk(t)−1. Also, under a random censorship model, let Cki be the
individual’s censoring time and ∆ki = I(Tki ≤ Cki) its failure indicator. Since there is
only one event of interest and K groups (no covariates), the observable time-to-event
data is {Xki, ∆ki}, where Xki = min {Tki, Cki}, k = 1, . . . , K, and i = 1, . . . , nk.
14
Usually, the interest when performing group comparisons on survey time-to-event
data is to test hypotheses regarding parameters on the superpopulation, say hazard rates
αU1 (t), . . . , αUK(t). For the simple random sampling case, this is achieved by testing the
survey population parameters α1(t), . . . , αK(t) since these quantities provide unbiased
estimates of superpopulation hazards and the usual inference can be done. When a
complex design is used, inference base on independent data no longer produces unbiased
estimators for the superpopulation parameters, thus, adjustments to the procedures need
to be made in order to account for the sampling design.
For simple random sampled data, consider a k-variate counting processG = (G1, . . . , GK)
with
Gk(t) =
nk∑
i=1
Gki(t), Gki(t) = I {Xki ≤ t, ∆ki = 1} .
Under the described conditions, Gk(t) has multiplicative intensity λk(t) = αk(t)Yk(t)
where
Yk(t) =
nk∑
i=1
Yki(t), Yki(t) = I {Xki ≥ t} .
Suppose we are interested in testing H0 : α1(t) = · · · = αK(t), for all t > 0 (or
equivalently F1(t) = · · · = FK(t)). The general class of linear rank tests for independent
data compares weighted averages of the subgroup hazards based on scores given by
Zk(t) =
∫ t
0
Kk(u)
{
dÂk(u) − dÃk(u)
}
,
where Kk(t) is a predictable locally bounded non-negative weight process, Âk is the
Nelson-Aalen estimator for the cumulative hazard A(t) =
∫ t
0 αk(u)du on group k, i.e.
Âk(t) =
∫ t
0
Jk(u)
Yk(u)
dGk(u)
with Jk(t) = I {Yk(t) > 0} (Andersen et al., 1996). Under the null hypothesis, Ã(t) can
be regarded as the Nelson-Aalen estimator for the overall sample restricted to the values
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of t where Yk(t) > 0, that is
Ãk(t) =
∫ t
0
Jk(u)dÂ(u) =
∫ t
0
Jk(u)
Y·(u)
dG·(u)
where G· =
∑K
l=1 Gl and Y· =
∑K
l=1 Yl.
Thus, for the special case where Kk(t) = K(t)Yk(t), we have
Zk(t) =
∫ t
0
K(u)dGk(u) −
∫ t
0
K(u)Yk(u)
Y·(u)
dG·(u)
=
K∑
l=1
∫ t
0
K(u)
{
δkl −
Yk(u)
Y·(u)
}
dGl(u)
=
K∑
l=1
nl∑
i=1
∫ t
0
K(u)
{
δkl −
Yk(u)
Y·(u)
}
dGli(u) (2.6)
where δkl is a Kronecker delta.
On a simple random sampling design, the asymptotic null distribution of (2.6) can
be derived noting that, under H0, Gki has compensator Aki =
∫
α(t)Yki(t)dt and we may
write (2.6) as
Zk(t) =
K∑
l=1
nl∑
i=1
∫ t
0
K(u)
{
δkl −
Yk(u)
Y·(u)
}
dMli(u)
with Mki = Gki − Aki. Thus, Z(t) = (Z1, . . . , ZK) (t) is a vector of local square integrable
martingales with predictable covariation process
⟨Zh, Zs⟩(t) =
K∑
l=1
nl∑
i=1
∫ t
0
K2(u)Yh(u)
Y·(u)
{
δhs −
Ys(u)
Y·(u)
}
α(u)dYli(u) = σhs(t).
It can be shown that n1/2Z(t) converges in distribution to a zero-mean k-variate
Gaussian process with covariance Cov(Zh(u), Zs(v)) = σhs(u ∧ v). Thus, a reasonable test
statistic can be Z⊤Σ̂−Z, where Z = Z(∞) and Σ has components σ̂hs given by
σ̂hs =
K∑
l=1
nl∑
i=1
∫ ∞
0
K2(t)Yh(t)
Y·(t)
{
δhs −
Ys(t)
Y·(t)
}
dGli(t). (2.7)
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Since ∑Kl=1 Zl(t) = 0, Σ̂ has rank K − 1. Consequently, the test statistic is asymptotically
χ2 distributed with K − 1 degrees of freedom.
2.3.2 Competing risks
On a competing risks scenario, we define an additional discrete random variable
ϵki ∈ {1, . . . , E} representing the failure cause. Observed data is now comprised of
{Xki, ∆ki, ∆kiϵki}, with Xki = min {Tki, Cki}, i = 1, . . . , nk, and k = 1, . . . , K. The sub-
distribution function of cause type j in group k is defined as Fjk(t) = P (Tki ≤ t, ϵki = j),
j = 1, . . . , E and it is assumed to be absolute continuous for ease of notation. Without
loss of generality, suppose the primary focus is to study the cause of failure 1 and E = 2.
This is always possible since one can group failure causes that are not of interest and
code it as a single cause 2 when comparing subdistributions across groups. Analogously
to the usual survival analysis setting, our interest will be on testing equivalence of the
subdistribution functions F11, . . . , F1K .
The k-variate counting process with jumps at failure times of type j is now Gj =
(Gj1, . . . , GjK), with
Gjk(t) =
nk∑
i=1
Gjki(t), Gjki(t) = I {Xki ≤ t, ∆kiϵki = j}
As in the single cause of failure setting, the class of statistics to test H0 : F11 = · · · =
F1K compares weighted averages of “subdistribution hazards” dF1k/(1 − F1k) using scores
Z1k(t) =
∫ t
0
Kk(t)
{
dÂ1k(u) − dÂ1(u)
}
,
where
Â1k(t) =
∫ t
0
dG1k(u)
Rk(u)
, and Â1(t) =
∫ t
0
dG1(u)
R·(u)
,
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with
Rk(t) = Yk(t)
1 − F̂1k(t−)
Ŝk(t−)
(2.8)
and the “·” indicates the sum over the corresponding index. Estimators for the subdistri-
bution Fjk(t) and the overall survival on group k, Sk(t) = P (Tki > t), are given by the
Aalen-Johansen and the Kaplan-Meier curves, respectively.
Note that Sk(t)/[1 − F1k(t)] is always less than one since Sk(t) = 1 − F1k(t) −∑
j′ ̸=j Fj′k(t). In the absence of censoring, this ratio is estimating the probability that a
subject is alive at t given that it did not experienced failure cause 1 up to t. Thus, Rk(t)
generalizes the usual “at risk” definition assuming that individuals failing from a competing
cause (j ̸= 1) still contribute to the risk set for cause 1 (had them not have experienced
a competing event). When right censoring is present, this factor compensates the fact
that those who fail from a competing cause, in general, do not have their censoring time
recorded (but are still “at risk” for cause 1). It can be regarded as an inverse probability
weight that inflates the risk set to account for the competing causes.
In fact, after some algebraic manipulation (see Antolini et al. (2006)), (2.8) can be
written as
Rk(t) = Yk(t) +
nk∑
i=1
I {Xki ≤ t, ∆ki = 1, ϵki ̸= 1}
Ŝck(t−)
Ŝck(X−ki)
where Ŝck is the Kaplan-Meier curve for censured times estimating Sck(t) = P (Cki > t).
Thus, the process Rk(t) counts the number of individuals at risk plus the number of
competing events weighted by a factor that estimates P (Cki ≥ t|Cki ≥ Xki) for t ≥ Xki.
Hence, Rk can be expressed as the weighted sum (Fine and Gray, 1999)
Rk(t) =
nk∑
i=1
wki(t)Yki(t), wki(t) = I {Cki ≥ Tki ∧ t}
Ŝck(t)
Ŝck(Xki ∧ t)
. (2.9)
For the special case where Kk(t) = K(t)Rk(t), we can write the score for group k as
Z1k(t) =
K∑
l=1
nl∑
i=1
∫ t
0
K(u)
{
δkl −
Rk(u)
R·(u)
}
dG1li(u).
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As showed in Gray (1988), under the null and additional mild conditions, n−1/2Z1(t),
Z1(t) = (Z11, . . . , Z1K)(t), converges in distribution to a k-variate zero mean Gaussian
process with Cov(Zh(u), Zs(v)) = σhs(u ∧ v) given by
σhs(t) =
K∑
l=1
∫ t
0
ahl(u)asl(u)r−1l dF1(u) +
K∑
l=1
∫ t
0
b2hl(u)b2sl(u)r−1l dF2l(u)
where
ahs(t) = d1hs(t) + b1hs(t),
bjhs(t) =
[
I {j = 1} − 1 − F1(t)
Ss(t)
] ∫ ∞
t
d1hs(u)dA1(u),
djhs(t) = I {j = 1} kh(t)
[
δhs −
rs(t)
r·(t)
]
(1 − F1(t))−1,
with
rk(t) = lim
n→∞
N−1
NkP (Xki ≥ t)
Sk(t)
, and kk(t) = lim
n→∞
n−1Kk(t) (2.10)
A consistent estimate of the variance components can be computed using the Aalen-
Johansen estimator for F2k, Kaplan-Meier for the overall survival Sk, k̂k(t) = n−1Kk(t),
r̂k(t) = n−1Yk(t)/Ŝk(t), and
F̂1(t) = n−1
∫ t
0
dG1(u)
r̂·(u)
When Kk(t) = K(t)Rk(t), then
∑
Zk = 0. Hence, the test statistic Z⊤1 Σ̂−1 Z1, has
asymptotic null distribution χ2 with K − 1 degrees of freedom.
2.4 Subdistribution regression
The study of heterogeneous populations via regression modeling requires special
attention when competing-risks are present. Historically, the presence of cause-specific
hazards (instantaneous probability of failure from a specific cause) has lead to two
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approaches: study of the association between covariates and the cause-specific hazard,
and the study of covariate effects on the subdistribution associated with a specific cause
of failure (Fine and Gray, 1999). The decision on which strategy to adopt should consider
the nature of the study questions and how the covariate effects are likely to be perceived
on each particular area of study.
Cause-specific regression has the advantage of inducing a likelihood that is equivalent
to that of a Cox (1972) proportional hazards model where the competing events are
treated as censoring. As a consequence, standard survival analysis software can be used
for this type of semiparemetric inference. However, because the cause-specific cumulative
incidence depends on the overall survival (i.e. not experiencing any event), ignoring the
other causes of failure will lead to biased estimates of the cumulative incidence. Thus,
cause-specific regression does not provide inference regarding the incidence of a particular
event but rather on instantaneous rate of the event in event-free subjects (Austin and
Fine, 2017).
Subdistribution regression, on the other hand, incorporates covariate effects directly
on the cumulative incidence function. Although the magnitude of change in the cumulative
incidence due to covariates still requires a transformation on the systematic portion of the
model, the estimated effects take into account competing events by keeping on the risk set
individuals that are event-free or experienced an competing event. Andersen and Keiding
(2012) argued that the modified risk set used for subdistribution regression compromises
the interpretability of the subdistribution hazard as a hazard, i.e., as an instantaneous
risk of failure.
The choice of which approach to consider has been widely discussed (Putter et al.,
2007; Lau et al., 2009; Koller et al., 2012; Klein and Beyersmann, 2018; Austin and
Fine, 2017). Many argued that, in the presence of competing risks, hypothesis involving
etiological questions are most naturally formulated in terms of cause-specific hazards,
favoring cause-specific regression. This allows “a ‘direct’ formulation of the effect of
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exposure on the instantaneous forces that drive the patients remaining at risk at each
time point” (Koller et al., 2012), i.e., those that are event-free. Conversely, when the
study question involves prognosis of a certain condition over time, the “absolute risk is
the natural basis for prognosis and medical decision making” (Koller et al., 2012), which
is most conveniently assessed by subdistribution regression models.
To briefly introduce Fine and Gray’s 1999 semiparametric subdistribution regression,
let T and C be positive random variable representing failure and censoring times, respec-
tively. Also, denote by ε ∈ 1, . . . , K the cause of failure indicator. Typical right-censored
competing risks data for subject i is {Xi, ∆i, εi,Zi}, with Xi = Ti ∧ Ci, ∆i = I {Ti ≤ Ci},
and Zi is a p-dimensional vector of covariates. Assume that {Xi, ∆i, εi,Zi}ni=1 are inde-
pendent and identically distributed and that Ti and Ci are conditionally independent
given Zi. Suppose our interest is in studying the cumulative incidence of failure from
cause 1, i.e., F1(t | Z) = P (T ≤ t, ε = 1 | Z).
As discussed, the subdistribution regression model incorporates covariates directly on
the cumulative incidence functions
F1(t | Zi) = 1 − exp{−Λ10(t)eZ
⊤
i β},
where Λ10(t) =
∫ t
0 λ10(u)du is an unspecified baseline subdistribution cumulative hazard
function. More specifically, Gray (1988) defines the subdistribution hazard as
λ1(t | Z) = −d log{1 − F1(t | Z)}
= lim
∆t→0
1
∆tP (t ≤ T ≤ t + ∆t, ε = 1 | T ≥ t ∪ (T ≤ t ∩ ε ̸= 1),Z) (2.11)
which can be regarded as the hazard for the improper random variable
T ∗ = T × I {ε = 1} + ∞ × I {ε ̸= 1} .
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Note the unusual risk set associated with (2.11), where individuals with ε > 1 are still “at
risk” for the primary event. A similar concept was present on Berkson and Gage (1952)
formulation of cure rate models, where a portion of the population is considered “cured”
and, thus, incapable of experiencing the event of interest. Here, however, the competing
events are observable, which will bring further technical difficulties to the estimation of
Fine-Gray’s model.
When a competing event is observed, the failure time equals infinity, thus, the
competing event (subdistribution) times are censored and equal the censoring times.
However, follow-up usually stops after Xi is observed, making the censoring times for
those experiencing competing events unobservable. That is, the risk set for observed
competing events will be unknown after the event time is observed. Fine and Gray (1999)
propose modeling the censoring distributions directly in order to solve this issue, leading
to an inverse probability of censoring weighting (IPCW) type of estimating equation.
To see that, recall the observable data {Xi, ∆i, εi,Zi}, define the “complete data”
at-risk process as Yi(t) = 1 − Ni(t−), where Ni(t) = I {Ti ≤ t, εi = 1}, and a vital status
indicator process ri(t) = I {Ci ≤ Ti ∧ t}. Although Ni and Yi are unknown when ri = 0
(since Ci is usually not observed when Ti ≤ Ci), the products ri(t)Ni(t) and ri(t)Yi(t)
are always computable. Moreover, under random censorship with G(t) = P (C ≥ t), the
Kaplan-Meier estimate Ĝ(t) is computable (using data {Xi, 1 − ∆i}ni=1) and can be used
to “force” random censorship on the infinite failure times when ε ̸= 1. Thus, Fine and
Gray (1999) show that wi(t)Yi(t), wi(t) = ri(t)Yi(t)Ĝ(t)/Ĝ(Xi ∧ t) approximates the
subdistribution risk set and propose the IPCW “complete data” score equations
U(β) =
n∑
i=1
∫ ∞
0
Zi −
∑
j wj(u)Yj(u)ZjeZ
⊤
j β∑
j wj(u)Yj(u)eZ
⊤
j β
wi(u)dNi(u) (2.12)
Using empirical process arguments, the authors show that the solution for (2.12),
β̂, is such that
√
n(β̂ − β0) = Ω−1{n−1/2U(β0)} + op(1), with Ω = limn→∞ dU ∗(β)/dβ
at β0, the true vector of regression coefficients. U ∗(β) is regarded as the score under
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“censoring complete” data. With right-censored data, a consistent estimator for Ω is
Ω̂ = 1
n
n∑
i=1
Ŝ(2)(β̂, Xi)Ŝ(0)(β̂, Xi) −
Ŝ(1)(β̂, Xi)⊗2
Ŝ(0)(β̂, Xi)2
∆iI {εi = 1} ,
with
Ŝ(p)(β̂, t) = 1
n
n∑
i=1
wi(t)Yi(t)Z⊗pi eZ
⊤
i β, p = 0, 1, 2.
Furthermore, n−1/2U (β0) converges in distribution to a multivariate normal with covari-
ance Σ, consistently estimated by
Σ̂ = 1
n
n∑
i=1
(η̂i + ψ̂i)⊗2,
where
η̂i =
∫ ∞
0
Zi − Ŝ(1)(β̂, u)Ŝ(0)(β̂, u)
wi(u)dM̂i(u),
ψ̂i =
∫ ∞
0
q̂
ˆπ(u)
dM̂ ci (u),
q̂(t) = − 1
n
n∑
i=1
∫ ∞
0
Zi − Ŝ(1)(β̂, u)Ŝ(0)(β̂, u)
wi(u)dM̂i(u)I {u ≥ t > Xi} ,
π̂(t) = 1
n
n∑
i=1
I {Xi ≥ t} ,
M̂i(t) = I {Ti ≤ t, εi = 1} −
∫ t
0
{1 − I {Ti < u, εi = 1}}eZ
⊤
i βdΛ̂10(u)
M̂ ci (t) = I {Xi ≤ t, ∆i = 0} −
∫ t
0
I {Xi ≥ u} dΛ̂c(u)
Λ̂10(t) =
1
n
n∑
i=1
∫ ∞
0
1
Ŝ(0)(β̂, u)
wi(u)dNi(u),
and
Λ̂c(t) =
∫ ∞
0
∑n
i=1 dI {Xi ≤ u, ∆i = 0}∑n
i=1 I {Xi ≥ u}
.
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Thus, the distribution of
√
n(β̂ − β0) can be approximated by a normal distribution
with variance Ω̂−1Σ̂Ω̂−1. Test for covariance effects may be based on score, Wald, and
likelihood ratio tests. Also, the score test for the effect of a single binary covariate is
nearly identical to Gray (1988) nonparametric test for the difference in the cumulative
incidences, the only difference being that, there, the estimators for G are separate Kaplan-
Meier curves computed using data from each group separately instead of the pooled data.
Simulations showed that, in general, the two tests agree.
Prediction results of the cumulative incidence using Breslow-type estimates for Λ10
are also presented. Similarly to the Cox proportional hazards model, Fine and Gray
(1999) discuss residual analysis for proportional subdistribution hazard models.
Several additional results and extensions of Fine-Gray’s approach have been proposed:
left-truncation adaptations (Geskus, 2011; Zhang et al., 2011; Shen, 2011), stratified
models (Zhou et al., 2011), frailties (Katsahian et al., 2006; Katsahian and Boudreau,
2011; Dixon et al., 2011; Scheike et al., 2010), marginal modeling (Scheike et al., 2010;
Chen et al., 2008), time-dependent covariates (Beyersmann and Schumacher, 2008),
parametric regression (Jeong and Fine, 2007), sample size calculation (Latouche and
Porcher, 2007), and joint modeling (Deslandes and Chevret, 2010). Fine (2001) considered
linear transformation models of the cumulative incidence function, covering both the
Fine and Gray model and a proportional odds model. Sun et al. (2006) proposed a
combination of Aalen’s additive hazards model and the Cox model for the subdistribution
hazard.
2.5 Proportional hazards regression for complex survey data
A design-based inference for finite population parameters was first proposed by Binder
(1992). Later, Lin (2000) provided formal proofs using empirical process arguments
and extended the inference to superpopulation parameters with a proper probabilistic
interpretation. This methodology was inspired by the results given in Binder (1983)
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for general weighted estimating equations, although weak convergence of the Horvitz-
Thompson empirical process, i.e. the empirical measure process weighted by the inverse
of the selection, was only conjectured on Lin (2000). Since then, several authors have
worked on limiting theorems for this processes (Breslow and Wellner, 2007; Breslow et al.,
2009; Lumley, 2012; Lumley and Scott, 2013; Boistard et al., 2017). A general approach
for complex designs is presented by Han and Wellner (2019a).
To summarize Lin (2000), consider the usual right-censoring setup with finite-
population data {Xi, δi,Zi(·)}, i = 1, . . . , N , where Xi = Ti ∧ Ci, ∆i = I {Ti ≤ Ci},
and Zi is a vector of covariates, possibly time-dependent. The partial likelihood score
function that can be used to estimate the parameter vector β0 is
U(β) =
N∑
i=1
∫ ∞
0
{
Zi(u) −
S(1)(β, t)
S(0)(β, t)
}
dGi(u)
with
S(p)(β, t) = 1
N
N∑
i=1
Yi(t)Zi(t)⊗peZi(t)
⊤β, p = 0, 1;
Yi(t) = I {Xi ≥ t}, and Gi(t) = ∆iI {Xi ≤ t}. The solution to U(β) = 0 us regarded as
the finite population parameter (or census parameter). Denoting such solution by βN
and β0 the true model (superpopulation) parameter, under flexible conditions discussed
in Andersen and Gill (1982),
√
N(βN − β0) is asymptotically normal with zero-mean and
variance D(β0) = − limN→∞ N−1dU(β)/dβ |β=β0 .
When a sample S of size n is drawn according to a probabilistic sampling design,
Binder (1992) suggests using the pseudo-score function
Û(β) =
N∑
i=1
∫ ∞
0
ξi
πi
{
Zi(u) −
Ŝ(1)(β, t)
Ŝ(0)(β, t)
}
dGi(u), (2.13)
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with Ŝ(1) and Ŝ(0) augmented versions of S(1) and S(0) given by
Ŝ(1)(β, t) = 1
N
N∑
i=1
ξi
πi
Yi(t)Zi(t)eZi(t)
⊤β, and Ŝ(0)(β, t) = 1
N
N∑
i=1
ξi
πi
Yi(t)eZi(t)
⊤β
where ξi = I {i ∈ S} and πi = P (ξi = 1). Letting β̂ denote the solution of (2.13), It is
clear that β̂ and βN converge to the same limit, β0, since the only randomness in (2.13)
comes from ξi under the finite-population setting.
Using a first order Taylor approximation, Binder (1992) argues that the pseudo-score
function is asymptotic linear on the weights wi = ξi/πi, so that the results from Binder
(1983) can be applied. The same approximation is more formally justified in Lin (2000),
leading to
N−1/2Û(β) = N−1/2
N∑
i=1
ξi − πi
πi
Ui(β) + op(1), (2.14)
with
Ui(β) =
∫ ∞
0
{
Zi(t) −
s(1)(β, t)
s(0)(β, t)
}{
dGi(t) −
Yi(t)eZi(t)
⊤βdg(t)
s(0)(β, t)
}
where s(p)(β, t) = limN→∞ S(p)(β, t), p = 0, 1; and g(t) = limN→∞
∑N
i=1 Gi(t). The
process on the right hand side of (2.14) is refed as a normalized Horvitz-Thompson
process.
From Binder (1983) and assuming a uniform central limit theorem for Horvitz-
Thompson processes, the approximation in (2.14) implies that N−1/2Û (β) converges to a
normal distribution with covariance matrix
V (β) = lim
N→∞
1
N
N∑
i=1
N∑
j=1
πij − πiπj
πiπj
Ui(β)Uj(β)⊤
where πij = P (ξiξj = 1). Thus, another Taylor approximation implies that
√
N(β̂ − βN )
is asymptotically zero-mean normal with covariance D(βN )−1V (βN )D(βN )−1, which can
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then be estimated consistently using
D̂(β̂) = 1
N
∂Û(β)
∂β
∣∣∣∣
β=β̂
V̂ (β̂) = 1
N
N∑
i=1
N∑
j=1
ξiξj
πij − πiπj
πijπiπj
Ûi(β̂)Ûj(β̂)⊤
with
Ûi(β) = ∆i
{
Zi(Xi) −
Ŝ(1)(β, Xi)
Ŝ(0)(β, Xi)
}
− 1
N
N∑
j=1
ξj∆jYi(Xj)eZi(Xj)
⊤β
πjŜ(0)(β, Xj)
{
Zi(Xj) −
Ŝ(1)(β, Xj)
Ŝ(0)(β, Xj)
}
.
When assuming an underlying superpopulation model responsible for the generation of
the finite-population data, Lin (2000) argues that {Xi, δi,Zi}Ni=1 are now random variables
on the model probability space rather then fixed quantities as on the finite population
setting. The inclusion probabilities are then allowed to depend on the sigma-algebra
generated by the data, i.e.
πi = P (ξi = 1 | F) and πij = P (ξiξj = 1 | F)
with F = σ{Xi, δi,Zi, i = 1, . . . , N}.
For inference on the superpopulation parameter β0, Lin (2000) extended (2.14) to
the superpopulation setting writing
N−1/2Û (β0) = N−1/2U(β0) + N−1/2{Û(β0) −U(β0)} (2.15)
and shows that the second term on the right-hand side of (2.15) equals
N−1/2{Û(β0) −U(β0)} = N−1/2
N∑
i=1
ξi − πi
πi
Ui(β0) + op(1). (2.16)
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Since the limiting covariance of (2.16) does not depend on F , it follows that the weak
convergence also holds unconditionally. Thus, (2.16) converges to a zero-mean normal
with covariance V (β0). From conditional expectation arguments, one can show that
(2.15) converges to a zero-mean normal with covariance D(β0) + V (β0). Consequentially,
√
N(βN − β0) is asymptotically zero-mean normal with covariance
Σ = D−1(β0) +D−1(β0)V (β0)D−1(β0),
which can be consistently estimated by Σ̂ = D̂−1(β̂N) + D̂−1(β̂N)V̂ (β̂N)D̂−1(β̂N).
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CHAPTER 3: NONPARAMETRIC TRANSITION PROBABILITY ESTI-
MATION FOR COMPLEX SURVEY DATA
The demand for time-to-event analysis using complex surveyed data is increasing. In
particular, the accumulation of longitudinal data from multiple cycles of national-level
health surveys and the linkage to external data sources make such analysis desirable.
In this paper, we adapt the widely used nonparametric transition probability matrix
estimator by Aalen and Johansen (1978) to the context of complex sampling designs.
We propose design-adjusted estimators for finite and superpopulation parameters using
empirical processes results to derive its asymptotic properties. Estimation for domains of
unplanned size is also contemplated. Simulations show good performance under different
sample sizes, censoring percentages, primary sampling unit (PSU) sizes, and intra-cluster
correlations. Application to the study of leading causes of death (overall and by race-
gender domains) using the National Health and Nutrition Examination Survey (NHANES)
revealed significant bias on the cumulative incidences when ignoring the sampling design.
3.1 Introduction
Transition probabilities are common summary statistics when analyzing multistate
processes. The use of national health survey data for time-to-event analysis is subject
to the limited availability of statistical methods and software that take into account the
survey design. This paper aims to adapt the widely used nonparametric estimation of the
transition probability matrix for inhomogeneous time-continuous Markovian processes in
the context of complex survey data.
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The complex survey design terminology usually refers to multistage single-phase
studies where stratification and clustering are used in order to efficiently select a sample
that represents the target population. Not surprisingly, most national-level population-
based health surveys such as the National Health and Nutrition Examination Survey
(NHANES), the National Health Interview Survey (NHIS), and the Behavioral Risk Factor
Surveillance System (BRFSS) fit this general category of sampling scheme. With the
availability of multiple survey cycles and linked mortality information, time-to-event
analysis becomes a viable approach for this type of data.
In medical research, multistate frameworks are popular for describing patients’ status
across multiple stages. Lan and Datta (2010), for instance, proposed studying pubertal
development using a five-stage progression model in the context of current status data
derived from NHANES III. However, the development of general multistate survival
methods focused on population-based health surveys is likely to find most applications in
analyses where competing risks are present. The availability of multiple death causes in
large health surveys allows the specification of a particular multistate setting where a
single transition to an absorbent state can be used to study cause-specific mortality.
Due to the limited availability of statistical methods that can handle multistate
complex survey data, analysts often rely on univariate survival approaches or even on
ignorability assumptions about the design. The former approach is readily available in most
statistical software after the developments of Binder (1992), Lin (2000), and Boudreau
and Lawless (2006). The nonparametric estimation of the survival probabilities, however,
is still not so well established (Lawless, 2003a,b). Common approaches for variance
estimation of Kaplan-Meier curves borrow from correlated survival methods (Williams,
1995; Cook and Lawless, 2007). Regarding the ignorability of sampling designs, although
inference often leads to discussions about the use of design variables and sampling weights
on model or design-based analyses, the consensus when estimating population summary
statistics for descriptive purposes is to account for differential sampling probabilities
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and design characteristics (Korn and Graubard, 1995). For the specific problem of
estimating transition probabilities for survey data, Koop and Singh (1970) discuss the
case of stratified sampling where each state corresponds to different stratum. General
complex sampling schemes are considered in Cai et al. (2010) in the context of life-table
estimators. More recently, Rebora et al. (2016) developed expressions for cumulative
incidence curves when dealing with competing risks in two-phase designs. In this paper,
we follow the same approach as Lin (2000) and propose design-adjusted estimators under
finite and superpopulation settings. Despite producing similar results for small sampling
fractions (Rubin-Bleuer and Kratina, 2005), finite population estimators tend to be used
on descriptive studies, while statistical inference relies on the superpopulation estimates
that have a well-defined probabilistic interpretation. We also considered the analysis of
domains, subsets of the population defined by a common characteristic, since it requires
adapting the estimators for random population group sizes. Our asymptotic results
rely on Glivenko-Cantelli and Donsker theorems for survey-weighted empirical processes
presented in Han and Wellner (2019a).
3.2 Definitions and supporting results
Our setup borrows the product space formulation proposed by Rubin-Bleuer and
Kratina (2005) and followed by Boistard et al. (2017) and Han and Wellner (2019a) for
handling both finite and superpopulation (design-based) inference. Assume a sequence of
finite-populations of sizes Nζ from which nζ subjects are sampled according to a prob-
abilistic design. The finite-population processes {Mi(t), i = 1, . . . , Nζ} are independent
realizations of the superpopulation right-censored process {M(t), t ∈ [0, τ ]}, τ > 0, on a
probability space (Ω, F , Pm). As in Aalen and Johansen (1978), define Mi(t) = M̌i(t ∧ Ci)
and δi(t) = I(Ci ≥ t), where {M̌(t), t ∈ [0, τ ]}, is a time-inhomogeneous Markov pro-
cesses on a finite state space Q = {1, . . . , q} with left-continuous integrable transition
intensities αhj(t), for h ̸= j, and αhh(t) = −
∑
j ̸=h αhj(t); h, j ∈ Q; Ci are indepen-
31
dent censoring times with unspecified law. The observable finite-population data is
{(Mi(t), δi(t), Zi), t ∈ [0, τ ], i = 1, . . . , Nζ}, with Zi a r-dimensional vector of auxiliary
variables on the same probability space (Ω, F , Pm), denote Z = (Z1, . . . , ZNζ ).
Letting SNζ represent the collection of all subsets of {1, . . . , Nζ} and σ(SNζ ) its
generated sigma algebra, a sampling scheme can be defined as p : σ(SNζ ) ×Rr×Nζ 7→ [0, 1]
such that (i) for all s ∈ SNζ , z 7→ p(s, z) is Borel-measurable on Rr×Nζ and (ii) for all
z ∈ Rr×Nζ , A 7→ p(A, z) is a probability measure on σ(SNζ ). Thus, we define the design
space (SNζ , σ(SNζ ), Pd), where A 7→ Pd(A) =
∑
s∈A p(s, z).
For a sample s drawn according to a design p, the sampling indicators ξi = I(i ∈ s)
are random variables on the product space (Ω × SNζ , F × σ(SNζ ), Pm,d). Given Z, {ξi}
Nζ
i=1
are conditionally independent of {(Mi, δi)}
Nζ
i=1 and πi = Em,d(ξi | Z) and πij = Em,d(ξiξj |
Z) are the first and second order inclusion probabilities, respectively. Em,d(·) regards
expected values on the product space with respect to the measure Pm,d, defined for
(s, E) ∈ σ(SNζ ) × F as Pm,d(s × E) =
∫
E Pd(s)Pm. Although this setup allows nζ and the
inclusion probabilities to be random on the model space, here, we assume them to be
deterministic.
Throughout the paper, several Horvitz-Thompson empirical processes are defined
and claimed to be uniformly consistent and to converge weakly. To this end, we define a
general empirical process with respect to the class of monotone cadlag stochastic processes
{X(t), t ∈ [0, τ ]} on (Ω, F , Pm) with Pm(|X(0)| ∨ |X(τ)|)2 < ∞
PNX(t) =
1
Nζ
Nζ∑
i=1
Xi(t)
and its Horvitz-Thompson augmented version
PπNX(t) =
1
Nζ
Nζ∑
i=1
ξi
πi
Xi(t). (3.1)
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We note that this class of functions, {x(t) : t ∈ [0, τ ]}, is P-Donsker (Lemma 4.1 of
Kosorok, 2008), and therefore also P-Glivenko-Cantelli.
The following assumptions are sufficient to claim local and global convergence of PπNX
Assumption 3.1. The first order inclusion probabilities {πi}
Nζ
i=1 are such that
(A1.1) min1≤i≤Nζ πi ≥ π0 > 0.
(A1.2) N−1ζ
∑Nζ
i=1(ξi − πi)/πi = opm,d(1).
(A1.3) N−1/2ζ
∑Nζ
i=1(ξi − πi)/πi = Opm,d(1).
where opm,d and Opm,d correspond to convergence and boundedness in Pm,d-probability.
The lower bound assumption (A1.1) is common in the literature and is usually required
for the construction of a consistent design-based variance estimators (along with πij for
all i and j, see § 1.2.1 of Fuller, 2009). However, Han and Wellner (2019a) use (A1.1) to
show that, for k ≥ 1 and C > 0,
Em,d
∥∥∥∥ Nζ∑
i=1
ξi
πi
[Xi(t) − PXX(t)]
∥∥∥∥k ≤ (C/π0)kEm,d∥∥∥∥ Nζ∑
i=1
[Xi(t) − PXX(t)]
∥∥∥∥k,
with PX the marginal law of X, which serves as basis of their results (Han and Wellner,
2019b). (A1.2) and (A1.3) guarantee that the sampling indicators satisfy a law of large
numbers and have a
√
Nζ rate of convergence. (A1.2) and (A1.3), when combined
with (A1.1), form a minimal set of condition for convergence in probability and weak
convergence of Horvitz-Thompson processes, respectively.
The next assumptions are required for convergence of design-based variance estimators
derived and allow equivalence between √nζ and
√
Nζ rates of convergence up to a constant
factor.
Assumption 3.2. The sequence of sampling fractions, first and second order selection
probabilities are such that
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(A2.1) nζ/Nζ → f, f ∈ (0, 1)
(A2.2) supNζ∈N sup1≤i ̸=k≤Nζ |πik − πiπk|Nζ ≤ K,
as ζ → ∞, with K > 0 a constant.
(A2.1) is another common assumption and can be verified for various single-stage
unequal probability sampling designs. Condition (A2.2) is required for convergence of the
design-based variance S2N , defined while stating our final assumption:
Assumption 3.3 (point-wise central limit theorem for Horvitz-Thompson estimators).
For any independent bounded random variables {Vi}
Nζ
i=1 with common law on (Ω, F , Pm),
as ζ → ∞,
(A3.1)
1
SN
 1
Nζ
Nζ∑
i=1
ξi − πi
πi
Vi
 →d N(0, 1),
under Pd for Pm-a.s. w ∈ Ω and S2N defined as
S2N =
1
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
ViVk.
Moreover, nζS2N → σ2π > 0 in Pm-probability.
(A3.2) For the finite-dimensional case where {Vi}
Nζ
i=1 are r-dimensional random vectors,
there exists a deterministic positive-definite matrix Σπ, such that
lim
ζ→∞
nζSN = lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
ViV
⊤
k = Σπ, (3.2)
Pm-a.s. w ∈ Ω.
The convergence of S2N to a finite limit is given in Lemma 9.3 of Boistard et al.
(2017). There, (A1.1), (A2.2), (A3.1), and the convergence of the first and second order
selection probabilities are required. The reason we do not impose the later condition on
34
the selection probabilities is that it follows from the stronger assumption in (A3.2), with
the advantage of guaranteeing convergence of the design-based variance estimator for any
sequence {Vi}. We note that the covariance of the normalized Horvitz-Thompson process
is equivalent to (3.2) since, by dominated convergence,
lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
Em(ViV ⊤k ) = Σπ,
which can be estimated using any design-unbiased variance estimator, e.g. (Horvitz and
Thompson, 1952)
ŜN =
1
N2ζ
Nζ∑
i=1
Nζ∑
k=1
ξiξk
πik − πiπk
πikπiπk
ViV
⊤
k .
We are now ready to state the main result that will support our findings, which
combines the works of Boistard et al. (2017) and Han and Wellner (2019a) for deterministic
sample sizes and inclusion probabilities.
Lemma 3.1 (uniform limiting results for Horvitz-Thompson processes). Consider the
Horvitz-Thompson process PπNX(t) defined in (3.1).
(a) (Finite population inference). For the normalized process
√
nζ(PπN − PN)X(t) =
√
nζ
Nζ∑
i=1
ξi − πi
Nζπi
Xi(t) = XπN(t)
(i) (Conditional Glivenko-Cantelli theorem) if (A1.1) and (A1.2) hold, then
sup
t∈[0,τ ]
|(PπN − PN)X(t)| = opm,d(1)
(ii) (Conditional Donsker theorem) if (A1.1) and (A1.3) hold, and, in addition, we
assume finite-dimensional convergence to a tight Gaussian process Gπ, then
XπN(t)⇝ Gπ in l∞([0, τ ])
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(iii) (Finite-dimensional convergence with specified covariance structure) if (A1.1),
(A2.1, A2.2), and (A3.1, A3.2) hold, then XπN (t) converges finite-dimensionally
to a tight Gaussian process Gπ with covariance function
σπ(t1, t2) = lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
Xi(t1)Xk(t2), (3.3)
for t1, t2 ∈ [0, τ ]
(b) (Superpopulation inference). For the normalized process
√
nζ(PπN − PX)X(t) = XπN(t) + XN(t)
(i) (Glivenko-Cantelli theorem) if (A1.1) and (A1.2) hold, then
sup
t∈[0,τ ]
|(PπN − PX)X(t)| = opm,d(1)
(ii) (Donsker theorem) if (A1.1) and (A1.3) hold, and, in addition, we assume finite-
dimensional convergence to a tight Gaussian process Gπ, then XπN (t)+XN (t)⇝
Gπ in l∞([0, τ ])
(iii) (Finite-dimensional convergence with specified covariance structure) if (A1.1),
(A2.1, A2.2), and (A3.1, A3.2) hold, then XπN(t) + XN(t) converges finite-
dimensionally to a tight Gaussian process Gπ with covariance function
σπ(t1, t2) = lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
Xi(t1)Xk(t2) + fσ(t1, t2), (3.4)
with t1, t2 ∈ [0, τ ] and σ(t1, t2) the limiting covariance function for the super-
population empirical process XN(t)
Results (a)-(i–iii) correspond to corollaries (3.15), (3.16), and (3.11) from Han and
Wellner (2019b), respectively. Results (b)-(i–iii) follow from theorems (3.1), (3.2), and
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proposition (3.3) of the same reference under a √nζ rate (as in Boistard et al., 2017)
assuming (A2.1). Detailed proofs can be found in the original references.
The term in (3.3) correspond to the design-based variance of the Horvitz-Thompson
estimator and can be consistently estimated using a suitable design-unbiased estimator,
common approaches are given by Horvitz and Thompson (1952), Yates and Grundy
(1953), and Sen (1953). The additional variance component σ(t1, t2) in (3.4) is the
model-based variance generated by the sampling of the finite population, as noted by Lin
(2000). Consequentially, it can be estimated using standard techniques for simple random
sampling. A common approach on design-based analysis of health surveys, where f is
small, is to ignore the model variance term when estimating σπ.
For inference restricted to a subpopulation (or domain) D ⊆ {1, . . . , Nζ}, the domain
size, Dζ , is usually not known before the sample is drawn. When that is the case, the
derivations are based on the Hajék process
Pπ,dD X(t) =
1
D̂ζ
∑
i∈D
ξi
πi
Xi(t), D̂ζ =
∑
i∈D
ξi
πi
As noted by Boistard et al. (2017), the normalized Hajék process can be written as
√
dζ(PπD − PD)X(t) = Y
π,d
D (t) +
(
Dζ
D̂ζ
− 1
)
Zπ,dD (t) (3.5)
with dζ the domain size on the sample,
Yπ,dD (t) =
√
dζ
∑
i∈D
ξi − πi
Dζπi
{Xi(t) − PXX(t)},
and
Zπ,dD (t) =
√
dζ(PπN − PX)X(t) −
PXX(t)
Dζ
∑
i∈D
(
ξi
πi
− 1
)
.
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If we assume that (A1.1) and (A1.3) hold for the subpopulation D, then Dζ/D̂ζ → 1
and supt∈[0,τ ] |Z
π,d
D (t)| = Opm,d(1). Thus,
√
dζ(PπD − PD)X(t) is dominated by Y
π,d
D (t), for
which the asymptotic behavior can be studied using Lemma 1. A similar argument follows
for
√
dζ(PπD − PX)X(t), but instead of (3.5) we have
√
dζ(PπD − PX)X(t) =
Dζ
D̂ζ
Zπ,dD (t).
3.3 Design-adjusted Aalen-Johansen estimator
3.3.1 Parameters of interest under finite and superpopulation settings
Recall the finite-population of size Nζ defined in §2 as a random sample of the Markov
process {M(t), t ∈ [0, τ ]}. The superpopulation parameter of interest is the transition
probability matrix P (s, t) = {Phj(s, t)}, where Phj(s, t) = Pm(M(t) = j|M(s) = h),
t > s ≥ 0. Under the Markov assumption, P can be expressed as
P (s, t) = π
u∈(s,t]
{I + dA(u)} , (3.6)
with A(t) = {Ahj(t)} the cumulative transition intensities Ahj(t) =
∫ t
0 αhj(u)du.
In order to define the finite population parameter, consider Ghji(t) =
∫ t
0 δi(u)dǦhji(u),
where Ǧhji(u) = #{u ≤ t : M̌i(u−) = j, M̌i(u) = h} counts the number of jumps in{
M̌i(u), u ∈ [0, t]
}
directly from h to j and Yhi(t) = I(Mi(t−) = h, δi(t) = 1). The
corresponding finite population processes are Ghj(t) = N−1ζ
∑Nζ
i=1 Ghji(t) and Yh(t) =
N−1ζ
∑Nζ
i=1 Yhi(t). Finally, the finite population parameter is the empirical transition
matrix by Aalen and Johansen (1978)
P̃ (s, t) =
m∏
l=1
{
I + ∆Ã(Tl)
}
,
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where s = T0 < T1 < · · · < Tm = t is a partition of (0, t] based on ordered transition
times {T1, . . . , Tm−1}, ∆Ã(Tl) = Ã(Tl) − Ã(Tl−1), and Ã(t) the q × q matrix–valuated
Nelson-Aalen estimator with elements
Ãhj(t) =
∫ t
0
Jh(u)
Yh(u)
dGhj(u),
for h ̸= j, Ãhh(t) = −
∑
j ̸=h Ãhj, and Jh(t) = I(Yh(t) > 0).
3.3.2 Finite population inference
Consider a sample s ∈ SNζ drawn according to a probabilistic design with selection
probabilities πi (i = 1, . . . Nζ), that may depend on complex design characteristics such
as multi-stage sampling, clustering, and stratification.
The Horvitz-Thompson processes
Gπhj(t) =
1
Nζ
Nζ∑
i=1
ξi
πi
Ghji(t) and Y πh (t) =
1
Nζ
Nζ∑
i=1
ξi
πi
Yhi(t)
suggest the design-adjusted estimator
Âπhj(t) =
∫ t
0
Jπh (u)
Y πh (u)
dGπhj(u), (3.7)
with Jπh (t) = I(Y πh (t) > 0) so that (3.7) is well defined when Y πh (t) = 0.
Our first result shows that √nζ{Âπ(t) − Ã(t)} is asymptotically equivalent to a
normalized Horvitz-Thompson process.
Proposition 3.1. If (A1.1) and (A1.3) hold, then √nζ{Ãπ(t)−Â(t)} has the same limit-
ing distribution as the normalized Horvitz-Thompson process √nζ
∑Nζ
i=1(ξi−πi)Ui(t)/(Nζπi),
where Ui(t) are q × q matrices with (h, j)-th elements
Uhji(t) =
∫ t
0
{
dGhji(u)
yh(u)
− Yhi(u)dghj(u)
yh(u)2
}
, (3.8)
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yh(t) = limζ→∞ Yh(t), and ghj(t) = limζ→∞ Ghj(t).
Thus, by Lemma 1-(a)-(iii), √nζ{Âπ(t) − Ã(t)} converges weakly to a zero-mean
Gaussian process in Dq,q[0, τ ] with variance function
Σπ(t1, t2) = lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
vec{Ui(t1)}vec{Uk(t2)}⊤, (3.9)
for 0 ≤ t1 ≤ t2 ≤ τ . Here, vec(B) corresponds to the mn-dimensional vector of stacked
columns of an m × n matrix B. Thus, a uniformly consistent estimator for (3.9) is
Σ̂π(t1, t2) =
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
ξiξk
πik − πiπk
πikπiπk
vec{Ûi(t1)}vec{Ûk(t2)}⊤,
where
Ûhji(t) =
m∑
l=1
∆Ghji(Tl)I(Tl ≤ t)
Y πh (Tl)
− N−1ζ
Nζ∑
k=1
ξk
πk
{
m∑
l=1
∆Ghjk(Tl)I(Tl ≤ t)Yhi(Tl)
Y πh (Tl)2
}
.
with ∆Ghji(Tl) = Ghji(Tl) − Ghji(Tl−1).
Our main result follows from the fact that the product integral map f : v → π(s0,·](I +
dv) is Hadamard differentiable, thus, a functional delta method result can be applied.
Proposition 3.2. If (A1.1) and (A1.3) hold, then √nζ{P̂ π(s0, t) − P̃ (s0, t)}, t > s0 ≥ 0,
converges weakly to the same limiting process as √nζ
∑Nζ
i=1(ξi − πi)Wi(t)/(Nζπi), with
Wi(t) =
∫ t
s0
P̃ (s0, u)Ui(du)P̃ (u, t). (3.10)
Hence, the design-based variance of P̂ π(s, t) is
Ψπ(t1, t2) = lim
ζ→∞
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
πik − πiπk
πiπk
vec{Wi(t1)}vec{Wk(t2)}⊤,
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which can be consistently estimated by
Ψ̂π(t1, t2) =
nζ
N2ζ
Nζ∑
i=1
Nζ∑
k=1
ξiξk
πik − πiπk
πikπiπk
vec{Ŵi(t1)}vec{Ŵk(t2)}⊤,
with Ŵi(t) =
∫ t
s P̂
π(s, u)Ûi(du)P̂ π(u, t).
3.3.3 Inference for domains
Suppose a domain D of unknown (unplanned) size Dζ as in §2. Denote Gdhj, Y dh ,
Ãd, and P̃ d the domain population processes and target parameters analogous to those
in (§3.3.1) with summations now over i ∈ D, Dζ replacing Nζ , and transition times
{T d1 , · · · , T dm−1}, the subset of times corresponding to transitions of individuals from the
domain. Define the Hájek processes
Gπ,dhj (t) =
1
D̂ζ
∑
i∈D
ξi
πi
Ghji(t) and Y π,dh (t) =
1
D̂ζ
∑
i∈D
ξi
πi
Yhi(t)
where D̂ζ =
∑
i∈D ξi/πi and the corresponding Hájek estimator is
Âπ,dhj (t) =
∫ t
0
Jπ,dh (u)
Y π,dh (u)
dGπ,dhj (u), (3.11)
with Jπ,dh (t) = I(Y
π,d
h (t) > 0).
As discussed, weak convergence results for Hájek and Horvitz-Thompson processes
are similar under asymptotically unbiased sampling weights with bounded variance,
which we assume here. Following that same algebraic steps used to derive (3.16), weak
convergence of
√
dζ{Âπ,dhj (t) − Ãdhj(t)} results from Lemma 1. By the same arguments as
before, we conclude that
√
dζ{Âπ,d(t) − Ãd(t)} = ZD + op(1), with ZD =
√
dζ
∑
i∈D(ξi −
πi)U di (s, t)/(D̂ζπi), which converges weakly to a zero-mean Gaussian process with variance
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function
Σπd(t1, t2) = lim
ζ→∞
dζ
D2ζ
∑
(i,k)∈D
πik − πiπk
πiπk
vec{U di (t1)}vec{U dk (t2)}⊤, (3.12)
where U di (t) has elements
Udhji(t) =
∫ t
0
{
dGhji(u)
ydh(u)
−
Yhi(u)dgdhj(u)
ydh(u)2
}
,
ydh(t) = limζ→∞ Y dh (t), and gdhj(t) = limζ→∞ Gdhj(t). Similarly, a uniformly consistent
estimator for (3.12) is
Σ̂π,d(t1, t2) =
dζ
D̂2ζ
∑
(i,k)∈D
ξiξk
πik − πiπk
πikπiπk
vec{Û di (t1)}vec{Û dk (t2)}⊤,
with
Ûdhji(t) =
m∑
l=1
∆Ghji(T dl )I(T dl ≤ t)
Y π,dh (T dl )
− D̂−1ζ
∑
i∈D
ξk
πk
{
m∑
l=1
∆Ghjk(T dl )I(T dl ≤ t)Yhi(T dl )
Y π,dh (T dl )2
}
.
As before, weak convergence can be extended to the transition probability ma-
trix estimator via functional delta-method. Proceeding as before, we conclude that√
dζ{P̂ π,d(s0, t) − P̃ d(s0, t)} is asymptotically equivalent to the normalized Hájek process√
dζ
∑
i∈D(ξi − πi)W di (t)/(D̂ζπi), with
W di (t) =
∫ t
s0
P̂ d(s0, u)U di (du)P̂ d(u, t). (3.13)
This normalized Hájek process converges to a zero-mean Gaussian process with covariance
function
Ψπ,d(t1, t2) = lim
ζ→∞
dζ
D2ζ
∑
(i,k)∈D
πik − πiπk
πiπk
vec{Vi(t1)}vec{Vi(t2)}⊤,
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where Vi(t) = W di (t) − D−1ζ
∑
i∈DW
d
i (t), which can be consistently estimated by
Ψ̂π,d(t1, t2) =
dζ
D̂2ζ
∑
(i,k)∈D
ξiξk
πik − πiπk
πikπiπk
vec{V̂i(t1)}vec{V̂i(t2)}⊤,
with
V̂i(t) = Ŵ di (t) − D̂−1ζ
∑
k∈D
ξkŴ
d
k (t)/πk,
and Ŵ di (t) =
∫ t
s P̂
π,d(s, u)Û di (du)P̂ π,d(u, t).
3.3.4 Superpopulation inference
We now turn our attention to analytical inference focused on superpopulation param-
eters as opposed to the more descriptive role of finite population inference. Suppose the
target parameter is now (3.6) associated with the data generating process {M(t), t ≥ 0}.
As usual for design-based inference on a superpopulation setting, asymptotic results for
the proposed estimators are built upon finite population results and rely on asymptotic
independence between finite and superpopulation normalized processes (Rubin-Bleuer
and Kratina, 2005). Writing
√
nζ{Âπ(t) −A(t)} =
√
nζ{Âπ(t) − Ã(t)} +
√
nζ{Ã(t) −A(t)}. (3.14)
allow us to apply Lemma A1 and Lemma 1-(b) to conclude that the normalized process
converges weakly to a zero-mean Gaussian process with covariance function Σπ(t1, t2) +
fΣ(t1, t2), where the second component is the usual Nelson-Aalen variance function
(Andersen et al., 1996) times the sampling fraction f .
A similar strategy can be applied to the decomposition
√
nζ{P̂ π(s, t) − P (s, t)} =
√
nζ{P̂ π(s, t) − P̃ (s, t)} +
√
nζ{P̃ (s, t) − P (s, t)}, (3.15)
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which converges weakly to a Gaussian process with variance Ψπ(t1, t2) + fΨ(t1, t2), where
the second component is the usual Aalen-Johansen variance function (Aalen and Johansen,
1978) times the sampling fraction f .
3.4 Simulation studies
The simulations aim to assess the performance of the proposed estimators under various
sample sizes, right-censoring percentages, and PSUs sizes and correlations. Transition
times were generated assuming an illness-death process without recovery where the
transition intensity from state i to j for individuals in PSU r from stratum h followed a
conditional Weibull distribution with conditional hazard q(r,h)ij (t) = γrλhijνhtνh−1; where
i, j ∈ {1-healthy, 2-ill, 3-death}, r = 1, . . . , Rh, h = 1, . . . , 10, and γr follows a Gamma
distribution with mean one and variance θ. We assumed λh12 = 1 − 0.5[(h − 1)/9],
λh13 = 1 + 0.5[(h − 1)/9], λh23 = 1, and νh = 1.2 − 0.4[(h − 1)/9]. Strata 1 to 3 had sizes
equal to 20% of the population, strata 4 to 6 equal to 10%, 7 to 9 equal to 3%, and the last
stratum correspond to 1% of the population. Clusters were created by simulating groups
of individual trajectories that shared a common frailty term on their transition intensities.
Independent Uniform (0, a) censoring times ck ∼ U(0, a) were used, k = 1, . . . , N , where
a was selected so that a specified overall censoring percentage was achieved. Samples
were drawn assuming a stratified single-stage clustered design with uniform allocation.
A total of 18 scenarios were studied using 1,000 samples from (fixed) census data
on 100,000 individuals clustered in PSUs of sizes 100 (θ = 0.1), 20 (θ = 0.5), and 5
(θ = 1.3). Samples of sizes 1,000, 2,000, and 5,000 were considered and subject to
censoring percentages of 20% (a = 3.5) and 50% (a = 1). Similar studies were conducted
for the domain defined as xk = 1, where xk is Bernoulli with probability of success 0.8,
k = 1, . . . , N . There, λh12k = 1 − 0.5[(h − 1)/9]xk, λh13k = 1 + 0.5[(h − 1)/9]xk, λh23k = 1,
and νhk = 1.2 − 0.4[(h − 1)/9]xk were used.
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For evaluation of the proposed estimators, finite population parameters correspond
to the Nelson-Aalen and Aalen-Johansen estimators computed using census data. For
superpopulation parameters, analytical solutions of the Kolmogorov equations for the
illness-death model were derived and unconditional transition probabilities resulted from
conditional expectation calculations and Laplace transform results for the Gamma frailty
survival model. Details of this derivations can be found on the supplementary material in
Section 3.7.
The behavior of the estimated probabilities from healthy to ill and ill to death at
the population median transition time are presented in Table 1. The estimators are
approximately unbiased. For PSUs of size 5, about 100 transitions are required to
attain close to nominal coverage. As the PSU size increases, consequentially reducing
the number of clusters sampled per stratum, more transitions are required to achieve
reasonable coverage (around 400 for PSUs of size 20 and 1,000 for PSUs of size 100). The
results presented in the Appendix reveal comparable performances between the Hajék
and Horvitz-Thompson estimators (Table S1).
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Table 3.1: Results for the estimated healthy-ill and ill-death transition probabilities
at the median transition time; Nc: PSU size; n: sample size; Ḡhj: mean number of
transitions from state h to j; RB: relative bias; ESD: empirical standard deviation; ASE:
average design-based standard error; CP: empirical coverage probability for nominal 95%
confidence intervals.
From healthy to ill From ill to death
Cens. Nc n Ḡ12 RB ESD ASE CP Ḡ23 RB ESD ASE CP
20% 5 1,000 205 -0.0018 0.0047 0.0048 0.9480 93 0.0023 0.0120 0.0116 0.9320
2,000 410 0.0015 0.0032 0.0032 0.9540 185 -0.0019 0.0085 0.0084 0.9490
5,000 1025 -0.0019 0.0020 0.0020 0.9551 465 0.0023 0.0052 0.0053 0.9622
20 1,000 221 0.0001 0.0055 0.0053 0.9350 78 -0.0029 0.0113 0.0106 0.8920
2,000 444 0.0010 0.0038 0.0038 0.9460 157 -0.0015 0.0081 0.0078 0.9090
5,000 1109 0.0009 0.0023 0.0023 0.9540 392 -0.0036 0.0051 0.0050 0.9350
100 1,000 229 0.0026 0.0067 0.0063 0.8760 62 -0.0042 0.0164 0.0143 0.8340
2,000 459 0.0026 0.0047 0.0045 0.8920 125 -0.0006 0.0123 0.0117 0.8920
5,000 1146 0.0036 0.0028 0.0028 0.9340 311 -0.0051 0.0073 0.0073 0.9360
50% 5 1,000 159 -0.0005 0.0197 0.0202 0.9400 59 -0.0024 0.0563 0.0542 0.9260
2,000 317 -0.0022 0.0149 0.0144 0.9500 119 0.0031 0.0383 0.0389 0.9357
5,000 791 0.0012 0.0090 0.0091 0.9459 296 0.0009 0.0263 0.0253 0.9500
20 1,000 180 0.0005 0.0151 0.0142 0.9180 56 -0.0129 0.0544 0.0504 0.8870
2,000 361 0.0014 0.0105 0.0100 0.9270 111 -0.0043 0.0386 0.0372 0.9170
5,000 903 -0.0022 0.0060 0.0062 0.9510 280 0.0036 0.0254 0.0244 0.9408
100 1,000 187 -0.0008 0.0151 0.0134 0.8663 45 -0.0084 0.0454 0.0407 0.8357
2,000 375 0.0011 0.0103 0.0094 0.8827 90 0.0016 0.0366 0.0336 0.8969
5,000 935 -0.0003 0.0060 0.0057 0.9380 224 -0.0040 0.0225 0.0213 0.9230
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3.5 Application
As an application, NHANES data linked with National Death Index records were used
to study the leading causes of death in the US from 1999 to 2014. For each survey cycle,
the sampling design is approximated by 13 to 16 strata with 2 or 3 PSUs sampled from
each stratum; multiple cycles were combined and reweighted following NCHS guidelines.
Public-use linked mortality files contain follow-up time and underlying cause of death for
participants 18 years old and above that matched NHANES survey records. Overall, 58%
(47,279) of the distinct sampling units had available event history data, corresponding to
a total estimate of almost 220 million transition records.
Nonparametric transition probabilities from an alive state to either death by heart
disease, malignant neoplasm, or other causes (Figure 3.1) were estimated for the sub-
population of eligible linked participants and race-gender domains. To emphasize the
importance of accounting for the design characteristics, both design-adjusted and unad-
justed (unweighted) estimates and confidence-intervals were computed.
A HD MN O
Figure 3.1: Continuous-time Markov chain structure for the NHANES leading causes of
death survey. States are alive (A), death from heart disease (HD), malignant neoplasm
(MN), and other causes (O).
The individuals were followed up a median of 97 months and 4,256 participants
(9%) died by the end of the 201 months of follow-up. Among women (52% of the linked
population), 68% identified as non-Hispanic White and 12% as non-Hispanic Black; 69% of
men identified as non-Hispanic White and 12% as non-Hispanic Black. Overall, unweighted
estimates give transition probability curves that are above those computed using the
design-adjusted estimator (Figure 3.2). Across the domains (Figure 3.3), while unweighted
curves suggest non-Hispanic White males having a higher probability of death from
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heart disease, weighted estimates do not corroborate this effect; also, unadjusted curves
indicate higher probability of males dying from cancer and non-Hispanic White dying
from other causes whereas design-adjusted curves show that these differences might not
be as expressive. In conclusion, unweighted curves are over-estimating death probabilities
when compared to design-adjusted estimates. This bias can potentially lead to different
conclusions for the gender-race domain analysis of leading causes of death probabilities
on the NHANES linked mortality target population.
Heart disease Malignant neoplasm Other causes
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est Design Adjusted A−J Unadjusted A−J Design Adjusted A−J Unadjusted A−JFigure 3.2: Estimated transition probability curves with 95% CIs (shaded) from unweighted
Aalen-Johansen estimator (dashed) and the proposed design-adjusted estimator (solid)
for the subpopulation of 18 years old and above in NHANES target population.
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Non−Hispanic Black, Female Non−Hispanic Black, Male Non−Hispanic White, Female Non−Hispanic White, Male g2 b wFigure 3.3: Estimated transition probability curves with 95% point-wise CIs (shaded) from
unweighted (bottom panel) and weighted (top panel) estimators for the subpopulations
of non-Hispanic Black female (solid-black), non-Hispanic Black male (solid-gray), non-
Hispanic White female (dashed-black), non-Hispanic White male (dashed-gray).
3.6 Discussion
We adapted the Nelson-Aalen and Aalen-Johansen estimators to the context of
complex surveys. These methods serve as basis for nonparametric inference of time-to-
event multistate data which were lacking in the existing literature both theoretical and
computational developments that could assist the analysis of nation-wide health surveys
such as NHANES and NHIS. Most importantly, the computational resources required for
the proposed methods are comparable to those used on traditional design-based analysis.
Limitations on the approach presented here are those common to design-based
inference, e.g. efficiency cost when compared to model-based estimators under correctly
specified models and consistency of the weighted estimators for non-ignorable designs
where factors influencing the transition times are not being taking into account. Also,
as discussed by Boudreau and Lawless (2006) and Lawless (2003b), the assumption of
independence between transition and censoring times might not be reasonable if censoring
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is associated with design factors. As a possible remedy, Lawless (2003a) propose the use of
time-varying sampling weights to accommodate non-ignorable designs and non-ignorable
censoring. Those weights would be constructed modifying the original sampling weights
via inverse probability of censoring weighting (IPCW) estimation. However, variance
calculation becomes unclear under this approach and the impact of ignoring the IPCW
on the estimates needed further study.
Particularly to our methods, optimal results are achieved when a minimal number
of transitions are present in the sample. For small cluster sizes, reasonable estimates
were produced with as low as 100 transition for a particular pair of states. In case this
number is not achieved, possible overestimation of the design-based variance can occur.
Consequentially, the a priori definition of the state space and transition structure is
crucial for the analysis.
3.7 Appendix
3.7.1 Technical details
Below we state a multivariate version of Lemma 7.7 of Han and Wellner (2019a)
Lemma 3.2. Let {Ui}
Nζ
i=1 and {Vi}
Nζ
i=1 be sequences of r-dimensional random vectors
defined on (Ω × SNζ , F × σ(SNζ ), Pm,d) and (Ω, F , Pm), respectively. If UNζ →d Nr(0, Σd)
under Pd for Pm-a.s. w ∈ Ω and VNζ →d Nr(0, Σm) under Pm, then UNζ + VNζ →d
Nr(0, Σd + Σm) under Pm,d.
The proof is straightforward after following the same step as Han and Wellner (2019a).
We also restate Lemma 1 from Lin (2000) as follows
Lemma 3.3. Let W (t) and G(t) be bounded random processes sequences. Suppose that
W (t) is monotone and converges to w(t) uniformly in t ∈ [0, τ ] in probability, and G(t)
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converges weakly to a zero-mean process with continuous sample paths. Then
(i)
∫ t
0
{W (u) − w(u)}dZ(u) →p 0
(ii)
∫ t
0
Z(u)d{W (u) − w(u)} →p 0
uniformly in t.
Details of the proof can be found on the original reference.
Proof of Proposition 3.1. First, note that √nζ{Âπhj(t) − Ãhj(t)} can be written as
√
nζ
{∫ t
0
Jπh (u)
Y πh (u)
dGπhj(u) −
∫ t
0
Jh(u)
Yh(u)
dGhj(u)
}
=
= √nζ
{∫ t
0
Jπh (u)
Y πh (u)
dGπhj(u) −
∫ t
0
Jh(u)
Yh(u)
dGhj(u) +
∫ t
0
Jπh (u)
Y πh (u)
dGhj(u) −
∫ t
0
Jπh (u)
Y πh (u)
dGhj(u)
}
= √nζ
∫ t
0
Jπh (u)
Y πh (u)
d{Gπhj(u) − Ghj(u)} +
√
nζ
∫ t
0
{
Jπh (u)
Y πh (u)
− Jh(u)
Yh(u)
}
dGhj(u).
which, by Lemma 3.3 (Lin, 2000), is asymptotically equivalent to
√
nζ
∫ t
0
d{Gπhj(u) − Ghj(u)}
yh(u)
− √nζ
∫ t
0
Y πh (u) − Yh(u)
yh(u)2
dghj(u) + opm,d(1). (3.16)
Weak convergence of (3.16) follows from Lemma 1-(a) applied to Ghji and Yhi. Convergence
in Dq,q[0, τ ], the space of q × q matrices of right-continuous process with left-hand limits
in [0, τ ], follows by the fact that elements of Âπ = {Âπhj(t)} are monotone and bounded
in Pm,d−probability, implying ||Âπ||∞ = supt∈[0,τ ] ||Âπ(t)|| < ∞. The final expression for
Uhji(t) in (3.8) can be verified writing
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√
nζ
∫ t
0
d{Gπhj(u) − Ghj(u)}
yh(u)
− √nζ
∫ t
0
Y πh (u) − Yh(u)
yh(u)2
dghj(u) =
√
nζ
Nζ∑
i=1
ξi − πi
Nζπi
∫ t
0
dGhji(u)
yh(u)
− √nζ
Nζ∑
i=1
ξi − πi
Nζπi
∫ t
0
Yhi(u)dghj(u)
yh(u)2
.
Proof of Proposition 3.2. Write √nζ{Âπ(t) − Ã(t)} = ZN + op(1), where ZN(t) =
√
nζ
∑Nζ
i=1(ξi − πi)Ui(t)/(Nζπi) and its limiting process is denoted by Z(t). By The-
orem 3.9.5 of van der Vaart et al. (1996), √nζ{P̂ π(s0, t) − P̃ (s0, t)} converges weakly to
the finite population quantity dP̃ ·Z, which is asymptotically equivalent to dP̃ ·ZN =∫ t
s0
P̃ (s0, u)ZN(du)P̃ (u, t) by Proposition II.8.7 of Andersen et al. (1996). It is easy to
see that dP̃ ·ZN is a normalized Horvitz-Thompson process with components defined in
(3.10).
3.7.2 Supplementary results
Additional results for domains and details about the derivation of the frailty transition
probabilities used on the simulations are presented below.
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Table S1: Domain results for the estimated healthy-ill and ill-death transition probabilities
at the median transition time; Nc: PSU size; n: sample size; Ḡhj: mean number of
transitions from state h to j; RB: relative bias; ESD: empirical standard deviation; ASE:
average design-based standard error; CP: empirical coverage probability for nominal 95%
confidence intervals.
From healthy to ill From ill to death
Cens. Nc n Ḡ12 RB ESD ASE CP Ḡ23 RB ESD ASE CP
20% 5 1,000 164 -0.0036 0.0053 0.0052 0.9400 74 -0.0013 0.0134 0.0130 0.9170
2,000 328 0.0034 0.0035 0.0035 0.9530 148 -0.0021 0.0093 0.0092 0.9370
5,000 821 0.0027 0.0021 0.0022 0.9600 371 -0.0021 0.0058 0.0058 0.9410
20 1,000 177 0.0028 0.0058 0.0057 0.9290 62 -0.0094 0.0123 0.0115 0.8900
2,000 354 -0.0058 0.0039 0.0039 0.9380 126 0.0000 0.0087 0.0083 0.9100
5,000 888 -0.0009 0.0024 0.0024 0.9530 314 0.0015 0.0054 0.0054 0.9440
100 1,000 182 -0.0005 0.0074 0.0066 0.8350 49 -0.0110 0.0177 0.0151 0.8060
2,000 366 0.0019 0.0050 0.0047 0.8920 99 -0.0053 0.0136 0.0122 0.8620
5,000 916 0.0002 0.0029 0.0030 0.9420 249 -0.0012 0.0082 0.0080 0.9310
50% 5 1,000 126 -0.0041 0.0220 0.0224 0.9440 47 0.0009 0.0601 0.0594 0.9140
2,000 253 -0.0012 0.0154 0.0158 0.9430 95 -0.0001 0.0445 0.0431 0.9480
5,000 633 0.0032 0.0102 0.0101 0.9449 237 -0.0012 0.0268 0.0275 0.9480
20 1,000 145 -0.0029 0.0160 0.0158 0.9210 45 0.0013 0.0587 0.0532 0.8810
2,000 289 0.0011 0.0109 0.0111 0.9350 89 -0.0014 0.0403 0.0403 0.9300
5,000 722 0.0022 0.0071 0.0069 0.9510 222 -0.0044 0.0282 0.0266 0.9204
100 1,000 150 0.0063 0.0161 0.0148 0.8600 36 -0.0136 0.0499 0.0443 0.8250
2,000 300 -0.0025 0.0109 0.0103 0.8800 72 -0.0053 0.0391 0.0357 0.8740
5,000 752 0.0019 0.0064 0.0065 0.9378 180 -0.0017 0.0251 0.0236 0.9184
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3.7.3 Frailty illness-death process
Suppose the hazard for the k-th individual to transition from state i to j on a
illness-death (without recovery) Markov structure is given by
hijk(t) = hij(t) = γλijνijtνij−1, γ ∼ Gamma (1/δ, 1/δ)
such that E(γ) = 1 and Var(γ) = δ. We first compute the conditional transition
probabilities Pij(s, t | γ). Given γ, the Kolmogorov equations hold and the solutions are
P11(s, t | γ) = exp
{
−
∫ t
s
[h12(u) + h13(u)]du
}
= exp {−γ [λ12 (tν12 − sν12) + λ13 (tν13 − sν13)]}
P22(s, t | γ) = exp
{
−
∫ t
s
h23(u)du
}
= exp {−γλ23 (tν23 − sν23)}
P12(s, t | γ) =
∫ t
s
P11(s, u | γ)h12k(u)P22(u, t | γ)du
= γλ12ν12
∫ t
s
uν12−1 exp {−γ [λ12 (uν12 − sν12) +
+ λ13 (uν13 − sν13) + λ23 (tν23 − uν23)]} du
= γλ12ν12 exp {γ [λ12sν12 + λ13sν13 − λ23tν23 ]}∫ t
s
uν12−1 exp {−γ [λ12uν12 + λ13uν13 − λ23uν23 ]} du
and
P13(s, t | γ) = 1 − P11(s, t | γ) − P12(s, t | γ)
P23(s, t | γ) = 1 − P22(s, t | γ)
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The unconditional transition probabilities will then be
P12(s, t) = P{X(t) = 2 | X(s) = 1}
= P{X(s) = 1, X(t) = 2}
P{X(s) = 1}
= E{I(X(s) = 1, X(t) = 2)}
E{I(X(s) = 1)}
= E{E{I(X(s) = 1, X(t) = 2) | γ}}
E{E{I(X(s) = 1) | γ}}
= E{P11(0, s | γ)P12(s, t | γ)}
E{P11(0, s | γ)}
= E{γλ12ν12 exp {−γλ23t
ν23}
∫ t
s u
ν12−1 exp {−γ [λ12uν12 + λ13uν13 − λ23uν23 ]} du}
E{exp {−γ(λ12sν12 + λ13sν13)}}
If we restrict νij = ν
P12(s, t) =
λ12
λ12+λ13−λ23 E{exp {−γ[(λ12 + λ13 − λ23)s
ν + λ23tν ]} − exp {−γ(λ12 + λ13)tν}}
E{exp {−γ(λ12 + λ13)sν}}
.
Using the Laplace transform E{exp{−cγ}} = (1 + δc)−1/δ, we get
P12(s, t) =
λ12
λ12 + λ13 − λ23
(1 + δc1)−1/δ − (1 + δc2)−1/δ
(1 + δc3)−1/δ
with c1 = (λ12 + λ13 − λ23)sν + λ23tν , c2 = (λ12 + λ13)tν , c3 = (λ12 + λ13)sν . Similarly,
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P11(s, t) = P{X(t) = 1 | X(s) = 1}
= P{X(s) = 1, X(t) = 1}
P{X(s) = 1}
= E{I(X(s) = 1, X(t) = 1)}
E{I(X(s) = 1)}
= E{E{I(X(s) = 1, X(t) = 1) | γ}}
E{E{I(X(s) = 1) | γ}}
= E{P11(0, s | γ)P11(s, t | γ)}
E{P11(0, s | γ)}
= E{P11(0, t | γ)}
E{P11(0, s | γ)}
= E{exp {−γ(λ12t
ν12 + λ13tν13)}}
E{exp {−γ(λ12sν12 + λ13sν13)}}
for νij = ν
P11(s, t) =
(1 + δc2)−1/δ
(1 + δc3)−1/δ
P22(s, t) = P{X(t) = 2 | X(s) = 2}
= P{X(s) = 2, X(t) = 2}
P{X(s) = 2}
= E{I(X(s) = 2, X(t) = 2)}
E{I(X(s) = 2)}
= E{E{I(X(s) = 2, X(t) = 2) | γ}}
E{E{I(X(s) = 2) | γ}}
= E{P12(0, s | γ)P22(s, t | γ)}
E{P12(0, s | γ)}
= E{exp {−γλ23t
ν} − exp {−γ[(λ12 + λ13 − λ23)sν + λ23tν ]}}
E{exp {−γλ23sν} − exp {−γ(λ12 + λ13)sν}}
=

(1+δc4)−1/δ−(1+δc1)−1/δ
(1+δc5)−1/δ−(1+δc3)−1/δ
, 0 < s < t
(1 + δc4)−(1+δ)/δ, s ↓ 0
56
with c4 = λ23tν , c5 = λ23sν .
57
CHAPTER 4: NONPARAMETRIC K-SAMPLE TESTS FOR CUMULA-
TIVE INCIDENCE ON COMPLEX SURVEYS
In this chapter we adapt the nonparametric k-sample tests in Gray (1988) and Pepe
and Mori (1993) to the context of complex surveys. The proposed design-adjusted tests
are derived using design-based asymptotic linear representations of the original test
statistics. Null asymptotic behavior of the tests rely on empirical process results and
uniform limiting theorems for Horvitz-Thompson processes. In simulations, the adjusted
tests had empirical type I error close to the nominal level and higher empirical power than
its unadjusted equivalents under proportional and nonproportional subhazards. As an
application, we compared the cumulative incidence of death due to heart disease among
non-Hispanic Black and non-Hispanic White males using NHANES data from 1999 to
2014.
4.1 Introduction
Comparing event-time distributions is essential in statistical inference for time-to-
event analysis. In general, these comparisons are translated to the detection of differences
in the survival curve or cumulative incidence functions when competing risks are present.
Historically, distribution-free testing procedures became standard for studying the event
history of homogeneous (possibly stratified) populations.
The well established logrank test (Peto and Peto, 1972) is perhaps the most popular
option for comparing survival distributions between groups on a single cause of failure
scenario. Alternatively, when there is interest in emphasizing differences across different
time points during the study period, families of weighted tests were introduced (Harrington
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and Fleming, 1982; Tarone and Ware, 1977). Yet another alternative to the logrank
test arises when there are doubts about the proportionality of the hazard functions
across groups. In this case, Pepe and Fleming (1989) introduced the family of weighted
Kaplan-Meier tests, basing its test statistic on the differences between mean survival
times for two independent groups.
When competing risks are present, popular nonparametric tests for the equivalence
of cumulative incidences were proposed by Gray (1988), Pepe and Mori (1993), and
Lin (1997). Although Gray’s test is the method of choice in most statistical software
capable of doing competing-risks analysis, Pepe–Mori’s test has the advantage of being
more powerful against alternatives that consider one of the groups as having a uniformly
higher cumulative incidence. In the absence of competing events, Gray’s test statistic
simplifies to the logrank statistic, a property that certainly contributed to its popularity,
and Pepe–Mori’s reduces to the nonparametric test by Pepe and Fleming (1989).
It is important to note that, differently from the single cause of failure cases, equality
of cause-specific hazards does not translate to equality of cumulative incidences without
additional assumptions(Gray, 1988; Pepe and Mori, 1993). Thus, the decision regarding
which hypothesis to test must reflect the study question. Most frequently, cumulative
incidences convey more clinical meaning than pure hazards, which do not have a direct
probabilistic interpretation.
In this chapter, we adapt the methods in Gray (1988) and Pepe and Mori (1993) to
the context of complex survey samples. This type of data usually originates from sampling
designs that involve multiple levels of stratification, clustering, and differential selection
probabilities, features commonly present in large scale population surveys such as the
National Health and Nutrition Examination Survey (NHANES) or the National Health
Interview Survey (NHIS) (National Center for Health Statistics, 2019). More specifically,
we adopt a design-based approach to infer about superpopulation parameters as discussed
in Graubard and Korn (2002). Thus, it is assumed that the population null hypothesis is
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the same for any sampling scheme and that the test has the specified asymptotically size
under the null. Similar assumptions are present in Lumley and Scott (2013).
In the absence of competing risks and censoring, general rank tests can be used to
compare groups with respect to their survival distributions. Lumley and Scott (2013)
propose design-based versions of commonly used rank tests such as Wilcoxon’s rank-sum
and Mood’s median test. For time-to-event data, Rader (2014) adapts the Score test
to complex surveys building upon the work of Binder (1992). To our knowledge, the
common tests performed in the presence of competing risks have not being the subject
of similar adaptations, forcing analysts to assume ignorability of the sampling design or
rely on weighted approaches that, although correct for potential biases, tend to produce
wrong standard errors.
4.2 Nonparametric k-sample tests
Typical right censored time-to-event data consists of observed survival times X =
T ∧ C, where T and C are independent failure and censoring times, with failure indicators
∆ = I(T < C). If competing risks are present, let ε = {1, . . . , E} denote the failure cause.
Assuming a sample of K ≥ 2 groups with sizes Nk, the observed data are {Xki, ∆ki, ∆kiεki},
i = 1, . . . , Nk, k = 1, . . . , K. Without loss of generality, suppose we are interested in
testing the equality of cumulative incidence functions of cause 1, i.e.,
H0 : F1k(t) = F1(t), k = 1, . . . , K, for all t > 0, (4.1)
where Fjk(t) = P (Tki ≤ t, εki = j) and F1 is an unspecified probability function. Note
that (4.1) will be equivalent to comparing survival distributions Sk(t) = P (Tki > t),
k = 1, . . . , K, in the absence of competing risks.
As noted earlier, popular approaches for testing (4.1) under simple random sampling
are Gray (1988) linear rank family of tests and Pepe and Mori (1993) general linear non-
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parametric tests, which have as special cases the usual logrank test (Peto and Peto, 1972;
Cox, 1972) and the linear nonparametric test by Pepe and Fleming (1989), respectively.
4.2.1 Linear rank test statistic
Define Gjki(t) = I(Xki ≤ t, ∆kiϵki = j) and Yki(t) = I(Xki ≥ t) the processes
indicating failures due to cause j and risk status for individual i from group k. Let
Gjk(t) =
Nk∑
i=1
Gjki(t), and Yk(t) =
Nk∑
i=1
Yki(t).
The family of linear rank tests arises from comparing weighted averages of subdistribution
hazards (also referred as subhazards) using the statistic
Z1k(t) =
∫ t
0
Wk(u)
{
dÂ1k(u) − dÂ1(u)
}
, (4.2)
where Â1(·) and Â1k(·) are Nelson-Aalen type estimators of the subdistribution cumulative
hazards, overall and per group, defined respectively as
Â1k(t) =
∫ t
0
Jk(u)
Rk(u)
dG1k(u) and Â1(t) =
∫ t
0
J(u)
R(u)dG1(u), (4.3)
with Jk(t) = I(Yk(t) > 0),
Rk(t) = Yk(t)
1 − F̂1k(t−)
Ŝk(t−)
, (4.4)
F̂jk(t) =
∫ t
0
Ŝk(u−)
Yk(u)
dGjk(u),
Ŝk(t−) is the left-hand limit of the Kaplan-Meier estimator (defined to be 0 if Yk(t) = 0
so that 0/0 = 0 by convention), J(t) = I(Y (t) > 0), Y (t) = ∑Kl=1 Yl(t), R(t) = ∑Kl=1 Rl(t),
and G1(t) =
∑K
l=1 G1l(t). The random weight function Wk(t) is assumed to be non-
negative, predictable, and locally bounded with limit wk(t), in probability.
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Note that, in the absence of competing risks, Sk(t) = 1−F1k(t), so that the “augmented”
risk set (4.4) proposed by Gray (1988) becomes Yk(t) and the estimators in (4.3) are the
usual Nelson-Aalen estimators. Thus, depending on the choice of weight function Wk, the
test statistic (4.2) can reduce to the logrank statistic or belong to more general families
of tests like Tarone and Ware (1977) and Harrington and Fleming (1982) in the absence
of competing risks.
A common assumption is that Wk(t) = W (t)Rk(t), which permits writing (4.2) as
Zk(t) =
K∑
l=1
∫ t
0
W (u)
{
δkl −
Rk(u)
R(u)
}
dG1l(u),
where δij = I(i = j) is the Kronecker delta. The class of tests proposed in Gray
(1988), for instance, considers weights that are powers of the subsurvival 1 − F1(t), i.e,
W (t) = (1 − F̂1(t))ρ, where
F̂1(t) =
∫ t
0
[
K∑
l=1
I(u ≤ τl)Yl(u)
Ŝl(u−)
]−1
dG1(u),
with τl, l = 1, . . . , K, fixed times such that P (Xil ≥ τl) > 0. Similar to the class of
weighted logrank tests, taking ρ large gives more weight to early differences and taking ρ
negative giver more weight to later differences.
For data from simple random samples, Gray (1988) used martingale results to show
that, under H0, n−1/2Z(t), Z = (Z1, . . . , ZK), converges to a zero-mean k-variate Gaussian
process. However, since ∑Kl=1 Zl = 0, only K − 1 components are linearly independent.
Thus, a K-sample test statistic can be computed using a quadratic form of K −1 elements
and the inverse of their variance-covariance matrix, which asymptotically will have a chi-
square distribution with K−1 degrees of freedom under the null hypothesis. Unfortunately,
this approach is not possible under complex sampling since the test statistic would no
longer be composed by sums of orthogonal martingales under the null hypothesis.
62
4.2.2 Design-adjusted linear rank test
Assume the available data to test (4.1) comes from a complex probabilistic design,
which commonly requires stratification, clustering, and differential sampling probabilities.
We assume a design-based approach to propose a general test statistic that accounts for
the sampling scheme and derive its asymptotic null distribution. Under this approach,
the null hypothesis (4.1) is assumed invariant to the sampling scheme and the test attains
the significance level asymptotically under the null hypothesis.
Suppose an increasing sequence of finite populations of sizes Nν from which samples
of sizes nν are drawn. We will omit the size indexes and write simply N and n for
ease of notation. The asymptotic results given here correspond to the limit as ν → ∞,
meaning that, for all k = 1, . . . , K groups, Nk = Nk(ν) → ∞ and nk = nk(ν) → ∞. Also,
we should note that for sampling designs where the grouping factor is not part of the
sampling scheme, thus yielding unknown group sizes, a Horvitz-Thompson estimate of
Nk, N̂k =
∑Nk
i=1 ξki/πki, can be used. In this case, the resulting process is called Hájek
process and shares similar asymptotic behavior as the Horvitz-Thompson empirical process
(Boistard et al., 2017).
Consider a sample S drawn according to a probabilistic design P = P(Z), where Z
contains auxiliary information used to define the sampling scheme, e.g., stratification and
clustering. Denoting ξki the sampling indicator for unit (k, i) and πki = E(ξki | Z) the
corresponding sampling probability, define the Horvitz-Thompson empirical processes
Gπjk(t) =
Nk∑
i=1
ξki
πki
Gjki(t), and Y πk (t) =
Nk∑
i=1
ξki
πki
Yki(t).
The proposed design-adjusted linear rank statistic for testing (4.1) is defined as
Zπk (t) =
K∑
l=1
Nk∑
i=1
ξki
πki
∫ t
0
W π(u)
{
δkl −
Rπk(u)
Rπ(u)
}
dG1li(u) (4.5)
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where
Rπk(t) = Y πk (t)
1 − F̂ π1k(t−)
Ŝπk (t−)
, (4.6)
Rπ(t) = ∑Kl=1 Rπk(t), and W π(t) is a design-adjusted bounded weight function. The
weighted estimators in (4.6) were studied in Chapter 3 under a more general multistate
structure and are given by
F̂ π1k(t) =
Nk∑
i=1
ξki
πki
∫ t
0
Ŝπk (u−)
Y πk (u)
dG1ki(u)
and
Ŝπk (t) = π(0,t]
[
1 − dG
π
k(u)
Y πk (u)
]
,
where Gπk(t) =
∑E
j=1 G
π
jk(t) is the Horvitz-Thompson augmentation of the process Gk(t)
that counts failures by any cause within group k.
To study the asymptotic behavior of (4.5), some assumptions about the design P
need to be made. Mainly, assumptions are necessary to guarantee Donsker-type results
for the Horvitz-Thompson empirical processes and for consistency of the design-based
variance estimators.
Assumption 4.1. The sampling design P is such that min1≤i≤N πi ≥ π0 > 0 and
N−1/2
∑N
i=1(ξi − πi)/πi = Op(1).
The lower bound assumption is common on the literature and is usually required for
the construction of consistent design-based variance estimators (along with πij for all i
and j, see Section 1.2.1 of Fuller, 2009). The boundedness in probability guarantees that
the sampling indicators satisfy a law of large numbers and a central limit theorem with
N−1/2 rate of convergence.
Also, it is well-established on the survey literature that, under Assumption 4.1, a
(point-wise) central limit theorem for Horvitz-Thompson estimators holds. Thus, we
assume
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Assumption 4.2. For any independent identically distributed bounded random variables
{Vi}Ni=1, as ν → ∞,
1
SN
(
1
N
N∑
i=1
ξi − πi
πi
Vi
)
→d N(0, 1),
with
S2N =
1
N2
N∑
i=1
N∑
k=1
πik − πiπk
πiπk
ViVk.
Moreover, NS2N → σ2π > 0 in probability.
When combined, these assumptions not only ensure the weak convergence of Horvitz-
Thompson processes but also give us a method to compute the covariance kernel of the
limiting Gaussian process. Similar assumptions are discussed in Boistard et al. (2017) and
Han and Wellner (2019a). Using results from the same references, we establish supporting
Lemma 4.1 in Section 4.6, which will be recalled when claiming uniform consistency and
weak convergence of such processes.
The following result allow us to write N−1/2Zπ(t) = (Zπ1 , . . . , ZπK)(t) centered on Z(t)
as a normalized Horvitz-Thompson process. Define the limiting quantities
w(t) = lim
N→∞
W (t), g1l(t) = lim
N→∞
N−1G1l(t),
and, under the null,
rl(t) = lim
N→∞
Rl(t) = λlP (Xil ≥ t)
1 − F1(t−)
Sl(t−)
I(t ≤ τl).
with λl = limN→∞ Nl/N > 0. Also, denote g1(t) = limN→∞ N−1G1(t) =
∑K
l=1 g1l(t) and
r(t) = limN→∞ N−1R(t) =
∑K
l=1 rl(t).
Theorem 4.1. If Assumptions 4.1 and 4.2 hold, then, under (4.1)
N−1/2(Zπ −Z)(t) = N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
Uli(t) + op(1). (4.7)
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where each Uli = (U1li, . . . , UKli ) is a k × 1 vector of scores
Ukli(t) =
∫ t
0
w(u)
{
δkl −
rk(u)
r(u)
}{
dG1li(u) −
Rli(u)
r(u) dg1(u)
}
+
∫ t
0
W (u)
{
δkldg1k(u) −
rk(u)
r(u) dg1(u)
}
The proof presented in Section 4.6 uses the uniform consistency of the Horvitz-
Thompson processes to brake down the right-hand side of (4.1) into asymptotic linear
expressions that can then be combined to give the expression on the left-hand side.
Thus, under H0, by Lemma 4.1, the process in (4.7) converges weakly to a zero-mean
Gaussian process. Writing the test statistic as
N−1/2Zπ(t) = N−1/2[Zπ(t) −Z](t) + N−1/2Z(t) (4.8)
we conclude that N−1/2Zπ, converges weakly to a zero-mean Gaussian process under the
null. By Lemma 9.4 of Boistard et al. (2017), the asymptotic variance of (4.8) equals
Σ∗ = V + Σ, where Σ is the usual (superpopulation) variance of Z presented in Gray
(1988) and V is the design-based variance of N−1/2(Zπ −Z), given by Lemma 4.2 as
V = lim
N→∞
N−1
K∑
l=1
Nl∑
i=1

K∑
l′=1
Nl∑
i′=1
πli,l′i′ − πliπl′i′
πliπl′i′
UliU
⊤
l′i′
 ,
which can be consistently estimated under H0 by
V̂ = N−1
K∑
l=1
Nl∑
i=1

K∑
l′=1
Nl∑
i′=1
ξliξl′i′
πli,l′i′ − πliπl′i′
πliπl′i′
ÛliÛ
⊤
l′i′
 ,
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with
Ûkli = ∆liI(ϵli = 1)W (Xli)
[
δkl −
Rπk(Xli)
Rπ(Xli)
]
− N−1
K∑
l′=1
Nl∑
i′=1
∆l′i′I(ϵl′i′ = 1)
ξl′i′
πl′i′
(
W (Xl′i′)Rli(Xl′i′)
Rπ(Xl′i′)
)[
δkl −
Rwk (Xl′i′)
Rπ(Xl′i′)
]
− N−1W (Xl′i′)
 Nk∑
i′=1
∆ki′I(ϵki′ = 1) −
K∑
l′=1
Nl∑
i′=1
∆l′i′I(ϵl′i′ = 1)
Rwk (Xl′i′)
Rπ(Xl′i′)
 .
4.2.3 Linear test statistic
In Pepe and Mori (1993), the authors propose a two-sample test based on the
cumulative weighted difference
L =
(
N1N2
N
)1/2 ∫ τ
0
W (t){F̂11(t) − F̂12(t)}dt
here W (·) is a positive weight function. Under the null hypothesis, Pepe and Fleming
(1989) showed that L is asymptotically normal with mean zero and derived consistent
variance estimators. When no competing events are present, this test statistics corresponds
to the weighted Kaplan-Meier tests proposed by Pepe and Fleming (1989). The latter
reference also discussed sufficient conditions on W (t) that guarantee stability. For instance,
one can choose
Ŵ (t) = Ĉ1(t−)Ĉ2(t−)
(
N1
N
Ĉ1(t−) +
N2
N
Ĉ2(t−)
)−1
where 1−Ĉl(t−) is the left-continuous Kaplan-Meier estimator of the censoring distribution
for group l. This function down-weights differences at later time points when the number
of subjects under observation in either group is small due to censoring.
Later, Lunn (1998) proposed an extension to k groups, which considered the test
statistic for (4.1) as
Lk(t) =
∫ t
0
Dk(u)du =
∫ t
0
W (u)
{
F̂1k(u) − F̂1(u)
}
du, (4.9)
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with F̂1k(t) as before
F̂1k(t) =
∫ t
0
Ŝk(u−)
Yk(u)
dG1k(u) =
∫ t
0
dG1k(u)
Hk(u)
,
and
F̂1(t) =
∫ t
0
dG1(u)
H(u) ,
where H(t) = ∑Kk=1 Hk(t) and Hl(t) = Yl(t)/Sl(t−). Note that the integrand in (4.9) can
be written as
Dk(t) =
K∑
l=1
Nl∑
i=1
W (t)
∫ t
0
{
δkl
Hk(u)
− 1
H(u)
}
dG1li(u).
Thus, our proposed design adjusted statistic will be
Lπk(t) =
∫ t
0
Dπk (u)du =
∫ t
0
W (u)π
{
F̂ π1k(u) − F̂ π1 (u)
}
du,
with
F̂ π1k(t) =
Nl∑
i=1
ξki
πki
∫ t
0
dG1ki(u)
Hπk (u)
,
F̂ π1 (t) =
K∑
l=1
Nl∑
i=1
ξki
πki
∫ t
0
dG1ki(u)
Hπ(u) ,
Hπl (t) = Y πl (t)/Sπl (t−), and Hπ(t) =
∑K
k=1 H
π
k (t). Similarly, Dπk can be written as
Dπk (t) =
K∑
l=1
Nk∑
i=1
ξki
πki
W π(t)
∫ t
0
{
δkl
Hπk (u)
− 1
Hπ(u)
}
dG1li(u).
Define the limits
w(t) = N−1W (t), hl(t) = lim
N→∞
N−1Hl(t) = λl
P (Xil ≥ t)
Sl(t−)
I(t ≤ τl),
under H0, and let h(t) =
∑K
l=1 hl(t).
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Theorem 4.2. If Assumptions 4.1 and 4.2 hold, then, under (4.1)
N−1/2(Dπ −D)(t) = N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
Vli(t) + op(1).
where each Vli = (V 1li , . . . , V Kli ) is a k × 1 vector given by
V kli (t) =
∫ t
0
w(t)
{
δkl
hk(u)
− 1
h(u)
}
dG1li(u) + W (t)
{
dg1k(u)
hk(u)
− dg1(u)
h(u)
}
+
∫ t
0
w(t)Hli(u)
{
δkl
hk(u)2
dg1k(u) −
1
h(u)2 dg1(u)
}
.
The proof in Section 4.6 follows the same strategy as the proof for Theorem 4.1;
however, since more Horvitz-Thompson empirical processes are involved, more terms need
to be expanded and the algebra becomes more involved.
We conclude that N−1/2Lπ(t) can be approximated by
N−1/2Lπ(t) = N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
ϕli(t) + N−1/2L(t) + op(1),
with
ϕli(t) =
∫ t
0
Vli(u)du
which, under the null, converges weakly to a zero-mean Gaussian process with variance
given by Lemma 4.2.
4.3 Simulations
Simulation studies were conducted to evaluate the test’s asymptotic size and power
under varying sample size, censoring proportion, and effect pattern across strata. Survival
times were generated as proposed on Fine and Gray (1999), where subdistributions for
type 1 failures correspond to unit exponential mixtures with mass 1 − p at T = ∞ and a
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proportional subdistribution hazard model. For each stratum h, we have
P (Tih ≤ t, εih = 1|Zih) = 1 − [1 − p{1 − exp(−t)}]exp(Zihβ1h)
where Zih are Bernoulli(0.5) random variables. The subdistribution of type 2 failures are
obtained using P (εih = 2|Zih) = 1 − P (εih = 1|Zih) and a exponential distribution with
rate exp(Zihβ2h) for P (Tih ≤ t, εih = 2|Zih).
Five strata of sizes proportional to 50%, 25%, 15%, 5%, 5% of the population size
N = 10, 000 were simulated. Clusters within strata were created using the quantiles of
the survival times. Independent censorship assumed times ck ∼ U(a, b), k = 1, . . . , N ,
where a and b were selected so that a specified overall censoring percentage was achieved.
Samples were drawn assuming a stratified single-stage clustered design with uniform
allocation.
Three sets of effect sizes (β11, . . . , β15) were used. First (setup I), β1h = 0, h = 1, . . . , 5
were used to evaluate the test’s asymptotic size; second, effects (0.3, 0.25, 0.1, 0.05, 0)
allowed us to evaluate the test’s power under proportional subdistribution hazards (setup
II); finally, a piece-wise exponential scenario for strata 1 to 3 was assumed to evaluate
power under non-proportional subhazards (setup III), with β11 = β12 = β13 = 0.3 for
t ≤ 1.2 and β11 = β12 = β13 = −1 when t > 1.2; for all t, β14 = β15 = 0. In all scenarios,
p = 0.7, β2h = 1, h = 1, . . . , 5, (a, b) = (1, 2) for approximately 20% censoring and
(a, b) = (0, 1.5) for 50% censoring. Cluster of size 5 and 20 were used. Each scenario was
replicated 10,000 times. Rejection proportions are reported in Table 4.3 for both design
adjusted and unadjusted tests.
The proposed linear rank test has empirical size close to nominal with an effective
sample size of approximately 100 PSUs. Pepe-Mori’s linear test presented a conservative
behavior, with a maximum size of 0.045 with 50 PSUs effectively sampled. All design-
adjusted tests have higher empirical power than its unadjusted equivalents. As expected,
Gray’s test is more powerful under subdistribution proportional hazards and Pepe-Mori’s
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Table 4.3: Empirical size (setup I) and power (setups II - proportional subhazards
alternative and III - nonproportional subhazards alternaltive) of design adjusted and
unadjusted tests.
PSU PSUs Gray’s test Pepe-Mori’s test
Setup n Cens. size sampled Unadjusted Adjusted Unadjusted Adjusted
I 1,000 20 5 200 0.066 0.056 0.025 0.025
20 50 0.075 0.067 0.030 0.028
50 5 200 0.062 0.051 0.042 0.041
20 50 0.072 0.074 0.041 0.045
2,000 20 5 400 0.053 0.048 0.032 0.032
20 100 0.064 0.062 0.038 0.031
50 5 400 0.051 0.042 0.045 0.038
20 100 0.068 0.065 0.041 0.036
II 1,000 20 5 200 0.403 0.610 0.277 0.480
20 50 0.401 0.602 0.287 0.459
50 5 200 0.275 0.438 0.201 0.351
20 50 0.284 0.435 0.191 0.348
2,000 20 5 400 0.666 0.816 0.516 0.717
20 100 0.650 0.813 0.523 0.729
50 5 400 0.508 0.697 0.424 0.627
20 100 0.500 0.691 0.409 0.610
III 1,000 20 5 200 0.248 0.370 0.294 0.463
20 50 0.238 0.366 0.298 0.462
50 5 200 0.332 0.483 0.320 0.485
20 50 0.335 0.485 0.338 0.489
2,000 20 5 400 0.427 0.604 0.564 0.745
20 100 0.425 0.589 0.558 0.723
50 5 400 0.549 0.724 0.552 0.732
20 100 0.553 0.730 0.578 0.756
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performed better under nonproportional subhazards. The design-adjusted Gray’s test
showed to be 23% to 60% more powerful than the unadjusted. Pepe-Mori’s design
adjustment resulted in a 30% to 82% increase in power.
4.4 Application
Data from NHANES linked with National Death Index records were used to compare
the cumulative incidence of death by heart disease in US non-Hispanic White and Black
males from 1999 to 2014. The NHANES data collection occurs in multiple stages. At stage
1, PSUs are selected with probability proportional to size (PPS) of minority populations
from geographically defined strata and proportions of minority populations. Usually,
PSUs are comprised of single counties or groups of contiguous counties. Following that,
PSUs are divided into segments (e.g., city blocks or their equivalent) and a sample of
segments is selected with PPS sampling (stage 2). The third stage involves randomly
selecting households within each segment and, at stage 4, a random sample of individuals
from a list of all persons residing in the selected households is drawn within designated
age-sex-race and ethnicity screening subdomains (Pfeiffer and Gail, 2017).
As part of the post-hoc data processing, the sampling weights are calibrated to account
for post-stratification and non-responses. As usual for population-based surveys, specially
those made publicly available, pseudo-strata and pseudo-PSU indicators are created
to guarantee confidentiality and ensure that common approximations made by analysts
regarding the design (e.g. assume with-replacement sampling on first stage and a stratified
one-stage cluster sampling frame) will still provide consistent standard errors.
For each NHANES cycle, the sampling design is approximated by 13 to 16 strata with
2 or 3 PSUs sampled from each stratum; multiple cycles were combined and weights scaled
following NCHS guidelines. Public-use linked mortality files contain follow-up time and
underlying cause of death for participants 18 years old and above that matched NHANES
survey records. For this subgroup analysis, 61% (15,293) of the distinct sampling units
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had available event history data. Nonparametric estimates of the cumulative incidence
(Figure 4.4) illustrate the bias due to ignoring the design. Consequentially, for a significance
level of 5%, the unadjusted tests for difference between the two cumulative incidence
functions reject the null hypothesis with p-values less than 0.001 for both Gray’s and
Pepe-Mori’s tests. In contrast, the design adjusted tests proposed do not reject the null,
as suggested by Figure 4.4.
Design Adjusted A−J Unadjusted A−J
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m g2 b w Non−Hispanic Black, Male Non−Hispanic White, MaleFigure 4.4: Estimated cumulative incidence of heart disease with 95% CIs (shaded) for
non-Hispanic Black (solid) and White (dotted) 18 years old and above males. Unadjusted
tests have p = 2.7 × 10−5 for Gray’s and p = 10−6 for Pepe-Mori’s. Adjusted p-values are
0.90 and 0.49 for Gray’s and Pepe-Mori’s tests respectively.
4.5 Discussion
The proposed design-based tests aim to assist testing statistical hypothesis on super-
population parameters using complex surveyed data. The resulting design-adjusted test
statistics can lead to drastically different p-values when compared to their unadjusted
equivalent. The disagreement was more prominent in situations where a significant differ-
ences in the cumulative incidences of oversampled subpopulations was observed. As a
73
consequence of the sampling, the number of independent primary sampling units required
to achieve the nominal size was approximately double that observed for the original tests.
The performance of the proposed methods under violations of some key assumptions
remains to be studied. As discussed in Boudreau and Lawless (2006) and Lawless
(2003b), non-ignorable designs might have factors influencing the survival times are not
being taking into account. Besides this being a violation of our design assumptions, it
can also lead to informative censoring, e.g, in case censoring is associated with design
characteristics. As a potential correction for non-ignorable sampling and non-ignorable
censoring, Lawless (2003a) propose the use of time-varying sampling weights constructed
via inverse probability of censoring weighting (IPCW). However, variance calculation
becomes unclear under this approach and needs further study.
4.6 Technical details
Define a general empirical process with respect to the class of monotone cadlag
stochastic processes {X(t), t ∈ [0, τ ]} on (Ω, F , P ) with P (|X(0)| ∨ |X(τ)|)2 < ∞
PNX(t) =
1
N
N∑
i=1
Xi(t)
and its Horvitz-Thompson augmented version
GπNX(t) =
1
N
N∑
i=1
ξi
πi
Xi(t).
Also, denote XπN(t) = N−1/2(PπN − PX)X(t) the normalized Horvitz-Thompson process,
where PX is the marginal law of X.
From Lemma 4.1 of Kosorok (2008), the class of functions, {x(t) : t ∈ [0, τ ]}, is
P-Donsker, and therefore also P-Glivenko-Cantelli. The following result corresponds to
Theorems 3.1 and 3.2 of Han and Wellner (2019a)
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Lemma 4.1 (Glivenko-Cantelli and Donsker results). If Assumption 4.1 holds, then
sup
t∈[0,τ ]
|(PπN − PX)X(t)| = op(1)
If, in addition, we assume finite-dimensional convergence of GπN to a tight Gaussian
process Gπ, then GπN ⇝ Gπ in l∞([0, τ ])
Next, the covariance structure for the limiting Gaussian process can be determined by
means of Proposition 3.3 of Han and Wellner (2019a). We state that result as a Lemma
Lemma 4.2 (Uniform CLT for Horvitz-Thompson processes). Let X1, . . . , Xn be a
sequence of random variables (possibly vector-valuated) indexed over time. Denote its
corresponding empirical process defined by the normalized Horvitz-Thompson estimators
under complex sampling by
GπN(t) = N−1/2
N∑
i=1
ξi − πi
πi
Xi = N1/2
N∑
i=1
{
ξiXi(t)
Nπi
− Xi(t)
N
}
= N1/2 {Xπ(t) − X(t)} .
Then, if Assumptions 4.1 and 4.2 hold, GπN converges weakly to a zero-mean Gaussian
process with covariance
Cov(GπN(s),GπN(t)) = lim
N→∞
N−1
N∑
i=1
N∑
j=1
πij − πiπj
πiπj
Xi(s)X⊤j (t) (4.10)
We note that, if the Xi’s are assumed to be drawn from a superpopulation according
to a sampling design, expression (4.10) is an expectation with respect to the survey
design. However, if the sequence in (4.10) is bounded and the resulting limit exists and
is a deterministic function, then by dominated convergence, the covariance under the
superpopulation model holds. More detailed conditions and proof of the result can be
found in Lumley (2012), Boistard et al. (2017), and Han and Wellner (2019a).
We also restate Lemma 1 from Lin (2000) as follows
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Lemma 4.3. Let W (t) and G(t) be bounded random processes sequences. Suppose
W (t) is monotone and converges to w(t) uniformly in t in probability, and G(t) converges
weakly to a zero-mean process with continuous sample paths. Then
(i)
∫ t
0
{W (u) − w(u)}dZ(u) →p 0
(ii)
∫ t
0
Z(u)d{W (u) − w(u)} →p 0
uniformly in t.
Proof of Theorem 4.1
Let Ḡ1l(t) = N−1G1l(t) and Ḡπ1l(t) = N−1Gπ1l(t)
Proof.
N−1/2 (Zπk − Zk) (t) = N1/2
K∑
l=1
∫ t
0
{
δklW
π(u)dḠπ1l(u) − δklW (u)dḠ1l(u)
}
− N1/2
K∑
l=1
∫ t
0
{
W π(u)Rπk(u)
Rπ(u) dḠ
π
1l(u) −
W (u)Rk(u)
R(u) dḠ1l(u)
}
= N1/2
∫ t
0
{
W π(u)dḠπ1k(u) − W (u)dḠ1k(u)
}
− N1/2
∫ t
0
{
W π(u)Rπk(u)
Rπ(u) dḠ
π
1 (u) −
W (u)Rk(u)
R(u) dḠ1(u)
}
(4.11)
adding and subtracting W πdḠ1k to the first term on the right-hand side of (4.11) gives
N1/2
∫ t
0
W π(u)d{Ḡπ1k(u) − Ḡ1k(u)} + N1/2
∫ t
0
{W π(u) − W (u)}dḠ1k(u). (4.12)
Since W π(t) has bounded total variation, Jordan’s decomposition theorem (see Royden
and Fitzpatrick, 2010 p. 117) allow us to write it as a difference between two monotone
increasing function. Also, Ḡ1k(t) is monotone in t, thus, by Lemma 4.1, N1/2{Ḡπ1k(t) −
Ḡ1k(t)} and N1/2{W π(t) − W (t)} converge weakly to a zero-mean Gaussian process with
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continuous sample paths. From Lemma 4.3 part (i), the first term in (4.12) equals
N1/2
∫ t
0
w(u)d{Ḡπ1k(u) − Ḡ1k(u)} + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
w(u)δkldG1li(u) + op(1), (4.13)
and the second term, by Lemma 4.3 part (ii), is
N1/2
∫ t
0
{W π(u) − W (u)}dg1k(u) + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
W (u)dg1k(u) + op(1). (4.14)
For the second term on the right-hand side of (4.11), adding and subtracting W (Rπk/Rπ)dḠ1
gives
N1/2
∫ t
0
Rπk(u)
Rπ(u)
{
W π(u)dḠπ1 (u) − W (u)dḠ1(u)
}
+ N1/2
∫ t
0
W (u)
{
Rπk(u)
Rπ(u) −
Rk(u)
R(u)
}
dḠ1(u). (4.15)
We deal with the first term of (4.15) adding and subtracting W πdḠ1, leading to
N1/2
∫ t
0
W π(u)Rπk(u)
Rπ(u) d{Ḡ
π
1 (u) − Ḡ1(u)}
+ N1/2
∫ t
0
Rπk(u)
Rπ(u){W
π(u) − W (u)}dḠ1(u). (4.16)
By Lemma 4.3 part (i), the first term of (4.16) equals
N1/2
∫ t
0
w(u)rk(u)
r(u) d{Ḡ
π
1 (u) − Ḡ1(u)} + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
w(u)rk(u)
r(u) dG1li(u) + op(1). (4.17)
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and the second is, from Lemma 4.3 part (ii)
N1/2
∫ t
0
rk(u)
r(u) {W
π(u) − W (u)}dg1(u) + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
rk(u)
r(u) W (u)dg1(u) + op(1) (4.18)
For the second term of (4.15), we add and subtract Rk/RπdḠ1 to get
N1/2
∫ t
0
W (u)
{
Rπk(u) − Rk(u)
Rπ(u) −
[Rπ(u) − R(u)]Rk(u)
Rπ(u)R(u)
}
dḠ1(u) (4.19)
which, by part (ii) of Lemma 4.3, equals
N1/2
∫ t
0
w(u)
{
R̄πk(u) − R̄k(u)
r(u) −
[R̄π(u) − R̄(u)]rk(u)
r(u)2
}
dg1(u) + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
w(u)
{
δklRli(u)
r(u) −
Rli(u)rk(u)
r(u)2
}
dg1(u) + op(1) (4.20)
with R̄l(t) = N−1Rl(t) and R̄πl (t) = N−1Rπl (t). Combining the expressions in (4.13),
(4.14), (4.17), (4.18), and (4.20), we get
N−1/2 (Zπk − Zk) (t) = N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
Ukli(t) + op(1)
with
Ukli(t) =
∫ t
0
{
w(u)δkldG1li(u) + W (u)dg1k(u)
− w(u)rk(u)
r(u) dG1li(u) −
rk(u)
r(u) W (u)dg1(u)
− w(u)δkl
Rli(u)
r(u) dg1(u) + w(u)
Rli(u)rk(u)
r(u)2 dg1(u)
}
=
∫ t
0
w(u)
{
δkl −
rk(u)
r(u)
}{
dG1li(u) −
Rli(u)
r(u) dg1(u)
}
+
∫ t
0
W (u)
{
dg1k(u) −
rk(u)
r(u) dg1(u)
}
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Proof of Theorem 4.2
Proof.
N−1/2 (Dπk − Dk) (t) = N1/2
K∑
l=1
∫ t
0
{
δkl
W π(t)
Hπk (u)
dḠπ1l(u) − δkl
W (t)
Hk(u)
dḠ1l(u)
}
− N1/2
K∑
l=1
∫ t
0
{
W π(t)
Hπ(u)dḠ
π
1l(u) −
W (t)
H(u)dḠ1l(u)
}
= N1/2
∫ t
0
{
W π(t)
Hπk (u)
dḠπ1k(u) −
W (t)
Hk(u)
dḠ1k(u)
}
− N1/2
∫ t
0
{
W π(t)
Hπ(u)dḠ
π
1 (u) −
W (t)
H(u)dḠ1(u)
}
(4.21)
For the first term of (4.21), we add and subtract W π(t)dḠ1k(u)/Hπk (u) and get
N1/2
∫ t
0
W π(t)
Hπk (u)
d{Ḡπ1k(u) − Ḡ1k(u)} + N1/2
∫ t
0
{
W π(t)
Hπk (u)
− W (t)
Hk(u)
}
dḠ1k(u). (4.22)
By Lemma 4.3 part (i), the first term of (4.22) equals
N1/2
∫ t
0
w(t)
hk(u)
d{Ḡπ1k(u) − Ḡ1k(u)} + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
w(t)
hk(u)
δkldG1li(u) + op(1). (4.23)
The second term of (4.22) is dealt by adding and subtracting W (t)dḠ1k(u)/Hπk (u)
N1/2
∫ t
0
{
W π(t) − W (t)
Hπk (u)
− [H
π
k (u) − Hk(u)]W (t)
Hπk (u)Hk(u)
}
dḠ1k(u)
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which, by part (ii) of Lemma 4.3, equals
N1/2
∫ t
0
{
W π(t) − W (t)
hk(u)
− [H
π
k (u) − Hk(u)]w(t)
hk(u)2
}
dg1k(u) + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
{
W (t)
hk(u)
− δklHli(u)w(t)
hk(u)2
}
dg1k(u) + op(1). (4.24)
Adding and subtracting W π(t)dḠ1(u)/Hπ(u) on the second term of (4.21) gives
N1/2
∫ t
0
W π(t)
Hπ(u)d{Ḡ
π
1 (u) − Ḡ1(u)} + N1/2
∫ t
0
{
W π(t)
Hπ(u) −
W (t)
H(u)
}
dḠ1(u). (4.25)
By Lemma 4.3 part (i), the first term of (4.25) equals
N1/2
∫ t
0
w(t)
h(u)d{Ḡ
π
1 (u) − Ḡ1(u)} + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
w(t)
h(u)dG1li(u) + op(1). (4.26)
On the second term of (4.25), we add and subtract W (t)dḠ1(u)/Hπ(u)
N1/2
∫ t
0
{
W π(t) − W (t)
Hπ(u) −
[Hπ(u) − H(u)]W (t)
Hπ(u)H(u)
}
dḠ1(u)
which, by part (ii) of Lemma 4.3, equals
N1/2
∫ t
0
{
W π(t) − W (t)
h(u) −
[Hπ(u) − H(u)]w(t)
h(u)2
}
dg1(u) + op(1) =
N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
∫ t
0
{
W (t)
h(u) −
Hli(u)w(t)
h(u)2
}
dg1(u) + op(1) (4.27)
Combining the expressions in (4.23), (4.24), (4.26), and (4.27), we get
N−1/2 (Dπk − Dk) (t) = N−1/2
K∑
l=1
Nl∑
i=1
ξli − πli
πli
V kli (t) + op(1)
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with
V kli (t) =
∫ t
0
{
w(t)
hk(u)
δkldG1li(u) +
W (t)
hk(u)
dg1k(u)
− w(t)
hk(u)2
δklHli(u)dg1k −
w(t)
h(u)dG1li(u)
− W (t)
h(u) dg1(u) +
w(t)
h(u)2 Hli(u)dg1(u)
}
=
∫ t
0
w(t)
{
δkl
hk(u)
− 1
h(u)
}
dG1li(u) + W (t)
{
dg1k(u)
hk(u)
− dg1(u)
h(u)
}
+
∫ t
0
w(t)Hli(u)
{
δkl
hk(u)2
dg1k(u) −
1
h(u)2 dg1(u)
}
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CHAPTER 5: SUBDISTRIBUTION REGRESSION METHODS FOR COM-
PLEX SURVEY DATA
The semiparametric methods introduced by Fine and Gray (1999) became indis-
pensable for time-to-event modeling in the presence of competing risks. We propose a
adaptation of this popular approach to the analysis of complex samples. Building upon
previous design-based work of Binder (1992), Lin (2000), Breslow et al. (2009), and
others, we use a pseudo-partial likelihood construction to derive consistent estimators
for the regression parameters on a superpopulation setting. Prediction of the cumulative
incidence function (CIF) is also developed. Using Taylor linearization and asymptotic
empirical-process results, we provide design-based expressions for the variance estimation
along with weak-convergence results for the design-adjusted estimators. In simulations
using stratified cluster designs, estimates of the regression coefficients and CIF achieved
empirical coverage probability close to the nominal levels with reasonable sample sizes. An
application using the NHANES data from 1999 to 2014 compared the proposed approach
to standard weighted subdistribution methods for independent data.
5.1 Introduction
The demand for time-to-event analysis using complex survey data has recently
increased with the accumulation of multiple national-level survey cycles and advances
in linking the sampled data with external population databases. For national health
surveys in particular, as of June 2019, the National Center for Health Statistics (NCHS)
lists more than ten annual ongoing national-level surveys and at least the same number
of previously surveyed historical population health data (NCHS, 2019). The National
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Health and Nutrition Examination Survey (NHANES), the National Health Interview
Survey (NHIS), and the National Survey of Family Growth (NSFG) are among the most
prominent complex population surveys currently conducted in the US. Since 1984, the
Centers for Disease Control and Prevention (CDC) operates the state-based Behavioral
Risk Factor Surveillance System (BRFSS), used to collect prevalence data among adult US
residents regarding their risk behaviors and preventive health practices. The possibility
of linkage with the National Vital Statistics System and the National Death Index, for
instance, makes time-to-event analysis using national-level health data viable even if the
sampling scheme was not intended to be conducted longitudinally.
Historically, analysts can account for the complexity of the survey design, which
may include multiple levels of stratification and clustering, by either incorporating these
elements in the statistical model (model-based approach) or relying on the randomization
mechanism induced by the sampling design to estimate the parameters of interest con-
sistently (design-based approach). Assuming that the design cannot be ignored without
introducing biases, design-based methods are prized for producing estimates robust against
model misspecification at an efficiency cost.
Although a wide range of statistical methods has been adapted for complex samples,
some popular time-to-event techniques still lack theoretical and software development.
Specifically, the design-based semiparametric analysis of competing risks data is currently
limited to estimation of covariate effects on cause-specific hazards via design-adjusted Cox
proportional hazards regression. Using a pseudo-maximum partial likelihood approach,
Binder (1992) propose a design-based estimation of the census parameters by solving the
weighted finite population score equations. Later, Lin (2000) formalizes the asymptotic
results using counting process and extends the methods to analytic inference for super-
population parameters and prediction via the Breslow estimator. Those techniques are
now widely available in most statistical software capable of handling complex survey data.
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In this paper, we propose a design-based approach to the increasingly popular
subdistribution regression model by Fine and Gray (1999). In contrast to the Cox
cause-specific modeling, the authors propose a semiparametric approach where covariates
can affect the cumulative incidence functions (CIF) directly, thus accounting for the
overall survival while adjusting for competing events. This results in an absolute risk
interpretation of the regression coefficients, often preferred by clinicians, and an unbiased
estimation of the CIF. To achieve consistent estimation under random right-censoring,
Fine and Gray (1999) resort to inverse probability of censoring weighting (IPCW) to
augment the risk set to account for individuals that underwent a competing event, virtually
keeping them at risk for the event of interest with a contribution to the score function
that is inversely proportional to their censoring probability. The modified score equations
lead to consistent estimators of the regression parameters and prediction of the CIF can
be carried out analogously to the Breslow approach but in the presence of competing
risks.
Our design-based approach focus on inference for superpopulation parameters assum-
ing the Fine and Gray (1999) proportional subhazards model. Following a similar strategy
as in Lin (2000), we first show that the survey-weighted IPCW can be approximated by a
normalized Horvitz-Thompson empirical process. Then, design-based variance estimators
are computed analogously to Binder (1983). Prediction of the CIF starts with a similar
result for the Breslow-type estimator of the baseline cumulative hazard as described in
Section 5 of Fine and Gray (1999). Finally, functional delta-method is applied to carryout
asymptotic results for the CIF given a particular covariate profile.
5.2 Subdistribution regression for complex survey data
For a typical time-to-event scenario with competing events, let T and C be positive
random variable representing failure and censoring times, and let ε ∈ 1, . . . , K denote
the cause of failure indicator. Observable right-censored data are {Xi, ∆i, ∆iεi,Zi}Ni=1,
84
with Xi = Ti ∧ Ci, ∆i = I(Ti ≤ Ci), and Zi a p-dimensional vector of covariates.
Under sample random sampling, individuals are considered independent and identically
distributed and Ti and Ci are conditionally independent given Zi. Without loss of
generality, our interest is in studying the cumulative incidence of failure from cause 1,
i.e., F1(t;Z) = P (T ≤ t, ε = 1 | Z).
Gray (1988) defines the subdistribution hazard as
λ1(t;Z) = −d log{1 − F1(t;Z)}
= lim
∆t→0
1
∆tP (t ≤ T ≤ t + ∆t, ε = 1 | T ≥ t ∪ (T ≤ t ∩ ε ̸= 1),Z)
which can be regarded as the hazard for the improper random variable T ∗ = T × I(ε =
1) + ∞ × I(ε ̸= 1). Under a proportional hazard assumption, let
λ1(t;Z) = λ10(t) exp{Z⊤i β} (5.1)
where λ10(t) is the baseline hazard, a completely unspecified nonnegative function of t.
The subdistribution function is then F1(t;Zi) = 1 − exp{−Λ10(t)eZ
⊤
i β}, where Λ10(t) =∫ t
0 λ10(u)du.
To define Fine and Gray (1999) weighted score, let Yi(t) = 1 − Gi(t−), Gi(t) = I(Ti ≤
t, εi = 1), be the “complete data” at-risk process and ri(t) = I(Ci ≥ Ti ∧ t) a vital status
indicator process. Note that, although Gi and Yi are unknown when ri = 0 (since Ci
is usually not observed when Ti ≤ Ci), the products ri(t)Gi(t) and ri(t)Yi(t) are known.
Using data {Xi, 1 − ∆i}Ni=1, one can compute an estimate Ŝc(t) for Sc(t) = P (C ≥ t)
and use it to “force” random censorship on the infinite failure times when ε ̸= 1. Thus,
Fine and Gray (1999) show that Ri(t) = ri(t)Yi(t)Ĝ(t)/Ĝ(Xi ∧ t) approximates the
subdistribution risk set and propose the IPCW “complete data” score equations
U(β) =
N∑
i=1
∫ ∞
0
{
Zi −
S(1)(β, u)
S(0)(β, u)
}
dHi(u), (5.2)
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S(1)(β, t) = N−1
N∑
j=1
Rj(u)ZjeZ
⊤
j β, S(0)(β, t) = N−1
N∑
j=1
Rj(u)eZ
⊤
j β,
with
Ri(t) = Yi(t)
I(Ci ≥ Ti ∧ t)Ŝc(t)
Ŝc(Xi ∧ t)
and
Hi(t) = Gi(t)
I(Ci ≥ Ti ∧ t)Ŝc(t)
Ŝc(Xi ∧ t)
.
Using empirical process arguments, the authors show that the solution for (5.2), β̂,
is such that
√
N(β̂ − β0) = Ω−1{N−1/2U(β0)} + op(1), where β0 is the vector of true
superpopulation regression coefficients, Ω = limN→∞ dU ∗(β)/dβ at β0, and U ∗(β) is the
score under “censoring complete” data (i.e. assuming that only administrative censuring
occurs and, thus, all censoring times are observable).
Similar to Binder (1992), we propose design-adjusted scores
Uπ(β) =
N∑
i=1
∫ ∞
0
ξi
πi
{
Zi −
Sπ(1)(β, t)
Sπ(0)(β, t)
}
dHi(u), (5.3)
with Sπ(1) and Sπ(0) design-weighted versions of S(1) and S(0) given by
Sπ(1)(β, t) = N−1
N∑
i=1
ξi
πi
Rπi (t)ZieZ
⊤
i β
and
Sπ(0)(β, t) = N−1
N∑
i=1
ξi
πi
Rπi (t)eZ
⊤
i β.
with
Rπi (t) = Yi(t)
I(Ci ≥ Ti ∧ t)Ŝπc (t)
Ŝπc (Xi ∧ t)
,
and Ŝπc is the design-adjusted Kaplan-Meier proposed on Chapter 3. Denoting βN the
finite population parameter regarded as the solution to (5.2), our first results ensures that
Sπ(p) (p = 0, 1) have the desired asymptotic behavior.
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Proposition 5.1. If Assumptions 5.1 and 5.2 hold, then N1/2
{
Sπ(p)(βN , t) − S(p)(βN , t)
}
converges weakly to a zero-mean Gaussian process with continuous sample paths.
The proof Section 5.6 uses the uniform consistency of wπi and the weak convergence
of normalized Horvitz-Thompson processes under mild conditions on the design. The
following Theorem makes use of Proposition 5.1 to allow writing the pseudo-score equations
as a normalized Horvitz-Thompson process
Theorem 5.1. If Assumptions 5.1 and 5.2 hold, then
N−1/2{Uπ(βN) −U(βN)} = N−1/2
N∑
i=1
ξi − πi
πi
Wi(βN) + op(1), (5.4)
with
Wi(β) =
∫ ∞
0
{
Zi −
s(1)(β, t)
s(0)(β, t)
}{
dHi(t) −
Ri(t)eZ
⊤
i βdh(t)
s(0)(β, t)
}
where s(p)(β, t) = limN→∞ S(p)(β, t), p = 0, 1; and h(t) = limN→∞ N−1
∑N
i=1 Hi(t).
The proof presented in Section 5.6 relies on uniform consistency of the Horvitz-
Thompson empirical processes on the left-hand side of (5.4) break it down into asymptotic
linear expressions that can be arranged as the left-hand side of (5.4).
From the uniform central limit theorem for Horvitz-Thompson processes (see Sec-
tion 5.6), the approximation in (5.4) implies that N−1/2Uπ(βN) converges to a normal
distribution with covariance matrix
V (β) = lim
N→∞
N−1
N∑
i=1
N∑
j=1
πij − πiπj
πiπj
Wi(β)Wj(β)⊤
where πij = P (ξiξj = 1). Thus, letting β̂ denote the solution of (5.3), N1/2(β̂ − βN) is
asymptotically zero-mean normal with covariance D(βN)−1V (βN)D(βN)−1, which can
then be estimated consistently using
D̂(β̂) = N−1 ∂U
π(β)
∂β
∣∣∣∣
β=β̂
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V̂ (β̂) = N−1
N∑
i=1
N∑
j=1
ξiξj
πij − πiπj
πijπiπj
Ŵi(β̂)Ŵj(β̂)⊤
with
Ŵi(β) = ∆i
{
Zi −
Sπ(1)(β, Xi)
Sπ(0)(β, Xi)
}
− N−1
N∑
j=1
ξj∆jYi(Xj)eZ
⊤
i β
πjSπ(0)(β, Xj)
{
Zi −
Sπ(1)(β, Xj)
Sπ(0)(β, Xj)
}
.
For inference on the superpopulation parameter, say β0, we extended (5.4) to the
superpopulation setting writing
N−1/2Uπ(β0) = N−1/2U(β0) + N−1/2{Uπ(β0) −U(β0)} (5.5)
Following similar steps to the proof of Theorem 5.1, we show in Section 5.6 that the
second term on the right-hand side of (5.5) equals
N−1/2{Uπ(β0) −U(β0)} = N−1/2
N∑
i=1
ξi − πi
πi
Wi(β0) + op(1). (5.6)
Since the limiting covariance of (5.6) does not depend on F , it follows that the weak
convergence also holds unconditionally. Thus, (5.6) converges to a zero-mean normal
with covariance V (β0). From conditional expectation arguments, one can show that
(5.5) converges to a zero-mean normal with covariance D(β0) + V (β0). Consequentially,
√
N(βN − β0) is asymptotically zero-mean normal with covariance
Σ = D−1(β0) +D−1(β0)V (β0)D−1(β0),
which can be consistently estimated by Σ̂ = D̂−1(β̂) + D̂−1(β̂)V̂ (β̂)D̂−1(β̂).
The prediction of the CIFs at time t for a set of covariates Z = z0 can be achieved
by first estimating the cumulative subdistribution hazard Λ1(t; z0) =
∫ t
0 λ1(t; z0), where
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λ1(t; z0) is given by (5.1), using Λ̂1(t; β̂, z0) =
∫ t
0 exp{z0(u)⊤β̂}dΛ̂10(u; β̂), where
Λ̂10(t; β̂) = N−1
N∑
i=1
∫ t
0
dHi(u)
S(0)(β̂, u)
(5.7)
estimates Λ10(t) =
∫ t
0 λ10(u)du. The predicted CIF is then F̂1(t; z0) = 1−exp{−Λ̂1(t; β̂, z0)}.
Given the survey data, a design consistent estimate for (5.7) can be
Λ̂π10(t; β̂) = N−1
N∑
i=1
∫ t
0
dHπi (u)
Sπ(0)(β̂, u)
. (5.8)
The corresponding weak-convergence result will be
Theorem 5.2. If Assumptions 5.1 and 5.2 hold, then
N1/2{Λ̂π10(t; β̂) − Λ̂10(t;βN)} = N−1/2
N∑
i=1
ξi − πi
πi
ϕi(t;βN) + op(1),
where ϕi(t;β) = wi(t;β) + v(t;β)⊤D−1(β)Ui(β)
wi(t;β) =
∫ ∞
0
dHi(u) − Ri(u)eZ
⊤
i βdΛ̂10(u;β)
s(0)(β, t) , v(t;β) = −
∫ ∞
0
s(1)(β, t)dh(u)
s(0)(β, t)2 .
The proof (see Section 5.6) uses similar asymptotic arguments as the proof for Theorem
5.1; however, since more Horvitz-Thompson processes are involved, the number of terms
that asymptotic derivations is increased and the algebra becomes more intricate.
Thus, N1/2{Λ̂π10(t; β̂) − Λ̂10(t;βN)} converges weakly to a Gaussian process with
variance function
σ(t1, t2) = lim
N→∞
N−1
N∑
i=1
N∑
j=1
ξiξj
πij − πiπj
πijπiπj
ϕi(t1;β)ϕi(t2;β)
by the functional Delta-method, N1/2{F̂ π1 (t; z0)−F̂1(t; z0)} converges weakly to a Gaussian
process with variance function F̂1(t1; z0)F̂1(t2; z0) exp{2z0(u)⊤β̂}σ(t1, t2).
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5.3 Simulation studies
Superpopulations of size N are generated using the exponential mixture approach
proposed in Fine and Gray (1999). Specifically, given covariates Zi = (Zi1, Zi2), the
subdistribution functions are
P (Ti ≤ t, εi = k | Zi) =

1 − {1 − p[1 − exp(−t)]}exp(Zi1β11+Zi2β12), k = 1
1 − exp(−t)exp(Zi1β21+Zi2β22), k ̸= 1
where p is the proportion of failures relative to competing events, Zi1 is a Bernoulli
variable with probability of success 0.5, and Zi2 is a unit-variance normal variable with
mean 0.5(Zi1 − 1). Independent Uniform (a, b) censoring times were generated with a and
b selected so that a specified overall censoring percentage was achieved.
Most national-level health surveys are masked to produce pseudo-design variables that
ensure confidentiality, options for post-hoc treatment of nonresponses, and the possibility
to approximate the original sampling scheme to a single stage stratified cluster design.
NHANES cycles, for instance, are usually approximated by a sampling frame with 13
to 16 strata where 2 or 3 PSUs are sampled from each stratum. Thus, we simulated
stratified single-stage clustered samples. Strata were defined by the value of ∆iεi and
by Zi2 + Z0 > 0, where Z0 is an independent standard normal variable. Clusters were
assigned based on quantiles of the survival times.
A total of 18 setups were studied using 500 samples from census data on 100,000
individuals clustered in PSUs of sizes 50, 20, and 5. Samples of sizes 600, 1,200, and 3,000
were considered and subject to censoring percentages of 20% (a = 1, b = 2), and 50%
(a = 0.2, b = 1). All scenarios assumed p = 0.5, β11 = β12 = 0.5 and β21 = β22 = −0.5.
Sampling assumed uniform allocation across the six strata formed by the three possible
status times the two values of the binary stratification variable.
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Table 5.4 presents empirical summaries for each scenario. The results suggest that
numbers of PSUs sampled and association of the covariate of interest with design charac-
teristics were the main drivers of the estimators performance, regardless of the effect of
censoring proportions and overall sample size. All scenarios resulted in relatively unbiased
estimates, with the largest absolute bias of 0.014 observed. For β11, coefficient associated
with the covariate independent of design features, samples of at least 30 PSUs were
capable of providing empirical coverage probability close to the nominal level of 95%.
When design variables are associated with the covariate of interest, the case of β12, a
minimum of 240 PSU was needed to achieve reasonable coverage.
Table 5.4: Simulation results for the estimated regression coefficients; c: PSU size; n:
sample size; nc: number of PSUs sampled; ME: mean estimate; ESD: empirical standard
deviation; ASE: average design-based standard error; CP: empirical coverage probability
for nominal 95% confidence intervals.
β11 β12
Cens. c n nc ME ESD ASE CP ME ESD ASE CP
20% 5 600 120 0.500 0.125 0.131 0.96 0.500 0.062 0.058 0.92
1,200 240 0.496 0.092 0.092 0.95 0.501 0.043 0.040 0.94
3,000 600 0.502 0.058 0.059 0.95 0.500 0.027 0.025 0.95
20 600 30 0.501 0.130 0.132 0.96 0.504 0.074 0.058 0.87
1,200 60 0.501 0.095 0.093 0.95 0.501 0.051 0.040 0.85
3,000 150 0.499 0.061 0.058 0.94 0.502 0.033 0.025 0.86
50 600 12 0.499 0.138 0.132 0.93 0.513 0.098 0.058 0.74
1,200 24 0.499 0.100 0.093 0.93 0.500 0.070 0.040 0.74
3,000 60 0.500 0.063 0.059 0.94 0.498 0.042 0.025 0.75
50% 5 600 120 0.503 0.163 0.159 0.94 0.501 0.072 0.070 0.92
1,200 240 0.502 0.110 0.112 0.95 0.504 0.054 0.049 0.94
3,000 600 0.503 0.072 0.071 0.94 0.501 0.035 0.031 0.95
20 600 30 0.497 0.163 0.158 0.95 0.511 0.088 0.071 0.89
1,200 60 0.497 0.108 0.112 0.96 0.502 0.062 0.049 0.87
3,000 150 0.498 0.071 0.071 0.96 0.502 0.039 0.031 0.89
50 600 12 0.501 0.156 0.156 0.93 0.514 0.121 0.069 0.74
1,200 24 0.499 0.112 0.111 0.95 0.500 0.080 0.049 0.78
3,000 60 0.500 0.073 0.071 0.96 0.501 0.047 0.031 0.80
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The same scenarios were used to evaluate the performance of the CIF estimator.
Table 5.5 presents the results for CIF prediction at t = 0.4, time-point close to the median
overall population survival time. For CIF prediction, the bias was significantly affected by
the number of primary units sampled, with a relative bias as high as 0.32 when 12 PSUs
are selected. Samples of at least 60 PSUs were required to achieve reasonable coverage
under a censoring percentage of 20%. With 50% censoring, samples of at least 240 PSUs
were necessary to attain the same level of coverage.
Table 5.5: Simulation results for the cumulative incidence at t = 0.4 (approximately
population median survival time). c: PSU size; n: sample size; nc: number of PSUs
sampled; RB: relative bias; ESD: empirical standard deviation; ASE: average design-based
standard error; CP: empirical coverage probability for nominal 95% confidence intervals.
Cens. c n nc RB ESD ASE CP
20% 5 600 120 0.011 0.039 0.035 0.92
1,200 240 0.009 0.028 0.025 0.93
3,000 600 -0.002 0.017 0.016 0.94
20 600 30 0.051 0.071 0.072 0.91
1,200 60 0.022 0.051 0.050 0.93
3,000 150 0.009 0.032 0.032 0.95
50 600 12 0.322 0.110 0.104 0.78
1,200 24 0.100 0.076 0.081 0.92
3,000 60 0.020 0.049 0.050 0.93
50% 5 600 120 -0.007 0.025 0.020 0.86
1,200 240 0.002 0.018 0.015 0.93
3,000 600 -0.003 0.012 0.009 0.94
20 600 30 0.016 0.045 0.039 0.87
1,200 60 0.013 0.031 0.029 0.88
3,000 150 0.005 0.019 0.018 0.91
50 600 12 0.142 0.068 0.050 0.56
1,200 24 0.027 0.048 0.044 0.87
3,000 60 0.007 0.028 0.028 0.88
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5.4 Application to NHANES
Using the publicly available NHANES data from 1999 to 2014, we built a population-
based model for studying deaths by heart disease in the 18 years old and above US civilian,
non-institutionalized population. Competing cases are classified as death due to cancer
and other causes. As mentioned before, each survey cycle sampling design is approximated
by 13 to 16 strata with 2 or 3 PSUs sampled from each stratum; multiple cycles were
combined and weights scaled following NCHS guidelines. NDI public-use linked mortality
files contain follow-up time and underlying cause of death for participants that matched
NHANES survey records.
In a similar analysis by Pfeiffer and Gail (2017), covariates examined were baseline
race, income, martial status, body mass index (BMI; kg/height in meters squared),
smoking, diabetes diagnosis, hypertension, alcohol consumption, and cholesterol level.
Out of the 42,211 eligible cases in the sample, there were 953 (2.3%) heart-disease related
deaths, (1,197 2.8%) due to cancer, and 3,354 (7.9%) from other causes. The remaining
36,707 (87%) cases are censored. 46% of the sample self-identify as white, 21% as black,
and 33% as other race/ethnicity or multiracial.
Table 5.6 contains weighted estimates with design-adjusted and unadjusted standard
errors. While all risk factors could be considered relevant on a standard weighted analysis,
after accounting for the design, many effects dimmed as significant became nonsignificant
at a population level. Figure 5.5 shows the predicted cumulative incidence of heart disease
related deaths over time for a patient with mean covariate values.
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Table 5.6: Design-adjusted and unadjusted parameter estimates for subdistribution
regression modeling the risk of death by heart-disease. HR: hazard-ratio; SE: standard
error for beta.
Design-based Unadjusted
Risk factor Beta HR SE P-value SE P-value
Hypertension (≥ 160/90) 0.84 2.31 0.335 0.012 0.005 < 0.001
Alcohol consumption
1 – 7 drinks per week 0.38 1.46 0.152 0.012 0.002 < 0.001
> 7 drinks per week (ref.)
Smoking
Never -0.19 0.83 0.241 0.423 0.003 < 0.001
Former 0.69 1.99 0.219 0.002 0.003 < 0.001
Current -0.29 0.75 0.280 0.294 0.004 < 0.001
Unknown (ref.)
Race
White 0.85 2.35 0.263 0.001 0.003 < 0.001
Black 0.60 1.83 0.305 0.048 0.004 < 0.001
Other or multiracial (ref.)
BMI
< 18 1.00 2.72 0.489 0.041 0.006 < 0.001
18 – 30 0.07 1.07 0.160 0.678 0.002 < 0.001
> 30 (ref.)
Diabetic 1.33 3.80 0.205 < 0.001 0.002 < 0.001
Marital status
Divorced or separated 0.13 1.14 0.211 0.524 0.002 < 0.001
Other (ref.)
Annual income
< $35,000 1.11 3.03 0.163 < 0.001 0.002 < 0.001
≥ $35,000 (ref.)
Cholesterol (mg) 0.09 1.09 0.017 < 0.001 0.001 < 0.001
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Figure 5.5: Predicted cumulative incidence of death by heart disease with 95% confidence
intervals.
5.5 Discussion
This work builds upon the methods introduced by Binder (1992) and Lin (2000),
adapting the Fine and Gray (1999) semiparametric subdistribution regression model to
the context of complex samples. Using linearization and empirical process results we
provide design-based expressions that can be used on a variety of single-phase designs. In
our simulations, a sample size of 30 PSUs was sufficient for attaining coverage probabilities
comparable to nominal when the covariate of interest is not related to the design charac-
teristics. For factors correlated with design variables, at least 240 PSUs were necessary to
achieve the same level of coverage. Prediction of the CIF presented reasonable coverage
at the median survival time with a sample of at least 60 primary units when censoring
percentage was 20%; however, sampling 120 PSUs or more greatly improved the observed
relative bias.
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A natural extension to the proposed work would be the accommodation of time-
dependent covariates, left-truncation, interval-censored data. In the absence of propor-
tional subhazards, transformation models such as Fine (2001) proportional odds regression
could be adapted. Future work might explore the possibilities of incorporating frailty
components since, to our knowledge, have not been studied for complex surveys yet.
5.6 Technical details
To study the asymptotic behavior of Horvitz-Thompson empirical process, some
assumptions about the design P need to be made. Mainly, assumptions are necessary
to guarantee Donsker-type results for the Horvitz-Thompson empirical processes and for
consistency of the design-based variance estimators.
Assumption 5.1. The sampling design P is such that min1≤i≤N πi ≥ π0 > 0 and
N−1/2
∑N
i=1(ξi − πi)/πi = Op(1).
The lower bound assumption is common on the literature and is usually required for
the construction of consistent design-based variance estimators (along with πij for all i
and j, see Section 1.2.1 of Fuller, 2009). The boundedness in probability guarantees that
the sampling indicators satisfy a law of large numbers and a central limit theorem with
N−1/2 rate of convergence.
Also, it is well-established on the survey literature that, under Assumption 5.1, a
(point-wise) central limit theorem for Horvitz-Thompson estimators holds. Thus, we
assume
Assumption 5.2. For any independent identically distributed bounded random variables
{Vi}Ni=1, as ν → ∞,
1
SN
(
1
N
N∑
i=1
ξi − πi
πi
Vi
)
→d N(0, 1),
with
S2N =
1
N2
N∑
i=1
N∑
k=1
πik − πiπk
πiπk
ViVk.
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Moreover, NS2N → σ2π > 0 in probability.
When combined, these assumptions not only ensure the weak convergence of Horvitz-
Thompson processes but also give us a method to compute the covariance kernel of the
limiting Gaussian process. Similar assumptions are discussed in Boistard et al. (2017) and
Han and Wellner (2019a). Using results from the same references, we establish supporting
Theorem 5.3 in the appendix, which will be recalled when claiming uniform consistency
and weak convergence of such processes.
Define a general empirical process with respect to the class of monotone cadlag
stochastic processes {X(t), t ∈ [0, τ ]} on (Ω, F , P ) with P (|X(0)| ∨ |X(τ)|)2 < ∞
PNX(t) =
1
N
N∑
i=1
Xi(t)
and its Horvitz-Thompson augmented version
GπNX(t) =
1
N
N∑
i=1
ξi
πi
Xi(t).
Also, denote XπN(t) = N−1/2(PπN − PX)X(t) the normalized Horvitz-Thompson process,
where PX is the marginal law of X.
From Lemma 4.1 of Kosorok (2008), the class of functions, {x(t) : t ∈ [0, τ ]}, is
P-Donsker, and therefore also P-Glivenko-Cantelli. The following result corresponds to
Theorems 3.1 and 3.2 of Han and Wellner (2019a)
Theorem 5.3 (Glivenko-Cantelli and Donsker results). If Assumption 5.1 holds, then
sup
t∈[0,τ ]
|(PπN − PX)X(t)| = op(1)
If, in addition, we assume finite-dimensional convergence of GπN to a tight Gaussian
process Gπ, then GπN ⇝ Gπ in l∞([0, τ ])
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Next, the covariance structure for the limiting Gaussian process can be determined by
means of Proposition 3.3 of Han and Wellner (2019a). We state that result as a theorem
Theorem 5.4 (Uniform CLT for Horvitz-Thompson processes). Let X1, . . . , Xn be a
sequence of random variables (possibly vector-valuated) indexed over time. Denote its
corresponding empirical process defined by the normalized Horvitz-Thompson estimators
under complex sampling by
GπN(t) = N−1/2
N∑
i=1
ξi − πi
πi
Xi = N1/2
N∑
i=1
{
ξiXi(t)
Nπi
− Xi(t)
N
}
= N1/2 {Xπ(t) − X(t)} .
Then, if Assumptions 5.1 and 5.2 hold, GπN converges weakly to a zero-mean Gaussian
process with covariance
Cov(GπN(s),GπN(t)) = lim
N→∞
N−1
N∑
i=1
N∑
j=1
πij − πiπj
πiπj
Xi(s)X⊤j (t) (5.9)
We note that, if the Xi’s are assumed to be drawn from a superpopulation according
to a sampling design, expression (5.9) is an expectation with respect to the survey
design. However, if the sequence in (5.9) is bounded and the resulting limit exists and
is a deterministic function, then by dominated convergence, the covariance under the
superpopulation model holds. More detailed conditions and proof of the theorem can be
found in Lumley (2012), Boistard et al. (2017), and Han and Wellner (2019a).
We also restate Lemma 1 from Lin (2000) as follows
Theorem 5.5. Let W (t) and G(t) be bounded random processes sequences. Suppose
W (t) monotone and converges to w(t) uniformly in t in probability, and G(t) converges
weakly to a zero-mean process with continuous sample paths. Then
(i)
∫ t
0
{W (u) − w(u)}dZ(u) →p 0
(ii)
∫ t
0
Z(u)d{W (u) − w(u)} →p 0
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uniformly in t.
Proof of Proposition 5.1
Proof. Let wi(t) = I(Ci ≥ Ti ∧ t)Ŝc(t)/Ŝc(Xi ∧ t) and the corresponding design-adjusted
wπi (t) = I(Ci ≥ Ti ∧ t)Ŝπc (t)/Ŝπc (Xi ∧ t). From the uniform consistency of Ŝπc , wπi (t) →p
wi(t), i = 1, . . . , N , uniformly on t.
N1/2{Sπ(p)(βN , t) − S(p)(βN , t)} = N−1/2
N∑
i=1
{
ξi
πi
Yi(t)wπi (t) − Yi(t)wi(t)
}
Z⊗pi exp{Z⊤i βN}
= N−1/2
N∑
i=1
ξi
πi
Yi(t){wπi (t) − wi(t)}Z
⊗p
i exp{Z⊤i βN}
+ N−1/2
N∑
i=1
(
ξi − πi
πi
)
Yi(t)wi(t)Z⊗pi exp{Z⊤i βN}.
(5.10)
The weak convergence follows by the uniform consistency of wπi in the first term at the
right-hand side of (5.10) and the weak convergence of the normalized Horvitz-Thompson
process in the second term.
Proof of Theorem 5.1
Proof. Denoting βN the solution to (5.2), we write
N−1/2Uπ(βN) = N−1/2
N∑
i=1
∫ ∞
0
ξi − πi
πi
ZidHi(t)
− N1/2
∫ ∞
0
{
Sπ(1)(βN , t)
Sπ(0)(βN , t)
dHπ(t) − S
(1)(βN , t)
S(0)(βN , t)
dH(t)
}
, (5.11)
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with Hπ(t) = N−1∑Ni=1 ξiHi(t)/πi. While the first term on the right-hand side of (5.11)
is a normalized Horvitz-Thompson process, the second can be written as
N1/2
∫ ∞
0
{
Sπ(1)(βN , t)
Sπ(0)(βN , t)
}
d{Hπ(t) − H(t)}
+ N1/2
∫ ∞
0
{
Sπ(1)(βN , t)
Sπ(0)(βN , t)
− S
(1)(βN , t)
S(0)(βN , t)
}
dH(t), (5.12)
The second term of (5.12) equals
N1/2
∫ ∞
0
{
Sπ(1)(βN , t) − Sπ(1)(βN , t)
Sπ(0)(βN , t)
}
dH(t)
− N1/2
∫ ∞
0
{
[Sπ(0)(βN , t) − S(0)(βN , t)]S(1)(βN , t)
Sπ(0)(βN , t)S(0)(βN , t)
}
dH(t) (5.13)
which allow us to use Lemma 1 of Lin (2000) and the uniform CLT for Horvitz-Thompson
processes to conclude the proof.
Proof of Theorem 5.2
Proof.
N1/2{Λ̂π10(t; β̂) − Λ̂10(t;βN)} = N1/2{Λ̂π10(t;βN) − Λ̂10(t;βN)}
+ N1/2{Λ̂π10(t; β̂) − Λ̂π10(t;βN)} (5.14)
The first term on the right-hand side of (5.14) equals
N1/2
∫ t
0
d{Hπ(u) − H(u)}
Sπ(0)(βN , u)
− N1/2
∫ t
0
Sπ(0)(βN , u) − S(0)(βN , u)
Sπ(0)(βN , u)S(0)(βN , u)
dH(u).
From Theorems (5.4) and (5.5), it follows that
N1/2{Λ̂π10(t; β̂) − Λ̂10(t;βN)} = N−1/2
N∑
i=1
(
ξi − πi
πi
)
wi(;βN)
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By Taylor expansion, the second term on the right-hand side of (5.14) equals
V (t;β∗)N1/2(β̂ − βN), where β∗ lies in the line segment between β̂ and βN . It is
easy to show that V (t;β∗) converges to b(t;βN). Combining the approximation of the
two terms with the weak convergence of β̂ results in the final expression presented.
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CHAPTER 6: SUMMARY AND FUTURE WORK
The presented work focused on design-based inference for time-to-event analysis of
complex survey data. In particular, our methods aim to assist analysts who wish to
estimate transition probabilities using multistate data or conduct survival analysis in the
presence competing risks. Using weak convergence results for the Horvitz-Thompson (and
Hájek) empirical processes, we provided design-based expressions for the estimators and
standard errors. While our developments focus on single-phase designs, the asymptotic
linear nature of the provided estimators permits the use of specialized survey software
to compute standard errors under other sampling designs. The package survey available
in R, for instance, can handle not only multistage designs (where sampling a unit at a
certain stage does not depend on the sampled units from previous stages) but also selected
two-phase designs (where a subsample of the original sample is selected according to a
probabilistic design). Commonly used two-phase designs include case-control sampling,
case-cohort sampling, and a general setup where the first phase consists of a stratified
sample of individuals or a cluster sample with all clusters represented at phase two.
Among these, case-cohort sampling is specially important for time-to-event analysis. As
a follow up to the proposed work, we plan to study the performance of our estimators
under those more general sampling designs.
As an extension to the proposed semiparametric regression methodology we plan to
accommodate left-truncation, and interval censored data. The issue of left-truncated
data is specially important to account for survival data where individuals are considered
to enter the study at different time points (delayed entry), situation commonly present
in aging studies or when the study origin is attached to a specific landmark time-point.
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Interval censoring presents itself most frequently when data collection appointments are
scheduled between fixed time intervals and the specific event dates cannot be determined.
These generalizations can be addressed assuming more general counting processes for the
number of events and “at-risk” individuals.
The introduction of a random component (known as frailty) to the hazard function
is a popular way to account for correlated survival times in clustered time-to-event
data. Although a model-based approach could account for those clustering factors
in addition to the design characteristics, if the presence of events in the sample is
associated with design characteristics that are not accounted for, significant biases can
be introduced in the estimation. Following a pseudo likelihood approach similar to the
proposed by Rabe-Hesketh and Skrondal (2006) for generalized linear mixed models,
Wang (2019) propose a design-adjusted score equations for the Cox proportional hazards
model with a shared frailty component. The resulting estimators are shown to be design
consistent under certain regularity conditions and result in improved estimates under
non-ignorable sampling designs. In addition to the univariate shared frailty approach,
more general correlation patters can be achieved assuming multivariate frailty terms.
Given the availability of analogous approaches for competing risks data from simple
random sampling, having such techniques available for complex surveys would allow even
more flexibility in time-to-event analysis for such type of data.
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