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Using quantum-chemical calculations on a series of Q4 silicate clusters,
(H3SiO)3–Si–O–Si–(OSiH3)3, we examined the effects of changing Si-O-Si angle, Si-O dis-
tance, and O-Si-Si-O dihedral angle on the Si-29 isotropic chemical shift. We found a strong linear
dependence of the chemical shift on the bridging oxygen s-character with variation in Si-O-Si angle.
Furthermore, we propose a more accurate functional form for the mean bridging oxygen s-character
in terms of the mean Si-O-Si angle. Through the use of principal component analysis we were
able to obtain a reliable model predicting the Si-29 isotropic chemical shifts of Q4 sites using
strictly mean values of the Si-O-Si angle and Si-O distance, making model useful to amorphous
and crystalline materials alike. This model is cross-validated (10-fold) using experimental Si-29
chemical shift data from 13 different crystalline silicas, with a total of 60 distinct Q4 sites. Our
chemical shift model not only gives a more accurate prediction of experiment of the Si-29 chemical
shift of Q4 sites, but it does so by requiring only two structural parameters, i.e., mean angle and
distance. In contrast, previously existing models require 8 parameters, i.e., all four individual
angles and four individual distances around a Q4 site.
ii
I dedicate this thesis to my parents, Brad and Laura Venetos.
iii
ACKNOWLEDGMENTS
I would like to take this opportunity to thank everyone who has supported me on my academic
journey throughout the years. My parents, Brad and Laura Venetos, have shown me support in all
of my academic and personal endeavors and I would not have been able to make it this far without
their love and support. I would also like to thank Dr. Timothy White for helping to start my path
into scientific research and continuing to help me find new opportunities to develop as a scientist.
I would like to give a special thanks to Dr. Deepansh Srivastava for his support and guidance
throughout this project. He has shown a great amount of patience in helping me be successful in
this thesis project and I am also grateful for him happily including me in all of his other projects.
The rest of the Grandinetti lab also is worthy of mention, as all of this work could not have been
done without their additional input. Finally, I would like to thank Dr. Philip J. Grandinetti for
giving me the opportunity to conduct this research, but for also changing the path of my academic
career. Dr. Grandinetti was my physical chemistry professor when I was unhappy with my pursuit
of a chemical engineering degree. His passion and dedication to the class helped me develop an
interest in physical and theoretical chemistry that motivated me to change my major and join his
lab. His guidance and mentoring has affected me beyond the classroom as well by showing me how
powerful keeping fundamentals in mind while conducting research is. Without the guidance and
support of everyone in my life, I would not have been able to succeed in my goals as a researcher.




2.1 A graphical representation of the shifted-echo PIETA sequence and relevant symmetry
pathways. Here κ = 1..N and n = 1...2N are echo counters where 2N is the number of
echoes acquired. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Experimental 2D J-resolved 29Si NMR spectrum of siliceous zeolite Sigma-2. . . . . . . 13
2.3 Experimental 2D J-resolved 29Si NMR spectrum of siliceous zeolite ZSM-12. . . . . . . 14
2.4 Oxygen centered SiH3 terminated cluster, (H3SiO)3–Si–O–Si–(OSiH3)3. . . . . . . . . . 15
2.5 Dependence of 29Si nuclear shielding on A) Si–O–Si angle, B) Si–O distance, and C)
O–Si–Si–O dihedral angle for series 1 cluster calculations. . . . . . . . . . . . . . . . . . 20
2.6 Dependence of 29Si nuclear shielding on bridging oxygen s-character for different fixed
Si–O distances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 The fit of quadratic equations to determine the functional forms of m(〈di〉) and b(〈di〉). 23
2.8 The predicted nuclear shieldings from equation the mean oxygen s-character model versus
the nuclear shieldings observed from the cluster calculations around the line y = x. . . 24
2.9 The oxygen s-character predicted by (A) the ρ and (B) the ξ model versus the observed
s-character. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.10 (A) The ρ model versus the observed nuclear shieldings. (B) The Davis et al. model
versus the observed nuclear shiledings and C) the ξ model versus the observed nuclear
shieldings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.11 The oxygen s-character predicted by the (A) ρ and (B) the ξ model versus the observed
s-character. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.12 Curvature of the quadratic functions fit to 〈ρ(Ω)〉 versus 〈a2O〉 and ξ(〈Ω〉) versus 〈a2O〉
showing that ξ(〈Ω〉) shows less curvature than 〈ρ(Ω)〉 for the sample space. . . . . . . . 29
v
2.13 Bond distance versus (A) slope, mi, showing a linear relationship and (B) intercept, bi,
showing a quadratic relationship. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.14 (A). Nuclear shielding predicted by the bond full ξ model using mi and bi coefficients
determined from series 1 clusters. (B). Nuclear shielding predicted by the bond full ξ
model using mi and bi coefficients determined via least squares minimization using series
1-3 clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Gaussian calculated nuclear shielding versus model predicted nuclear shielding for A)
Engelhardt and Radeglia, B) Davis et al., and C) ξ models. . . . . . . . . . . . . . . . . 39
3.2 Nuclear shielding predicted by models A) 3.9, B) 3.10, C) 3.11, and D) 3.12 plotted
against observed nuclear shielding using the coefficients in Table 3.4. . . . . . . . . . . 41
3.3 Resulting fit from 10-fold cross-validation of the full model, model 2.23. . . . . . . . . . 42
3.4 Chemical shifts predicted by the A) Engelhardt, B) Davis et al., and C) full ξ model
plotted against observed chemical shift using the coefficients in Table 3.8. . . . . . . . 45
4.1 Calculated J-couplings for single crystal XRD-determined structure of Sigma-2 and a
refined structure of Sigma-2 using Eq. (4.1 versus the observed J-couplings from an SE
PIETA experiment in Fig. 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Calculated 29Si chemical shifts crystal XRD-determined structure of Sigma-2 and a re-
fined structure of Sigma-2 using Eq. (3.12) versus the observed 29Si chemical shifts from
an SE PIETA experiment in Fig. 2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Experimentally observed chemical shifts versus those predicted by Eq. (3.12) using the
ZSM-12 crsytal structure refinements by Brouwer and Chmelka et al.. . . . . . . . . . . 50
4.4 Experimentally observed chemical shifts versus those predicted by Eq. (4.1) using the
ZSM-12 crsytal structure refinements by Brouwer and Chmelka et al.. . . . . . . . . . . 51
4.5 Experimentally observed chemical shift and J-couplings versus those predicted by
Eq. (4.1) and Eq. (3.12) using the Sigma-2 crystal structure . . . . . . . . . . . . . . . 52
4.6 Experimentally observed chemical shift and J-couplings versus those predicted by




2.1 29Si isotropic chemical shifts and J couplings determined from the shifted-echo PIETA
experiments for Sigma-2 and ZSM-12 shown in figures 2.2 and 2.3 respectively. . . . . . 16
2.2 Summary of average angle and average bond distance range of each series. . . . . . . . 17
2.3 Series number, average angle, and average bond distance of clusters removed after NBO
and NLMO analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Correlation matrix of full ξ model, model 2.23. . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Component matrix of the principal component solution showing loadings of the original
variables to each component. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Structure matrix of PROMAX-rotated principal component solution. . . . . . . . . . . 37
3.4 Average and standard deviation RMSE and coefficients calculated for PCA-reduced ξ
models using 10-fold cross-validation of Gaussian cluster data. . . . . . . . . . . . . . . 40
3.5 Average and standard deviation RMSE and coefficients calculated for models 2.23 using
10-fold cross-validation of experimental crystalline data. . . . . . . . . . . . . . . . . . 41
3.6 Crystalline silica polymorph chemical shifts, average Si–O–Si bond angles, and average
Si–O bond distances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.7 Siliceous zeolite chemical shifts, average Si–O–Si bond angles, and average Si–O bond
distances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.8 Average and standard deviation RMSE and coefficients calculated for PCA-reduced ξ




1.1 Nuclear Magnetic Resonance
Nuclear magnetic resonance (NMR) is a spectroscopic technique that detects the transitions of
nuclear spins in a magnetic field. NMR spectroscopy may be used as a probe of the local electronic
environment about a nuclei and the electronic environment of neighboring nuclei. Additionally,
NMR can probe distance and geometry of neighboring nuclei through direct dipolar coupling of
nuclear dipole moments.
1.1.1 The Magnetic Field at the Nucleus
Much like electrons, nuclei have an intrinsic spin angular momentum. The nuclear magnetic
dipole moment vector, µ, and the spin angular momentum vector, I, are closely linked to each
other via a scalar constant
µ = γI, (1.1)
where γ is the gyromagnetic ratio. When placed in a magnetic field, the magnetic dipole moment




where B is the magnetic field vector experienced by the nuclei. It is tradition to take the z-
component of the magnetic field vector in NMR. The precession of the magnetic dipole moment
about the magnetic field is given by ω = −γBz. When the external magnetic field, Bz,0, is uniform,
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the nuclei of similar atoms will precess at the same frequencies. However, due to the electronic
environments about each nuclei, there are subtle variations that change the magnetic field experi-
enced at the nucleus. Because electrons are circulating electric charges, they produce an induced
magnetic field, Bz,induced. The resulting local magnetic field felt by the nucleus is then a sum of the
external and induced magnetic fields and becomes Bz,local = Bz,0 +Bz,induced which results in a new
precession frequency given by
ω = −γBz,local. (1.3)
The subtle variations in the local magnetic fields are what allows NMR spectroscopy to be such a
powerful probe of the electronic environments of a nuclei.
1.1.2 The NMR Signal
A magnetic dipole will tend to align itself with the external magnetic field, with a potential
energy operator, V̂ , given by
V̂ = −µ ·B. (1.4)
It is traditional to take the magnetic field as the z-direction which simplifies equation 1.4 to
V̂ = −µzBz = −γBz Îz. (1.5)
When an external magnetic field is applied to a collection of nuclei, the magnetic dipole moments will
begin to align with the magnetic field, where the spin dipole moments may take on only quantized
energy values. For a spin 1/2 nucleus, these energy levels correspond to parallel or anti-parallel
with the field. The build-up of nuclear magnetization in the z-direction when an external field is
applied is given by
Mz(t) = Meq(1− e−(t−t0)/T1), (1.6)
where Mz(t) is the net magnetization of the sample of nuclei at time t, Meq is the equilibrium net
magnetization of the sample of nuclei, and T1 is known as the longitudinal relaxation time constant.
This longitudinal spin magnetization, however, is nearly undetectable, and NMR measurements
must instead measure magnetization precessing perpendicular to the external field. In order to do
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so, an r.f. pulse is aplied to the sample of nuclei at thermal equilibrium which in effect shifts the
direction of the net magnetization from the +z-direction to the -y-direction. After the magnetization
is shifted to the -y-direction the magnetization will slowly precess and decay back to the +z-direction
with a frequency
My = −Meq cos(ωt)e−t/T2 (1.7)
in the y-direction, and
Mx = Meq sin(ωt)e
−t/T2 (1.8)
in the x-direction, where T2 is the transverse relaxation time constant. In the NMR instrument, a
coil is wrapped around the sample of nuclei in a direction perpendicular to the external magnetic
field. Because we have an oscillating magnetic field from the transverse relaxation, we also generate
an oscillating electric field. The oscillating electric field then generates a current in the coil which
may be measured to give the magnetic resonance signal.
1.1.3 Nuclear Shielding and Chemical Shift
As alluded to earlier, the electronic environment about a nucleus in a magnetic field causes an
induced magnetic field from the circulating electrons. This induced field is felt by the nucleus, and
for diamagnetic substances, this induced field opposes the external field, leading to a shielding of
the nucleus. The nuclear shielding, σ, may be described by a second rank tensor
σ =
σxx σxy σxzσyx σyy σyz
σzx σzy σzz
 . (1.9)
Although the tensor is asymmetric, it is often treated as symmetric as a first approximation
(σij = σji) because an NMR cannot measure the anti-symmetric components. Each unique bonding
environment about a nucleus will yield a different nuclear shielding tensor. Because the magnetic
fields produced by the circulating electrons change the net magnetic field at the nucleus, differences
in the electron density due to the different bonding environments results in shielding or deshielding
of the net magnetic field at the nucleus. The nuclear shielding tensor of a bare nucleus is σ = 0,
3
meaning that any shielding will be positive and typically correlates to an increase in the electron
density about the nucleus.









where the trace, Tr{σ}, of the nuclear shielding tensor is the average of the eigenvalues of
the principal axis. The magnetic field in terms of the nuclear shielding may be represented as
B = (1− σiso)B0. Therefore, the precession frequency of an NMR active nucleus may be described
by
ω = −γ(1− σiso)B0. (1.11)
Because the frequency of the nucleus’ precession is dependent on the nuclear shielding, and therefore
the bonding environment, the NMR shift is an excellent probe of the local environment about an
atom.
Furthermore, the nuclear shielding tensor describes the shielding interactions in three dimen-
sional space. The nuclear shielding tensor may be thought of as an ellipsoid in three dimensional
space, and, to better illustrate this representation it is common to subtract the isotropic chemical
shift from the diagonal components of the shielding tensor,
λxx = σxx − σiso, (1.12)
λyy = σyy − σiso, (1.13)
λzz = σzz − σiso, (1.14)
where the λii values may describe positive or negative deviations from a sphere. The orientation
dependence of the deviation in three dimensional space is determined from the eigenvector of the
particular eigenvalue of the tensor.
Measuring the magnetic field precisely is often difficult as the magnetic susceptibility of the
sample and any fluctuations in the magnetic field must be taken into account. Instead, a more
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convenient way to measure the chemical shift which is the difference between the sample and a








where ωref and σref indicate the Larmor frequency and nuclear shielding of reference compound
respectively. The chemical shift is related to the nuclear shielding as σ ≈ −δ, therefore, increasing
chemical shift corresponds to decreasing nuclear shielding. The chemical shift values, however, are
difficult to relate to exact nuclear shielding values due to the need for an exact nuclear shielding
reference.
1.2 NMR Crystallography
Traditionally, crystal structures have been solved using X-ray crystallography. While X-ray
crystallography is a superb tool for accurate structural determination, it does have its limitations.
Namely, single crystals which are nearly perfect are required for an accurate structure. Spatial or
temporal disorder will cause uncertainty in the measurements. Additionally, amorphous materials
cannot be adequately measured using X-ray diffraction methods as there is no periodic boundary
conditions in the material. NMR spectroscopy, however, provides an excellent probe of the local
structure where diffraction methods may struggle. NMR allows for the measurement of the structure
in systems that are imperfect or amorphous. This advantage of NMR is due to it being a probe of
molecular level and local interactions, whereas diffraction methods are long range and depend on
repeating crystal cells. NMR is unlikely to replace diffraction methods but it does provide a strong
complement to diffraction methods.
Isotropic chemical shift measurements have been used in solution phase NMR measurements
for direct molecular level structural information and have similarly been used in solid state NMR.
The isotropic chemical shifts in NMR crystallography may give information on the number of atom
environments (the relative ratios of the different atom sites), and the atoms that are crystallograph-
ically relevant. Furthermore, the asymmetry and anisotropy of the nuclear shielding tensor may
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also give detailed information on the electron density about the nuclei which can be correlated with
diffraction measurement. Additionally, J-coupling measurements in solid state NMR may also give
information on the atom connectivities in the crystal structure under study.
The pairing of NMR measurement with computational chemistry calculations has proven to be
a powerful tool for the determination of the structure of materials. Computational calculations
of shieldings, couplings, and quadropole coupling tensors have been increasingly more important
in structural determination of crystalline materials. The repetition in periodic boundary condi-
tions inherent in a crystal structure has been taken advantage of in the planewave-pseudopotential
methodology used in CASTEP calculations. The pairing of these methods results in an iterative
process in which a crystal structure is proposed, the NMR parameters calculated and compared to
measurement, the crystal structure is adjusted, and this is repeated until the structure converges.
1.3 Ab initio Calculations of Nuclear Shielding Tensors
Many important values may be calculated by solving the wave equation using a given operator,
such as the energy of a system using the Hamiltonian operator. While we can analytically solve the
wave function for hydrogen like atoms, atoms with multiple electrons cannot be solved analytically
and instead must be numerically solved. Computational chemistry has proven to be a useful tool to
investigate chemical systems and correlate calculated trends with experimental observation. Com-
putational chemistry has evolved with advances in computing power, and now for many systems ab
initio methods are practical.
Ab initio methodologies approximate the wave function of a system using a basis set composed
of a linear combination of functions, typically Gaussian functions. From the approximate wave
function, different chemical parameters may be calculated, including NMR parameters. In quantum
calculations, the nuclear shielding tensor is calculated as a perturbation to the overall Hamiltonian






for a magnetic field, j, and an induced magnetic moment of atom i. Computational packages will
typically solve for the nuclear shielding tensor using gauge independent atomic orbitals (GIAO) or
continuouse set gauge transformations (CSGT) which differ in how the overal Hamiltonian operator
is calculate with respect to the gauge origin.
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CHAPTER 2
Computational Investigation of 29Si Nuclear Shielding Tensors in
Silicate Clusters
2.1 Introduction
Silicon-29 Nuclear Magnetic Resonance (NMR) spectroscopy has long play a critical role in
structural studies of technologically important silica-based materials, ranging from zeolites to silicate
glasses. Both the 29Si isotropic chemical shift and J-couplings can play a key role as probes of atom
geometry and connectivity.
While J couplings are a powerful probe of structure in liquid-state NMR spectroscopy, they
have seen limited use in solid-state NMR studies [1–4]. This is because (1) the J-splittings are
often minuscule compared to line widths in solid-state magic-angle spinning (MAS) NMR and,
therefore, difficult to detect, and (2) our understanding of the relationships between J couplings
and local structure had lagged behind other NMR probes of structure, such as chemical shifts and
nuclear quadrupole couplings. An advance in solving the first problem was the NMR method called
Phase-Incremented Echo Train Acquisition (PIETA), which not only removes the inhomogeneous
broadenings obscuring J splittings in MAS spectra but also is a method for rapid and sensitive
measurement of a 2D J-resolved spectrum [5] which correlates isotropic chemical shifts to J split-
tings. While both the INADEQUATE and J-resolved spectra give the same information of Si–Si
connectivity, J-resolved NMR has added the advantages that (1) it provides a measure of the J
coupling constant and (2) it employs single rather than double quantum excitation and, therefore,
spectral intensities are quantitative. More recently, Srivastava et al. [4] have addressed the second
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problem in discovering a robust analytical relationship for converting a geminal 2JSi–O–Si coupling
into an inter-tetrahedral Si–O–Si angle.
In addition to J-couplings, 29Si isotropic chemical shifts [6–10] are also a useful probe of the
structure about the Si atom. There is, however, disagreement in the literature about whether and
how to model the 29Si isotropic chemical shift as depending only on Si–O–Si angle or to include
Si–O distance. In this study, we examine analytical relationships between 29Si isotropic chemical
shift and local structure parameters in silica-based materials and develop a more broadly applicable
analytical model. We use quantum-chemical calculations on a series of Q4 silicate clusters to study
the effects of local structure on the 29Si isotropic chemical shift. The structure dependencies and
correlations are modeled using strictly average values of the structural parameters so that the model
may be used with amorphous and crystalline materials alike. The ab initio developed model is tested
using crystalline data to determine its effectiveness.
Finally, with our combined models for chemical shift and J-coupling, we revisit the crystal struc-
ture refinement of zeolites Sigma-2 and ZSM-12 using the correlated 29Si isotropic chemical shift and
J couplings obtained from their 2D J-resolved PIETA spectra. To make the NMR spectra analysis
more tractable we take on the experimental challenge of measuring the 2D J-resolved spectrum
at 29Si natural abundance levels, 4.7%, where, instead of the overlapping multiplet patterns [2] in
29Si enriched samples, the J splittings appear as simpler overlapping doublet patterns arising from
isolated 29Si–O-29Si linkages. Another advantage of natural abundance is that the homonuclear
dipolar coupling between 29Si is easily removed with MAS due to its inhomogeneous nature [11].
2.2 Methods
2.2.1 Nuclear Magnetic Resonance Spectroscopy
Pulse Sequence Under fast magic-angle spinning (MAS) all anisotropic frequency contributions
are averaged to zero, and only the isotropic contributions to the frequency remain. We use symmetry









Figure 2.1: A graphical representation of the shifted-echo PIETA sequence and relevant symmetry
pathways. Here κ = 1..N and n = 1...2N are echo counters where 2N is the number of echoes
acquired.
nuclei in terms of the weakly coupled basis, |mAmX〉, as
ΩAX = −ω0σiso,A pA − ω0σiso,X pX − 2πJ dAX . (2.1)
Here, ω0 is the Larmor frequency and σiso,A, σiso,X are the isotropic nuclear shieldings of spin A and
X respectively, and pA, pX , and dAX are the spin transition symmetry functions
pA = mA,j −mA,i,
pX = mX,j −mX,i,
dAX = mA,jmX,j −mA,imX,i,
(2.2)
where mA and mX are the quantized energy state quantum numbers and the subscript i and j
denote the initial and the final energy state of the spin transition. The pA, pX , and dAX functions
reflect the symmetry of the frequency contributions under the orthogonal rotation subgroup, e.g.,
under a π pulse the dAX spin transition symmetry function is invariant, whereas pA and pX spin
transition symmetry functions change sign. In the case of two weakly coupled homonuclear nuclei,
it is useful to define an additional transition symmetry function
pAX = pA + pX . (2.3)
In the case of weak 2J coupling between dilute spin-1/2 pairs under fast magic-angle spinning
(MAS), the shifted-echo Phase Incremented Echo Train Acquisition (SE-PIETA) pulse sequence,
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shown in Fig. 2.1, separates and correlates the third frequency term in Eq. (2.1), the weak J
coupling, with the isotropic nuclear shielding shifts of first and second terms in Eq. (2.1). From
hereafter, we will use the isotropic chemical shift, δ, instead of isotropic nuclear shielding where the





where σreference is the isotropic nuclear shielding of a reference compound.
The shifted-echo PIETA pulse sequence eliminates a signal artifact present in the original PIETA
experiment for J-resolved spectroscopy which arises from an inability to acquire a full echo for
t1 = 0 (n = 1) cross-section. Using the shifted-echo approach [13], in the case of 2D J-resolved
spectroscopy, requires a simultaneous echo of both pAX and dAX transition symmetries at t1 = 0
cross-section. It is well known [14–16] that such a simultaneous echo, in the case of two weakly
coupling nuclei, can be generated with the sequence
equilibrate− π
2
− τ − π − τ − π
2
− τ − π − τ → • (2.5)
The first π/2 pulse on a system of two weakly coupled spin 1/2 nuclei excites all eight single
quantum transitions which then evolves for a period τ . Next, the π pulse converts the transi-
tion |mA,j,mX,j〉 〈mA,i,mX,i| entirely into the transition |−mA,j,−mX,j〉 〈−mA,i,−mX,i| leaving the
number of transition pathways after the π pulse at eight. By the end of the second τ period, all
chemical shift evolution phase on these eight transition pathways refocus into a pAX echo as indi-
cated in Fig. 2.1. At this point, these eight transition pathways can be divided into two sets of four
with the first set having the same negative J (or dAX) evolution:
A∗2
π→ A1, X∗2
π→ X1,︸ ︷︷ ︸
pAX = +1→ −1
2dAX = −1→ −1
A1
π→ A∗2, X1
π→ X∗2︸ ︷︷ ︸
pAX = −1→ +1
2dAX = −1→ −1
, (2.6)
and the other set having the same positive J (or dAX) evolution:
A∗1
π→ A2, X∗1
π→ X2,︸ ︷︷ ︸
pAX = +1→ −1
2dAX = +1→ +1
A2
π→ A∗1, X2
π→ X∗1︸ ︷︷ ︸
pAX = −1→ +1
2dAX = +1→ +1
. (2.7)
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The second π/2 pulse has the similar effect as in a solid echo experiment [17], which is to transfer
coherence only between single quantum transitions with opposite signs of dAX . As the dAX values
of transitions remain invariant under the second π pulse while the pAX symmetries refocus again
into an echo, there will be a simultaneous echo of both pAX and dAX symmetries at the end of the
fourth τ period as shown in Fig. 2.1. It is also worth noting that with perfect π/2 and π rotations
the transition pathways in two weakly coupled nuclei generate a simultaneous echo at t1 = 0 with
no loss of intensity to other transition pathways. After the formation of the simultaneous echo,
the chemical shift evolution can be continually refocused by a train of π pulses into echoes whose
modulation by J evolution provides the desired frequency separation.
2.2.2 Experimental
The J-couplings were measured for two samples, Sigma-2 and ZSM-12, using the SE-PIETA
sequence with t1 interleaving. The measurements were performed on the Bruker Avance III HD
400 MHz NMR spectrometer operating at 9.4 T with 29Si and 1H Larmor frequency of 79.56935
MHz and 400.5989344 MHz, respectively, using a 4 mm Bruker MAS probe. The magic angle
was calibrated using STMAS measurement on Na2SO4. This method gives a better calibration of
the magic angle, within 0.001◦, that the traditional KBr spinning sidebands method. The sample
spinning speed was set at 12.5 kHz ± 1 Hz for both measurements. The 29Si chemical shift was
referenced with respect to TMS at 0 ppm.
Sigma-2: An additional 1H to 29Si cross-polarization was performed prior to the J-coupling
measurements. The 1H polarization was excited using an rf pulse of field strength 125 kHz and
a t90◦ of 2 µs. This polarization was then transferred to
29Si using the simultaneous spin lock rf
pulses on each nucleus for a contact period of 9 ms. During the contact period, the rf field strength
for 29Si was set to 8.7 kHz while the rf field strength for 1H was amplitude modulated using a
linear 100% - 90% ramp with the maximum rf field strength of 19.14 kHz. During the echo train
acquisition, the rf field strength on 29Si was set to 117.65 kHz with a t90◦ and t180◦ of 2.125 µs
and 4.25 µs, respectively. A low power (∼ 51 mW, rf field strength ∼ 2.5 kHz) 1H-29Si constant
12
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Figure 2.2: Experimental 2D J-resolved 29Si NMR spectrum of siliceous zeolite Sigma-2.
decoupling was applied during the measurement using spinal16 12 decoupling scheme. The sample
temperature was maintained at 25◦C and the recycle delay was set to 5 s. The 1H relaxation time,
T1, was measured to be 2.08± 0.05s.
The echoes along the t2 dimension were acquired for 159.36 ms at a sampling rate of
311.25 µs/point for 512 complex points. A total of 288 echoes were collected with four (M = 4)
t1 interleaving steps of 72 echoes each. The inter-echo period, 2τ , was set to 160 ms. The phase
increments on the first, φ1, and the second, φ2, phase dimensions were set to π/6 and π/40 with 12
and 80 phase points, respectively. The total experiment time with a single SE-PIETA measurement
was approximately 17.92 hours.
ZSM-12: The 29Si relaxation time, T1, was measured to be 12 ± 2 s, however, only 20 s of
recovery time was allowed per scan. For this reason, four dummy scans were added before the start
of the experiment to reach a steady non-equilibrium density state. The rf field strength on 29Si was
set to 96.15 kHz with a t90◦ and t180◦ of 2.6 µs and 5.2 µs, respectively. A total of 288 echoes were
acquired with three (M=3) t1 interleaving steps of 96 echoes each. Each echo was acquired with 384
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Figure 2.3: Experimental 2D J-resolved 29Si NMR spectrum of siliceous zeolite ZSM-12.
the t2 dimension. The inter-echo period, 2τ , was set to 120 ms. The phase increments on the first,
φ1, and the second, φ2, phase dimensions were set to π/6 and π/50 with 12 and 100 phase points,
respectively. With this setup, the time for a single SE-PIETA measurement was approximately 31.8
hours. The signal was averaged over 15 SE-PIETA measurements spanning over approximately 20
days. The sample temperature was maintained at 29◦C throughout the experiment.
The 2D J-resolved spectra in Figs. 2.2 and 2.3 were analyzed to determine 29Si isotropic chemical
shifts, 2JSi–O–Si couplings, and connectivity. To interpret a J-resolved spectra, each
29Si site is on
the abscissa (horizontal) and couplings between Si sites are on the ordinate (vertical). For example,
in Fig. 2.2 it can be seen that Si3 at -119.7 ppm has two peaks on its ordinate and is thus coupled
to two different Si sites. Similarly, Si1, Si2, and Si4 at -115.8, -113.6, and -108.5 ppm respectively
are also each coupled to two Si sites. Si1 and Si3 and Si2 and Si3 have peaks on the same abscissa
and thus Si3 is coupled Si1 and Si2 with J-couplings of 20.5 and 16.7 Hz respectively. In the same
manner, Si1 is additionally coupled to Si4, and Si2 is additionally coupled to Si4. These couplings
in the chemical shift versus J-resolved dimension give the connectivities shown in Fig. 2.2. The
results of spectral processing and analysis are summarized in Table 2.1.
2.2.3 Computational
All ab initio calculations were carried out using Gaussian’16 [18]. The 29Si nuclear shielding
tensors and 2JSi–O–Si couplings were calculated using DFT with B3LYP [19] functional on a small O
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1 -115.8 1-3 20.5
2 -113.6 1-4 9.3
3 -119.7 2-3 16.7




1 -111.1 1-2 13.4, 16.6
2 -112.9 1-3 10.6
3 -108.1 2-4 12.1, 13.2
4 -108.7 3-5 13.2
5 -112.5 3-7 11.6
6 -109.3 4-5 13.2
7 -111.6 4-6 11.2
5-6 10.8, 12.6
6-7 15.9
Table 2.1: 29Si isotropic chemical shifts and J couplings determined from the shifted-echo PIETA
experiments for Sigma-2 and ZSM-12 shown in figures 2.2 and 2.3 respectively.
centered SiH3 terminated cluster, (H3SiO)3–Si–O–Si–(OSiH3)3 as shown in Fig. 2.4. A tetrahedron
angle ∠O-Si–O = 109.5◦ was imposed about Si atoms in all calculations.
A locally dense basis set was implemented on this cluster, as suggested by Cadars et al. [3], for
accurate 29Si nuclear shielding tensor and 2JSi–O–Si coupling calculations. This follows an implemen-
tation of cc-PV5Z basis set on the two central Si, 6-31++G basis set on all H, and 6-31++G* basis
set on all O and remaining Si. Single point GIAO [20] NMR(spinspin) and NBO version 3.1 [21]
calculations were run with tight self consistent field convergence criteria and ‘fine’ integration grid.
Systematic structural variations of the cluster were performed to investigate the 29Si nuclear
shielding dependence on and correlations between the Si–O–Si bond angles, Ωi, and Si–O bond
distances, di, about a Si atom. These investigations were done with three series of calculations:
Series 1 A uniform two-dimensional grid was created by varying all seven Ωi simultaneously and
identically from 135 ◦ to 165 ◦ in 5 ◦ increments for each fixed bond distance, and each bond
16
Series 〈Ω〉(◦) 〈di〉 (Å)
1 135 – 165 1.54 – 1.64
2 139.5 – 154.5 1.54 – 1.64
3 139.5 – 154.5 1.585 – 1.61
Table 2.2: Summary of average angle and average bond distance range of each series.
distance, dij, varied simultaneously and identically from 1.54 Å to 1.64 Å in 0.01 Å increments for
each fixed angle.
Series 2 A second series of calculations was performed, which is an extension of the calculations
performed by Srivastava et al. [4]. A uniform two-dimensional grid was created by varying the
central Si–O–Si bond angle, Ω0, from 120
◦ to 180 ◦ in 10 ◦ increments while the remaining Si–O–Si
bond angles, Ωi 6=0, were held at 146
◦. The Si–O bond distances, dij, were simultaneously and
identically varied from 1.54 Å to 1.64 Å in 0.01 Å increments for each central angle, Ω0.
Series 3 In a third series of calculations a uniform two-dimensional grid was created for an
asymmetric linkage by varying Ω0 from 120
◦ to 180 ◦ in 10 ◦ increments and the d12 bond distance
was varied from 1.54 Å to 1.64 Å in 0.01 Å increments for each angle. The remaining Ωi 6=0 and
dij 6=12 bond distances were held at 146
◦ and 1.6 Å, respectively.
A summary of the average Si–O–Si bond angle and Si–O bond distance range is summarized in
the Table 2.2.
Natural Bond Order Analysis
The natural bond orbital (NBO) and natural localized molecular orbital (NLMO) analysis were
performed to verify that the clusters resemble Q4 silicates as suggested by Tossell et al. [22]. From
the NBO and NLMO analyses in clusters with short Si–O bond lengths and large Si–O–Si bond
angles, a bond order of 3 would form between a Si and O bond in the cluster delocalized over
17






















Table 2.3: Series number, average angle, and average bond distance of clusters removed after NBO
and NLMO analysis.
all Si–O bonds in the cluster. As described by Cruickshank [23] and Oldfield et al. [7, 24], high
bond orders are due to (d-p)π-bonding and are indicative of unpolymerized silica rather than a
fully polymerized Q4 site. Although the clusters are not fully unpolymerized, the high bond orders
found in some clusters indicates bonding instances more closely resembling the unpolymerized Si
sites than the Q4 sites. Because these bonds are not representative of Q4 sites, clusters exhibiting
these high bond orders were not considered for analysis. Table 2.3 shows the clusters removed from
consideration due to the occurrence of bond orders of 3 between a Si–O bond.
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2.3 Results
2.3.1 Nuclear shielding dependence on local structure
Si–O–Si bond angle
The 29Si isotropic nuclear shielding, σG, from series 1 cluster Gaussian’16 calculations are shown
in Fig. 2.5A and 2.5B. Figure 2.5A highlights the dependence of 29Si isotropic nuclear shielding, σG,






for each Si–O bond about a Si atom. The dependence of σG on 〈Ω〉 is shown for fixed Si–O bond
distances and a constant O–Si–Si–O dihedral angle of 0 ◦. It can be seen that the nuclear shielding
has an approximately linear response to increasing average Si–O–Si bond angle which deviates from
linearity slightly at mean angles greater than 150 ◦. Over the range of Si–O–Si angles analyzed,
the nuclear shielding varies by 20 to 30 ppm for a given bond length. It is clear that the mean
Si–O–Si bond angle is the dominant factor in determining the 29Si nuclear shielding for the range
of geometry parameters analyzed.
Si–O Bond Distance
Shown in Fig. 2.5B is the dependence of the Gaussian calculated 29Si nuclear shielding, σG, on







for each Si–O bond about a Si atom. The dependence of σG on 〈di〉 is shown for constant average
Si–O–Si bond angle and an O–Si–Si–O dihedral angle of 0◦. The calculated σG values show a small
nonlinear increase in shielding with an increase in average Si–O bond distance. Although the effect
from the bond distance is small, it is non-negligible, owing a variation of about 5-7 ppm for a given
average Si–O–Si bond angle. The average Si–O bond distance is found to give a minor contribution
to the 29Si nuclear shielding and must also be included in the model.
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Figure 2.5: Dependence of 29Si nuclear shielding on A) Si–O–Si angle, B) Si–O distance, and C)
O–Si–Si–O dihedral angle for series 1 cluster calculations.
20






































Figure 2.6: Dependence of 29Si nuclear shielding on bridging oxygen s-character for different fixed
Si–O distances.
O–Si–Si–O Dihedral Angle
The raw data from calculations for Fig. 2B of Srivastava et al. [4] were further analyzed to
examine the effects of O–Si–Si–O dihedral angle, φ on σG. The clusters used had 〈Ω〉 ∈ [120◦, 180◦],
and a 〈di〉 of 1.60 Å. The angle φ was varied from −50 ◦ to 60 ◦ for each 〈Ω〉, and the results are
shown in Fig. 2.5C. φ has little to no affect on σG. The largest difference seen in the 〈Ω〉 = 120◦
cluster is less than 1 ppm and the remaining variations are all less than 0.5 ppm. Because of the
very small variations of the nuclear shielding in the data, we assume that variations of 29Si nuclear
shielding due to φ can be neglected, and will not be considered in our modeling.
2.3.2 29Si nuclear shielding model for Q4
Oxygen s-character is well documented as having a strong correlation to 29Si chemical shift
[6, 7]. The plot in Fig. 2.6 shows, for a fixed Si–O distance, a clear linear correlation between the
21
Gaussian’16-calculated shielding, σG and mean s-character, 〈a2O〉, of the four bridging oxygen of an





= m(〈di〉) 〈a2O〉+ b(〈di〉), (2.10)
where one can go further and obtain functional forms for m(〈di〉) and b(〈di〉) by analyzing the
dependence on bond length. Both functional forms for m(〈di〉) and b(〈di〉) were found to fit well to
quadratic functions, as shown in Fig. 2.7. Quadratic functional forms were substituted back into





= (αd〈di〉2 + βd〈di〉+ γd) 〈a2O〉+ (εd〈di〉2 + ζd〈di〉+ ηd). (2.11)
The coefficients αd, βd, γd, εd, ζd and ηd were then found via a least-squares linear regression.
Eq. (2.11) gives an excellent prediction of the nuclear shielding, as shown in Fig. 2.8, an analytical
model requiring the mean oxygen s-character, however, has limited utility in an NMR structure
determination because mean oxygen s-character is not a experimentally observable. A more practical
model is needed which replaces the average oxygen s-character dependence with its dependence on
structural coordinates.
Engelhardt and Radeglia [6] used a popular model for the oxygen s-character, developed from
approximate molecular orbital theory, which describes the s-character as a function of Si–O–Si bond
angle













and the 29Si chemical shift given by
δE(Ωi) = −aE〈ρ(Ωi)〉+ bE. (2.14)
When plotting 〈ρ(Ωi)〉 to 〈a2O〉, however, we still find a significant degree of curvature in the cor-
relation, as shown in Fig. 2.9A. This curvature in the 〈ρ(Ωi)〉 model carries over into the nuclear
22








y = 3099.7x2 - 10687x + 9496.6
R2 = 0.997










y = -2324.9x2 + 8020x - 6587.2
R2 = 0.996
Figure 2.7: The fit of quadratic equations to determine the functional forms of m(〈di〉) and b(〈di〉).
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RMSE = 0.36 ppm
Figure 2.8: The predicted nuclear shieldings from equation the mean oxygen s-character model
versus the nuclear shieldings observed from the cluster calculations around the line y = x.
shielding model, as shown in Fig. 2.10A, making it less suitable model for the oxygen s-character
and for use in Eq. (2.10).
Furthermore, the Engelhardt and Radeglia chemical shift model also shows a significant vertical
spread of nuclear shieldings as was expected due to the absence of any bond distance dependence
in the model. In a study of 29Si chemical shifts in zeolite materials Davis et al. found that better
agreement could be obtained by weighting the ρ term by the corresponding Si–O bond distance, as
illustrated in Fig. 2.11. Davis et al. proposed the following model











While Eq. (2.15) reduces the vertical spread of 29Si chemical shift, there is still some residual spread
due to the distance dependence inside the correlation. As seen in Fig. 2.5B, the nuclear shielding
shows a non-linear response to varying bond distance and therefore an improved description is
required.
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Figure 2.9: The oxygen s-character predicted by (A) the ρ and (B) the ξ model versus the observed
s-character.
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Figure 2.10: (A) The ρ model versus the observed nuclear shieldings. (B) The Davis et al. model
versus the observed nuclear shiledings and C) the ξ model versus the observed nuclear shieldings.
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Figure 2.11: The oxygen s-character predicted by the (A) ρ and (B) the ξ model versus the observed
s-character.
The model function we propose is a more practical description of the four oxygen s-character
mean, 〈a2O〉, as a function of the four angle mean, 〈Ω〉, and the four distance mean, 〈di〉 of the
Q4 site. Additionally, this model function outperforms the Davis et al. model in terms of both





where 〈Ω〉 is the average of the four Si–O–Si angles about the Si atom. This model has a much
greater linear correlation to s-character and nuclear shielding than the previous models as shown in
Figs. 2.9B and 2.10B respectively.
We further verify that this model has a reduced curvature compared to the 〈ρ(Ωi)〉 function
over the sample space studied by employing techniques from vector calculus. The curvature of the
sample surface may be analyzed by considering the curvature of the function at each point on the





where T is the unit tangent vector along a curve, s and the operator ||r|| represents the magnitude






where r’(t) and r”(t) are the first and second derivatives of the unit tangent vector.
In order to analyze the curvature for Eqs. (2.12) and (2.16) in describing oxygen s-character,
polynomials were fit to the data for each constant di. Attempting to describe the curvature of the
surface using Eq. (2.18) would be far too unwieldy, so the curvature along the polynomial for each
di was analyzed instead. To define the vector valued function of a polynomial fit to Eqs. (2.14) or
(2.16) we obtain
r (Ω) = 〈Ω, aif 2 (Ω) + bif (Ω) + ci〉 (2.19)
where f(Ω) may be either Eq. (2.12) or (2.16). For vector functions in the form of Eq. (2.19),





Substituting Eq. (2.19) in Eq. (2.20) results in
κ =
√
(aif ′′2(Ω))2 + (bif ′′(Ω))2
(1 + (af ′2(Ω) + bif ′(Ω))2)3/2
. (2.21)
The curvature along each polynomial of a given bond length for Eqs. (2.14) and (2.16) were then
calculated using corresponding values for ai, bi, f
′(Ω), f ′′(Ω), f ′2(Ω), and f ′′2(Ω). The curvature for
each function is shown in Fig. 2.12. It can be seen that the curvature of Eq. (2.16) is relatively con-
stant and significantly lower than Eq. (2.12) over the entire sample space. Furthermore, Eq. (2.12)
shows that curvature increases for increasing 〈di〉 and decreasing 〈Ω〉.
Using the ξ(〈Ω〉) function in place of the 〈a2O〉 in Eq. (2.10) we obtain
σξ(〈Ω〉, 〈di〉) = mξ(〈di〉)ξ(〈Ω〉) + bξ(〈di〉) (2.22)
Next, mξ(〈di〉) and bξ(〈di〉) were fit to functional forms as was done for Eq. (2.11). As shown in
Fig. 2.13, the slope m(〈di〉) is modeled using a linear functional form, whereas the intercept b(〈di〉)
28
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Figure 2.12: Curvature of the quadratic functions fit to 〈ρ(Ω)〉 versus 〈a2O〉 and ξ(〈Ω〉) versus 〈a2O〉
showing that ξ(〈Ω〉) shows less curvature than 〈ρ(Ω)〉 for the sample space.
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y = 214.05x - 210.97
R2 = 1.000








y = -638.46x2 + 2005.1x - 1185.8
R2 = 1.000
Figure 2.13: Bond distance versus (A) slope, mi, showing a linear relationship and (B) intercept,
bi, showing a quadratic relationship.
is best modeled with a quadratic functional form. The points corresponding to 〈di〉 = 1.54 Å and
1.55 Å were left out of consideration because the lack of points used to fit Eq. (2.22) for a constant
bond distance skewed the fits from the expected behavior. Thus, the full proposed functional form
is
σ(〈Ω〉, 〈di〉) = (αξ〈di〉+ βξ) ξ(〈Ω〉) +
(




Using the coefficients determined from the fits of the functional forms of m(〈di〉) and b(〈di〉) in
the full ξ(〈Ω〉), the model shows a strong linear correlation with a RMSE of 0.82 ppm, as shown in
Fig. 2.14A.
To improve the model, the coefficients, αξ, βξ, γξ, εξ, to ζξ, of Eq. (2.23) were then determined
via least-squares minimization using the entire data set of series 1-3 cluster calculations. The
resulting model had an RMSE of 0.75 ppm, and is shown in Fig. 2.14B. The Engelhardt and
Radeglia model of Eq. (2.14) and the Davis model of Eq. (2.15) were both fit to the same cluster
data using least-squares linear regression to compare to Eq. (2.23), as shown in Fig. 3.1. The
Engelhardt and Radeglia model resulted in an RMSE of 1.80 ppm and the Davis et al. model
resulted in an RMSE of 1.17 ppm. The ξ(〈Ω〉) based model performs better than both 〈ρ(Ωi)〉
based models and does so using average angle and distance making the ξ(〈Ω〉) model superior in
terms of both accuracy and simplicity.
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Figure 2.14: (A). Nuclear shielding predicted by the bond full ξ model using mi and bi coefficients
determined from series 1 clusters. (B). Nuclear shielding predicted by the bond full ξ model using




In its current state, Eq. (2.23) is difficult to use for NMR structural determination due to the
difficulty in inverting the equation to solve for an average bond angle or average bond distance.
Our next objective is to reduce the dimensionality of the model without significant loss in the
performance of the model.
A principal component analysis reveals a high correlation of the variables in the full model, so
dimension reduction techniques were used to simplify the full model without a significant loss of
information. A PROMAX-rotated principal component analysis (PCA) using IBM SPSS 25 [25] was
performed to reduce the dimensionality of the model. A PCA is a data transformation technique
in which we reframe our data to better separate different components. In doing so, we order our
components from most to least important which naturally allows us to reduce the dimensionality
by removing the least important dimensions. The PCA technique allows us to see if the variables
are correlated over the range of distances and angles chosen. If the variables are highly correlated
then the removal of a variable is a possible method to reduce the dimensionality of the model.
3.1 Dimension Reduction
Principal Component Analysis
The following procedure for the PCA analysis is derived from Jackson’s A Users Guide to
Principal Components [26]. To perform a PCA, the data dimensions from Eq. (2.23), X, where




Table 3.1: Correlation matrix of full ξ model, model 2.23.
Correlation
(diξ)




′ 1.000 0.995 0.247 0.249
ξ′ 0.995 1.000 0.154 0.155
d′2i 0.247 0.154 1.000 1.000
d′i 0.249 0.155 1.000 1.000
were converted to mean-adjusted data-dimension, X’,
X’ = [diξi − diξ, ξi − ξ, d2Si–O,i − d2i , dSi–O,i − di] = [diξ′, ξ′, d′2i , d′i]
by subtracting the mean of each data dimension from the respective data dimension creating a data
set with the mean value centered about the origin.
Next, the correlations between each data dimension are calculated by




where the cov(X, Y ) is the covariance of data dimensions X and Y and s is the standard deviation
of a data dimension. The covariance is calculated as





(xi − E(X))(yi − E(Y )), (3.2)







The correlations between each data dimension are summarized in table 3.1. These correlations were
then used to construct a correlation matrix, P ,
P =

1.000 0.995 0.247 0.249
0.995 1.000 0.154 0.155
0.247 0.154 1.000 1.000
0.249 0.155 1.000 1.000
 . (3.4)
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With a correlation matrix constructed, the principal components were determined by calculating
the eigenvectors and eigenvalues of the correlation matrix. The eigenvalues and eigenvectors were
solved from the eigenvalue problem
Pv = λv =⇒ (P − λI)v = 0 (3.5)
where λ represents the eigenvalues and v represents the corresponding eignevectors. The eigenvalues
are found by finding the roots of the characteristic polynomial, p(λ), given by
p(λ) = det(P − λI) (3.6)
From the roots of p(λ), an eigenvalue matrix, D, may be constructed as
D = (λ1, λ2, λ3, λ4)I =

−0.0003 0 0 0
0 0.0008 0 0
0 0 1.5977 0
0 0 0 2.4018
 . (3.7)
and the corresponding eigenvector matrix, V , may be constructed as
V = (v1,v2,v3,v4) =

−0.3923 0.5956 −0.4737 0.5167
0.3837 −0.5846 −0.5320 0.4775
−0.5718 −0.4172 0.4968 0.5022
0.6098 0.3598 0.4958 0.5028
 (3.8)
At this point the data transformation from PCA is completed and we may now move on to
dimension reduction. We have transformed our data from four variables to four components that
maximize the variance that each component describes. As previously stated, the importance of the
components is determined by the magnitude of the eigenvalues. Our eigenvalues in D are ordered
from least important to most important, so we may naturally perform dimension reduction by
removing the least important components and their corresponding eignevectors. A feature vector,
F, was constructed from the two eigenvectors with the largest eigenvalues, where the first vector
in F is from the most important eigenvector in V and the second vector in F is the second most

















Table 3.2: Component matrix of the principal component solution showing loadings of the original








while the remaining eigenvectors may be removed to reduce the dimensionality at the expense of
the information loss from the model. The two eigenvectors chosen as principal components are able
to account for 99.995% of the variance of the observations.
The transformed data set is then produced from the product of the transpose of the feature
vector and the transpose of the data dimensions
X ′′ = F T ×XT
Each principal component is represented as a linear combination of the original variables X’.
The PCA is best interpreted using the component loadings, or the correlation coefficients between




Here, vji is is an element of V and di is an element of D. These loadings show how well each
component accounts for the original variables and shows relationships between the variables. There
are two major groupings based on component loadings : diξ
′ and ξ′ as one grouping and d′2i and d
′
i
as the second grouping. Both groupings have high correlation with the first component, whereas
the second component has positive correlation with the ξ grouping and negative correlation with
the di grouping. From the two clusters of the component loadings the high correlation between the
variables in each cluster indicate that the dimensionality of the original model may be reduced by
dropping variables from each group.
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To obtain a structure matrix that is easier to interpret, a rotation of the axes about the origin
may be performed. The rotation of axes is intended to maximize the loadings of variables onto each
component axis to better reveal the structure of the component matrix, and show clustering of the
variables. A PROMAX rotation procedure was performed which allows for an oblique rotation of
the principal axes and relaxes the orthogonality constraint imposed by the PCA. In the oblique
rotation, the component axes are reoriented to fall closer to the original variables and because the
component axes no longer have an imposed orthogonality constraint, they may take any value. This
results in an even simpler structure of the component matrix as loadings are maximized onto the
component axes. The loadings of the original variables to the rotated component axes are shown
in the structure matrix shown in Table 3.3.
The structure matrix more explicitly shows the clustering of the variables and further reveals
the different components to be used in the models. From the structure matrix, di and d
2
i have
high loadings with the first component. If di increases so does d
2
i and vice versa. Because both
load with the first component, either may be used interchangeably as the first component. Further-
more, diξ(〈Ω〉) and ξ(〈Ω〉) also have a high loading with component 2 and either may be used as
component 2. From the different combinations of principal components, the following models were
constructed based on Eq. (2.23):
σ3.9(〈Ω〉, 〈di〉) = a3.9〈di〉ξ(〈Ω〉) + b3.9〈di〉2 + c3.9 (3.9)
37
σ3.10(〈Ω〉, 〈di〉) = a3.10〈di〉ξ(〈Ω〉) + b3.10〈di〉+ c3.10 (3.10)
σ3.11(〈Ω〉, 〈di〉) = a3.11ξ(〈Ω〉) + b3.11〈di〉2 + c3.11 (3.11)
σ3.12(〈Ω〉, 〈di〉) = a3.12ξ(〈Ω〉) + b3.12〈di〉+ c3.12 (3.12)
3.2 Cross Validation with Computational Data
With four new dimension-reduced models, the best performing model must next be chosen.
Using Python v3.7.3 [27] and scikit-learn library v0.21.0 [28], a 10-fold cross validation was per-
formed to compare the performance of each model using an average RMSE across all folds as the
performance metric. The cluster data from all three series was shuffled and partitioned into 10 folds
with 9 of the folds retained as the training set and the remaining fold retained as the testing set.
A linear regression line was fit to the training set and the regression line was used to predict the
nuclear shieldings of the testing set. The RMSE was calculated for the testing set predicted values
versus the observed values. This fitting and calculation of RMSE was repeated until every partition
was used as a testing set. Furthermore, the entire process was repeated for an additional 99 cycles,
shuffling the data each time, in an attempt to obtain coefficients of the regression fit converging
to the optimal value. The average coefficients and RMSEs of each model are summarized below in
Table 3.4:
From the results of the cross validation, it can be seen that each model, in terms of RMSE, has
the same performance. This may also be seen when plotted, as shown in Fig. 3.2, in which each
model shows the same behavior and they are nearly indistinguishable from each other. Additionally,
it can be seen that the standard deviation in the coefficients is smaller for the diξ based models
than the ξ based models and similarly the standard deviation is smaller when d2i is used rather
than di. In each case, however, the relative standard deviation is equivalent. As a result, all four
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RMSE = 1.80 ppm



















RMSE = 1.17 ppm



















RMSE = 0.75 ppm
Figure 3.1: Gaussian calculated nuclear shielding versus model predicted nuclear shielding for A)
Engelhardt and Radeglia, B) Davis et al., and C) ξ models.
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Model (i) Variables RMSE (ppm) Coefficients (ai, bi, ci)
3.9 diξ, d
2
i 0.8 ± 0.1 (80.7± 0.3), (8.8± 0.3), (365.7± 0.7)
3.10 diξ, di 0.8 ± 0.1 (80.7± 0.3), (28.2± 0.8), (343± 1)
3.11 ξ, d2i 0.8 ± 0.1 (128.5± 0.6), (18.6± 0.3), (341± 0.8)
3.12 ξ, di 0.8 ± 0.1 (128.5± 0.6), (59.3± 0.9), (293± 1)
Table 3.4: Average and standard deviation RMSE and coefficients calculated for PCA-reduced ξ
models using 10-fold cross-validation of Gaussian cluster data.
models may be used, with no one model performing better than another. Furthermore, each model
has very little increase in RMSE when compared to the total model with an RMSE of 0.75 ppm,
indicating that the dimension reduction did not result in a significant loss of information.
3.3 Cross Validation With Experimental Data
The models developed in section 3.1 were further tested using experimental crystalline silica
polymorph and single crystal zeolite data comprised of: tridymite, cristobalite, coesite, offretite,
mordenite, chabazite, α-quartz, NaX, ZK-4, Sigma-2, Theta-1, ZSM-5, and ZSM-22. The sample set
contained chemical shift and geometric data for 60 distinct Q4 Si sites and is shown in Table 3.3.1.
3.3.1 Full Model Experimental Data Fitting
100 cycles of 10-fold cross-validation with shuffling between each cycle were performed on the
full model as outlined in section 3.3 to determine the best coefficients for the model. The summary
of the cross-validation is shown in Table 3.5. The model shows similar RMSE to the PCA-reduced
models, however, the error in the coefficients is significantly larger in the full model. This is likely
due to the fact that the variables have high correlation among each other, so a small change in one
coefficient will have a change in a corresponding coefficient resulting in a difficulty in convergence.
However, when the average coefficients are used in the model, shown in Fig. 3.3, the model is nearly
indistinguishable from the PCA-reduced models, shown in Fig. 3.4.
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Figure 3.2: Nuclear shielding predicted by models A) 3.9, B) 3.10, C) 3.11, and D) 3.12 plotted
against observed nuclear shielding using the coefficients in Table 3.4.
Model (i) Variables RMSE (ppm) Coefficients (ai, bi, ci)
2.23 diξ, ξ, d
2
i , di 0.7± 0.3 (125± 180), (−308± 290), (703± 240),
(−2332± 790), (1862± 655)
Table 3.5: Average and standard deviation RMSE and coefficients calculated for models 2.23 using
10-fold cross-validation of experimental crystalline data.
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Figure 3.3: Resulting fit from 10-fold cross-validation of the full model, model 2.23.





























Chabazite -110.4 148.2 1.643 [6, 34]
Quartz -107.4 143.6 1.61366 [6, 35]
Table 3.6: Crystalline silica polymorph chemical shifts, average Si–O–Si bond angles, and average
Si–O bond distances.
42
Zeolite δ (ppm) 〈Ω〉 〈di〉 ref.
NaX -103.4 139.2 1.619 [6, 36]













































Table 3.7: Siliceous zeolite chemical shifts, average Si–O–Si bond angles, and average Si–O bond
distances.
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Model (i) Variables RMSE (ppm) Coefficients (ai, bi, ci)
3.9 diξ, d
2
i 0.6± 0.3 (−66± 1), (4.8± 0.8), (−82± 3)
3.10 diξ, di 0.6± 0.3 (−66± 1), (15± 3), (−94± 5)
3.11 ξ, d2i 0.6± 0.3 (−105± 2), (−3.2± 0.9), (−61± 3)
3.12 ξ, di 0.6± 0.3 (−105± 2), (−10± 3), (−52± 5)
Table 3.8: Average and standard deviation RMSE and coefficients calculated for PCA-reduced ξ
models using 10-fold cross-validation of experimental crystalline data.
3.3.2 PCA Reduced Model Fitting
The performance of the PCA reduced models was determined using 10-fold cross-validation as
outlined in section 3.2. The results of the cross-validation are shown below in Table 3.8.
Similary to before with the cluster data, the cross-validation revealed that each model predicts
the same RMSE. Again, the standard deviation in the coefficients shows the same trend seen with
the cluster data, with the standard deviation in the coefficients for the diξ based models smaller
than the ξ based models and, similarly, the standard deviation is smaller when d2i is used rather than
di. Again, this difference is minor and the relative standard deviation is approximately the same
for the different variables across each model. Much like the model coefficients from the cluster data,
when the predicted chemical shifts using the models with coefficients from Table 3.8 are plotted
against observed chemical shifts the models are nearly indistinguishable from each other.
Because all of the dimension-reduced models perform the same with both ab initio and exper-
imental crystal data, and all perform better as well as the full model, any model can be used to
relate structural parameters to chemical shift. In order to determine the best, since performance
was the same with each model, the focus is then shifted to simplicity of the model, and therefore,
Eq. (3.12) is selected. Both Eqs. (3.11) and (3.12) performed well, giving approximately the same
RMSEs in both the cluster and crystalline data. Eq. (3.12) is simpler, however, and is adopted.
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Figure 3.4: Chemical shifts predicted by the A) Engelhardt, B) Davis et al., and C) full ξ model
plotted against observed chemical shift using the coefficients in Table 3.8.
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CHAPTER 4
First Attempts at NMR Crystallography and Future Directions for
This Work
4.1 Sigma-2 Framework
From previous efforts, we have developed a model [4] for the 2JSi–O–Si couplings as a function of
the double average Si–O–Si angle, 〈Ω〉 , and the linkage Si–O–Si angle, Ω0, given by






This model has been used to show the distributions of 〈Ω〉 and Ω0 in vitreous silica to a much greater
resolution than previous measurements using other techniques. Currently, we are interested in
exploring the use of Eq. (4.1) with our chemical shift model, Eq. (3.12), in the structural refinement
of siliceous zeolites.
Sigma-2 is used as an ideal candidate for testing refinement of crystal structures using 29Si chem-
ical shift data because the structure of Sigma-2 is accurately known from single crystal diffraction
data [3, 38]. Using Eq. (4.1) we may calculate the expected 2JSi–O–Si-couplings for Sigma-2 and a
refined structure provided by Cadars et al. [3] and compare them to the observed values, as shown in
Fig. 4.1. From the figure, it can be seen there is good agreement between the J-couplings calculated
from Eq. (4.1) and the observed J-couplings from Table 2.1. There is, however, an outlier for both
structures calculated to be 22.8 Hz versus the observed 20.5 Hz. The disparity of this single point
despite the accuracy of the other points begs the question of why this point falls out of line. This
point is from the J-coupling of Si1-Si3 linked through a bond angle of 172.4 ◦. From the expected
distributions of Si–O–Si angles, an angle this high, while not impossible, is highly unlikely and may
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Figure 4.1: Calculated J-couplings for single crystal XRD-determined structure of Sigma-2 and a
refined structure of Sigma-2 using Eq. (4.1 versus the observed J-couplings from an SE PIETA
experiment in Fig. 2.2.
be an inaccurate angle measurement. Structural refinement using NMR interaction parameters is
subject to the bias of whatever model is imposed on the structure. XRD measurements measure the
mean atomic coordinates and distances from which the bond angles may be calculated. The high
bond angle may be the result of error propagation through the calculated bond angle. Furthermore,
Cadars et al. reported the Si1-Si3 J-coupling as 23.5 Hz which would be more in line with what is
expected. Our findings using the SE PIETA sequence, however, show the J-coupling to be 20.5 Hz.
Using the new and more accurate J-couplings would improve the structural refinement of Sigma-2.
We believe that we may refine the structure to better reflect the Si–O–Si linkage angles as well as
better match the observed NMR interaction parameters.
4.2 Structural Refinement of ZSM-12
The field of NMR crystallography has seen considerable efforts in the refinement of the crystal
structures of materials that prove difficult to characterize. As previously stated, the crystal struc-
tures of many zeolites are often not accurately known due the difficulties in obtaining single crystals
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for XRD analysis. These materials are of great commercial application and a better understanding
of structure allows for better engineered zeolites. Previous refinement methods that have made use
of ab initio-calculated 29Si NMR interaction parameters have done so through the repeated process
of adjusting atomic coordinates, calculating NMR parameters and comparing to experimentally
observed NMR parameters [43]. NMR parameter calculations are time consuming and the repeated
calculation over a unit cell is computationally expensive. Brouwer and colleagues [44, 45] have
recently developed a simulated annealing algorithm which has been shown to use simple crystal-
lographic measurements and atom connectivity as inputs to recreate zeolite structures with great
agreement to experimental observations in a fraction of the time as ab initio based procedures.
Brouwer and colleagues observed that in the determination of some zeolites they received multiple
candidate structures with low cost functions from the algorithm. Brouwer and colleagues have also
shown that comparing the ab initio-calculated NMR parameters to experimental NMR parameters
is an accurate method to determine the best structure from the candidate structures. We believe,
however, that using our J-coupling and chemical shift models would be more efficient and more
applicable to a wider range of materials than ab initio methods.
From Fig. 4.2 it can be seen that there is an excellent agreement between the model and the
observed 29Si chemical shifts. There are, however, outliers as was seen in with the J-couplings in
Fig 4.1. The outliers for the J-coupling was seen between Si1 and Si3 due to a rather large Si–O–Si
linkage angle. With chemical shifts, we see that Si3, observed at -119.7 ppm, has a lower calculated
chemical shift than expected, whereas Si1, observed at -115.8, is relatively accurate. The accuracy
of Si1 is likely due to the fact that the high 172.8◦ angle is balanced out by a low 137.3◦ angle.
Tossel et al. [22] found that the chemical shift relation to 〈Ω〉 had very little variation and found
there was very little difference in chemical shift if all bond angles were the same or if there were
vastly different bond angles but a constant 〈Ω〉. Si1, however, has 4 relatively high bond angles,
resulting in an unlikely high 〈Ω〉.
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Figure 4.2: Calculated 29Si chemical shifts crystal XRD-determined structure of Sigma-2 and a
refined structure of Sigma-2 using Eq. (3.12) versus the observed 29Si chemical shifts from an SE
PIETA experiment in Fig. 2.2.
While we currently do not have a refinement procedure developed, it is worth using our models
using crystal structures from current structure refinement attempts, namely that by Brouwer [43]
and Chmelka et al. [3]. Both methods utilized DFT calculations of the chemical shift in their re-
finements where Brouwer utilized GIAO calculations and Chmelka et al. used CASTEP to also
incorporate J-coupling into their refinement. We are calculating chemical shifts and J-couplings
using refined and unrefined structure to verify that our models perform well and also to determine
if both our models and the refined structures give good agreement to observed values. If both
the models and the refinement procedures give better agreement to observed values then this is a
promising sign that we may replace full ab initio calculations with our models and reduce compu-
tational complexity. The chemical shifts and J-couplings calculated from each crystal structure are
shown compared to their observed values in Figs. 4.3 and 4.4 respectively.
Both the Brouwer and Chmelka methods improve the crystal structure in reproducing the chemi-
cal shift and J-coupling frequencies according to our models. Brouwer’s refinement method performs
better at minimizing the RMSE for the chemical shift, however, Chmelka et al. performs better in
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Figure 4.3: Experimentally observed chemical shifts versus those predicted by Eq. (3.12) using the
ZSM-12 crsytal structure refinements by Brouwer and Chmelka et al..
minimizing the RMSE for the couplings, however, only by a slightly greater amount than Brouwer.
Although both refinement procedures reduced the spread of the data, ideally a refinement would
reduce the RMSE from the calculations even more than Brouwer and Chmelka et al..
Our models for chemical shift and J-coupling are promising as methods for refinement. In
comparing the chemical shift dimensions versus the J-coupling dimension, as shown in Fig. 4.5, we
can see a reasonable agreement between the observed values and the values calculated using the
single crystal XRD measurements in Sigma-2. We are able to recreate the trends in the spectra
shown in Fig. 2.2 with a reasonable accuracy, however, the comparison between the spectra and the
calculated shows the limitations of our models. While we see a good agreement between most points
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Figure 4.4: Experimentally observed chemical shifts versus those predicted by Eq. (4.1) using the
ZSM-12 crsytal structure refinements by Brouwer and Chmelka et al..
in our model, there are large deviations when the inter-tetrahedral angles are large. One potential
flaw in our model is the lack of training data we have that contains these large angles. The majority
of our data is concentrated in intermediate angles which places less emphasis on extreme angles
when fitting our data. While our models may allow for an improvement in NMR crystallography by
reducing computational time and also opening the doors to amorphous materials, we are also in need
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Figure 4.5: Experimentally observed chemical shift and J-couplings versus those predicted by
Eq. (4.1) and Eq. (3.12) using the Sigma-2 crystal structure
of adequate training data to ensure that our models behave well over the range of experimentally
observable angles and bond distances.
While we are able to recreate the spectra of Sigma-2 we must remember that this structure has
single crystal XRD data available and so the structure is well known. The story changes, however,
when we look at ZSM-12 where we only have powder diffraction measurements available, and thus
do not know the structure very well. In plotting the chemical shift dimension against the J-coupling
dimension, shown in Fig. 4.6, we can see a poor recreation of the spectra in Fig. 2.3. From our
previous discussion on Sigma-2, we know that our models are able to return chemical shifts and
J-couplings that agree with observed values when we use the structure parameters from the crystal
structure. Therefore, we believe that we may adjust structure parameters in the crystal structure
to better agree with the NMR parameters and in doing so, obtain a more accurate crystal structure
than the powder diffraction structure.
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Figure 4.6: Experimentally observed chemical shift and J-couplings versus those predicted by
Eq. (4.1) and Eq. (3.12) using the ZSM-12 crystal structure.
4.3 NMR Crystallography Summary
Current efforts in NMR crystallography typically involve the ab initio calculation of NMR pa-
rameters using quantum chemical software packages. Although these calculations have been able to
produce relatively accurate NMR parameters [3] for silicate materials, we believe the calculations
may not be the most efficient way to verify a structure through NMR. Ab initio calculations re-
quire a significant amount of computational resources and time. Calculating NMR parameters with
quantum chemical software to refine a structure often takes hours to days on a supercomputer [43],
whereas using a model such as Eq. (4.1) may take a fraction of that time per structure to calculate
NMR parameters. Furthermore, ab initio calculations are impractical for structural determination
and refinement of amorphous materials because there is no periodic unit in an amorphous material.
The calculated NMR parameters of an aperiodic cell used in the calculations will fluctuate around
the expected value and fail to converge except in the limit of an infinite cell, which is computation-
ally impractical [46]. Our model-based approach, however, would remove the necessity of the full
structure and could instead provide a distribution of the structural parameters in a material.
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NMR interactions, such as J-couplings and chemical shift, are localized about an atom and
there is very little effect from distant atoms beyond the first two coordination spheres. We believe
that using a model developed to relate localized structure parameters, such as bond distances and
bond angles, to NMR interaction parameters, like Eq. (4.1) and Eq. (3.12) is a time efficient and
accurate alternative to an ab initio treatment of the refinement procedure.
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