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Resumen
Manipular un grupo de drones y que estos mismos puedan ejecutar ta-
reas espec´ıficas, es un gran problema si estos no pueden ser auto´nomos y a
la vez estos puedan realizar un comportamiento coordinado en conjunto. La
coordinacio´n en un enjambre de pequen˜os drones auto´nomos es un tema im-
portante para la realizacio´n de mu´ltiples tareas o misiones. En este trabajo se
desarrolla el tema de Inteligencia de Enjambres, esta es una estrategia pode-
rosa que nos ayudara´ a establecer un tipo de coordinacio´n en un enjambre de
pequen˜os drones. En este trabajo se presenta un modelo novedoso y totalmente
descentralizado para la bu´squeda de objetivos, el cual esta´ implementado en
base al algoritmo de comportamiento flocado (Flocking Behavior) y boids estos
unen tres simples reglas: cohesio´n, separacio´n y alineamiento. Estas reglas nos
servira´n para establecer un tipo de coordinacio´n y autonomı´a para un grupo
formado por varios drones.
Palabras claves: UAV,Inteligencia Enjambre, Agentes , Comportamien-
to Flocado (Floking Behaviour), Boids, Drone (s)
Abstract
Manipulating a group of drones and that they can perform specific tasks
is a big problem if they can not be autonomous and at the same time they can
perform a coordinated behavior together. Coordination in a swarm of small
autonomous drones is an important issue for multiple tasks or missions. In
this work the theme of Swarm Intelligence is developed, this is a powerful
strategy that will help us to establish a kind of coordination in a swarm of
small textit drones. This work present’s a novel and totally decentralized model
performing target search, which is implemented based on flocking behavior
and boids algorithms that joins three simple rules: cohesion, separation and
alignment. These rules will help us to establish a type of coordination and
autonomy for a group formed by multiple drones.
KEYWORDS : UAV,Inteligencia Enjambre, Agentes , Comportamien-
to Flocado (Floking Behaviour), Boids, Drone (s)
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Introduccio´n
Motivacio´n y Contexto
“Pequen˜os drones” son veh´ıculos ae´reos no tripulados (Unmanned Aerial Vehicle
(UAV)). Se definen como veh´ıculos de desplazamiento espacial que vuelan sin tripula-
cio´n humana y pueden ser controlados a distancia o pueden volar de forma auto´noma
[Yanushevsky, 2011]. La naturaleza auto´noma de veh´ıculos ae´reos no tripulados indivi-
duales en un enjambre sugiere que la interaccio´n entre ellos pueda ser modelado como un
sistema multi-agente, con la comunicacio´n, y coordinacio´n entre los diferentes agentes.
La coordinacio´n multi-robot ha sido inspirado principalmente en la naturaleza, ya
que existe varios comportamientos coordinados en los animales. Por ejemplo, los peces
se agrupan para evitar depredadores y obsta´culos, agrupamientos de aves migratorias,
o un enjambre de insectos en busca de comida, estos son algunos ejemplos de co´mo se
da la coordinacio´n del comportamiento en los animales [L. Merino and Ollero, 2006]. Un
estudio pionero en esta a´rea es el trabajo de Craig Reynolds en la de´cada de 1980, en el que
el comportamiento de los animales se ha simulado [Reynolds, 1987c], lo que demuestra que
el estudio del comportamiento de los animales pueden ser utilizado como un marco para
el control cooperativo de mu´ltiples sistemas de agente. La coordinacio´n de los veh´ıculos
ae´reos no tripulados (UAV) para operaciones de bu´squeda, se conocen como multi-drones
de bu´squeda cooperativa, es una nueva a´rea de investigacio´n y se aplica en a´reas tales como
bu´squeda y rescate[S. Waharte, 2009, Waharte and Trigoni, 2010], control de desastres
[M. Quaritsch and Rinner, 2010], los incendios forestales [L. Merino and Ollero, 2006] y
la deteccio´n de objetivos [Yanmaz and Guclu, 2010].
Dado que las misiones de bu´squeda a menudo son momentos cr´ıticos y abarcan un
a´rea geogra´fica grande, un solo drone es vulnerable porque no es capaz de completar la
misio´n a tiempo, ya que es un solo hardware o un fallo en el software puede afectar a todo
el sistema. Un equipo de drones proporciona ma´s recursos y por lo tanto puede realizar la
bu´squeda de manera ma´s eficiente. Por lo tanto, es necesaria la cooperacio´n y la coordi-
nacio´n entre los veh´ıculos ae´reos no tripulados para funcionar como equipo. La bu´squeda
de objetivos en un entorno desconocido ha sido un a´rea de intensa investigacio´n durante
varias de´cadas [Benkoski and Weisinger, 1991]. Sin embargo, gran parte del trabajo en
esta a´rea ha sido teo´rica. Los recientes esfuerzos para mejorar la eficacia de operaciones
de bu´squeda utilizan un sistema a gran escala de mu´ltiples veh´ıculos ae´reos no tripula-
dos, esto ha tra´ıdo a la vanguardia esta a´rea de trabajo. En la bu´squeda de objetivos los
pequen˜os aviones no tripulados y auto´nomos son ma´s potenciales, ya que pueden realizar
tareas en ambientes muy pocos hospitalarios, donde el acceso a los seres humanos y a
grandes aviones no tripulados es limitada o imposible pudiendo causar significativamente
ma´s dan˜o. Adema´s, en tales tareas como bu´squeda y rescate, para escanear con precisio´n
todos los lugares disponibles en la zona es tambie´n una estrategia inadecuada. Un enfo-
que ma´s eficaz es lograr un estudio de la zona, identificando lugares claves lo ma´s ra´pido
posible. Para completar estas tareas con un solo avio´n no tripulado es muy costoso por la
estructura y la lo´gica de control en te´rminos de disen˜o, construccio´n y mantenimiento.
En los u´ltimos an˜os, los sistemas basados en enjambre se han convertido en un pa-
radigma atractivo para la construccio´n de sistemas distribuidos a gran escala compuestos
de numerosas unidades independientes, pero siendo unidades coordinadas. La te´cnica del
enjambre implica el movimiento de entidades (por ejemplo, los insectos, los seres humanos
o los veh´ıculos de combate) individual o en unidades de taman˜o pequen˜o para buscar y
actuar sobre los objetos de intere´s, tales como alimentos, presa o enemigo dentro de un
espacio de bu´squeda. La robo´tica usando inteligencia enjambre es una nueva aproximacio´n
a la coordinacio´n de un gran nu´mero de agentes que conforman un sistema; de manera
que estos robots puedan llevar a cabo tareas colectivas que esta´n fuera de las capacidades
de un u´nico robot [M.Dorigo, 2004].
El comportamiento Flocado ( Flocking Behavior) es una estrategia que permite la
auto-organizacio´n y la coordinacio´n en un enjambre de drones(UAV). El comportamiento
Flocado y boids son un efecto emergente de las reglas individuales basadas en la alineacio´n,
la separacio´n y la cohesio´n [Okubo, 1986, Reynolds, 1987c]. De hecho, con la regla de
alineacio´n, los drones tienden a moverse en la misma direccio´n de los drones cercanos. Con
la regla de separacio´n, el drone mantiene una distancia mı´nima capaz de proporcionarle
flexibilidad al moverse en el enjambre, y para una mejor exploracio´n, finalmente, con la
regla de cohesio´n, el drone tiende a moverse hacia el enjambre. Un enjambre de drones se
expresa como mu´ltiples drones coordinados con el fin de realizar una tarea determinada,
ya sea controlado por un operador o de manera auto´noma. Los mu´ltiples veh´ıculos ae´reos
no tripulados pueden ser ide´nticos o difieren en caracter´ısticas tales como la carga u´til
(sensores), el nivel de automatizacio´n o incluso configuraciones de plataforma. Por esta
razo´n, los enjambres de drones generalmente se clasifican en enjambres homoge´neos o
heteroge´neos[M. and G., 2010], con el fin de especificar las similitudes de los veh´ıculos
ae´reos no tripulados dentro del enjambre.
Planteamiento del Problema
La deteccio´n de objetos, planificacio´n de trayectorias o caminos, bu´squeda de obje-
tivos, etc, son un conjunto de tareas que forman parte de misiones espec´ıficas, las cuales
al ser realizadas por un solo drone, se convierten en un gran problema. Un solo drone al
realizar estas misiones, estar´ıa realizando una actividad no o´ptima ni correcta, esto nos
llevar´ıa a obtener informacio´n no exacta e incluso podr´ıamos decir que la misio´n fue un
fracaso. Un grupo de drones llevar´ıan a cabo las mismas tareas de manera eficiente, el
problema es poder establecer un tipo de comunicacio´n y coordinacio´n entre los miembros
que conforman el enjambre, y a la vez que estos sean auto´nomos. Llevar a cabo misiones
por un grupo de drones coordinados y auto´nomos, basados por las caracter´ısticas de la
inteligencia enjambre hara´n de este grupo de drones un enjambre de drones, los cuales
llevan a cabo sus misiones de manera eficiente obteniendo informacio´n y resultados ma´s
precisos.
Objetivos
Proponer un algoritmo para establecer un comportamiento coordinado para un gru-
po de drones, usando como base la inteligencia enjambre, espec´ıficamente el comporta-
miento flocado (Flocking Behavior) y boids.
Objetivos Espec´ıficos
1. Determinar las reglas necesarias que conforman el comportamiento flocado para el
enjambre de drones (Flocking Behavior - Boids) para obtener un comportamiento
coordinado y auto´nomo.
2. Probar el comportamiento flocado (Flocking Behavior) no solo para un drone sino
para varios drones.
3. Desarrollar una simulacio´n para observar este comportamiento coordinado para una
determinada misio´n.
4. Probar que el enjambre de drones pueda realizar misiones, espec´ıficamente la bu´s-
queda de objetivos.
Organizacio´n de la tesis
El documento esta´ estructurado de la siguiente manera:
El Capitulo 2 se caracteriza por el desarrollo del estado del arte.
En el Capitulo 3 se desarrolla el marco teo´rico.
El Capitulo 4 esta´ cubierto por la propuesta.
Los resultados y experimentos se detallan en el Capitulo 5.
Finalmente en el Capitulo 6 concluimos el trabajo donde se exponen las conclusiones
del trabajo.
Material bibliogra´fico - referencias se describen al final del documento.
1Cap´ıtulo 1
Estado del Arte
Gervasio Varela et al.[Varela et al., 2011] proponen un enfoque basado en la inteli-
gencia de enjambre para la coordinacio´n grupos de UAV’s en tiempo real, este sistema
esta´ enfocado en tareas en las que los valores que se perciben desde la plataforma ae´rea
se pueden utilizar para calificar a los UAV’s que conforman este grupo. En este trabajo se
desarrolla una estrategia de coordinacio´n auto´noma para sistemas basados en UAV que
son utilizados para la deteccio´n de fuentes contaminantes en el medio ambiente de manera
auto´noma por equipos de UAV’s. El algoritmo de enjambre propuesto en este trabajo, usa
una distribucio´n gaussiana, este algoritmo ha sido probado utilizando una plataforma de
simulacio´n 3D y validado con veh´ıculos ae´reos no tripulados reales que vuelan sobre una
zona industrial.
Yaniv Altshuler et al. [Altshuler et al., 2008] examinan el problema Cooperative
Hunters Problem, en este trabajo se utiliza un enjambre de veh´ıculos ae´reos no tripu-
lados (UAVs) para buscar uno o ma´s objetivos de evasio´n, los cuales se mueven en un
a´rea predefinida al tratar de evitar una deteccio´n por el enjambre. Al organizarse en
configuraciones de vuelo geome´tricas eficientes, los UAV optimizan sus capacidades de
deteccio´n integradas, permitiendo la bu´squeda de un territorio ma´ximo.
Prithviraj Dasgupta et al. [Dasgupta, 2006] proponen un esquema para la bu´squeda
de objetivos en donde las operaciones de reconocimiento, como, Reconocimiento automa´-
tico de objetivos (ATR) con veh´ıculos ae´reos no tripulados (UAV) constituyen una ta´ctica
de guerras estrate´gicas. EL esquema ATR es realizado por veh´ıculos ae´reos no tripulados
que vuelan dentro de la zona de reconocimiento para recoger datos (ima´genes) a trave´s
de sensores y cargar los datos a una base central para el ana´lisis y la identificacio´n de
objetivos potenciales. Se expone que ATR presenta varios problemas, incluyendo la es-
calabilidad con el nu´mero de veh´ıculos ae´reos no tripulados y retrasos en la red en la
comunicacio´n con el base central. Estas dificultades pueden resolverse usando un sistema
multi-agente llamado Sistema Multiagente Cooperativo de Reconocimiento Automa´tico de
Objetivo usando veh´ıculos ae´reos no tripulados (COMSTAR-UAV) que utiliza te´cnicas de
enjambres inspirados en colonias de insectos para realizar ATR de una manera distribuida.
Estrategias para la fusio´n de las probabilidades de ocupacio´n de la existencia de ob-
jetivos UAV de bu´squeda cooperativa son expuestas por los autores [Khan et al., 2014].
El objetivo en este trabajo es determinar el impacto de la cooperacio´n y el tipo de in-
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2tercambio de informacio´n sobre el tiempo de bu´squeda y deteccio´n de errores. Los UAVs
en pequen˜a escala (por ejemplo, quadrotors) con limitaciones en el alcance de comunica-
cio´n se mueven en una regio´n determinada buscando y siguiendo rutas predefinidas para
localizar un solo blanco. Las redes de ocupacio´n locales se utilizan para representar la
existencia del objetivo, usadas para actualizar su creencia con observaciones locales y de
fusionar la informacio´n de otros UAVs. Las estrategias propuestas que se fusionan realizan
actualizaciones usando probabilidades de Bayes teniendo en cuenta las limitaciones en la
deteccio´n, comunicacio´n y la cantidad veh´ıculos ae´reos no tripulados en movimiento. Los
resultados de la simulacio´n muestran que la informacio´n de fusio´n logra una reduccio´n del
tiempo de misio´n del 27 % al 70 %, como el nu´mero de UAVs crece de 2-5.
Los enjambres formados por veh´ıculos ae´reos no tripulados (UAV) se han previsto
por mu´ltiples organizaciones para servir un papel importante en el futuro de la guerra
basada por aire y en operaciones civiles. Los Veh´ıculos ae´reos no tripulados son menos
costosos que sus homo´logos los cuales son tripulados, estos proporcionan mayor flexibilidad
y eliminan la necesidad de apoyo piloto a bordo. El control eficaz de los enjambres se abre
hacia un conjunto de nuevos retos, como la coordinacio´n UAV automa´tica, un monitoreo
de enjambre eficiente y dina´mico sobre la planificacio´n de la misio´n. En este trabajo, Wei
et al. [Wei et al., 2013] investigan el problema de la planificacio´n de la misio´n dina´mica
para un enjambre de UAV. Los autores proponen un marco de control basado en agentes,
que emplea un agente de control de distribucio´n de tareas y mu´ltiples agentes UAV para
la programacio´n de tareas locales.
Haoyang Cheng et al. [Cheng et al., 2012] proponen un modelo de asignacio´n de ta-
rea descentralizada basada tanto en la tareas de intensidad del est´ımulo y un l´ımite de
respuesta se propone en este trabajo. El me´todo l´ımite de respuesta fue desarrollado a
trave´s de observaciones en colonias de insectos. Este modelo permite que un enjambre
de agentes (UAVs) con un nivel de inteligencia relativamente bajo lleve a cabo tareas
complejas, un entorno de simulacio´n basada en inteligencia enjambre, espec´ıficamente
comportamiento de insectos. El escenario de la misio´n simulada en este estudio es una
amplia zona de bu´squeda en un entorno desconocido inicialmente. Los objetivos de la
misio´n fueron asignar de manera efectiva un enjambre de UAVs para optimizar la cober-
tura tanto del espacio de bu´squeda y atacar a un objetivo. En este trabajo se utilizo´ los
comportamientos basados en reglas para crear formaciones de UAV’s. Se llevaron a cabo
dos series de simulaciones con diferentes nu´meros de taman˜o de enjambre y de destino.
Los resultados de esta simulacio´n mostraron que con las tareas de intensidad del est´ımulo
y un l´ımite de respuesta, el enjambre UAV demuestra un comportamiento emergente y
veh´ıculos individuales responden de forma adaptativa a los cambios del entorno.
Un algoritmo basado en la visio´n de un UAV auto´nomo para rastrear y perseguir un
objetivo en movimiento con poco volumen de forma es el que proponen Ce´line Teulie`re
et al. [Teulie`re et al., 2011]. Las limitaciones asociadas con el vuelo de un UAV llevo´ a
considerar una representacio´n basada en la densidad del objeto para realizar un segui-
miento. El enfoque propuesto en este trabajo para estimar la posicio´n del objetivo, la
orientacio´n y la escala, esta´ construido sobre un rastreador robusto basado en el color
utilizando una representacio´n de varias partes. Este seguidor del objeto puede manejar
grandes desplazamientos y las oclusiones, este cuenta con un filtro de part´ıculas debido
a algu´n ruido de la imagen debido a la pe´rdida parcial de enlace de v´ıdeo inala´mbrico.
La informacio´n obtenida a partir del rastreador visual se utiliza para controlar el a´ngulo
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3de posicio´n y de orientacio´n del UAV con el fin de perseguir el objetivo. Un esquema de
control jera´rquico esta´ disen˜ado para lograr la tarea de seguimiento. Los experimentos
en un UAV quadrotor adema´s de un pequen˜o coche en movimiento se proporcionan para
validar el enfoque propuesto en este trabajo.
Jinwen Hu et al. [Hu et al., 2014], proponen un sistema de mu´ltiples agentes coope-
rativos y coordinados para la bu´squeda de Objetivos (Multi-Agent Cooperative Target
Search). Este trabajo aborda una bu´squeda cooperativa de mu´ltiples objetivos mo´viles en
tierra por un grupo de veh´ıculos ae´reos no tripulados (UAV), con capacidades limitadas
de deteccio´n y comunicacio´n. La ca´mara de cada UAV tiene un campo de visio´n limitado y
su capacidad de discriminacio´n de objetivos var´ıa en funcio´n de la altitud, donde divide la
regio´n de vigilancia en conjuntos de ce´lulas. Un mapa de probabilidades se puede formar
para cada UAV, el cual indica la probabilidad de la existencia de cada objetivo dentro de
cada ce´lula. Se expone un modelo de actualizacio´n de mapa de probabilidades distribuida,
que incluye la fusio´n de informacio´n de medicio´n, el intercambio de informacio´n entre los
agentes vecinos, decaimiento y transmisio´n de informacio´n debido a los cambios ambien-
tales con el movimiento del objetivo. El modelo de actualizacio´n de mapas y el esquema
de control de cooperacio´n se distribuyen; es decir, que cada agente so´lo se comunica con
sus vecinos dentro de su rango de comunicacio´n.
Un algoritmo de optimizacio´n basado en una gradiente descentralizada es propuesta
por Seng Keat Gan et al. [Gan and Sukkarieh, 2011]. Este trabajo es un aporte novedoso
al problema de la coordinacio´n de un equipo de agentes de sensores auto´nomos en busca
de objetivos en un entorno de gran escala. Los enfoques convencionales utilizan diferencias
finitas para aproximar la informacio´n de la pendiente que es computacionalmente menos
eficiente y se expone el optimizador basado en la gradiente de posibles errores nume´ricos y
la inestabilidad. La novedad en este trabajo es la formulacio´n expl´ıcita de la pendiente pa-
ra el problema de bu´squeda de objetivos, la cual mejora significativamente la eficiencia en
la evaluacio´n de la gradiente y robustez para el algoritmo de optimizacio´n basada en gra-
diente. Este trabajo presenta como resultado la ventaja computacional y robustez de este
modelo de gradiente, expl´ıcitamente contra el enfoque de diferencias finitas demostrando
au´n ma´s su aplicacio´n en la simulacio´n mediante la coordinacio´n de mu´ltiples veh´ıculos
ae´reos no tripulados que buscan un entorno de gran escala en una red descentralizada.
Narendra Singh Pal et al. [Pal and Sharma, 2013] desarrollan una revisio´n de 4 di-
ferentes algoritmos basados en la inteligencia de enjambre para encontrar el camino por
robots mo´viles. El concepto de inteligencia de enjambre se basa en el comportamiento
social colectivo, ya sea natural o artificial como hormigas, peces, aves, abejas, etc. En este
trabajo se expone que la planificacio´n de la trayectoria es un problema interesante en la
robo´tica mo´vil; es decir, encontrar el camino ma´s corto libre de colisio´n por el robot en
un camino con obsta´culos, ya sea en movimiento o esta´tico. Este problema es dif´ıcil de
resolver en el caso de un entorno dina´mico, donde el camino o´ptimo para cada robot mo´vil
tiene que ser reencaminado en tiempo real cuando un nuevo obsta´culo ya no este.
La Topograf´ıa de especies amenazadas e invasoras ayuda a obtener estimaciones
precisas de la poblacio´n, es muy importante pero es a la vez una dif´ıcil tarea que requiere
una considerable inversio´n de tiempo y recursos. Gonzalez et al. [Gonzalez et al., 2016]
realizan estimaciones usando un sistema basado en UAVs, el cual utiliza te´cnicas de ob-
servacio´n terrestre, como ca´maras trampa y encuestas realizadas a pie. Estas te´cnicas son
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4conocidas por ser intensivas, potencialmente inexactas e imprecisas y dif´ıciles de validar
los recursos usados. El sistema desarrollado en este trabajo incluye la adquisicio´n de ima´-
genes te´rmicas, as´ı como una canalizacio´n de procesamiento de v´ıdeo para llevar a cabo la
deteccio´n de objetos, clasificacio´n y seguimiento de la fauna silvestre en zonas forestales
o abiertas. El sistema se ha probado en los datos te´rmicos de v´ıdeo del suelo y del ma-
terial, y se encuentra que es capaz de detectar todos los animales localizados en la zona
estudiada. El sistema presentado es flexible donde el usuario puede definir fa´cilmente los
tipos de objetos a clasificar y las caracter´ısticas de los objetos que deben ser considerados
durante la clasificacio´n.
Las plataformas de bajo costo utilizan cargas u´tiles de sensores que proporcionan
capacidades satisfactorias de vuelo y navegacio´n. En este informe, Koppa´ny Ma´the´ et
al.[Ma´the´ and Bu¸soniu, 2015] proponen un ana´lisis de los me´todos de visio´n y control
que se pueden aplicar a los UAVs de bajo costo, y se listan algunas plataformas y campos
de aplicacio´n que son populares y de bajo costo donde son u´tiles. En este trabajo, se
formulan dos casos de uso para la inspeccio´n ferroviaria, en donde se ilustran el uso de
las te´cnicas de visio´n y control seleccionando las adecuadas para abordar estos casos de
uso. Para seleccionar me´todos de visio´n, los autores ejecutan un conjunto exhaustivo de
evaluaciones experimentales.
Wang Chao [Chao, 2014] presenta el disen˜o y la implementacio´n de un sistema de
navegacio´n basado en visio´n en tiempo real para un veh´ıculo ae´reo no tripulado (UAV).
El sistema de navegacio´n esta´ integrado con un sistema de control de vuelo auto´nomo,
visual y deteccio´n visual de marcadores y objeto. Este sistema usa un sistema de control
auto´nomo, visual y la navegacio´n se puede hacer desde una posicio´n y orientacio´n inicial
arbitraria.
Viola Jones Face Detection, Camshift, Haar-Cascades, Quadrilateral Transforma-
tion, Ducial Marker Recognition and Fisherfaces son algoritmos y te´cnicas comu´nmen-
te utilizados para la deteccio´n, el reconocimiento y el seguimiento de objetos. Boyers
[Boyers, 2013] hace una investigacio´n donde evalu´a las metodolog´ıas de estos algoritmos
con el fin de determinar sus fortalezas, debilidades y la idoneidad para la deteccio´n de
objetos, el reconocimiento y el seguimiento con un quadrotor. Las capacidades de estos
algoritmos se comparan entre s´ı en te´rminos de sus distancias operativas efectivas, a´ngulos
de deteccio´n, precisio´n y rendimiento de seguimiento. En este trabajo se implementa un
sistema que permite al drone seguir de forma auto´noma varios objetivos mientras esta´ en
funcionamiento. Este sistema evalu´a la viabilidad de utilizar un quadrotor para proporcio-
nar una vigilancia auto´noma sobre grandes a´reas de tierra donde las te´cnicas tradicionales
de vigilancia no pueden ser implementadas razonablemente. El sistema utiliza el Parrot
AR Drone para realizar pruebas, debido a que los sensores disponibles del drone facilitan
la implementacio´n de algoritmos de visio´n computarizada. El sistema es capaz de evaluar
con e´xito cada algoritmo y demuestra que un micro UAV como el Parrot AR Drone es
capaz de realizar deteccio´n, reconocimiento y seguimiento auto´nomo durante el vuelo.
Un cambio significativo en el uso de UAVs en los u´ltimos an˜os es que se recogen
muchos ma´s datos de una variedad de fuentes.
Kalyani Chopade et al.[Chopade1 and Guru, 2015] hacen una investigacio´n sobre
los nuevos cambios en los UAVs y explican que han surgido como una manera eficiente
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5de mejorar el rendimiento de los sistemas de transporte. En este trabajo se expone la
deteccio´n y seguimiento de carreteras en v´ıdeos usando UAVs, las cuales juegan un pa-
pel importante en la navegacio´n con UAVs en el seguimiento del tra´fico, seguimiento de
veh´ıculos terrestres observando las condiciones en la red de carreteras. Los autores brindan
un gra´fico para detectar las regiones en donde esta´n las carreteras usando UAVs, donde
el uso de veh´ıculos ae´reos no tripulados en zonas urbanas proporcionan un seguimiento y
deteccio´n ma´s eficaz de las condiciones de las carreteras y de las situaciones de tra´fico en
las zonas urbanas.
Los veh´ıculos ae´reos no tripulados (UAVs) se esta´n convirtiendo en plataformas de
guerra, porque reducen significativamente el riesgo de la vida humana mientras cumplen
importantes misiones. Un UAV puede ser utilizado, por ejemplo, en la probabilidad de
intercepcio´n en un campo de batalla y emisores de control de incendios. Con muchos UAVs
que actu´an juntos como un enjambre, la localizacio´n y las caracter´ısticas de la frecuencia
de cada emisor se pueden determinar para proporcionar un conocimiento completo del
campo de batalla. El enjambre debe ser capaz de actuar de manera auto´noma mientras
busca objetivos y transmite la informacio´n a todos los miembros del enjambre. Natalie
R. Frantz [Frantz, 2005] presenta el estudio de dos me´todos de control auto´nomo de un
enjambre de UAV. El primer me´todo investigado fue el algoritmo de Particle Swarm
Optimization (PSO). Esta te´cnica utiliza un enfoque no lineal para minimizar el error
entre la ubicacio´n de cada part´ıcula y el objetivo, acelerando las part´ıculas a trave´s del
espacio de bu´squeda hasta que se encuentre el objetivo. Este trabajo muestra el resultado
de aplicar a un enjambre de UAVs los dos me´todos; donde el primer me´todo, algoritmo
PSO, no produjo los resultados de rendimiento deseados. El segundo me´todo utiliza un
algoritmo lineal para determinar el rumbo correcto y maniobrar el enjambre hacia el
objetivo a una velocidad constante, siendo este el ma´s pra´ctico para un enjambre de
UAVs.
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6Cap´ıtulo 2
Marco Teo´rico
2.1. Veh´ıculos Ae´reos No Tripulados (UAV)
Un veh´ıculo ae´reo no tripulado (UAV) es una aeronave disen˜ada para funcionar
sin un piloto humano a bordo, este puede ser auto´nomo, semi auto´nomo o controlado
remotamente por un operador de un centro de control. El uso de veh´ıculos ae´reos no
tripulados datan tan lejos como a la Primera Guerra Mundial. En 1917, Peter Cooper y
Elmer Sperry A. (Inventores de la bru´jula girosco´pica) convirtieron la aeronave U.S. Navy
Curtiss N-9 en el primer radio-control UAV[J.F. and S.S., 2013].
Un UAV moderno es un veh´ıculo ae´reo no tripulado que esta´ equipado con unidades
de procesamiento de datos, sensores, control automa´tico y sistemas de comunicacio´n y
es capaz de realizar misiones de vuelo auto´nomos sin ninguna interaccio´n con un piloto
humano.
En comparacio´n con sus homo´logos pilotados, los veh´ıculos ae´reos no tripulados no tienen
la preocupacio´n por la seguridad del piloto, por lo tanto, pueden ser menos costosos y en
taman˜os son mucho ma´s pequen˜os para aumentar su flexibilidad. Desde la u´ltima de´cada,
ha habido un uso a gran escala de veh´ıculos ae´reos no tripulados en diversas operacio-
nes militares y civiles, como el reconocimiento territorio enemigo, vigilancia y supervisio´n
remota de a´reas en ambientes peligrosos. La autonomı´a de un UAV puede ser descrita
por una escala de 10 puntos propuesto por Parasuraman et al. [Parasuraman et al., 2000]
como se ilustra en la Tabla 3.1.
La escala se basa en la Asistencia/Carga de trabajo del sistema automatizado que requiere
de un operador humano para decidir y realizar una tarea determinada, es decir, la capa-
cidad del sistema en te´rminos de toma de decisiones y autoridad. Los UAV’s modernos
han ganado un ra´pido desarrollo y crecimiento durante las dos o tres u´ltimas de´cadas,
debido a los avances tecnolo´gicos durante este per´ıodo. Por ejemplo, potentes unidades
de procesadores, materiales ligeros, de navegacio´n sofisticada y capacidades de comunica-
cio´n, coordinacio´n y cooperacio´n que han permitido el desarrollo de veh´ıculos ae´reos no
tripulados.
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7Tabla 2.1: Niveles de Automatizacio´n de UAVS[Parasuraman et al., 2000]
Nivel Decisiones / Acciones de un Sistema Automatizado Autoridad
10
Toma todas las decisiones, el operador humano
no esta´ informado.
Completamente
Auto´nomo
9
Decide informar al operador humano sobre
las decisiones y las medidas adoptadas.
Completamente
Auto´nomo
8
Informa al operador humano sobre las decisiones
y acciones tomadas solo si se le solicita.
Completamente
Auto´nomo
7
Ejecuta automa´ticamente, pero el operador humano es
informado continuamente sobre decisiones y acciones
tomadas.
Completamente
Auto´nomo
6
Informa al operador humano y se ejecuta automa´ticamente
si el operador humano no desaprueba dentro de un tiempo
restringido.
Auto´nomo con
consentimiento
5
Selecciona acciones, pero no las ejecuta hasta que sea
aprobado por el operador humano.
Semi
Autonomo
4
Sugiere una accio´n alternativa al operador humano
y el operador humano decide si rechaza o aprueba la
alternativa sugerida.
Recomienda
3
Reduce el nu´mero de acciones alternativas a un nu´mero
de cuyas o´rdenes el operador humano decide
que´ alternativa debe ejecutarse.
Recomienda
2
Se presenta un conjunto completo de acciones alternativas,
a partir de las cuales el operador humano
decide que´ alternativa se va a ejecutar.
Recomienda
1
El operador humano tiene que tomar todas las
decisiones y acciones.
Ninguno
Actualmente, no existe una clasificacio´n esta´ndar universal para veh´ıculos ae´reos no
tripulados. Una amplia variedad de organizaciones, grupos de investigacio´n, los gobier-
nos y las industrias han empleado diferentes te´rminos y escalamiento. Para abordar esta
cuestio´n, la recomendacio´n principal para clasificar a los UAV es que pueden colocarse en
criterios ya establecidos y en clasificaciones que se establecen para aeronaves tripuladas.
Para una cobertura ma´s amplia de este tema se aborda en [Maddalon et al., 2013]. En la
Figura 3.1 podemos observar pequen˜os veh´ıculos ae´reos , esta figura nos ayuda a tener
una idea como son f´ısicamente.
La amplia variedad de clasificacio´n de veh´ıculos ae´reos no tripulados se extienden desde
la agrupacio´n de las aeronaves en diferentes clases en base a una o varias de las siguientes
caracter´ısticas:
Masa / Peso ma´ximo al despegue (MTOW)
Altitud operativa
Rango
Resistencia
7
8Velocidad
La energ´ıa cine´tica ma´xima, que es un funcio´n de la velocidad y el peso de la aeronave
y es esencialmente una clasificacio´n basada en los dan˜os por impacto.
Figura 2.1: Ejemplo de UAVs. [Olfati-Saber, 2006]
Un enfoque presentado por Roland Weibel y John Hansman [Weibel and Hansman, 2005]
es agrupar los veh´ıculos ae´reos no tripulados en cinco categor´ıas, dos categor´ıas ma´s
[Ebrahimi-Oskoei, 2014], que esta´n marcados con un (*) en la Tabla 3.2. Estas categor´ıas
recogen caracter´ısticas en comu´n, de taman˜o y de operacio´n de un grupo de UAVs. Como
consideracio´n final en esta seccio´n es que se cambiara´ el te´rmino UAV por la palabra
drone.
Tabla 2.2: UAV - Caracter´ısticas Operativas[Weibel and Hansman, 2005,
Ebrahimi-Oskoei, 2014]
Categoria de UAV Rango(km)
Altitud de Vuelo
(m)
Resistencia
(horas)
Peso
(kg)
Nano*(NAV) <1 100 <1 <0.025
Micro(MAV) <10 250 1 <5
Mini(MUAV) <10 150-300 <2 <30
Distancia Corta* 10-30 3000 2-4 150
Ta´ctico (UAV) <200 300-5000 5-10 15-500
MALE >500 5000-15000 10-48 1500-7000
HALE >20000 >15000 10-48 4500-15000
1. Drones Auto´nomos
Un elemento ba´sico para conseguir implementar enjambres de drones sera´ evolu-
cionar los drones controlados remotamente por un modelo que tenga una cierta
autonomı´a en su vuelo. En esta transformacio´n, el elemento ma´s cr´ıtico es el piloto
automa´tico. En realidad, no podemos decir que existan pilotos automa´ticos comer-
ciales que permitan una navegacio´n auto´noma del veh´ıculo, especialmente para un
drone de pequen˜o taman˜o y que por tanto disponen de poco espacio para albergarlo.
Los pilotos automa´ticos disponibles no ofrecen la capacidad de maniobrar veh´ıculos
en entornos urbanos o compensar la navegacio´n en presencia de vientos fuertes. En
realidad los sistemas que existen actualmente esta´n pensados para realizar una nave-
gacio´n hacia una serie de puntos de control que previamente se hayan programado
desde una estacio´n de control por un operador del sistema. No esta´ previsto que
desde un elemento de control, gobernado por los sensores del propio veh´ıculo, pueda
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9realizarse un control automa´tico del vuelo del drone.[Dudek et al., 1993]
Para que un veh´ıculo ae´reo sea auto´nomo en su vuelo y desarrolle un comportamien-
to de enjambre deber´ıan presentarse los siguientes elementos [Dudek et al., 1993] :
a) Un auto-piloto capaz de manejar la informacio´n que provenga de los elementos
de control del veh´ıculo.
b) Un controlador de vuelo que se encargue de tareas como evitar las colisiones,
informacio´n de vuelo o seguimiento del terreno recorrido.
c) Un dispositivo que maneje el control del auto-piloto y el controlador de vuelo.
Se conseguira´ tener control avanzado de un veh´ıculo auto´nomo ae´reo desarrollando
estos elementos, para que sea capaz de realizar las tareas encomendadas en un
enjambre de drones. En la Figura 3.2 podemos observar un enjambre de drones
realizando una tarea.
Figura 2.2: Ejemplo de Drones. [Himani and Girdhar, 2015]
2. Arquitectura
Existen diferentes tipos de UAV segu´n su taman˜o, forma, y funcionalidad. Nos cen-
traremos en la arquitectura del drone, entre las que especifiquen su gran estabilidad
y facilidad de maniobra, gracias a su estructura. En todo UAV hay 3 partes bien
diferenciadas [Brand et al., ].
En primer lugar tenemos la etapa de alimentacio´n, compuesta por la bater´ıa, nor-
malmente hecha de pol´ımeros de litio o Li-Po y por un tablero de distribucio´n de
energ´ıa que se encarga de distribuir la energ´ıa de la bater´ıa a los diferentes elementos
del UAV. En segundo lugar, tenemos la etapa de potencia, compuesta por contro-
ladores de velocidad electro´nicos y motores. Estos son los actuadores de nuestro
sistema. Su funcio´n es ejecutar los movimientos precisos para mover el drone.
Por u´ltimo, disponemos de una etapa de control controlado por una placa controla-
dora de vuelo y una serie de sensores. La placa controladora de vuelo es el cerebro
del drone y controla todo lo que sucede con e´l. Los elementos principales adecuados
para la arquitectura de un UAV son :
a) Computador : Cada UAV deber´ıa contar con un mi-ni ordenador Raspberry
Pi, el cual fue destinado principalmente al desarrollo de pequen˜os prototipos.
9
10
Desarrollado en hardware libre, cuenta con un software de co´digo abierto y cuenta
con sistemas operativos GNU/Linux como Raspbian aunque podemos encontrar
otros sistemas operativos optimizados para el hardware de la Raspberry Pi.
b) Auto-piloto: Es el encargado del guiado auto´nomo de la aeronave. Es aqu´ı donde
se desarrolla el comportamiento en base a algoritmos de inteligencia enjambre.
c) Sensores: Los sensores son de un lado el acelero´metro y el giroscopio, que permi-
ten medir la inclinacio´n y orientacio´n del dispositivo, y por otro, el baro´metro y
magneto´metro, que miden y permiten mantener una altura determinada y saber
la direccio´n a la que apunta el UAV. Estos sensores son muy importantes para la
correcta navegacio´n del UAV. Mientras que los dos primeros son indispensables,
los dos u´ltimos pueden ser prescindibles cuando an˜adimos otros elementos adi-
cionales como el Sistema de Posicionamiento Global (GPS). Existen otros tipos
de sensores que nos ayudaran a medir la distancia entre drones como: Sensores
de distancia de pulso de luz (la´ser) y sensores de deteccio´n de radio y rango.
2.2. Inteligencia Enjambre (Swarm Intelligence)
Los enjambres son formados por algu´n tipo de veh´ıculo o robot creados por el hom-
bre, en el marco de sistemas artificiales. En 1987, Reynolds [Reynolds, 1987c] presento´
un modelo para simular el vuelo de las aves [Reynolds, 1987c]. Los enjambres inteligentes
fueron propuestos por autores en 1989 [Reynolds, 1987c], y el comportamiento colabora-
tivo ha sido presentado por Parker en un trabajo que data de 1993 [Parker., 1993]. Con
los an˜os, ha ido avanzando el desarrollo y experimentacio´n de los sistemas de enjambres.
Beni y Wang, [Reynolds, 1987c] fueron los primeros que presentaron el concepto de agente
para identificar cada uno de los componentes de un enjambre. Estos agentes actu´an de
diferentes formas, en respuesta a la informacio´n interna y del entorno que los rodea. El
comportamiento de enjambre de agentes nace como consecuencia de la interaccio´n entre
sus miembros.
La auto-organizacio´n de un grupo en patrones ordenados es una caracter´ıstica inte-
ligente. En un enjambre para formar patrones ordenados, se tiene que analizar, patrones
para encontrar el me´todo o´ptimo. Esta caracter´ıstica podr´ıa permitir al enjambre tener
ı¨nteligencia”[Beni, 2005]. La inteligencia de enjambre constituye un campo de muy ra´pido
crecimiento, con investigadores de diversas disciplinas de las ciencias sociales y natura-
les a la ingenier´ıa computacional involucrada. En la naturaleza, los feno´menos de los
S.I.(Sistemas Inteligentes) se pueden encontrar en varios ejemplos, bancos de peces, las
colonias de hormigas, congregacio´n de aves, la cr´ıa de animales, y el crecimiento bacte-
riano, as´ı como el comportamiento humano en multitud.
Los sistemas inteligentes se basan en individuos auto-organizados, generalmente llamados
agentes, cuyas acciones e interacciones son an˜adidos al comportamiento global inteligente.
Este hecho se conoce comu´nmente como la emergencia. De este modo, un punto clave de
S.I. es la ausencia de una instancia de control centralizado. En su lugar, cada agente actu´a
de acuerdo con algunos principios ba´sicos[Parker., 1993], que son :
a) La Autonomı´a, es decir, sin un control centralizado.
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b) Vista Local, es decir, el conocimiento incompleto del medio ambiente y tambie´n poca
o ninguna preocupacio´n por el comportamiento del sistema.
c) Movimiento, es decir, la posibilidad de un agente para descubrir su entorno.
d) La comunicacio´n, es decir, la interaccio´n entre los agentes.
e) Memoria, es decir, el conocimiento de las condiciones anteriores.
f) Funcio´n de aptitud, es decir, una medida para evaluar una posicio´n o agentes solucio´n
actual.
En la naturaleza se presentan diversos comportamientos de animales que son usados
como ejemplo y estudio, para la creacio´n de enjambres de agentes auto´nomos creados
por el hombre [Kirchmaier et al., 2013]. En las actividades que llevan a cabo determina-
dos grupos de animales parecen no necesitar ninguna supervisio´n. No obstante, su com-
portamiento es altamente coordinado, surgiendo u´nicamente de la interaccio´n entre los
miembros del grupo. Este comportamiento sirve como base a la inteligencia de enjambre
(Swarming Intelligence). Se desarrollara´ ejemplos de comportamientos de animales que
luego veremos en los enjambres artificiales [Dudek et al., 1993]:
Los lobos: Un modelo de caza
Para capturar a sus presas, las manadas de lobos actu´an de una manera coordinada,
rodeando su presa para conseguir impedir su fuga, procediendo luego a atacarla de
forma sucesiva hasta que consiguen su inmovilizacio´n y captura. Podemos considerar
que la manada actu´a de manera inteligente sin que existan mecanismos de comuni-
caciones complejos ni de gran alcance, ni complicadas estrategias de caza. Algunos
comportamientos son tan simples como cazar manteniendo una adecuada distancia
entre los lobos adyacentes. Mediante simulaciones, se ha podido comprobar que si
la presa reacciona tratando de alejarse lo ma´s posible del lobo ma´s pro´ximo, la es-
trategia de los lobos conduce a una solucio´n que lleva a los lobos a rodear la presa
y capturarla.
Bandadas de pa´jaros: Coordinacio´n en vuelo (Flocking Behavior) Mu-
chas especies de aves viajan en bandadas las cuales consiguen disminuir el esfuerzo
del vuelo y aumentar as´ı la autonomı´a del mismo. El algoritmo mediante el cual
permanecen en una formacio´n, establecen turnos y evitan chocar unos con otros es
bastante simple. Cada ave trata de mantener una separacio´n determinada respecto a
las aves ma´s pro´ximas y mantener su misma velocidad de vuelo. Con esta conducta
consiguen formar bandadas que actu´an de forma coordinada. Este mismo tipo de
problemas aparecen en el control de tra´fico ae´reo o mar´ıtimo y probablemente se
puedan encontrar algoritmos para su gestio´n siguiendo procedimientos similares.
Las hormigas: Bu´squeda de Alimento Las hormigas son capaces de construir
redes de caminos que unen el hormiguero con las fuentes de comida disponibles.
Para ello, las hormigas disponen de dos clases de feromonas (marcadores naturales
que generan muchos insectos). Una feromona se denomina feromona-casa y la pro-
duce cada hormiga desde que abandona el hormiguero buscando comida y otra se
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denomina feromona-comida y la segregan las hormigas siempre que han encontrado
comida y vuelven con ella al hormiguero. El comportamiento global de las hormi-
gas se consigue por el hecho de que cualquier hormiga puede utilizar los rastros de
feromonas que hayan dejado otras hormigas consiguiendo as´ı el efecto global desea-
do. La tendencia natural de las feromonas a evaporarse consigue que, si un rastro
no se actualiza por nuevas hormigas, termina perdie´ndose, de manera que la infor-
macio´n permanece actualizada. Este mecanismo puede ser utilizado para todo tipo
de enjambres de veh´ıculos cuya misio´n principal sea la bu´squeda y seguimiento de
cualquier tipo de blancos.
La Naturaleza presenta en gran medida comportamientos de animales y no esta´ en
el a´nimo de este informe ser exhaustivo al respecto, sino dar ejemplos de co´mo este com-
portamiento forma parte de la naturaleza en mu´ltiples casos. En Tabla 3.3, se muestran
diferentes comportamientos.
Tabla 2.3: Ejemplos de Comportamientos de Enjambres en la
Naturaleza.[Dudek et al., 1993]
Comportamiento de Enjambre Animales
Generacio´n de Patrones Bacterias
Generacio´n de Ruta Hormigas
Cooperacio´n en Transporte Hormigas
Divisio´n de Trabajo Hormigas y Avispas
Bu´squeda del Alimento Hormigas y Abejas
Coordinacio´n en Vuelo Aves
Caza Cooperativa Lobos
Construccio´n de Nidos Abejas, Avispas, Termitas
Sincronizacio´n Lucie´rnagas
Construccio´n de Redes Aran˜as
Coordinacio´n Natatoria Bancos de Peces
2.2.1. Algoritmos en Inteligencia Enjambre
Muchos de los modelos de la ciencia de la computacio´n se han inspirado en la na-
turaleza, pero no todos ellos pueden ser considerados inteligencia de enjambre. Los en-
jambres generalmente implican el movimiento de individuos a trave´s de un espacio de
demostracio´n[Beni, 2005].
1. Algoritmos Gene´ticos y Evolutivos
Los algoritmos gene´ticos y evolutivos son dos ejemplos de algoritmos que utilizan una
poblacio´n la cual debera´ convertirse a una solucio´n. Estos algoritmos son similares
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en concepto, pero ejecutados de manera diferente. Las diferencias son indescifrables
en la mayor´ıa de los casos, ya los algoritmos gene´ticos y evolutivos son casi intercam-
biables en su significado. Tanto ambos imitan la evolucio´n natural mediante el uso
de supervivencia del ma´s apto y que permite la manipulacio´n de la poblacio´n. Cada
individuo de la poblacio´n se le asigna un valor de aptitud basado en el problema.
Mediante la recopilacio´n del individuo con mayor aptitud, la poblacio´n va a progre-
sar hacia la solucio´n de un problema dado. La diferencia radica en la reproduccio´n,
cruzamiento, y el proceso de mutacio´n. Los valores de fitness (PSO) indican do´nde
se encuentran problemas de espacio [Beni, 2005].
2. Optimizacio´n del Algoritmo Colonia de Hormigas (ACO)
El comportamiento inspirado de las hormigas en una colonia experimenta eventual-
mente algoritmos para imitar las hormigas. La tarea fundamental de una colonia
de hormigas es encontrar fuentes de alimento. Durante la ejecucio´n de esta tarea,
las hormigas son capaces de encontrar el camino ma´s corto a la fuente de alimento.
Esta optimizacio´n natural esta´ probado por Deneubourg [Beni, 2005] a trave´s de
los experimentos de puente. El experimento puente binario consiste en dos caminos
de igual longitud de la colonia a la fuente de alimentacio´n, por lo que inicialmente
todas las hormigas eligen un camino aleatorio. A medida que continu´an para elegir
al azar, las hormigas viajan en una trayectoria, la intensidad de feromona aumenta
en ese camino. Como pocas, ma´s hormigas rompen la posibilidad de 50-50, atraen
ma´s hormigas, hasta que la mayor´ıa se encuentra en una ruta de acceso. Dos rutas
de igual longitud pueden ser ramificados a un camino ma´s largo y un camino ma´s
corto. El algoritmo de optimizacio´n de colonia de hormigas se describe en la Figura
3.3. Este algoritmo servira´ para la validacio´n de la propuesta hecha en esta tesis
[Beni, 2005].
Figura 2.3: Algoritmo de Optimizacio´n de Hormigas.[Beni, 2005]
3. Optimizacio´n de Enjambre de Part´ıculas (PSO)
La robustez del PSO resulta del uso de la inteligencia de enjambre para buscar
la mejor solucio´n a un problema complejo. En PSO, un individuo se considera una
part´ıcula, que es un vector en el espacio del problema. La informacio´n de la part´ıcula
incluye el conocimiento adquirido a partir de su experiencia y conocimientos previos
adquiridos en el enjambre.
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El valor de la part´ıcula, que se estima por la funcio´n objetivo, se utiliza para ac-
tualizar su informacio´n y para optimizar el objetivo del enjambre. Por lo tanto, el
enjambre puede converger para desarrollar una buena resolucio´n en regiones loca-
les del espacio del problema; el objetivo comu´n tambie´n puede actualizarse cuando
una part´ıcula encuentra un mejor objetivo para que la part´ıcula puede conducir el
enjambre en la exploracio´n de una regio´n diferente del espacio del problema. Estas
caracter´ısticas de bu´squeda superiores han hecho PSO el algoritmo evolutivo ma´s
popular en varios campos [Beni, 2005].
A continuacio´n se describen los siguientes elementos los cuales son necesarios para
implementar el algoritmo de PSO. Este algoritmo nos ayudara a validar el algoritmo
de Flocking Behaviour usado en esta tesis[Beni, 2005]:
a) Un espacio de bu´squeda H.
b) Una forma de representar las posiciones.
c) Una funcio´n f definida en el espacio de bu´squeda H.
d) Una relacio´n de orden.
e) Una definicio´n de distancia.
f ) La velocidad de la part´ıcula.
g) Resta (posicio´n, posicio´n) -> velocidad.
h) Multiplicacio´n externa (nu´mero real, velocidad)->velocidad.
i) Suma (Velocidad, velocidad)->Velocidad.
j ) Desplazamiento (posicio´n, velocidad) ->posicio´n.
4. Algoritmo de Bu´squeda Gravitacional (GSA)
Para superar los problemas de la convergencia de para´metros y el estancamiento
asociado con PSO, este es un algoritmo de optimizacio´n evolutiva propuesto recien-
temente conocido como algoritmo de bu´squeda gravitacional (GSA) con el propo´sito
de disen˜o de filtros digitales. En GSA, los vectores de agentes /solucio´n son consi-
derados como objetos y sus acciones se miden por sus masas. Todos estos objetos
se atraen entre s´ı por las fuerzas de la gravedad, y estas fuerzas producen un mo-
vimiento global de todos los objetos hacia los objetos con masas ma´s pesadas. Por
lo tanto, las masas cooperan usando una forma directa de comunicacio´n a trave´s
de las fuerzas gravitacionales. Las masas ma´s pesadas (que corresponden a mejores
soluciones) se mueven ma´s lentamente que los ma´s ligeros [Beni, 2005].
2.3. Enjambre de Drones
Los avances en la tecnolog´ıa (por ejemplo, sensores, procesamiento y unidades de
comunicacio´n) han permitido que los veh´ıculos ae´reos no tripulados ma´s pequen˜os puedan
llevar a cabo las mismas funciones que los drones ma´s grandes. Sin embargo, hay muchos
escenarios en los que un drone carece de capacidad debido a las limitaciones (como la
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resistencia, la capacidad de carga y ancho de banda de comunicaciones de largo alcance).
Un a´rea de intere´s durante muchos an˜os ha sido la de llevar a cabo misiones con mu´l-
tiples drones en lugar de un u´nico drone. No ha sido factible en la realidad, sino hasta
hace poco, debido principalmente a mejoras en la colisio´n y en la bu´squeda de caminos
[Dargar et al., 2002, Miller, 2006].
Enjambre de drones se expresa como mu´ltiples drones colaborativos con el fin de
realizar una tarea determinada / misio´n, ya sea controlado por el operador (s) o de mane-
ra auto´noma. Los mu´ltiples veh´ıculos ae´reos no tripulados pueden ser ide´nticos o difieren
en caracter´ısticas tales como la carga u´til (sensores), nivel de automatizacio´n o incluso
configuraciones de plataforma. Por esta razo´n, los enjambres de drones se clasifican ge-
neralmente en enjambres o bien homoge´neos o heteroge´neos, con el fin de especificar las
similitudes de los veh´ıculos ae´reos no tripulados dentro del enjambre.
Ambos enfoques tienen ventajas y desventajas, un grupo de veh´ıculos ae´reos no tri-
pulados ide´nticos requieren un sistema menos complejo, pero esta´n limitados en te´rminos
de carga u´til, procesamiento de la informacio´n y la flexibilidad. Un grupo de veh´ıculos
ae´reos no tripulados con caracter´ısticas diferentes (enjambre heteroge´nea) requiere un
sistema ma´s complejo, pero es beneficioso en circunstancias en que la diversidad de las
caracter´ısticas de los drones es crucial. Para un ejemplo, los escenarios que requieren un
mayor nivel de capacidad de sensor o varios sensores en las que un solo drone no puede
continuar debido a las limitaciones de carga u´til [Ollero and Maza, 2007].
De acuerdo con la complejidad de la robo´tica de enjambre, especialmente en el
aspecto de la realizacio´n del sistema, este dominio de investigacio´n puede categorizarse
en varias sub-categor´ıas. Las primeras investigaciones sobre la clasificacio´n de robo´tica de
enjambres puede fecharse en 1993, cuando Dudek [Dudek et al., 1993] clasifico´ el campo de
investigacio´n de robo´tica de enjambres en cinco a´reas diferentes: taman˜o enjambre, rango
de la comunicacio´n, topolog´ıa de la comunicacio´n, el ancho de banda de comunicacio´n, la
reconfiguracio´n enjambre y la capacidad de procesamiento de la unidad de enjambre.
Se han propuesto en [Mi and Yang, 2013] diversos criterios de clasificacio´n en siste-
mas multi-robot de comportamiento enjambre basados en: inspiracio´n biolo´gica, comuni-
cacio´n, control del movimiento y coordinacio´n, asignacio´n de tareas, bu´squeda y deteccio´n
de objetivos.
Podemos definir mu´ltiples drones de bu´squeda cooperativa por tres componentes:
la deteccio´n de la regio´n de bu´squeda y actualizacio´n del mapa de bu´squeda por drones
individuales, el intercambio de informacio´n local entre s´ı y la toma de decisiones mutua-
mente sobre las acciones a realizar.
Independientemente de la definicio´n que cojamos, hay algunos elementos comu-
nes que todos los modelos incluyen y que nos pueden servir para identificar claramen-
te lo que entendemos como un modelo en enjambre. Esos elementos son los siguientes
[(Espan˜a), 2012, Bayindir and S¸ahin, 2007]: Utilidad, Auto-organizacio´n, Diversidad, Dis-
tribucio´n en las comunicaciones, Descentralizacio´n, Dinamismo, Robustez [Wei et al., 2013],
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Redundancia en el Sistema, Flexibilidad, Escalabilidad .
2.4. Coordinacio´n en Enjambre Drones
La coordinacio´n es el tema central en el disen˜o mu´ltiples agentes. La coordinacio´n,
implica el obrar juntamente con otro u otros para un mismo fin. La coordinacio´n puede
verse desde dos puntos de vista:
Como mecanismo
Como tipo de interaccio´n[Kennedy and Eberhart, 2001].
Los agentes son rara vez independientes y por lo general implican ma´s de un agente que
trabaja en paralelo para lograr un objetivo comu´n. Cuando se emplean mu´ltiples agentes
para alcanzar una meta, es necesario coordinar las acciones para garantizar la estabilidad.
La coordinacio´n en drones aumenta las posibilidades de alcanzar una solucio´n global
o´ptima (Figura 3.4). Las principales razones por la cual se requiere la coordinacio´n entre
drones son :
Para evitar colisio´n.
Para satisfacer las restricciones globales.
Para utilizar los recursos distribuidos, la experiencia y la informacio´n.
Para evitar conflictos entre drones para mejorar la eficiencia general del sistema.
Figura 2.4: Enjambre de Drones realizando una tarea.[Ma´the´ and Bu¸soniu, 2015]
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2.5. Comportamiento Flocado (Flocking Behavior)
Los bio´logos fueron los primeros cient´ıficos en investigar el comportamiento flocado.
Una de sus preguntas fue: ”¿Por que´ se agrupan los animales?”[Sinkovits, 2006].
1. Agrupacio´n y Comportamiento Animal
El comportamiento animal ha estado sujeto a un fuerte intere´s cient´ıfico durante
muchas de´cadas y es hoy un gran a´rea de investigacio´n. Estos comportamientos
podemos ver que hoy han evolucionado durante miles de an˜os para adaptarse de
manera o´ptima y se han equipado para las condiciones imperantes y el ambiente.
El comportamiento de agrupamiento es evidente para muchas especies animales. El
agrupamiento es ventajoso para la supervivencia debido a una mayor posibilidad
de detectar peligro, la eficacia de apareamiento y la recoleccio´n y bu´squeda de ali-
mentos [Grzimeks, ]. Varias teor´ıas tambie´n afirman que el agrupamiento mejora el
aprendizaje de los est´ımulos externos y reduce la agresio´n general de los individuos
del agrupamiento[S.-H. Lee and Chon, 2005].
El modelado matema´tico del comportamiento animal es un campo de investigacio´n
relativamente nuevo. Los comportamientos de los animales son en muchos casos
complejos y dif´ıciles de modelar. Un reban˜o, es una interaccio´n con menor com-
plejidad teo´rica, se define como el movimiento colectivo de agentes individuales
[Olfati-Saber, 2006], que en muchos casos se logra sin est´ımulos externos o contro-
lador [S.-H. Lee and Chon, 2005].
2. Teor´ıa de Reynolds [Reynolds, 1987c]
En cuanto al estudio del comportamiento del flocado, uno de los primeros en co-
menzar a explorar el potencial y las posibilidades de este tema fue Craig W. Rey-
nolds [Reynolds, 1987c] quien, en 1987, publico´ su art´ıculo sobre ”Flocks, Herds, and
Schools; A distributed Behavioural Model”. El comportamiento flocado es un com-
portamiento exhibido cuando un grupo de aves, esta´n en vuelo. Hay un paralelismo
con el comportamiento de los peces, el comportamiento enjambre de los insectos, y
el comportamiento de reban˜o de animales terrestres. Flocking es un comportamiento
colectivo de un gran nu´mero de individuos.
Esta´ considerado un comportamiento emergente que surge de sencillas reglas que
siguen los individuos y implica tipo de coordinacio´n entre cada individuo que confor-
ma la bandada. Las reglas que rigen a este comportamiento son separacio´n, cohesio´n
y alineacio´n .
Con estas tres reglas, la bandada se mueve de una manera extremadamente rea-
lista y coordinada, creando un movimiento complejo y una interaccio´n que ser´ıa
extremadamente dif´ıcil de crear de otra manera.
El modelo de Reynolds consiste en un conjunto de reglas simples que modelan con
precisio´n el comportamiento complejo de un reban˜o. Las reglas se aplican por se-
parado a cada individuo del reban˜o, representando la autonomı´a de los animales
reales. Reynolds utilizo´ el modelo para simular bandadas de aves, pero el mode-
lo se ha aplicado a otros escenarios, como un enjambre de murcie´lagos en la pe-
l´ıcula Batman Returns (1992) y una estampida de n˜us en la pel´ıcula Lion King
(1994) [Reynolds, 1987a].
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3. Boids
El comportamiento flocado esta basado en los boids, el boid es la representacio´n de
aves en modelo del comportamiento flocado de Reynolds [Reynolds, 1987c]. Cada
Boid debe tener los siguientes atributos para definir su comportamiento. En este
trabajo el te´rmino boid sera´ representado por cada drone que conformara´ el grupo
de mu´ltiples drones.
a) Posicio´n(Location): Las coordenadas x y y de la posicio´n actual del drone.
b) Direccio´n o Curso (Course): El a´ngulo de giro del drone.
c) Velocidad (Velocity): La velocidad de la cual el drone esta´ viajando.
4. Modelo del Algoritmo de Comportamiento Flocado
El comportamiento flocado se puede simular con un modelo simple y notable preci-
sio´n que consiste en tres reglas ba´sicas, como describe Reynolds en [Reynolds, 1987c].
El comportamiento flocado del grupo de drones dentro de nuestro sistema se basa
en boids. Por lo tanto, en nuestro modelo el movimiento de cada drone esta´ dado
por el resultado de tres componentes, donde cada componente es representado por
las tres reglas que definen el comportamiento y la coordinacio´n de cada drone.
Figura 2.5: Resultante del Movimiento de cada Drone
Algorithm 1
Simulacio´n Comportamiento Flocado
Entrada: Grupo de Boids
1: Por Cada Cuadro Hacer
2: Por Cada boid Hacer
3: separacion(boid)
4: cohesion(boid)
5: alineacion(boid)
6: Fin
7: Por Cada boid Hacer
8: boid.x = cos(boid.direccion)*boid.velocidad*dTime
9: boid.y = sin(boid.direccion)*boid.velocidad*dTime
10: dibujar(boid)
11: Fin
12: Fin
El Algoritmo 1 contiene el algoritmo de boids, todo lo que implica este algoritmo
son operaciones vectoriales simples en las posiciones de los drones. Cada una de las
reglas de los drones funciona de forma independiente, por lo que, para cada drone, se
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calcula cua´nto se movera´ por cada una de las tres reglas, da´ndonos tres vectores de
velocidad. Luego de agregar esos tres vectores de velocidad a cada boid calculamos
su nueva velocidad.
a) Cohesio´n: Da a un agente la capacidad de cohabitar (acercarse y formar un
grupo) con otros agentes cercanos tal y como se muestra en la Figura 3.6, donde
los mu´ltiples tria´ngulos representan los agentes.
Figura 2.6: Regla 1 - Cohesio´n [Reynolds, 1987b].
Algorithm 2
Primera Regla de Reynolds: Cohesio´n
Entrada: Un Boid
1: Objetivo = (0,0)
2: Vecinos = ObtenerVecinosDe(boid)
3: Por Cada Vecino Hacer:
4: Objetivo = Objetivo+PosicionDe(vecino)
5: Fin
6: Objetivo = Objetivo/Vecinos.total()
7: DirigirBoidHacia(boid,Objetivo)
El Algoritmo 2 muestra la regla de cohesio´n, esta regla se calcula encontrando
a todos los drones cercanos a e´l y calcula la posicio´n media de los drones
cercanos. Si hay demasiados drones en el grupo tendra´ que aumentarse el rango
de separacio´n.
b) Separacio´n: Da a un drone la capacidad de mantener cierta distancia de los
otros drones cercanos. Esto evita que los drones se aglomeren demasiado cerca,
permitie´ndoles escanear un a´rea ma´s amplia y evitar colisiones entre ellos. En
la Figura 3.7 se puede observar a los agentes(tria´ngulos) distanciados el uno
del otro.
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Figura 2.7: Regla 2 - Separacio´n [Reynolds, 1987b].
Algorithm 3
Segunda Regla de Reynolds: Separacio´n
Entrada: Un Boid
1: Objetivo = (0,0)
2: Vecinos = ObtenerVecinosDe(boid)
3: Por Cada Vecino Hacer:
4: Objetivo = Objetivo+PosDe(boid)-PosDe(vecino)
5: Fin
6: Objetivo = Objetivo/Vecinos.total()
7: DirigirBoidHacia(boid, Objetivo)
Algoritmo 3: Esta regla hace que el evite posibles colisiones. Es importante
notar que la distancia desde la cual los drones comienzan a evitarse unos a
otros debe ser menor que la distancia desde la cual los drones se atraen entre s´ı
(debido a la regla de cohesio´n). De lo contrario, no se formar´ıa ninguna manada.
c) Alineamiento: Da a un drone la capacidad de alinearse con otros agentes
cercanos. La direccio´n para la alineacio´n se calcula encontrando a todos los
drones cercanos a e´l y promediar conjuntamente los vectores de direccio´n de
los drones cercanos, se puede observar en la Figura 3.8 a los agentes alineados
el uno del otro.
Figura 2.8: Regla 3 - Alineamiento [Reynolds, 1987b].
Algoritmo 4: Esta regla hace que los drones imiten el rumbo y la velocidad de
cada uno.
d) La Vecindad (Neighbourhood): Neighbourhood es la vecindad de un dro-
ne, que percibe de sus vecinos y es un nu´cleo de la fo´rmula de Reynolds
[Reynolds, 1987c, Himani and Girdhar, 2015, Oyekan, 2016]. La vecindad hace
que otros drones tengan en cuenta el decidir el siguiente movimiento a realizar.
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Algorithm 4
Tercera Regla de Reynolds: Alineacio´n
Entrada: Un Boid
1: dDir = 0
2: dVel = 0
3: Vecinos = ObtenerVecinosDe(boid)
4: Por Cada Vecino Hacer:
5: dDir = dDir+DirDe(vecino)-DirDe(boid)
6: dVel = dVel+VelDe(vecino)-VelDe(boid)
7: Fin
8: dDir = dDir/Vecinos.total()
9: dVel = dVel/Vecinos.total()
10: An˜adirDireccion(boid,dDir)
11: An˜adirVelocidad(boid,dVel)
Cada pseudoco´digo de las tres reglas del algoritmo de comportamiento flocado
(algoritmos 2, 3 y 4) utiliza una funcio´n llamada ObtenerVecinosDe (Boid)
para obtener la informacio´n de los vecinos del drone.
La Tabla 3.4 detalla los para´metros estructurales y de comportamiento del algo-
ritmo del comportamiento flocado, los cuales tambie´n se muestran en las figuras
correspondientes a cada regla.
Tabla 2.4: Para´metros Estructurales y de Comportamiento.
Para´metro Descripcio´n Seccio´n
ρ Rango de Visibilidad Capitulo 3 - Figura 3.6, 3.7, 3.8
µ Distancia de movilidad Capitulo 3 - Figura 3.7
σ A´ngulo de Separacio´n Capitulo 3 - Figura 3.7
α A´ngulo de Alineamiento Capitulo 3 - Figura 3.8
γ A´ngulo de Cohesio´n Capitulo 3 - Figura 3.6
φ Direccio´n Capitulo 3 - Algoritmo 1
v Velocidad drone(m/s) Capitulo 3 - Algoritmo 1
dtime Vecindad Capitulo 3 - Algoritmo 2,3,4
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Cap´ıtulo 3
Propuesta
El modelo propuesto en este trabajo, utiliza el comportamiento flocado para manejar
un grupo de drones usando los algoritmos descritos en el Cap´ıtulo del marco teo´rico. El
esquema del modelo propuesto se puede observar en la Figura 4.1, el cual se divide en tres
etapas:
Etapa de Inicializacio´n.
Etapa del Comportamiento Flocado.
Etapa Final.
Figura 3.1: Esquema del Modelo Propuesto
a) Etapa de Inicializacio´n: En esta primera etapa comienza la inicializacio´n del en-
jambre de drones que parten de un punto establecido hasta llegar al objetivo como
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enjambre.
b) Etapa de Comportamiento Flocado: Este comportamiento integra las tres
reglas de boids que definen el comportamiento flocado, estas hacen que dicho com-
portamiento sea coordinado y auto´nomo para cada drone que conforma el enjambre.
Para la bu´squeda de objetivos, se establece un u´nico objetivo para nuestro grupo de
drones. Para que nuestro enjambre de drones llegue al punto de llegada tendra´n que
evadir los obsta´culos presentes durante la trayectoria desde el punto de inicio hasta
el punto de llegada. A continuacio´n se explicaran las te´cnicas aplicadas y que a la
vez son integradas al comportamiento general del enjambre de drones, estas te´cni-
cas son: Bu´squeda de Objetivos , Evasio´n de Obsta´culos y Trayectoria Siguiente. El
comportamiento flocado contempla los siguientes puntos:
1. Bu´squeda de Objetivos:
EL principal objetivo de esta te´cnica es que una vez iniciado el comportamiento
flocado, el enjambre de drones se dirija hacia un punto especifico y que estos
lleguen como enjambre a dicho punto. Al llegar a este punto, el objetivo para
cada drone es el de alejarse para hacer espacio para que otros miembros del
enjambre puedan llegar a este objetivo.
En la Figura 4.2 podemos observar el comportamiento del enjambre de drones
realizando la tarea de buscar al objetivo y llegar hacia el. La bu´squeda de un
objetivo actu´a para dirigir al drone hacia una posicio´n espec´ıfica en el espacio
global. Este comportamiento ajusta el cara´cter de cada drone de modo que su
velocidad se alinee hacia el objetivo. Tengamos en cuenta que esto es diferente
de una fuerza atractiva (como la gravedad) que producir´ıa una ruta orbital
alrededor del punto objetivo. La Velocidad deseada es un vector en la direccio´n
del personaje al objetivo. La duracio´n de la velocidad deseada sera´ la ma´xima
velocidad, o sera´ la velocidad actual del personaje, dependiendo de la aplicacio´n
en particular. El vector de direccio´n es la diferencia entre esta velocidad deseada
y la velocidad actual del personaje.
a) velocidad-deseada = normalizar (posicio´n - objetivo) * (ma´xima velocidad)
b) direccio´n = (velocidad deseada) - velocidad
Algorithm 5
Establecimiento de Objetivos
Entrada: Un Drone, un Punto Objetivo
1: Mientras Drone Tiende a: Punto Objetivo
2: Retornar(Punto Objetivo - PosicionDe(Drone)/N)
3: Fin
• Donde N es el numero drones.
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Figura 3.2: Bu´squeda de Objetivos.
2. Evasio´n de Obsta´culos:
El comportamiento de evitacio´n de obsta´culos da a un drone de nuestro enjam-
bre la capacidad de maniobrar en un ambiente esquivando los obsta´culos. Los
obsta´culos pueden aproximarse razonablemente como esferas(en este trabajo
se usara´ a´rboles como obsta´culos). En la Figura 4.3 el drone se representa con
un tria´ngulo de color verde. Esto se relaciona con la evitacio´n de obsta´culos
no necesariamente a la deteccio´n de colisiones. Imagine un avio´n tratando de
evitar una montan˜a, tampoco son de forma esfe´rica, pero bastar´ıa con que la
esfera delimitadora del avio´n evite la esfera de la montan˜a [Reynolds, 1987b].
Es conveniente considerar la situacio´n geome´trica del sistema de coordenadas
local del drone.
El objetivo del comportamiento es mantener un cilindro imaginario de espacio
libre delante del drone. El cilindro se encuentra a lo largo del eje delantero
del drone, tiene un dia´metro igual a la esfera del drone y se extiende desde
el centro del drone para una distancia basada en la velocidad y agilidad del
drone. Un obsta´culo ma´s alla´ de esta distancia no es una amenaza inmediata.
El comportamiento para la evasio´n de obsta´culos considera cada obsta´culo a
su vez y determina si se cruzan con el cilindro. Al localizar el centro de cada
obsta´culo esfe´rico, la prueba de no interseccio´n con el cilindro es muy ra´pida.
El centro de obsta´culos local se proyecta en el plano lateral (estableciendo su
coordenada hacia adelante a cero) si la distancia 2D desde ese punto al origen
local es mayor que la suma de los radios del obsta´culo y el drone, entonces
no hay ninguna colisio´n potencial. Del mismo modo, los obsta´culos que esta´n
completamente detra´s del drone, o totalmente delante del cilindro, pueden ser
ra´pidamente evitados. Para cualquier obsta´culo restante se realiza un ca´lculo
de interseccio´n l´ınea-esfera. El obsta´culo que se cruza con el avance del eje
ma´s cercano al drone se selecciona como la direccio´n “ma´s peligros”. Para evi-
tar este obsta´culo se calcula mediante la negacio´n de la (lateral) lateral arriba
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proyeccio´n del centro del obsta´culo.
En la Figura 4.3, el obsta´culo A no cruza el cilindro, los obsta´culos B y C lo
hacen, B se selecciona para evitar, y la direccio´n correctiva es a la izquierda
del personaje. El valor devuelto por la evitacio´n de obsta´culos es (a) el valor
de direccio´n para evitar el obsta´culo ma´s amenazante, o (b) si no hay colisio´n
inminente, un valor especial (un valor nulo o el vector cero) para indicar que
no hay direccio´n correctiva que se requiere en este momento. Una nota final
sobre la interaccio´n para la evasio´n de obsta´culos y la bu´squeda de objetivos.
Generalmente so´lo nos preocupamos por los obsta´culos que se interponen entre
nosotros y nuestro objetivo establecido.
Figura 3.3: Evasio´n de Obsta´culos.
3. La trayectoria Siguiente:
El comportamiento de la trayectoria siguiente permite que los drones del en-
jambre los cuales son representados en tria´ngulos en la Figura 4.4 se gu´ıen a
lo largo de una trayectoria predeterminada, tal como una carretera, un pasillo
o un tu´nel. En la implementacio´n para la trayectoria siguiente, sera un ca-
mino idealizado como una columna vertebral y un radio. La columna vertebral
puede ser representada como una curva spline o una ”polil´ınea”(una serie de
segmentos de l´ınea conectados).
La trayectoria es entonces un “tubo” o “cilindro” el cual es un c´ırculo de radio
especificado, barrido a lo largo de la columna especificada. El objetivo del
camino que sigue al comportamiento de direccio´n es mover un drone a lo largo
de la trayectoria mientras permanece dentro del radio especificado de la espina
dorsal. Si el drone esta´ inicialmente lejos del camino, primero debe acercarse y
luego seguir el camino.
Para calcular la direccio´n para el seguimiento de la trayectoria, se hace una
prediccio´n basada en la velocidad de la posicio´n futura del personaje, como
se discutio´ anteriormente con respecto al comportamiento de evitacio´n de obs-
ta´culos.
La posicio´n futura prevista se proyecta en el punto ma´s cercano de la columna
vertebral del camino la cual esta representada de color rojo en la Figura 4.4. Si
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esta distancia de proyeccio´n es menor que el radio de trayectoria, entonces se
considera que el drone sigue correctamente el trayecto y no se requiere ninguna
direccio´n correctiva. De lo contrario, el drone esta´ aleja´ndose del camino o
esta´ demasiado lejos del camino. Para dirigirse el drone hacia el camino, el
comportamiento de bu´squeda se utiliza para dirigir hacia la proyeccio´n en el
camino de la posicio´n futura prevista.
Como en la evitacio´n de obsta´culos, se devuelve un valor nulo o cero si no
se requiere una direccio´n correctiva. Se puede seguir una trayectoria sin tener
en cuenta la direccio´n o en una direccio´n especificada (de A a B o de B a
A) ajustando el punto de destino a lo largo de la trayectoria en la direccio´n
deseada (Figura 4.3).
Figura 3.4: La trayectoria Siguiente. [Reynolds, 1987c]
c) Etapa Final: En esta fase el enjambre de drones llega al objetivo establecido.
Tabla 3.1: Para´metros Estructurales y de Comportamiento Tomados.
Para´metro Descripcio´n Seccio´n Rango Valor
ρ Rango de Visibilidad Capitulo 3 - Figura 3.6, 3.7 [0,10] 3
µ Distancia de movilidad Capitulo 3 - Figura 3.7 [0,5] 0.75
σ A´ngulo de Separacio´n Capitulo 3 - Figura 3.7 [0,180] 20
α A´ngulo de Alineamiento Capitulo 3 - Figura 3.8 [0,180] 8
γ A´ngulo de Cohesio´n Capitulo 3 - Figura 3.6 [0,180] 5
φ Direccio´n Capitulo 3 - Algoritmo 1 [0,180] 90
v Velocidad drone(m/s) Capitulo 3 - Algoritmo 1 [0,100] 70
dtime Vecindad Capitulo 3 - Algoritmo 2,3,4 [0,5] 5
La Tabla 4.1 detalla los principales para´metros estructurales y de comportamiento
del modelo propuesto; con su rango y su valor establecido. Estos para´metros nos servira´n
para obtener resultados en base a los experimentos realizados. Estos se detallara´n en el
Capitulo 5.
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Cap´ıtulo 4
Pruebas y Resultados
El modelo propuesto se ha implementado en una plataforma de simulacio´n en 2D
y en 3D para inteligencia de enjambre llamada NetLogo. Para evaluar la efectividad del
enfoque propuesto, hemos evaluado el comportamiento del modelo en grupos de enjambres
de 5, 10, 15 y 20 drones. Se probo´ el modelo en 4 escenarios diferentes, tales escenarios
tienen diferentes cantidades de obsta´culos y un solo objetivo.
En los escenarios veremos como la simulacio´n nos muestra el comportamiento y movi-
miento de cada drone del enjambre donde se observa la trayectoria de cada drone. En
estos mismos escenarios se probara´ el algoritmo de optimizacio´n de colonia de hormigas
y el algoritmo de optimizacio´n de enjambre de part´ıculas descritos en el Capitulo 3, estos
servira´n para validar la efectividad del algoritmo de comportamiento flocado para coor-
dinar un enjambre de drones.
Tambie´n se mostrara´n por cada escenario muestras de rendimiento, usando una prue-
ba gra´fica que es el tiempo en que demora el CPU en procesar cada prueba para cada
escenario.
1. Escenarios de Prueba
A continuacio´n se mostraran los resultados obtenidos en base a los experimentos
realizados para cada tipo de escenario usando los para´metros descritos en la Tabla
4.1 para el algoritmo de flocking behaviour. Estos escenarios sera´n llamados A, B, C
y D.
a) Escenario A: Este escenario contara´ con un enjambre de 5 drones representados
en forma de triangulo , un u´nico objetivo representado en forma de cuadrado color
rojo y 20 obsta´culos inicializados aleatoriamente representados como a´rboles. Las
Figuras 5.2 a la 5.4 mostrara´n el comportamiento del enjambre de drones y el
tiempo que demora en llegar el enjambre al objetivo representada en una gra´fica.
En la Tabla 5.1 se muestran las caracter´ısticas y los resultados obtenidos en este
escenario, donde se puede observar que el comportamiento flocado llega como
enjambre al objetivo en un menor tiempo.
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Tabla 4.1: Resultados obtenidos para Escenario A
Escenario
Nu´mero de
Objetivos
Tipo / Nu´mero de
Obsta´culos
Nu´mero de
Drones
Te´cnica Usada
Tiempo de
Finalizacio´n
A 1 A´rboles: 20 5 Flocking B. 46.3 s ±3s
A 1 A´rboles: 20 5 Colonia de H. 58.8 s ±5s
A 1 A´rboles: 20 5 PSO 1 min, 13 s±7s
La tabla 5.2 muestra los resultados del recorrido del enjambre de drones en un
espacio de 69 metros x 69 metros, siendo el Comportamiento Flocado el que
recorre menor espacio en su camino al objetivo establecido.
Tabla 4.2: Espacio Recorrido en el Escenario A
Escenario Algoritmo Espacio Recorrido
A Flocking Behaviour 65.5 m ±8.3m
A Colonia de Hormigas 114 m ±20.6m
A PSO 133.8 m ±27.9m
La Figura 5.1 muestra una gra´fica box-plot, la cual es una forma de presentacio´n
estad´ıstica destinada, fundamentalmente, a resaltar aspectos de la distribucio´n
de las observaciones en una o ma´s series de datos cuantitativos.
Esta gra´fica muestra la media de 20 pruebas y la varianza del espacio recorrido
por el enjambre de drones para los algoritmos de comportamiento flocado, colonia
de hormigas y PSO. La mediana esta´ representada por la l´ınea en el centro de la
caja. La mediana es una medida comu´n del centro de los datos.
La caja de rango intercuartil representa el 50 % intermedio de los datos. Esta
caja muestra la distancia entre el primer cuartil y el tercer cuartil que son los
limites inferior y superior de la caja de rango intercuartil. Los bigotes representan
los rangos del 25 % de valores de datos de la parte inferior y el 25 % de la parte
inferior, excluyendo los valores at´ıpicos, estos se extienden de cualquier lado de
la caja. Como podemos observar el Comportamiento Flocado hace un recorrido
menor que Colonia de Hormigas y PSO, siendo tambie´n su varianza menor que
la de los otros dos algoritmos.
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Figura 4.1: Escenario A - Gra´fica Box Plot
Figura 4.2: Escenario A - Op. Colonia de Hormigas
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Figura 4.3: Escenario A - PSO
Figura 4.4: Escenario A - Flocking Behaviour
b) Escenario B: Este escenario contara´ con un enjambre de 10 drones representa-
dos en forma de triangulo , un u´nico objetivo representado en forma de cuadrado
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color rojo y 40 obsta´culos inicializados aleatoriamente representados como a´rbo-
les. Las Figuras 5.6 a la 5.8 mostrara´n el comportamiento y el tiempo que demora
en llegar el enjambre al objetivo representada en una gra´fica. En la Tabla 5.3 se
muestran las caracter´ısticas y los resultados obtenidos en este escenario, donde se
puede observar que el comportamiento flocado llega como enjambre al objetivo
en un menor tiempo.
Tabla 4.3: Resultados obtenidos para Escenario B
Escenario
Nu´mero de
Objetivos
Tipo / Nu´mero de
Obsta´culos
Nu´mero de
Drones
Te´cnica Usada
Tiempo de
Finalizacio´n
B 1 A´rboles: 40 10 Flocking B. 1 min, 32 s ±7s
B 1 A´rboles: 40 10 Colonia de H. 2 min, 26 s±12s
B 1 A´rboles: 40 10 PSO 4 min, 50 s ±15s
La tabla 5.4 muestra los resultados del recorrido del enjambre de drones en un
espacio de 69 metros x 69 metros, siendo el Comportamiento Flocado el que
recorre menor espacio en su camino al objetivo establecido.
Tabla 4.4: Espacio Recorrido en el Escenario B
Escenario Algoritmo Espacio Recorrido
B Flocking Behaviour 70 m±8.8m
B Colonia de Hormigas 152.4 m ±28.6m
B PSO 180 m±23m
La Figura 5.5 muestra una gra´fica box-plot, la cual es una forma de presentacio´n
estad´ıstica destinada, fundamentalmente, a resaltar aspectos de la distribucio´n de
las observaciones en una o ma´s series de datos cuantitativos. Esta gra´fica muestra
la media de 20 pruebas y la varianza del espacio recorrido por el enjambre de
drones para los algoritmos de comportamiento flocado, colonia de hormigas y
PSO. Como podemos observar el Comportamiento Flocado hace un recorrido
menor que Colonia de Hormigas y PSO, siendo tambie´n su varianza menor que
la de los otros dos algoritmos.
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Figura 4.5: Escenario B - Gra´fica Box Plot
Figura 4.6: Escenario B - Op. Colonia de Hormigas
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Figura 4.7: Escenario B -Flocking Behaviour
Figura 4.8: Escenario B - PSO
c) Escenario C: Este escenario contara´ con un enjambre de 15 drones representa-
dos en forma de triangulo , un u´nico objetivo representado en forma de cuadrado
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color rojo y 60 obsta´culos inicializados aleatoriamente representados como a´r-
boles. Las Figuras 5.10 a la 5.12 mostrara´n el comportamiento y el tiempo que
demora en llegar el enjambre al objetivo representada en una gra´fica. En la Tabla
5.5 se muestran las caracter´ısticas y los resultados obtenidos en este escenario,
donde se puede observar que el comportamiento flocado llega como enjambre al
objetivo en un menor tiempo.
Tabla 4.5: Resultados obtenidos para Escenario C
Escenario
Nu´mero de
Objetivos
Tipo / Nu´mero de
Obsta´culos
Nu´mero de
Drones
Te´cnica Usada
Tiempo de
Finalizacio´n
C 1 A´rboles: 60 15 Flocking B. 2 min, 26 s ±13s
C 1 A´rboles: 60 15 Colonia de H. 3 min, 51 s ±17s
C 1 A´rboles: 60 15 PSO 6 min, 4 s ±24s
La tabla 5.6 muestra los resultados del recorrido del enjambre de drones en un
espacio de 69 metros x 69 metros, siendo el Comportamiento Flocado el que
recorre menor espacio en su camino al objetivo establecido.
Tabla 4.6: Espacio Recorrido en el Escenario C
Escenario Algoritmo Espacio Recorrido
C Flocking Behaviour 75 m±9m
C Colonia de Hormigas 169.5 m±27.7m
C PSO 182 m ±30m
La Figura 5.9 muestra una gra´fica box-plot, la cual es una forma de presentacio´n
estad´ıstica destinada, fundamentalmente, a resaltar aspectos de la distribucio´n de
las observaciones en una o ma´s series de datos cuantitativos. Esta gra´fica muestra
la media de 20 pruebas y la varianza del espacio recorrido por el enjambre de
drones para los algoritmos de comportamiento flocado, colonia de hormigas y
PSO. Como podemos observar el Comportamiento Flocado hace un recorrido
menor que Colonia de Hormigas y PSO, siendo tambie´n su varianza menor que
la de los otros dos algoritmos.
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Figura 4.9: Escenario C - Gra´fica Box Plot
Figura 4.10: Escenario C - Flocking Behaviour
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Figura 4.11: Escenario C -Op. Colonia de Hormigas
Figura 4.12: Escenario C - PSO
d) Escenario D: Este escenario contara´ con un enjambre de 20 drones representa-
dos en forma de triangulo , un u´nico objetivo representado en forma de cuadrado
36
37
color rojo y 80 obsta´culos inicializados aleatoriamente representados como a´r-
boles. Las Figuras 5.14 a la 5.16 mostrara´n el comportamiento y el tiempo que
demora en llegar el enjambre al objetivo representada en una gra´fica. En la Tabla
5.7 se muestran las caracter´ısticas y los resultados obtenidos en este escenario,
donde se puede observar que el comportamiento flocado llega como enjambre al
objetivo en un menor tiempo.
Tabla 4.7: Resultados obtenidos para Escenario D
Escenario
Nu´mero de
Objetivos
Tipo / Nu´mero de
Obsta´culos
Nu´mero de
Drones
Te´cnica Usada
Tiempo de
Finalizacio´n
D 1 A´rboles: 80 20 Flocking B. 1 min, 13 s ±14s
D 1 A´rboles: 80 20 Colonia de H. 6min, 4 s ±21s
D 1 A´rboles: 80 20 PSO 7 min, 36 s ±29s
La tabla 5.8 muestra los resultados del recorrido del enjambre de drones en un
espacio de 69 metros x 69 metros, siendo el Comportamiento Flocado el que
recorre menor espacio en su camino al objetivo establecido.
Tabla 4.8: Espacio Recorrido en el Escenario D
Escenario Algoritmo Espacio Recorrido
D Flocking Behaviour 80 m ±11.6m
D Colonia de Hormigas 187.3 m ±21.4m
D PSO 220 m ±23.4m
La Figura 5.13 muestra una gra´fica box-plot, la cual es una forma de presentacio´n
estad´ıstica destinada, fundamentalmente, a resaltar aspectos de la distribucio´n de
las observaciones en una o ma´s series de datos cuantitativos. Esta gra´fica muestra
la media de 20 pruebas y la varianza del espacio recorrido por el enjambre de
drones para los algoritmos de comportamiento flocado, colonia de hormigas y
PSO. Como podemos observar el Comportamiento Flocado hace un recorrido
menor que Colonia de Hormigas y PSO, siendo tambie´n su varianza menor que
la de los otros dos algoritmos.
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Figura 4.13: Escenario D - Gra´fica Box Plot
Figura 4.14: Escenario D - Flocking Behaviour
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Figura 4.15: Escenario D - PSO
Figura 4.16: Escenario D - Colonia de Hormigas
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2. Comportamiento Flocado 2D con perspectiva 3D
La Figura 5.13 muestra una simulacio´n 3D, la herramienta NetLogo ayudo´ a pasar
nuestro modelo 2D a a un modelo 3D, este modelo incluye tambie´n todos los al-
goritmos usados en todos los escenarios 2D. A continuacio´n se mostrara resultados
para el modelo 3D de un escenario conformado por 27 drones, 80 a´rboles y tomando
los para´metros estructurales y de comportamiento Tomados de la Tabla 4.1 para
establecer el comportamiento flocado en este escenario.
Figura 4.17: Escenario 3D - Comportamiento Flocado
3. Interpretacio´n de los Resultados
La Figura 5.1 a la Figura 5.17 muestra la visualizacio´n de la simulacio´n en 2D del
modelo propuesto y que a la vez es comparado con el algoritmo de optimizacio´n
de colonia de hormigas y PSO, en base a los escenarios establecidos y mostrados
en la Tabla 5.1 a la Tabla 5.8 y usando los para´metros previamente establecidos
en la Tabla 4.1. Los valores tomados en la Tabla 4.1 fueron establecidos en base a
20 pruebas realizadas por cada escenario, obteniendo el promedio y la desviacio´n
esta´ndar de todas las pruebas , mostrando as´ı cual fue la mas o´ptima en base al
tiempo de convergencia.
Los escenarios A, B, C y D esta´n conformados por un solo objetivo, diferentes grupos
de drones y con diferentes cantidades de obsta´culos. Las figuras de estos escenarios
nos permiten observar la trayectoria del enjambre, representada con lineas que dejan
los drones durante su recorrido hacia el objetivo. La trayectoria nos permite visuali-
zar el comportamiento de enjambre de los tres algoritmos, siendo el comportamiento
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flocado el ma´s coordinado y auto´nomo por cada drone que conforma el enjambre,
este comportamiento nos permite observar las tres reglas(cohesio´n, alineacio´n y se-
paracio´n), las cuales definen el comportamiento flocado. En las mismas Figuras se
muestran gra´ficas obtenidas por cada escenario en base al tiempo de finalizacio´n,
estas son llamadas tiempo de convergencia. Las gra´ficas para cada tipo de escenario
son decrecientes, estas ira´n decreciendo conforme cada drone del enjambre llegue
al objetivo establecido, es aqu´ı donde se calcula el tiempo total en que el enjambre
haya llegado al punto establecido para cada escenario, este tiempo en realidad es
cuanto demora la computadora en procesar cada prueba en cada tipo de escenario
establecido. En cada escenario incrementa el tiempo de llegada del enjambre de dro-
nes hacia el objetivo, conforme se aumenta la cantidad de drones y obsta´culos; esto
sucede porque el enjambre recorre mas espacio evadiendo obsta´culos y en otros casos
por seguir a otro drone del enjambre. Segu´n las Figuras 5.1, 5.5, 5.9, 5.13 se puede
afirmar que el comportamiento flocado es mas o´ptimo que los otros dos algoritmo
usados, porque las gra´ficas box plot muestran que el comportamiento flocado hace
un recorrido menor hacia el objetivo, viendo en sus valores que no hay interseccio´n
con los valores de colonia de hormigas y PSO.
4. Comportamiento Flocado Multi-Objetivo
Se implemento´ un escenario multi-objetivo para probar la propuesta desarrollada
en el Capitulo 4. En este escenario se tomaron los para´metros establecidos en la
Tabla 4.1 para el algoritmo de comportamiento flocado. Este escenario tiene 17 ob-
jetivos, los cuales son representadas como v´ıctimas, estas tienen que ser detectadas
por el enjambre de drones. Se cuenta con otro tipo de obsta´culos que en este caso
son columnas. En este escenario se tomo en cuenta otro para´metro importante para
cada drone el cual es la altura. Este factor ayudara a poder observar a los drones en
diferentes alturas y ya no en un mismo nivel. La Tabla 5.5 muestra las caracter´ıs-
ticas y resultados obtenidos en el escenario E. Este escenario tiene como elementos
varios objetivos representados por cuadrados de color azul, 60 columnas que son los
obsta´culos de color verde y 20 drones de color naranja. Se observa en las Figuras
(5.18 - 5.20) la visualizacio´n del modelo propuesto para un escenario multi-objetivo.
Tabla 4.9: Resultados obtenidos para Escenario E
Escenario
Nu´mero de
Objetivos
Tipo / Nu´mero de
Obsta´culos
Nu´mero de
Drones
Te´cnica
Usada
Tiempo de
Finalizacio´n
Vı´ctimas
Detectadas
E 17 Columnas: 60 20 Flocking B.
1 minuto,
59 segundos
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Figura 4.18: Escenario E - Flocking Behaviour
Figura 4.19: Escenario E - Flocking Behaviour
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Figura 4.20: Escenario E - Flocking Behaviour
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Cap´ıtulo 5
Conclusiones y Trabajos Futuros
En este proyecto, se ha presentado una estrategia de enjambre para la coordinacio´n
de pequen˜os drones para la bu´squeda de objetivos, en base al comportamiento flocado
de Reynolds [Reynolds, 1987c]. Se logro´ establecer un comportamiento coordinado y au-
to´nomo para cada drone que conforma el enjambre de drones, como se puede observar
en nuestros resultados y experimentos mostrados en la simulacio´n. Las tres reglas que
conforman el comportamiento flocado y boids dan soporte para establecer este compor-
tamiento en un enjambre de drones para realizar diversas tareas o misiones, en este caso
la bu´squeda de objetivos.
El algoritmo de comportamiento flocado resulto´ ma´s eficaz que el algoritmo de op-
timizacio´n de colonia de hormigas y el algoritmo de PSO, ya que si bien estos algoritmos
lograron como enjambre llegar al objetivo en tiempo de finalizacio´n tardaron mas que
el algoritmo propuesto en esta tesis. Se puede observar el comportamiento del enjambre
de drones gracias a la visualizacio´n de la trayectoria de cada drone del enjambre, siendo
el comportamiento flocado el ma´s coordinado y el mas o´ptimo. Se detectaron colisiones
entre los agentes del enjambre y con los obsta´culos en los algoritmos de colonia de hor-
migas y PSO. Se comprueba que el algoritmo propuesto es mejor gracias a las tres reglas
de coordinacio´n que integra el comportamiento del enjambre, realizando cada drone las
tareas establecidas para todo el enjambre de manera eficiente.
Segu´n los resultados del espacio recorrido, se puede apreciar que el me´todo propuesto
basado en el comportamiento flocado es ma´s robusto y eficaz; siendo el promedio y su
desviacio´n esta´ndar del espacio recorrido menor que del algoritmo de colonia de hormigas
y el PSO, en su camino hacia el objetivo. Esto quiere decir que el comportamiento flocado
presenta un alto grado de coordinacio´n.
Un tema importante en los enjambres de drones es el tipo de coordinacio´n que existe
en estos mismos para llevar a cabo acciones para alcanzar un objetivo. Un solo drone no
podr´ıa realizar acciones de manera eficiente, debido a las complicaciones del mismo, un
grupo de drones auto´nomos es una manera o´ptima para llevar a cabo las mismas tareas
o acciones.
Para un escenario multi-objetivo se logro completar las tareas que el enjambre ten´ıa
como objetivo. La coordinacio´n que existe en el enjambre hacen del comportamiento
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flocado un algoritmo eficiente al momento de coordinar varios agentes que conforman un
enjambre para realizar diversas tareas.
El comportamiento de flocado es una te´cnica muy poderosa que en comparacio´n
con otros algoritmos de enjambre vistos anteriormente en el Cap´ıtulo 3, nos ayuda a de-
finir y establecer un tipo de coordinacio´n en un enjambre de drones. El comportamiento
flocado se basa en las metodolog´ıas de enjambre ya presentes en la naturaleza. Los resul-
tados simulados en diferentes escenarios demostraron los beneficios del comportamiento
de flocado.
Para el modelado 3D de cada escenario ser´ıa ideal establecer diferentes valores de
altura para cada elemento que conforma el escenario, as´ı se podr´ıa observar y obtener una
simulacio´n ma´s real de nuestro modelo para la bu´squeda de objetivos.
En general, el comportamiento en general puede estar mejor definido, si los para´me-
tros estructurales y de comportamiento esta´n ajustados correctamente para cada escenario
en espec´ıfico, poder determinar tales para´metros y que estos sean correctos no es una ta-
rea simple ya que diferentes escenarios tienen caracter´ısticas diferentes. Por lo tanto, una
afinacio´n adecuada para adaptar los para´metros al a´rea de bu´squeda espec´ıfica es deseable
para hacer el comportamiento del grupo de mu´ltiples drones ma´s eficaz.
5.1. Problemas encontrados
En el presente trabajo no se encontraron problemas, ya que todav´ıa no se trabajo con
drones reales, entonces no se pudo evaluar e identificar problemas que estos conllevar´ıan
al ponerlos a prueba en el mundo real.
5.2. Recomendaciones
Se identifico que el a´rea de inteligencia artificial, espec´ıficamente algoritmos de in-
teligencia enjambre son importantes al momento de proponer sistemas en los cuales esta´n
conformados por varios agentes, ya que si se quiere realizar diversas tareas o misiones,
sera de vital importancia obtener un comportamiento coordinado y auto´nomo para este
sistema conformado por varios agentes. Esto llevar´ıa a obtener un nivel de confiabilidad
alto al momento de querer realizar pruebas en varios escenarios cuando se tiene varios
agentes que conforman un sistema.
5.3. Trabajos futuros
Con la inteligencia enjambre como base de estudio para el desarrollo de sistemas
multi-agentes robo´ticos para que estos puedan llevar a cabo misiones se podr´ıan desarrollar
propuestas como por ejemplo:
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Conservacio´n de flora y fauna en ciertas regiones del mundo, esta tarea puede ser
realizada por enjambre de drones o robots de tierra [Gonzalez et al., 2016].
Deteccio´n de Incendios forestales [L. Merino and Ollero, 2006].
Misiones de Rescate [Ebrahimi-Oskoei, 2014].
Conservacio´n y Monitoreo de r´ıos.
Misiones Militares y reconstruccio´n de terreno enemigo.
Reconocimiento de terreno.
Agricultura.
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