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Abstract. We present Tanaka’s prolongation procedure for filtered structures on manifolds
discovered in [Tanaka N., J. Math. Kyoto. Univ. 10 (1970), 1–82] in a spirit of Singer–
Sternberg’s description of the prolongation of usual G-structures [Singer I.M., Sternberg S.,
J. Analyse Math. 15 (1965), 1–114; Sternberg S., Prentice-Hall, Inc., Englewood Cliffs,
N.J., 1964]. This approach gives a transparent point of view on the Tanaka constructions
avoiding many technicalities of the original Tanaka paper.
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1 Introduction
This note is based on series of lectures given by the author in the Working Geometry Seminar
at the Department of Mathematics at Texas A&M University in Spring 2009. The topic is the
prolongation procedure for filtered structures on manifolds discovered by Noboru Tanaka in the
paper [10] published in 1970. The Tanaka prolongation procedure is an ingenious refinement
of Cartan’s method of equivalence. It provides an effective algorithm for the construction of
canonical frames for filtered structures, and for the calculation of the sharp upper bound of the
dimension of their algebras of infinitesimal symmetries. This note is by no means a complete
survey of the Tanaka theory. For such a survey we refer the reader to [5]. Our goal here is
to describe geometric aspects of Tanaka’s prolongation procedure using the language similar to
one used by Singer and Sternberg in [7] and [9] for description of the prolongation of the usual
G-structures. We found that it gives a quite natural and transparent point of view on Tanaka’s
constructions, avoiding many formal definitions and technicalities of the original Tanaka paper.
We believe this point of view will be useful to anyone who is interested in studying both the
main ideas and the details of this fundamental Tanaka construction. We hope that the material
of Sections 3 and 4 will be of interest to experts as well. Our language also allows to generalize
the Tanaka procedure in several directions, including filtered structures with non-constant and
non-fundamental symbols. These generalizations, with applications to the local geometry of
distributions, will be given in a separate paper.
1.1 Statement of the problem
Let D be a rank l distribution on a manifold M ; that is, a rank l subbundle of the tan-
gent bundle TM . Two vector distributions D1 and D2 are called equivalent if there exists
a diffeomorphism F : M → M such that F∗D1(x) = D2(F (x)) for any x ∈ M . Two germs
?This paper is a contribution to the Special Issue “E´lie Cartan and Differential Geometry”. The full collection
is available at http://www.emis.de/journals/SIGMA/Cartan.html
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of vector distributions D1 and D2 at the point x0 ∈ M are called equivalent, if there exist
neighborhoods U and U˜ of x0 and a diffeomorphism F : U → U˜ such that
F∗D1 = D2, F (x0) = x0.
The general question is: When are two germs of distributions equivalent?
1.2 Weak derived flags and symbols of distributions
Taking Lie brackets of vector fields tangent to a distribution D (i.e. sections of D) one can
define a filtration D−1 ⊂ D−2 ⊂ · · · of the tangent bundle, called a weak derived flag or a small
flag (of D). More precisely, set D = D−1 and define recursively D−j = D−j+1 + [D,D−j+1],
j > 1. Let X1, . . . Xl be l vector fields constituting a local basis of a distribution D, i.e.
D = span{X1, . . . , Xl} in some open set in M . Then D−j(x) is the linear span of all iter-
ated Lie brackets of these vector fields, of length not greater than j, evaluated at a point x.
A distribution D is called bracket-generating (or completely nonholonomic) if for any x there
exists µ(x) ∈ N such that D−µ(x)(x) = TxM . The number µ(x) is called the degree of non-
holonomy of D at a point x. A distribution D is called regular if for all j < 0, the dimensions
of subspaces Dj(x) are independent of the point x. From now on we assume that D is regu-
lar bracket-generating distribution with degree of nonholonomy µ. Let g−1(x) def= D−1(x) and
gj(x) def= Dj(x)/Dj+1(x) for j < −1. Consider the graded space
m(x) =
−1⊕
j=−µ
gj(x),
corresponding to the filtration
D(x) = D−1(x) ⊂ D−2(x) ⊂ · · · ⊂ D−µ+1(x) ⊂ D−µ(x) = TxM.
This space is endowed naturally with the structure of a graded nilpotent Lie algebra, generated
by g−1(x). Indeed, let pj : Dj(x) 7→ gj(x) be the canonical projection to a factor space. Take
Y1 ∈ gi(x) and Y2 ∈ gj(x). To define the Lie bracket [Y1, Y2] take a local section Y˜1 of the
distribution Di and a local section Y˜2 of the distribution Dj such that pi
(
Y˜1(x)
)
= Y1 and
pj
(
Y˜2(x)
)
= Y2. It is clear that [Y1, Y2] ∈ gi+j(x). Put
[Y1, Y2]
def= pi+j
(
[Y˜1, Y˜2](x)
)
. (1.1)
It is easy to see that the right-hand side of (1.1) does not depend on the choice of sections Y˜1
and Y˜2. Besides, g−1(x) generates the whole algebra m(x). A graded Lie algebra satisfying the
last property is called fundamental. The graded nilpotent Lie algebra m(x) is called the symbol
of the distribution D at the point x.
Fix a fundamental graded nilpotent Lie algebra m =
−1⊕
i=−µ
gi. A distribution D is said to be
of constant symbol m or of constant type m if for any x the symbol m(x) is isomorphic to m as
a nilpotent graded Lie algebra. In general this assumption is quite restrictive. For example, in
the case of rank two distributions on manifolds with dim M ≥ 9, symbol algebras depend on
continuous parameters, which implies that generic rank 2 distributions in these dimensions do
not have a constant symbol. For rank 3 distributions with dimD−2 = 6 the same holds in the
case dimM = 7 as was shown in [3]. Following Tanaka, and for simplicity of presentation, we
consider here distributions of constant type m only. One can construct the flat distribution Dm of
constant type m. For this letM(m) be the simply connected Lie group with the Lie algebra m and
let e be its identity. Then Dm is the left invariant distribution on M(m) such that Dm(e) = g−1.
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1.3 The bundle P 0(m) and its reductions
To a distribution of type m one can assign a principal bundle in the following way. Let G0(m)
be the group of automorphisms of the graded Lie algebra m; that is, the group of all automor-
phisms A of the linear space m preserving both the Lie brackets (A([v, w]) = [A(v), A(w)] for
any v, w ∈ m) and the grading (A(gi) = gi for any i < 0). Let P 0(m) be the set of all pairs (x, ϕ),
where x ∈M and ϕ : m→ m(x) is an isomorphism of the graded Lie algebras m and m(x). Then
P 0(m) is a principal G0(m)-bundle overM . The right action RA of an automorphism A ∈ G0(m)
is as follows: RA sends (x, ϕ) ∈ P 0(m) to (x, ϕ◦A), or shortly (x, ϕ) ·RA = (x, ϕ◦A). Note that
since g−1 generates m, the group G0(m) can be identified with a subgroup of GL(g−1). By the
same reason a point (x, ϕ) ∈ P 0(m) of a fiber of P 0(m) is uniquely defined by ϕ|g−1 . So one can
identify P 0(m) with the set of pairs (x, ψ), where x ∈M and ψ : g−1 → D(x) can be extended to
an automorphism of the graded Lie algebras m and m(x). Speaking informally, P 0(m) can be seen
as a G0(m)−reduction of the bundle of all frames of the distribution D. Besides, the Lie algebra
g0(m) is the algebra of all derivations a of m, preserving the grading (i.e. agi ⊂ gi for all i < 0).
Additional structures on distributions can be encoded by reductions of the bundle P 0(m).
More precisely, let G0 be a Lie subgroup of G0(m) and let P 0 be a principal G0-bundle, which
is a reduction of the bundle P 0(m). Since g0 is a subalgebra of the algebra of derivations of m
preserving the grading, the subspace m⊕g0 is endowed with the natural structure of a graded Lie
algebra. For this we only need to define brackets [f, v] for f ∈ g0 and v ∈ m, because m and g0
are already Lie algebras. Set [f, v] def= f(v). The bundle P 0 is called a structure of constant type
(m, g0). Let, as before, Dm be the left invariant distribution on M(m) such that Dm(e) = g−1.
Denote by Lx the left translation on M(m) by an element x. Finally, let P 0(m, g0) be the set
of all pairs (x, ϕ), where x ∈ M(m) and ϕ : m → m(x) is an isomorphism of the graded Lie
algebras m and m(x) such that (Lx−1)∗ϕ ∈ G0. The bundle P 0(m, g0) is called the flat structure
of constant type (m, g0). Let us give some examples.
Example 1. G-structures. Assume that D = TM . So m = g−1 is abelian, G0(m) =
GL(m), and P 0(m) coincides with the bundle F(M) of all frames on M . In this case P 0 is
nothing but a usual G0-structure.
Example 2. Contact distributions. Let D be the contact distribution in R2n+1. Its sym-
bol mcont,n is isomorphic to the Heisenberg algebra η2n+1 with grading g−1 ⊕ g−2, where g−2 is
the center of η2n+1. Obviously, a skew-symmetric form Ω is well defined on g−1, up to a multipli-
cation by a nonzero constant. The group G0(mcont,n) of automorphisms of mcont,n is isomorphic
to the group CSP(g−1) of conformal symplectic transformations of g−1, i.e. transformations
preserving the form Ω, up to a multiplication by a nonzero constant.
Example 3. Maximally nonholonomic rank 2 distributions in R5. Let D be a rank 2
distribution in R5 with degree of nonholonomy equal to 3 at every point. Such distributions
were treated by E´. Cartan in his famous work [1]. In this case dimD−2 ≡ 3 and dimD−3 ≡ 5.
The symbol at any point is isomorphic to the Lie algebra m(2,5) generated by X1, X2, X3, X4,
and X5 with the following nonzero products: [X1, X2] = X3, [X1, X3] = X4, and [X2, X3] = X5.
The grading is given as follows:
g−1 = 〈X1, X2〉, g−2 = 〈X3〉, g−3 = 〈X4, X5〉,
where 〈Y1, . . . , Yk〉 denotes the linear span of vectors Y1, . . . , Yk. Since m(2,5) is a free nilpotent
Lie algebra with two generators X1 and X2, its group of automorphism is equivalent to GL(g−1).
Example 4. Sub-Riemannian structures of constant type (see also [6]). Assume that
each space D(x) is endowed with an Euclidean structure Qx depending smoothly on x. In this
situation the pair (D,Q) defines a sub-Riemannian structure on a manifold M . Recall that
g−1(x) = D(x). This motivates the following definition: A pair
(
m,Q), where m =
−1⊕
j=−µ
gj
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is a fundamental graded Lie algebra and Q is an Euclidean structure on g−1, is called a sub-
Riemannian symbol. Two sub-Riemannian symbols (m,Q) and (m˜, Q˜) are isomorphic if there
exists a map ϕ : m→ m˜, which is an isomorphism of the graded Lie algebras m and m˜, preserving
the Euclidean structures Q and Q˜ (i.e. such that Q˜
(
ϕ(v1), ϕ(v2)
)
= Q(v1, v2) for any v1 and v2
in g−1). Fix a sub-Riemannian symbol (m,Q). A sub-Riemannian structure (D,Q) is said to
be of constant type (m,Q), if for every x the sub-Riemannian symbol (m(x), Qx) is isomorphic
to (m,Q).
It may happen that a sub-Riemannian structure does not have a constant symbol even if
the distribution does. Such a situation occurs already in the case of the contact distribution on
R2n+1 for n > 1 (see Example 2 above). As was mentioned above, in this case a skew-symmetric
form Ω is well defined on g−1, up to a multiplication by a nonzero constant. If in addition
a Euclidean structure Q is given on g−1, then a skew-symmetric endomorphism J of g−1 is
well defined, up to a multiplication by a nonzero constant, by Ω(v1, v2) = Q(Jv1, v2). Take
0 < β1 ≤ · · · ≤ βn so that {±β1i, . . . ,±βni} is the set of the eigenvalues of J . Then a sub-
Riemannian symbol with m = mcont,n is determined uniquely (up to an isomorphism) by a point
[β1 : β2 : . . . : βn] of the projective space RPn−1.
Let (D,Q) be a sub-Riemannian structure of constant type (m,Q) and G0(m,Q) ⊂ G0(m)
be the group of automorphisms of a sub-Riemannian symbol (m,Q). Let P 0(m,Q) be the set
of all pairs (x, ϕ), where x ∈ M and ϕ : m → m(x) is an isomorhism of sub-Riemannian
symbols
(
m,Q
)
and
(
m(x), Qx
)
. Obviously, the bundle P 0(m,Q) is a reduction of P 0(m) with
the structure group G0(m,Q).
Example 5. Second order ordinary differential equations up to point transfor-
mations. Assume that D is a contact distribution on a 3-dimensional manifold endowed with
two distinguished transversal line sub-distributions L1 and L2. Such structures appear in the
study of second order ordinary differential equations y′′ = F (t, y, y′) modulo point transfor-
mations. Indeed, let J i(R,R) be the space of i-jets of mappings from R to R. As the distri-
bution D we take the standard contact distribution on J1(R,R). In the standard coordinates
(t, y, p) on J1(R,R) this distribution is given by the Pfaffian equation dy − pdt = 0. The
natural lifts to J1 of solutions of the differential equation form the 1-foliation tangent to D.
The tangent lines to this foliation define the sub-distribution L1. In the coordinates (t, y, p)
the sub-distribution L1 is generated by the vector field ∂∂t + p
∂
∂y + F (t, y, p)
∂
∂p . Finally, con-
sider the natural bundle J1(R,R) → J0(R,R) and let L2 be the distribution of the tangent
lines to the fibers. The sub-distribution L2 is generated by the vector field ∂∂p . The triple
(D,L1, L2) is called the pseudo-product structure associated with the second order ordinary dif-
ferential equation. Two second order differential equations are equivalent with respect to the
group of point transformations if and only if there is a diffeomorphism of J1(R,R) sending the
pseudo-product structure associated with one of them to the pseudo-product structure associ-
ated with the other one. This equivalence problem was treated by E´. Cartan in [2] and earlier
by A. Tresse in [12] and [13]. The symbol of the distribution is mcont,1 ∼ η3 (see Example 2
above) and the plane g−1 is endowed with two distinguished transversal lines. This additional
structure is encoded by the subgroup G0 of the group G0(mcont,1) preserving each of these
lines.
Another important class of geometric structures that can be encoded in this way are CR-
structures (see § 10 of [10] for more details).
1.4 Algebraic and geometric Tanaka prolongations
In [10] Tanaka solves the equivalence problem for structures of constant type (m, g0). Two
of Tanaka’s main constructions are the algebraic prolongation of the algebra m + g0, and the
geometric prolongation of structures of type (m, g0), imitated by the algebraic prolongation.
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First he defines a graded Lie algebra, which is in essence the maximal (nondegenerated)
graded Lie algebra, containing the graded Lie algebra
⊕
i≤0
gi as its non-positive part. More pre-
cisely, Tanaka constructs a graded Lie algebra g(m, g0) =
⊕
i∈Z
gi(m, g0), satisfying the following
three conditions:
1. gi(m, g0) = gi for all i ≤ 0;
2. if X ∈ gi(m, g0) with i > 0 satisfies [X, g−1] = 0, then X = 0;
3. g(m, g0) is the maximal graded Lie algebra, satisfying Properties 1 and 2.
This graded Lie algebra g(m, g0) is called the algebraic universal prolongation of the graded
Lie algebra m ⊕ g0. An explicit realization of the algebra g(m, g0) will be described later in
Section 4. It turns out ([10, § 6], [14, § 2]) that the Lie algebra of infinitesimal symmetries
of the flat structure of type (m, g0) can be described in terms of g(m, g0). If dim g(m, g0) is
finite (which is equivalent to the existence of l > 0 such that gl(m, g0) = 0), then the algebra of
infinitesimal symmetries is isomorphic to g(m, g0). The analogous formulation in the case when
g(m, g0) is infinite dimensional may be found in [10, § 6].
Furthermore for a structure P 0 of type (m, g0), Tanaka constructs a sequence of bundles
{P i}i∈N, where P i is a principal bundle over P i−1 with an abelian structure group of dimension
equal to dim gi(m, g0). In general P i is not a frame bundle. This is the case only for m = g−1;
that is, for G-structures. But if dim g(m, g0) is finite or, equivalently, if there exists l ≥ 0 such
that gl+1(m, g0) = 0, then the bundle P l+µ is an e-structure over P l+µ−1, i.e. P l+µ−1 is endowed
with a canonical frame (a structure of absolute parallelism). Note that all P i with i ≥ l are
identified one with each other by the canonical projections (which are diffeomorphisms in that
case). Hence, P l is endowed with a canonical frame. Once a canonical frame is constructed the
equivalence problem for structures of type (m, g0) is in essence solved. Moreover, dim g(m, g0)
gives the sharp upper bound for the dimension of the algebra of infinitesimal symmetries of such
structures.
By Tanaka’s geometric prolongation we mean his construction of the sequence of bundles
{P i}i∈N. In this note we mainly concentrate on a description of this geometric prolongation
using a language different from Tanaka’s original one. In Section 2 we review the prolongation
of usual G-structures in the language of Singer and Sternberg. We do this in order to prepare the
reader for the next section, where the first Tanaka geometric prolongation is given in a completely
analogous way. We believe that after reading Section 3 the reader will already have an idea how
to proceed with the higher order Tanaka prolongations so that technicalities of Section 4 can be
easily overcome.
2 Review of prolongation of G-structures
Before treating the general case we review the prolongation procedure for structures with
m = g−1, i.e. for usual G-structures. We follow [7] and [9]. Let Π0 : P 0 → M be the canonical
projection and V (λ) ⊂ TλP 0 the tangent space at λ to the fiber of P 0 over the point Π0(λ).
The subspace V (λ) is also called the vertical subspace of TλP 0. Actually,
V (λ) = ker(Π0)∗(λ). (2.1)
Recall that the space V (λ) can be identified with the Lie algebra g0 of G0. The identification
Iλ : g0 → V (λ) sends X ∈ g0 to ddt
(
λ · RetX
)|t=0, where etX is the one-parametric subgroup
6 I. Zelenko
generated by X. Recall also that an Ehresmann connection on the bundle P 0 is a distribution H
on P 0 such that
TλP
0 = V (λ)⊕H(λ) ∀λ ∈ P 0. (2.2)
A subspace H(λ), satisfying (2.2), is a horizontal subspace of TλP 0.
Once an Ehresmann connection H and a basis in the space g−1 ⊕ g0 are fixed, the bund-
le P 0 is endowed with a frame in a canonical way. Indeed, let λ = (x, ϕ) ∈ P 0. Then
ϕ ∈ Hom(g−1, TxM). By (2.1) and (2.2) the restriction (Π0)∗|H(λ) of the map (Π0)∗ to the sub-
space H(λ) is an isomorphism between H(λ) and TΠ0(λ)M . Define the map ϕ
H(λ) : g−1 ⊕ g0 →
TλP
0 as follows:
ϕH(λ)|g−1 =
(
(Π0)∗|H(λ)
)−1 ◦ ϕ,
ϕH(λ)|g0 = Iλ. (2.3)
If one fixes a basis in g−1 ⊕ g0, then the images of this basis under the maps ϕH(λ) define the
frame (the structure of the absolute parallelism) on P 0.
The question is whether an Ehresmann connection can be chosen canonically. To answer this
question, first one introduces a special g−1-valued 1-form ω on P 0 as follows: ω(Y ) = ϕ−1 ◦
(Π0)∗(Y ) for any λ = (x, ϕ) ∈ P 0 and Y ∈ TλP 0. This 1-form is called the soldering (tautological,
fundamental) form of the G0-structure P 0. Further, fixing again a point λ = (x, ϕ) ∈ P 0, one
defines a structure function (a torsion) CH ∈ Hom(g−1 ∧ g−1, g−1) of a horizontal subspace H
of TλP 0, as follows:
∀ v1, v2 ∈ g−1 CH(v1, v2) = −dω
(
ϕH(v1), ϕH(v2)
)
,
where ϕH is defined by (2.3). Equivalently,
CH(v1, v2) = ω
(
[Y1, Y2](λ)
)
for any vector fields Y1 and Y2 such that ω(Yi) ≡ vi and ϕH(vi) = Yi(λ), i = 1, 2. Speaking
informally, the structure function CH encodes all information about horizontal parts at λ of Lie
brackets of vector fields which are horizontal at λ w.r.t. the splitting (2.2) (with H(λ) replaced
by H).
We now take another horizontal subspace H˜ of TλP 0 and compare the structure functions CH
and C
H˜
. By construction, for any vector v ∈ g−1 the vector ϕH˜(v) − ϕH(v) belongs to V (λ)
(∼ g0). Let
f
HH˜
(v) def= I−1λ
(
ϕH˜(v)− ϕH(v)).
Then f
HH˜
∈ Hom(g−1, g0). In the opposite direction, it is clear that for any f ∈ Hom(g−1, g0)
there exists a horizontal subspace H˜ such that f = f
HH˜
. The map
∂ : Hom(g−1, g0)→ Hom(g−1 ∧ g−1, g−1),
defined by
∂f(v1, v2) = f(v1)v2 − f(v2)v1 = [f(v1), v2] + [v1, f(v2)] (2.4)
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is called the Spencer operator1. By direct computations ([7, p. 42], [9, p. 317], or the proof of
more general statement in Proposition 3.1 below) one obtains the following identity
C
H˜
= CH + ∂fHH˜ .
Now fix a subspace
N ⊂ Hom(g−1 ∧ g−1, g−1)
complementary to Im ∂, so that
Hom
(
g−1 ∧ g−1, g−1) = Im ∂ ⊕N .
Speaking informally, the subspace N defines the normalization conditions for the first prolon-
gation. The first prolongation of P 0 is the following bundle (P 0)(1) over P 0:(
P 0
)(1) = {(λ,H) : λ ∈ P 0,H is a horizontal subspace of TλP 0 with CH ∈ N}.
Alternatively,(
P 0
)(1) = {(λ, ϕH) : λ ∈ P 0,H is a horizontal subspace of TλP 0 with CH ∈ N}.
In other words, the fiber of (P 0)(1) over a point λ ∈ P 0 is the set of all horizontal subspaces H
of TλP 0 such that their structure functions satisfy the chosen normalization condition N . Ob-
viously, the fibers of (P 0)(1) are not empty, and if two horizontal subspaces H, H˜ belong to the
fiber, then f
HH˜
∈ ker ∂. The subspace g1 of Hom(g−1, g0) defined by
g1
def= ker ∂.
is called the first algebraic prolongation of g0 ⊂ gl(g−1). Note that it is absolutely not important
that g0 be a subalgebra of gl(g−1): the first algebraic prolongation can be defined for a subspace
of gl(g−1) (see the further generalization below).
If g1 = 0 then the choice of the “normalization conditions” N determines an Ehresmann
connection on P 0 and P 0 is endowed with a canonical frame. As an example consider a Rie-
mannian structure. In this case g0 = so(n), where n = dim g−1, and it is easy to show
that g1 = 0. Moreover, dimHom(g−1 ∧ g−1, g−1) = dimHom(g−1, g0) = n2(n−1)2 . Hence,
Im ∂ = Hom(g−1 ∧ g−1, g−1) and the complement subspace N must be equal to 0. So, in
this case one gets the canonical Ehresmann connection with zero structure function (torsion),
which is nothing but the Levi-Civita connection.
If g1 6= 0, we continue the prolongation procedure by induction. Given a linear space W
denote by IdW the identity map on W . The bundle (P 0)(1) is a frame bundle with the abelian
structure group G1 of all maps A ∈ GL(g−1 ⊕ g0) such that
A|g−1 = Idg−1 + T,
A|g0 = Idg0 , (2.5)
1In [9] this operator is called the antisymmetrization operator, but we prefer to call it the Spencer operator,
because, after certain intepretation of the spaces Hom(g−1, g0) and Hom(g−1 ∧ g−1, g−1), this operator can be
identified with an appropriate δ-operator introduced by Spencer in [8] for the study of overdetermined systems
of partial differential equations. Indeed, since g0 is a subspace of gl(g−1), the space Hom(g−1, g0) can be seen as
a subspace of the space of g−1-valued one-forms on g−1 with linear coefficients, while Hom(g−1 ∧ g−1, g−1) can
be seen as the space of g−1-valued two-forms on g−1 with constant coefficients. Then the operator ∂ defined by
(2.4) coincides with the restriction to Hom(g−1, g0) of the exterior differential acting between the above-mentioned
spaces of one-forms and two-forms, i.e. with the corresponding Spencer δ-operator.
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where T ∈ g1. The right action RA of A ∈ G1 on a fiber of (P 0)(1) is defined by the following
rule: RA(ϕ) = ϕ ◦A. Observe that g1 is isomorphic to the Lie algebra of G1.
Set P 1 = (P 0)(1). The second prolongation P 2 of P 0 is by definition the first prolongation
of the frame bundle P 1, P 2 def= (P 1)(1) and so on by induction: the i-th prolongation P i is the
first prolongation of the frame bundle P i−1.
Let us describe the structure group Gi of the frame bundle P i over P i−1 in more detail.
For this one can define the Spencer operator and the first algebraic prolongation also for
a subspace W of Hom(g−1, V ), where V is a linear space, which does not necessary coincide
with g−1 as before. In this case the Spencer operator is the operator from Hom(g−1,W ) to
Hom(g−1 ∧ g−1, V ), defined by the same formulas, as in (2.4). The first prolongation W (1)
of W is the kernel of the Spencer operator. Note that by definition g1 = (g0)(1). Then the
i-th prolongation gi of g0 is defined by the following recursive formula: gi = (gi−1)(1). Note
that gi ⊂ Hom(g−1, gi−1). By (2.5) and the definition of the Spencer operator the bundle P i is
a frame bundle with the abelian structure group Gi of all maps A ∈ GL( i−1⊕
p=−1
gp
)
such that
A|g−1 = Idg−1 + T,
A|⊕i−1
p=0 g
p = Id⊕i−1
p=0 g
p ,
where T ∈ gi. In particular, if gl+1 = 0 for some l ≥ 0, then the bundle P l is endowed with the
canonical frame and we are done.
3 Tanaka’s first prolongation
Now consider the general case. As before P 0 is a structure of constant type (m, g0). Let
Π0 : P 0 → M be the canonical projection. The filtration {Di}i<0 of TM induces a filtration
{Di0}i≤0 of TP 0 as follows:
D00 = ker(Π0)∗,
Di0(λ) =
{
v ∈ TλP 0 : (Π0)∗v ∈ Di
(
Π0(λ)
)} ∀ i < 0.
We also set Di0 = 0 for all i > 0. Note that D
0
0(λ) is the tangent space at λ to the fiber of P
0
and therefore can be identified with g0. Denote by Iλ : g0 → D00(λ) the identifying isomorphism.
Fix a point λ ∈ P 0 and let pii0 : Di0(λ)/Di+20 (λ)→ Di0(λ)/Di+10 (λ) be the canonical projection
to the factor space. Note that Π0∗ induces an isomorphism between the space Di0(λ)/D
i+1
0 (λ)
and the space Di(Π0(λ))/Di+1(Π0(λ)) for any i < 0. We denote this isomorphism by Πi0. The
fiber of the bundle P 0 over a point x ∈M is a subset of the set of all maps
ϕ ∈
⊕
i<0
Hom
(
gi, Di(x)/Di+1(x)
)
,
which are isomorphisms of the graded Lie algebras m =
⊕
i<0
gi and
⊕
i<0
Di(x)/Di+1(x). We are
going to construct a new bundle P 1 over the bundle P 0 such that the fiber of P 1 over a point
λ = (x, ϕ) ∈ P 0 will be a certain subset of the set of all maps
ϕˆ ∈
⊕
i≤0
Hom
(
gi, Di0(λ)/D
i+2
0 (λ)
)
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such that
ϕ|gi = Πi0 ◦ pii0 ◦ ϕˆ|gi ∀ i < 0,
ϕˆ|g0 = Iλ. (3.1)
For this fix again a point λ = (x, ϕ) ∈ P 0. For any i < 0 choose a subspaceH i ⊂ Di0(λ)/Di+20 (λ),
which is a complement of Di+10 (λ)/D
i+2
0 (λ) to D
i
0(λ)/D
i+2
0 (λ):
Di0(λ)/D
i+2
0 (λ) = D
i+1
0 (λ)/D
i+2
0 (λ)⊕H i. (3.2)
Then the map Πi0 ◦pii0|Hi defines an isomorphism between H i and Di
(
Π0(λ)
)
/Di+1
(
Π0(λ)
)
. So,
once a tuple of subspaces H = {H i}i<0 is chosen, one can define a map
ϕH ∈
⊕
i≤0
Hom
(
gi, Di0(λ)/D
i+2
0 (λ)
)
as follows
ϕH|gi =
{(
Πi0 ◦ pii0|Hi
)−1 ◦ ϕ|gi if i < 0,
Iλ if i = 0.
Clearly ϕˆ = ϕH satisfies (3.1). Tuples of subspaces H = {H i}i<0 satisfying (3.2) play here the
same role as horizontal subspaces in the prolongation of the usual G-structures. Can we choose
a tuple {H i}i<0 in a canonical way? For this, by analogy with the prolongation of G-structure,
we introduce a “partial soldering form” of the bundle P 0 and the structure function of a tuple H.
The soldering form of P 0 is a tuple Ω0 = {ωi0}i<0, where ωi0 is a gi-valued linear form on Di0(λ)
defined by
ωi0(Y ) = ϕ
−1(((Π0)∗(Y ))i),
where
(
(Π0)∗(Y )
)
i
is the equivalence class of (Π0)∗(Y ) in Di(x)/Di+1(x). Observe that Di+10 (λ)
= kerωi0. Thus the form ω
i
0 induces the g
i-valued form ω¯i0 on D
i
0(λ)/D
i+1
0 (λ). The structure
function C0H of the tuple H = {H i}i<0 is the element of the space
A0 =
 −2⊕
i=−µ
Hom(g−1 ⊗ gi, gi)
⊕Hom(g−1 ∧ g−1, g−1) (3.3)
defined as follows. Let prHi be the projection of D
i
0(λ)/D
i+2
0 (λ) to D
i+1
0 (λ)/D
i+2
0 (λ) parallel to
H i (or corresponding to the splitting (3.2)). Given vectors v1 ∈ g−1 and v2 ∈ gi, take two vector
fields Y1 and Y2 in a neighborhood of λ in P 0 such that Y1 is a section of D−10 , Y2 is a section
of Di0, and
ω−10 (Y1) ≡ v1, ωi0(Y2) ≡ v2,
Y1(λ) = ϕH(v1), Y2(λ) ≡ ϕH(v2) modDi+20 (λ). (3.4)
Then set
C0H(v1, v2)
def= ω¯i0
(
prHi−1
(
[Y1, Y2](λ)
))
. (3.5)
In the above formula we take the equivalence class of the vector [Y1, Y2](λ) in Di−10 (λ)/D
i+1
0 (λ)
and then apply prHi−1.
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One must show that C0H(v1, v2) does not depend on the choice of vector fields Y1 and Y2,
satisfying (3.4). Indeed, assume that Y˜1 and Y˜2 are another pair of vector fields in a neighborhood
of λ in P 0 such that Y˜1 is a section of D−10 , Y˜2 is a section of D
i
0, and they satisfy (3.4) with Y1, Y2
replaced by Y˜1, Y˜1. Then
Y˜1 = Y1 + Z1, Y˜2 = Y2 + Z2, (3.6)
where Z1 is a section of the distribution D00 such that Z1(λ) = 0 and Z2 is a section of
the distribution Di+10 such that Z2(λ) ∈ Di+20 (λ). It follows that [Y1, Z2](λ) ∈ Di+10 (λ) and
[Y2, Z1](λ) ∈ Di+10 (λ). This together with the fact that [Z1, Z2] is a section of Di+10 imply that
[Y˜1, Y˜2](λ) ≡ [Y1, Y2] mod Di+10 (λ).
From (3.5) we see that the structure function is independent of the choice of vector fields Y1
and Y2.
We now take another tuple H˜ = {H˜ i}i<0 such that
Di0(λ)/D
i+2
0 (λ) = D
i+1
0 (λ)/D
i+2
0 (λ)⊕ H˜ i (3.7)
and consider how the structure functions C1H and C
1
H˜ are related. By construction, for any
vector v ∈ gi the vector ϕH˜(v)− ϕH(v) belongs to Di+10 (λ)/Di+20 (λ). Let
fHH˜(v)
def=
{
ω¯i+10
(
ϕH˜(v)− ϕH(v)) if v ∈ gi with i < −1,
I−1λ
(
ϕH˜(v)− ϕH(v)) if v ∈ g−1.
Then fHH˜ ∈
⊕
i<0
Hom(gi, gi+1). Conversely, it is clear that for any f ∈
⊕
i<0
Hom(gi, gi+1) there
exists a tuple H˜ = {H˜ i}i<0, satisfying (3.7), such that f = fHH˜.
Further, let A0 be as in (3.3) and define a map
∂0 :
⊕
i<0
Hom(gi, gi+1)→ A0
by
∂0f(v1, v2) = [f(v1), v2] + [v1, f(v2)]− f([v1, v2]),
where the brackets [ , ] are as in the Lie algebra m⊕ g0. The map ∂0 coincides with the Spencer
operator (2.4) in the case of G-structures. Therefore it is called the generalized Spencer operator
for the first prolongation.
Proposition 3.1. The following identity holds
C0H˜ = C
0
H + ∂0fHH˜. (3.8)
Proof. Fix vectors v1 ∈ g−1 and v2 ∈ gi and let Y1 and Y2 be two vector fields in a neighborhood
of λ satisfying (3.4). Take two vector fields Y˜1 and Y˜2 in a neighborhood of λ in P 0 such that Y˜1
is a section of D−10 , Y˜2 a section of D
i
0, and
ω−10 (Y˜1) ≡ v1, ωi0(Y˜2) ≡ v2,
Y˜1(λ) = ϕH˜(v1), Y˜2(λ) ≡ ϕH˜(v2) mod Di+20 (λ).
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Further, assume that vector fields Z1 and Z2 are defined as in (3.6). Then Z1 is a section of D00
and Z2 is a section of Di+10 such that
Z1(λ) = Iλ
(
fHH˜(v1)
)
, (3.9)
fHH˜(v2) =
{
ω¯i+10 (Z2(λ)) if v ∈ gi, i < −1,
I−1λ (Z2(λ)) if v ∈ g−1.
(3.10)
Hence [Z1, Y2] and [Y1, Z2] are sections of Di0, while [Z1, Z2] is a section of D
i+1
0 . This implies
that
ω¯i0
(
prH˜i−1
(
[Y˜1, Y˜2](λ)
))
= ω¯i0
(
prH˜i−1
(
[Y1, Y2](λ)
))
+ ω¯i0
(
[Z1, Y2]
)
+ ω¯i0
(
[Y1, Z2]
)
. (3.11)
Further, directly from the definitions of fHH˜, pr
H
i−1, and pr
H˜
i−1 it follows that
ω¯i0
(
prH˜i−1(w)
)
= ω¯i0
(
prHi−1(w)
)− fHH˜(ω¯i−10 (w)) ∀w ∈ Di−10 (λ)/Di+10 (λ). (3.12)
Besides, from the definition of the soldering form, the fact that ϕ is an isomorphism of the Lie
algebras m and m(x) =
⊕
i<0
Di(x)/Di+1(x) , and relations (3.10) for i < −1 it follows that
ω¯i0
(
[Y1, Z2]
)
= [v1, fHH˜(v2)] ∀ i < −1. (3.13)
Taking into account (3.4) we get
ω¯i−10 ([Y1, Y2]) = [v1, v2]. (3.14)
Finally, from (3.9) and (3.10) for i = −1, and the definition of the action of G0 on P 0 it follows
that identity (3.13) holds also for i = −1, and that
ω¯i0
(
[Z1, Y2]
)
= [fHH˜(v1), v2]. (3.15)
Substituting (3.12)–(3.15) into (3.11) we get (3.8). 
Now we proceed as in the case of G-structures. Fix a subspace
N0 ⊂ A0
which is complementary to Im ∂0,
A0 = Im ∂0 ⊕N0. (3.16)
As for G-structures, the subspace N0 defines the normalization conditions for the first prolon-
gation. Then from the splitting (3.16) it follows trivially that there exists a tuple H = {H i}i<0
such that
C0H ∈ N0. (3.17)
A tuple H˜ = {H˜ i}i<0 satisfies C0H˜ ∈ N0 if and only if fHH˜ ∈ ker ∂0. In particular if ker ∂0 = 0
then the tuple H is fixed uniquely by condition (3.17). Let
g1
def= ker ∂0.
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The space g1 is called the first algebraic prolongation of the algebra m⊕g0. Here we consider g1
as an abelian Lie algebra. Note that the fact that the symbol m is fundamental (that is,
g−1 generates the whole m) implies that
g1 =
{
f ∈
⊕
i<0
Hom(gi, gi+1) : f([v1, v2]) = [f(v1), v2] + [v1, f(v2)] ∀ v1, v2 ∈ m
}
.
The first (geometric) prolongation of the bundle P 0 is the bundle P 1 over P 0 defined by
P 1 =
{
(λ,H) : λ ∈ P 0, C0H ∈ N0
}
.
Equivalently,
P 1 =
{
(λ, ϕH) : λ ∈ P 0, C0H ∈ N0
}
.
It is a principal bundle with the abelian structure groupG1 of all mapsA ∈
⊕
i<1
Hom(gi, gi ⊕ gi+1)
such that
A|gi = Idgi + Ti, i < 0,
A|g0 = Idg0 ,
where Ti ∈ Hom(gi, gi+1) and (T−µ, . . . , T−1) ∈ g1. The right action R1A of A ∈ G1 on a fiber
of P 1 is defined by R1A(ϕ
H) = ϕH ◦A. Note that G1 is an abelian group of dimension equal to
dim g1.
4 Higher order Tanaka’s prolongations
More generally, define the k-th algebraic prolongation gk of the algebra m⊕ g0 by induction for
any k ∈ N. Assume that spaces gl ⊂
⊕
i<0
Hom(gi, gi+l) are defined for all 0 < l < k. Set
[f, v] = −[v, f ] = f(v) ∀ f ∈ gl, 0 ≤ l < k, and v ∈ m. (4.1)
Then let
gk
def=
{
f ∈
⊕
i<0
Hom(gi, gi+k) : f([v1, v2]) = [f(v1), v2] + [v1, f(v2)] ∀ v1, v2 ∈ m
}
. (4.2)
Directly from this definition and the fact that m is fundamental (that is, it is generated by g−1)
it follows that if f ∈ gk satisfies f |g−1 = 0, then f = 0. The space
⊕
i∈Z g
i can be naturally
endowed with the structure of a graded Lie algebra. The brackets of two elements from m are as
in m. The brackets of an element with non-negative weight and an element from m are already
defined by (4.1). It only remains to define the brackets [f1, f2] for f1 ∈ gk, f2 ∈ gl with k, l ≥ 0.
The definition is inductive with respect to k and l: if k = l = 0 then the bracket [f1, f2] is as
in g0. Assume that [f1, f2] is defined for all f1 ∈ gk, f2 ∈ gl such that a pair (k, l) belongs to
the set
{(k, l) : 0 ≤ k ≤ k¯, 0 ≤ l ≤ l¯}\{(k¯, l¯)}.
Then define [f1, f2] for f1 ∈ gk¯, f2 ∈ gl¯ to be the element of
⊕
i<0
Hom(gi, gi+k¯+l¯) given by
[f1, f2]v
def= [f1(v), f2] + [f1, f2(v)] ∀ v ∈ m. (4.3)
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It is easy to see that [f1, f2] ∈ gk+l and that
⊕
i∈Z g
i with bracket product defined as above is
a graded Lie algebra. As a matter of fact [10, § 5] this graded Lie algebra satisfies Properties 1–3
from Subsection 1.4. That is it is a realization of the algebraic universal prolongation g(m, g0)
of the algebra m⊕ g0.
Now we are ready to construct the higher order geometric prolongations of the bundle P 0 by
induction. Assume that all l-th order prolongations P l are constructed for 0 ≤ l ≤ k. We also
set P−1 = M . We will not specify what the bundles P l are exactly. As in the case of the first
prolongation P 1, their construction depends on the choice of normalization conditions on each
step. But we will point out those properties of these bundles that we need in order to construct
the (k + 1)-st order prolongation P k+1. Here are these properties:
1. P l is a principal bundle over P l−1 with an abelian structure group Gl of dimension equal
to dim gl and with the canonical projection Πl.
2. The tangent bundle TP l is endowed with the filtration {Dil} as follows: For l = −1 it
coincides with the initial filtration {Di}i<0 and for l ≥ 0 we get by induction
Dll = ker(Πl)∗,
Dil(λl) =
{
v ∈ TλP l : (Πl)∗v ∈ Dil−1
(
Πl(λl)
)} ∀ i < l.
The subspaces Dll(λl), as the tangent spaces to the fibers of P
l , are canonically identified
with gl. Denote by Iλl : g
l → Dll(λl) the identifying isomorphism.
3. The fiber of P l, 0 ≤ l ≤ k, over a point λl−1 ∈ P l−1 will be a certain subset of the set of
all maps from⊕
i<l
Hom
(
gi, Dil−1(λl−1)/D
i+l+1
l−1 (λl−1)
)
.
If l > 0 and λl = (λl−1, ϕl) ∈ P l, then ϕl|gl−1 coincides with the identification of gl−1 with
Dl−1l−1(λl−1) and the restrictions ϕl|gi with i ≥ 0 are the same for all λl from the same fiber.
4. Assume that 0 < l ≤ k, λl−1 = (λl−2, ϕl−1) ∈ P l−1 and λl = (λl−1, ϕl) ∈ P l. The maps
ϕl−1 and ϕl are related as follows: if
piil : D
i
l(λl)/D
i+l+2
l (λl)→ Dil(λl)/Di+l+1l (λl) (4.4)
are the canonical projections to a factor space and
Πil : D
i
l(λl)/D
i+l+1
l (λl)→ Dil−1
(
Πl(λl)
)
/Di+l+1l−1 (Πl(λl)) (4.5)
are the canonical maps induced by (Πl)∗, then
∀ i < l ϕl−1|gi = Πil−1 ◦ piil−1 ◦ ϕl|gi .
Note that the maps Πil are isomorphisms for i < 0 and the maps pi
i
l are identities for i ≥ 0
(we set Dil = 0 for i > l).
Now we are ready to construct the (k + 1)-st order Tanaka geometric prolongation. Fix a
point λk ∈ P k and assume that λk = (λk−1, ϕk), where
ϕk ∈
⊕
i<k
Hom
(
gi, Dik−1(λk−1)/D
i+k+1
k−1 (λk−1)
)
.
LetHk = {H ik}i<k be the tuple of spaces such thatH ik = ϕk(gi). Take a tupleHk+1 = {H ik+1}i<k
of linear spaces such that
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1. for i < 0 the space H ik+1 is a complement of D
i+k+1
k (λk)/D
i+k+2
k (λk) in (Π
i
k ◦piik)−1(H ik) ⊂
Dik(λk)/D
i+k+2
k (λk),
(Πik ◦ piik)−1(H ik) = Di+k+1k (λk)/Di+k+2k (λk)⊕H ik+1; (4.6)
2. for 0 ≤ i < k the space H ik+1 is a complement of Dkk(λk) in (Πik)−1(H ik),
(Πik)
−1(H ik) = D
k
k(λk)⊕H ik+1. (4.7)
Here the maps piik and Π
i
k are defined as in (4.4) and (4.5) with l = k.
Since Di+k+1k (λk)/D
i+k+2
k (λk) = kerpi
i
k and Π
i
k is an isomorphism for i < 0, the map Π
i
k ◦
piik|Hik+1 defines an isomorphism between H
i
k+1 and H
i
k for i < 0. Additionally, by (4.7) the map
(Πl)∗|Hik+1 defines an isomorphism between H
i
k+1 and H
i
k for 0 ≤ i < k. So, once a tuple of
subspaces Hk+1 = {H ik+1}i<k, satisfying (4.6) and (4.7), is chosen, one can define a map
ϕHk+1 ∈
⊕
i≤k
Hom
(
gi, Dik(λk)/D
i+k+2
k (λk)
)
as follows
ϕHk+1 |gi =

(
Πik ◦ piik|Hik+1
)−1 ◦ ϕk|gi if i < 0,(
(Πl)∗|Hik+1
)−1 ◦ ϕk|gi if 0 ≤ i < k,
Iλk if i = k.
Can we choose a tuple or a subset of tuples Hk in a canonical way? To answer this question, by
analogy with Sections 2 and 3, we introduce a “partial soldering form” of the bundle P k and the
structure function of a tuple Hk+1. The soldering form of P k is a tuple Ωk = {ωik}i<k, where ωik
is a gi-valued linear form on Dik(λk) defined by
ωik(Y ) = ϕ
−1
k
((
(Πk)∗(Y )
)
i
)
.
Here
(
(Πk)∗(Y )
)
i
is the equivalence class of (Πk)∗(Y ) in Dik−1(λk−1)/D
i+k+1
k−1 (λk−1). By con-
struction it follows immediately that Di+1k (λk) = kerω
i
k. So, the form ω
i
k induces the g
i-valued
form ω¯ik on D
i
k(λk)/D
i+1
k (λk).
The structure function CkHk+1 of a tuple Hk+1 is the element of the space
Ak =
 −2⊕
i=−µ
Hom
(
g−1 ⊗ gi, gi+k)
⊕Hom(g−1 ∧ g−1, gk−1)
⊕
(
k−1⊕
i=0
Hom
(
g−1 ⊗ gi, gk−1)) (4.8)
defined as follows: Let pii,sl : D
i
l(λl)/D
i+l+2
l (λl) → Dil(λl)/Di+l+2−sl (λl) be the canonical pro-
jection to a factor space, where −1 ≤ l ≤ k, i ≤ l. Here, as before, we assume that Dil = 0
for i > l. Note that the previously defined piil coincides with pi
i,1
l . By construction, one has the
following two relations
Dik(λk)/D
i+k+2
k (λk) =
(
k⊕
s=0
pii+s,sk (H
i+s
k+1)
)
⊕Di+k+1k (λk)/Di+k+2k (λk) if i < 0, (4.9)
Dik(λk) =
(
k−1⊕
s=i
H ik+1
)
⊕Dkk(λk) if 0 ≤ i < k. (4.10)
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Let prHk+1i be the projection of D
i
k(λk)/D
i+k+2
k (λk) to D
i+k+1
k (λk)/D
i+k+2
k (λk) corresponding
to the splitting (4.9) if i < 0 or the projection of Dik(λk) to H
k−1
k+1 corresponding to the split-
ting (4.10) if 0 ≤ i < k. Given vectors v1 ∈ g−1 and v2 ∈ gi take two vector fields Y1
and Y2 in a neighborhood Uk of λk in P k such that for any λ˜k = (λ˜k−1, ϕ˜k) ∈ Uk, where
ϕ˜k ∈
⊕
i<k
Hom
(
gi, Dik−1(λk−1)/D
i+k+1
k−1 (λk−1)
)
, one has
Πk∗Y1(λ˜k) = ϕ˜k(v1), Πk∗Y2(λ˜k) ≡ ϕ˜k(v2) mod Di+k+1k−1 (λk−1),
Y1(λ) = ϕHk+1(v1), Y2(λ) ≡ ϕHk+1(v2) mod Di+k+2k (λ). (4.11)
Then set
CkHk+1(v1, v2)
def=
{
ω¯i+kk
(
prHk+1i−1
(
[Y1, Y2]
))
if i < 0,
ωk−1k
(
prHk+1i−1
(
[Y1, Y2]
))
if 0 ≤ i < k. (4.12)
As in the case of the first prolongation, CkH(v1, v2) does not depend on the choice of vector
fields Y1 and Y2, satisfying (4.11). Indeed, assume that Y˜1 and Y˜2 is another pair of vector fields
in a neighborhood of λk in P k such that Y˜1 is a section of D−1k , Y˜2 is a section of D
i
k, and they
satisfy (4.11) with Y1, Y2 replaced by Y˜1, Y˜1. Then
Y˜1 = Y1 + Z1, Y˜2 = Y2 + Z2,
where Z1 is a section of the distribution Dkk such that Z1(λk) = 0 and Z2 is a section of
the distribution Dmin{i+k+1,k}k such that Z2(λk) ∈ Dmin{i+k+1,k}+1k (λk). Then [Y1, Z2](λk) ∈
D
min{i+k+1,k}
k (λk) and [Y2, Z1](λ) ∈ Dmin{i+k+1,k}k (λk). This together with the fact that [Z1, Z2]
is a section of Dmin{i+k+1,k}+1k implies that
[Y˜1, Y˜2](λ) ≡ [Y1, Y2] mod Dmin{i+k+1,k}k (λ).
From (4.12) it follows that the structure function is independent of the choice of vector fields Y1
and Y2.
Now take another tuple H˜k+1 = {H˜ ik+1}i<k such that
1. for i < 0 the space H˜ ik+1 is a complement of D
i+k+1
k (λk)/D
i+k+2
k (λk) in (Π
i
k ◦piik)−1(H ik) ⊂
Dik(λk)/D
i+k+2
k (λk),(
Πik ◦ piik
)−1(H ik) = Di+k+1k (λk)/Di+k+2k (λk)⊕ H˜ ik+1; (4.13)
2. for 0 ≤ i < k the space H˜ ik+1 is a complement of Dkk(λk) in (Πik)−1(H ik),(
Πik
)−1(H ik) = Dkk(λk)⊕ H˜ ik+1. (4.14)
How are the structure functions CkHk+1 and C
k
H˜k+1
related? By construction, for any vector
v ∈ gi the vector ϕH˜k+1(v) − ϕHk+1(v) belongs to Di+k+1k (λk)/Di+k+2k (λk), for i < 0, and
to Dkk(λk), for 0 ≤ i < k. Let
fHk+1H˜k+1(v)
def=
{
ω¯i+k+1k
(
ϕH˜k+1(v)− ϕHk+1(v)) if v ∈ gi with i < −1,
I−1λ
(
ϕH˜k+1(v)− ϕHk+1(v)) if v ∈ gi with − 1 ≤ i < k.
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Then
fHk+1H˜k+1 ∈
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk).
In the opposite direction, it is clear that for any f ∈
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk), there
exists a tuple H˜k+1 = {H˜ ik+1}i<k satisfying (4.13) and (4.14) and such that f = fHk+1H˜k+1 .
Further, let Ak be as in (4.8) and define a map
∂k :
⊕
i<0
Hom(gi, gi+k+1)⊕
k−1⊕
i=0
Hom(gi, gk)→ Ak
by
∂kf(v1, v2) (4.15)
=
{
[f(v1), v2] + [v1, f(v2)]− f([v1, v2]) if v1 ∈ g−1, v2 ∈ gi, i < 0,
[v1, f(v2)] if v1 ∈ g−1, v2 ∈ gi, 0 ≤ i < k − 1,
where the brackets [ , ] are as in the algebraic universal prolongation g(m, g0). For k = 0
this definition coincides with the definition of the generalized Spencer operator for the first
prolongation given in the previous section.
The reason for introducing the operator ∂k is that the following generalization of identity (3.8)
holds:
CkH˜k+1 = C
k
Hk+1 + ∂kfHk+1H˜k+1 .
A verification of this identity for pairs (v1, v2), where v1 ∈ g−1 and v2 ∈ gi with i < 0, is
completely analogous to the proof of Proposition 3.1. For i ≥ 0 one has to use the inductive
assumption that the restrictions ϕl|gi are the same for all λl from the same fiber (see item 3 from
the list of properties satisfied by P l in the beginning of this section) and the splitting (4.10).
Now we proceed as in Sections 2 and 3. Fix a subspace
Nk ⊂ Ak
which is complementary to Im ∂k,
Ak = Im ∂k ⊕Nk. (4.16)
As above, the subspace Nk defines the normalization conditions for the first prolongation. Then
from the splitting (4.16) it follows trivially that there exists a tuple Hk+1 = {H ik+1}i<k, satis-
fying (4.6) and (4.7), such that
CkHk+1 ∈ Nk
and CkH˜k+1
∈ Nk for a tuple H˜k+1 = {H ik+1}i<k, satisfying (4.13) and (4.14), if and only if
fHk+1H˜k+1 ∈ ker ∂k. Note also that
f ∈ ker ∂k ⇒ f |gi = 0 ∀ 0 ≤ i ≤ k − 1. (4.17)
On Tanaka’s Prolongation Procedure for Filtered Structures of Constant Type 17
In other words,
ker ∂k ⊂
⊕
i<0
Hom
(
gi, gi+k+1
)
. (4.18)
Indeed, if f ∈ ker ∂k, then by (4.15) for any v1 ∈ g−1 and v2 ∈ gi with 0 ≤ i ≤ k − 1 one has
[v1, f(v2)] = −f(v2)v1 = 0.
In other words, f(v2)|g−1 = 0 (recall that f(v2) ∈ gk ⊂
⊕
i<0
Hom(gi, gi+k)). Since g−1 generates
the whole symbol m we see that f(v2) = 0 holds for any v2 ∈ gi with 0 ≤ i ≤ k− 1. This proves
that (4.17).
Further, comparing (4.15) and (4.18) with (4.2) and using again the fact that g−1 generates
the whole symbol m we obtain
ker ∂k = gk+1.
The (k+1)-st (geometric) prolongation of the bundle P 0 is the bundle P k+1 over P k defined by
P k+1 =
{
(λk,Hk+1) : λk ∈ P k, CkHk+1 ∈ Nk
}
.
Equivalently,
P k+1 =
{
(λ, ϕHk+1) : λk ∈ P k, CkHk+1 ∈ Nk
}
.
It is a principal bundle with the abelian structure group Gk+1 of all maps A ∈
⊕
i≤k
Hom(gi,
gi ⊕ gi+k+1) such that
A|gi =
{
Idgi + Ti if i < 0,
Idgi if 0 ≤ i ≤ k,
where Ti ∈ Hom(gi, gi+k+1) and (T−µ, . . . , T−1) ∈ gk+1. The right action Rk+1A of A ∈ Gk+1 on
a fiber of P k+1 is defined by Rk+1A (ϕ
Hk+1) = ϕHk+1 ◦A. Obviously, Gk+1 is an abelian group of
dimension equal to dim gk+1. It is easy to see that the bundle P k+1 is constructed so that the
Properties 1–4, formulated in the beginning of the present section, hold for l = k + 1 as well.
Finally, assume that there exists l¯ ≥ 0 such that gl¯ 6= 0 but gl¯+1 = 0. Since the symbol m is
fundamental, it follows that gl = 0 for all l > l¯. Hence, for all l > l¯ the fiber of P l over a point
λl−1 ∈ P l−1 is a single point belonging to
l−1⊕
i=−µ
Hom
(
gi, Dil−1(λl−1)/D
i+l+1
l−1 (λl−1)
)
, where, as
before, µ is the degree of nonholonomy of the distribution D. Moreover, by our assumption,
Dil = 0 if l ≥ l¯ and i ≥ l¯. Therefore, if l = l¯ + µ, then i + l + 1 > l¯ for i ≥ −µ and the
fiber of P l over P l is an element of Hom
( l−1⊕
i=−µ
gi, Tλl−1P
l−1
)
. In other words, P l¯+µ defines
a canonical frame on P l¯+µ−1. But all bundles P l with l ≥ l¯ are identified one with each other
by the canonical projections (which are diffeomorphisms in that case). As a conclusion we get
an alternative proof of the main result of the Tanaka paper [10]:
Theorem 4.1. If the (l¯ + 1)-st algebraic prolongation of the graded Lie algebra m⊕ g0 is equal
to zero then for any structure P 0 of constant type (m, g0) there exists a canonical frame on the
l¯-th geometric prolongation P l¯ of P 0.
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The power of Theorem 4.1 is that it reduces the question of existence of a canonical frame for
a structure of constant type (m, g0) to the calculation of the universal algebraic prolongation of
the algebra m⊕g0. But the latter is pure Linear Algebra: each consecutive algebraic prolongation
is determined by solving the system of linear equations given by (4.2). Let us demonstrate
this algebraic prolongation procedure in the case of the equivalence of second order ordinary
differential equations with respect to the group of point transformations (see Example 5 in
Subsection 1.3). The result of this prolongation is very well known using the structure theory
of simple Lie algebras (see discussions below), but this is one of the few nontrivial examples,
where explicit calculations of algebraic prolongation can be written down in detail within one
and a half pages.
Continuation of Example 5. Recall that our geometric structure here is a contact dis-
tribution D on a 3-dimensional manifold endowed with two distinguished transversal line sub-
distributions. The symbol of D is isomorphic to the 3-dimensional Heisenberg algebra η3 with
grading g−1 ⊕ g−2, where g−2 is the center of η3. Besides, the plane g−1 is endowed with two
distinguished transversal lines `1 and `2. Let X1 and X2 be vectors spanning `1 and `2, re-
spectively, and let X3 = [X1, X2]. Let g0 be the algebra of all derivations on η3 preserving the
grading and the lines `1 and `2. Then
g0 = span
{
Λ01,Λ
0
2
}
,
where
Λ01(X1) = X1, Λ
0
1(X2) = X2, Λ
0
2(X1) = X1, Λ
0
2(X2) = −X2. (4.19)
Using the fact that Λ0i is a derivation, we also have
Λ01(X3) = 2X3, Λ
0
2(X3) = 0. (4.20)
a) Calculation of g1. Given δ1 ∈ Hom(g−1, g0)⊕Hom(g−2, g−1) we have
δ1(X1) = α11Λ01 + α12Λ
0
2, δ
1(X2) = α21Λ01 + α22Λ
0
2 (4.21)
for some αij , 1 ≤ i, j ≤ 2. If δ1 ∈ g1, then (4.19) yields
δ1(X3) = [δ1(X1), X2] + [X1, δ1(X2)] (4.22)
=
(
α11Λ01+ α12Λ
0
2
)
(X2)−
(
α21Λ01+ α22Λ
0
2
)
(X1) = −(α21+ α22)X1+ (α11− α12)X2.
Using (4.20) and (4.22), we have
0 = δ1([X1, X3]) = [δ1(X1), X3] + [X1, δ1(X3)]
= (α11Λ01 + α12Λ
0
2
)
(X3) + (α11 − α12)X3 = (3α11 − α12)X3,
which implies that α12 = 3α11. In the same way, from the identities 0 = δ1[X2, X3] =
[δ1(X2), X3]+ [X2, δ1(X3)] one obtains easily that α22 = −3α21. This completes the verification
of conditions for δ1 to be in g1. Hence
g1 = span
{
Λ11,Λ
1
2
}
,
where Λ11,Λ
1
2 ∈ Hom(g−1, g0)⊕Hom(g−2, g−1) such that
Λ11(X1) = Λ
0
1 + 3Λ
0
2, Λ
1
1(X2) = 0, Λ
1
1(X3) = −2X2,
Λ12(X1) = 0, Λ
1
2(X2) = Λ
0
1 − 3Λ02, Λ12(X3) = 2X1. (4.23)
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(Λ11 corresponds to δ
1 as in (4.21) and (4.22) with α11 = 1 and α21 = 0, while Λ12 corresponds
to δ1 with α11 = 0 and α21 = 1 in the same formulas).
b) Calculation of g2. Given δ2 ∈ Hom(g−1, g1)⊕Hom(g−2, g0) we have
δ2(X1) = β11Λ11 + β12Λ
1
2, δ
2(X2) = β21Λ11 + β22Λ
1
2
for some βij , 1 ≤ i, j ≤ 2. If δ2 ∈ g2, then (4.23) implies
δ2(X3) = [δ2(X1), X2] + [X1, δ2(X2)] (4.24)
=
(
β11Λ11 + β12Λ
1
2
)
(X2)−
(
β21Λ11 + β22Λ
1
2
)
(X1) = (β12− β21)Λ01− 3(β12+ β21)Λ02.
Using (4.23) and (4.24), we have
0 = δ2([X1, X3]) = [δ2(X1), X3] + [X1, δ2(X3)]
= (β11Λ11 + β12Λ
1
2
)
(X3)− (β12 − β21)Λ01(X1) + 3(β12 + β21)Λ02(X1)
= 4(β12 + β21)X1 − 2β11X2,
which implies that
β11 = 0, β21 = −β12. (4.25)
Similarly, the identities 0 = δ2[X2, X3] = [δ2(X2), X3] + [X2, δ2(X3)] implies β22 = 0 in addition
to (4.25). This completes the verifications of conditions for δ2 to be in g2. Hence
g2 = span{Λ},
where Λ ∈ Hom(g−1, g1)⊕Hom(g−2, g0) is defined by
Λ(X1) = Λ12, Λ(X2) = −Λ11, Λ(X3) = 2Λ01. (4.26)
c) Calculation of g3. Given δ3 ∈ Hom(g−1, g2)⊕Hom(g−2, g1) such that
δ3(X1) = γ1Λ, δ2(X2) = γ2Λ.
for some γi, i = 1, 2. If δ3 ∈ g2, then (4.26) implies δ3(X1) = −γ1Λ11−γ2Λ12. From the identities
0 = δ3[X1, X3] = [δ3(X1), X3] + [X1, δ3(X3)] it follows easily that γ1 = 0. From the identities
0 = δ3[X2, X3] = [δ3(X2), X3] + [X2, δ3(X3)] it follows easily that γ2 = 0. Hence,
g3 = 0.
Thus the algebraic universal prolongation g(η3, g0) = g−2⊕g−1⊕g0⊕g1⊕g2 is 8-dimensional.
Therefore, fixing the normalization conditions at each step, one can construct the first and the
second geometric prolongations P 1 and P 2, and for any contact distribution D on 3-dimensional
manifold endowed with two distinguished transversal line sub-distributions there is a canonical
frame on the 8-dimensional bundle P 2.
Let us look at the algebra g(η3, g0) in more detail. Applying (4.3) inductively, we see that
all nonzero brackets of elements Λ01, Λ
0
2, Λ
1
1, Λ
1
2, Λ (spanning the subalgebra of elements with
nonzero weights of g(η3, g0)) are as follows:
[Λ11,Λ
0
1] = Λ
1
1, [Λ
1
1,Λ
0
2] = Λ
1
1, [Λ
1
2,Λ
0
1] = Λ
1
1, [Λ
1
2,Λ
0
1] = −Λ12, [Λ11,Λ12] = 2Λ.
Considering all products in g(η3, g0) it is not hard to see that g(η3, g0) is isomorphic to sl(3,R).
Indeed, if we denote by Eij the 3× 3-matrix such that its (i, j) entry is equal to 1 and all other
entries vanish, then the following mapping is an isomorphism of algebras g(η3, g0) and sl(3,R):
X1 7→ E12, X2 7→ E23, X3 7→ E13,
Λ11 7→ −2E21, Λ12 7→ −2E23, Λ 7→ −2E23,
Λ01 + 3Λ
0
2 7→ 2(E11 − E22), Λ01 − 3Λ02 7→ 2(E22 − E33).
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As a matter of fact, here we are in the situation, when m ⊕ g0 is a subalgebra of elements of
nonnegative weights (a parabolic subalgbebra) of a graded simple Lie algebra (in the considered
case η3 ⊕ g0 is a Borel subalgebra of sl(3,R)). It was shown in [14] that, except for a few
cases, the algebraic universal prolongation of a parabolic subalgebra of a simple Lie algebra is
isomorphic to this simple Lie algebra.
This result can be applied also to the algebra m(2,5)⊕ g0(m(2,5)), corresponding to maximally
nonholonomic rank 2 distributions in R5 (see Example 2 above). In this case m(2,5) ⊕ g0(m(2,5))
is the subalgebra of elements of non-negative degree in the exceptional Lie algebra G2, graded
according to the coefficient of the short simple root. So, according to [14], the algebraic universal
prolongation of m(2,5)⊕g0(m(2,5)) is isomorphic to G2 =
3⊕
i=−3
gi. This together with Theorem 4.1
implies that to any maximally nonholonomic rank 2 distribution in R5 one can assign a canonical
frame on the bundle P 3 of dimension equal to dimG2 = 14. Note that this statement is still
weaker than what Cartan proved in [1]. Indeed, Cartan provides explicit expressions for the
coframe and finds the complete system of invariants, while Theorem 4.1 is only the existence
statement.
Finally note that the construction of the bundles P k (and therefore of the canonical frame)
depends on the choice of the normalization conditions given by spaces Nk, as in (4.16). Under
additional assumptions on the algebra g(m, g0) (for example, semisimplicity or existence of
a special bilinear form) the spaces Nk themselves can be taken in a canonical way at each step
of the prolongation procedure. This allows to construct canonical frames satisfying additional
nice properties.
In particular, in another fundamental paper of Tanaka [11], it was shown that if the algebraic
universal prolongation g(m, g0) is a semisimple Lie algebra, then the so-called g(m, g0)-valued
normal Cartan connection can be associated with a structure of type (m, g0). Roughly speaking,
a Cartan connection gives the canonical frame which is compatible in a natural way with the
whole algebra g(m, g0). This is a generalization of Cartan’s results [1] on maximally nonholo-
nomic rank 2 distributions in R5. Further, T. Morimoto [4] gave a general criterion (in terms
of the algebra g(m, g0)) for the existence of the normal Cartan connection for structures of
type (m, g0).
All these developments are far beyond of the goals of the present note, so we do not want to
address them in more detail here, referring the reader to the original papers.
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