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ABSTRACT. The present paper discusses an approach to solve the joint replenishment problem in a
production environment with concave production cost functions. Under this environment, the model
leads to a global optimization problem, which is investigated by using some standard results from
convex analysis. Consequently, an effective solution procedure is proposed. The proposed procedure is
guaranteed to return a solution with a predetermined quality in terms of the objective function value. A
computational study is provided to illustrate the performance of the proposed solution procedure with
respect to the running time.
Keywords. inventory, multi-item, concave production cost, joint setup, Lipschitz optimization, concave-
convex programming
1 Introduction
Inventory planning for multi-item systems with a joint setup cost, is a well-analyzed area of research in
Management Science. The problem is referred to as the joint replenishment problem. The main issue, as
the name suggests, is investigating the economies of scale due to the coordination of the replenished items
that have a common fixed (ordering/setup) cost. Apart from this major fixed cost, there is an individual
minor fixed cost associated with each item. The overall objective is to minimize total average cost by
determining a common basic cycle time along with the ordering frequency for each item. Setting the
ordering frequencies to integer values ensures the coordination of replenishment of items. As a result of
this coordination, savings on the major fixed cost are obtained.
There exists a vast amount of literature on the deterministic joint replenishment problem [see 1–17].
In the literature, one of the main environmental conditions employed is the instantaneous replenishment
assumption, which reflects the fact that either items are purchased from an outside supplier or there is
no capacity restriction on the production facility in terms of the production rate. Indeed in a production
∗Corresponding author.
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2. Environment
setting, where the items are produced with a finite rate, a joint replenishment problem exists for families
of items sharing the same major production setup cost. Another issue overlooked in the literature is the
effect of replenishment order size on unit costs, and consequently, on the inventory value of items. In
real life, unit costs under certain environments decrease as the replenishment order size increases. In case
of purchasing, this occurs when quantity discounts are offered by the suppliers. Similarly, when there
are economies of scale in a production process, the marginal cost of each unit produced decreases as the
lot size increases. Economies of scale can be observed when the production process involves learning or
when the inputs like energy, raw material are subject to cost discounts on the volume used.
In this paper we investigate the joint replenishment problem in a production environment, where the
items are manufactured by a finite rate. Specifically, we focus on the case where the total variable cost of
production is concave in the lot size. Our main contributions are the following;
 Investigation of a single item production/inventory system under general concave production costs.
 Analyzing the structure of the joint replenishment problem under the assumed environment, along
with characterizing the main difficulties for the solution.
 Utilizing convex analysis to reformulate both single and multi-item models to develop an efficient
global optimization algorithm.
 Discussing the implementation details for the proposed algorithm.
The outline of the paper is as follows. In Section 2, we start explaining the environment that is con-
sidered in the paper. This is followed, in Section 3, by the analysis of a single item production/inventory
system under concave production cost. The joint production setup cost comes into the picture with the
multi-item model, which is discussed thoroughly in Section 4. Finally we explain, in Section 5, our
computational experience to solve the multi-item model.
2 Environment
We consider a family of n items, where the demand process for each is deterministic and stationary over
time. The demand rate for item i is denoted by λi > 0, 1 ≤ i ≤ n. Unfilled demand is assumed to be
completely backordered, and unit backorder cost per unit time is bi for item i. The considered family of
items have a joint production setup cost; regardless of the types and quantities of items to be produced,
a fixed cost, A, is incurred each time production starts. In addition to this major setup cost, there exists
a minor setup cost ai for each item i. We assume that the production rate of item i is fixed and given
by µi > λi. All possible capacity restrictions arising from the system load are ignored. Therefore, the
production rate of each item is independent of both its lot size and the number of outstanding orders of
other items. Moreover, the variable production cost of each item depends on the corresponding lot size
and it is given by ci(Q), whenever a lot size of Q is produced for item i. There exists an economies of
scale situation; that is, the marginal cost of each additional item included in the lot decreases as the lot
size increases. Hence, the production cost function ci(·), satisfying ci(0) = 0 and ci(∞) = ∞, is in
general concave, continuous and strictly increasing. We assume that the unit holding cost for each item
consists of the following two components:
1. Unit out-of-pocket holding cost: This component includes real costs; like insurance cost or ware-
house rent. For each item i held in the inventory, a cost of hi is incurred per unit time.
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2. Unit opportunity cost of holding: This component reflects the opportunity cost of tiding up money
into inventories. We consider unit production cost as the cost added to each item. Since unit
production cost depends on the lot size, inventory value of each item included in a certain lot is not
identical. Since it is not possible to differentiate the items physically, the average costing principle
is utilized. Therefore, under the traditional way of setting holding cost rates, when the inventory
carrying charge is r, an opportunity cost of ci(Q)
Q
r is incurred per unit time for each item i produced
in a lot of size Q.
An (Si, Ti) type of inventory control rule is considered. According to this rule, the net inventory level
of item i is raised up-to level Si at every Ti time units. Due to the complete backordering assumption, a
production order of λiTi is given for item i at every Ti time periods. The net inventory level under this
policy is depicted in Figure 1.
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Figure 1: Inventory level for item i over time.
Using Figure 1, it follows in a cycle of length Ti and an order-up-to level Si that the total inventory
and penalty costs in one cycle is given by∫ T∗
i
0
fi(Ti, Si − λit)dt+
∫ Ti−T∗i
0
fi(Ti, Si − (µi − λi)t)dt, (2.1)
where T ∗i = (1− λiµi )Ti, and fi(·, ·) denotes the so-called cost rate function introduced in [2]. After some
easy calculations it follows from relation (2.1) that the total inventory and penalty costs in one cycle is
equal to ∫ Ti
0
fi(Ti, Si − σit)dt,
where σi = λi(1 − λiµi ). Consequently, if we take into account the minor ordering and production costs,
then the average cost under an (Si, Ti) inventory rule is given by
ai + ci(λiTi) +
∫ Ti
0
fi(Ti, Si − σit)dt
T
.
Hence, in case of a general cost rate function, we have to solve for each item i, 1 ≤ i ≤ n the optimization
problem
min{Φi(Ti) : T > 0}, (2.2)
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where
Φi(Ti) :=
ai + ci(λiTi) + φi(Ti)
Ti
(2.3)
and
φi(Ti) := min
0≤Si≤σiTi
{∫ Ti
0
fi(Ti, Si − σit)dt
}
.
In this setting, the cost rate function has the form
fi(Ti, x) :=
{
(hi +
ci(λiTi)
λiTi
r)x for x ≥ 0
−bix for x < 0.
(2.4)
If we introduce the multi-item joint replenishment problem for the above family, we need to consider
the coordination of these items. In this case, all items have the same basic cycle time T and for each
item i production starts within every kiT time units. It is shown by Dagpunar [1], that this boils down to
solving the following optimization problem
min
{
A∆(k)
T
+
n∑
i=1
Φi(kiT ) : T > 0, ki ∈ N
}
,
where ∆(k) denotes the correction factor that keeps track of the empty replenishments. This factor is
given by
∆(k) :=
n∑
i=1
(−1)i+1
∑
γ⊂{1,··· ,n};|γ|=i
(lcm(kγ1 , · · · , kγi))−1
with lcm(·) denoting the least common multiple of the integer arguments.
Solving now the above problem is complicated due to the correction factor ∆(k). Moreover, Goyal
criticizes the formulation of Dagpunar and proposes to set the correction factor equal to one [3]. This
means that the possibility of having empty replenishment occasions are ignored, and so, implicitly there
exists at least one item produced within each basic cycle. This simplifies the problem by setting ∆(k) =
1. This approach is followed in many papers (see overviews of Goyal and Satir in [4] and Kaspi and
Rosenblatt in [5]). We therefore rconsider the optimization problem
min
{
A
T
+
n∑
i=1
Φi(kiT ) : T > 0, ki ∈ N
}
. (2.5)
The model considered in the current study is an extension of a similar model with linear production
costs discussed in [2, 6]. Contrary to the model in [2, 6], our analysis is not related to a special convex
programming problem. It is in general a global optimization problem, and this naturally affects our
solution strategy. However, it is still possible to use tools from convex analysis. As a byproduct, we will
show that the optimization problem associated with the inventory control of a single item is actually a
C-programming problem [18]. To start with our analysis, we first present in the next section a detailed
investigation of a single item production/inventory model with economies of scale in production.
3 Single Item Production/Inventory Model
In this section we concentrate on the single item production/inventory model introduced in the previous
section. Therefore, the subscript i is suppressed in the subsequent analysis. Recall from relation (2.2) that
for the determination of the optimal policy parameters (S, T ), we need to solve the optimization problem
z1 := min
T>0
{
a+ c(λT ) + φ(T )
T
}
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with
φ(T ) := min
0≤S≤σT
{∫ T
0
f(T, S − σt)dt
}
. (3.1)
Using the specific form of the function f(·, ·) given in relation (2.4), we obtain by standard arguments
that the optimal solution S(T ) of the optimization problem in relation (3.1) is given by
S(T ) =
bσT
h+ rc(λT )
λT
+ b
.
Moreover, substituting S(T ) into (3.1) gives
φ(T ) =
b
h+ rc(λT )
λT
+ b
(h+ rc(λT )
λT
)σT 2
2
, (3.2)
and after some simple calculations, this implies
Φ(T ) =
a+ c(λT )
T
+
bσT
2
−
λσ(bT )2
2λ(h+ b)T + 2rc(λT )
. (3.3)
Consequently, the proposed single item production/inventory problem boils down to the following opti-
mization problem
z1 = min{Φ(T ) : T > 0}. (P1)
Example 3.1 In case no shortages are allowed (b ↑ ∞), it follows by relation (3.2) that
φ(T ) =
(h+ rc(λT )
λT
)σT 2
2
.
Denoting the objective function for the no shortages case by Ψ(·), we obtain
Ψ(T ) =
a+ c(λT )
T
+
σ(hλT + rc(λT ))
2λ
, (3.4)
and so, the corresponding optimization problem becomes
z0 := min{Ψ(T ) : T > 0}. (3.5)
Since the production cost function c(·) is concave, the optimization problem (P1) belongs to the field
of global optimization [19]. Therefore, solving this problem might be quite difficult. We next investigate
whether it is possible to rewrite the problem, and then verify under which additional conditions on the
concave cost function c(·), problem (P1) can be solved efficiently. To do this, we use the well-known
dual representation of a continuous concave function by means of its biconjugate function. Moreover, in
Section 4 this dual approach will immensely simplify solving the multi-item joint replenishment problem.
In Appendix A we show for every x ≥ 0 (see Lemma A.1) that
c(x) = inf
ω∈Ω
{xω − c∗(ω)}, (3.6)
where Ω := [c′−(∞), c′+(0)] is a compact interval with c′−(·) and c′+(·) denoting the left and the right
derivatives of the function c(·), respectively. Moreover the function c∗(·) denotes the conjugate of c(·),
given by
c∗(ω) = inf
x≥0
{ωx− c(x)}.
Defining the function F : [0,∞)× (0,∞)→ R by
F (x, T ) :=
a+ x
T
+
bσT
2
−
λσ(bT )2
2λ(h+ b)T + 2rx
, (3.7)
5 June 7, 2004
3. Single Item Production/Inventory Model
and using relation (3.3) lead to
Φ(T ) = F (c(λT ), T ). (3.8)
Since the function x → F (x, T ) is increasing on (0,∞) for every T , we obtain by relations (3.6) and
(3.8) that
Φ(T ) = F (minω∈Ω{λTω − c
∗(ω)}, T )
= minω∈Ω F (λTω − c
∗(ω), T ).
(3.9)
This implies that problem (P1) can be rewritten as
z1 = minT>0Φ(T ) = minT>0minω∈Ω F (λTω − c
∗(ω), T )
= minω∈ΩminT>0 F (λωT − c
∗(ω), T )
= minω∈ΩminT>0 F (λωT
−1 − c∗(ω), T−1).
(3.10)
Note that in the last step we replaced the variable T by T−1. It is easy to see that such a transformation
does not change the optimal objective function value. However, after this simple transformation the inner
minimization problem
min
T>0
F (λωT−1 − c∗(ω), T−1), (P1(ω))
becomes a convex optimization problem for each ω ∈ Ω. This is an important observation since comput-
ing the optimal objective function value z1 requires the solution of problem (P1(ω)) for ω ∈ Ω. We next
give a formal proof of this important observation.
Lemma 3.1 For each ω ∈ Ω the optimization problem (P1(ω)) is a convex programming problem.
Proof. It is easy to compute that
F (λωT − c∗(ω), T ) = λω +
a− c∗(ω) + ψω(T )
T
with
ψω(T ) =
bσT 2(λ(h+ rω)T − rc∗(ω))
2λ(h+ b+ rω)T − 2rc∗(ω)
.
Since ψω(·) is the ratio of a squared convex function (note that c∗(ω) ≤ 0) and a linear function, it is
convex on (0,∞) [20]. This implies that the function T → ψω(T−1)T is also convex on the same set
[21]. Consequently, the function T → F (λωT−1 − c∗(ω), T−1) is convex on (0,∞), and hence the
desired result follows. 
Remark 3.1 In Section 4 we will focus on the joint replenishment problem, where the overall optimiza-
tion problem has to be solved for multiple items. The optimal solution of the problem (P1(ω)) will play
an important role in solving the multi-item (joint replenishment) problem.
As the next example shows, one can give for the no shortages case an analytical expression for the
optimal objective value of the inner optimization problem (P1(ω)).
Example 3.2 If shortages are not allowed (b ↑ ∞), we know by relation (3.4) that the objective function
is given by
Ψ(T ) =
a+ c(λT )
T
+
σ(hλT + rc(λT ))
2λ
.
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Using again the dual representation of the cost function c(·), we can rewrite the optimization problem in
relation (3.5) as
z0 = min
T>0
Ψ(T ) = min
ω∈Ω
min
T>0
G(λTω − c∗(ω), T ),
where G : [0,∞)× (0,∞)→ R is given by
G(x, T ) :=
a+ x
T
+
σ(hλT + rx)
2λ
.
Now, the corresponding (inner) optimization problem
min
T>0
G(λTω − c∗(ω), T )
can be solved analytically with optimal solution value T (ω) given by
T (ω) =
√
2(a− c∗(ω))
σ(h+ rω)
.
Substituting T (ω) into the objective function yields
G(λT (ω)ω − c∗(ω), T (ω)) = λω −
rσc∗(ω)
2λ
+
a− c∗(ω)
T (ω)
+
σ(h+ rω)T (ω)
2
.
In this case, the overall optimization problem (3.5) becomes
z0 = min
ω∈Ω
G(λT (ω)ω − c∗(ω), T (ω)).
Before we discuss the general structure of problem (3.10), we introduce the following auxiliary func-
tion
v(ω,−c∗(ω)) := min
T>0
F (λωT − c∗(ω), T )− λω. (3.11)
It is important to note that although the inner problem v(ω,−c∗(ω)) can be computed efficiently, the
overall problem as given by relation (3.10) is, in general, a difficult problem to solve. Nevertheless, the
problem has a special structure that is worth mentioning. In Appendix B, we show in Lemma B.1 that
v(·, ·) is a concave function. Moreover, the arguments of this function ω and −c∗(ω) are both convex
functions. Therefore, the objective function of problem (3.10) is a composition of concave and convex
functions. As a particular subfield of global optimization, C-programming methods are specialized to
find stationary points of such optimization problems [18]. We also note, since the objective function of
the problem is one dimensional, that powerful one dimensional Lipschitz optimization methods can be
applied to solve the problem. One of these approaches will be further elaborated in Section 5.
As mentioned above solving the overall problem can be quite difficult, unless the cost function pos-
sesses some special properties. In the next example, we illustrate a case where the function c(·) is poly-
hedral concave; i.e., piecewise linear and concave. In this case solving the overall problem is equivalent
to solving a finite number of convex optimization problems.
Example 3.3 Consider an environment where the production cost function c(·) is a polyhedral concave
function. This means
c(λT ) := min
1≤j≤m
{αjλT + βj}, (3.12)
where αm < αm−1 < · · · < α1 and 0 = β1 < β2 < · · · < βm (see Figure 2). For the function listed in
(3.12), it is easy to check that Ω = [c′−(∞), c′+(0)] = [αm, α1]. Moreover, it is well-known that c∗(·) is
7 June 7, 2004
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Figure 2: An example polyhedral concave function c(·) where m = 4.
a polyhedral concave function with breaking points α1, · · · , αm and so, the function ω → λωT − c∗(ω)
is a polyhedral convex function with the same set of breaking points for every T > 0. Since the function
x→
λσ(bT )2
2λ(h+ b)T + 2rx
is convex on (0,∞) for every T > 0, we obtain by relation (3.7) that the function x → F (x, T ) is
concave on (0,∞) for every T > 0. This implies using the polyhedral convexity of ω → λωT − c∗(ω)
with breaking points α1, · · · , αm that
min
ω∈Ω
F (λTω − c∗(ω), T ) = min
1≤j≤m
F (λTαj − c
∗(αj), T ).
Since c∗(αj) = −βj , we obtain by relation (3.10) that the overall problem becomes
z1 = min
1≤j≤m
{
λαj +min
T>0
{
a+ βj
T
+
bσT
2
−
λσ(bT )2
2(h+ b+ rαj)λT + 2rβj
}}
.
Notice that solving m convex optimization problems, and then taking the minimum of their optimum
objective function values gives z1. Moreover, if we also consider the no shortages case (see Example
3.2), then the problem can be solved analytically
z0 = min
1≤j≤m
{
λαj +
a+ βj
Tj
+
σ(h+ rαj)Tj
2
+
rσβj
2λ
}
where
Tj :=
√
2(a+ βj)
σ(h+ rαj)
.
The polyhedral concave production cost function is frequently used in the literature, especially when
quantity discounting is applied to the cost structure. In fact, it exactly represents the incremental dis-
counting case [22]. It is also important to note that the polyhedral concave functions can be used to
approximate the general concave cost functions.
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4 Multi-item Joint Replenishment Problem
We are now ready to analyze the multi-item joint replenishment problem (2.5). In this section the subscript
i, ranging from 1 to n, is used to denote the items. Before analyzing the problem, we observe that the
multi-item problem (2.5) is separable with respect to ki ∈ N for 1 ≤ i ≤ n. Therefore, we can rewrite
the problem as
zn := min
T>0
{
A
T
+
n∑
i=1
{min
ki∈N
Φi(kiT )}
}
.
If we further define the function Θ : [0,∞)→ R by
Θ(T ) :=
A
T
+
n∑
i=1
{min
ki∈N
Φi(kiT )}, (4.1)
then the multi-item joint replenishment problem becomes
zn = min{Θ(T ) : T > 0}. (Pn)
We are now interested in solving the above one-dimensional optimization problem. To achieve this, we
should be able to compute Θ(T0) for any given T0 > 0, and so, by relation (4.1) we need to solve the
inner optimization problem
min
ki∈N
Φi(kiT0). (4.2)
Unfortunately, the function c(·) in relation (2.3) is concave. Therefore, the objective function Φi(·),
in general, does not have a unimodal structure and hence, it might be difficult to solve the problem in
(4.2). A remedy for this problem is to reformulate the function Φi(·) by the dual approach as done in the
previous section. If we use the subscript i for an item, relation (3.7) is revised as
Fi(x, T ) :=
ai + x
T
+
biσiT
2
−
λiσi(biT )
2
2λ(hi + bi)T + 2rx
, (4.3)
and by relations (3.9) and (4.3), we obtain
Φi(T ) = min
ω∈Ωi
Fi(λiTω − c
∗
i (ω), T ). (4.4)
To simplify the exposition of the function Θ(·), we define the function Hi : Ωi × (0,∞)→ R by
Hi(ω, T ) := Fi(λiTω − c
∗
i (ω), T ). (4.5)
Using now relations (4.1), (4.4) and (4.5) leads to
Θ(T ) = A
T
+
∑n
i=1{minki∈Nminω∈Ωi Hi(w, kiT )}
= A
T
+
∑n
i=1{minω∈Ωi minki∈NHi(w, kiT )}.
(4.6)
If we further denote the optimal solution of the inner optimization problem by ki(ω, T ) ∈ N; i.e.,
Hi(ω, ki(ω, T )T ) = min
ki∈N
Hi(ω, kiT ), (4.7)
then problem (4.2) can be rewritten as
zn = min
T>0
Θ(T ) = min
T>0
{
A
T
+
n∑
i=1
{min
ω∈Ωi
Hi(w, ki(ω, T )T )}
}
. (4.8)
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Since we want to evaluate Θ(T0), we should be able to compute for given ω ∈ Ωi the value ki(ω, T0) for
all 1 ≤ i ≤ n. Recall now from Lemma 3.1 that the function T → Hi(ω, T−1) is a convex function on
(0,∞) for every ω ∈ Ωi, and so, for given ω ∈ Ωi the problem
min
T>0
Hi(ω, T
−1) (4.9)
is a one-dimensional convex optimization problem. If we denote the optimal solution of problem (4.9) by
T¯i(ω) and the optimal solution of problem
min
T>0
Hi(ω, T ) (4.10)
by Ti(ω), we obtain that Ti(ω) = 1/T¯i(ω). It is clear by the convexity of the function T → Hi(ω, T−1)
that the function T → Hi(ω, T ) is increasing for T > Ti(ω) and decreasing for T < Ti(ω). Thus, for
T0 > Ti(ω) it is clear that ki(ω, T0) = 1. On the other hand, for T0 < Ti(ω) we need to find two integers
k−i and k
+
i (see Figure 3) such that
k−i T0 ≤ Ti(ω) ≤ k
+
i T0.
This leads to
k−i =
⌊
Ti(ω)
T0
⌋
and k+i =
⌈
Ti(ω)
T0
⌉
, (4.11)
and consequently, for given T0 > 0, we have
ki(ω, T0) = argmin{Hi(ω, k
−
i T0),Hi(ω, k
+
i T0)}. (4.12)
Using relations (4.12) and (4.6), it is easy to evaluate Θ(T0) whenever the sets Ωi, 1 ≤ i ≤ n are
finite. In Example 4.1 we demonstrate this observation for the case of polyhedral concave production
cost functions.
T( )wik Ti
-
0 k Ti 0
+
H(.,.)i
Figure 3: Calculating ki(ω, T0)
Example 4.1 As in Example 3.3, suppose that for each item i, 1 ≤ i ≤ n, the cost functions ci(·) are
polyhedral concave. This implies that
ci(λiT ) = min
1≤j≤mi
{αijλiT + βij},
with αimi < αimi−1 · · · < αi1 and 0 = βi1 < βi2 < · · · < βimi . In this special case, the multi-item
joint replenishment problem (4.6) can be written as
zn = min
T>0
{
A
T
+
n∑
i=1
{ min
1≤j≤mi
Hi(αij , ki(αij , T )T )}
}
.
Notice that the evaluation of Θ(T0) for a given T0 then becomes straightforward, since it only requires∑n
i=1mi calculations to find the values of Hi(αij , ki(αij , T0)T0) for all 1 ≤ j ≤ mi and 1 ≤ i ≤ n.
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Although the multi-item replenishment problem (Pn) is, in general, a global optimization problem,
it is to our advantage that the problem is only one-dimensional. To solve such a problem, there exist
various efficient global optimization methods. Here we focus on an important class, namely, the Lipschitz
optimization methods [23]. The main reason behind our choice is that for a given parameter , the
Lipschitz optimization methods are guaranteed to return an -optimal objective function value; i.e., the
difference between the value found by the Lipschitz optimization method and the actual optimal objective
function value, is less than or equal to .
There are three requirements for applying the one-dimensional Lipschitz method to an optimization
problem. Firstly, there should be an oracle returning the value of the objective function for a given point.
In the multi-item joint replenishment problem (Pn), this corresponds to calculating the value of Θ(·) for
any given T > 0. This issue has been already discussed. Secondly, the optimal solution of the problem
should belong to a known bounded interval. Thirdly, on this interval the objective function should be
Lipschitz with a known Lipschitz constant. We show in Appendix C that the optimal solution of the
multi-item joint replenishment problem (Pn) indeed belongs to an interval denoted by [Tl, Tu], and also
we prove in the same appendix that the objective function (4.1) of this problem is Lipschitz on [Tl, Tu]
with a computable Lipschitz constant L.
We now outline an algorithm to solve problem (Pn) when the sets Ωi, 1 ≤ i ≤ n are finite (see
also Example 4.1). The parameter  is predetermined by the decision maker and for this parameter, the
proposed algorithm returns an -optimal objective function value.
Algorithm 4.1 Solving problem (Pn) for finite Ωi, 1 ≤ i ≤ n
1. Evaluate Ti(ω), for all ω ∈ Ωi, 1 ≤ i ≤ n.
2. Find the interval [Tl, Tu].
3. Calculate the Lipschitz constant L for the objective function Θ(·).
4. Apply a Lipschitz optimization algorithm [23] to problem (Pn).
5 Computational Results
We devote this section to present the computational results of the proposed solution procedure and to show
that it is rather easy to implement. By solving various examples, we also present the sensitivity of the
algorithm to different problem parameters. To implement the solution procedure, we have used MATLAB
6.1 on a Pentium III - 1 GHz personal computer. This is a straightforward implementation of Algorithm
4.1, which serves well for our purposes. Therefore, other than simple observations for performance
improvement, we have not concentrated on improving the efficiency of the computer code. Our results
have shown that even with this straightforward implementation, the procedure generates solutions in little
time.
It is clear that the computational burden of Algorithm 4.1 comes from Step 4, where a Lipschitz
optimization procedure is needed. In our implementation we have used the simplest Lipschitz optimiza-
tion procedure, also called the passive algorithm [23], that evaluates the function at successive points
Tl + /L, Tl + 2/L, Tl + 3/L, · · · , and returns the point at which the minimum value is found. We
have also improved the passive algorithm by implementing the idea suggested by Evtushenko [see 23];
that is, at any iteration the next step is taken larger than /L, whenever the best function value realized up
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to the current iteration is at least  above the function value found at the current iteration. Since the values
Ti(ω) and Θ(Ti(ω)) are already calculated in Step 1 and Step 2 of Algorithm 4.1, at the first iteration we
can set the best function value to min{Θ(Ti(ω)) : Ti(ω) ∈ [Tl, Tu], 1 ≤ i ≤ n}. Moreover, we observe
by relations (C.7) and (C.9) that the Lipschitz constant depends on the values Tl and Tu. Therefore, if
we can partition the interval [Tl, Tu] into subintervals, for each interval we can calculate the correspond-
ing Lipschitz constants and apply the Lipschitz optimization procedure within these subintervals. Notice
that in this case the Lipschitz constants within each interval can be computed by the formulas given in
Appendix C after replacing Tl and Tu by the lower and upper bounds of the subinterval, respectively. To
partition the interval [Tl, Tu], we can again use the Ti(ω) ∈ [Tl, Tu] values found in Step 1. In addition
to Evtushenko’s idea, we have also implemented this simple observation.
As mentioned in the previous section, in real life problems the polyhedral concave functions are used
frequently. Since our main purpose is to illustrate the applicability of the proposed method, we have
generated examples with polyhedral concave cost functions (see Example 4.1).
In the experimental setting we have considered 4 levels for both the number of items, n, and the major
setup cost, A. For every combination of n and A, 25 problems have been randomly generated. The range
of values for the parameters as well as the levels of the two factors; i.e., n and A, are given in Table
1. Note that except the parameter mi, all randomly generated parameters are continuous. The inventory
carrying charge, r has been fixed to 0.15 in all problems. Each generated problem instance has been
solved under three values of the precision parameter ; 0.1, 0.01, 0.001.
Number of items n ∈ {5, 10, 25, 50}
Major setup cost A ∈ {1, 5, 8, 12}
Demand rate λi ∼ U(0.1, 5) for 1 ≤ i ≤ n
Production rate µi ∼ U(λi, λi + 5) for 1 ≤ i ≤ n
Minor setup cost ai ∼ U(0.01, 5) for 1 ≤ i ≤ n
Out-of-pocket holding cost hi ∼ U(0.01, 2) for 1 ≤ i ≤ n
Number of breakpoints mi ∼ DU(2, 5) for 1 ≤ i ≤ n
Slopes† αij ∼ U(0.01, 2) for 1 ≤ i ≤ n, 1 ≤ j ≤ mi
Intercepts‡ βi1 = 0 and βij ∼ U(1, 10) for 1 ≤ i ≤ n, 2 ≤ j ≤ mi
Backorder cost bi = hi + 20rαi1 for 1 ≤ i ≤ n
U(lb, ub): Uniform distribution on [lb, ub]
DU(lb, ub): Discrete uniform distribution on {lb, ub}
† For each i, 1 ≤ i ≤ n, the values αij are sorted in ascending order with respect to j, 1 ≤ j ≤ mi
‡ For each i, 1 ≤ i ≤ n, the values βij are sorted in descending order with respect to j, 2 ≤ j ≤ mi
Table 1: Experimental setting for the factors and the randomly generated parameters.
The raw results of our experimental setting are available upon request. To show the validity of our
results, we have taken 5 problem instances with n = 25. Table 2 shows the optimal objective function
values together with the optimal basic cycle lengths under different major setup cost values. The figures
in Table 2 confirm the basic tradeoff between the major setup cost and the basic cycle time. That is, as the
major setup cost becomes higher, the optimal basic cycle lengths increase. Naturally, the corresponding
cost values also increase.
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Optimal Basic Cycle Length Optimal Average Cost
Instance A = 1 A = 5 A = 8 A = 12 A = 1 A = 5 A = 8 A = 12
1 2.22 5.69 5.79 6.12 63.66 64.74 65.26 65.93
2 2.46 4.20 4.61 4.82 65.97 67.46 68.11 68.96
3 2.96 5.39 5.49 5.65 62.49 63.48 64.03 64.75
4 1.95 2.85 3.50 4.91 51.99 53.71 54.68 55.69
5 2.51 4.62 5.07 5.17 79.78 80.86 81.46 82.25
Table 2: The results for testing the validity of the proposed procedure (n = 25,  = 0.01).
Table 3 gives average running times in seconds (over 25 runs) for each combination of n, A and .
As the figures in Table 3 show, no clear effect of the major setup cost on average running times can be
observed. This is due to the fact that although increasing A increases both the lower bound, Tl and the
upper bound, Tu, it may also increase the Lipschitz constants (see Appendix C). However, in many cases,
especially the cases with large number of items, high values of A reduces the running time slightly.
On the other hand, increasing the precision and the number of items, yields high running times as
expected. Moreover, with respect to n and , the growth in the running time is almost linear, and in
all problems the solution is found within less than a minute. At this point, we note that the running
times can be further reduced by efficient implementations. For instance, rewriting the procedure with a
programming language such as C++ could easily improve the performance.
A = 1 A = 5 A = 8 A = 12
 = 0.1
n = 5 0.64 0.62 1.04 1.64
n = 10 1.44 1.27 1.24 1.22
n = 25 8.85 7.13 6.85 6.91
n = 50 29.46 28.36 27.46 27.33
 = 0.01
n = 5 1.78 1.05 1.43 2.08
n = 10 2.85 2.28 2.00 1.99
n = 25 18.86 10.00 9.29 8.90
n = 50 42.88 37.39 32.42 32.07
 = 0.001
n = 5 8.34 2.10 2.39 3.35
n = 10 6.01 4.23 4.61 4.41
n = 25 56.42 17.78 15.89 15.34
n = 50 59.56 55.48 51.27 51.73
Table 3: The average solution times in seconds.
Remember that polyhedral concave functions are frequently used in applications for approximating
general concave functions. As the number of affine functions, or equivalently the number of breakpoints,
in the polyhedral concave function increases, the quality of the approximation improves. Therefore, from
a practical point of view it is important to see in which way the number of breakpoints (mi) affect the
performance of the proposed procedure. To test the efficiency of the procedure with respect to varying
number of breakpoints, we have selected three distinct ranges for the discrete uniform distribution. The
values ofA and  are 8 and 0.01, respectively. For each combination of range and n, 25 problem instances
have been generated using the setting given in Table 1 for the remaining parameters.
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n = 5 n = 10 n = 25 n = 50
mi ∼ DU(2,5) 1.35 1.88 9.58 31.38
mi ∼ DU(6,10) 2.84 6.41 35.40 136.86
mi ∼ DU(11,20) 6.19 18.09 114.56 368.52
Table 4: The average solution times in seconds (A = 8,  = 0.01).
The average running times are reported in Table 4, where each row corresponds to a different range
and each column represents the number of items. It can be seen from Table 4 that there is a monotone
relationship between the running time and the number of breakpoints. In addition to increasing the num-
ber of breakpoints, if we also increase the number of items, then the running times grow faster. This
is due to the computational effort invested in the double loops (n by mi) that have to be considered in
the procedure. Nevertheless, using many breakpoints to get fairly accurate approximations, does not cost
much with respect to running time even for the problems with a large number of items.
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APPENDIX
A Conjugate Function
Since the function c : [0,∞) → R is concave, it follows that the function c(·) is continuous on (0,∞)
and there are only a countable number of points where the function is nondifferentiable. Moreover, for
every y > 0 both the right derivative
c′+(y) := lim
x↓y
c(x)− c(y)
x− y
and the left derivative
c′−(y) := lim
x↑y
c(x)− c(y)
x− y
exist. Also, for every y1 > y2 > 0 it holds that
c′+(y1) ≤ c
′
−(y1) ≤ c
′
+(y2) (A.1)
and the functions c+(·) and c−(·) are right and left continuous on (0,∞), respectively. By the mono-
tonicity property, expressed in relation (A.1), this implies that c′+(0) := limy↓0 c′+(y) and c′−(∞) =
limy↑∞ c
′
−(y) exist and for every y > 0 it follows that
c′−(∞) ≤ c
′
+(y) ≤ c
′
+(0). (A.2)
Since it is also well-known that
c(x)− c(s) =
∫ x
s
c′+(z)dz
for every x > 0 and s > 0 [24] and 0 = c(0) = lims↓0 c(s), we obtain by relation (A.2) and a limiting
argument (take s ↓ 0) that
c(x) ≥ c′−(∞)x (A.3)
for every x > 0. Introducing now for the concave function h : R → [−∞,∞), its so-called conjugate
function h∗ : R→ [−∞,∞] given by
h∗(ω) := inf{ωx− h(x) : x ∈ R},
one can show the following dual representation for the function c(·).
Lemma A.1 If c : [0,∞) → R is a concave function satisfying 0 = c(0) = limx↓0 c(x), then it follows
for every x ≥ 0 that
c(x) = inf{ωx− c∗(ω) : c′−(∞) ≤ ω ≤ c
′
+(0)}
with c∗(·) the conjugate function of c(·) reduced to
c∗(ω) = inf{ωx− c(x) : x ≥ 0}.
Proof. Extending the concave function c : [0,∞) → R to R by introducing c(x) = −∞ for every x < 0
the extended function c : R→ [−∞,∞) is also concave on R. Moreover, since c is continuous on (0,∞)
and c(0) = limx↓0 c(x), the upper level sets
U(c, s) := {x ∈ R : c(x) ≥ s}
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are closed for every s ∈ R and so the extended function c : R→ [−∞,∞) is also upper semicontinuous.
Hence we may apply the biconjugate or Fenchel-Moreau theorem [25] and so it follows that
c(x) = inf{ωx− c∗(ω) : ω ∈ R}. (A.4)
Looking now at the conjugate function c∗(·) of c(·) we obtain due to c(0) = 0 that c∗(ω) ≤ 0 for every
ω and this shows using c(x) = −∞ for x < 0 and c∗(ω) ≤ 0 for every ω, that
c∗(ω) = inf{ωx− c(x) : x ≥ 0}.
Also, if ω < c′−(∞), it follows by relations (A.3) and (A.4) that c∗(ω) ≤ ωx − c(x) ≤ (ω − c′−(∞))x
for every x > 0 and so c∗(ω) = −∞ for every ω < c′−(∞). Moreover if ω > c′+(0) we obtain by the
subgradient inequality for convex functions that
ωx− c(x) ≥ (ω − c′+(0))x
for every x ≥ 0 and so 0 ≥ c∗(ω) ≥ inf{(ω − c′+(0))x : x ≥ 0} = 0. Substituting this in relation (A.4)
and using c(·) is finite on [0,∞) the desired representation follows. 
B Structure of Problem (3.10)
Lemma B.1 The function v : [0,∞)× (0,∞)→ R (see also relation (3.11)) given by
v(x, y) := min
T>0
{
a+ y
T
+
bσT
2
−
λσ(bT )2
2λT (h+ b+ rx) + 2ry
}
is a concave function on [0,∞)× (0,∞).
Proof. Let vT : [0,∞)× (0,∞)→ R be a real valued function given by
vT (x, y) :=
a+ y
T
+
bσT
2
−
λσ(bT )2
2λT (h+ b+ rx) + 2ry
.
Clearly for every T > 0, the function (x, y) → 2λT (h + b + rx) + 2ry is linear and positive on the
convex set [0,∞)× (0,∞). Hence, by Avriel et. al. [20, Corollary 5.18] we obtain that the function
(x, y)→
(bT )2
2λT (h+ b+ rx) + 2ry
is convex on [0,∞) × (0,∞). This implies that the function vT (·, ·) is a concave function on [0,∞) ×
(0,∞). Since v(·, ·) is a minimum of concave functions, it is also a concave function and thus, the desired
result follows. 
C Bounding Interval and Lipschitz Constants
To apply Lipschitz optimization, we should first construct an interval [Tl, Tu] that contains the optimal
solution T ∗ of problem (Pn). After this construction we need to compute a Lipschitz constant for the
objective function in (4.1) on this interval.
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The objective function of the multi-item joint replenishment problem is given by
Θ(T ) =
A
T
+
n∑
i=1
{min
ki∈N
Φi(kiT )}. (C.1)
Before finding the bounds Tl and Tu, we first select some T0 > 0 and compute Θ(T0). This allows us to
consider the lower level set
L(Θ(T0)) := {T : Θ(T ) ≤ Θ(T0)}.
Clearly the optimal solution T ∗ belongs toL(Θ(T0)). Recall that Ti(ω) is the optimal solution of problem
(4.10) for ω ∈ Ωi, 1 ≤ i ≤ n. Using now relations (4.4) and (4.5) leads to
Φi(T ) = min
ω∈Ωi
Hi(ω, T ) ≥ min
ω∈Ωi
Hi(ω, Ti(ω)) (C.2)
for all T > 0. To compute a lower bound Tl for any element T belonging to L(Θ(T0)), we observe by
relations (C.1) and (C.2) that
A
T
+
n∑
i=1
{min
ω∈Ωi
Hi(ω, Ti(ω))} ≤ Θ(T ) ≤ Θ(T0).
Therefore, the lower bound can be computed as
Tl =
A
Θ(T0)−
∑n
i=1{minω∈Ωi Hi(ω, Ti(ω))}
,
which implies that a larger lower bound can be gained by decreasing the value of Θ(T0). Since we have
the individual solutions Ti(ω), one possible way is to set
T0 = argmin{Θ(Ti(ω)) : ω ∈ Ωi, 1 ≤ i ≤ n}.
To compute an upper bound, Tu, we again use the optimal solutions Ti(ω). Since the function T →
Hi(ω, T ) is increasing for T > Ti(ω), it follows by relation (4.7) that ki(ω, T ) = 1, and hence
Hi(ω, T ) = min
ki∈N
Hi(ω, kiT ) (C.3)
for every T > Ti(ω). By relations (4.4) and (4.5), we know for every T > 0 that
Φi(T ) = min
ω∈Ωi
Hi(ω, T ). (C.4)
This implies using (C.3) and (C.4) that
minki∈NΦi(kiT ) = minki∈Nminω∈Ωi Hi(ω, kiT )
= minω∈Ωi minki∈NHi(ω, kiT )
= minω∈Ωi Hi(ω, T ) = Φi(T )
(C.5)
for every T > Tˆ := max{Ti(ω) : ω ∈ Ωi, 1 ≤ i ≤ n}. Moreover, since T → Hi(ω, T ) is increasing
on [Tˆ ,∞) for every i and ω ∈ Ωi, we also obtain that the functions Φi(·) are increasing on [Tˆ ,∞). This
shows that the function T →
∑n
i=1 Φi(T ) is increasing on [Tˆ ,∞), and since limT→∞ Φi(T ) = ∞ for
every 1 ≤ i ≤ n, we can always find some Tu > Tˆ satisfying
n∑
i=1
Φi(T ) ≥
n∑
i=1
Φi(Tu) ≥ Θ(T0)
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for every T ≥ Tu. Using now relation (C.5) shows
Θ(T ) ≥
n∑
i=1
Φi(T ) ≥ Θ(T0)
for every T ≥ Tu. Thus, for every T belonging to L(Θ(T0)) we obtain T ≤ Tu. The value of Tu can be
found by doing a simple line search on [Tˆ ,∞).
Next we compute the Lipschitz constant for the objective function (C.1). Suppose that L0 is the
Lipschitz constant for the function T → A/T on [Tl, Tu] and Li are the Lipschitz constants for the
functions T → minki∈NΦi(kiT ), 1 ≤ i ≤ n on the same interval. If we denote now the Lipschitz
constant of the objective function (C.1) on [Tl, Tu] by L, then it is clear that
L = L0 +
n∑
i=1
Li. (C.6)
Since the function T → A/T is convex and differentiable on [Tl, Tu], the Lipschitz constant L0 is given
by the maximum of its derivative in absolute values on this interval. That is
L0 =
A
T 2l
. (C.7)
By relations (4.7) and (C.5), the values Li are also the Lipschitz constants for the functions T →
minω∈Ωi Hi(ω, ki(ω, T )T ) on [Tl, Tu]. Recall from relations (4.11) and (4.12) that given T > 0⌊
Ti(ω)
T
⌋
≤ ki(ω, T ) ≤
⌈
Ti(ω)
T
⌉
.
This implies for T ∈ [Tl, Tu] that⌊
Ti(ω)
Tu
⌋
≤
⌊
Ti(ω)
T
⌋
≤ ki(ω, T ) ≤
⌈
Ti(ω)
T
⌉
≤
⌈
Ti(ω)
Tl
⌉
.
Therefore, if we define the finite index set
Ki(ω) :=
{
k ∈ N :
⌊
Ti(ω)
Tu
⌋
≤ k ≤
⌈
Ti(ω)
Tl
⌉}
,
then for any T ∈ [Tl, Tu] we have
min
ki∈N
Hi(ω, kiT ) = min
ki∈Ki(ω)
Hi(ω, kiT ).
Consequently, if we denote the Lipschitz constants for the functions T → Hi(ω, kiT ) by Li(ω, ki), then
by relation (C.5) we obtain
Li = max
ω∈Ωi
max
ki∈Ki(ω)
Li(ω, ki). (C.8)
To find the Lipschitz constants Li(ω, ki), 1 ≤ i ≤ n, we need the following auxiliary result.
Lemma C.1 If the function g : [a, b] → R, a > 0 is differentiable on [a, b] and h(x) := g(x−1) is a
convex function on [1/b, 1/a], then it follows that
| g(x)− g(y) |≤ Lg | y − x |
with the Lipschitz constant
Lg = max{(b/a)
2 | g′(b) |, | g′(a) |}.
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Proof. Let Lh denote the Lipschitz constant for h(·) on [1/b, 1/a]. Since h(·) is a convex function on
[1/b, 1/a], the Lipschitz constant is given by
Lh = max{| h
′(1/b) |, | h′(1/a) |} = max{| b2g′(b) |, | a2g′(a) |}.
Moreover, for x, y ∈ [a, b] we have
| g(x)− g(y) | =| h(x−1)− h(y−1) |
≤ Lh | x
−1 − y−1 |
≤ Lh
xy
| x− y |
≤ Lh
a2
| x− y | .
By setting Lg := Lha2 , the desired result follows. 
Notice by Lemma 3.1 that the functions T → Hi(ω, (kiT )−1) are convex functions. Therefore, by
Lemma C.1 we obtain
Li(ω, ki) = max
{
kiT
2
u
T 2l
| H ′i(ω, kiTu) |, ki | H
′
i(ω, kiTl) |
}
(C.9)
Combining now relations (C.6), (C.7),(C.8) and (C.9) gives the Lipschitz constant for the objective func-
tion of the joint replenishment problem.
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