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The effect of inelastic interactions on Zener transitions is studied in the context of externally driven
systems {Aux-driven normal metallic rings, current-biased tunnel junctions, etc.). We employ a time-
dependent Hamiltonian and use a two-level approximation to study these systems. We consider a
coupling {not necessarily weak) of the system to a phonon bath and allow for a large class of phonon
spectra. The coupling tends to reduce the Zener tunneling. The Zener transitions are enhanced at
finite temperatures. We also consider the effect of a phenomenological relaxation time ~ on the be-
havior of the system, and express the {nonlinear) resistance R in terms of ~ and the other important
physical parameters. When the bias goes to zero, R vanishes.
I. INTRODUCTION
Recent progress in the fabrication of submicrometer
systems has made it possible to study physical phenomena
on mesoscopic length scales, i.e., the intermediate regime
between macroscopic and microscopic length scales.
From the theoretical viewpoint this is of interest because
one is dealing with systems which, although consisting of
many degrees of freedom, are not sufficiently large for the
thermodynamic limit to be achieved: various types of
fluctuations (e.g. , deviations from ensemble averages) may
be of importance. In many instances one has to deal with
such systems coupled to an external driving source (e.g. , a
current source). This poses the question of how to de-
scribe an open system in a nonequilibrium situation. To
make things even more complicated —but also more
interesting —we note that a complete description of the
underlying physics should account for inelastic, or dissi-
pative, processes which are present due to the coupling of
the system to certain external modes ("heat bath"). Such
dissipative processes can be separated out (at least in prin-
ciple) when dealing with reversible, microscopic systems,
but should be taken into account when larger, rnesoscopic
or macroscopic, systems are considered. From the experi-
mental and technological viewpoint the fabrication and
study of submicrometer systems pose difficult challenges,
but may be rewarding as well; one might hope that appli-
cations to logic and memory circuits as well as new sensi-
tive measurement devices could emerge from studies in
these directions.
The coupling to the external source induces transitions
among the relevant energy levels. As was pointed out re-
cently by Landauer, ' the energy pumped into the system
in this way should not be interpreted as dissipation, since
it is associated with a reversible process and is, at least in
principle, retrievable. The coupling of the system to an
external bath affects the transition rates but, even more
importantly, introduces the notion of irreversibility, which
is required in order to account for dissipation. We shall
study here the dependence of the dissipation on the pa-
rameters of the system, including the driving source, the
strength of the coupling to the reservoir, and the tempera-
ture.
More specifically, in this paper we consider some gen-
eral features of a dissipative Zener tunneling. This should
apply to systems whose energy (as a function of some
external parameter) resembles that of an electron in a
periodic potential. The uncoupled system is treated here
as a two-level system (similarly to what has been done by
Landauer and Biittiker in the context of thermal transi-
tions). This evidently facilitates an analytic study of the
problem. Our main purpose here is to elucidate some
principal aspects of the physics involved, including how
dissipation arises and its dependence on various important
parameters of the problem. It should be emphasized that
in order to make accurate quantitative predictions one
should consider more detailed models, and in particular
one should account for the system's many internal degrees
of freedom.
We find that the coupling of the driven system to a heat
bath tends to suppress the transition rates. How strong
this suppression is depends on some details of the excita-
tion spectrum of the bath and on the system-reservoir
coupling. Increasing the temperature enhances the transi-
tion rates. Our results suggest that Ohmic dissipation
does not vanish in the zero-temperature limit. This dissi-
pation, induced by Zener tunneling (as opposed to
thermally induced dissipation), vanishes in the limit of
zero external bias.
Some results of the present analysis can be found in
previous works. Microscopic models for dissipation
which employ the idea of coupling the system to many
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harmonic degrees of freedom have recently gained
renewed popularity in the study of macroscopic quantum
tunneling and macroscopic quantum coherence. In this
context two-level systems, coupled to a heat reservoir,
have also been studied. In certain molecular and biologi-
cal systems one is interested in a situation in which the
system is coupled to an additional, macroscopic coordi-
nate. This coordinate, if treated classically, can be
parametrized as function of time, yielding an effective,
time-dependent Hamiltonian of an externally driven sys-
tem. Although the works referred to here bear some for-
mal similarity to our problem, we remark that (a) the for-
mulation of our problem contains important differences
(e.g. , in the way time dependence enters into the Hamil-
tonian); (b) in some respects our treatment is more general
(we consider, for example, arbitrary spectral densities of
the reservoir}; and (c} the types of systems we specifically
study and the questions we ask (e.g. , concerning the onset
of dissipation and its dependence on various parameters)
have not yet been treated systematically.
At this point we note that our mechanism is different
from that considered by Landauer and Buttiker, who
studied thermally activated transitions in the presence of
an external source. Such a source induces continuous
variation of a certain external parameter of the system (in
their specific example, that was the magnetic Aux confined
within a metallic ring). The delay in the response of the
system to the change in its external conditions leads even-
tually to dissipation of energy. (Another mechanism, sug-
gested by Buttiker, ' is the gradual destruction of the
phase of the wave function; see also Ciefen and Schon. ")
In the above-mentioned analysis of Landauer and
Buttiker, time was treated as an external parameter, and
transition rates were calculated by employing the static
Hamiltonian that corresponds to the instantaneous value
of the external parameter. In this respect their mechanism
describes an adiabatic limit, and is expected to prevail in
the high-temperature, weak-external-bias limit. When the
rate of change of the external parameter is large (i.e.,
when the system is coupled to a strong driving source),
dissipative Zener-Landau transitions (i.e., Zener-Landau
transitions affected by the coupling to the reservoir) may
take over. These transitions will survive in the zero-
temperature limit, where the Landauer-Buttiker mecha-
nism gives no dissipation.
Perhaps the simplest example of the family of systems
we are interested in is the the charged quantum rotator in
a magnetic field, subject to an external potential' (e.g. ,
gravitational field); see Fig. 1. The Hamiltonian of the
system is
1 . 0 e
i A— ——A —Vo cos0,2I r}0 c
I
where I is the moment of inertia, e is the electron charge,
c is the speed of light, and A is the magnitude of the vec-
tor potential, assumed to be aligned in the 0 direction. If
A is independent of 0 one can perform a gauge transfor-
mation on the Hamiltonian. The resulting Schrodinger
equation is, in fact, the Mathieu equation with boundary
conditions which depend on the value of 3 (see Appendix
A). ' The low-lying energy levels are plotted schematical-
1y in Fig. 2 as function of the parameter A. One can
show (see Appendix A) that the energy spectrum is a
periodic function of P, with a period Po —hc le. Here P is
the magnetic flux confined within a circle of radius r (see
Fig. 1), where r is the radius of the trajectory of the rota-
tor. When P varies adiabatically /=at, the energy is a
periodic function of time.
Interestingly enough, there are several other systems
which are physically quite different from the quantum ro-
tator but whose Hamiltonian is formally similar to that of
Eq. (1.1). Those systems have been discussed extensively
in recent publications; we shall therefore mention them
only briefly and refer the reader to other papers with
more exhaustive lists of references.
An electron in a one-dimensional normal ring. ' ' At
sufficiently low temperatures the electronic eigenstates
around the ring are well defined. Due to the Aharonov-
Bohm effect, the quasimomentum of each eigenstate is
shifted by the flux P confined within the ring; the energy
levels are periodic functions of P, reminiscent of the flux
quantization that occurs in superconducting rings.
An electron in a one-dimensional potential with an
external field 'One .may consider a random one-
dimensional system connected to a voltage source. When
A (t) [ Ia„&]
FIG. 1. Quantum rotator in an external field.
FICx. 2. Low-lying energy levels of the quantum rotator
(schematic) as function of the vector potential. The same energy
structure is obtained for the Hamiltonian of a normal tunnel
junction (see text).
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(q& I,„t)—
~JJ +~tun2C (1.2)
where the operator 6 measures the net number of elemen-
tary charges (Cooper pairs, q=2e) that tunneled from,
say, right to left. I,„t is the total charge that has been in-
jected into the junction by the external current source I„
continuously. C is the self-capacitance of the junction.
The tunneling part of the Hamiltonian does not commute
with the charging part. This can be seen easily from the
fact that &,„„may connect diff'erent 6' states. Previous
works assumed &,„„=EJ(1—cosO) (EJ being the Joseph-
son energy). This has been obtained from a degenerate
perturbation theory treatment in the limit of large C and
may be modified for small junctions.
It is also evident that the dependence of the spectrum of
&&& on the parameter t is periodic in t (with a period of
q/I, „). One way to see this is to consider first the spec-
trum of the charging part of &&i, which, as function of t,
defines a set of mutually intersecting parabolas. These
parabolas are indexed by n. The main effect of the addi-
tion of small &,„„in to remove the degeneracies at the in-
tersection points. As an example, A,„„removes the de-
generacy at the intersection of the parabolas 0 and 1. We
now obtain at this point a linear combination of the states
corresponding to n =0 and n =1. One then obtains a
structure similar to the one shown in Fig. 2. The time
evolution of a system that follows adiabatically the lower
band consists of transitions from parabola 0 to 1, then
from 1 to 2, etc. These correspond to transferring pairs
across the junction, a process which takes place in rela-
tively short bursts.
Small current-driven normal tunnel junctions. In ear-
lier work ' we predicted a similar effect for small normal
the system is sufficiently short, inelastic effects will take
place mainly in the electrodes. This problem can be relat-
ed to that of electrons in a one-dimensional ring, with the
external bias being represented by a magnetic field which
increases (decreases) linearly in time. The Hamiltonian of
the system is similar to that of Eq. (1.1), with the ap-
propriate boundary conditions. The cosinusoidal poten-
tial energy term is replaced by a random potential. Treat-
ing time as a parameter, one can show, along the lines
presented in Appendix A, that the energy spectrum oscil-
lates with t. The "energy bands" structure, however, will
be different from that shown in Fig. 2. The band width
will ffuctuate about a certain typical value (the average
level spacing) and will not increase systematically with E.
The gap between two consecutive bands (for a fixed value
of t) is also a random function and may not decrease with
E [see Fig. 2 of Ref. 16(c)].
Superconducting quantum interfere-nce deuice (a su
perconducting ring containing a single Josephson junction).
The minimum energy state is a periodic function of the
externally applied magnetic field. One usually includes in
the Hamiltonian of such a system a self-inductance term
which makes the formalism of this problem somewhat
different from the cases mentioned above.
Small current driven -Josephson junctions (JJ's). Ne-
glecting coupling to a heat bath, this system is described
by the Hamiltonian'
II. DEFINITION OF THE MODEL
AND CALCULATIONS OF TRANSITION RATES
We are interested in interband transitions (Fig. 2) that
occur due to the external driving source. We employ a
two-band approximation; that is, for the purpose of calcu-
lating the rate of transitions through a gap, we consider
only the energy bands just below and above this gap.
Moreover, we note that the main contribution to the tran-
sitions comes from those values of the external parameter
( A, I,„t, etc. ) for which the interband gaps are narrowest;
we shall therefore consider a single narrow gap (e.g. ,
points a, b in Fig. 2). The dependence of the energy levels
on the external parameter (t) in the vicinity of such a nar-
row gap is approximated by a simple analytic expression
[see Eq. (2.2) below]. The eff'ect of possible interference
between consecutive transitions (e.g. , transitions that
occur at a and b) is ignored. This is justified when phase
smearing of the electronic wave function due to inelastic
events is strong enough to destroy possible correlations
among different transitions. These interference effects will
be treated in future work.
Following the above discussion we shall consider a sys-
tem whose Hamiltonian is
&s+JYb +&g (2.1)
(Hereafter we put fi= 1.) The Hamiltonian of the system
when decoupled from the bath is (see Fig. 3)
&s=atS, +b,S„.
Here S, and S„are Pauli's spin- —,' operators,
(2.2)
junctions with a characteristic frequency of I„/e. In this
case one also obtains time-dependent energy levels. A
more subtle picture arises when one includes dissipative
effects, as well as the internal degrees of freedom of the
junction. Following our predictions, other works, using
different approaches, ' have derived similar effects.
In the following analysis we shall make reference most-
ly to small tunnel junctions. The reader should bear in
mind, however, that our analysis, with some modifi-
cations, may be relevant to all the other systems listed
above, as well as to charge-density-wave transport and
Bloch oscillations in superlattices.
The outline of this paper is as follows. In Sec. II we in-
troduce our model, which includes coupling to an external
heat bath. general expressions for the transition rates at
zero and finite temperatures will be derived, and the
dependence on the bath's phonon spectrum will be indi-
cated. In Sec. III we consider the behavior of our exter-
nally driven two-level system when a phenomenological
relaxation time is introduced. In particular, we calculate
the dependence of the dissipation of our model system on
the current and temperature. The paper contains two ap-
pendices; they are included not because they contain new
physics, but rather for the sake of completeness of the pre-
sentation. In Appendix A the transitions between the two
levels are calculated (in the absence of a driving source).
In Appendix 8 we sketch the derivation of the well-
known Zener-Landau tunneling in a two-level system
(without dissipation).
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FIG. 3. Energy levels of the decoupled system as function of
time (schematic).





+ ), and —), are the eigen-
states of As, where t is taken as a parameter). At a later
time, t+dt, the eigenstates of As(t+dt) are + ), +~,
and
l
—), +z, . These states are mutually orthogonal, but
in general, ( —
l
+ ), +q, &0, and therefore at t +dt there
is a nonvanishing probability of finding the system in the
upper eigenstate. For 6=0, , ( —l + ), +q, —0, and no
Zener transitions take place.
Let us consider now the two-level system coupled to
the phonon bath. Within our treatment we wish to study
an arbitrary coupling strength and to include the explicit
time dependence of the Hamiltonian as well. To facilitate
this we shall consider the term AS as a perturbation.
For 6=0 the eigenstates of the Hami ltonian A( 5=0 ) are
also eigenstates of the operator S„and no Zener transi-




t ) are possible (even
in the presence of coupling to the bath). In order to ac-
count for such transitions we have to consider a nonvan-
ishing AS term.
Employing the unitary transformation
0 1 0





A(5=0)=e &(b, =O)e T
with
(2.6)
Note that this Hamiltonian is time dependent. Near the
minimum gap the energy levels are parabolic. The de-




~ ao (when the
gap is large) has little effect on the transition rates; the
specific form of Eq. (2.2) is chosen for reasons of analytic
convenience. The Hamiltonian of the thermal bath,
represented by harmonic degrees of freedom, is
T=S„g (a —a ),
a Cga
2
+ +co (a a + —,')&(b, =0)=atS, —S, g
CO~
we obtain a diagonalized Hamiltonian
(2.7)
(2.3)
(t is still regarded as a parameter here). The eigenstates of
&(6=0) are
whereas the system-bath coupling is given by
g(}n },S, )=—g = ff ln ) lS, ), (2.8)
, =+A S, (a +a ). (2.4)
Throughout this paper, unless otherwise stated, we set
A'=1. The calculation of the transition rates for &, =0 is
sketched in Appendix B. The transition probability (from
t~ —oo to t~+ co ) in the adiabatic limit is
(2.5)
Qualitatively, the source-driven transitions can be un-
derstood from the following argument. Let us assume
that at time t the quantum state of the system, gs, corre-
sponds to the system being in the lower eigenstate of i"ts,
where
l




t ) (see Appendix B for no-
tation) and Q l n ) is an external product over the har-
monic modes of the bath;
l
n ) stands for n "phonons"
in the a mode. The subscript of P (and subsequently P) is
intended to emphasize that the eigenstates are calculated
for 6=0. The corresponding eigenstate of W(6=0) is
obtained by applying the inverse transformation:
g(In }S):—$0 —e P=e Q ln ) lS).
a
(2.9)
The time dependence of the amplitude of
t(( [n/3},S, )—an amplitude denoted by b( I ne },S, )—is
given by [see Eq. (B9)]
b(Im },S, )
b(In } S )= g' exp i IE(In },S, ) E(I m },S,)—dt'[E( I n },S, ) —E( I m },S, )] q'(In I,S, ), g(jm I, S. )
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The summation is over all the initial states (denoted by
the spin and phonon indices) that are different from the
final state. The energies E({n j,S, ) and E({m j,S, ) are
those of the final and initial state, respectively. We use
the relation
We shall consider a situation in which the system is ini-
tially (t~ —oo ) in the lower "band" ( IS, ) = I T )). We
assume that the bath is initially in equilibrium; the proba-
bility g (n ) of finding n "phonons" in the a mode is
given by
Q({n j,S, ) —tt2({m j,S,(




q& I n I,S ), q(Im I,S )
E({n j,S, ) E({m—j,S, )
(2. 1 1)
4({n.j S, )=No({n. j S.)
c( {n j,s„{m j,S,')
Im I,S,
&&go({m j,s,'), (2. 12)
where the coeKcients c are given by
go{ I m I,s ), po( I n I,s )(bS„)
c({n j,S„{m j,S,')=
Eo({n j,S2) —Eo({m j S )
(2.13)
[The prime over the summation sign in Eq. (2. 12) is intro-
duced here in order to emphasize that the set of indices
{m j,S,
' should not include {n j,S, . The energies Eo
are those of the unperturbed (b, =0).]
The states g({n j,S, ) are derived from the eigenstates of
the unperturbed Hamiltonian, tt)o( {n j,s, ), using first-
order perturbation theory. One may write to first order in
/k~ TI" =e (2.15)
Eo({n j,S, )=Eo(S,), (2.16)
the energies are still functions of time.
If we apply the above approximation [Eq. (2.16)] to the
energy difference that appears in the phase factor of Eq.
(2.10), we immediately see that the expression for the
transition probability decouples into a product of two
terms. These terms are as follows.
(a) The standard Zener expression for a two-level sys-
tem:
here T is the temperature.
In the limit of low temperatures the excitation energy of
the bath is small; the energy differences in the denomina-
tors of Eqs. (2.11) and (2.13) may then be approximated
by the difference between the energy of the "upper band"
(i.e., the energy of the uncoupled system in the state
I
S ) =
I + ); see Appendix B for notation) and the ener-





—) ) at a given time. The "phonon"
corrections to the energies are neglected at this stage.
Thus, our treatment excludes resonant phonon absorption
which may be relevant at higher temperatures. It should
be noted that even within these approximations, which
imply





Eo(s, = T) —Eo(s, = l)
(TI~S„I» am,tI+
E,(S, =1)—E,(S, = T)
Eo(s, = 1 ) —Eo(S, = T )
X exp dt'[Eo(s, = T) —Eo(S, = t)] (2.17)
The calculation of the bare Zener transition (in the ab-
sence of coupling to a phonon bath) is discussed in Ap-





(b) The second factor represents the overlap between
the initial and the final phonon state. This term arises
from the factor
( po {n „j,l I s» I tj2o( {m ~ j, T ) +c.c. , (2.18)
which consists of first-order corrections to the wave func-
tion [see Eq. (2.13)].
Before calculating the term (2.18), let us evaluate the
matrix element that connects an initial state with n "pho-
nons" in the a mode to a final state with m phonons in
m, ) exp 2 )a —a ) a, ))CO~ (2.19)
To evaluate the contribution to the total transition proba-
bility we consider the initial and final states with the occu-
pation numbers {n j and {m j, respectively. Employing
the relations (2. 14) and (2.15) we can account for the
probability of finding the system with initial occupation
numbers {n j. We then obtain a factor that multiplies
zo
that mode. Employing the relation (2.9) [with the unitary
transformation T defined by Eq. (2.6)] this factor is
(m, t Ie S e In, T)
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2
oo oo
Y= rt(1 —r. I X y r".. m, exp 2 ' Ie, —a, ) e,)a n =0 m =0 Q3 aa a (2.20)
The tacit assumption in deriving Eq. (2.20) is that the




t ) ) that in-
volve changing the phonon occupation numbers add in-
coherently (i.e., one should add probabilities rather than
amplitudes).
In order to make further progress we call the Weyl's
identities:
ava U& a &&a &a&a+Ua& ae e e =e
fy the commutation relation
[a,ap]=5 p .
The number operator N is defined by
Employing Eqs. (2.21) and (2.22) with
(2.23)
(2.24)




exp(u a„+v a ) exp(N lnw )





Here u, u, w, are c-numbers. The operators a,a satis- we obtain from Eq. (2.20)
Y= Q(1 —I ) g + (m ~ exp(u a +v a )exp( ,'N lnI ) —~n )(n ~ exp( ,'N lnl )exp(u—a +va ) ~m )a n =0 m =0
= Q (1 —I )Tr[ exp(u a +v a ) exp(N lnl ) exp(u a +va )] . (2.26)
Using the relation
(1—w )Tr[ exp(N lnw ) exp(u a ) exp(v a )]
Qava= exp
1 —w (2.27)
we obtain after some algebra
i.e., within the above approximate scheme the coupling to
the phonon reservoir does not modify the bare Zener tun-
neling. In fact, this result is not surprising. The factor E'
[see Eq. (2.20)] that multiples the bare Zener transition
probability accounts for all possible channels of phonon
exchange, [n I ~Im ]. Conservation of probability re-
quires that the sum over all channels of the unitary opera-
tor that appears in the matrix element of Eq. (2.20) is
equal to 1.
In order to evaluate the effect of the inelastic channels
on the bare Zener transition we need to employ a more
refined approximation. As before, we shall approximate
Eo(S, = 1 ) Eo(S, = 1')+ g—Ace(n —m ) . (2.28)
The calculation of the bare Zener tunneling is not decou-
pled now from the term that contains the phonon contri-
bution. We continue our calculation along the lines of the
analysis of Appendix B. The result of the integration over
time (in the phase factor), Eq. (B12) is now replaced by
the energy differences that appear in the denominators of








—) levels, neglecting phonon
corrections. However, the phase factor in Eq. (2.10) will
be treated more carefully, and the "phonon" contributions
to the energy difference will be taken into account. These
corrections to the phase factor affect a rapidly oscillating
term and may therefore be quite important, as opposed to
the energy denominators in Eq. (2.10). The latter vary
relatively slowly in time and contain rather small "pho-
non" corrections.
The energy difference in the phase factor of Eq. (2.10)
reads
1/2




itficop(mp np) . — (2.29)
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—exp
2 2 A
exp ——g Ace~(m p n—p ) . (2.30)0!
The integration over time is performed similarly to the
evaluation of (B9), using a contour in the complex plane.
For a given channel of phonon exchange (i.e. , for a certain
choice of [m~I, In~I) we obtain for b, &&a the analogue
of Eq. (B13):
The above expression (2.30) is the contribution to the
transition amplitude arising from a particular inelastic
channel.
We next have to sum over all possible channels (i.e. , all
I m~ I and [ n~ ) ). Assuming that different transition
channels are incoherent, we have to add the transition
probabilities of all channels. Equations (2.20) and (2.26)




—1 )Tr[ exp( N in—g ) exp(v a +u a ) exp(N„ in' 1 ) exp(N in' )
&& exp(u a +v a ) exp( N in'—)] (2.31)
The parameters I, u, and v are defined by Eqs. (2.15) and (2.25). The operators a, a, and N are related by
Eqs. (2.23) and (2.24). The quantity X is given by
g —= exp 1K' a (2.32)
Employing the identities (2.21), (2.22), and (2.27), we calculate the four terms that appear on the right-hand side of Eq.















The above general expression enables us to study how
various factors such as temperature, coupling to the pho-
non bath, the excitation spectrum of the bath, the external
bias, etc. , affect the Zener tunneling.
We should recall that our calculation consists of correc-
tions to the adiabatic approximation. It should be valid
as long as the Zener tunneling is small, i.e. , Y [Eq. (2.33)]




which is approximately equal to the bare Zener probabili-
ty [cf. Eq. (B13)], is multiplied by inelastic corrections.
We shall therefore focus on the effect of the inelastic
corrections arising from this term.
At zero temperature (T =0) the coupling to the phonon
reservoir attenuates the transition rate. This can be quali-
tatively understood along the lines of the discussion fol-
lowing Eq. (2.5). The Zener transition is associated with
the overlap among states at time t and states at time
t+dt. When the two-level system is coupled to the pho-
non bath we have to consider a larger, multidimensional
Hilbert space. As a direct consequence the overlap
among the t and t+dt states is reduced; hence the at-
tenuation in the Zener transition.
An important factor in determining the effect of the
reservoir is its spectral density. We have




The correction to the bare Zener tunneling Y/B is shown
in Fig. 4 versus the normalized temperature for various
values of q. More generally we consider
J(co)-co~ . (2.37)
Note the difference between our definition and the one
used, e.g. , by Caldeira and Leggett. " Their condition on
the spectral density to exhibit dissipation in the classical
limit is, in our notation,
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FIG. 4. Correction to the bare Zener probability E"/B vs
the normalized temperature k&T/Eg p k&T/2A for various
values of dissipation, g. The current is chosen such that
5 /a=5.
The correction factor that multiplies B [cf. Eq. (2.34)] in








The sum in the above exponential may be separated into
the contribution of the low-frequency [(2b, /a)co «1]
modes and that of the higher frequency. The former is
proportional to co +'. Note that for q & —2 the sum in
(2.38) is dominated by the infrared divergence (unless
there is a lower cutoff on the excitation frequencies of the
reservoir). This result suggests that the Zener tunneling
not only may be attenuated but, for spectral densities with
a sufficiently strong infrared divergence, could be
suppressed.
Equation (2.33) implies that as temperature is in-
creased, the Zener tunneling rate is enhanced. Qualita-
tively, this is due to the availability of more phonons,
which assist the Zener tunneling. The quantitative aspects
of the temperature dependence are related to the nature of
the reservoir and its coupling to the system. For example,
at low temperatures, the contribution of the low frequen-
cies (which is important for large negative q) in the ex-
ponential of Eq. (2.33), assumes the form
J'=YfaAE .




and for a sufficiently large ~ DE=2m~. In the case of a
normal tunnel junction, the parameter a is proportional
In the previous section we have derived an expression
for a single Zener transition in the presence of coupling to
a heat bath. We shall now try to study how such transi-
tions can lead to dissipation and evaluate the dependence
of the dissipation on the parameters of the system. One of
the basic assumptions made in the calculation above was
that there was a characteristic phase-smearing time which
is small enough that quantum correlations (interference)
are destroyed between two consecutive transitions. An
earlier work' considered the other extreme limit, where no
phase-smearing mechanism is present. It has been argued
that under these circumstances transitions to higher-lying
"bands" can be undone; the Zener tunneling is reversible
and no energy is dissipated.
The present case is different. We consider an irreversi-
ble process and evaluate the dissipation associate with it.
Our treatment in this section is semiphenomenological.
We assume that the Zener transitions to the higher band
are quantum-mechanically uncorrelated. We also intro-
duce a phenomenological relaxation time ~. Within the
two periodic bands approximation (cf. Fig. 5) the system
may undergo transitions from the lower energy band to
the upper band, with the transition probability given by
Eq. (2.33). It takes the system a time r on the average to
relax back to the lower band via an inelastic interaction.
In order to evaluate the energy dissipated by the system in
this excitation-relaxation process we consider now a relax-
ation time ~ which is shorter than the period of energy os-
cillations (e.g. , r «e/I, „ for the current-biased normal
tunnel junction; see Fig. 5). We assume that a Zener
transition (which occurs with a probability Y) takes place
at the narrow gap and that the system relaxes to the lower
energy band a time r later (r larger than the tunneling
time). The system goes through fa narrow gaps per unit
time (the constant f depends on the system considered).
Therefore, there are Yfa Zener transitions per unit time.
Hence, the dissipated power P is given by
, +const&( dao — cu qa









In that limit, the temperature correction to F are ex-
ponential in kz T.
FIG. 5. Two-band picture: a two-level system whose energy
is a periodic function of an external parameter.
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the qualitative picture that emerges from our analysis will
motivate comparison with experiment. In particular, we
have shown that the Zener tunneling is an increasing
function of the external bias and temperature; we also
studied how the resistance varies with these parameters
and found that it goes to zero in the limit of zero bias.
FIG. 6. Voltage-current characteristic for following the two-
band picture. The relaxation time ~ is assumed to be indepen-
dent of both current and energy.
to the external driving current. Thus, one may define the
resistance R of a junction. From Eq. (3.2) this is propor-
tional to
—AE
R —Y —Va,a (3.3)
IV. FINAL REMARKS
In this paper we have addressed the issue of the effect
of the environment on externally driven systems which
can be described by an effective time-dependent Harnil-
tonian. These systems, including current-biased tunnel
junctions and Aux-driven normal rings, exhibit oscillations
(of energy, voltage, etc.) versus time. The external bias in-
duces Zener transitions which depend on various parame-
ters of the system, including the magnitude of the bias,
the coupling to the environment, and temperature. Our
ana1ysis is intended to give only qualitative indications on
how the Zener tunneling rate and the oscillations are
affected by these parameters. To allow for a detailed
comparison with experiment, extension of the present
analysis is required. In particular, one would like to go
beyond the two-level picture and the adiabatic approxima-
tions that were applied here. We nevertheless hope that
where V is the dc voltage.
In order to study the dependence of V on the external
current we replace Y by the bare Zener probability, dis-
cussed in Appendix B. The strongly nonlinear depen-
dence of the voltage on the current is shown schematically
in Fig. 6. The reason that the dissipated power increases
with the relaxation time r (assumed to be independent of
b,E and a) is that for larger r (such that r is still shorter
than the period of the oscillations) more energy is pumped
into the system before a relaxation event takes place.
A more realistic model should include the effect of the
inelastic interactions and temperature on the transition
probability Y. In Sec. II we have shown that increasing
the temperature enhances the Zener tunneling [see Eqs.
(2.33) or (2.39): in the latter exponential dependence on
kii T is derived]. Higher temperatures usually mean short-
er relaxation times; this tends to reduce the "energy term"
[r +6 la ]'~ . Thus, as the temperature is varied the
energy term may compete with the transition-rate term.
The overall effect of varying kz T depends on details, such
as the dependence of ~ on kz T, the phonon spectrum, etc.
APPENDIX A: ENVIRONMENT-INDUCED
TRANSITIONS
In this appendix we calculate transition rates between
states of the electronic system ("spin states") due to the
coupling to an external heat bath. Our result is basically
equivalent to a "golden rule" expression for the transition
rates. However, we feel that it may be useful to sketch, in
some detail, the derivation of such transition rates in our
case.
For the sake of clarity we confine our discussion here to
a specific model of a single charged particle (whose charge
is e) of mass m, which is confined to move along a one-
dimensional ring of radius r =1. The latter encloses a
magnetic fiux P. The reader should bear in mind, though,
that this problem is closely related to several other prob-
lems (as discussed in the Introduction), and in that respect
the results presented here apply to other systems which
exhibit a similar energy-level structure.
The Harniltonian of the system has the form
2
+ V(0),2I c (A I)
where 3 is the magnitude of the vector potential, chosen
to be tangential to the ring and independent of L9; I is the
moment of inertia of the particle; and Pz is the momen-
tum canonically conjugate to 0. The potential V(0) is,
obviously, 2~ periodic. Let us choose, for simplicity,
V(0) = —Vo cos(0) . (A2)
By a gauge transformation' one can easily show that the
eigenvalue problem
„&=E„ (A3)
with the eigenfunctions satisfying the boundary conditions
(A4j
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is equivalent to







Here N = f A dl (the contour is along the ring,






which is compatible with Eqs. (A4) and (A6). In particu-
lar, in the absence of an external electric field ( Vo —0) the
eigenfunctions are
~
i)/„) = —exp(in 0),1i/2'








In the following discussion we shall use the "nearly-free-
electron" approximation. By that we mean that the po-
tential along the one-dimensional ring is assumed to be
small. Thus, expressions (AS) and (A9) will be used as
approximations for the actual eigenfunctions and eigenval-
ues, except near the values of the flux, where degeneracy
occurs. The analysis in the vicinity of these values neces-
sitates certain modifications (see below).
The "band" structure that arises from this model is
shown schematically in Fig. 2. The gap between the first
and second "band" is equal to 2VO, and the energy near
the narrow gap is given by
P (1)
+ —,'m (l)cu (1)x
2m (1)
P (2)
+ —,'m (2)co (2)y
2m (2)
(A13)
The reservoir consists of two baths of oscillators ([x
and jy ) ), denoted by 1 and 2, which are coupled to sinO
and cosO, respectively. Note that the coupling part of the
Hamiltonian preserves the invariance under 0~0+2nm.
By imposing some constraints on the microscopic parame-
ters of the theory one can obtain the desired behavior of
the system in the classical limit. Following Caldeira and
Leggett" we shall consider here a quantum-mechanical
Hamiltonian which describes standard dissipation in the
classical limit. This is satisfied provided that
The gaps among the higher levels decrease with the level
index n faster than exponentially. ' However, for more
complex periodic potentials the higher gaps may not be
vanishingly small due to the existence of higher harmonic
components of the potential. Thus, for example, the tenth
gap may be mainly dominated by the amplitude of the
cos(10O) component of the potential.
In the following discussion we shall concentrate on the
transitions between the two low-lying levels, but the re-
sults are easily generalized to transitions between any pair
of levels. We shall consider here only environmentally in-
duced transitions, and take the enclosed flux to be a pa-
rameter; i.e., we neglect the explicit time dependence of
Following previously developed models, '"' we describe
the environment by a reservoir of harmonic oscillators
coupled to the electronic system. The total Hamiltonian
is then given by
&r —& "= '+ g C (1)x sinO+ g C (2)y cosO
for e—:0&/@0 ——,' «1. Here + ( —) stands for the second
(first) band. The wave functions corresponding to E(+'












where i =1,2, F (1)=C (1) sinO, and F (2)=C (2) cosO.
Choosing C (1)=C (2)=C, m (1)=m (2)=m, and
co (1)=co (2)=co, we obtain the constraint
(+() i —iH/2 si (Al lb) 2




P'+ &= —cos-v'~ 2 (A12a)
and
') = '—sin-v'~ 2 (A12b)
respectively. In the gauged representation, where the
boundary conditions on the eigenfunctions depend on the
flux, we have (N/No- —,' )
In order to make further progress we assume that the
coupling of the electronic system to the environment is
weak in the sense that it is still meaningful to ask ques-
tions about transition rates among electronic states (and
how these are affected by the environment). The transi-
tion rates will be calculated within first-order perturbation
theory, using the influence functional approach of Feyn-
man and Vernon. "
The transition probability from the state
~ P ) to ~ it „)
is given by
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p(y y„)= f f f f dg;dgfdg;dgfp„*(gf)p„(gf)J(gf Of t Oj Oj&0)pm(gj)pm(gj)
where
(A16)
J(gf gf t; 0, , 0;,0)= f f X)OX)0 exp —S[0] exp ——S[0] 7[0,0] (A17)
Here S[0] is the action of the uncoupled system and 9'[0,0] is the in(luence functional. We shall compute 9[0,0] for
only one oscillator, coupled, for example, to sinO, at zero temperature. It is straightforward to extend the above cal-
culation and include the other modes, the coupling to cosO, and finite-temperature effects. This will be carried out
when necessary.
Within the above-mentioned approximation we can write
2
oc[g, g]= exp ——f ' f 'dz ds [ sing(z) —sing(z)][e '"' ' ' sing(s) —e' ' ' sing(s)]o o 2m co (A18)
Now, assuming that C is a weak perturbation, we can expand the exponent in (A18) up to the first order in C, and the
expression for J becomes
J=k (gf, t;0;,0)k *(
C2a f t2m ~AQ7~ 0
Of, t; 0;,0)
dz ds e ' ' 'k* O&, t;0;,0 OsinO z sinO s exp —S O
0
2
f ' f''dz ds e k(gf, t;0, , 0)'f 2N sing(z) sinO(s) exp ——S[0]2m fm o o
2
f ' f 'dz ds e f 2)0 sing(z) exp ——S[0]2m Ace o o f2N sing(s) exp ——S[0]
2
f ' f 'dz ds e ' ' ' f g)Hsing(z) exp ——'S[0] f g)gsing(s) exp —'S[0]2m~~~ o o (A19)
The k's are the Feynman propagators for the uncoupled system. The transition element can then be written as
C2
p(p ~p„)=6 „—5 „Ref f dz ds e ' f f dg;dgfp„*(gf)p (0;)
&& f 2)0 sing(z) sing(s) exp —S[0]
2
Re f ' f 'dz ds e '" ' ' f dgsing&„*(g, s)P (g,s) f dgsing&„(g, z)P* (g,z) .m Ace o o (A20)
This expression can be computed easily in two cases:
either far from the narrow gaps (see Fig. 2) when the




J „~ = f dgsin P„*(0)P (0) (A22)
2
=—'+n,
where the wave functions are given by Eq. (A12).
Case 1: Far from the narrow gaps. In this case the
wave functions are given by Eqs. (A7) and (A8), E„ is
given by Eq. (A9). From Eq. (A20) we obtain (m~n)
This yields
C sin [(co + co „)t/2]





n +m — (n —m)
Np
(A24)
a ma (A21) Taking the limit t~ oo, we obtain





which clearly shows that only transitions such that
F.„&E are allowed at T =0.
Our result can be generalized to a bath of uncoupled






with the normalization factor given by








exp(fuu /kT) —1 g, (t — )= f t)= f —), (85)
Let us assume that the quantum state of the system at




Here we use the notation
0
(86)
The same expression is obtained by considering the other
set of oscillators, namely those which have the cosO cou-
pling. Incorporating the Caldeira-Leggett constraint, Eq.




The state of the system at time t, expressed in terms of the
above spinors, is










a (t) = 1;
f
a (t) » a + (t) f
(A27)
for all values of t. We then have
(88)
We have a, (t~ —oo ) =a (t~ —oo )=1. Within the adi-
abatic approximation, one assumes that
fi fco
exp kT
1f cOmn (0~ a+(t)= f+ — k+(t) —A, (t)
X exp i f dt'[A. +(t') —A, (t')]
where the selection rule n —m =+1 [for our specific form
of potential, Eq. (A2)] is always implicit.
Case 2: Near the narrow gaps. The analysis of this
case follows closely that of the previous one, the main
difference being that the energies [Eq. (A10)] and the
wave functions [Eq. (A12)] are different. The final result














The expression in the exponential in Eq. (89) is (up to a
constant phase term)
APPENDIX B: ZENER TRANSITIONS
IN A TWQ-LEVEL SYSTEM
We consider the Hamiltonian &, [Eq. (2.2)]. Consider-
ing t as a parameter, the eigenvalues are




+( 2t2+ 2+ g2)1/2
The corresponding eigenfunctions are
(81) One can then calculate the integral in Eq. (89) by, e.g. ,
using steepest descent method in the complex plane. '
For t~ oo we obtain for the total transition amplitude in
the adiabatic limit
1
(~2t 2+ +2)1/2+) =alii (82) n —vrA /2aA. =e (813)
This expression [Eq. (813)] is also compatible with the re-
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suit obtained in the opposite limit, i.e., a ~0. the approx-
imations involved in the calculation are valid as long as
the magnitude of this transition amplitude is much small-
er than unity. The expression (B13) (obtained by integrat-
ing the transition rate for the energy levels shown in Fig.
3 between t = —oo and t ~+ oo ) may be taken as a
reasonable approximation for the transition amplitude
"per period" for the oscillating energy bands (cf. Fig. 2).
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