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 Représentation de signaux robuste aux bruits - Application à la détection et l'identification des signaux 
d'alarme 
Ces travaux ont pour application la détection l'identification des signaux audio et particulièrement les signaux 
d'alarmes de voitures prioritaires. Dans un premier temps, nous proposons une méthode de détection des signaux 
d'alarme dans un environnement bruité, fondée sur des techniques d'analyse temps-fréquence des signaux. Cette 
méthode permet de détecter et d'identifier des signaux d'alarmes noyés dans du bruit, y compris pour des rapports 
signal à bruit négatifs. Puis nous proposons une quantification des signaux robuste aux bruits de transmission. Il s'agit 
de remplacer chaque niveau de bit d'un vecteur d'échantillons temporels ou fréquentiels par un mot binaire de même 
longueur fourni par un codeur correcteur d'erreur. Dans une première approche, chaque niveau de bits est quantifié 
indépendamment des autres selon le critère de minimisation de la distance de Hamming. Dans une seconde approche, 
pour réduire l'erreur de quantification à robustesse égale, les différents niveaux de bits sont quantifiés successivement 
selon un algorithme de type matching pursuit. Cette quantification donne aux signaux une forme spécifique 
permettant par la suite de les reconnaitre facilement parmi d'autres signaux. Nous proposons donc enfin deux 
méthodes de détection et d'identification des signaux fondées sur la quantification robuste, opérant dans le domaine 
temporel ou dans le domaine fréquentiel, par minimisation de la distance entre les signaux reçus restreints à leurs bits 
de poids fort et les signaux de référence. Ces méthodes permettent de détecter et d'identifier les signaux dans des 
environnements à rapport signal à bruit très faible et ceci grâce à la quantification. Par ailleurs, la première méthode, 
fondée sur la signature temps-fréquence, s'avère plus performante avec les signaux quantifiés. 
Mots-clés : signaux audio, alarmes, détection, identification, quantification robuste, analyse temps-fréquence, 
quantification vectorielle, codage de canal, matching pursuit. 
Signals representation robust to noise - Application to the detection and identification of alarm signals 
This work targets the detection and identification of audio signals and in particular alarm signals from priority cars. 
First, we propose a method for detecting alarm signals in a noisy environment, based on time-frequency signal 
analysis. This method makes it possible to detect and identify alarm signals embedded in noise, even with negative 
signal-to-noise ratios. Then we propose a signal quantization robust against transmission noise. This involves replacing 
each bit level of a vector of time or frequency samples with a binary word of the same length provided by an error-
correcting encoder. In a first approach, each bit level is quantized independently of the others according to the 
Hamming distance minimization criterion. In a second approach, to reduce the quantization error at equal robustness, 
the different bit levels are quantized successively by a matching pursuit algorithm. This quantization gives the signals 
a specific shape that allows them to be easily recognized among other signals. Finally, we propose two methods for 
detecting and identifying signals based on robust quantization, operating in the time domain or in the frequency 
domain, by minimizing the distance between the received signals restricted to their high-weight bits and the reference 
signals. These methods make it possible to detect and identify signals in environments with very low signal-to-noise 
ratios, thanks to quantization. In addition, the first method, based on the time-frequency signature, is more efficient 
with quantized signals. 
Key-word :  audio signals, alarm, detection, identification, robust quantization, time-frequency analysis, vectorial 
quantization, channel coding, matching pursuit. 
Discipline : AUTOMATIQUE, SIGNAL, PRODUCTIQUE, ROBOTIQUE 
Spécialité : Traitement du Signal  
                                            Université de Reims Champagne-Ardenne 
   CRESTIC - EA 3804 
   Moulin de la Housse, 51897 Reims 
 
14
Introduction
Ce travail s’inscrit dans le projet ICityForAll. L’objectif du projet est de de´velopper
des me´thodes de traitement du signal pour des syste`mes embarque´s destine´s a` rendre la
cite´ plus accessible aux personnes souffrant de la presby-acousie, notamment les personnes
aˆge´es.
Dans les zones urbaines, les personnes atteintes de de´ficience auditive ont, en effet,
beaucoup de mal a` reconnaˆıtre rapidement et surtout a` localiser dans l’espace les signaux
d’alarme tels que sire`nes de police, d’ambulance, de voiture de pompiers. Ces difficulte´s
affectent leur inde´pendance et repre´sentent une menace pour leur se´curite´ et pour la se´cu-
rite´ routie`re, plus ge´ne´ralement. Il s’agit d’e´tudier et de proposer des me´thodes robustes
et conjointes de de´tection et d’identification de signaux audio environnementaux, plus
pre´cise´ment les signaux d’alarmes des voitures prioritaires.
L’objectif est de proposer des techniques qui de´tectent et identifient ces signaux parmi
d’autres signaux environnementaux, bruit de trafic, klaxons, musique, parole etc.... Ces
signaux sont pe´riodiques contrairement aux signaux environnementaux et disposent d’une
forme spe´cifique qui les diffe´rencie des autres signaux. Ainsi dans un premier temps on
s’est inspire´ de la forme de ces signaux afin de proposer une me´thode de de´tection de ces
signaux.
L’environnement de transmission de ces signaux est en ge´ne´ral trop bruite´ (rues).
Contrairement aux signaux transmis via les canaux de transmissions habituels, ces si-
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gnaux ne sont pas prote´ge´s contre le bruit de transmission. Le niveau e´leve´ du bruit
de´forme le signal et rend la forme de ces signaux indiscernable du bruit.
Nous nous sommes inspire´s de la quantification [27], [3], [33], [41] et du codage cor-
recteur d’erreurs [50] afin de donner a` ces signaux une nouvelle forme spe´cifique robuste
aux bruits de transmission et facile a` identifier. Apre`s une pre´sentation des techniques
utilise´es et de l’e´tat de l’art dans le chapitre I, nous proposons dans le chapitre II des
me´thodes de de´tection d’alarme de ve´hicules de secours (voitures prioritaires comme le
SAMU, voiture de police, ambulance etc ...) par l’analyse du spectrogramme (analyse
temps-fre´quence).
La de´tection et l’identification des signaux est confronte´e a` des niveaux du bruit am-
biant tre`s e´leve´s de l’environnement dans lequel les signaux sont transmis. Ainsi un grand
besoin de rendre ces signaux robustes au bruit s’impose.
Pour rendre les algorithmes de de´tection efficaces, nous proposons une me´thode de
quantification robuste des signaux base´e sur le codage correcteur d’erreur dans le chapitre
III. Une ame´lioration de cette quantification est propose´e dans le chapitre IV. Ainsi les
signaux quantifie´s seront robustes au bruit ambiant, de telle sorte qu’on soit capable
d’identifier et de de´tecter ces signaux dans des environnements de rapports signal a` bruit
tre`s faibles. Des algorithmes de de´tection et d’identification des signaux fonde´s sur cette
quantification sont propose´s dans le chapitre V.
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Chapitre I
Concepts ge´ne´raux et e´tat de l’art
Ce chapitre rassemble les travaux ante´rieurs qui sont a` la base des contributions
propose´es au cours de cette the`se.
I.1 Transforme´es temps-fre´quence
I.1.1 La transforme´e de Fourier
De´finition I.1.1. : Soit x(t) un signal temporel. Sa transforme´e de Fourier (TF) est
une fonction complexe de la variable re´elle f de´finie par :
X(f) = TF (x(t)) =< x(t), e−j2pift >=
∫ +∞
−∞
x(t)e−j2piftdt.
De´finition I.1.2. : On appelle transforme´e de Fourier inverse la fonction inverse de
la transforme´e de Fourier X(f) donne´e par :
x(t) = TF−1(X(f)) =< X(f), ej2pift >=
∫ +∞
−∞
X(f)ej2piftdf.
De´finition I.1.3. : Soit x(n) un signal discret, pour n ∈ [0, N − 1], la transforme´e de
Fourier discre`te (TFD) de ce signal est donne´e par :
X(k) =
N−1∑
n=0
x(n)e−j2pi
nk
N ,
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avec k l’indice fre´quentiel, k ∈ [0, N − 1].
De´finition I.1.4. : La transforme´e de Fourier discre`te (TFD) inverse est donne´e par :
x(n) =
N−1∑
k=0
X(k)ej2pi
nk
N .
I.1.2 La MDCT
De´finition I.1.5. : (Modified Discrete Cosine Transform) Soit x(n) une portion d’un
signal discret, n = 0, 1, ..., N −1, la MDCT est une transforme´e temps-fre´quence[42], [43],
initialement conc¸ue pour la suppression du phe´nome`ne de repliement cause´ par l’interpo-
lation. La MDCT du signal x est donne´e par :
X(k) =
2√
N
N−1∑
n=0
x(n)w(n) cos
(
2pi
N
(n+
N
4
+
1
2
)(k +
1
2
)
)
.
0 ≤ n ≤ N−1, l’indice temporel et 0 ≤ k ≤ N
2
−1, l’indice fre´quentiel. w(n) est une feneˆtre
syme´trique satisfaisant la condition de la reconstitution parfaite : w2(n) +w2(n+ N
2
) = 1.
La feneˆtre w(n) utilise´e dans ce manuscrit est la feneˆtre de Kaiser Bessel [26] donne´e par :
w(n) =
I0
(
β
√
1−
(
n−N/2
N/2
)2)
I0(β)
.
Le parame`tre β permet de re´aliser un compromis entre la largeur du lobe principal et
l’amplitude des lobes secondaires. I0 est la fonction de Bessel de premie`re espe`ce donne´e
par :
I0(x) =
∞∑
m=0
(−1)m(x/2)2m
m!Γ(m+ 1)
,
avec Γ(m) = (m− 1)!.
De´finition I.1.6. : La transforme´e inverse de la MDCT est donne´e par :
x(n) =
2√
N
N
2
−1∑
k=0
X(k) cos
(
2pi
N
(n+
N
4
+
1
2
)(k +
1
2
)
)
.
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I.2 La quantification vectorielle
L’ide´e de la quantification vectorielle est le re´sultat des travaux de Claude Shannon
sur le codage de source et la compression [51], [50] qui avait montre´ que les performances
de la quantification peuvent s’ame´liorer en appliquant le syste`me de quantification sur des
vecteurs au lieu des scalaires. En 1956, Stuart P.Lloyd a propose´ une optimisation de la
quantification scalaire [41] qui a e´te´ a` la base de l’ame´lioration de la quantification vec-
torielle et du de´veloppement de certains algorithmes de quantification vectorielle comme
celui de LBG (Linde, Buzo et Gray) [27] propose´ en 1980 par Joseph Linde, Andre´ Buzo
et Robrt Gray.
La quantification vectorielle est une extension de la quantification scalaire aux espaces
multidimensionnels qui est un ope´rateur sur les vecteurs au lieu des scalaires. La quanti-
fication scalaire initialement prend en entre´e un signal analogique discretise´, alors que la
quantification vectorielle prend en ge´ne´ral comme entre´e des signaux qui sont de´ja` nu-
me´riques, la sortie e´tant une version compresse´e du signal original.
La quantification vectorielle peut eˆtre conside´re´e comme une forme de reconnaissance
de motif, ou` un motif d’entre´e sera approche´ par un motif appartenant a` un ensemble
pre´de´fini.
La quantification vectorielle de dimension k et de longueur N est une projection d’un
vecteur appartenant a` un espace euclidien de dimension k dans un ensemble D de cardinal
N appele´ dictionnaire de mots de code :
Q : Rk −→ D ⊂ Rk
D est donne´ par D= { y1 ; y2 ; ... ; yi ; ... ; yN }, N = card D. La re´solution est donne´e
par r = (log2N)/k. La quantification est associe´e a` une partition de Rk en N cellules Ri,
i ∈ I={1 ; 2 ; 3 ;... ; N}, chaque Ri est associe´ a` un e´le´ment yi de D :
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Ri = {x ∈ Rk : Q(x) = yi} = Q−1(yi), (I.1)
Cette partition et les repre´sentants yi des classes Ri sont construits de telle sorte que
l’erreur quadratique moyenne de quantification, || x−Q(x) ||2, soit minimale.
Dans cette the`se nous nous sommes inspire´s de l’ide´e de quantification afin de pro-
poser une quantification correctrice d’erreur utilisant des dictionnaires de mots de codes
(ge´ne´re´s par des codeurs correcteur d’erreur), qui servira dans la suite a` la de´tection et
l’identification des signaux.
I.3 Le Matching Pursuit
Le Matching Pursuit [17], [12] est un algorithme ite´ratif qui permet de re´aliser une
de´composition parcimonieuse d’un signal a` l’aide d’un dictionnaire D. Le signal est e´crit
comme une combinaison line´aire d’atomes gγn(t) appartenant a` un sous-ensemble de D.
x(t) =
+∞∑
n=0
an(gγn(t)).
Les coefficients an de´pendent des atomes gγn(t) choisis. Ces coefficients portent des
informations sur la structure du signal x(t). Ce sont ces coefficients que l’algorithme doit
de´terminer en plus des indices γn des atomes gγn(t), γn ∈ Γ, ou` Γ de´signe l’ensemble des
indices des atomes constituant le dictionnaire D.
A chaque ite´ration, l’algorithme doit choisir un atome (gγ)γ∈Γ qui correspond le mieux
(au sens d’une corre´lation maximale), a` un facteur pre`s, au re´sidu du signal (signal moins
la combinaison des atomes choisis aux ite´rations pre´ce´dentes), ou` le re´sidu a` la premie`re
ite´ration correspond au signal lui-meˆme. Ce facteur de´finit le coefficient associe´ a` l’atome
choisi.
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Le Matching Pursuit initialement propose´ par Mallat et Zhang [17] utilise le produit
scalaire comme corre´lation. Rn, le re´sidu du signal x a` la n-ie`me ite´ration, est donne´ par :
Rn = x−
n−1∑
i=0
ai(gγn(t)),
avec R0 = x. Le coefficient an est donne´ par :
an =< R
n, gγn >
tel que
| < Rn, gγn > | = Sup| < Rn, gγ > |γ∈Γ.
On obtient alors le re´sidu d’ordre n+ 1 :
Rn+1 = Rn − angγn .
Apre`s m ite´rations le signal x s’e´crit sous la forme suivante :
x =
m∑
n=0
< Rn, gγn > gγn +R
m+1 =
m∑
n=0
angγn +R
m+1.
Dans la plupart des cas l’algorithme s’arreˆte a` l’ite´ration M , telle que la norme du
re´sidu ||RM+1||22 soit infe´rieure a` une certaine erreur  de´sire´e. Le nombre d’ite´rations
ne´cessaire pour atteindre cette erreur de´pend du taux de de´croissance de la norme du
re´sidu. Ainsi le signal x est approche´ par :
x ≈
M∑
n=0
angγn .
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I.4 Le codage correcteur d’erreurs
Le codage correcteur d’erreurs est une branche des mathe´matiques lie´e la the´orie de
l’information de´couverte par Claude Shannon en 1948 dans son papier [50]. Shannon a
montre´ que chaque canal de communication posse`de une capacite´ c, mesure´ en bits par
seconde, et que tant que le taux de transmission R est infe´rieur a` c, il est possible de
concevoir un syste`me de communication sans erreurs utilisant le codage correcteur d’er-
reurs.
La contribution de Shannon e´tait de prouver l’existence de ces codes, mais il n’a pas
dit comment trouver ces codes.
Apre`s la publication de [50], les chercheurs se sont lance´s dans la recherche de ces
codes produisant une faible probabilite´ d’erreurs que Shannon a pre´dit. Le progre`s dans
la recherche de ces codes n’a pas abouti a` des re´sultats importants dans les anne´es 50 ou`
uniquement des codes de faible capacite´ de correction ont e´te´ trouve´s.
Dans les anne´es 60 le domaine a e´te´ divise´ en deux parties entre les alge´bristes qui se
sont focalise´s sur la classe des codes appele´e codes en blocs et les probabilistes qui se sont
concentre´s sur la compre´hension du codage et du de´codage comme processus ale´atoire.
Parmi les codes en blocs, on peut citer les codes cycliques [38], les codes BCH [6], les
codes Reed-solomon [55].
Les probabilistes ont de´couvert la seconde classe des codes appele´e les codes convo-
lutifs, initialement de´couverte par P.Elias, mais le premier a` formuler ces codes est Ha-
gelbarger [18], ensuite Peterson a pre´sente´ une version raffine´e de ces codes dans [37].
Fourney a donne´ une structure alge´brique de ces codes dans son papier [15]. Ainsi les
probabilistes ont de´veloppe´ des algorithmes de de´codage probabiliste efficaces.
Dans les anne´es 70 les chercheurs des deux domaines probabilistes et alge´bristes se
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sont re´unis et ont fourni plusieurs algorithmes efficaces de de´codage. En 1993 Claude
Berrou, Alain Glavieux et Punya Thitimajshima ont invente´ les turbo codes a` partir des
codes convolutifs [2], ces codeurs approchent la limite de Shannon. Cette de´couverte a
ouvert de nombreuses pistes de recherche dans le domaine du codage correcteur d’erreur.
Et par conse´quent la de´couverte des codes LDPC (Low density Parity-check), initialement
de´couverts par Gallager en 1962 [16], mais qui n’ont pas e´te´ utilise´s jusqu’a 1996 ; motive´s
par l’apparition des turbo codes, Mackay et al [31] rede´couvrent les codes de Gallager.
I.4.1 Les codes BCH
Les codes BCH[6], [23] sont des codes de la classe des codes cycliques, l’appellation
BCH provient des noms initiales de leurs inventeurs Bose, Chaudhuri et Hocquenghem.
Soit n = qm − 1 un entier premier avec q et β une racine primitive nieme de l’unite´,
β ∈ Fqm . β est d’ordre n (βn = 1), les e´le´ments β, β2, ...,βn−1 sont distincts et forment
l’ensemble des racines de Xn − 1 dans Fqm , Xn − 1 =
∏n−1
i=0 (X − βi).
Xn − 1 peut eˆtre factorise´ en produit de polynoˆmes irre´ductibles dans Fq[X]. Soit Σj
une partie de {0,1, ..., n−1 } stable par multiplication par 2 modulo n de´finie par Σj={j,
qj, q2j, ..., qr−1j }, tel que j = 2rj mod n. Σj est appele´e classe cyclotomique engendre´e
par j.
A chaque classe cyclotomique est associe´ un polynoˆme irre´ductible dans Fq[X]. Ce
polynoˆme est le polynoˆme minimal de βj donne´ par :
Pβj(X) =
∏
i∈Σj
(X − βi).
Ainsi, Xn − 1 peut eˆtre factorise´ en produit de polynoˆmes irre´ductibles dans Fq[X] :
Xn − 1 =
n−1∏
i=0
(X − βi) =
∏
j∈J
Pβj(X),
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ou` J de´signe l’ensemble des indices des classes cyclotomiques.
Soit Pβk(X) le polynoˆme minimal de β
k, 1 k ≤ n − 1. En application du the´ore`me
I.4.1 ci-apre`s, Bose, Chaudhuri et Hocquenghem ont propose´ d’utiliser comme polynoˆme
ge´ne´rateur d’un code, le polynoˆme g(X) donne´ par :
g(X) = ppcm(Pβk(X), Pβk+1(X), ..., Pβk+s+1(X)).
The´ore`me I.4.1. Soit C un code cyclique de longueur n et de polynoˆme ge´ne´rateur g ∈
Fq[X] avec n et q premiers entre eux (pgcd(n, q) = 1) et soit β une racine nieme primitive
de l’unite´. S’il existe deux entiers l et s tels que g(βl) = g(βl+1) = ... = g(βl+s) = 0,
alors la distance minimale δ(C) de C ve´rifie δ(C) ≥ s + 1. La capacite´ de correction de
ce codeur est t = b δ(C)−1
2
c, le code C est donc au moins bs/2c correcteur (b.c de´signe la
partie entie`re).
De´finition I.4.1. (Code BCH) Un code BCH de distance construite d′ = s + 1, est un
code cyclique de polynoˆme ge´ne´rateur le produit des polynoˆmes minimaux des racines βl,
βl+1,..., βl+s ; le polynoˆme g(X) de degre´ n− k + 1 = s+ 1, k la dimension du code et n
sa longueur. La distance minimale δ du code est supe´rieure ou e´gale a` d′, δ ≥ d′.
I.4.1.1 De´codage des codes BCH
Les codes BCH disposent de plusieurs algorithmes de de´codage dont on peut citer :
l’algorithme de Berlekamp-Massey [23], [32], [5], l’algorithme du de´codage euclidien de
Sugiyama et l’algorithme du de´codage de Peterson, Gorenstein et Zierler [39]. Tous ces
algorithmes sont fonde´s sur l’ide´e du polynoˆme localisateur d’erreurs dont les racines
permettent de localiser les erreurs. Dans cette partie nous pre´sentons l’algorithme de de´-
codage de Peterson, Gorenstein et Zierler.
Supposons que y soit le vecteur binaire rec¸u et Q(X) le polynoˆme associe´ a` ce vecteur,
alors Q(X) peux s’e´crire :
Q(X) = q(X)g(X) + e(X), (I.2)
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avec g(X) le polynoˆme ge´ne´rateur du code BCH, q(X) un polynoˆme de degre´ k − 1,
(k la dimension du code) et e(X) le reste de la division euclidienne de Q(X) par g(X) de
degre´ infe´rieur au degre´ de g(X). Notons αi, i = 1...s (s = 2t, t la capacite´ de correction)
les racines de g(X), α = βl, alors les syndromes sont donne´s par :
S1 = Q(α)
S2 = Q(α
2)
.
.
Si = Q(α
i) = e(αi)
.
.
S2t = Q(α
2t) = e(α2t)
Posons S la matrice forme´e par les syndromes donne´e par :
S =

S1 ... St
S2 ... St+1
. . .
. . .
St ... S2t−1

Alors le polynoˆme localisateur d’erreur est donne´ par :
L(X) = ςνX
ν + ...+ ς1X + 1, (I.3)
avec ν le rang de la matrice S et ςν , ςν−1, ..., ς1 les solutions du syste`me d’e´quation :
S =

S1 ... Sν
S2 ... Sν+1
. . .
. . .
St ... S2ν−1
×

ςν
ςν−1
.
.
ς1
 =

St+1
St+2
.
.
S2t

Soit α−i1 , ..., α−iν les racines du polynoˆme localisateur d’erreur L(X) donne´ par l’e´qua-
tion (I.3), alors les erreurs sont localise´es aux positions −i1, ...,−iν . Pour corriger ces er-
reurs chaque bit est remplace´ par son oppose´ (les bits 0 sont remplace´s par 1 et vice-versa).
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I.4.2 Les Turbo codes
En 1993 Claude Berrou, Alain Glavieux et Punya Thitimajshima ont invente´ les turbo
codes [2]. Les turbo codes correspondent a` une concate´nation en paralle`le de deux codeurs
convolutifs [18], [37], [15], en ge´ne´ral pris identiques. Toutefois le de´codage des turbo codes
utilise une concate´nation des de´codeurs en se´rie. Le de´codage en se´rie est utilise´ parce qu’il
est plus performant que le de´codage utilisant des de´codeurs concate´ne´s en paralle`le. En
effet le de´codage en se´rie a la particularite´ de partager l’information entre les de´codages
ce qui ame´liore les performances du syste`me contrairement au de´codage en paralle`le ou`
chaque de´codeur fait son de´codage inde´pendamment de l’autre. Le codeur est sche´matise´
par la figure I.1.
Les turbo codes sont constitue´s de deux codes convolutifs C1 et C2 de type spe´cifique ;
codes convolutifs re´cursifs et syste´matiques, RSC[54]. En plus de ces codeurs, une permu-
tation pi est mise a` l’entre´e du codeur C2. Un multiplexeur et un troncateur sont place´s
a` la sortie des codeurs permettant ainsi de combiner (et en tronquant s’il s’agit d’un code
tronque´) les sorties des deux codeurs pour obtenir le rendement souhaite´.
Plusieurs parame`tres jouent un roˆle important sur la performance des turbo codes
comme : le nombre d’ite´rations du de´codage, les polynoˆmes ge´ne´rateurs des codes convo-
lutifs et le nombre d’e´tats du registre.
La re´cursivite´ des codes convolutifs augmente le poids de Hamming des mots de codes
par rapport aux codes non re´cursifs. Un codeur de poids de Hamming faible produit un
faible pouvoir de correction. Si l’un des codeurs a une sortie de faible poids de Hamming,
la permutation de la se´quence binaire a` l’entre´e du codeur C2 produit a` la sortie de ce
codeur un mot de code de poids de Hamming e´leve´ pour garantir une ame´lioration du pou-
voir de correction. Les permutations pseudo-ale´atoires ont e´te´ vues comme les meilleures
permutations. Ces permutations assurent des performances supe´rieures a` celles assure´es
par les autres types de permutations (permutation en blocs, permutation diagonale etc...).
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Permutation pi
Code RS Convolutif C2
Multiplexeur et troncateur
X
X
Y (1)
Y (2)
Y
Code RS Convolutif C1
Figure I.1 – Turbo Codes : codeur
Les performances des turbo codes sont d’autant meilleurs que le rapport signal a` bruit
est faible.
I.4.2.1 De´codage des Turbo codes
Le de´codage des turbo codes utilise les algorithmes comme l’algorithme du MAP
(maximum a posteriori), l’algorithme du Log MAP ou l’algorithme du Max-Log-MAP.
Le de´codage des turbo codes utilise un de´codage ite´ratif et une information logique cor-
respondante aux valeurs a priori et a posteriori des bits d’information et des bits de
redondances. Le de´codage s’arreˆte apre`s un certain nombre d’ite´rations a` partir du mo-
ment ou` le de´codage converge. L’ensemble des ope´rations effectue´es par le de´codage des
turbo codes sont repre´sente´es dans la figure I.2.
Soit X = (x1x2...xk) la se´quence des bits d’information a` l’entre´e du codeur,
soit Y (1) = (y
(1)
1 y
(1)
2 ...y
(1)
k ) la se´quence de sortie du codeur C1 et soit Y
(2) = (y
(2)
1 y
(2)
2 ...y
(2)
k )
la sortie du codeur C2.
Pour un turbo code de rendement R = 1/3, le mot de code a` la sortie du codeur est de
la forme Y = (x1y
(1)
1 y
(2)
1 , x2y
(1)
2 y
(2)
2 , ..., xky
(1)
k y
(2)
k ). Soit r = (r
(0)
1 r
(1)
1 r
(2)
1 , r
(0)
2 r
(1)
2 r
(2)
2 , ..., r
(0)
k r
(1)
k r
(2)
k ),
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la se´quence rec¸ue par le de´codeur apre`s transmission, alors cette se´quence est divise´e en
trois se´quences r(0) = (r
(0)
1 r
(0)
2 ...r
(0)
k ), r
(1) = (r
(1)
1 r
(1)
2 ...r
(1)
k ) et r
(2) = (r
(2)
1 r
(2)
2 ...r
(2)
k ) corres-
pondant respectivement aux bits d’information errone´s, aux bits errone´s de redondances
de la sortie du codeur C1 et aux bits errone´s de redondances de la sortie du codeur C2.
Les se´quences r(0) et r(1) sont donne´es au de´codeur D1 et les se´quences r
(0) et r(1) sont
donne´es au de´codeur D2.
L2
De´codeur D2pi
pi−1
pi−1
r(0)
r(0)
r(1)
r(2)
L1L1
L2
Xˆ
De´codeur D1
Figure I.2 – Turbo Codes : de´codeur
A la premie`re ite´ration, le de´codeur D1 rec¸oit les se´quences r
(0) et r(1) et une pro-
babilite´ a priori de bits d’information (en ge´ne´ral e´gale a` 0 a` la premie`re ite´ration,
ceci provient du fait que les bits a` la sortie du canal de transmission sont conside´re´s
e´quiprobables). Ainsi le de´codeur produit des probabilite´s a posteriori des bits d’informa-
tion sachant la se´quence r1 = (r
(0)r(1)), ensuite il calcule des probabilite´s extrinse`ques L1
(L1 est une se´quence de probabilite´s extrinse`que dont chacune correspond a` celle d’un
bit d’information) qui seront transmises au de´codeur D2 apre`s permutation et qui seront
utilise´es comme probabilite´s a priori des bits d’information a` l’entre´e du de´codeur D2.
De meˆme le de´codeur D2 rec¸oit la se´quence r2 = (r
(0)r(2)) puis calcule des probabilite´s
extrinse`ques L2 (L2 est une se´quence de probabilite´s extrinse`que dont chacune correspond
a` celle d’un bit d’information) a` partir des probabilite´s a posteriori des bits d’informa-
tion sachant la se´quence r2 et les probabilite´s a priori des bits d’information L1. Apre`s
inversion de la permutation, ces probabilite´s sont fournies au de´codeur D1 comme proba-
bilite´s a priori des bits d’information. La se´quence Xˆ a` la sortie du de´codeur correspond
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a` une estimation de la se´quence d’information X, si le de´codage converge la se´quence
Xˆ sera e´gale a` la se´quence X. Pour plus de de´tails sur le de´codage des turbo code voir [2].
I.5 Detection et identification
La majorite´ des travaux re´alise´s sur la de´tection et l’identification des signaux s’est
servie des classifieurs statistiques comme le mode`le de Markov cache´ (Hidden Markov Mo-
del) [13], le mode`le de me´lange de gaussiennes (Gaussian Mixture Model) [47]. D’autres
me´thodes pour la de´tection et la reconnaissance des signaux utilisent les re´seaux artifi-
ciels de neurones (Artificial Neural Network) et la pre´diction line´aire. D’autres ont utilise´
l’autocorrection et la de´tection de pitch pour la de´tection des signaux ou la de´tection de
pe´riodicite´ des signaux pe´riodiques comme les signaux d’alarmes.
I.5.1 Classifieurs Probabilistiques
La majorite´ des classifieurs probabilistiques calculent la probabilite´ conditionnelle
P(Ci | x) pour de´terminer la classe la plus probable sachant l’observation x, 1 ≤ i ≤ N ,
avec N le nombre de classes Ci.
P(Ci | x) = P(x | Ci)P(Ci)
P(x)
(I.4)
L’estimation de P(Ci) est en ge´ne´ral facile (en ge´ne´ral est connue) a` l’encontre de
l’estimation de P(x | Ci).
Le classifieur ainsi de´cide la classe ve´rifiant :
Cˆ = arg max
1≤i≤N
P(Ci | x)
= arg max
1≤i≤N
P(x | Ci)P(Ci)
P(x)
= arg max
1≤i≤N
P(x | Ci)P(Ci).
(I.5)
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Un mode`le de classifieur est compose´ principalement de deux e´tapes :
— L’extraction des attributs les plus signifiants des donne´es de telle sorte que les classes
des donne´es peuvent eˆtre identifie´es.
— Un classifieur dont le roˆle est de de´signer une classe a` chaque donne´e repre´sente´e
par ses attributs.
I.5.1.1 Mode`le de me´lange de gaussiennes pour la classification
Le mode`le de me´lange de gaussiennes (GMM : Gaussian Mixture Model) [48], [47] est
une densite´ de probabilite´ parame´trique repre´sente´e comme somme de gaussiennes donne´e
par l’e´quation suivante :
p(x | λ) =
K∑
i=1
wip(x | µi,Σi) (I.6)
ou` x est un vecteur de dimension d, wi est le poids du me´lange, ve´rifiant
∑K
i=1wi = 1
et p(x | µi,Σi) la densite´ de probabilite´ de loi normale multidimensionnelle. Ce mode`le est
parame`tre´ par λ = {wi, µi,Σi}, l’ensemble des poids wi, des moyennes µi et des matrices
de covariance Σi des diffe´rentes gaussiennes, 1 ≤ i ≤ K.
Les parame`tres {wi, µi,Σi} du mode`le sont estime´s a` partir de l’apprentissage des don-
ne´es utilisant l’algorithme ite´ratif de maximisation de l’espe´rance [11] (EM : Expectation-
Maximization algorithm) et du maximum de vraisemblance (Maximum likelihood).
Pour la classification chaque classe Cj est repre´sente´e par un mode`le de me´lange de
gaussiennes (GMM) de parame`tre λj, 1 ≤ j ≤ N , N le nombre de classes. Pour l’appren-
tissage du mode`le de chaque classe Cj, le parame`tre λj de chaque mode`le est de´termine´
a` partir des donne´es de la classe correspondante a` ce mode`le.
Pour l’extraction de l’information (sur la classe des donne´es observe´es), le mode`le de
me´lange de gaussiennes fait les hypothe`ses suivantes :
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— Les donne´es proviennent d’un nombre N de classes connues.
— La probabilite´ P(Cj) est connue.
— Les parame`tres λj = [wij, µij,Σij] de chaque classe sont connus.
Conside´rons le vecteur X = [x1, x2, ..., xm] de m observations de d attributs. En sup-
posant que les observations sont inde´pendantes et identiquement distribue´es, alors la pro-
babilite´ que l’ensemble d’observation X soit produit par la classe Cj est donne´e par :
P(X | Cj) =
m∏
k=1
p(xk | Cj), (I.7)
ou` la probabilite´ p(xk | Cj) est suppose´e un me´lange de K multidimensionnelles gaus-
siennes de la forme de l’e´quation (I.6) donne´e par :
p(xk | Cj) = p(xk | λj) =
K∑
i=1
P (xk | µij,Σij)P(µij,Σij)
=
K∑
i=1
P (xk | µij,Σij)wij.
(I.8)
Pour des classes e´quiprobables, P (Cj) = 1N , 0 ≤ j ≤ N , le classifieur choisit la classe
ve´rifiant l’e´quation :
Cˆ = arg max
1≤j≤N
P(X | Cj)P (Cj) = arg max
1≤j≤N
P(X | Cj)
= arg max
1≤j≤N
m∏
k=1
p(xk | Cj)
= arg max
1≤j≤N
m∑
k=1
log p(xk | Cj).
(I.9)
I.5.1.2 Mode`le de Markov cache´ pour la classification
Un processus de Markov est une se´quence d’e´ve´nements ale´atoires Si (processus de
Markov a` temps discret) appele´s e´tats qui suivent la proprie´te´ de Markov permettant de
mode´liser l’e´volution du processus dans le temps, 1 ≤ i ≤ N . Soit qn l’e´tat du processus
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a` l’instant n alors on a :
P (qn+1 = Sj | qn = Si, qn−1 = Sl, ..., q0 = Sk)
= P (qn+1 = Sj | qn = Si)
(I.10)
Le processus subit un changement dans le temps d’un e´tat a` un autre, suivant une
probabilite´ appele´e probabilite´ de transition. A l’instant n le passage du processus de
l’e´tat qn a` l’e´tat qn+1 de´pend uniquement du pre´sent. L’expression de la probabilite´ de
transition est donne´e par :
aij = P (qn+1 = Si | qn = Sj) (I.11)
Un mode`le cache´ de Markov repre´sente un processus stochastique comme un processus de
Markov dont les e´tats ne sont pas observables directement mais qui a` chaque e´tat associe
une probabilite´ a` partir des observations qui ne sont pas force´ment Markoviennes [45],
[13], [25]. Un mode`le cache´ de Markov est caracte´rise´ par :
— Le nombre N des e´tats cache´s du mode`le, on note S = [S1, ...SN ], l’ensemble des
e´tats du processus.
— Le nombre M des diffe´rents symboles d’observations possibles, la taille de l’alphabet.
— La probabilite´ de transition aij donne´e par l’e´quation I.11 et la matrice de transition
A associe´e donne´e par A = {aij}
— La probabilite´ que le symbole ok d’observation soit e´mis par l’e´tat j a` l’instant n,
soit bj(k) cette probabilite´ et B la matrice associe´e, B = {bj(k)}. Cette probabilite´
est appele´e probabilite´ d’e´mission et est donne´e par :
bj(k) = P(ok | qn = Sj) (I.12)
— La distribution pi = {pii} des e´tats initiaux est donne´e par :
pii = P(q1 = Si) (I.13)
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Les e´le´ments A, B et pi sont appele´s les parame`tres du mode`le en ge´ne´ral combine´s
dans une variable λ = {A,B, pi} pour des raisons pratiques.
Pour le proble`me de classification fonde´e sur le mode`le cache´ de Markov, un mo-
de`le de parame`tre λl est cre´e´ pour chaque classe Cl du classifieur, 1 ≤ l ≤ L, L le
nombre de classes. L’apprentissage de chacun de ces mode`les est effectue´ a` partir
des donne´es de la classe correspondante ou` les parame`tres du mode`le sont ajuste´s
pour maximiser la probabilite´ des se´quences observe´es appartenant a` cette classe
sachant ces parame`tres.
Pour une se´quence d’observation O = o1, ..., oT et la se´quence Q = q1, ..., qT d’e´tats
inconnus associe´e a` cette observation, le classifieur calcule la probabilite´ P(O |
λl) que la se´quence d’observation O soit produite par le mode`le de la classe Cl de
parame`tre λl, 1 ≤ l ≤M . Cette probabilite´ est donne´e par :
P(O | λl) =
∑
Q
P(O | Q, λl)P(Q | λl), (I.14)
Le classifieur de´cide la classe Cˆ de mode`le de parame`tre λˆ ayant la plus grande
probabilite´ de produire l’observation O, λˆ est donne´e par :
λˆ = arg max
1≤l≤L
P(O | λl) (I.15)
Les auteurs des papiers [29], [1] ont propose´ une technique de de´tection et de re-
connaissance des signaux acoustiques fonde´e sur ces classificateurs (Mode`les de Markov
cache´ et Gaussian Mixture Models), ou` des tests ont e´te´ effectue´s sur une base de don-
ne´es contenant six classes des signaux e´ventuellement compresse´s. Dans le contexte de [29]
(surveillance), le niveau du bruit ambiant n’est pas tre`s e´leve´ par rapport au bruit de trafic.
La plupart des classifieurs statistiques donnent des re´sultats statistiquement accep-
tables. Cependant les performances de ces classifieurs se de´gradent quand ils sont appli-
que´s aux cas re´els, ou` les signaux sont bruite´s.
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Les auteurs du papier [49] ont utilise´ des techniques de re´duction du bruit fonde´e sur
l’estimation de la densite´ spectrale du bruit et sur la suppression du bruit, propose´e dans
[46], [14], afin d’ame´liorer leur me´thode de classification des signaux fonde´e sur le mode`le
de Markov cache´.
Des techniques de de´tection et de reconnaissance des signaux impulsifs adapte´es aux
changements environnementaux ont e´te´ propose´es dans [30]. La de´tection de ces signaux
dans ce papier est fonde´e sur un filtre me´dian. La reconnaissance de ces signaux est ef-
fectue´e a` l’aide du mode`le de Markov cache´ et du mode`le de me´lange de gaussiennes. En
pre´sence du bruit certains attributs des signaux sont masque´s, ainsi, pour re´soudre ce
proble`me, des techniques de re´duction du bruit fonde´es sur la soustraction spectrale ont
e´te´ propose´es pour ame´liorer les performances des syste`mes de reconnaissance fonde´s sur
les mode`les statistiques (HMM et GMM), voir [53].
I.5.2 De´tection de pitch
La de´tection de pitch ou fre´quence fondamentale a e´te´ particulie`rement utilise´e pour
e´tudier des signaux pe´riodiques ou quasipe´riodiques comme les signaux de musique, de la
parole ou des signaux d’alarme. Il existe plusieurs me´thodes de de´tection de pitch dont
certaines sont effectue´es dans le domaine fre´quentiel et d’autres dans le domaine temporel
ou bien les deux ensemble. Un nombre minimum de pe´riodes du signal est ne´cessaire
pour une bonne estimation du pitch. L’une des plus anciennes me´thodes utilise´es pour la
de´tection de pitch est la fonction d’autocorre´lation donne´e par l’e´quation (I.16) (fonction
d’autocorre´lation pour des signaux discrets).
Rxx(k) =
N+k−1∑
n=k
x(n)x(n− k) (I.16)
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Le maximum de la fonction d’autocorre´lation est obtenu quand le retard k est e´gal a` ze´ro.
La localisation L du prochain maximum donne une estimation de la pe´riode T = LTs du
signal, ainsi la fre´quence fondamentale f0 est donne´e par :
f0 =
1
T
, (I.17)
avec Ts la pe´riode d’e´chantillonnage.
D’autre me´thodes comme l’algorithme On-The-Fly [10] utilisant la fonction diffe´rence
a` l’e´quation (I.18) ont e´te´ utilise´es pour l’estimation du pitch ou` f0 doit eˆtre localise´e
au minimum global de la fonction diffe´rence. Il a e´te´ montre´ que cet algorithme est plus
efficace que la me´thode de corre´lation.
d(k) =
N+k−1∑
n=k
(x(n)− x(n− k))2 (I.18)
Si τ est le retard minimisant la fonction diffe´rence d(k), alors τTs est e´gal a` la pe´riode
du pitch et la fre´quence fondamentale f0 est donne´e par :
f0 =
1
τTs
, (I.19)
Dans le papier [34] les auteurs ont propose´ un algorithme de de´tection des signaux
pe´riodiques en pre´sence du bruit, plus pre´cise´ment, les signaux produits par des sire`nes
et alarmes de voitures prioritaires. Cet algorithme est fonde´ sur la de´tection des pitchs.
D’autres papiers comme [28] et [7] ont utilise´ ces techniques pour la de´tection des si-
gnaux. Dans le papier [28] deux me´thodes de de´tection des signaux d’alarmes dans quatre
types de bruit de fond ont e´te´ propose´es ; le bruit de trafic, de musique, des parcs et des
cafe´te´rias. La premie`re me´thode utilise la technique d’auto-corre´lation des signaux et la
deuxie`me est fonde´e sur le changement du niveau sonore. Les re´sultats ont montre´ que la
combinaison de ces deux me´thodes peut ame´liorer la performance des syste`mes de de´tec-
tion des signaux d’alarme pour les personnes qui ont des difficulte´s d’audition. Les auteurs
du papier indiquent un taux de 80% de de´tection pour un taux de 25 % de fausse de´tection.
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Le papier [7] a aussi utilise´ la fonction d’auto-corre´lation pour de´velopper un appa-
reil (pour l’oreille) permettant la de´tection des signaux d’alarme. D’autres techniques de
traitement des signaux ont e´te´ ajoute´es a` cette technique : un filtre passe-bande pour
se´lectionner les fre´quences fondamentales des signaux d’alarmes, un de´tecteur de l’enve-
loppe spectrale et un algorithme e´valuateur de pe´riodicite´. Le syste`me propose´ n’est pas
efficace pour l’identification des signaux d’alarmes de deux tons et des signaux de sire`nes.
I.5.3 Le re´seau artificiel de neurones
Inspire´ du re´seau de neurones biologique, le re´seau artificiel de neurones a e´te´ conc¸u
pour re´soudre une varie´te´ de proble`mes : reconnaissance de motif, pre´diction etc [22].
b2
x
(l)
1
x
(l)
2
x
(l)
n
b1
yˆ
(l)
1
yˆ
(l)
2
W
(1)
11W
(2)
11
Figure I.3 – Le re´seau artificiel de neurones : perceptron multicouche
Le re´seau de neurones peut eˆtre vu comme un graphe oriente´ avec des poids dans
lequel les noeuds correspondent aux neurones artificiels et les arcs oriente´s correspondent
aux connexions entre les neurones de sortie et les neurones d’entre´e, voir la figure I.3.
Selon son architecture le re´seau artificiel de neurones peut eˆtre divise´ en deux groupes :
— le re´seau Feed forward dans lequel chaque graphe n’a pas de boucle
— le re´seau Feedback ou re´seau re´curant de neurones dans lequel une boucle se produit
a` cause du feedback, voir [22] pour plus de de´tail.
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Dans cette section nous parlons du perceptron multicouche qui est l’une des familles du
re´seau feedforwad. Dans le multicouche perceptron, les neurones sont organise´s en couches
et les liens entre les couches sont unidirectionnels.
Applique´ au proble`me de classification, le perceptron a` une couche est limite´ car uni-
quement des limites line´aires peuvent eˆtre cre´e´es entre les classes (re´gions des attributs).
Cette limite peut eˆtre e´vite´e en utilisant plusieurs couches d’ou` le terme perceptron mul-
ticouche (Multilayers perceptron MLP). En pratique, trois couches sont suffisantes (une
couche d’entre´e, une couche cache´e et une couche de sortie).
La sortie de la desconde couche peut eˆtre conside´re´e comme la sortie du re´seau (pour
un perceptron a` trois couches). Dans le multicouche perceptron a` trois couches le nombre
de neurones a` la sortie de la seconde couche correspond en ge´ne´ral au nombre de classes
conside´re´es. Le nombre de neurones de la deuxie`me couche de´pend en ge´ne´ral du proble`me
a` re´soudre.
Soit {(x(1), y1), ..., (x(l), y(l)), ..., (x(M), y(M))} l’ensemble des donne´es d’apprentissage
ou` x(l) = (x
(l)
1 , ..., x
(l)
i , ...x
(l)
n ) est un vecteur d’attributs de dimension n correspondant
a` l’entre´e du re´seau et y(l) le label (cible). La sortie de chaque couche k du re´seau est
donne´e par :
z
(k+1)
j = f(
n∑
i
w
(k)
ij z
(k)
i + bk),
pour 1 ≤ k ≤ 3 (dans le cas d’un multicouche perceptron a` trois couches), k l’indice
des couches du perceptron avec z(1) l’entre´e du re´seau (x(l)) et bk appele´ biais. bk et w
(k)
ij
sont appele´s les parame`tres du re´seau. La fonction f est appele´e fonction de validation en
ge´ne´ral f est une fonction sigmo¨ıde.
Pour l’apprentissage du re´seau artificiel de neurones, il faut de´terminer les parame`tres
du re´seau bk et w
(k)
ij qui correspondent le plus aux donne´es d’apprentissage, ainsi pour
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cette fin le re´seau artificiel de neurones utilise l’algorithme du backpropagation.
Soit yˆ
(l)
j la j-e`me sortie du re´seau correspondant a` l’estimation de y
(l)
j pour une
entre´e x(l) du re´seau, l’algorithme du backpropagation de´termine pour chaque couche k
les poids w
(k)
ij correspondant au poids de connexion entre le neurone i de la couche k et
le neurone j de la couche k + 1 et le biais bk de telle sorte que la fonction couˆt E(xl) (E
est en ge´ne´ral la somme des erreurs quadratiques ou l’erreur quadratique moyenne) soit
minimale :
E(x(l)) =
M∑
l=1
el =
M∑
l=1
m∑
j=1
(yˆ
(l)
j − y(l)j )2
Cet algorithme utilise la descente du gradient pour trouver le minimum de la fonction
E , les performances du re´seau de neurones sont ame´liore´es a` l’aide d’une approche ite´ra-
tive permettant de mettre a` jour les poids w
(k)
ij a` chaque ite´ration, jusqu’a l’obtention
des poids minimisant l’erreur E .
Pour la classification avec un multicouche perceptron a` trois couches, la j−e`me sortie
de la deuxie`me couche pour une entre´e x(l) est donne´e par :
y
(l)
j = f(
n∑
i
w
(2)
ij z
(2)i + b2),
avec 1 ≤ j ≤ N , N le nombre de neurones de la dernie`re couche. Avec la dernie`re
couche est ajoute´ un seuil de de´cision au dessus duquel une classe est e´tiquete´e 1 et en
dessous duquel la classe est e´tiquete´e 0. Ainsi si la classe j est e´tiquete´e 1 (y
(l)
j , la j-e`me
sortie de la deuxie`me couche est supe´rieure au seuil de de´cision), alors x(l) appartient a` la
classe Cj. Un faible seuil augmente le taux de fausse de´tection et un grand seuil diminue
le taux de de´tection.
Cette technique de classification a e´te´ utilise´e par les auteurs du papier [4] afin de
concevoir un syte`me de de´tection automatique des signaux d’alarmes. Les coefficients
cepstraux des fre´quences de Mel ( MFCCs : Mel-frequency Cepstral Coefficients ) [35],
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[44] ont e´te´ utilise´s comme attributs pour effectuer la classification. Les auteurs du papier
de´clarent un taux de 99% d’exactitude pour des rapports signal a` bruit au dessus de 0 dB.
39
40
Chapitre II
De´tection et identification d’alarme
des ve´hicules prioritaires par e´tude
du sonagramme
Dans ce chapitre nous proposons une me´thode de de´tection et d’identification des si-
gnaux d’alarmes de voitures prioritaires, fonde´e sur les proprie´te´s fre´quentielles de ces
signaux.
Les signaux d’alarmes des voitures prioritaires sont constitue´s d’une transmission al-
terne´e de deux signaux harmoniques, voir la figure II.1. Les proprie´te´s spectro-temporelles
de ces signaux sont exploite´es pour faire la de´tection. Ces proprie´te´s sont aussi utilise´es
pour l’identification de ces signaux. La repre´sentation au niveau de la figure II.1 est valable
pour la plupart des signaux d’alarmes des voitures prioritaires : sapeurs-pompiers, SAMU,
gendarmerie et police. Une alarme est caracte´rise´e par les parame`tres T1 et T2, repre´sen-
tant les dure´es des deux tonales, et f1 et f2, les fre´quences fondamentales correspondantes.
La figure II.1 repre´sente la projection sur le plan temps-fre´quence du sonagramme d’un
signal d’alarme, cette projection repre´sente la signature de ce signal. Cette signature se
re´pe`te a` toutes les harmoniques kf1, kf2, k=1,2,3... du signal.
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Figure II.1 – A gauche, repre´sentation dans le plan temps-fre´quence du sonagramme d’un
signal d’alarme, a` droite la projection sur le plan fre´quence-puissance du sonagramme de
l’alarme
Ainsi nous allons proce´der a` la de´tection et l’identification de ces signaux en exploitant
les proprie´te´s de cette repre´sentation temps-fre´quence.
II.1 Recherche de la signature d’une alarme
Une alarme est pre´sente lorsque l’on retrouve sa signature temps-fre´quence. Autrement
dit, une alarme sera de´tecte´e si le sonagramme du signal enregistre´ admet une distribution
d’e´nergie maximale au niveau des harmoniques des deux fre´quences fondamentales f1 et
f2 et s’il pre´sente une structure comme celle de la figure II.1.
La figure II.1 repre´sente des courbes identiques dont chacune alterne d’une harmonique
kf1 a` l’harmonique kf2 de l’alarme, k=1,2,3... (courbes de gauche de la figure II.1). En
effectuant une agre´gation sur l’axe des fre´quences de la figure II.1, on obtient une courbe.
Cette courbe repre´sentera la signature temporelle du signal d’alarme. De meˆme si l’on
effectue une projection sur le plan fre´quence-puissance du sonagramme, nous obtiendrons
une structure comme celle de la courbe de droite de la figure II.1. Cette courbe pre´sente
des maxima (une e´nergie maximale) au niveau des harmoniques des fre´quences fondamen-
42
tales de l’alarme. La pre´sence de ces signatures dans un signal permettra de de´tecter la
pre´sence d’un signal d’alarme.
La recherche d’un signal d’alarme est compose´e de deux e´tapes ; une recherche de sa
signature fre´quentielle et une recherche de sa signature temporelle.
II.1.1 Recherche de la signature fre´quentielle
Le signal est de´coupe´ en blocs de longueur N=2048, ponde´re´s par une feneˆtre de Ham-
ming. Le calcul de la transforme´e de Fourier a` court-terme de chaque bloc produit le
sonagramme : image indexe´e par le temps et la fre´quence, ou` chaque pixel de
coordonne´es (t, f) indique la puissance du signal a` l’instant t et a` la fre´quence f . Le sona-
gramme de la figure II.2 est celui d’un signal d’alarme d’une voiture de sapeurs-pompiers.
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Figure II.2 – A` gauche sonagramme d’un signal d’alarme. A` droite zoom sur le sona-
gramme
La structure de la signature fre´quentielle du signal d’alarme est caracte´rise´e par la
pre´sence d’une e´nergie maximale au niveau des harmoniques des fre´quences fondamentales
du signal, voir la courbe de droite de la figure II.1. Soit ∆ la dure´e d’un intervalle de temps
du signal. Pour chaque fre´quence f fixe´e, on de´finit par Φ(f, t), le module du sonagramme
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a` cette fre´quence f , inte´gre´ depuis un passe´ de longueur ∆ jusqu’au temps t. On obtient
ainsi une fonction temps-fre´quence donne´e par :
Φ(f, t) =
t∑
τ=t−∆
|X(f, τ)|. (II.1)
ou` X(f, t) repre´sente la transforme´e de Fourier a` court-terme du signal. Si une alarme
est pre´sente dans l’intervalle de temps [t0−∆, t0] alors le trace´ de Φ(f, t0) doit eˆtre de la
forme de la courbe de gauche donne´e par la figure II.3. L’intervalle d’observation ∆ doit
au moins contenir une pe´riode du signal (T1 +T2). En effet, si ce n’est pas le cas, l’une des
deux fre´quences fondamentales ne pourra pas eˆtre observe´e. Ainsi, dans toute la suite, ∆
sera choisi tel que ∆ > T1 + T2. Dans ces conditions, Φ(f, t0) doit admettre des pics au
niveau des fre´quences kf1 et kf2, k = 1, 2, . . ., correspondant aux harmoniques des deux
fre´quences fondamentales de l’alarme.
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Figure II.3 – Signature fre´quentielle : a` gauche Φ(f, t), a` droite sa de´rive´e, t=0 s
Pour de´terminer les maxima de Φ(f, t) pour un t donne´, nous utilisons la de´rive´e du
premier ordre de Φ(f, t) par rapport a` la fre´quence f . Si pour une fre´quence donne´e la
de´rive´e de Φ(f, t) passe brutalement d’une valeur positive ou nulle a` une valeur ne´gative,
alors Φ(f, t) admet un maximum en cette fre´quence. Le trace´ de la de´rive´e de Φ(f, t)
est donne´ par la courbe de droite de la figure II.3. La courbe de gauche de la figure II.3
repre´sente Φ(f, t) d’un signal de sapeurs-pompiers, cette courbe pre´sente des maxima qui
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se trouvent au niveau des harmoniques h1k = kf1, h2k = kf2, k =1,2,3...., de l’alarme.
Les lignes verticales de couleur rouge de la figure II.3 sont positionne´es au niveau des
harmoniques de f1 et celles de couleur verte sont positionne´es au niveau des harmoniques
de f2.
Supposons maintenant qu’on dispose d’un signal et qu’on veuille savoir si ce signal
contient la signature fre´quentielle d’une alarme de fre´quences fondamentales f1 et f2.
Dans un premier temps la projection Φ(f, t) de ce signal sera calcule´e, puis une recherche
des maxima de cette fonction sera effectue´e.
Parmi ces maxima on cherche des fre´quences F , multiples de f1 et/ou f2 a` une erreur
pre`s :
F =

λf1 + ε
et/ou
λ′f2 + ε
(II.2)
ou` ε ∈ R, une tole´rance donne´e et (λ, λ′) ∈ N2.
Le de´placement du ve´hicule prioritaire produit un de´placement des fre´quences du signal
d’alarme. Ce de´placement correspond a` une fre´quence fD donne´e par l’e´quation (II.3).
fD =
(−→u−→v r −−→u−→v s)fs
c−−→u−→v s (II.3)
ou` −→v s et fs de´signent respectivement le vecteur vitesse de la source et la fre´quence de
la source, −→v r de´signe le vecteur vitesse du re´cepteur, −→u correspond au vecteur du point
source au point re´cepteur normalise´ par la distance entre la source et le re´cepteur et c la
vitesse de propagation.
Cet effet est connu sous le nom d’effet Doppler [8]. La grande majorite´ des papiers
qui traitent le proble`me de de´tection des signaux d’alarme des voitures prioritaires ne
prennent pas cet effet en conside´ration.
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La tole´rance ε qu’on introduit au niveau de l’e´quation (II.2) permet de trouver les
maxima au niveau des harmoniques de l’alarme meˆme si ces derniers ont e´te´ de´cale´s par
l’effet Doppler. Ainsi la pre´sence des maxima au niveau des harmoniques de l’alarme de´-
cale´es d’une fre´quence fD indiquera la pre´sence de la signature fre´quentielle de l’alarme
pour fD < .
Si l’on trouve au moins des maxima au niveau de deux harmoniques λ1f1 et λ2f1 de
f1 et au niveau de deux harmoniques λ
′
1f2 et λ
′
2f2 de f2 tel que λ1 = λ
′
1 et λ2 = λ
′
2, alors
on de´tecte la signature de l’alarme.
II.1.2 Recherche de la signature temporelle
Dans cette partie nous exploitons la structure temps-fre´quence du sonagramme afin
de de´terminer la signature temporelle d’un signal d’alarme, voir la figure II.1. Cette figure
repre´sente des courbes identiques qui se re´pe`tent au niveau des harmoniques des deux
fre´quences fondamentales du signal. Ces courbes pre´sentent des discontinuite´s au niveau
des instants tk.
En agre´geant ces courbes sur la dimension fre´quentielle on met davantage en e´vidence
les discontinuite´s tout en lissant les parties continues, soit p(t) cette aggre´gation, p(t) est
donne´e par l’e´quation (II.4).
p(t) =
∑
f
|X(f, t)|. (II.4)
La courbe gauche de la figure II.4 repre´sente p(t), d’un signal d’alarme de sapeurs-
pompiers. En de´rivant cette nouvelle courbe on aura des maxima aux instants tk corres-
pondant aux discontinuite´s ; la pre´sence de ces maxima au niveau des instants tk permet
de retrouver les caracte´ristiques temporelles T1 et T2 du signal d’alarme, voir la courbe
droite de la figure II.4. Avant d’effectuer la de´rive´e, il convient de lisser la courbe au
pre´alable pour e´viter de confondre les fluctuations dues aux bruits, avec les sauts. Les
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instants de discontinuite´s tk sont lie´s aux dure´es T1 et T2 des deux tons de l’alarme par
les relations suivantes :
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Figure II.4 – Signature temporelle : p(t) et sa de´rive´e
t1 = t2k+1 = t0 + T1, k = 0;
t2 = t2k = t1 + T2 = t0 + T1 + T2, k = 1;
t3 = t2k+1 = t2 + T1 = t0 + (T1 + T2) + T1, k = 1;
t4 = t2k = t3 + T2 = t0 + 2(T1 + T2), k = 2;
 t2k = t0 + k(T1 + T2),t2k+1 = t0 + k(T1 + T2) + T1, (II.5)
avec t0=0 s, l’instant du commencement du signal.
T1 = t1 − t0 = t3 − t2 = ... = t2k+1 − t2k, k ≥ 0,
T2 = t2 − t1 = t4 − t3 = ... = t2k − t2k−1, k ≥ 1.
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 T1 = 1N
∑N
k=0 t2k+1 − t2k,
T2 =
1
N
∑N
k=1 t2k − t2k−1,
(II.6)
avec N , le nombre des instants t2k+1 et des instants t2k.
Supposons qu’on soit dans la situation ou` on ne sait pas s’il s’agit d’un signal d’alarme
ou non, alors dans cette situation les instants correspondant aux maxima de la de´rive´e
de p(t) de ce signal seront conside´re´s les instants tk. Si les instants de´tecte´s permettent
d’estimer les parame`tres T1 et T2 de l’alarme cherche´e, alors on peut dire que la signature
temporelle de l’alarme cherche´e est pre´sente.
Soit Tˆ1 et Tˆ2 les estimations respectives de T1 et de T2. Posons L le nombre des instants
correspondant aux maxima de la de´rive´e de p(t), alors le nombre des instants t2k et le
nombre de t2k+1 sont e´quivalents et correspondent a` la moitie´ du nombre L. Soit C = dL2 e
ce nombre (d.e la partie entie`re), alors on a les relations suivantes :
 t2k = t0 + k(Tˆ1 + Tˆ2),t2k+1 = t0 + k(Tˆ1 + Tˆ2) + Tˆ1 (II.7) Tˆ1 = 1C
∑C
k=0(t2k+1 − t2k) = T1 + ε′
Tˆ2 =
1
C
∑C
k=1(t2k − t2k−1) = T2 + ε′
(II.8)
ou` ε′ est une erreur correspondant a` une pre´cision tole´rable.
Si la valeur de ε′ est tre`s petite, alors p(t) du signal est de la forme de la courbe de
gauche de la figure II.4, ainsi on de´tecte la signature temporelle d’une l’alarme.
II.1.3 Identification de la bande de fre´quence la moins bruite´e
Dans cette partie nous avons optimise´ et rendu plus robuste le travail re´alise´ a` la
section pre´ce´dente sur la recherche de la signature temporelle de l’alarme (estimation des
parame`tres T1 et T2 du signal).
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Auparavant tout le sonagramme a e´te´ pris en conside´ration y compris les zones ou` il
n’y a que du bruit, ce qui rend la pre´cision de l’estimation des parame`tres T1 et T2 moins
bonne.
L’estimation des parame`tres T1 et T2 est base´e sur la recherche des positions des
maxima de p(t), ou` p(t) est calcule´e sur l’intervalle de temps ∆. Comme les valeurs es-
time´s de T1 et T2 correspondent a` la moyenne de la diffe´rence entre deux instants de
ruptures de p(t), voir l’e´quation (II.8), alors il est convenable de prendre cet intervalle le
plus grand possible pour faire une bonne estimation de ces parame`tres.
Comme la me´thode utilise´e pour la de´tection des maxima de p(t) repose sur la de´rive´e
par rapport a` t, alors le bruit perturbe la recherche de ces maxima. Pour rendre l’esti-
mation de ces parame`tres plus pre´cise, il convient de traiter le signal uniquement dans la
bande de fre´quences du sonagramme contenant le moins de bruit.
Pour cela on a utilise´ la mesure de la platitude spectrale du signal [24] (spectral flatness
mesure, sfmdB) qui permet de calculer le coefficient de tonalite´ α du signal.
α = min
(
sfmdB
SFMdB
, 1
)
,
ou` SFMdB = −60 dB repre´sente la platitude d’un signal tonal pur. sfmdB est donne´e
par :
sfmdB = 10 log10
mG
mA
,
Les parame`tres mG et mA repre´sentent respectivement la moyenne ge´ome´trique et la
moyenne arithme´tique du spectre de puissance du signal. Ce coefficient est maximal dans
les bandes de fre´quences ou` le bruit est le plus faible, et est minimal dans les bandes de
fre´quences ou` le bruit domine.
L’axe fre´quentiel est divise´ en plusieurs bandes de fre´quences, dont chacune contient
au moins deux harmoniques du signal (des bandes de largeur 10 kHz). Ainsi la bande de
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fre´quences ayant la plus grande valeur du coefficient α est retenue, et l’estimation des
parame`tres T1 et T2 sera effectue´e dans cette bande de fre´quences.
II.1.4 Algorithme de de´tection et d’identification conjointes d’alarmes
Dans cette partie nous proposons un algorithme de de´tection et d’identification des
signaux d’alarme fonde´ sur l’e´tude effectue´e dans les deux sections pre´ce´dentes II.1.2
et II.1.1. La recherche de la signature temporelle et la recherche de la signature fre´quen-
tielle d’un signal d’alarme ont e´te´ combine´es dans un seul algorithme 1 permettant de
de´tecter la pre´sence d’un signal d’alarme.
L’indicateur prend la valeur r=3 si l’on de´tecte la pre´sence des deux signatures, fre´-
quentielle et temporelle du signal d’alarme cherche´. Cependant si l’on de´tecte uniquement
la pre´sence de la signature temporelle du signal d’alarme, cet indicateur prend la valeur
r = 1, et prend la valeur r = 2 si l’on de´tecte uniquement la pre´sence de la signature
fre´quentielle du signal d’alarme.
La de´tection de l’alarme repose sur la comparaison de r a` un seuil de 1,2 ou 3. Dans
le cas re´el les signaux d’alarme sont bruite´s par le bruit de trafic, ce bruit peut rendre
l’estimation des parame`tres T1 et T2 tre`s difficile ; la de´rive´e d’un signal bruite´ contient
des pics partout et donc il sera difficile de de´terminer les instants de rupture de p(t).
Par conse´quent la signature temporelle ne sera pas toujours de´tectable. Ainsi en cas
de de´tection de cette signature, cette signature servira pour renforcer la de´cision de l’al-
gorithme. En cas d’absence de cette signature, la signature fre´quentielle uniquement sera
conside´re´e comme indicateur de pre´sence ou d’absence de l’alarme. Si en plus de la pre´-
sence de la signature fre´quentielle on de´tecte la pre´sence de la signature temporelle, alors
la probabilite´ de faire une fausse de´tection d’une alarme sera faible.
Comme les fre´quences fondamentales des diffe´rents signaux d’alarmes des voitures
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Algorithme 1 : Recherche de signature d’une alarme
Entre´e :
— x(t) : le signal enregistre´ au microphone.
— f1, f2 : les deux tonales de l’alarme.
— T1, T2 : dure´es des deux tonales dans un cycle.
1 Initialiser rt=0, r = 0, rf=0;
2 Calculer X(f, t) le sonogramme du signal x(t);
3 Calculer Φ(f, t) =
∑t
τ=t−∆ |X(f, τ)|, ∆ > T1 + T2;
4 Chercher les maxima de Φ(f, t);
5 Extraire les fre´quences correspondantes a` ces maxima;
6 Chercher parmi ces fre´quences des fre´quences F , multiples de f1 et/ou f2
F =
{
λf1 + ε
λ′f2 + ε
;
7 Γ1 = {λ ∈ N, F = λf1 + ε};
8 Γ2 = {λ′ ∈ N, F = λ′f2 + ε};
9 µ=card (Γ1 ∩ Γ2);
10 if µ ≥ 2 then
11 rf=2;
12 end
13 Chercher la bande de fre´quence B contenant moins de bruit;
14 Calculer p(t) dans cette bande;
15 p(t) =
∑
f∈B |X(f, t)|. Calculer la de´rive´e de p(t);
16 De´terminer les maxima ti de la de´rive´e de p(t);
17 Calculer C = dL
2
e, L le nombre des maxima;
18 Calculer Tˆ1 et Tˆ2 ;
19
{
Tˆ1 =
1
C
∑C
k=0(t2k+1 − t2k)
Tˆ2 =
1
C
∑C
k=1(t2k − t2k−1)
20 if |Tˆ1 − T1| ≤ ′ et |Tˆ2 − T2| ≤ ′ then
21 rt=1;
22 end
23 r = rt + rf ;
Sortie : Une re´ponse r indiquant la pre´sence ou l’absence de la signature de
l’alarme recherche´e.
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prioritaires sont proches les unes des autres, voir la table II.1, pour une identification de
ces signaux fonde´e sur ces fre´quences en pre´sence de l’effet Doppler on risque de confondre
les fre´quences fondamentales des alarmes. Il en re´sultera des fausses identifications. Dans
le cas de la de´tection de la signature temporelle en plus de la de´tection de la signature
fre´quentielle, la combinaison des parame`tres f1, f2, T1 et T2 des signaux d’alarmes est
diffe´rente d’une alarme a` l’autre. Cette combinaison sera utilise´e pour renforcer l’identi-
fication de ces signaux.
Table II.1 – Fre´quences fondamentales d’alarmes de voitures prioritaires
Alarme Fre´quences fondamentales
Police de France f1 = 435 Hz
f2 = 580 Hz
Gendarmerie de France f1 = 435 Hz
f2 = 732 Hz
Sapeurs-pompiers de France f1 = 435 Hz
f2 = 488 Hz
UMH/SAMU de France f1 = 435 Hz
f2 = 651 Hz
Ambulance de France f1 = 420 Hz
f2 =516 Hz
Police d’Italie f1 = 466 Hz
f2 = 622 Hz
Ambulance et sapeurs-pompiers de l’Italie f1 = 392 Hz
f2 = 660 Hz
Police, Ambulance et sapeurs-pompiers
de l’Allemagne et de la suisse f1 = 430 Hz
f2 = 570 Hz
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II.2 Application a` la de´tection et l’identification d’un
signal d’alarme d’une voiture de pompiers
II.2.1 Signal peu bruite´
L’algorithme pre´ce´dent a e´te´ applique´ a` une sce`ne audio contenant un signal d’alarme
de voiture de pompiers peu bruite´. Le sonagramme du signal enregistre´ (voir la
figure II.5) montre une signature d’alarme comme celle de la figure II.1 (a) avec du bruit
qui s’y ajoute duˆ au passage des voitures, aux klaxons, au bruit de trafic, etc. Les signaux
d’alarme utilise´s dans ce chapitre sont e´chantillonne´s a` une fre´quence d’e´chantillonnage
Fs = 44100 Hz.
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Figure II.5 – Sonagramme d’un signal d’alarme de sapeurs-pompiers, d’une dure´e de 78
s, de fre´quences fondamentales f1=435 Hz, f2=488 Hz, de dure´es respectives T1 = 1.1 s
et T2 = 1.2 s
Nous remarquons sur la figure II.5 qu’entre les instants 0 s et 7 s la distribution
d’e´nergie ne correspond pas a` celle d’un signal d’alarme. Cette zone ne contient pas d’in-
formation utile, de meˆme pour l’intervalle de temps compris entre les instants 78 s et 80s,
l’information entre ces deux instants n’est pas utile. Par contre entre les instants 7 s et
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78 s nous observons la pre´sence de la signature de l’alarme.
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Figure II.6 – A` gauche la projection Φ(f, t). A` droite la de´rive´e de Φ(f, t)), t=0 s.
Les lignes verticales de couleur rouge indiquent les positions de f1=435 Hz et de ses
harmoniques et ceux de couleur verte indiquent les positions de f2=488 Hz et de ses
harmoniques
La figure II.6 repre´sente le trace´ de Φ(f, t). Les pics de Φ(f, t) sont au niveau des
harmoniques de fˆ1=432 Hz et fˆ2=487 Hz pour f1=435 Hz et f2=488 Hz ; fˆ1 et fˆ2 sont les
estime´s de f1 et f2.
Le couple (f1, f2) de fre´quences fondamentales d’alarme le plus proche de (fˆ1, fˆ2) est
celui d’une alarme d’un ve´hicule de sapeurs-pompiers. La fonction Φ(f, t) permet donc
bien, ici, de de´tecter et d’identifier l’alarme.
La figure II.7 repre´sente la fonction p(t) du signal et sa de´rive´e. La figure II.8 repre´-
sente les instants t2k et t2k+1 de rupture de p(t), ces instants se trouvent a` l’intersection
des droites verticales rouges et vertes avec l’axe du temps. La moyenne des distances entre
ces instants donne´e par l’e´quation (II.8) permet de retrouver les valeurs estime´es Tˆ1 et Tˆ2,
des parame`tres T1 et T2.
En moyenne Tˆ1 = 1.0488 s et Tˆ2 = 1.1596 s qui correspondent a` une bonne estimation
de T1 = 1.1 s et T2 = 1.2 s d’un ve´hicule de sapeurs-pompiers.
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Figure II.7 – En haut : a` droite p(t), a` gauche la de´rive´e de p(t). En bas : zoom sur
p(t) et sa de´rive´e, signal de sapeurs-pompiers
La figure II.9 repre´sente les valeurs prises par l’indicateur r de l’algorithme 1 au cours
du temps. Si la courbe prend la valeur 3, cela veut dire qu’on a de´tecte´ la pre´sence de la
signature fre´quentielle et de la signature temporelle du signal. Si la courbe prend la valeur
2 cela veut dire qu’on de´tecte uniquement la signature fre´quentielle du signal, sinon si la
courbe prend la valeur 1, ceci veut dire qu’on a de´tecte´ uniquement la signature tempo-
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Figure II.8 – Estimation de T1 et T2 dans le temps
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Figure II.9 – De´tection de l’algorithme
relle de l’alarme.
Entre les instants 0 s et 8 s on de´tecte la pre´sence de la signature temporelle sans
de´tecter la signature fre´quentielle. En observant le sonagramme du signal, on remarque
qu’on ne dispose pas d’assez d’informations dans cet intervalle de temps, de meˆme pour
l’intervalle de temps compris entre les instants 76 s et 80 s.
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Par contre entre les instants 8 s et 76 s on de´tecte presque partout la pre´sence de la
signature temporelle et de la signature fre´quentielle, malgre´ le bruit qui s’ajoute au signal
au niveau des basses fre´quences et vers les fre´quences 3900 Hz et 4000 Hz. La taille de ∆
est prise e´gale a` la taille du signal (∆>T1 + T2).
Comme les fre´quences fondamentales des alarmes sont proches les unes des autres,
alors le parame`tre  introduit pour tenir compte de l’effet Doppler doit eˆtre de telle sorte
qu’on ne confonde pas les fre´quences fondamentales des alarmes. Dans un premier temps
on a pris  tel que ||=9 Hz ; la diffe´rence entre les fre´quences fondamentales des diffe´rents
signaux d’alarme est supe´rieure a` cette valeur. L’estimation des parame`tres T1 et T2 e´tant
difficile a` cause de l’effet du bruit sur la de´rive´e, la valeur ′ est prise grande dans un
premier temps : |′|=0.3 s (relativement a` T1 = 1.1 s et T2 = 1.2 s, cette erreur est
grande).
Par la suite, les valeurs optimales de ′ et  seront choisies a` partir des courbes ROC
en fonction des probabilite´s de fausse de´tection et de´tection.
II.2.2 Signal bruite´
Le signal est a` pre´sent bruite´ par le bruit de trafic et les klaxons des voitures. Pour
cette sce`ne audio, les conditions sont moins favorables pour effectuer la de´tection du signal
d’alarme, comme le laisse pre´sager le sonagramme de la figure II.10. Ce signal correspond
au signal d’une alarme d’un ve´hicule de sapeurs-pompiers en de´placement.
La figure II.11 repre´sente le trace´ de Φ(f, t) et sa de´rive´e pour t = 0 s. Les pics sont
de´cale´s d’une petite valeur par rapport aux harmoniques des fre´quences fondamentales
(f1, f2) d’une alarme de sapeurs-pompiers. Ce de´calage est cause´ par le de´placement du
ve´hicule produisant ainsi un de´placement des fre´quences (effet Doppler [8]). La grande
majorite´ des travaux sur la de´tection des signaux d’alarme des voitures prioritaires ne
prennent pas cet effet en conside´ration.
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Figure II.10 – Sonagramme du signal enregistre´, signal tre`s bruite´
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Figure II.11 – Φ(f, t) et sa de´rive´e pour t = 0 s et ∆ e´gal a` la taille du signal
La tole´rance introduite aux points 7 et 8 de l’algorithme permet de trouver les maxima
au niveau des harmoniques de l’alarme meˆme si les fre´quences de celui-ci ont e´te´ de´cale´es
par l’effet Doppler.
La figure II.12 repre´sente la fonction p(t) du signal bruite´ et sa de´rive´e. La figure II.13
repre´sente les instants t2k et t2k+1 de discontinuite´ de p(t) (droites verticales rouges et
vertes). La moyenne de la distance entre ces instants donne les valeurs estime´es de T1 et
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Figure II.12 – p(t) d’un signal de sapeurs-pompier enregistre´, signal tre`s bruite´
T2, donne´es par l’e´quation (II.8).
Dans cette situation, l’estimation des parame`tres T1 et T2 n’est pas bonne, ceci pro-
vient du fait que le signal est tre`s bruite´. En moyenne Tˆ1 = 1.44 s et Tˆ2=1.29 s (T1 = 1.1
s, T2 = 1.2 s).
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Figure II.13 – Estimation de T1 et T2 dans le temps
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Figure II.14 – De´tection de l’algorithme
La figure II.14 repre´sente la de´cision de la de´tection. La courbe alterne entre 0 et 2,
ce qui indique la de´tection occasionnelle de la signature fre´quentielle du signal d’alarme.
La signature temporelle de l’alarme n’a pas e´te´ de´tecte´e, du fait d’une mauvaise esti-
mation des parame`tres T1 et T2.
Dans la partie qui suit nous e´tudions les performances de l’algorithme propose´ a` l’aide
60
des courbes COR afin de de´terminer les valeurs optimales des parame`tres , ′ et µ per-
mettant d’effectuer la de´tection.
II.3 e´tude de performance (Courbe COR)
Dans cette partie nous e´tudions les performances de la me´thode propose´e. Plusieurs
expe´riences ont e´te´ effectue´es sur des signaux d’alarme bruite´s par un bruit de trafic enre-
gistre´ dans l’une des rues de Paris. L’amplitude de ce bruit a e´te´ modifie´e afin d’avoir des
rapports signal a` bruit compris entre −1 dB et 15 dB. Les probabilite´s de fausse de´tection
correspondent aux probabilite´s de de´tection dans le cas d’absence du signal, ou` unique-
ment le bruit de transmission est pre´sent. Les probabilite´s de de´tection correspondent aux
probabilite´s de de´tection en pre´sence du signal.
Dans un premier temps, on conside`re une de´tection fonde´e uniquement sur la signature
fre´quentielle. Les courbes COR de la figure II.15 ont e´te´ calcule´es pour diffe´rentes valeurs
de µ (voir algorithme 1) et sont parame´tre´es par  (les valeurs teste´es  sont telles que :

f
∈ {0.05; 0.08; 0.1; 0.2; 0.25}, pour chaque fre´quence fondamentale f).
Pour des rapports signal a` bruit allant de 5 dB a` 15 dB, l’algorithme de de´tection
re´alise de bonnes performances pour des valeurs de µ e´gales a` 2, 3 ou 4. Par contre pour
un rapport signal a` bruit e´gal a` −1 dB, des valeurs de µ supe´rieures ou e´gale a` 4 sont
pre´fe´rables.
On conside`re une de´tection fonde´e sur la signature fre´quentielle et la signature tem-
porelle de l’alarme cherche´e. Pour cela, on a choisi a` partir de la figure II.15 pour chaque
rapport signal a` bruit le µ optimal maximisant la probabilite´ de de´tection tout en mi-
nimisant la probabilite´ de fausse de´tection. Pour ces valeurs de µ, des probabilite´s de
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Figure II.15 – Probabilite´ de de´tection vs probabilite´ de fausse de´tection
de´tection et des probabilite´s de fausse de´tection ont e´te´ calcule´es pour chaque couple (,
′), pour  fixe´ et ′ variable. Les re´sultats sont repre´sente´s sur la figure II.16.
La de´tection de la signature temporelle est fonde´e sur l’estimation des parame`tres T2
et T1. Cette estimation est fonde´e sur la recherche des maxima de la de´rive´e de p(t), or on
a vu a` la section II.2 que si le niveau du bruit est e´leve´ l’estimation de ces parame`tres de-
vient tre`s difficile a` cause du bruit qui s’ajoute au signal, voir les figures II.13 et II.12. En
effet, pour des rapports signal a` bruit infe´rieurs a` 15 dB, l’introduction de la contrainte
de de´tection de la signature temporelle en plus de la signature fre´quentielle de´grade les
performances du de´tecteur (dans ce cas, une alarme est de´tecte´e uniquement quand les
deux signature sont pre´sentes, c’est a` dire le parame`tre de de´cision r = 3).
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Figure II.16 – Probabilite´ de de´tection vs probabilite´ de fausse de´tection, ′=[0.1 s ; 0.2
s ; 0.3 s ; 0.35 s ; 0.4 s ; 0.45 s] , epsilon ici est une erreur relative epsilon= ||
f1
s’il s’agit de
l’estimation de f1 et epsilon=
||
f2
s’il s’agit de l’estimation de f2
Des expe´riences ont e´te´ effectue´es dans le but d’e´tudier les performances de l’algo-
rithme propose´ dans le cas de la pre´sence de deux signaux d’alarme en meˆme temps. On
cherche a` de´tecter la pre´sence d’un signal d’alarme d’une voiture de sapeurs pompiers
en pre´sence d’une alarme d’une voiture d’ambulance. La de´tection de l’alarme est fon-
de´e uniquement sur la de´tection de la signature fre´quentielle de l’alarme. L’amplitude
de l’alarme perturbatrice a e´te´ modifie´e afin d’avoir plusieurs valeurs du rapport signal
a` bruit, comprises entre −1 dB et 15 dB.
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Figure II.17 – Probabilite´ de de´tection vs probabilite´ de fausse de´tection : de´tection
d’un signal de sapeurs pompier en pre´sence d’un autre signal d’alarme.
Les courbes COR de la figure II.17 montrent que l’algorithme assure une meilleure
de´tection pour des valeurs de µ e´gales a` 2 et 3 pour des rapports signal a` bruit allant de
5 dB a` 10 dB, et µ=2,3,5 pour un rapport signal a` bruit de 15 dB. Par contre pour un
rapport signal a` bruit de −1 dB, µ doit eˆtre infe´rieur ou e´gal a` 4 pour avoir de meilleures
performances de l’algorithme.
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II.4 Conclusion
Nous avons propose´ un algorithme de de´tection des signaux d’alarmes fonde´ sur la re-
pre´sentation temps-fre´quence de ces signaux. Les signaux d’alarmes sont caracte´rise´s par
les parame`tres T1, T2, f1 et f2. Or ces parame`tres diffe`rent d’une alarme a` l’autre avec
de petits e´carts. Avec cet algorithme on obtient des re´sultats satisfaisants dans le cadre
de la de´tection de la pre´sence d’un signal d’alarme par contre quand il s’agit d’identifier
le signal de´tecte´, cet algorithme ne sera pas capable d’identifier ce signal.
En effet, pour la de´tection de la signature fre´quentielle de l’alarme on tole`re une erreur 
dans l’identification des maxima qui se trouvent au niveau des harmoniques des fre´quences
fondamentales f1 et f2, qui permettra de tenir compte de l’effet Doppler. Comme les
fre´quences fondamentales des signaux d’alarme sont proches les unes des autres, cette
erreur peut faire confondre les harmoniques d’une alarme avec celles d’une autre alarme.
De meˆme, pour l’estimation des parame`tres T1 et T2, l’erreur 
′ devient grande quand le
niveau du bruit devient tre`s e´leve´, or comme l’identification de ces signaux est fonde´e sur
les parame`tres T1, T2, f1 et f2, alors les parame`tres des alarmes peuvent eˆtre confondus
et par conse´quent la probabilite´ de fausse identification sera grande.
65
66
Chapitre III
Quantification correctrice d’erreurs
Nous proposons dans ce chapitre une me´thode de repre´sentation des signaux audio
robuste au bruit. Cette me´thode est une forme de quantification vectorielle. Elle repose
sur le codage correcteur d’erreurs.
Les me´thodes de quantification de´crites au chapitre I visent a` repre´senter une se´-
quence du signal au moyen d’un dictionnaire de taille limite´e construit de manie`re a` mi-
nimiser l’erreur de quantification. Ici, si la minimisation de l’erreur de quantification reste
un objectif lors de la quantification, la construction du dictionnaire vise prioritairement
a` maximiser la distance entre ses e´le´ments de telle sorte que ceux-ci soient robustes au
bruit.
Le chapitre V de´crit une application de cette approche : on utilise la quantification
pour donner aux signaux d’alarme une forme spe´cifique permettant de les de´tecter et de
les identifier facilement en pre´sence d’autres signaux ou en pre´sence du bruit.
III.1 Quantification fonde´e sur le codage correcteur
d’erreurs
Chaque trame de longueur n du signal est repre´sente´e comme une combinaison line´aire
de L vecteurs binaires de longueur n. La quantification consiste a` transformer chaque
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trame en une trame de meˆme longueur forme´e par une combinaison line´aire de L mots de
code. Deux possibilite´s de codage sont propose´es, un codage dans le domaine temporel et
un codage dans le domaine fre´quentiel.
III.1.1 Principe
Soit s = [s1, s2, ..., sn] une trame de longueur n d’e´chantillons temporels ou fre´quentiels
d’un signal x, s ∈ An avec A = [−2L + 1, 2L − 1] ⊂ Z et L + 1 le nombre de bits sur
lesquels seront repre´sente´s les coefficients du signal x.
s1 s2 . . . . . sn s(n+1)...
20 X01 X02 . . . . . X0n X0
21 X11 X12 . . . . . X1n X1
. . . . . . . . . .
. . . . . . . . . .
2L−1 . . . . . . . . XL−1
signe XL1 XL2 . . . . . XLn XL
Table III.1 – Repre´sentation binaire des signaux
Chaque trame du signal sera de´compose´e en combinaison line´aire de vecteurs binaires.
Les coefficients de la combinaison line´aire sont des puissances de deux (correspondant au
poids de bit). Chaque vecteur binaire de cette combinaison sera projete´ dans un espace
de mots de code d’un codeur correcteur d’erreurs de longueur n. Les codeurs utilise´s dans
ce chapitre sont des codes en bloc, en particulier les codes BCH [6].
La trame s s’exprime comme suit :
s = MsX
t, (III.1)
ou`
X =
L−1∑
i=0
2iXi, ∈ An+
avec Xi = [Xi1, Xi2, .., Xin] ∈ Fn2 , 0 ≤ i ≤ L et Ms une matrice diagonale dont la diagonale
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est le vecteur [−1XL1 ,−1XL2 , ...,−1XLn ]. Le vecteur XL est forme´ par les bits de signe ; si
la composante d’indice j de XL est e´gale a` ze´ro, alors le coefficient sj de la trame s est
positif, sinon le coefficient sj est ne´gatif, 1 ≤ j ≤ n. La repre´sentation des signaux est
re´sume´e par la table III.1.
La trame s est le produit d’une matrice diagonale Ms dont la diagonale correspond
au vecteur de signe XL et d’une trame X. La quantification propose´e dans ce chapitre
laissera invariants les bits de signes, de sorte que quantifier la trame s revient a` quantifier
la trame X.
Apre`s quantification s devient sˆ de´finie par :
sˆ = MsXˆ
t, (III.2)
ou` Xˆ est la trame X quantifie´e donne´e par :
Xˆ =
L−1∑
i=0
2iCi,
ou` chaque Ci, 0 ≤ i ≤ L − 1 est un mot de code d’un codeur en bloc ζi(n, ki, ti) de
longueur n, de dimension ki et de capacite´ de correction ti.
Le codage classique consiste a` transformer ki bits d’information en n bits code´s. Ici,
pour tout i de 0 a` L− 1, la quantification consiste a` transformer les n bits d’information
de Xi en un mot de code Ci de n bits.
Le processus du codage ici est similaire a` un processus de de´codage correcteur d’er-
reurs, ou` chaque vecteur binaire Xi sera remplace´ par le mot de code Ci le plus proche en
termes de distance de Hamming.
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III.1.2 Application du principe de la modulation code´e en bloc
a` la quantification
La modulation code´e en bloc (MCB) a e´te´ introduite en 1997 par Imai et Hirikawa [21],
elle permet d’optimiser conjointement la modulation et le codage du canal. Le principe
de la modulation code´e en bloc est indique´ a` la figure III.1. Conside´rons une mo-
dulation M -aire avec M = 2L+1. Pour transmettre une se´quence binaire de longueur
k0 + k1 + ...ki + ... + kL bits, on code chaque bloc de ki bits par un bloc de longueur n
bits, n ≥ ki et 0 ≤ i ≤ L.
La matrice binaire (L+ 1)× n re´sultante du codage est par la suite transmise comme
n symboles M -aires. Le codage exploite le fait que les bits de poids fort sont moins vul-
ne´rables au bruit du canal de transmission. Si le poids de bit est e´leve´, le taux d’erreurs
binaire sans codage diminue. Ainsi plusieurs codeurs de capacite´s de correction de´crois-
santes sont utilise´s. Les codeurs de capacite´s de correction e´leve´es codent les bits de poids
faibles tandis que les bits de poids e´leve´s sont code´s par des codeurs de faibles capacite´s
de correction. Ainsi les ki sont ordonne´s de la manie`re suivante, k0 ≤ k1 ≤ ... ≤ kL.
ζL(n, kL, tL)
n colonnes
L+ 1 lignes
ζ0(n, k0, t0)
ζi(n, ki, ti)
Figure III.1 – Principe de la modulation code´e en bloc.
Soit (ζi)0≤i≤L une famille de codeurs en bloc de longueur n, de dimensions ki et de
capacite´s de correction ti, 0 ≤ i ≤ L. Alors une matrice de L + 1 codes de cette famille
peut eˆtre utilise´e pour coder des trames de n coefficients temporels ou fre´quentiels chacun,
repre´sente´ sur L+ 1 bits. Nous utilisons le principe de la modulation code´e en bloc de´crit
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ci-dessus pour effectuer la quantification des signaux, ou` le codeur ζL laisse invariants les
bits de poids L (les bits de poids le plus fort).
III.1.3 Comparaison avec la quantification vectorielle
La quantification propose´e est une forme de quantification vectorielle : au lieu de quan-
tifier chaque e´chantillon se´pare´ment, on code des vecteurs d’e´chantillons. Notre me´thode
pre´sente cependant les diffe´rences suivantes avec l’approche classique de la quantification
vectorielle :
— Au lieu d’eˆtre une application de Rn dans un sous-ensemble D de Rn, la quantifi-
cation propose´e consiste en L applications de Fn2 vers des sous-espaces vectoriels Di
de Fn2 de dimension ki, inde´pendantes les unes des autres.
— Les dictionnaires sont inde´pendants des donne´es. Ils sont construits selon un crite`re
diffe´rent : minimisation de l’erreur quadratique moyenne de quantification pour la
quantification vectorielle classique, maximisation de la distance de Hamming mini-
male entre deux mots de code pour notre me´thode. De meˆme, alors que la quantifi-
cation vectorielle classique associe un mot a` un vecteur selon un crite`re de distance
euclidienne, c’est la distance de Hamming qui est utilise´e ici.
On pourrait se rapprocher de la quantification vectorielle classique par une optimisa-
tion conjointe des L quantifieurs, i.e. en conside´rant une application de Fn2 ×Fn2 × . . .×Fn2
(L fois) vers D0 × D1 × . . .× DL−1. La taille de l’espace de recherche rendrait cependant
la complexite´ re´dhibitoire.
III.2 Choix des codeurs
III.2.1 Probabilite´ d’erreur binaire avant de´codage
On a vu a` la section pre´ce´dente que chaque niveau de bits est code´ par un codeur
de longueur n et de dimension ki. Comme les bits de poids fort sont moins vulne´rables
aux erreurs, alors les codeurs seront choisis avec des capacite´s de correction de´croissantes
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dans l’ordre croissant des poids de bit en fonction de la probabilite´ d’erreurs binaires in-
troduites par poids de bit.
Afin de choisir les codeurs par poids de bit, nous calculons pour chaque poids de bit i,
une probabilite´ P ie d’erreur introduite par le bruit du canal de transmission en fonction
du rapport signal a` bruit du canal.
Proposition III.2.1. On conside`re un signal nume´rique s, rec¸u a` travers un canal
a` bruit additif. Alors la probabilite´ d’erreur binaire P ie introduite par le canal sur le bit i
est donne´e par :
Pour i = 0, P ie =
1
2
P(|bj| ≥ 1)
Pour i = 1, P ie =
1
2
P(|bj| ≥ 2) + 1
4
P(|sj| ≥ 1)P(|bj| ≥ 1) (1− P(|bj| ≥ 2))
Pour i ≥ 2, P ie =
1
2
P(|bj| ≥ 2i) + 1
4
P(|sj| ≥ 2i−1)P(|bj| ≥ 2i−1)
(
1− P(|bj| ≥ 2i)
)
+
1
4
[
i−2∑
k=0
P(|sj| ≥ 2k)P(|bj| ≥ 2k)
i−1∏
l=k+1
Alj
] (
1− P(|bj| ≥ 2i)
)
,
(III.3)
ou` Alj est donne´ par l’expression suivante :
Alj =
1
2
[
(P(|sj| ≥ 2l) + P(|bj| ≥ 2l)− P(|sj| ≥ 2l)P(|bj| ≥ 2l))
]
.
Preuve :
Soit sj un e´chantillon de signal et bj un e´chantillon de bruit. Soit [s0j, s1j, .., sij, .., sLj]
la repre´sentation binaire de sj et [b0j, b1j, .., bij, .., bLj] la repre´sentation binaire de bj. Soit
rij la retenue (0 ou 1) issue de l’addition de s(i−1)j et b(i−1)j qui va s’appliquer a` l’addition
de sij et bij :
rij = s(i−1)j + b(i−1)j + r(i−1)j + 1
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L’addition du bruit transforme chaque bit sij en sij + bij + rij il y a donc une erreur
sur le bit de poids i de`s lors que l’effet cumule´ du bruit binaire et de la retenue est non
nul : bij + rij = 1. La probabilite´ d’erreur binaire sur le bit i est donc :
P ie = P(bij = 1 et rij = 0) + P(bij = 0 et rij = 1)
= P(bij = 1)(1− P(rij = 1)) + P(rij = 1)(1− P(bij = 1))
= P(bij = 1) + P(rij = 1)(1− 2P(bij = 1)),
(III.4)
avec P(r0j = 1) = 0 et P(r1j = 1) = P(s0j = 1)P(b0j = 1).
Pour i ≥ 1 on a :
P(sij = 1) = P(sij = 1 | |sj| ≥ 2i)P(|sj| ≥ 2i) (III.5)
et
P(bij = 1) = P(bij = 1 | |bj| ≥ 2i)P(|bj| ≥ 2i) (III.6)
Comme sij et bij prennent uniquement les valeurs 1 ou 0, alors du fait de la repre´sen-
tation binaire utilise´e les bits 0 et 1 sont e´quiprobables, ainsi ∀ sj on a :
P(sij = 1 | |sj| ≥ 2i) = P(sij = 0 | |sj| ≤ 2i) = 1
2
.
et
P(bij = 1 | |sj| ≥ 2i) = P(bij = 0 | |bj| ≤ 2i) = 1
2
.
Ainsi, les probabilite´s P(sij = 1) et P(bij = 1) donne´es respectivement par les e´quations
(III.5) et (III.6) deviennent :
P(sij = 1) =
1
2
P(|sj| ≥ 2i)
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et
P(bij = 1) =
1
2
P(|bj| ≥ 2i)
Ainsi on obtient :
Pour i = 0, P 0e = P(b0j = 1) =
1
2
P(|bj| ≥ 1).
Pour i = 1,
P 1e = P(b1j = 1) + P(s0j = 1)P(b0j = 1)(1− 2P(b1j = 1))
=
1
2
P(|bj| ≥ 2) + 1
4
P(|sj| ≥ 1)P(|bj| ≥ 1) (1− P(|bj| ≥ 2))
(III.7)
Pour i ≥ 2, P(rij = 1) est donne´e par :
P(rij = 1) =P(s(i−1)j = 1, b(i−1)j = 1 et r(i−1)j = 0) + P(r(i−1)j = 1, b(i−1)j = 1 et s(i−1)j = 0)
+ P(s(i−1)j = 1, r(i−1)j = 1 et b(i−1)j = 0)
P(rij = 1) = P(r(i−1)j = 1)
[
P(s(i−1)j = 1) + P(b(i−1)j = 1)− 2P(s(i−1)j = 1)P(b(i−1)j = 1)
]
+ P(s(i−1)j = 1)P(b(i−1)j = 1).
(III.8)
Posons :
A(i−1)j = P(s(i−1)j = 1) + P(b(i−1)j = 1)− 2P(s(i−1)j = 1)P(b(i−1)j = 1).
Alors,
P(rij = 1) = P(s(i−1)j = 1)P(b(i−1)j = 1) + A(i−1)jP(r(i−1)j = 1). (III.9)
En exploitant la relation de re´currence entre les rij l’e´quation (III.9) peut s’e´crire sous
la forme suivante en fonction de P(s(i−1)j = 1) et P(b(i−1)j = 1) uniquement :
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P(rij = 1) = P(s(i−1)j = 1)P(b(i−1)j = 1) +
i−2∑
k=0
P(skj = 1)P(bkj = 1)
i−1∏
l=k+1
Alj. (III.10)
En remplac¸ant P(rij = 1), P(sij = 1), P(bij = 1) et Alj par leur expression dans l’e´quation
(III.4) on obtient :
P ie = P(bij = 1) + P(s(i−1)j = 1)P(b(i−1)j = 1) (1− 2P(bij = 1))
+
[
i−2∑
k=0
P(skj = 1)P(bkj = 1)
i−1∏
l=k+1
Alj
]
(1− 2P(bij = 1))
(III.11)
Ainsi, l’e´quation (III.11) devient :
P ie =
1
2
P(|bj| ≥ 2i) + 1
4
P(|sj| ≥ 2i−1)P(|bj| ≥ 2i−1)
(
1− P(|bj| ≥ 2i)
)
+
1
4
[
i−2∑
k=0
P(|sj| ≥ 2k)P(|bj| ≥ 2k)
i−1∏
l=k+1
Alj
] (
1− P(|bj| ≥ 2i)
)
.
(III.12)
Alj est donne´ par l’expression suivante :
Alj =
1
2
[
(P(|sj| ≥ 2l) + P(|bj| ≥ 2l)− P(|sj| ≥ 2l)P(|bj| ≥ 2l))
]
.
Fin preuve
Proposition III.2.2. On conside`re un signal nume´rique s, rec¸u a` travers un canal additif
a` bruit blanc gaussien 1 de variance σ2. Si le signal s suit une loi uniforme sur l’intervalle
[−2L + 1, 2L − 1], alors la probabilite´ d’erreur binaire P ie introduite par le canal sur le bit
i est donne´e par :
1. On suppose que le nombre de bits L + 1 pour repre´senter les signaux est suffisamment e´leve´ de
sorte que le bruit nume´rique puisse eˆtre de´crit comme sa version re´elle, par une variable gaussienne de
variance σ2.
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Pour i = 0, P ie = erfc(
1
σ
)
Pour i = 1, P ie = erfc(
2
σ
) +
(2L − 2)erfc( 1
σ
)
2L − 1 (1− 2erfc(
2
σ
)
Pour i ≥ 2, P ie = erfc(
2i
σ
) +
(2L − 1− 2i−1)erfc(2i−1
σ
)(1− erfc(2i
σ
))
(2L − 1)
+
[
i−2∑
k=0
(2L − 1− 2k)erfc(2
k
σ
)
i−1∏
l=k+1
(
2L − 1− 2l
(2L − 1) + erfc(
2l
σ
)− (2
L − 1− 2l)erfc(2l
σ
)
(2L − 1)
)]
×
(
1− erfc(2i
σ
)
)
(2L − 1) .
(III.13)
Preuve :
Supposons que bj soit un e´chantillon d’un bruit blanc gaussien de variance σ
2, alors
P(|bj| ≥ 2i) est donne´e par :
P(|bj| ≥ 2i) = 2P(bj ≥ 2i) = 2erfc(2
i
σ
) (III.14)
Et, supposons que sj suit une loi de distribution uniforme entre [−2L + 1, 2L − 1], alors
P(|sj| ≥ 2i) est donne´e par :
P(|sj| ≥ 2i) = 2P(sj ≥ 2i) = 2(2
L − 1− 2i)
2L+1 − 2 . (III.15)
En remplac¸ant P(|sj| ≥ 2i) et P(|bj| ≥ 2i) dans l’e´quation (III.12) par leur valeur on
obtient :
Pour i = 0, P 0e = P(|bj| ≥ 1) = erfc( 1σ ).
Pour i = 1, P 1e = erfc(
2
σ
) +
(2L−2)erfc( 1
σ
)
2L−1 (1− 2erfc( 2σ )).
Pour i ≥ 2,
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P ie = erfc(
2i
σ
)+
[
(2L − 1− 2i−1)erfc(2
i−1
σ
) +
i−2∑
k=0
(2L − 1− 2k)erfc(2
k
σ
)
i−1∏
l=k+1
Alj
] (
1− erfc(2i
σ
)
)
(2L − 1)
(III.16)
avec,
Alj = P(slj = 1) + P(blj = 1)− 2P(slj = 1)P(blj = 1).
=
2L − 1− 2l
(2L − 1) + erfc(
2l
σ
)− (2
L − 1− 2l)erfc(2l
σ
)
(2L − 1)
En remplac¸ant Alj par sa valeur on obtient :
P ie =erfc(
2i
σ
) +
(2L − 1− 2i−1)erfc(2i−1
σ
)(1− erfc(2i
σ
))
(2L − 1)
+
[
i−2∑
k=0
(2L − 1− 2k)erfc(2
k
σ
)
i−1∏
l=k+1
(
2L − 1− 2l
(2L − 1) + erfc(
2l
σ
)− (2
L − 1− 2l)erfc(2l
σ
)
(2L − 1)
)]
×
(
1− erfc(2i
σ
)
)
(2L − 1) .
(III.17)
Fin preuve
La variance du bruit σ2 est une fonction du rapport signal a` bruit et de la puissance
P 2s du signal, donne´e par :
σ2 = P 2s 10
−SNRdB
10 , (III.18)
La figure III.2 montre comment varie la probabilite´ P ie d’erreur par poids de bit en
fonction de i pour diffe´rents rapports signal a` bruit. A` partir de ces courbes (ou des
formules correspondantes), nous allons pouvoir, pour chaque rapport signal a` bruit et
chaque poids de bit, de´finir le codeur ade´quat en fonction de la probabilite´ d’erreur.
Comme indique´ par la figure III.2 la probabilite´ d’erreur sur chaque bit de´pend du
rapport signal a` bruit du canal de transmission et du poids de bit. Eu e´gard au faible
taux d’erreur (suivant le rapport signal a` bruit), certains poids de bit n’ont pas besoin
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Figure III.2 – Probabilite´ d’erreur the´orique P ie en fonction de i, pour plusieurs SNR,
pour un signal a` distribution uniforme bruite´ par un bruit blanc gaussian, repre´sente´ sur
L+ 1=16 bits.
d’eˆtre code´s tandis que d’autres ne´cessitent une grande capacite´ de correction. Pour ces
derniers, si le pouvoir de correction du codeur utilise´ n’est pas suffisant pour corriger les
erreurs, le de´codage a tendance a` augmenter le taux d’erreur plutoˆt que de le diminuer :
voir les courbes de la figure III.3. Cette figure repre´sente le nombre moyen d’erreurs apre`s
de´codage correcteur d’erreurs en fonction du nombre d’erreurs avant de´codage, pour plu-
sieurs codes BCH [6] de diffe´rentes capacite´s de correction. Pour chaque codeur de capacite´
de correction t, un nombre k d’erreurs a e´te´ ajoute´ a` un mot de code de ce codeur. Ces
erreurs ont e´te´ reparties ale´atoirement sur ce mot de code ensuite le de´codage est effectue´
sur le mot de code errone´, 1 ≤ k ≤ n. Pour k ≤ t, le nombre moyen d’erreurs apre`s
de´codage est nul, pour k > t ce nombre est non nul, un nombre moyen d’erreurs apre`s
de´codage a e´te´ ainsi calcule´ sur un nombre d’expe´riences de 106.
III.2.2 Probabilite´ d’erreur binaire apre`s de´codage
Pour effectuer le choix des codeurs par poids de bit nous nous sommes servis de la pro-
babilite´ d’erreur apre`s de´codage correcteur d’erreurs. Cette probabilite´ est calcule´e pour
chaque poids de bit i et pour chaque capacite´ de correction ti en fonction des rapports
signal a` bruit. Elle sera note´e P decodti .
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Figure III.3 – Nombre d’erreurs apre`s de´codage correcteur d’erreurs vs nombre d’erreurs
avant de´codage correcteur d’erreur, pour des codes BCH de longueur n = 31.
Proposition III.2.3. La probabilite´ binaire d’erreur apre`s de´codage par poids de bit P decodti
d’un signal nume´rique transmis a` travers un canal bruite´ est une fonction de la probabilite´
binaire d’erreur avant de´codage P ie , de la capacite´ de correction du codeur ζi(n, ki, ti) et
du nombre moyen d’erreurs apre`s de´codage :
P decodti =
1
n
n∑
j=ti+1
Ndecodi (j, n)
(
n
j
)
(P ie)
j(1− P ie)(n−j). (III.19)
avec Ndecodi (j, n) le nombre d’erreurs moyen apre`s de´codage sur n bits de poids i,
sachant qu’il y avait j erreurs sur ces n bits avant de´codage.
Preuve :
Pour un bit de poids i, conside´rons les e´ve´nements suivants Ai et Bij donne´s par :
Ai={ le bit de poids i est errone´ apre`s de´codage } et Bij ={ j bits de poids i sont
errone´s sur n bits avant de´codage }.
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Alors, la probabilite´ P decodti d’erreur apre`s de´codage par poids de bit i en fonction de
la capacite´ de correction ti est donne´e par :
P decodti = P(Ai) =
n∑
j=0
P(Ai | Bij)P(Bij).
Pour tout poids de bit i, la probabilite´ d’avoir j bits errone´s sur n bits est donne´e par :
P(Bij) =
(
n
j
)
(P ie)
j(1− P ie)(n−j). (III.20)
Et
P(Ai | Bij) = N
decod
i (j, n)
n
,
On obtient
P decodti =
1
n
n∑
j=0
Ndecodi (j, n)P(Bij).
Pour j ≤ ti, Ndecodi (j, n) = 0, ainsi P decodti sera donne´e par :
P decodti =
1
n
ti∑
j=0
Ndecodi (j, n)P(Bij)+
1
n
n∑
j=ti+1
Ndecodi (j, n)P(Bij) =
1
n
n∑
j=ti+1
Ndecodi (j, n)P(Bij).
P decodti =
1
n
n∑
j=ti+1
Ndecodi (j, n)
(
n
j
)
(P ie)
j(1− P ie)(n−j). (III.21)
Fin preuve
III.2.3 Choix des codeurs
Pour chaque poids de bit i et chaque rapport signal a` bruit,
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Figure III.4 – Probabilite´ d’erreur avant et apre`s de´codage correcteur d’erreurs pour
plusieurs poids de bit vs capacite´s de correction des codeurs, pour un SNR=30 dB. Sous
l’hypothe`se que les signaux suivent une loi de distribution uniforme et sont bruite´s par
un bruit blanc Gaussien, signaux repre´sente´s sur L+ 1=16 bits.
— la proposition III.2.2 et l’e´quation III.18 donnent la probabilite´ d’erreur avant de´-
codage P ie .
— La proposition III.2.3 donne P decodti la probabilite´ d’erreur apre`s de´codage en fonction
de la capacite´ de correction ti du codeur.
On peut donc choisir ti tel que P
decod
ti
soit faible et infe´rieur a` P ie .
La figure III.4 illustre P decodti en fonction de la capacite´ de correction ti pour plusieurs
poids de bit, pour un rapport signal a` bruit de 30 dB et pour n=31. A` partir de ces
re´sultats, on peut choisir pour chaque rapport signal a` bruit et chaque poids de bit la
capacite´ de correction qui assure la re´duction de la probabilite´ d’erreur apre`s de´codage
par rapport a` la probabilite´ d’erreur avant de´codage, conduisant a` une augmentation du
rapport signal a` bruit apre`s de´codage.
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Figure III.5 – Capacite´s de correction minimales ti en fonction du poids de bit pour
plusieurs valeurs du SNR du canal de transmission et pour des mots de code de longueur
n = 31. Sous l’hypothe`se que les signaux suivent une loi de distribution uniforme et sont
bruite´s par un bruit blanc Gaussien, signaux repre´sente´s sur 16 bits.
De ces re´sultats, on en de´duit les codeurs correspond a` partir de ces capacite´s de cor-
rection selon deux cas possible, pour chaque poids de bit i, 0 ≤ i ≤ L− 1 :
— S’il existe des probabilite´s d’erreurs apre`s de´codage infe´rieures 10−5, on choisit le
codeur ζi(ni, ki, ti) dont la capacite´ de correction ti ve´rifie la formule ci-dessous :
ti = min{t : P decodt ≤ 10−5 et P decodt < P ie},
— sinon si la probabilite´ d’erreur apre`s de´codage ne´cessite une capacite´ de correction
supe´rieure a` la capacite´ maximale permise par la famille de codeurs utilise´e, on
choisit le codeur de dimension 1, i.e on code par le mot de code [00...0] ou bien
par le mot de code [11...11]. Ces poids de bit sont connus par le re´cepteur, ainsi la
probabilite´ d’erreur apre`s de´codage est nulle pour ces poids de bit quel que soit le
nombre d’erreurs avant de´codage. On a donc une capacite´ de correction ti = n la
longueur des codeurs.
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Figure III.6 – Chaˆıne de transmission propose´e.
La figure III.5 repre´sente pour chaque rapport signal a` bruit, les capacite´s de correction
par poids de bit correspondant aux codeurs choisis suivant la me´thode illustre´e ci-dessus.
III.3 Application a` la re´duction du bruit
La chaˆıne de transmission indique´e a` la figure III.6 a e´te´ simule´e pour plusieurs va-
leurs du rapport signal a` bruit du canal de transmission, le bruit du canal de transmission
a e´te´ conside´re´ comme bruit additif blanc gaussien. Pour chaque rapport signal a` bruit
et chaque poids de bit, les courbes de la figure III.5 nous ont permis de choisir les codeurs
ζi en fonction des capacite´s de correction minimale requises.
Des codeurs BCH [19], [6] de longueur n = 31 dont les capacite´s de correction sont
dans l’ensemble {1, 2, 3, 5, 7} ont e´te´ utilise´s pour effectuer la quantification. Si pour cer-
tains poids de bit i la capacite´ de correction ti ne´cessaire pour corriger les erreurs est
supe´rieure a` 7, alors un codeur de dimension k=1 et de capacite´ de correction n sera
utilise´ comme indique´ pre´ce´demment, avec le mot [0,0,...,0] pour les bits de poids pair et
le mot de code [1,1,...,1] pour les bits de poids impair.
Ce codage permet de re´duire l’effet du bruit dans la zone des bits de poids faible ou` on
ne dispose pas de codeurs capables de corriger les erreurs. Le tableau Table III.2 indique
les dimensions des codeurs choisies pour chaque rapport signal a` bruit et pour chaque
poids de bit.
III.3.1 Application aux signaux a` distribution uniforme
Nous avons simule´ la chaˆıne de transmission de la figure III.6 sur des signaux ge´ne´re´s
ale´atoirement suivant une loi de distribution uniforme dans l’intervalle A de´fini ci-dessus.
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SNR
Poids
15 14 13 12 11 10 9 8 7 6...0
10 dB 31 6 1 1 1 1 1 1 1 1
20 dB 31 6 6 1 1 1 1 1 1 1
30 dB 31 11 6 6 1 1 1 1 1 1
40 dB 31 21 16 11 6 6 1 1 1 1
50 dB 31 26 21 16 16 11 6 1 1 1
60 dB 31 31 31 26 21 16 11 6 1 1
Table III.2 – Dimensions des codeurs BCH choisis pour chaque SNRdB et pour chaque
poids de bit, satisfaisant la condition sur les capacite´s de correction indique´e a` la figure
III.5.
Ces signaux ont e´te´ transmis via la chaˆıne de transmission indique´e a` la figure Fig III.6
dans le cas d’un bruit blanc gaussien. Pour chaque rapport signal a` bruit du canal de
transmission, un rapport signal a` bruit de de´codage (quantification apre`s re´ception) a e´te´
calcule´ puis compare´ au rapport signal a` bruit du canal de transmission. Cette ope´ration
a e´te´ re´pe´te´e un million de fois sur des trames diffe´rentes de n = 31 e´chantillons temporels
pour chaque valeur du rapport signal a` bruit du canal de transmission.
Les re´sultats des simulations sont repre´sente´s a` la figure III.7. Comme attendu, la
quantification assure une re´duction du bruit de transmission ; le rapport signal a` bruit
apre`s de´codage des signaux bruite´s (rapport signal a` bruit du de´codage) est supe´rieur au
rapport signal a` bruit du canal de transmission. Le rapport signal a` bruit est ame´liore´
de 5 dB a` 25 dB selon sa valeur initiale.
III.3.2 Application aux signaux d’alarmes
Afin d’e´tudier l’apport de la quantification pour les signaux d’alarmes de voitures prio-
ritaires, nous avons repris la simulation pre´ce´dente avec un signal d’alarme de sapeurs-
pompiers de longueur 10 s e´chantillonne´ a` la fre´quence Fs = 44100 Hz.
Les deux me´thodes de quantification propose´es ont e´te´ utilise´es pour ces signaux :
dans le cas de la quantification temporelle le signal est divise´ en trames de longueur n afin
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Figure III.7 – Rapport signal a` bruit (SNR) apre`s de´codage, en fonction du SNR
avant de´codage. Re´sultats sur 106 simulations effectue´es sur des signaux de taille n = 31
ge´ne´re´s ale´atoirement suivant une loi de distribution uniforme sur l’intervalle entier
[−2L + 1 + 1, 2L − 1]
d’effectuer la quantification ; dans le cas de la quantification fre´quentielle chaque feneˆtre
fre´quentielle (la transforme´e temps-fre´quence utilise´e est la MDCT) de longueur N
2
= 1024
est de´coupe´e en trames de longueur n, qui sont par la suite quantifie´es. Si le nombre 1024
n’est pas divisible par n, on quantifie uniquement les M = b N
2n
c, les (N
2
−nM) derniers co-
efficients non quantifie´s se trouvant dans les hautes fre´quences (pour les signaux d’alarme
les coefficients de la MDCT des hautes fre´quences sont ne´gligeables par rapport a` ceux des
basses fre´quences, l’information utile de ces signaux se trouve dans les basses fre´quences).
Les rapports signal a` bruit de de´codage des deux quantifications (quantification dans
le domaine fre´quentiel et quantification dans le domaine temporel) sont repre´sente´s sur la
figure III.8.
Dans le cas d’une quantification dans le domaine temporel, le rapport signal a` bruit
est ame´liore´ de 15 dB pour un rapport signal a` bruit de 10 dB sur le canal et est infini
pour des rapports signal a` bruit supe´rieurs (erreurs parfaitement corrige´es).
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Figure III.8 – SNRdB apre`s de´codage, en fonction du SNRdB avant de´codage. Re´sultats
des simulations sur un signal d’alarme de sapeurs-pompiers.
Dans le cas d’une quantification dans le domaine fre´quentiel, l’ame´lioration est plus
faible (15 dB a` 20 dB) pour des rapports signal a` bruit supe´rieurs ou e´gaux a` 30 dB,
et le rapport signal a` bruit est meˆme de´grade´ pour des rapports signal a` bruit infe´rieurs
ou e´gaux a` 20 dB.
Les signaux d’alarme n’ont pas une distribution uniforme (voir la figure III.9), le
comportement du bruit sur ces signaux n’est pas force´ment le meˆme que celui sur des
signaux uniformes, ce qui explique la diffe´rence entre les figures III.8 et III.7.
III.3.3 Distorsion introduite par la quantification
La re´duction du bruit du canal permise par la quantification est au prix d’une de´-
formation du signal original que nous e´valuons d’une part en termes du rapport signal
a` bruit de quantification, d’autre part via l’observation du spectrogramme. La figure
III.10 pre´sente le rapport signal a` bruit de quantification en fonction du rapport signal
a` bruit du canal (les codeurs choisis pour la quantification de´pendant de ce dernier).
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Figure III.9 – A` gauche histogramme du signal temporel de sapeurs-pompiers, a` droite
histogramme de la MDCT du signal.
Pour le signal d’alarme de sapeurs-pompiers, la quantification de´grade plus le signal si
elle est effectue´e dans le domaine fre´quentiel, tout en re´duisant moins le bruit du canal
(voir re´sultats pre´ce´dents).
Les figures III.11 et III.12 repre´sentent les spectrogrammes d’un signal d’alarme avant
et apre`s quantification, respectivement dans le domaine temporel et dans le domaine
fre´quentiel, pour un rapport signal a` bruit de 30 dB. Dans le cas de la quantification
temporelle, la structure du spectrogramme du signal quantifie´ est la meˆme que celle du
signal original. La quantification temporelle affecte peu la perception du signal d’alarme.
En revanche, le bruit introduit par la quantification fre´quentielle est audible et la structure
temps-fre´quence du signal quantifie´ est noye´e dans le bruit de quantification, comme
l’illustre la figure III.12.
III.4 Conclusion
Nous avons propose´ une me´thode de quantification fonde´e sur les principes du codage
de canal qui rend ces signaux robustes au bruit de transmission. Applique´e a` des signaux
d’alarme, la quantification temporelle assure une protection remarquable des signaux.
Pour la quantification fre´quentielle, la protection des signaux est obtenue pour des rap-
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Figure III.10 – SNRdB de l’erreur du codage, en fonction du SNRdB du canal de trans-
mission. Re´sultats des simulations sur un signal d’alarme de sapeurs-pompiers.
ports signal a` bruit supe´rieurs a` 20 dB est plus modeste. Toutefois, une telle protection
se paye en termes d’erreurs de quantification. Pour le signal d’alarme teste´, les rapports
signal a` bruit de quantification traduisent une nette alte´ration du signal original. Outre
le fait que la dimension des codeurs est supe´rieure a` 1 uniquement pour les bits de poids
fort, cette alte´ration peut s’expliquer par le fait que la quantification utilise la distance de
Hamming comme me´trique binaire du codage, cette me´trique re´duit l’erreur binaire du
codage, mais ne re´duit pas l’erreur euclidienne de quantification.
Le chapitre suivant s’attache a` minimiser l’erreur de quantification (au sens de la
distance euclidienne) tout en assurant une protection suffisante des signaux.
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Figure III.11 – Spectrogramme d’un signal d’alarme de sapeurs-pompiers : Signal original
a` gauche et signal quantifie´ a` droite (quantification dans le domaine temporel).
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Figure III.12 – Spectrogramme du signal original a` gauche et signal quantifie´ a` droite
(quantification dans le domaine fre´quentiel)
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Chapitre IV
Matching Pursuit pour la
quantification
Dans ce chapitre nous cherchons a` reformuler le proble`me de la quantification e´tudie´
pre´ce´demment dans le but de minimiser l’erreur de quantification.
Comme pre´ce´demment, la quantification est une projection sur des dictionnaires de
mots de code qui a` chaque vecteur binaire Xi ∈ F n2 = Z/2Zn de bits de poids i
(0 ≤ i ≤ L − 1) associe un mot de code Ci ∈ Di. Les Di sont des dictionnaires de
mots de code ge´ne´re´s par des codeurs en bloc ζi(n, ki, ti) (codeurs correcteurs d’erreurs de
longueur n et de dimension ki).
Soit s ∈ An la trame de longueur n d’un signal x, de´finie dans le chapitre pre´ce´dent. On
cherche a` quantifier la trame s par la trame sˆ tout en minimisant l’erreur de quantification,
ou` s et sˆ sont donne´es par :
s = MsX
t,
sˆ = MsXˆ
t,
avec Xˆ la trame quantifie´e de X, donne´e par :
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Xˆ =
L−1∑
i=0
2iCi.
L’erreur de quantification de la trame s est donne´e par :
E = ||s− sˆ||22 = ||X − Xˆ||22.
L’objectif ici est de de´terminer la combinaison de mots de code (C0, ..., CL−1) ∈
D0 × ... × DL−1 qui minimise l’erreur de quantification E. Ce proble`me peut eˆtre e´crit
analytiquement comme suit :
Soit H = [D0 2D1...2
iDi...2
L−1DL−1] la matrice forme´e par les dictionnaires de mots
de code, soit d =
∑L−1
i=0 2
ki le nombre de colonnes de H, H est une matrice (n × d) et
soit α = (α0, ..., αi, ..., αL−1) un vecteur dans Fd2 forme´ par la concate´nation de plusieurs
vecteurs αi tel que ||α||1 = L et αi des vecteurs de Fki2 ve´rifiant ||αi||1 = 1. Alors le signal
Xˆ qui minimise l’erreur de quantification sera donne´ par :
Xˆ = Hαˆ,
ou` αˆ est donne´ par :
αˆ = arg min
α∈Γ
||X −Hα||22, (IV.1)
avec Γ un sous ensemble de Fd2 donne´ par : Γ = {y ∈ Fd2, ||α||1 = L : α = (α0, ..., αL−1)
et ||αi||1 = 1}.
Le proble`me global consiste a` trouver les mots de code Ci tels que l’erreur de quan-
tification E soit minimale est e´quivalent a` celui de retrouver le vecteur αˆ. Cependant la
dimension de la matrice H est tre`s grande de meˆme que la dimension de l’espace Γ.
Une recherche exhaustive ne´cessiterait de choisir parmi
∏L−1
i=0 2
ki e´le´ments : la recherche
d’un tel vecteur peut prendre un temps de calcul tre`s e´leve´. Un algorithme de program-
mation line´aire comme ceux du basis pursuit [9], [36], [52] peut eˆtre utilise´ pour trouver
la solution de ce proble`me. Toutefois, la contrainte pose´e sur les vecteurs α est tre`s forte
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ce qui fait que le syste`me a` l’e´quation (IV.1) peut parfois ne pas avoir de solution.
Pour e´viter les obstacles lie´s a` la recherche d’une solution globale, nous avons donc
choisi d’utiliser une approche ite´rative de type matching pursuit, de manie`re a` obtenir
une bonne approximation du minimum de l’erreur de quantification.
Nous nous attachons dans ce chapitre a` rapprocher la me´thode du chapitre III de l’ob-
jectif de minimisation de l’erreur de quantification propre a` la quantification vectorielle,
tout en limitant la complexite´ inhe´rente a` cette optimisation.
IV.1 Algorithme du matching pursuit modifie´ pour
la quantification
Afin de de´terminer les mots de code Ci pour lesquels on obtient une bonne approxima-
tion de l’erreur de quantification minimale, nous avons proce´de´ par une recherche ite´rative
mono-dimensionnelle de´taille´e dans l’algorithme ci-dessous. Cet algorithme est une nou-
velle version du Matching Pursuit adapte´e a` notre proble`me.
Le nombre d’ite´rations de cet algorithme est e´gal au nombre L de bits sur lesquels sont
repre´sente´s les signaux sans compter les bits de signe (car ces bits ne sont pas concerne´s
par la quantification). Chaque ite´ration de cet algorithme correspond a` une quantification
par poids de bit. Pour tout poids de bit i, 0 ≤ i ≤ L − 1, la quantification par poids de
bit peut eˆtre conside´re´e comme une application fi de´finie par :
fi : A
n × F n2 −→ Di
(X,Xi) −→ Ci
La fonction fi effectue une projection de F
n
2 dans un sous-espace de mots de code, le
dictionnaire Di.
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Algorithme 2 : Algorithme du Matching Pursuit Modifie´ pour la quantification
Entre´e : X le signal a` quantifier, Di, i = 0..L− 1.
1 Initialisation : Xˆ ← 0 R ← X ;
2 for l← L− 1 to 0 do
3 Cl ← arg max
C∈Dl
Corr(2lC,R);
4 R = R− 2lCl;
5 Xˆ ← Xˆ + 2lCl;
6 end
Sortie : Xˆ
En de´veloppant l’expression de l’erreur de quantification on obtient :
E = ||X − Xˆ||22 = ||X||22 − 2 < X, Xˆ > +||Xˆ||22
= ||X||22 − 2 < X,
L−1∑
i=0
2iCi > +||
L−1∑
i=0
2iCi||22
= ||X||22 − 2
L−1∑
i=0
< X, 2iCi > +||
L−1∑
i=0
2iCi||22.
(IV.2)
On remarque sur la figure IV.1 que l’algorithme 2 ne re´duit pas la norme du re´sidu par
ite´ration. Ceci provient du fait que le crite`re de maximisation de la corre´lation privile´gie
les mots de code ayant un poids de Hamming tre`s grand. Or on observe a` l’e´quation
(IV.2) que la minimisation de l’erreur de quantification ne de´pend pas uniquement de la
corre´lation mais de´pend aussi d’un troisie`me terme d’autant plus grand que le poids de
Hamming est grand.
Dans le but de pouvoir lier le choix des mots de code Cl a` l’erreur de quantification,
l’e´tape suivante consiste a` de´terminer une fonction couˆt f qui va remplacer la corre´lation
au point 3 de l’algorithme 2 de manie`re a` approcher au mieux le minimum de l’erreur de
quantification.
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Figure IV.1 – La norme du re´sidu a` chaque ite´ration de l’algorithme ; l’erreur de quan-
tification est e´gale au re´sidu a` la dernie`re ite´ration. Simulations effectue´es sur un nombre
N = 105 de trames de longueur n et de distribution uniforme dans An.
IV.1.1 Minimisation du re´sidu a` chaque ite´ration
A` chaque ite´ration l, au lieu de rechercher le mot de code Cl qui maximise la corre´la-
tion < 2lC, R >, nous recherchons le mot de code Cl qui minimise directement la norme
El = ||R− 2lC||22 du re´sidu.
La norme du re´sidu a` la dernie`re ite´ration de l’algorithme est e´gale a` l’erreur de
quantification. En effet, le re´sidu par ite´ration est donne´ par Rl = Rl+1 − 2lCl , 0 ≤ l ≤
L− 1, avec RL = X. Ces re´sidus sont lie´s par la relation de re´currence suivante :
RL−1 = X − 2L−1CL−1.
RL−2 = RL−1 − 2L−2CL−2 = X − 2L−1CL−1 − 2L−2CL−2.
.
.
R0 = R1 − 20C0 = X −
∑L−1
i=1 2
iCi − 20C0 = X − Xˆ.
A` la dernie`re ite´ration de l’algorithme l = 0, R0 = X − Xˆ et l’erreur de quantification
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E est donne´e par :
E = ||R0||22. (IV.3)
Intuitivement, le remplacement de la maximisation de la corre´lation < 2lC,R >
a` chaque ite´ration par la minimisation de la norme du re´sidu correspondant,
Rl = Rl+1 − 2lC, devrait minimiser l’erreur de quantification globale.
La norme du re´sidu Rl est donne´e par :
El = ||Rl+1 − 2lC||22 = ||Rl+1||22 − 22lRl+1Ct + 22lCCt.
El = ||Rl+1||22 − 2l+1(Rl+1Ct − 2l−1Pc).
El = ||Rl+1||22 − 2l+1(< C,Rl+1 > −2l−1Pc), (IV.4)
avec Pc = CC
t le poids de Hamming de C.
D’apre`s (IV.4), un mot de code qui posse`de un poids de Hamming e´leve´ augmente le
produit scalaire mais en paralle`le augmente la norme du re´sidu. Ainsi, la maximisation
de la corre´lation, sans contrainte supple´mentaire, ne permet pas de minimiser l’erreur
re´siduelle a` chaque ite´ration, et sans doute pas l’erreur de quantification globale.
Par conse´quent, pour minimiser l’erreur re´siduelle a` chaque ite´ration, le point 3 de
l’algorithme sera remplace´ par :
Cl = arg max
C∈Dl
f(C,R). (IV.5)
avec,
f : An ×Dl −→ Z
(R,C) −→ < C,R > −2l−1Pc.
Le nombre d’ite´rations de l’algorithme est limite´ a` L = 15 ite´rations correspondant
au nombre de poids de bit qui seront code´s, contrairement a` un algorithme classique
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du Matching Pursuit. Ce nombre d’ite´rations n’est pas suffisant pour bien approcher le
minimum de l’erreur de quantification. Dans la suite nous cherchons a` de´finir une fonction
couˆt tenant compte de l’objectif final de minimisation de l’erreur de quantification.
IV.1.2 Minimisation de l’erreur finale de quantification : ap-
proche empirique
Maximiser le produit scalaire < C,X > favorise les mots de code avec un fort poids de
Hamming, ce qui augmente la norme du re´sidu a` chaque ite´ration, donne´e par l’e´quation
(IV.4). La fonction couˆt propose´e dans l’algorithme 2 ne tenait pas compte de l’effet du
poids de Hamming. Dans l’objectif de minimiser l’erreur finale de quantification, nous
proposons ici de pe´naliser le poids de Hamming comme dans l’e´quation (IV.5), mais avec
un coefficient de pe´nalisation λ qui permettra une re´duction de l’erreur de quantification
finale.
Pour avoir un meilleur compromis entre la maximisation du produit scalaire et la mi-
nimisation du poids de Hamming, on de´finit une nouvelle fonction couˆt Jλ,l donne´e par :
Jλ,l(C,R) =< C,R > −λ2lPc.
Pour que le poids de Hamming Pc soit comparable avec le produit scalaire < C,R > il
a e´te´ multiplie´ par 2l qui correspond au coefficient multipliant le vecteur binaire des bits
de poids l provenant de la combinaison line´aire formant X.
Alors, pour chaque ite´ration l, le mot de code Cl qui repre´sente au mieux la trame X,
par pe´nalisation λ est donne´ par :
Cλl = arg max
C∈Dl
Jλ,l(C,R)
Si λ = 1/2, on retrouve le re´sultat pre´ce´dent correspondant a` la minimisation du
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Figure IV.2 – La norme Eλ de l’erreur de quantification en fonction de λ.
re´sidu a` chaque ite´ration de l’algorithme, voir l’e´quation (IV.5).
Recherche du λ qui minimise l’erreur de quantification :
Soit Eλ l’erreur de quantification par pe´nalisation λ, Eλ est donne´e par :
Eλ = ||X − Xˆλ||22.
Xˆλ =
∑L−1
i=0 2
iCλi , le signal quantifie´ en fonction de λ.
Des expe´riences ont e´te´ effectue´es sur 105 trames de longueur n a` distribution uni-
forme ge´ne´re´es ale´atoirement dans l’alphabet An, ou` ces signaux ont e´te´ quantifie´s a` l’aide
de l’algorithme 2 avec comme fonction couˆt Jλ,i. Les dictionnaires utilise´s dans ces expe´-
riences sont des dictionnaires de mots de code ge´ne´re´s par des codeurs BCH.
Pour ces expe´riences on a utilise´ un dictionnaire de mots de code ge´ne´re´ par le codeur
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Figure IV.3 – La norme El du re´sidu par ite´ration en fonction de λ, 0 ≤ l ≤ L− 1.
ζ(n = 31, k = 16, t = 3), ce dictionnaire est pris identique pour toutes les ite´rations de
l’algorithme 2, ζi(n, ki, ti) = ζ(31, 16, 3). Ce choix n’est pas base´ sur une contrainte spe´ci-
fique, on peut prendre n’importe quel dictionnaire de mots de code, l’objectif est de faire
une comparaison des erreurs de quantification pour plusieurs valeurs de λ.
Pour chaque valeur de λ une moyenne des re´sidus par ite´ration a e´te´ calcule´e, voir la
figure IV.3. Pour chaque valeur de λ l’erreur de quantification moyenne Eλ a e´te´ calcule´e,
voir la figure IV.2. Les valeurs de λ sont prises dans l’intervalle [0, 9].
D’apre`s ces simulations l’erreur de quantification Eλ pre´sente un minimum pour λ = 1
bien que les re´sidus a` chaque ite´ration ne pre´sentent pas tous des minima pour λ = 1
(voir les figures IV.3 et IV.2).
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On peut en de´duire que l’approche pre´ce´dente IV.1.1 fonde´e sur la minimisation de
la norme du re´sidu a` chaque ite´ration correspondant a` cette approche avec λ = 1
2
, ne
minimise pas l’erreur de quantification finale.
Les expe´riences effectue´es ci-dessus sugge`rent que le compromis entre la maximisation
du produit scalaire et la minimisation du poids de Hamming assure une re´duction de
l’erreur de quantification.
IV.1.3 Minimisation de l’erreur finale de quantification : ap-
proche the´orique
Nous avons obtenu empiriquement dans la section pre´ce´dente une fonction couˆt per-
mettant de minimiser l’erreur de quantification dans le cadre de l’algorithme du Matching
Pursuit. Nous cherchons dans cette partie a` trouver une autre fonction couˆt fl de manie`re
the´orique. Pour chaque ite´ration l, cette fonction est de´finie de An ×Dl dans R par :
fl : A
n ×Dl −→ R
(R,C) −→ fl(R,C)
A` l’ite´ration l, R = [r1, .., rj, .., rn] ∈ An est le re´sidu a` partir duquel on cherche a` ap-
procher le vecteur binaireXl = (x1, ..., xj, ..., xn) par un mot de code C = (c1, ..., cj, ..., cn) ∈
Dl. Cette approximation doit eˆtre telle que l’erreur finale du codage soit minimale.
A` l’ite´ration l et dans le cas ide´al ou` le codage des e´tapes pre´ce´dentes n’introduit pas
d’erreurs, les composantes rj du re´sidu sont ou bien encadre´es entre 0 et 2
l, 0 ≤ rj < 2l,
ou bien elles sont encadre´es entre 2l et 2l+1, 2l ≤ rj < 2l+1, 1 ≤ j ≤ n. Dans le cas ide´al
les valeurs de xj sont comme suit :
— xj=1 si 2
l ≤ rj < 2l+1.
— xj=0 si 0 ≤ rj < 2l.
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Dans le cas non ide´al ou` le codage des e´tapes pre´ce´dentes introduit des erreurs, les
composantes rj peuvent prendre des valeurs ne´gatives et des valeurs supe´rieures ou e´gales
a` 2l+1 en plus des deux cas pre´ce´dents ( 0 ≤ rj < 2l et 2l ≤ rj < 2l+1). Ainsi dans ce
qui suit nous exploitons les valeurs des composantes rj du re´sidu pour exprimer l’erreur
introduite par le codage a` chaque ite´ration l de l’algorithme.
I . Si 0 ≤ rj < 2l, alors l’erreur introduite par cette e´tape dans le re´sultat final est
donne´e par :
elj=
 rj − 2l, si cj = 10, si cj = 0 ⇐⇒ elj = (rj − 2l)cj.
Pour l’ite´ration suivante, la composante rj du re´sidu devient rj − 2lcj.
II . Si 2l ≤ rj < 2l+1, alors l’erreur introduite par cette e´tape dans le re´sultat final est
donne´e par :
elj=
 2l, si cj = 00, si cj = 1 ⇐⇒ elj = (1− cj)2l.
Pour l’ite´ration suivante, la composante rj du re´sidu devient rj − 2lcj.
III . Si 2l+1 ≤ rj, alors l’erreur introduite par cette e´tape dans le re´sultat final est don-
ne´e par :
elj=

−2l, si xj = 0 et cj = 1
2l, si xj = 1 et cj = 0
0, sinon
⇐⇒ elj = (xj − cj)2l.
Pour l’ite´ration suivante, la composante rj du re´sidu devient rj − 2lcj.
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IV . Si rj < 0, alors l’erreur introduite par cette e´tape dans le re´sultat final est donne´e
par :
elj=

−2l, si xj = 0 et cj = 1
2l, si xj = 1 et cj = 0
0, sinon
⇐⇒ elj = (xj − cj)2l.
Pour l’ite´ration suivante, la composante rj du re´sidu devient rj − 2lcj.
Dans le 1er cas,
• si cj = 0, alors on reste dans ce meˆme cas pour l’e´tape suivante ;
• si cj = 1, alors elj < 0 et le nouveau re´sidu rj < 0 devient le quatrie`me cas pour
l’e´tape suivante.
Dans le second cas,
• si cj = 1, alors deux cas sont possibles pour l’e´tape suivante ; ou bien on reste dans
ce meˆme cas ou bien on passe au premier cas ;
• si cj = 0, alors elj > 0 et le nouveau re´sidu rj devient dans le troisie`me cas pour
l’e´tape suivante.
Dans le troisie`me cas,
• si cj = xj, alors on reste dans le meˆme cas pour l’e´tape suivante ;
• si cj = 0 et xj = 1, alors elj > 0 et le nouveau re´sidu rj reste dans le meˆme cas pour
l’e´tape suivante,
• si cj = 1 et xj = 0, alors elj < 0 et le nouveau re´sidu rj reste dans le meˆme cas pour
l’e´tape suivante.
Dans le quatrie`me cas,
• si cj = xj, alors on reste dans le meˆme cas pour l’e´tape suivante ;
• si cj = 0 et xj = 1, alors elj > 0 et le nouveau re´sidu rj reste dans le meˆme cas pour
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l’e´tape suivante,
• si cj = 1 et xj = 0, alors elj < 0 et le nouveau re´sidu rj reste dans le meˆme cas pour
l’e´tape suivante.
La formation des erreurs successives peut eˆtre synthe´tise´e par le diagramme d’e´tat de
la figure IV.4.
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+
D
0
0
−/0/+
0
−/0/+
c_j=1
c_j=0
Signe e^l_jLégende :
Figure IV.4 – Diagramme d’e´tat sche´matisant la formation des erreurs au cours de
l’algorithme du matching pursuit.
L’objectif de minimisation de l’erreur finale de quantification se traduit par :
min
n∑
j=1
(
L−1∑
l=0
elj
)2
A` cause des termes croise´s elel
′
il n’est pas possible de minimiser cette somme par un
processus ite´ratif de la forme de l’algorithme 2. A` la place, nous proposons de minimiser
a` chaque ite´ration l la somme des valeurs absolues des n erreurs e´le´mentaires elj, j = 1...n.
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A` chaque ite´ration l on minimise la somme suivante :
min(
n∑
j=1
|elj|) = min(
∑
j|0≤rj<2l
(2l − rj)cj +
∑
j|2l≤rj<2l+1
2l(1− cj)
+
∑
j|rj≥2l+1
2l(xj − cj)2 +
∑
j|rj<0
2l(xj − cj)2)
(IV.6)
Dans l’e´quation (IV.6), | xj − cj | est remplace´e par (xj − cj)2 car, (xj − cj) est de
la forme de y = ±z avec z un binaire, ainsi dans ce cas | xj − cj | = (xj − cj)2 et
(xj − cj)2 = (xj − 2cjxj + cj).
min(
n∑
j=1
|elj|) = min(
∑
j|0≤rj<2l
(2l−rj)cj−
∑
j|2l≤rj<2l+1
2lcj +
∑
j|rj≥2l+1 ; j|rj<0
2l(xj−2cjxj +cj))
min(
n∑
j=1
|elj|) = min(
∑
j|0≤rj<2l
(2l − rj)cj −
∑
j|2l≤rj<2l+1
2lcj +
∑
j|rj≥2l+1 ; j|rj<0
2l(1− 2xj)cj)
= max(
∑
j|2l≤rj<2l+1
2lcj +
∑
j|0≤rj<2l
(rj − 2l)cj +
∑
j|rj≥2l+1 ; j|rj<0
2l(2xj − 1)cj).
(IV.7)
On pose :
fl(R,C) =
∑
j|2l≤rj<2l+1
2lcj +
∑
j|0≤rj<2l
(rj − 2l)cj +
∑
j|rj≥2l+1 ; j|rj<0
2l(2xj − 1)cj, (IV.8)
Le mot de code cherche´ est ainsi donne´ par :
Cl = arg max
C∈Dl
fl(R,C). (IV.9)
Lors du de´codage, les xj ne sont pas connus ; ils sont remplace´s par leur version bruite´e
disponible en re´ception.
En utilisant les meˆmes conditions expe´rimentales que dans la section IV.1.2, nous
avons compare´ les re´sidus successifs de l’algorithme du Matching Pursuit modifie´ pour la
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quantification utilisant la fonction couˆt J1,l et l’algorithme du Matching Pursuit utilisant
la fonction couˆt fl. Les deux fonctions conduisent a` des re´sidus et une erreur de quantifi-
cation finale tre`s proches, quoique le´ge`rement infe´rieurs pour la fonction J1,l.
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Figure IV.5 – Re´sidu du codage et du de´codage par ite´ration : fl vs J1,l, pour un bruit
gaussien et un SNR=20 dB.
D’autres simulations ont e´te´ effectue´es sur 105 experiences pour tester la correction bi-
naire de ces deux me´thodes. Le dictionnaire utilise´ dans ces expe´riences est un dictionnaire
de mots de code ge´ne´re´ par le codeur BCH ζ(n = 31, k = 11). La figure IV.6 repre´sente
les probabilite´s d’erreur apre`s de´codage par poids de bit, pour des signaux a` distribution
uniforme bruite´s par un bruit gaussien.
En termes de correction binaire les deux fonctions conduisent a` des re´sultats diffe´rents
pour les bits de poids le plus faible (bits de poids 0), pour le reste des poids de bit les
re´sultats sont proches et le´ge`rement meilleurs pour la fonction J1,l.
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Figure IV.6 – Probabilite´s d’erreur apre`s de´codage : de´codage utilisant fl vs de´codage
utilisant J1,l, signaux a` distribution uniforme, bruit gaussien.
IV.2 Comparaison des codes BCH avec des turbo-
codes
Pour cette comparaison, on utilise un codeur BCH et un turbo-codeur de rendements
similaires : R = 11
31
= k
n
pour le code BCH et R = 20
72
pour le turbo-code. Ces codeurs ont
e´te´ utilise´s pour ge´ne´rer deux dictionnaires de mots de code qui seront par la suite utilise´s
pour effectuer la quantification. Des expe´riences ont e´te´ effectue´es sur 106 trames a` dis-
tribution uniforme dans An de longueur n = 31 dans le cas des codes BCH et de longueur
n = 72 dans le de cas des turbo-codes. La chaˆıne de transmission III.6 du chapitre III a
e´te´ simule´e pour deux cas diffe´rents : une quantification effectue´e par le dictionnaire de
mots de code ge´ne´re´ par le turbo code et une quantification effectue´e par un dictionnaire
de mots de code BCH. Les dictionnaires Di par poids sont identiques dans ces expe´riences.
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Ainsi un re´sidu moyen par ite´ration et des probabilite´s d’erreur apre`s de´codage par poids
de bit ont e´te´ calcule´es.
La quantification fonde´e sur l’algorithme du matching pursuit utilisant les diction-
naires de codes BCH conduit a` une erreur de quantification et une erreur euclidienne de
de´codage plus petites que celles introduites par une quantification utilisant des diction-
naires de turbo codes de rendement R = k/(3k + 12), voir les figures IV.7 et IV.8. Par
contre quand il s’agit de la correction d’erreurs binaire les dictionnaires de turbo codes
sont plus robustes que les dictionnaires de codes BCH, ceci provient des proprie´te´s des
turbo codes ; le pouvoir de correction des turbo codes est plus grand que celui des codes
BCH, voir la figure IV.9.
Malgre´ l’efficacite´ des dictionnaires de turbo code en termes de correction d’erreurs
binaire, les dictionnaires de codes BCH seront plus adapte´s pour la quantification.
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Figure IV.7 – Re´sidu du codage du Matching pursuit : dictionnaire de Turbo Code
ζ(n = 72, k = 20, R = k/(3k + 12)) et dictionnaire de codes BCH ζ(n = 31, k = 11).
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Figure IV.8 – Re´sidu du de´codage du Matching pursuit : dictionnaire de Turbo Code
ζ(n = 72, k = 20, R = k/(3k + 12)) et dictionnaire de codes BCH ζ(n = 31, k = 11).
IV.3 Choix des dictionnaires de mots de code
IV.3.1 Proble´matique
L’objectif de cette partie est de trouver les meilleurs dictionnaires de mots de code
BCH capables de prote´ger le signal contre les erreurs introduites par le canal de transmis-
sion tout en gardant une erreur de quantification minimale. La difficulte´ dans le contexte
de notre travail re´side dans la repre´sentation binaire de nos signaux. Les bits de poids
faible sont tre`s vulne´rables au bruit du canal ; le taux d’erreur au niveau des bits de poids
faible est tre`s e´leve´, voir figure III.2.
Pour des codes BCH de longueur n = 31, la figure IV.10 repre´sente, en fonction du
nombre d’erreurs par mots avant de´codage, le nombre moyen d’erreurs apre`s de´codage par
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Figure IV.9 – Probabilite´ d’erreur du de´codage par le Matching pursuit, dictionnaire
de Turbo codes ζ(n = 72, k = 20, R = k/(3k + 12)) et dictionnaire de codes BCH
ζ(n = 31, k = 11).
l’algorithme du matching pursuit modifie´ pour la quantification et le nombre moyen d’er-
reurs apre`s de´codage classique correcteur d’erreurs des codes BCH. On remarque sur cette
figure que le pouvoir de correction des codeurs a augmente´ en utilisant comme technique
de de´codage l’algorithme du matching pursuit pour la quantification. Prenons l’exemple
du codeur de dimension k = 6, ce codeur est d’une capacite´ de correction de t = 7. En
utilisant le dictionnaire de mots de code ge´ne´re´ par ce codeur pour la quantification fonde´e
sur l’algorithme du MPMQ (matching pursuit modifie´ pour la quantification) comme al-
gorithme de de´codage on remarque alors que le pouvoir de correction de ce codeur devient
trois fois plus grand.
Par conse´quent, le choix des dictionnaires de mots de code par poids de bit ne corres-
pond plus a` celui du choix des codeurs par poids de bit effectue´ dans le chapitre III. Dans
les sections qui suivent on va choisir ces dictionnaires pour le cas particulier des signaux
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Figure IV.10 – Moyenne du nombre d’erreurs apre`s de´codage vs nombre d’erreurs avant
de´codage : a` gauche de´codage par l’algorithme du matching pursuit modifie´ pour la
quantification utilisant des dictionnaires de codes BCH, a` droite de´codage correcteur
d’erreur par les codes BCH de capacite´ de correction t =2,3,5,7.
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Figure IV.11 – Moyenne du nombre d’erreurs apre`s de´codage par poids de bit : a` gauche
de´codage du matching pursuit vs de´codage correcteur d’erreur, a` droite de´codage du
matching pursuit utilisant plusieurs codes BCH de dimension k =6,11,16.
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a` distribution uniforme et pour les signaux d’alarmes de voitures prioritaires.
IV.3.2 Application aux signaux a` distribution uniforme
Les simulations a` la section pre´ce´dente montrent que la nouvelle technique de quan-
tification propose´e dans ce chapitre augmente le pouvoir de correction des codeurs BCH.
Ce comportement est aussi ve´rifie´ pour les codes convolutifs et les turbo codes. Pour de´-
terminer quel codeur choisir par poids de bit afin de ge´ne´rer les dictionnaires de mots de
code ne´cessaires pour la quantification, nous avons exploite´ la formule de la probabilite´
d’erreurs apre`s de´codage donne´e au chapitre III a` l’e´quation (III.21). Cette probabilite´ est
une fonction de la probabilite´ P ie d’erreur par poids de bit avant de´codage et du nombre
moyen d’erreurs apre`s de´codage par poids de bit Ndecodi . La probabilite´ d’erreur binaire
avant de´codage reste valable car elle ne de´pend pas du de´codage. Par contre le nombre
moyen d’erreurs apre`s de´codage par poids de bit ne correspond plus au nombre d’erreurs
apre`s de´codage calcule´ au chapitre III.
L’e´quation (III.21) permet de calculer les probabilite´s P decodti d’erreur apre`s de´codage
en fonction des capacite´s de correction ti, pour chaque rapport signal a` bruit et pour
chaque poids de bit i. La figure IV.12 repre´sente cette probabilite´ pour un rapport signal
a` bruit de 10 dB. Pour chaque rapport signal a` bruit et pour chaque poids de bit, nous
choisissons le codeur selon deux situations :
— s’il existe des capacite´s de correction telles que la probabilite´ d’erreur apre`s de´codage
est infe´rieure a` 10−5 et infe´rieure a` P ie , alors on choisit le codeur de capacite´ de
correction ti tel que :
ti = min{t : P decodt ≤ 10−5 et P decodt < P ie},
— sinon si ∀ t, P decodt > 10−5, alors on choisit le codeur de capacite´ de correction ti
minimisant la probabilite´ d’erreur apre`s de´codage.
Les capacite´s de correction correspondant aux codeurs choisis suivant les deux situa-
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Figure IV.12 – Probabilite´ d’erreur apre`s de´codage par poids de bit : simulations effec-
tue´es sur un signal de distribution uniforme et pour un SNR=10 dB, i indice de poids de
bit.
tions ci-dessus sont illustre´es dans la figure IV.13.
IV.4 Comparaison avec la me´thode du chapitre III
Dans cette partie, nous comparons l’erreur de quantification avant transmission et
apre`s transmission introduite par la quantification fonde´e sur l’algorithme du matching
modifie´ et celle introduite par la quantification fonde´e sur le de´codage correcteur d’erreur
propose´e au chapitre III.
Des expe´riences ont e´te´ effectue´es sur des signaux ale´atoires a` distribution uniforme
dans An. Ces signaux ont e´te´ transmis via la chaˆıne de transmission de la figure III.6, le
bruit de transmission dans ces expe´riences est un bruit blanc gaussien. Les re´sidus moyens
par ite´ration, l’erreur de quantification moyenne avant transmission (codage) et l’erreur
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Figure IV.13 – Capacite´s de correction ne´cessaire pour corriger les erreurs introduites
par un bruit blanc gaussien sur une trame de longueur n=31 d’un signal de distribution
uniforme.
de quantification apre`s transmission (de´codage) ont e´te´ calcule´s en fonction de plusieurs
valeurs du rapport signal a` bruit du canal de transmission. Ces expe´riences ont e´te´ ef-
fectue´es pour les deux me´thodes de quantification propose´es : la quantification propose´e
dans ce chapitre et la quantification du chapitre III. Ces expe´riences ont e´te´ re´pe´te´es sur
105 signaux de longueur n.
La notion du re´sidu par ite´ration n’existe pas pour la quantification propose´e au cha-
pitre III, car celle-ci n’a pas d’ordre pre´cis pour effectuer le codage. Le codage des bits de
poids i est inde´pendant de celui des bits de poids j, i 6= j. Cependant le codage effectue´
pour chaque poids de bits contribue a` l’erreur de quantification finale. Ainsi, pour effec-
tuer des comparaisons avec la me´thode de ce chapitre on conside`re que cette quantification
effectue un codage commenc¸ant par les bits de poids forts et se terminant aux bits de poids
le plus faible. Le re´sidu par ite´ration correspondant a` cette quantification est calcule´ de la
meˆme fac¸on que pour la quantification propose´e dans ce chapitre, le re´sidu a` l’ite´ration l
est Rl = Rl+1−2lCl (ce dernier sert juste a` effectuer des comparaisons et non au codage).
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Figure IV.14 – Re´sidu du codage du Matching pursuit et du codage classique : dic-
tionnaire de codes BCH et Codeurs BCH, simulations effectue´es pour un rapport signal
a` bruit de 20 dB
La figure IV.14 repre´sente les re´sidus par ite´ration du codage et du de´codage des deux
me´thodes de quantification propose´es utilisant le meˆme dictionnaire de mots de code BCH
de dimension k = 11 et de longueur n = 31. Le re´sidu a` la dernie`re ite´ration correspond
a` l’erreur de quantification pour une quantification au niveau de l’e´metteur et correspond
a` l’erreur du de´codage quand il s’agit d’une quantification au niveau du re´cepteur.
La quantification fonde´e sur l’algorithme du matching pursuit modifie´ pour la quanti-
fication permet de re´duire a` la fois l’erreur du de´codage et l’erreur du codage d’un facteur
2 par rapport a` la quantification propose´e au chapitre III.
Comparons a` pre´sent la quantification propose´e au chapitre III utilisant les codeurs
choisis a` la section III.2 du chapitre III et la quantification fonde´e sur l’algorithme du
matching pursuit modifie´ utilisant les dictionnaires de mots de code choisis a` la section
IV.3.2 de ce chapitre.
La figure IV.15 repre´sente le re´sidu du codage et du de´codage des me´thodes de quanti-
fication propose´es pour un rapport signal a` bruit de 30 dB. On remarque sur cette figure
que l’algorithme du matching pursuit apporte une re´duction de l’erreur de quantification
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Figure IV.15 – Re´sidu du codage et de´codage de la quantification fonde´e sur le Mat-
ching pursuit et du codage correcteur d’erreur : dictionnaire de codes BCH et Codeurs
BCH, expe´rience effectue´e sur des signaux de distribution uniforme perturbe´s par un bruit
gaussien, pour un rapport signal bruit de 30 dB
(le re´sidu a` la dernie`re ite´ration) par rapport a` la quantification du chapitre III. Cepen-
dant on remarque sur cette meˆme figure que le re´sidu du de´codage a` la dernie`re ite´ration
de la me´thode de quantification du chapitre III est plus faible que celui de la me´thode de
quantification propose´e dans ce chapitre.
Ceci ne provient pas d’une capacite´ de correction supe´rieure pour la me´thode du cha-
pitre III au contraire, comme l’illustre la figure IV.10 la quantification par le matching
pursuit a une capacite´ de correction plus grande que celle de la me´thode propose´e au
chapitre III. Mais pour cette dernie`re, le re´cepteur a une connaissance au pre´alable d’une
grande partie du signal : la partie code´e par le codeur de dimension 1 qui code avec le
mot de code [0...0...0] les bits de poids pair et avec le mot de code [1...1...1] les bits de
poids impair, laissant ainsi un taux d’erreurs e´gal a` ze´ro au niveau de ces bits connus par
le re´cepteur.
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Lors du de´codage, la quantification fonde´e sur l’algorithme du matching pursuit mo-
difie´ n’a aucune information sur les signaux rec¸us, et par conse´quent l’erreur du de´codage
de cette dernie`re est plus grande que celle de la me´thode de quantification propose´e au
chapitre III.
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Figure IV.16 – Erreur relative du codage (a` gauche) et SNR du codage (a` droite) par
le Matching pursuit et par le codage correcteur d’erreurs. Expe´rience effectue´e sur des
signaux de distribution uniforme perturbe´s par un bruit blanc gaussien.
Les figures IV.16 et IV.17 repre´sentent respectivement les rapports signal a` bruit de
quantification et l’erreur de quantification et les rapports signal a` bruit du de´codage et
l’erreur du de´codage des deux me´thodes de quantification propose´es ci-dessus en fonction
du rapport signal a` bruit du canal. On retrouve pour diffe´rents rapports signal a` bruit
les re´sultats vus pre´ce´demment pour un rapport signal a` bruit de 30 dB.
IV.5 Application aux signaux d’alarme
L’algorithme du matching pursuit modifie´ pour la quantification a e´te´ applique´ a` des
signaux d’alarme. Une e´tude a e´te´ effectue´e sur ces signaux afin de de´terminer les diction-
naires de mots de code par poids de bit qui seront adapte´s a` la correction des erreurs
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Figure IV.17 – Erreur relative du de´codage (a` gauche) et SNR du de´codage (a` droite)
par le Matching pursuit et par le de´codage correcteur d’erreurs. Expe´rience effectue´e sur
des signaux de distribution uniforme perturbe´s par un bruit blanc gaussien.
introduites par le bruit de trafic. Les signaux d’alarme ont e´te´ ainsi transmis via la chaˆıne
de transmission illustre´e a` la figure III.6 ou` le bruit du canal correspond au bruit de
trafic.
IV.5.1 Quelques caracte´ristiques des signaux d’alarme et du
bruit de trafic
Les figures IV.18 et IV.19 repre´sentent respectivement le spectre de la MDCT d’un
signal d’alarme d’une voiture prioritaire et celui du bruit de trafic. La MDCT est calcule´e
sur des feneˆtres de longueur N = 2048. L’information de ces signaux est localise´e dans
les basses fre´quences ; de meˆme on remarque que le spectre du bruit de trafic est localise´
dans les basses fre´quences. Ainsi dans ce cas seuls les coefficients de la MDCT des basses
fre´quences (0 Hz a` 1.5 kHz ) sont code´s (cette information est indique´e au re´cepteur ainsi
pour le de´codage le re´cepteur saura dans quelles bandes de fre´quence il doit effectuer le
de´codage).
Le choix de la MDCT comme transforme´e temps-fre´quence dans ce travail provient
du fait qu’on a besoin des coefficients entiers qui peuvent eˆtre repre´sente´s en binaire.
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Figure IV.18 – Spectre de la MDCT d’un signal d’alarme de sapeurs-pompiers
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Figure IV.19 – Spectre de la MDCT du bruit de trafic
Toutefois, les coefficients de la MDCT sont des re´els. Pour avoir des coefficients entiers un
arrondi a e´te´ applique´ sur ces coefficients. L’inconve´nient ici est que cet arrondi introduit
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des erreurs a` ces coefficients. Les coefficients temporels des signaux e´tant entiers, il existe
une transforme´e temps-fre´quence a` valeur entie`re, la INTMDCT (integer MDCT) [20],
[40]. L’inconve´nient de cette dernie`re est qu’elle introduit une complexite´ tre`s grande
quand elle est effectue´e sur de longues feneˆtres du signal (N=2048, N=1024). Pour re´duire
la complexite´ du calcul de cette transforme´e, il faut prendre des feneˆtres de petite taille,
ce qui re´duit la re´solution fre´quentielle du signal.
IV.5.2 Probabilite´ d’erreurs introduites par le bruit de trafic
Nous reprenons la de´marche pre´ce´dente :
— de´termination de la probabilite´ d’erreur par poids de bits i avant de´codage, pour
diffe´rents rapports signal a` bruit du canal.
— calcul de la probabilite´ d’erreur apre`s de´codage par poids de bit, pour chaque rapport
signal a` bruit du canal.
— de´duction des codeurs par poids de bit.
Ici, la premie`re e´tape est re´alise´e par des simulations permettant de calculer la proba-
bilite´ empirique d’erreurs par poids de bit relative au bruit de trafic (bruit de dure´e 44 s)
dont l’amplitude a e´te´ normalise´e pour avoir des rapports signal a` bruit de -1 dB, 5 dB,10
dB, 15 dB, 20 dB et 30 dB. Les probabilite´s d’erreurs par poids de bit avant de´codage ont
e´te´ calcule´es pour les e´chantillons temporels et pour les coefficients MDCT : voir figure
IV.20. Notons que les probabilite´s d’erreurs sont plus faibles dans le domaine fre´quentiel
que dans le domaine temporel.
Les probabilite´s d’erreur par poids de bit apre`s de´codage sont calcule´es a` partir des
re´sultats de la figure IV.20 et des formules (III.21) et (III.4) du chapitre III.
Les courbes a` la figure IV.21 repre´sentent la probabilite´ d’erreur apre`s de´codage pour
un SNR=10 dB et pour quelques poids de bit. A` partir des courbes similaires a` celles des
figures IV.21 et IV.22 des capacite´s de correction par poids de bit ont e´te´ de´termine´es en
fonction du rapport signal a` bruit, voir la figure IV.23.
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Figure IV.20 – Probabilite´ d’erreur par poids de bit : a` gauche probabilite´ d’erreurs
temporelles, a` droite probabilite´ d’erreurs fre´quentielles, simulations effectue´es sur un
signal de sapeurs-pompiers.
Ainsi pour chaque poids de bit, les codeurs correspondant a` ces capacite´s de correction
ont e´te´ choisis pour effectuer la quantification. Contrairement a` la me´thode de quantifica-
tion du chapitre III, les bits de poids faible ne sont pas code´s par le codeur de dimension
1 indique´ a` la section III.2 du chapitre III, mais plutoˆt avec des dictionnaires de mots de
code re´duisant la probabilite´ d’erreur du de´codage.
IV.5.3 Application de l’algorithme du Matching Pursuit modifie´
pour la quantification des signaux d’alarme
Dans la section pre´ce´dente, les courbes a` la figure IV.23 nous ont permis de choisir
les codeurs ζi(ni, ki, ti) en fonction du rapport signal a` bruit. Ces codeurs sont utilise´s
pour quantifier les signaux d’alarme a` l’aide de l’algorithme du matching pursuit pour
la quantification. Dans cette section nous utilisons une quantification des signaux dans le
domaine temporel, car d’une part c’est moins couˆteux en complexite´ (moins d’ope´rations
a` effectuer), d’autre part pour les signaux d’alarme cette dernie`re ajoute une erreur de
quantification non audible (meˆme si l’erreur de quantification fre´quentielle a e´te´ aussi
re´duite dans ce chapitre).
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Figure IV.21 – Probabilite´ d’erreur apre`s de´codage par poids de bit : probabilite´
d’erreurs temporelles, simulations effectue´es sur un signal de sapeurs-pompiers et pour un
SNR=10 dB, i indice de poids de bit.
La figure IV.24 repre´sente les re´sidus par ite´ration du codage et du de´codage par
l’algorithme du matching pursuit modifie´ pour la quantification et les re´sidus par ite´ration
du codage et du de´codage par la quantification propose´e au chapitre III. La figure IV.25
repre´sente l’erreur relative de quantification erq donne´e par l’e´quation (IV.10) et le rapport
signal a` bruit de quantification.
erq =
||X − Xˆ||22
||X||22
(IV.10)
La figure IV.26 repre´sente l’erreur relative de quantification du de´codage et le rapport
signal a` bruit du de´codage par l’algorithme du matching pursuit et par la quantification
propose´e au chapitre III. Soit X˜, le signal de´code´, alors l’erreur relative du de´codage est
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Figure IV.22 – Probabilite´ d’erreur apre`s de´codage par poids de bit : probabilite´ d’er-
reurs fre´quentielles, simulations effectue´es sur un signal de sapeurs-pompiers et pour un
SNR=10 dB, i indice de poids de bit.
donne´e par l’e´quation (IV.11).
erd =
||X˜ − Xˆ||22
||Xˆ||22
(IV.11)
Les comparaisons entre les figures IV.16 et IV.17 et les figures IV.25 et IV.26 montrent
que l’effet de la quantification est le meˆme pour les signaux a` distribution uniforme que
pour les signaux d’alarme.
L’erreur de quantification introduite par l’algorithme du matching pursuit est plus
faible que celle introduite par la quantification propose´e au chapitre III. Cependant, l’er-
reur du de´codage (quantification apre`s transmission) de cette dernie`re est plus faible que
celle de l’algorithme du matching pursuit (NB : pour le de´codage binaire l’algorithme du
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Figure IV.23 – Capacite´s de correction ne´cessaire pour corriger les erreurs du bruit
introduites sur une trame de longueur n=31 du signal de sapeurs-pompiers.
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Figure IV.24 – Re´sidu du de´codage du Matching pursuit et du codage classique : dic-
tionnaire de codes BCH, expe´rience effectue´e sur un signal d’ambulance, pour un rapport
signal a` bruit de 30 dB.
matching pursuit est plus robuste que celui du de´codage du chapitre III).
La figure IV.27 repre´sente l’erreur relative globale de quantification donne´e par l’e´qua-
tion (IV.12) et le rapport signal signal a` bruit correspondant a` cette erreur. Cette figure
123
5 10 15 20 25 30 35 40
SNR 
0
0.5
1
1.5
2
2.5
3
3.5
er
re
ur
 re
lat
ive
 d
u 
co
da
ge
 MP BCH
 codage BCH
5 10 15 20 25 30 35 40
SNR 
-8
-6
-4
-2
0
2
4
6
8
10
SN
R 
co
da
ge
 MP BCH
 codage BCH
Figure IV.25 – SNR et erreur relative de quantification utilisant le codage de l’algo-
rithme du Matching pursuit modifie´ et du codage classique : dictionnaire de codes BCH,
expe´rience effectue´e sur un signal d’ambulance.
montre que l’erreur globale du de´codage par la quantification fonde´e sur le matching pur-
suit est plus faible que celle du de´codage par la quantification introduite au chapitre III.
erg =
||X˜ −X||22
||X||22
(IV.12)
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Figure IV.26 – SNR et erreur relative du de´codage par le Matching pursuit et du
de´codage par le de´codage correcteur d’erreur : dictionnaire de codes BCH. expe´rience
effectue´e sur un signal d’ambulance.
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Figure IV.27 – SNR global et erreur relative globale du de´codage par le Matching
pursuit et du de´codage par le de´codage correcteur d’erreur : dictionnaire de codes BCH.
expe´rience effectue´e sur un signal d’ambulance.
IV.6 Conclusion
Dans ce chapitre nous avons propose´ une ame´lioration de la me´thode de quantification
propose´e au chapitre III. L’algorithme du matching pursuit modifie´ pour la quantification
re´duit l’erreur de quantification tout en augmentant la capacite´ de correction des codeurs
correcteurs d’erreur. Cet algorithme a e´te´ utilise´ pour des dictionnaires de codes BCH,
des dictionnaires de turbo codes et des dictionnaires de codes convolutifs. Quel que soit
le type du codeur parmi les codeurs cite´s pre´ce´demment, cet algorithme assure une pro-
tection contre les erreurs de transmission plus grande que celle assure´e par le de´codage
classique correcteur d’erreur correspondant a` ces codeurs, pour un meˆme codeur, voir la
figure IV.10. Les re´sultats sur les codes convolutifs ont e´te´ ve´rifie´s, toutefois ces derniers
ne sont pas pre´sente´s dans la the`se.
L’artifice utilise´ au chapitre III pour le codage des bits de poids faible n’ayant pas e´te´
utilise´, les performances du de´codage s’ave`rent infe´rieures, mais le compromis erreur de
quantification / erreur du de´codage est globalement meilleur (voir la figure IV.27).
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Dans le chapitre qui suit nous proposons des me´thodes de de´tection et d’identification
des signaux fonde´es sur la quantification robuste propose´e dans ce chapitre.
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Chapitre V
De´tection et identification des
signaux
Dans cette partie nous exploitons les travaux sur la quantification propose´e au chapitre
pre´ce´dent afin de re´aliser la de´tection et l’identification des signaux audio. La de´tection et
l’identification seront re´alise´es dans le domaine fre´quentiel ou dans le domaine temporel,
selon le domaine dans lequel la quantification a e´te´ effectue´e.
Nous proposons deux me´thodes de de´tection et d’identification des signaux, la pre-
mie`re consiste a` quantifier le signal avant la transmission (voir la chaˆıne a` la figure V.1) et
la seconde consiste a` transmettre le signal non quantifie´ (voir la chaˆıne a` la figure V.2).
A` la re´ception le signal rec¸u est quantifie´ (de´code´) puis identifie´. L’identification et la
de´tection sont conjointes.
Dans ce chapitre, nous appliquons aussi aux signaux d’alarmes quantifie´s des voitures
prioritaires la me´thode de de´tection et d’identification des signaux d’alarmes propose´e
au chapitre II. Les signaux d’alarmes seront ainsi quantifie´s a` l’aide de la quantification
propose´e au chapitre IV, puis de´tecte´s a` l’aide de l’algorithme de de´tection des signaux
d’alarme propose´ a` la section II.1.4 du chapitre II.
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V.1 Mode`le de de´tection et identification des signaux
dans le domaine temporel
Dans cette partie, on effectue la de´tection et l’identification des signaux dans le do-
maine temporel. Le processus de de´tection et d’identification est fonde´ sur la quantification
dans le domaine temporel (codage temporel).
Deux situations sont envisage´es, la premie`re situation correspond a` une de´tection et
une identification dans le cas des signaux quantifie´s avant transmission et a` la re´ception.
La seconde situation correspond a` une de´tection et une identification des signaux trans-
mis sans quantification, mais quantifie´s apre`s transmission au niveau du re´cepteur, voir
les chaˆınes de transmission des figures V.1 et V.2, respectivement.
Les codeurs utilise´s pour ge´ne´rer les dictionnaires Di de la quantification sont des co-
deurs BCH de longueur n = 31 et de dimension ki = 6, 11, 16, 21, 0 ≤ i ≤ L − 1, L la
re´solution binaire des signaux.
Pour effectuer la de´tection et l’identification des signaux, on ne s’inte´resse pas a` re-
trouver le signal entie`rement, mais a` re´cupe´rer l’information contenue dans les bits de
poids fort, qui sera extraite via la quantification.
Supposons qu’on soit dans le cas de la chaˆıne de transmission indique´e a` la figure V.1.
On note :
— x le signal original.
— xˆ le signal quantifie´.
— xˆb le signal bruite´ par le canal de transmission.
— x˜ le signal de´code´ apre`s transmission.
Les signaux x, xˆb ,xˆ et x˜ sont lie´s par les relations suivantes :
1. xˆ = x+ eq
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Figure V.1 – Chaˆıne de transmission : cas des signaux quantifie´s avant transmission
(domaine temporel).
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Figure V.2 – Chaˆıne de transmission : cas des signaux transmis sans quantification
(domaine temporel).
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2. xˆb = xˆ+ eb
3. x˜ = xˆ+ ed
ou` eq, eb et ed sont respectivement les erreurs introduites par le bruit de quantification
(codage), le bruit du canal de transmission et la combinaison canal plus de´codage (quan-
tification au niveau du re´cepteur).
Le signal x˜ doit eˆtre le plus proche possible de xˆ.
Supposons maintenant qu’on soit dans le cas de la chaˆıne de transmission indique´e
a` la figure V.2, alors le point 2 indique´ ci-dessus change pour devenir :
2. xb = x+ eb = xˆ− eq + eb,
ou` xb est le signal x bruite´ par le canal de transmission. A` l’encontre de la situation
pre´ce´dente ou` on a juste eb a` corriger pour retrouver le signal x˜ le plus proche de xˆ,
pour cette situation il faut corriger les erreurs binaires introduites par l’erreur euclidienne
−eq + eb.
Comme il s’agit d’une transmission sans quantification, alors a` la re´ception pour re-
trouver le signal x˜ le plus proche de xˆ, on peut utiliser les dictionnaires de mots de code
ge´ne´re´s par les codeurs ayant la plus grande capacite´ de correction, sachant que ces dic-
tionnaires sont utilise´s pour ge´ne´rer xˆ. Il s’agit dans ce travail des codeurs BCH de la plus
petite dimension et/ou des turbo codes de rendement R = 1/3.
V.2 Mode`le de de´tection et identification des signaux
dans le domaine fre´quentiel
Les signaux sont quantifie´s dans le domaine fre´quentiel, soit a` l’e´mission et en re´cep-
tion (voir la figure V.3), soit en re´ception seulement (voir la figure V.4). La de´tection et
l’identification des signaux seront effectue´es dans le domaine fre´quentiel.
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La transforme´e temps-fre´quence utilise´e est la MDCT applique´e sur des feneˆtres re-
couvrantes de taille N = 2048 e´chantillons du signal. Pour limiter la complexite´, au lieu
d’utiliser la InTMDCT, un simple arrondi est effectue´ sur les coefficients de la MDCT afin
d’avoir des coefficients entiers repre´sentables en binaire suivant la de´composition indique´e
par le tableau III.1.
Les codeurs utilise´s pour ge´ne´rer les dictionnaires Di de la quantification sont iden-
tiques a` ceux de la partie pre´ce´dente.
Supposons qu’on soit dans la situation ou` les signaux sont quantifie´s avant transmis-
sion (voir la figure V.3).
On note :
— χ la MDCT du signal original x.
— χˆ la MDCT du signal quantifie´ xˆ.
— χˆb la MDCT du signal bruite´ xˆb.
— χ˜ la MDCT du signal de´code´ apre`s transmission x˜.
On a alors les relations suivantes entre les signaux χ, χˆb, χˆ et χ˜ :
1. χˆ = χ+ eq
2. χˆb = χˆ+ eb
3. χ˜ = χˆ+ ed
ou` eq, eb et ed sont respectivement les erreurs introduites par le bruit de quantification
(codage), le bruit du canal de transmission et la combinaison canal plus de´codage (quan-
tification au niveau du re´cepteur). Le signal χ˜ doit eˆtre le plus proche possible de χˆ.
Supposons maintenant qu’on soit dans le cas de la chaˆıne de transmission illustre´e a` la
figure V.4, alors la relation 2 de´finie pre´ce´demment change pour devenir :
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Figure V.3 – Chaˆıne de transmission : cas des signaux quantifie´s avant transmission (
domaine fre´quentiel).
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Figure V.4 – Chaˆıne de transmission : cas des signaux transmis sans quantification
(domaine fre´quentiel).
2. χˆb = χ+ eb = χˆ− eq + eb,
ou` χˆb est le signal χˆ bruite´ par le canal de transmission. Ainsi a` la re´ception, pour
retrouver le signal χ˜ le plus proche de χˆ, il faut corriger les erreurs binaires introduites par
l’erreur euclidienne −eq+eb de telle sorte que l’erreur du de´codage soit tre`s petite ou nulle.
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De meˆme que la me´thode temporelle, comme il s’agit d’une transmission sans quantifi-
cation, pour retrouver le signal χ˜ le plus proche de χˆ, le re´cepteur utilise des dictionnaires
de mots de code ge´ne´re´s par les codeurs ayant la plus grande capacite´ de correction, sa-
chant que ces dictionnaires sont utilise´s pour ge´ne´rer χˆ.
Ces deux me´thodes (de´tection des signaux transmis sans quantification et de´tection
des signaux quantifie´s avant transmission) pre´sentent des avantages et des inconve´nients.
Quand il s’agit d’un signal audio, il est conseille´ d’utiliser la chaˆıne de transmission in-
troduite a` la figure V.4, car si l’on utilise la chaˆıne introduite a` la figure V.3 pour les
signaux audio l’erreur de quantification (codage) peut eˆtre audible, de meˆme dans le cas
d’application a` l’identification des personnes, ou` il n’est pas possible d’intervenir sur les
signaux avant transmission, la chaˆıne de transmission sera par de´faut cette chaˆıne. En
utilisant cette chaˆıne dans le cas des signaux audio nous n’avons plus a` nous soucier de
l’audibilite´ de l’erreur de quantification, car les signaux sont transmis sans eˆtre modifie´s.
La me´thode de de´tection des signaux quantifie´s avant transmission (chaˆıne V.3) peut eˆtre
utilise´e pour tous les autres types de signaux.
V.3 Processus de de´tection et d’identification
Le processus de de´tection et d’identification est fonde´ sur un vecteur forme´ par les
mots de code qui se trouvent au niveau des poids de bit corrigibles du signal quantifie´,
dont la version de re´fe´rence est suppose´e connue du re´cepteur.
On a de´ja` vu que les erreurs introduites par le bruit de transmission deviennent cor-
rigibles a` partir d’un certain poids de bit. Ce poids de bit varie en fonction du rapport
signal a` bruit du canal de transmission, soit p ce poids. Le signal x est de´coupe´ en m
trames de longueur n. Chaque trame code´e xˆj = [sˆj1, sˆj2, .., sˆji, .., sˆjn] du signal est repre´-
sente´e en binaire sous forme d’une matrice binaire dont les lignes correspondent a` des
suites de mots de code, 0 ≤ j ≤ m−1 (voir le tableau V.1). La restriction de cette matrice
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aux bits de poids allant de p a` L− 1 est une matrice ((L− p)×n) dont les lignes sont les
suites de mots de code Cji, Cji ∈ Di, p ≤ i ≤ L− 1.
... sˆj1 sˆj2 . . . . . sˆjn ...
20 c01 c02 . . . . . c0n Cj0 ∈ D0
21 c11 c12 . . . . . c1n Cj1 ∈ D1
. . . . . . . . . .
. . . . . . . . . .
2p cp1 cp2 . . . . . cpn Cjp ∈ Dp
. . . . . . . . . .
2L−1 c(L−1)1 c(L−1)2 . . . . . c(L−1)n Cj(L−1) ∈ DL−1
signe XL1 XL2 . . . . . XLn XL
Table V.1 – Repre´sentation binaire d’une trame code´e d’un signal quantifie´
Soit Vj un vecteur dans A
n obtenu par combinaison line´aire des lignes de la matrice
forme´e par les L− p mots de code de la zone corrigible, Vj est donne´ par :
Vj =
L−1∑
i=p
2iCji. (V.1)
Ainsi sur l’ensemble des trames constituant le signal x nous obtenons un vecteur V
forme´ d’une succession de vecteurs Vj.
V = [V1...Vj...Vm].
Apre`s transmission du signal on re´cupe`re le signal de´code´ x˜, ensuite pour chaque trame
x˜j on calcule le vecteur V˜j, ou` V˜j est donne´ par :
V˜j =
L−1∑
i=p
2iC˜ji. (V.2)
Ensuite le vecteur V˜ est constitue´, V˜ est donne´ par :
V˜ = [V˜1...V˜j...V˜m].
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La pre´sence du nombre maximal de vecteurs Vj aux positions j dans le vecteur V˜
indique la pre´sence du signal x, ainsi la de´tection et l’identification sont effectue´es.
Nous proposons deux approches de de´tection et d’identification des signaux. La pre-
mie`re approche est pre´sente´e dans l’algorithme 3, ou` le signal bruite´ xb (ou xˆb pour les
signaux quantifie´s avant transmission) est quantifie´ au niveau du re´cepteur. Ensuite le
vecteur V˜ est re´cupe´re´. Si au long du vecteur V˜ le nombre de vecteurs Vj de´tecte´s aux
positions j dans V˜ est infe´rieur a` seuil, alors le signal est conside´re´ comme absent sinon
le signal est conside´re´ comme pre´sent.
La re`gle de de´cision peut s’e´crire :
Λ0 = {V˜j, V˜j = Vj, j = 1, ..,m− 1} : η0 = card Λ0 > seuil⇒ de´tection (V.3)
La re`gle de de´cision V.3 peut eˆtre relaxe´e en tole´rant une petite erreur au lieu de
l’e´galite´ stricte entre V˜j et Vj :
Λ = {V˜j, ||V˜j − Vj||1 ≤ ,  > 0} : η = card Λ > seuil⇒ de´tection (V.4)
Les valeurs optimales de  et seuil pour effectuer la de´tection et l’identification des
signaux seront de´termine´es a` partir des courbes COR.
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Algorithme 3 : Me´thode 1 de de´tection et d’identification
Entre´e : xb (ou xˆb) le signal bruite´, Di, p, V ,  et L.
1 De´coder le signal xb (ou xˆb)→ x˜;
2 Re´cupe´rer la repre´sentation binaire du signal de´code´ x˜;
3 η=0;
4 for j ← 1 to m do
5 V˜j =
∑L−1
i=p 2
iC˜ji;
6 if (||V˜j − Vj||1 ≤ ) then
7 η=η+1;
8 end
9 end
10 V˜ = [V˜1..V˜j...V˜m];
11 if (η < seuil ) then
12 Signal absent;
13 else
14 Signal pre´sent , l’identite´ est donne´e par le vecteur V ;
15 end
Sortie : Pre´sence ou absence du signal
Dans la premie`re approche (algorithme 3), la de´tection et l’identification sont fonde´es
sur le nombre η de vecteurs V˜j tel que ||V˜j − Vj||1 ≤ . Pour indiquer la pre´sence ou l’ab-
sence du signal cherche´, ce nombre est compare´ a` un seuil, si le nombre η est supe´rieur
ou e´gal au seuil alors le signal est conside´re´ comme pre´sent sinon le signal est conside´re´
comme absent.
Pour la seconde approche repre´sente´e par l’algorithme 4, une contrainte de succession
des V˜j a e´te´ ajoute´e. Posons W la concate´nation des η vecteurs Vj successifs et W˜ le
vecteur forme´ par la concate´nation des η vecteurs V˜j successifs, W˜ et W sont donne´s
par :
W = [V1...Vj...Vη ].
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et,
W˜ = [V˜1...V˜j...V˜η ].
Ainsi le signal est conjointement de´tecte´ et identifie´ si le nombre η de vecteur V˜j successifs
est supe´rieur ou e´gal a` seuil et W˜ et W ve´rifient :
||W˜ −W ||1 = 0.
Pour des raisons de simplicite´ et pour re´duire la complexite´ on se limite au nombre η =
seuil, car l’e´galite´ uniquement est suffisante pour de´tecter la pre´sence du signal. Pour
rendre la contrainte de de´tection et d’identification des signaux moins contraignante on
autorise une petite erreur infe´rieure a` un certain ,  ≥ 0. La pre´sence du signal est ainsi
indique´e si les ine´galite´s suivantes sont ve´rifie´es :
||W˜ −W ||1 ≤  et η = seuil
Algorithme 4 : Me´thode 2 de de´tection et d’identification
Entre´e : xb (ou xˆb) le signal bruite´, Di, p, V , 
′ et L, seuil.
1 De´coder le signal xb (ou xˆb) → x˜;
2 Re´cupe´rer la repre´sentation binaire du signal de´code´ x˜;
3 for j ← 1 to m do
4 V˜j =
∑L−1
i=p 2
iC˜ji;
5 end
6 W˜ = [V˜1..V˜j...V˜seuil];
7 if ||W˜ −W ||1 ≤  then
8 Signal pre´sent , l’identite´ est donne´e par le vecteur V ;
9 else
10 Signal absent;
11 end
Sortie : Pre´sence ou absence du signal
L’algorithme 3 pre´sente un retard de de´tection par rapport a` l’algorithme 4 ; ce dernier
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a uniquement besoin d’une partie du signal de longueur seuil du signal pour effectuer la
de´tection et l’identification, alors que le premier algorithme a besoin d’une grande partie
du signal pour effectuer la de´tection et l’identification.
La structure des dictionnaires utilise´s pour la quantification nous permet de remplacer
chaque vecteur Vj de longueur n par un vecteur d’indices Ij de longueur L−p. Ce vecteur
contient les indices des L− p mots de code permettant de constituer le vecteur Vj, ce qui
est plus e´conomique en me´moire.
Dans le cas d’utilisation de la contrainte d’e´galite´ entre les Vj et les V˜j, on n’aura pas
besoin de reconstruire les vecteurs Vj pour effectuer la de´tection et l’identification des
signaux. Les comparaisons seront effectue´es directement sur les vecteurs Ij et I˜j, ou` I˜j est
le vecteur d’indice des mots de code constituant le vecteur V˜j.
V.4 Application a` la de´tection et l’identification des
signaux d’alarme
Dans cette partie nous appliquons les algorithmes propose´s a` la de´tection et l’iden-
tification des signaux d’alarme des voitures prioritaires. Dans un premier temps l’e´tude
du comportement du bruit de trafic sur la repre´sentation binaire de ces signaux illustre´e
a` la section IV.5.2 du chapitre IV est exploite´e afin de de´terminer les parame`tres Vj et p
ne´cessaires a` la de´tection et l’identification de ces signaux.
Les probabilite´s d’erreur par poids de bit avant et apre`s de´codage sont exploite´es pour
de´terminer pour chaque rapport signal a` bruit la valeur du parame`tre p.
Prenons l’exemple d’un signal d’alarme de sapeurs-pompiers. Les courbes de proba-
bilite´s d’erreur apre`s de´codage repre´sente´es a` la figure IV.9 du chapitre IV montrent
qu’a` partir d’un certain poids de bit (bits de poids fort) les erreurs introduites par le
canal de transmission deviennent corrigibles. La valeur de ce poids de bit correspond au
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parame`tre p a` partir duquel la de´tection et l’identification des signaux sera effectue´e. Ce
poids de bit varie en fonction du rapport signal a` bruit du canal de transmission.
Toutefois, dans la suite, nous conside´rons diffe´rentes valeurs de p autour de celles don-
ne´es par ces courbes de probabilite´ d’erreur, et la valeur optimale de p sera de´terminee´
par les courbes COR.
Pour les signaux transmis sans quantification, le nombre L − p des poids de bit cor-
rigibles peut devenir plus faible ou plus grand que celui des signaux quantifie´s avant
transmission. Ceci provient du fait que l’erreur de quantification qui s’ajoute a` l’erreur
du bruit du canal de transmission peut augmenter ou diminuer l’amplitude de l’erreur
totale a` corriger, l’erreur −eq + eb, voir les sections V.1 et V.2. Ainsi dans ce cas le poids
de bit p a` partir duquel les erreurs deviennent corrigibles n’est plus le meˆme que celui
des signaux quantifie´s.
V.4.1 De´tection et identification des signaux d’alarme
L’e´tude du comportement du bruit de trafic sur les signaux d’alarmes illustre´e au cha-
pitre IV a permis de choisir les codeurs pour le cas spe´cifique des signaux d’alarme des
voitures prioritaires. Ces codeurs ont e´te´ utilise´s pour effectuer la quantification de ces
signaux et par la suite leur de´tection et identification.
Les algorithmes 3 et 4 ont e´te´ utilise´s pour la de´tection et l’identification d’un signal
d’alarme d’une voiture de sapeurs-pompiers de longueur ls = 10 s, e´chantillonne´ a` une
fre´quence Fs=44100 Hz. La re´solution binaire utilise´e pour repre´senter ces signaux en
binaire est L=14 bits. Le bruit du canal de transmission est un bruit de trafic normalise´
pour avoir des rapports signal a` bruit du canal variant entre −1 dB et 15 dB. Les quatre
chaˆınes de transmission des figures V.1 a` V.3 ont e´te´ conside´re´es.
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Les performances des algorithmes pour chaque chaˆıne de transmission seront analyse´es
via les courbes COR parame´tre´es par , en conside´rant plusieurs combinaisons (η, L− p),
ou L − p de´signe le nombre de niveaux de bits sur lequel sont effectue´es la de´tection
et l’identification des signaux, et η le nombre de vecteurs Vj utilise´ pour la de´tection et
l’identification. Ce nombre permettra de choisir le seuil optimal de la de´tection et l’identifi-
cation, ainsi seuil peut eˆtre pris comme tout nombre η offrant les meilleures performances
des algorithmes. En observant les expressions de V et V˜ donne´es par les e´quations (V.1)
et (V.2), on remarque que la norme ||V˜j − Vj||1 calcule´e au point 6 de l’algorithme 3 est
proportionnelle a` une puissance de 2, de meˆme la norme ||W˜ −W ||1 calcule´e au point 7
de l’algorithme 4 est proportionnelle a` une puissance de 2. Pour cette raison  a e´te´ pris
a` valeurs dans { 0 ; 2L−4 ; 2L−2 ; 2L ; 2L+2 ; 2L+4 }.
V.4.2 Analyse de la de´tection et de l’identification dans le do-
maine temporel : Signal quantifie´ avant transmission
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Figure V.5 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=-1 dB, signal quantifie´ avant transmission, domaine temporel.
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Figure V.6 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=5 dB, signal quantifie´ avant transmission, domaine temporel.
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FigureV.7 – Courbes COR parame´tre´es par , η = 2,pour plusieurs SNR, signal quantifie´
avant transmission, domaine temporel.
Les re´sultats de simulations repre´sente´s sur les figures V.5 a` V.8 montrent que les
algorithmes propose´s pour la de´tection et l’identification des signaux arrivent a` de´tecter
et identifier les signaux quantifie´s avant transmission dans le domaine temporel pour des
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FigureV.8 – Courbes COR parame´tre´es par , η = 4,pour plusieurs SNR, signal quantifie´
avant transmission, domaine temporel.
rapports signal a` bruit modeste (de l’ordre de 5 dB). Par contre pour un rapport signal
a` bruit de -1 dB, les re´sultats obtenus ne sont pas satisfaisants, voir la figure V.5. La
figure V.6 montre que pour un SNR=5 dB les meilleures performances de ces algorithmes
sont obtenues pour η=2,4,6 et L− p=2, 3, 4 bits pour l’algorithme 4, pour l’algorithme 3,
les meilleures performances sont obtenues pour η=4,16 et L− p=2,3 bits et pour η=2,16
et L− p=4 bits.
Pour les rapports signal a` bruit allant de 5 dB a` 10 dB, les figures V.8 et V.7
montrent que les meilleures performance de l’algorithme 4 sont obtenues pour η = 2, 4 et
L− p = 2 bits. Cependant pour l’algorithme 3 ces performances sont atteintes pour η = 2
et L− p = 4 bits et pour η = 4 et L− p = 3 bits.
V.4.3 Analyse de la de´tection et de l’identification dans le do-
maine fre´quentiel : signal quantifie´ avant transmission
Comme indique´ par les figures V.9 a` V.12 les algorithmes propose´s de´tectent et iden-
tifient les signaux (signaux transmis via la chaˆıne de transmission V.3) y compris pour
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Figure V.9 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=-1 dB, signal quantifie´ avant transmission, domaine fre´quentiel.
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Figure V.10 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=5 dB, signal quantifie´ avant transmission, domaine fre´quentiel.
des rapports signal a` bruit faibles. Pour un rapport signal a` bruit de -1 dB les meilleures
performances des algorithmes 3 et 4 sont atteintes pour un nombre de bits L − p=3, 4
quelle que soit la valeur de η.
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Figure V.11 – Courbes COR parame´tre´es par , η = 2,pour plusieurs SNR, signal
quantifie´ avant transmission, domaine fre´quentiel.
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Figure V.12 – Courbes COR parame´tre´es par , η = 4, pour plusieurs SNR, signal
quantifie´ avant transmission, domaine fre´quentiel.
En effectuant une comparaison entre les figures V.9 a` V.12 et les figures V.5 a` V.8
on remarque que ces algorithmes donnent des re´sultats meilleurs quand il s’agit d’une de´-
tection et d’une identification dans le domaine fre´quentiel que dans le domaine temporel.
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V.4.4 Analyse de la de´tection et de l’identification dans le do-
maine temporel : signal non quantifie´ avant transmission
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Figure V.13 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=5 dB, signal non quantifie´ avant transmission, domaine temporel.
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Figure V.14 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=10 dB, signal non quantifie´ avant transmission, domaine temporel.
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Figure V.15 – Courbes COR parame´tre´es par , η = 2, pour plusieurs SNR, signal non
quantifie´ avant transmission, domaine temporel.
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Figure V.16 – Courbes COR parame´tre´es par , η = 4, pour plusieurs SNR, signal non
quantifie´ avant transmission, domaine temporel.
Les simulations montrent a` partir des figures V.13 a` V.16 que les algorithmes propose´s
pour la de´tection et l’identification des signaux sont capables de de´tecter et d’identifier les
signaux non quantifie´s avant transmission (la chaˆıne de transmission illustre´e a` la figure
V.2) et pour des rapports signal a` bruit faibles de l’ordre de 5 dB et plus. Cependant,
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pour un rapport signal a` bruit de -1 dB, les performances de ces algorithmes se de´gradent.
Ces algorithmes sont capables de de´tecter et d’identifier un signal a` partir d’une petite
portion de ce signal : η=4 et η=2, voir les figures V.15 et V.16.
Pour un rapport de 5 dB les meilleures performances de l’algorithme 3 sont obtenues
pour η=16 et L−p=3,4 bits. Pour l’algorithme 4 les meilleures performances sont obtenues
pour η=2, 4 et L − p=3,4 bits, voir la figure V.13. Cependant pour des rapports signal
a` bruit de 10 dB et 15 dB les meilleures performances de ces algorithmes sont obtenues
pour η=4 et L − p=3 bits. Pour η = 2, les meilleures performances de l’algorithme 3
sont obtenues pour L − p=4 bits, cependant celles de l’algorithme 4 sont obtenues pour
L− p=3,4 bits, voir les figures V.15 et V.16.
En comparant les figures V.13 a` V.16 et les figures V.5 a` V.8 on remarque que la de´-
tection et l’identification des signaux non quantifie´s est moins efficace que celle des signaux
quantifie´s. En effet, ceci de´coule de la proprie´te´ de protection contre le bruit qu’apporte
la quantification aux signaux. Pour les signaux non quantifie´s, le bruit de transmission
introduit une distorsion sur ces derniers qui rend la de´tection et l’identification de ces
signaux moins performante que celle des signaux quantifie´s avant transmission, voir les
sections V.2 et V.1.
V.4.5 Analyse de la de´tection et de l’identification dans le do-
maine fre´quentiel : signal non quantifie´ avant transmission
Les re´sultats des simulations repre´sente´s par les figures V.17 a` V.20 (simulations ef-
fectue´es dans le cas de la chaˆıne de transmission illustre´e a` la figure V.4) montrent que
les algorithmes propose´s pour la de´tection et l’identification des signaux sont capables de
de´tecter et d’identifier des signaux non quantifie´s avant transmission pour des rapports
signal a` bruit de l’ordre de 5 dB ou plus. Toutefois, les performances de ces algorithmes
se de´gradent quand il s’agit des rapports signal a` bruit de l’ordre de -1 dB. Ces al-
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Figure V.17 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=5 dB, signal non quantifie´ avant transmission, domaine fre´quentiel.
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Figure V.18 – Courbes COR parame´tre´es par , pour plusieurs valeurs de η, pour un
SNR=10 dB, signal non quantifie´ avant transmission, domaine fre´quentiel.
gorithmes sont capables d’effectuer une de´tection et une identification d’un signal non
quantifie´ a` partir d’une petite portion de ce signal, voir les figures V.19 a` V.20(η=2 et
η=4).
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Figure V.19 – Courbes COR parame´tre´es par , η = 2, pour plusieurs valeurs du SNR,
signal non quantifie´ avant transmission, domaine fre´quentiel.
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Figure V.20 – Courbes COR parame´tre´es par , η = 4, pour plusieurs valeurs du SNR,
signal non quantifie´ avant transmission, domaine fre´quentiel.
Les figures V.19 a` V.20 montrent que pour des rapports signal a` bruit de 5 dB, 10 dB
et 15 dB, les meilleures performances de ces algorithmes sont obtenues pour η = 2, 4 et
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L−p=3, 4 bits. Toutefois, pour ces rapports signal a` bruit les performances de l’algorithme
3 sont meilleures que celles de l’algorithme 4.
En effectuant des comparaisons entre les figures V.17 a` V.20 et les figures V.13 a` V.16
on remarque que les algorithmes de de´tection et d’identification applique´s aux signaux non
quantifie´s donnent un meilleur re´sultat dans le domaine fre´quentiel que dans le domaine
temporel pour une de´tection et une identification effectue´es sur L− p=3 bits ou L− p=4
bits. Par contre pour une de´tection et une identification des signaux effectue´es sur un
nombre de bits L− p = 2 bits, ces algorithmes ont de mauvaises performances.
V.4.6 Analyse de la de´tection et de l’identification des signaux :
comparaison avec la me´thode de corre´lation
La me´thode de corre´lation calcule la fonction de corre´lation donne´e par l’e´quation
(V.5) entre les signaux stocke´s et l’information Vb du signal rec¸u.
ϕ(k) =
∑N+k−1
n=k Vb(n)V (n− k)√∑N+k−1
n=k Vb(n)
2
∑N−1
n=0 V (n)
2
, (V.5)
ou` N de´signe la longueur du vecteur V d’information stocke´ et k un retard. Le vec-
teur Vb est la combinaison des L − p vecteurs binaires de poids fort du signal rec¸u. Ce
vecteur Vb correspond au vecteur V bruite´ en pre´sence du signal a` chercher et au bruit
de transmission en absence du signal.
Un signal est de´tecte´ par la corre´lation si pour un retard k, la valeur de la fonction
ϕ(k) est au dessus d’un certain seuil. Dans ces expe´riences le seuil sd de de´tection de la
corre´lation est a` valeurs dans {0.1 ; 0.2 ; 0.3 ; 0.4 ; 0.5 ; 0.6 ; 0.7 ; 0.8}. Ainsi des courbes
COR parame´tre´es par ce seuil ont e´te´ calcule´es pour effectuer des comparaisons entre
cette me´thode et les algorithmes de de´tection et d’identification des signaux propose´s
dans ce chapitre. Ces comparaisons sont effectue´es dans le cas des signaux quantifie´s
avant transmission.
Pour une de´tection et une identification des signaux dans le domaine fre´quentiel sur un
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Figure V.21 – Courbes COR parame´tre´es par  pour les algorithmes propose´s et par
sd pour la corre´lation, pour un SNR=−1 dB, η = 2, signal quantifie´ avant transmission,
domaine fre´quentiel.
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Figure V.22 – Courbes COR parame´tre´es par  pour les algorithmes propose´s et par
sd pour la corre´lation, pour un SNR=−1 dB, η = 4, signal quantifie´ avant transmission,
domaine fre´quentiel.
nombre de bits L−p= 3, 4 bits, les figures V.21 et V.22 montrent que les performances des
algorithmes propose´s sont meilleures que celles de la me´thode de corre´lation. Par contre
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Figure V.23 – Courbes COR parame´tre´es par  pour les algorithmes propose´s et par
sd pour la corre´lation, pour un SNR=5 dB, η = 2, signal quantifie´ avant transmission,
domaine temporel.
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
 L-p = 2  algo3
 MPQ eta= 4
 cor eta= 4
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
 L-p = 2  algo4
 MPQ eta= 4
 cor eta= 4
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
 L-p = 3  algo3
 MPQ eta= 4
 cor eta= 4
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
 L-p = 3  algo4
 MPQ eta= 4
 cor eta= 4
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
 L-p = 4  algo3
 MPQ eta= 4
 cor eta= 4
0 0.2 0.4 0.6 0.8 1
Fausse détection
0
0.5
1
Dé
te
cti
on
L-p = 4  algo4
 MPQ eta= 4
 cor eta= 4
Figure V.24 – Courbes COR parame´tre´es par  pour les algorithmes propose´s et par
sd pour la corre´lation, pour un SNR=5 dB, η = 4, signal quantifie´ avant transmission,
domaine temporel.
pour une de´tection et une identification e´tablies sur un nombre de bits e´gal a` L− p= 2,
la me´thode de corre´lation devient plus performante.
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Cependant, pour une de´tection et une identification des signaux dans le domaine tem-
porel sur un nombre de bits L − p=3, 4 bits, les figures V.23 et V.24 montrent que la
me´thode de corre´lation assure des performances meilleures que celles des algorithmes pro-
pose´s.
Toutefois, l’algorithme 3 pre´sente des performances e´quivalentes a` celles de la me´thode
de corre´lation pour une de´tection et une identification effectue´es sur un nombre de bits
L− p=3 bits et η = 2, voir la figure V.23.
V.5 De´tection et identification des signaux d’alarme
quantifie´s par recherche de signature
Dans cette partie l’algorithme de de´tection des signaux d’alarme propose´ a` la section
II.1.4 du chapitre II a e´te´ applique´ aux signaux d’alarme quantifie´s. Les chaˆınes de trans-
mission V.1 et V.2 ont e´te´ simule´es dans le cas ou` le bruit de transmission est un bruit de
trafic normalise´ en amplitude pour avoir des rapports signal a` bruit de 5 dB et 10 dB.
Les chaˆınes de transmission V.4 et V.3 ou` la quantification est effectue´e dans le domaine
fre´quentiel ne sont pas utilise´es, car on a vu a` la section III.3.3 du chapitre III que la
signature des signaux d’alarme quantifie´s dans le domaine fre´quentiel est noye´e dans le
bruit de quantification (non de´tectable car camoufle´e par le bruit de quantification fre´-
quentielle meˆme si celui-ci a e´te´ re´duit par la quantification propose´e au chapitre II), voir
la figure III.12. Des expe´riences ont e´te´ effectue´es sur des signaux d’alarme transmis via
les chaˆınes de transmission cite´es ci-dessus, ou` l’algorithme 1 a e´te´ utilise´ pour de´tecter la
signature fre´quentielle de ces signaux. Des courbes COR ont e´te´ calcule´es pour mesurer
les performances de cet algorithme applique´ aux signaux quantifie´s.
Chacune de ces courbes est parame´tre´e par  (  : ve´rifiant ||
f
∈ {0.05; 0.08; 0.1; 0.2; 0.25}
avec f fre´quence fondamentale de l’alarme) pour un µ fixe´ (pour plus de de´tail sur µ et ,
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voir chapitre II). La figure V.25 repre´sente des courbes COR correspondant a` la de´tection
du signal d’alarme non quantifie´.
La figure V.26 repre´sente les courbes COR dans le cas d’un signal d’alarme de sapeurs-
pompiers quantifie´ avant et apre`s transmission pour une de´tection fonde´e sur la recherche
de la signature fre´quentielle de l’alarme (cas de la chaˆıne V.1). La figure V.27 repre´sente
des courbes COR correspondant a` la de´tection du signal d’alarme de sapeurs-pompiers
quantifie´ apre`s transmission (cas de la chaˆıne V.2).
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Figure V.25 – Courbes COR parame´tre´es par , signal d’alarme de sapeurs-pompiers
non quantifie´.
Comme le montre la comparaison entre les figures V.25 ,V.27 et V.26, la quantification
dans le cas des deux chaˆınes de transmission V.1 et V.2 ame´liore aussi les performances de
l’algorithme de de´tection propose´ au chapitre II pour une de´tection fonde´e sur la recherche
de la signature fre´quentielle de l’alarme, voir la figure V.28 pour une comparaison dans le
cas spe´cifique ou` µ = 3.
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Figure V.26 – Courbes COR parame´tre´es par , signal d’alarme de sapeurs-pompiers
quantifie´ avant et apre`s transmission (chaˆıne V.1).
V.6 Conclusion
L’avantage des algorithmes 3 et 4 propose´s dans ce chapitre est d’e´viter de reconstruire
entie`rement le signal quantifie´ pour pouvoir identifier ces signaux. En effet, ces algorithmes
sont capables d’effectuer la de´tection et l’identification des signaux sur des vecteurs V ,
repre´sente´s sur un nombre limite´ de bits L−p bits (2 a` 4 bits), pour une de´tection et une
identification des signaux dans le domaine temporel et fre´quentiel, et pour des signaux
quantifie´s ou pas avant transmission. Les algorithmes propose´s dans ce chapitre effectuent
une de´tection et une identification conjointes.
Ces algorithmes 3 et 4 ne sont pas spe´cifiques aux signaux d’alarmes mais peuvent
eˆtre utilise´s pour la de´tection et l’identification de n’importe quel type de signal.
L’algorithme 1 de de´tection des signaux propose´s au chapitre II pre´sente des meilleurs
re´sultats quand il est applique´ aux signaux d’alarmes quantifie´s (signaux quantifie´s avant
et apre`s transmission ou signaux quantifie´s uniquement apre`s transmission) que quand il
est applique´ aux signaux non quantifie´s.
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Figure V.27 – Courbes COR parame´tre´es par , signal d’alarme de sapeurs-pompiers
quantifie´ apre`s transmission (chaˆıne V.2).
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Figure V.28 – Courbes COR parame´tre´es par , signal d’alarme de sapeurs-pompiers,
µ=3.
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Conclusion
Nous avons propose´ au chapitre II un algorithme de de´tection des signaux d’alarmes
fonde´ sur la recherche de la signature temporelle et fre´quentielle caracte´rise´e par les du-
re´es des deux tonales et les fre´quences fondamentales correspondantes. Cet algorithme
donne des re´sultats satisfaisants dans le cadre de la de´tection de la pre´sence d’un signal
d’alarme. Par contre celui-ci n’est pas adapte´ pour l’identification : l’identification comme
la de´tection sont fonde´es sur les parame`tres temps-fre´quence de l’alarme, or ces parame`tres
peuvent eˆtre proches les uns des autres ce qui peut facilement entraˆıner des erreurs sur
l’identification.
Ensuite au chapitre III nous avons propose´ une me´thode de quantification fonde´e
sur le codage correcteur d’erreurs permettant de rendre les signaux robustes au bruit de
transmission. Toutefois, une telle protection se paye en termes d’erreur de quantification.
Afin de re´duire l’erreur de quantification, nous avons propose´ au chapitre IV une
quantification correctrice d’erreur fonde´e sur le principe du matching pursuit utilisant des
dictionnaires de mots de codes ge´ne´re´s par des codes correcteurs d’erreurs. Contrairement
a` la quantification propose´e au chapitre III, cette quantification utilise la distance eu-
clidienne comme me´trique pour effectuer le codage au lieu de la distance de Hamming
utilise´e dans le chapitre III.
Cette dernie`re quantification conduit a` une erreur de quantification plus faible que
la pre´ce´dente. En plus de cela cette quantification peut jouer le roˆle d’un algorithme de
de´codage robuste quand elle est utilise´e au niveau du re´cepteur. Il a e´te´ montre´ (par des
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simulations) dans le chapitre IV que cette quantification posse`de de meilleures perfor-
mances que celles des me´thodes classiques de de´codage des codeurs utilise´s pour ge´ne´rer
les dictionnaires de mots de code (codes BCH, codes convolutifs et turbo codes). Toutefois,
la complexite´ de cet algorithme peut eˆtre plus grande que celle des de´codeurs classiques
a` cause de la recherche dans de dictionnaire des mots de codes minimisant la me´trique
(distance euclidienne) du de´codage effectue´ par cette quantification.
Applique´e aux signaux d’alarme, cette quantification ame´liore les performances de l’al-
gorithme de de´tection des signaux d’alarme introduit au chapitre II.
En exploitant les proprie´te´s donne´es aux signaux par la quantification (protection et
la forme spe´cifique), nous avons propose´ au chapitre V deux algorithmes de de´tection et
d’identification des signaux fonde´es sur cette quantification. Ces algorithmes sont capables
de de´tecter et d’identifier dans les deux domaines temporel et fre´quentiel des signaux quan-
tifie´s avant transmission et des signaux non quantifie´s avant transmission. Pour effectuer
la de´tection et l’identification d’un signal, ces algorithmes ont besoin uniquement d’une
petite portion du signal. En effet, ces algorithmes sont capables de de´tecter et d’identifier
un signal sur une petite feneˆtre temporelle du signal et une repre´sentation sur un nombre
de bits limite´ (3, 4 bits). Les performances de ces algorithmes de´passent celles de la me´-
thode de corre´lation, pour une de´tection et une identification effectue´es dans le domaine
fre´quentiel avec une repre´sentation sur un nombre de bits limite´ a` 3, 4.
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 Représentation de signaux robuste aux bruits - Application à la détection et l'identification des signaux 
d'alarme 
Ces travaux ont pour application la détection l'identification des signaux audio et particulièrement les signaux 
d'alarmes de voitures prioritaires. Dans un premier temps, nous proposons une méthode de détection des signaux 
d'alarme dans un environnement bruité, fondée sur des techniques d'analyse temps-fréquence des signaux. Cette 
méthode permet de détecter et d'identifier des signaux d'alarmes noyés dans du bruit, y compris pour des rapports 
signal à bruit négatifs. Puis nous proposons une quantification des signaux robuste aux bruits de transmission. Il s'agit 
de remplacer chaque niveau de bit d'un vecteur d'échantillons temporels ou fréquentiels par un mot binaire de même 
longueur fourni par un codeur correcteur d'erreur. Dans une première approche, chaque niveau de bits est quantifié 
indépendamment des autres selon le critère de minimisation de la distance de Hamming. Dans une seconde approche, 
pour réduire l'erreur de quantification à robustesse égale, les différents niveaux de bits sont quantifiés successivement 
selon un algorithme de type matching pursuit. Cette quantification donne aux signaux une forme spécifique 
permettant par la suite de les reconnaitre facilement parmi d'autres signaux. Nous proposons donc enfin deux 
méthodes de détection et d'identification des signaux fondées sur la quantification robuste, opérant dans le domaine 
temporel ou dans le domaine fréquentiel, par minimisation de la distance entre les signaux reçus restreints à leurs bits 
de poids fort et les signaux de référence. Ces méthodes permettent de détecter et d'identifier les signaux dans des 
environnements à rapport signal à bruit très faible et ceci grâce à la quantification. Par ailleurs, la première méthode, 
fondée sur la signature temps-fréquence, s'avère plus performante avec les signaux quantifiés. 
Mots-clés : signaux audio, alarmes, détection, identification, quantification robuste, analyse temps-fréquence, 
quantification vectorielle, codage de canal, matching pursuit. 
Signals representation robust to noise - Application to the detection and identification of alarm signals 
This work targets the detection and identification of audio signals and in particular alarm signals from priority cars. 
First, we propose a method for detecting alarm signals in a noisy environment, based on time-frequency signal 
analysis. This method makes it possible to detect and identify alarm signals embedded in noise, even with negative 
signal-to-noise ratios. Then we propose a signal quantization robust against transmission noise. This involves replacing 
each bit level of a vector of time or frequency samples with a binary word of the same length provided by an error-
correcting encoder. In a first approach, each bit level is quantized independently of the others according to the 
Hamming distance minimization criterion. In a second approach, to reduce the quantization error at equal robustness, 
the different bit levels are quantized successively by a matching pursuit algorithm. This quantization gives the signals 
a specific shape that allows them to be easily recognized among other signals. Finally, we propose two methods for 
detecting and identifying signals based on robust quantization, operating in the time domain or in the frequency 
domain, by minimizing the distance between the received signals restricted to their high-weight bits and the reference 
signals. These methods make it possible to detect and identify signals in environments with very low signal-to-noise 
ratios, thanks to quantization. In addition, the first method, based on the time-frequency signature, is more efficient 
with quantized signals. 
Key-word :  audio signals, alarm, detection, identification, robust quantization, time-frequency analysis, vectorial 
quantization, channel coding, matching pursuit. 
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