A quadrature-rule type approximation of the quasi-continuum method for atomistic mechanics is presented. Simple analysis and computational experiments are presented that illustrate that the new method has, for the same accuracy, lower complexity compared to not only the quasicontinuum method, but also to cluster-type approximations of that method. A discussion about some implementation issues connected to the new method is also provided.
2. QC method.
Molecular statics.
We start with a brief review of the molecular statics model and notations used in the following sections. Let N denote the number of particles in a crystal and 1 N = {1, . . . , N} denote the set of particle labels. In the reference configuration, these N particles occupy a subset of a simple d-dimensional (d = 1, 2, or 3) Bravais lattice. For α ∈ N , let X α , x α ∈ R d represent the (distinct) positions of the particle α in the reference and in a deformed configuration, respectively. We denote by Φ a the potential energy of a configuration of particles due to the interaction between particles, and assume that Φ a is a function of the positions of all particles, i.e., Φ a = Φ a ({x α } α∈N ). In addition, the particles are subject to an external force field which we assume to be conservative and therefore derivable from an external potential function Φ e ({x α } α∈N ). Then, the total potential energy Φ is given by (2.1) Φ({x α } α∈N ) = Φ a + Φ e .
We allow for the positions of some of the particles to be specified so that if N f ⊂ N denotes the index set of the particles whose positions are specified, then (2.2) x α = q α for α ∈ N f for given position vectors q α , α ∈ N f . Let N a = N \N f so that N a is the set of indices of the remaining particles, i.e., those particles whose positions are not specified. Stable equilibrium positions of those particles are determined by minimizing the total energy, 2 subject to (2.2), i.e., by solving the problem T t=1 denote a triangulation (into simplices) having the representative particles serving as vertices. Note that this triangulation is constructed using the particle positions in the reference configuration. We let T h,j = {Δ t | X j ∈ Δ t } denote the set of simplices which have the point X j as a vertex. Let {ψ h j (X)} j∈ Nr denote a basis for the space of continuous, piecewise linear polynomials corresponding to the triangulation T h . In particular, we choose this basis so that
In this case, we have that ψ h j (X) = 0 if X ∈ Δ t but Δ t ∈ T h,j so that the support of the basis function ψ h j (X) is limited to those simplices having X j as a vertex, i.e., to T h,j .
Based on the Cauchy-Born hypothesis, we assume that the position x α , α ∈ N a , of the particles which are not fixed by (2.2) can be approximately determined from the (approximate) positions of the representative particles through interpolation, i.e., we have that to the total potential energy. Note that because of (2.5), Φ h is indeed a function of only the (approximate) positions {x h j } j∈ Nr of the representative particles. Thus, the only degrees of freedom appearing in Φ h are the approximate positions of the representative particles whose positions are not determined by (2.2) . These degrees of freedom are determined by solving the problem (2.7) min x h j , j∈Nr Φ h {x h i } i∈ Nr subject to (2.2) or, equivalently,
where
We see that, after substituting the constraints imposed by (2.2) and (2.5), (2.8) is a system of dN r equations in the dN r unknowns x h j , j ∈ N r . In practice, we want to have that N r N a so that the QC system (2.8) is much smaller than the exact molecular statics system (2.4).
i.e., N j denotes the set of indices of the particles that, on the one hand, are located (in the reference configuration) within the support of the basis function ψ h j (·) and, on the other hand, do not have their positions fixed by (2.2). Then, since
we have that (2.8) reduces to
Even though (2.9) is a system of only dN r equations in a like number of unknowns, the work involved in determining its solution still depends on N , the total number of particles. There are two causes that contribute to this work count:
1. The jth equation in (2.9) involves a sum over the particles located in the support of the basis function ψ h j (X). Collectively, the number of summands that have to be evaluated in the system (2.9) is of the order O(N ). 2. Each summand itself is a function of N variables so that the evaluation of each summand requires work that depends on N . 4 Note that we substituted the QC assumption (2.5) into the potential energy function to obtain (2.6) before we minimized the approximate potential energy in (2.7). We could have instead substituted (2.5) into (2.4), i.e., after the minimization of the exact potential energy in (2.3). Of course, the latter approach would lead to an overdetermined system of dNa equations in dNr unknowns. One would then be tempted to discard those equations corresponding to the particles whose positions are determined by the constraint (2.5), thus obtaining the system of dNr equations in dNr unknowns
This set of equations does not properly account for the energy of the configuration; clearly, this system is different from the system (2.8).
Of course, we would like to further process the system (2.9) so as to obtain a system that can be solved in work depending on N r but not on N .
On the other hand, even if the approximate positions {x h j } j∈Nr of the representative particles are known, the evaluation of the corresponding approximate energy
, since it is a function of the positions of all particles.
2.3.
Pairwise potentials and the corresponding forces. We assume that the potential energy Φ a due to the interaction between particles is given as a sum of pairwise interaction potentials and that each of them depends only on the position of the corresponding pair of particles, i.e.,
denotes the potential energy due to the interaction between particle α ∈ N and particle β ∈ N so that
If we denote the force acting on particle α due to the interaction with particle β by
we then have
We also assume that the potential energy Φ e due to externally applied forces can be expressed as a sum of the potential energies of the forces acting on each particle and that the latter depends only on the position of the corresponding particle, i.e., we assume that
where Φ e α (x α ) denotes the potential energy on particle α ∈ N due to the external forces. We then have
with f e α (x α ) denoting the external force acting on particle α ∈ N . Combining (2.9), (2.11), and (2.13) results in the force equilibrium equations (2.14)
It is now even more clear that the work involved in assembling the problem (2.9) depends on N . In (2.14), the inside summation over β ∈ N involves a summation over N − 1 particles. Moreover, for each j ∈ N r , the summations over α ∈ N j involve summations over all the particles in the support of the basis function ψ h j (·) so that, collectively, the work involved depends on j∈Nr N j , which is of the order of N .
Also note that, combining (2.6), (2.10), and (2.12), we have that the total potential energy is approximated by
It is now also clear that the work involved in evaluating the approximate potential energy depends on N because of the sums with respect to both α and β.
Short-range interactions.
The interactions between particles are usually short-ranged, i.e., the magnitude of pairwise interaction potential decreases very fast when the distance between two particles becomes large. Thus, one common way to improve computational efficiency is to truncate the interatomic potential by assuming that the particle only interacts with its nearby particles and setting the interaction potential to be zero whenever the distance between two particles is larger than a cut-off radius r c , i.e., for all α, β ∈ N ,
In practice, to ensure both appropriate accuracy and computational efficiency, the cut-off radius r c is chosen as, for a given prescribed tolerance > 0,
It is then safe to set Φ a α,β (x α , x β ) = 0 outside of the cut-off region; see (2.16 ). In addition, it was suggested in [4] that a simple truncation may lead to a small discontinuity of energy at r = r c . To avoid it, a simple "smoothing" term can be added to the potential so that both the interacting energy and its derivative, i.e., the interacting force, become zero at r = r c [4] .
Let
denote the index set of the particles interacting with the particle α. Then, in the short-range interaction case, the approximate energy (2.15) reduces to
where 18) and the force equilibrium equations (2.14) become
Now in both (2.18) and (2.19), the inside summation over β ∈ N b(α) involves a summation over the particles located inside of a small ball with center at the particle α but no longer over all particles. Usually, for any α ∈ N , the number N b(α) N and is independent of the total number of particles N . Consequently, the complexity in evaluating the total energy (2.18) and in solving equilibrium configuration (2.19) reduces to O(N N b ) with N b the maximum number of particles in a ball, i.e.,
QC-QR type approximations.
It is easy to see from (2.18) and (2.19) that, even in the short-range interaction case, the application of the QC method cannot eliminate the dependence on the total number of particles N . This is caused by the outer summations which collectively or directly involve the calculation over all particles. To mitigate the causes for having work depending on N , in this section we approximate these summations by using "quadrature" rules.
Quadrature rules.
There are two types of outer summations appearing in (2.18) and (2.19) that make the calculation depend on the total number of particles N . They have the following forms:
where g(X) is an appropriate function depending only on the position X. To apply the quadrature rules, we first break up the sums in (3.1) into those over all representative particles X j (j ∈ N r ) and over all simplices Δ t (t = 1, . . . , T ). For each simplex Δ t , we denote by
the index set of the particles located inside Δ t . As mentioned in section 2, all particles specified through (2.2) are to be among the representative particles, so we conclude that the particles whose indices belong to N t are not specified. If a particle is on the boundary between simplices but is not a representative particle, i.e., it is not located at a vertex, it can be arbitrarily assigned to one of the simplices. Also, let
i.e., T j denotes the index set of the simplices located inside of the support of the basis function ψ h j (·). Then, the two sums in (3.1) may be expressed in the form
respectively.
We now focus on the inside summations in (3.2), i.e., the sums over individual simplices. Our aim is to approximate the sum over all particles in a simplex by a (weighted) sum over fewer particles. To this end, for any simplex Δ t (t = 1, . . . , T ), we define the index set
i.e., in the latter case, N t,q consists of the indices of q particles chosen from among the particles in the simplex Δ t , where q depends on the "quadrature" rule we apply. Then, the sum over all particles in the simplex Δ t can be approximated by a weighted sum over the subset of particles whose indices belong to N t,q , i.e.,
where X β denotes the "quadrature" particles we choose in the simplex Δ t and ω t,β denotes the corresponding "quadrature" weights. The guidelines for selecting these particles and weights are addressed in section 3.2. Consequently, applying (3.4) to the sums in (3.2), we obtain
It is easy to see that the complexity in computing sums (3.5) and (3.6) depends on the number of representative particles, the construction of the triangulation, and the quadrature rules employed, but it is independent of the total number of particles N .
Quadrature particles and weights.
As defined in (3.3) , if the number of particles in the simplex Δ t is less than or equal to q, then all of them are used in the summation (3.4), i.e., N t,q = N t . Thus, in this case, the sum (3.4) is exact for any function g(·), and the weight ω t,β ≡ 1 for β ∈ N t,q .
On the other hand, if the number of particles is larger than q, then only q of them are selected to be "quadrature" particles and used in (3.4). The basic requirement for selecting the quadrature points X β (β ∈ N t,q ) is that they are not coplanar, i.e., they do not lie on a (d − 1)-dimensional plane. The noncoplanarity of these points is necessary for this system to be invertible. In addition, it is beneficial to choose these points so that the system is well conditioned. Since the triangulation T h is effected in the reference configuration of particles, it should be easy to choose points that satisfy this requirement. In practice, we can choose those particles nearest to some set of standard quadrature points for the simplex Δ t . In fact, if we were approximating integrals instead of sums, we would choose exactly those quadrature points in the simplex Δ t , but since we are approximating sums, we have no assurance that there are "quadrature" particles available at standard quadrature points for the simplex Δ t .
On each simplex Δ t (t = 1, . . . , T ), the weights ω t,β should be chosen to ensure that the approximation (3.4) is exact for a class of functions g(·) [22] , i.e., by solving the system of q equations
in the q unknowns ω t,β . The weights ω t,β are not necessarily integers and may be regarded as the number of particles represented by the "quadrature" particles X β .
For example, in the reference configuration, we consider a 1D particle chain uniformly distributed on a straight line. In this case, the simplex Δ t ∈ T h is the interval between two representative particles, i.e., Δ t = (X j , X j+1 ), with X j+1 > X j and t = j = 1, . . . , N r − 1. On each simplex, we use at most two quadrature particles, i.e., we set q = 2 in (3.3). If a simplex Δ t has more than two particles, the quadrature particles can be chosen as
where L = X j+1 − X j defines the size of the simplex, i.e., we choose two quadrature particles nearest to the 1/3 and 2/3 locations along the 1D simplex. Then, the weights can be calculated by requiring that (3.4) is exact for linear polynomials g(·) so that we have the linear system
for the two weights ω t,1 and ω t,2 .
In fine regions of the triangulation T h , the sums on the right-hand side of (3.7) may be computed explicitly. By contrast, in coarse regions where the mesh approaches the continuum limit, this explicit calculation becomes impractical. However, in such regions the sum reduces to an integral, and the corresponding weights are those of conventional Lobatto quadrature [11, 13] . In this limit, each simplex Δ t ∈ T h simply contributes (N/V )|Δ t |/q particles to each of itsuadrature points, where |Δ t | and V are the volumes of the simplex and the crystal in the reference configuration, respectively. Then N/V is the atom density of the crystal.
Note that the selection of the quadrature particles and the computation of their weights are done in the reference configuration so that they are independent of the actual positions of the particles. Thus, the same weights ω t,β and "quadrature" particles X β can be used throughout an iterative process that determines the solution of (2.19).
Error analysis for a monoatomic chain.
In this subsection, we analyze the accuracy of the QC-QR method for a simple 1D monoatomic chain used in [13] and compare it with the QC-CS method. The index set is defined by N ≡ Z. In the reference configuration, we choose the distance between two neighboring particles to be h = 1 so that the position of particles can be defined as X α = α for α ∈ Z. For simplicity, a uniform triangulation of size L > 0 is used. The coordinates of the representative particles are X j = jL for j ∈ N r = Z, and the simplex can be defined as Δ j = (X j , X j+1 ); see Figure 3 .1.
To obtain the summation error in the leading order, the sum of a quadratic polynomial supported only on two adjacent simplices in the reduced chain is considered, i.e.,
o t h e r w i s e . It is easy to obtain the exact sum of g(X) over all sites of the chain, i.e.,
In the QC-QR method, we use two quadrature particles on each simplex. The quadrature particles and their weights can be computed by using (3.8) and (3.9). For example, on the simplex Δ t = (0, L), we choose two points as
Here we assume that these two points are exactly on the lattice sites, i.e., there exist particles on the two points. Then, from (3.9) and (3.12), we obtain the weights ω t,1 = ω t,2 = (L − 1)/2, i.e., each quadrature particle represents (L − 1)/2 particles in this simplex. Thus, the approximate sum of the QC-QR method can be calculated by
which depends only on the size of the simplex. On the other hand, the use of the QC-CS method gives the approximation [13] 
with 0 ≤ r ≤ L/2 the radius of uniform clusters; see Figure 3 .1. 5 In particular, if the radius r = 0, the approximate sum becomes
where S h QC−NS is the approximate result of the node-based summation method (QC-NS) [13] . 5 Of course, we also could parameterize the QC-QR method by introducing "higher-order" quadrature rules that would require more quadrature particles in each simplex. However, as it is shown below, the "lowest-order" QC-QR method compares favorably with the QC-CS method for any practical choice of cluster size. Thus, it suffices for us to confine the discussion to the "lowest-order" QC-QR method.
From (3.11), (3.13), and (3.14), we can obtain the summation errors |S h − S| of the QC-QR and QC-CS methods as (3.17) respectively. In the continuum region, i.e., L 1, we have that the leading order of the exact sum (3.11) is S ∼ 2L 3 /3. Thus, in this regime, the leading order of the relative error of the QC-QR method is given by
which is a constant and independent of the simplex size L. On the other hand, the leading order of (3.17) depends on the radius of the clusters. So, to obtain the relative errors of the QC-CS method, we need divide our discussion into the following two cases.
Case I r L. In this case, the leading order of (3.17) and its relative error become
respectively. This implies that the relative error of the QC-CS method depends on the radius of the clusters. For any radius r, the relative error is always larger than 1 2 ; in particular, it reaches the maximum value 2 when r = 0, i.e., for the case of the node-based summation rule. Thus, we can conclude that when L 1, for any radius 0 ≤ r L the QC-QR method has better accuracy than the QC-CS method. On the other hand, on each simplex, the QC-QR method uses only two quadrature particles, whereas the QC-CS method needs 2r particles. Thus, if r > 1, the complexity of the QC-CS method is larger than that of the QC-QR method.
Case II r ∼ O(L).
Assuming that r = cL with 0 < c ≤ 1 2 , we have the leading order of (3.17) and its relative error as
respectively. It is easy to see that when c = 1 2 , i.e., r = L/2, the errors from the QC-CS method become 0. But, in this case, all the particles are used in the calculation, which does not reduce the complexity at all. Thus, we will only consider the case with c < This implies that to obtain the same accuracy as that of the QC-QR method, in each simplex the QC-CS method has to use more than half of the particles. Consequently, its complexity depends on the total number of particles. Recall that the motivation for using either the QC-CS or QC-QR methods is to reduce the complexity of the original QC method, which depends on the total number of particles N . The QC-CS method with r ∼ O(L) can get better accuracy than the case with r L, but it does not essentially mitigate the dependence on the total number of particles in the calculation. Thus, in practice, only Case I with r L is of interest.
In (3.18)-(3.21), we compare the errors of the QC-QR and QC-CS methods in the leading order. To make a further comparison, in Figures 3.2 and 3.3 , we study the relationship between the full relative errors e QC−CS and e QC−QR , the simplex size L, and the radius r in the QC-CS method. Figure 3 .2 shows that when the size of the simplex becomes large, the relative error from the QC-QR method is almost a constant around 1/6. By contrast, the error of the QC-CS method highly depends on the radius r. For a fixed L, the bigger the cluster radius 0 ≤ r ≤ L/2, the smaller the error e QC−CS . The relative error reaches its maximum and minimum values at r = 0 and r = 1/2, respectively. On the other hand, for a fixed r, the bigger the simplex size L, the bigger the error e QC−CS . The results shown in Fig. 3 .2 confirms our analysis in the leading order.
In Figure 3 .3, we plot the relative errors and the computational complexity (proportional to the number of particles used in the calculation) for the fixed simplex size L = 200. From it, we find that when r ≈ 56, the QC-CS method has the same error as that of the QC-QR method, but it uses more than 56% of all particles. In contrast, the QC-QR method uses only less than 1% particles.
3.4.
Reduced equations based on quadrature rules. As we have seen in section 2, in the short-range interaction case, the QC method can be formulated in two ways: the energy-based QC method, e.g., (2.18) , and the force-based QC method, e.g., (2.19) . Both of them begin from the energy (2.6) and can be used to find the stable configurations of the particles. In this subsection, we give the formulation of the energy-based QC-QR method and the force-based QC-QR method by applying the quadrature rules to (2.18) and (2.19), respectively.
Energy-based QC-QR method.
Applying (3.5) to (2.18), we obtain the approximate potential energy by the QC-QR method as
As mentioned previously, the inner summations in (3.22) have the complexity of O(N b ), which is independent of the total number of particles N , and the outer sums involve at most qT + N r particles with T the total number of simplices. Consequently, the total work in evaluating the approximate energy (3.22) is of the order O((qT + N r )N b ), which is independent of the total number of particles N . Similarly, to minimize the energy (3.22), we can solve for the force equilibrium equations to ensure that the total force on each degree of freedom is zero. Thus, differentiating (3.22) with respect to x h j for j ∈ N r , we obtain that the force equilibrium equations corresponding to (3.22) 
(3.23)
Force-based QC-QR method.
In practice, instead of solving the explicit first-order necessary conditions corresponding to the energy function (3.22), i.e., solving the system (3.23), one usually works with the approximate force equations [13, 18] . To do this, we apply (3.6) to (2.19) to obtain (3.24)
For each j ∈ N r , the outer sums in the first line of (3.24) involve at most qT j particles, where T j is the number of simplices in the support of the basis function ψ h j (·). Thus collectively, the number of particles involved in the outer summations of all the equations in (3.24) is of the order of q j∈Nr T j + N r ; this number is bounded independently of the total number of particles N .
For example, if a 1D particle chain is considered, then we have that T j ≤ 2. Thus, the number q j∈Nr T j + N r is bounded by (2q + 1) N r so that the total computational complexity in solving the force equilibrium equations (3.24) is of the order O ((2q + 1) N r N b ) , which is independent of the total number of particles N .
Numerical tests.
In this section, we test the accuracy and efficiency of the QC-QR method by comparing it with the QC method, the QC-CS method, and the full atomistic method. The exact solution is chosen as that from the full atomistic method, and we measure the quality of the solutions in terms of both the energy and position. Then, the relative error in energy is defined by
where x is the solution obtained from the full atomistic model, x h is the solution from approximate methods, e.g., the QC, QC-CS, or QC-QR methods. The position error is defined by
In addition, we also define the displacement gradient F (X) as
where I is the identity tensor and u(X) = x − X is the displacement of the particles.
The simulations of the approximate methods as well as the full atomistic method require the use of an iterative method to solve the associated nonlinear systems. We purposely use very tight tolerances for the iterative method so that any error resulting from the iterative solver is negligible compared to the differences between the full atomistic and the approximate solutions. Thus, the sources of the errors we report on are due to the following: (i) for the QC, QC-CS, and QC-QR simulations, the error introduced because of the reduction of the number of degrees of freedom from N a to N r through the use of the Cauchy-Born hypothesis and the use of representative atoms, and (ii) for the QC-CS and QC-QR simulations, an additional error due to the use of the cluster or the quadrature-rule type approximations, respectively, for the sums in the QC model.
Test problem definition.
We consider a simple 1D model of a crystalline material where all particles are distributed on a straight line. A "nanoindentation" is used to assess the performance of the methods [13] . This problem can present a highly nonuniform state of deformation, resulting in a lattice gradation away from the indentor.
In our examples, the popular 6-12 Lennard-Jones (LJ) potential is used, which takes the form [13, 15] 
where r is the distance between two particles, is a parameter determining the depth of the potential well, and σ is a length scale that determines the position of the minimum. In the following computations, we choose = 1 and σ = 1, and the shape of the LJ potential is shown in Figure 4 .1.
A 1D nanoindentor is applied as an additional external potential Φ e (x) interacting with atoms; specifically, it has the form [12, 13] 
o t h e r w i s e , (4.5) where R > 0 is the radius of the indentor and A is a force constant. The parameters are chosen as A = 0.001 and R = 100.
In the simulations, we consider a system with N = 2049 particles which, in the reference configuration, are uniformly distributed on a straight line with an interparticle distance h. The two end-particles are fixed by setting x 0 = 0 and x 2048 = 2048h throughout the tests. Unless otherwise stated, the atomistic distance is set as h = 1, and no displacement constraints are applied to other particles. A cut-off radius r c = 66 in (2.17) is chosen by requiring that = 10 −10 . Figure 4 .2 shows the displacement of the particles u(X) and the displacement gradient F (X) for this example. In the region of [0, 100], the chain has a high nonuniform deformation whereas for X > 100, the deformation is almost linear. Thus, in the computation, we use full atomistic resolution on [0, 100], i.e., all the particles in this region are chosen to be the representative particles. For the region of [100, 2048], a coarser mesh is used by choosing uniformly distributed representative particles.
Accuracy of the force-based QC-QR method.
We numerically assess the rate at which the QC and QC-QR solutions converge toward the full atomistic solutions. Figure 4 .3 provides the position errors of the QC and QC-QR methods for a different number of representative particles and also shows the time used in solving the force equilibrium equations versus the resulting error obtained. Similarly, Figure 4 .4 displays the relative energy errors and the time consumed in evaluating the total potential energy.
From Figure 4 .3 (left), we see that the errors of both the QC and QC-QR methods decrease when more representative particles are used in the simulation. The error of the QC-QR method is usually larger than that of the QC method, due to the extra errors introduced by using of the quadrature-type rule. However, the time used by the QC-QR method is much shorter than that of the QC method. For example, Figure 4 .3 (right) shows that for a given error level, the QC method needs more time to solve the force equilibrium equations. Furthermore, its time is insensitive to changes in the number of the representative particles, e.g., the time is always around 55. This is due to the fact that the costs associated with the QC method are dominated by the summations over all particles. On the other hand, having fewer representative particles can save a lot of time in the QC-QR method, since its complexity depends on the number of representative particles but not on the total number of particles.
Similarly, Figure 4 .4 displays the relative errors and the time needed to determine the approximate energy. From that figure, we again observe that a decrease in the number of representative particles does not shorten the time spent by the QC method, whereas the time used by the QC-QR method is significantly reduced. Note that when ln(N r ) ≈ 6.2, i.e., N r ≈ 500, the time used by the QC-QR method becomes larger than that of the QC method because, in this case, the simplices are quite small and almost every particle is used in the QC-QR method. Thus, in this case, the QC-QR method is equivalent to the QC method, but it has more overhead such as determining the quadrature particles in the computation. This suggests that the QC-QR method is more efficient for coarse meshes. It is easy to see that the accuracy of both the QC-QR and QC-CS methods increases when more representative particles are used. For the QC-CS method and a fixed number of representative particles, the error also decreases with increasing cluster size r. However, the error for the QC-CS method is always larger than that for the QC-QR method. This qualitatively confirms the error analysis in section 3.3.
In addition, for any fixed number of representative particles, if the radius of the cluster r = 1, the number of particles used in the QC-CS method is the same as that used in the QC-QR method. In this case, the two methods have the same computational complexity, but the QC-QR method is more accurate than the QC-CS method. For r > 1, the computational cost of the QC-CS method is always larger than that of the QC-QR method, as is the error.
4.4.
Representative particles near the specified particles. As mentioned in section 2, in practice, all particles whose position are specified through (2.2) should be chosen to be among the representative particles. This is because the specified particles can be viewed as those having important information about the system, e.g., the boundary of the system as well as boundary values. From our simulations, we find that not only the specified particles but the particles near them should be taken as the representative particles in order to obtain good accuracy.
There are two specified particles in our example, i.e., x 0 and x 2048 . Since all particles in the region [0, 100] have been selected as the representative particles, here we study only the effect of the representative particles near the particle x 2048 . Table 4 .1 provides the position errors E L 2 (X) and relative energy errors E(Φ) for different numbers of representative particles near the specified particle x 2048 . In this case, a uniform simplex size with N t = 16 is used in the region of [100, 2048] . It is easy to see that when more representative particles are used near to the specified particle x 2048 , the errors in both position and energy decrease very fast.
Summary and discussion.
We have presented a QC-QR type approximation to the QC method. Provided that the interatomistic interaction is short-ranged, the QC method has a computational complexity of the order O(N ), with N the total number of particles, while the QC-QR method effectively reduces this complexity to O( N r ) so that its complexity depends only on the number of representative particles N r with N r N . We have presented some numerical tests to demonstrate the accuracy and performance of the QC-QR method. Compared to both the QC method and the QC-CS, the QC-QR method has substantially lower computational cost for the same accuracy. In addition, our numerical tests suggest that including more representative particles near the specified particles can highly improve the numerical accuracy.
There are several directions for further study. Certainly, one direction is to approximate the inner sums of (2.14) and (2.15) in cases involving long-ranged interatomistic interactions. In such cases, we cannot truncate the potential into a small region so that the calculation involved in the inner sums still depends on the total number of particles N . However, there is the possibility of using quadrature-type rules for approximating the inner summations as well; this approach is being explored. Further analysis of the proposed method is also called for, following the lines of, e.g., [2, 5, 7, 9, 10, 16] . In addition, to further illustrate the usefulness of the method introduced in this paper, many additional computational tests are needed as is the use of the method to solve some application problems.
