Abstract: In this paper, a nondeterministic random number generator based on detection of the single photons emitted by an Si-CMOS-LED light source integrated for the first time on the detector chip is presented and experimentally demonstrated. We use a ring-shaped singlephoton avalanche diode (SPAD) around the Si-CMOS-LED fabricated in 0.35-m HV-CMOS technology to generate random events. The time intervals between single-photon events are independent quantum random variables. A field-programmable gate array (FPGA) digitizes the time variables to the stream of random bits. Bias in the raw data due to the nonuniform distribution of the time intervals is removed by postprocessing in a special configuration of XOR gates to improve the randomness of the generated random bits. The quantum random numbers in 1-Gb streams with bit generation rate of 1 Mb/s were directly delivered to a personal computer (PC) and passed all statistical tests from ENT, STS, and DIEHARD, as well as for more accuracy correlation and bias tests applied on these streams.
Introduction
Random numbers are important in wide areas of science and technology, including numerical simulations, stochastic modeling, generation of the classical and quantum cryptographic keys, random initialization of the variables in cryptographic protocols, online hazard games, communication security, and banking [1] - [4] . Random number generators (RNGs) are categorized in three major types: Pseudo-RNG (PRNG), Chaotic-RNG (CRNG) and True-RNG (TRNG). Pseudorandom numbers are generated by employing mathematical algorithms with an initial state called seed. A PRNG provides deterministic, periodic and predictable sequences; therefore, it cannot be truly random. However, while algorithmically generated pseudorandom numbers can be used for some applications but due to the predictable structure of them it cannot be used in cryptography, statistical calculations, and simulations. CRNGs are based on chaotic physical processes. Chaos is the long-term non-predictive behavior observed in certain nonlinear dynamical systems due to the sensitivity of the output trajectory to the initial conditions. Although chaotic systems are deterministic and can be described using simple differential equations, their output trajectory can only be determined given the exact initial state of the system. As in practice, the initial state of the system is only known with uncertainty due to the random environmental noise. The perturbations grow exponentially, leading to unpredictability [5] . For instance, CRNGs exploit thermal noise [6] , optical fluctuations of laser radiation [7] , and jitter of oscillators in integrated circuits [8] . A TRNG is based on a physical random process rather than computational algorithms; however, only a physical way does not sufficiently guarantee the true randomness, it is widely accepted that the core of any TRNG must be an intrinsically non-deterministic physical process. Current theories imply that the only way to realize a TRNG which can be scientifically proven to be non-deterministic is to use the intrinsic randomness of quantum decisions, since the occurrence of each possible result is unpredictable and unreproducible [9] . Quantum random number generators (QRNGs) are a special class of physical random data sources, whose randomness is established from elementary quantum processes, and quantum optical processes are ideal for realizing such devices because of their relative ease of implementation. The foundation of quantum physics is the unpredictability factor, and therefore, it guarantees the randomness for QRNG. In an ideal QRNG, the probability of "1" and "0" is equal, i.e., Pð0Þ ¼ Pð1Þ ¼ 0:5, and generated bits are statistically independent; therefore, the autocorrelation coefficients between them are zero. However, all physical random number generators show some deviation from the mathematical ideal of statistically independent and uniformly distributed bits. Therefore, the raw output of QRNGs tends to be slightly biased and may even deteriorate over time. More recently, a variety of QRNGs was developed using different types of quantum randomness. They all exhibit specific advantages, but often, they also have one or more disadvantages like low data rates, poor quality of raw random numbers either due to the bias or correlations along the bit sequence, and/or complex implementations [10] . Photon detection time [11] - [15] , quantum phase fluctuations [16] - [18] , detection of direction or polarization of a single photon [19] - [22] , shot noise in vacuum states [23] , photon number decision of weak laser pulses [24] , photon detection by array of the photodetectors [25] , and radioactive decay [26] are some important non-deterministic physical resources and approaches for QRNGs. Besides the speed and quality of the generated random bits, system complexity, cost, reliability, and sensitivity to control parameters are also other important factors for a successful QRNG. Since no practical true single-photon source exists at present, QRNGs based on single photons usually use a weak discrete laser or LED source to approximate a single photon source. However, a laser-based setup usually is complex, expensive, large in size, and not implementable as a monolithic integrated circuit.
State of the Art
Recently, the measurement of photon detection time is used as a method for generating highspeed random numbers. In this type of QRNG, photons emitted from a continuous-wave laser diode or an LED is detected by a single-photon detector, and the time intervals between successive detection events are recorded as the raw data [11] - [15] . All these setups are LED-based and employ a non-silicon LED as discrete component for generation of single photons, and therefore they cannot be implemented in conventional CMOS technology so that it makes the setup complex and large in volume. In this paper, we present and demonstrate a novel monolithic optoelectronic setup to generate quantum random bits, which utilizes the method of measuring single-photon detection time. In our design, a Si-CMOS-LED with a single-photon avalanche photodiode (SPAD) integrated in standard 0.35 m high-voltage (HV) CMOS technology. The Si-LED operates in the reverse avalanche mode and emits photons for detection towards the SPAD. Also, all our setup has the potential of being fully integratable with standard CMOS integrated circuitry with no adaptation of the CMOS design and processing procedures. It leads to a low-cost, simple and more compact set up. However, similar to many of the other methods, some post-processing of the raw bits was needed to produce random bits of high enough quality. The paper is organized as follows: After an overview to the physical mechanisms underlying on SPADs and Si-LED, the experimental setup of the proposed QRNG is presented.
Then, an effective post-processing algorithm for applying on raw bits is given. Subsequently, experimental results and some important statistical analyses on generated random number streams are expressed. Finally, concluding remarks are given.
Physical Mechanisms in SPADs and Si-LEDs
The QRNG acts based on statistical detection of the quantum events by means of a highly sensitive quantum detector, namely an SPAD. A single-photon avalanche diode is implemented as a p-n junction reverse biased well above its breakdown voltage so that it operates in Geiger mode [27] . At this bias, the electric field in the depletion layer is so high that a single charge carrier injected into the active region can trigger a self-sustaining avalanche, thus current rises swiftly and creates a macroscopic current pulse in the range of a few milliamperes through the device. The current continues until the avalanche is quenched by lowering the bias voltage down to the breakdown voltage, the lower electric field is no longer able to accelerate carriers to impactionize; therefore, the current ceases. Triggering and creating an avalanche in an SPAD is a statistical process [28] . Thermally and tunneling generated carriers within depletion layer can also trigger avalanche pulses that are indistinguishable from actual radiation-triggered pulses. The frequency of generation of these spurious pulses is known as dark count rate. Moreover, some charge carriers that were trapped by crystal defects are released at a certain time and re-trigger the SPAD. This afterpulsing has a probability which is a function of trap density, the number of carriers generated during an avalanche and of the release time of these carriers [29] . Afterpulsing can inhibit high-frequency operation of SPADs. Both dark count and afterpulsing degrade the performance of SPADs and create some deviations and bias in generated random bits.
We utilized a Si-LED as photon generation source in our design. Light emission from silicon devices has been realized in reverse-biased p-n avalanche structures [30] . Si-LEDs emit light and generate photons in the visible and near-infrared spectrum. Various theories have been put forward in order to explain the phenomenon. These include phonon-assisted intraband relaxation phenomena, as well as phonon interband recombination processes [31] . In-depth theoretical modeling and experimental evidence indicated that the dominant photonic generation processes may be from intraband phonon-assisted relaxation processes, mainly in the conduction band [32] . The intensity of emitted light is a function of the product of the probability of recombination and the distribution functions for electrons and holes, considering acoustical, optical and ionizing scattering. This optical radiation comes from the kinetic energy loss of carriers generated by impact ionization colliding with immobile charge centers in the avalanche region [33] . Si is an indirect semiconductor and suffers from low quantum efficiency in generation of the light; thus, the output optical power is weak.
Concerning an operating temperature up to e.g., 75°C, it has to be noted that both Si-LED and SPAD are based on the avalanche effect, from which it is well known that the breakdown voltage increases with temperature. For constant bias voltages, it therefore has to be expected that the pulse rate of the random pulse generator (RPG) will decrease with increasing temperature. As a consequence, the bias voltages of Si-LED and SPAD have to be increased with temperature to keep the pulse rate constant. In practice, a control circuit will have to be implemented to guarantee the correct operation of the RPG in a wide operating temperature range.
Experimental Setup
The block diagram of the proposed setup for QRNG is shown in Fig. 1 . The main section of this setup is the random pulse generator (RPG) consisting of Si-LED and ring SPAD which generate the random pulses. The space between Si-LED and SPAD has a width of about 10 m. To be able to avoid reflections in the cables and to perform measurements at the output of the RPG an impedance matching to 50 Ohm was implemented. A National Instruments myRIO module with an XILINX ZYNQ-7010 field-programmable gate array (FPGA) containing a real-time processor was connected. This processor used a high speed pulse generator to generator its 40-MHz clock. A phase-locked loop (PLL) was implemented to generate a synchronous 250-MHz clock. SPAD are 9.7 V and 10.9 V, respectively. The Si-LED in reverse mode generates the photons based upon the avalanche mechanism, so that the photon flux can be controlled with the bias current of the LED. The quantum efficiency of the Si-LED is very low and, therefore, the generated photon flux is weak. We used the shallow junctions with p ++ doping and n-well to increase the electric field strength and consequently increment the quantum efficiency of the device. In addition, a deep n-well is placed around the n-well in order to isolate the LED better from the substrate and from the SPAD. The obtained results show that some photons reach the depletion region of the SPAD and trigger it. The SPAD operates in Geiger mode which means that, once triggered the avalanche current keeps on flowing, thus rendering the device useless for subsequent detections. A fast quenching circuit is necessary, which can quickly sense the leading edge of the avalanche current of the SPAD, generate a standard output pulse, immediately reduce the SPADs bias voltage, and then bring the SPAD back to its original quiescent state [34] . We utilized the active quenching approach for the SPAD in our setup. The active quencher delivered an adjustable excess bias voltage to the SPAD. The active quenching circuit allowed to vary the deadtime of the SPAD for durations larger than 30 ns. This circuit was fabricated in 0.35-m HV-CMOS technology. All experiments were performed at room temperature (25°C). As shown in Fig. 3 , the output response of the active quenching circuit is a stream of random pulses. Time intervals between two sequential pulses detected by the SPAD are independent random variables. The photon statistics for an attenuated LED light source is approximately Poissonian. It can be shown that Poissonian events are occurring independently of each other and that the waiting-time distribution takes the shape of a decaying exponential. Therefore, a time-wise random stream of the electrical pulses is obtained from the random pulse generator (RPG) which generates electrical pulses whose waiting-times obey an exponential distribution function. The basic idea of the method of extracting random bits is to consider a pair of nonoverlapping random time intervals ðt 2iÀ1 ; t 2i Þ which are defined with sequential random events.
To digitize the random time intervals ðt 2iÀ1 ; t 2i Þ, we employed a XILINX ZYNQ-7010 FPGA.
The digital outputs are defined as follows:
i ¼ 1; 2; 3; . . .
and we have
where " is the bias of the bits in raw data. The rate of generated pulses at the output of the active quenching circuit is dependent on the bias current of the LED. To increase the speed of QRNG it is necessary to reduce the mean value of time intervals between sequential pulses by increasing the bias current of the Si-LED. The measurement results on photocurrent of the avalanche photodiode (APD) in linear mode as an optical sensor shows that at lower reverse currents, the relationship of the generated photocurrent versus LED current is approximately linear, but as the LED current increases, the photocurrent shows a trend of saturation; therefore, this mechanism in Si-LED limits the speed. On the other hand, maximum speed of the generated random bits is bounded by the deadtime of the SPAD and also FPGA response, too. With an LED current of 5 mA and excess bias voltage of 2.5 V, a raw random stream with bit rate of 2 Mbit/s is obtained for described RPG and the used setup.
Post-Processing
Statistical independence and uniform distribution of generated random bits are two fundamental factors in an ideal RNG. However, physical RNG might suffer from correlations for short lags and bias due to the random bit extraction process, as well as limitations of the used instrumentation [35] . In other words, in practice, hardware-based random number generators sometimes Fig. 3 . Generated random pulses in the output of active quenching circuit, displayed on an oscilloscope at 500 ns/div and 1 V/div.
have some deflection from ideal state and, therefore, in raw bit streams, are created bias, which is a deviation of the 1-probability from 1/2. With appropriate modeling, one can prove the generated bits to be information-theoretically random after certain data post-processing called randomness extraction. Post-processing on generated random bits can remove or at least reduce bias effects. Common techniques used in the post-processing step include hashing or blockwise XOR-ing. A popular method is to use a linear feedback shift register (LFSR) where the bits from the true random number generator are XORed to the feedback value computed according to the feedback polynomial. This method tries to make use of the good statistical properties of linear feedback shift registers. When the bits from the physical source are nonconstant but biased, some of the bias is removed, but additional dependencies between output bits are introduced by LFSR method [36] . However, in this paper we utilize a linear code extractor with a fixed number of inputs and capability of more simple hardware implementation which can significantly improve the quality of the generated random bits. Compared to [14] and [15] , where the Von Neumann corrector was applied, the XOR hashing suggested here results in a higher throughput. For X ¼ ½x 0 ; x 1 ; . . . ; x nÀ1 and Y ¼ ½y 0 ; y 1 ; . . . ; y mÀ1 , any linear binary corrector mapping n bits to m bits is defined as the product of the vector X by the binary matrix G ¼ ½g i;j as GX ¼ Y . The matrix G is indicated as generator matrix of a ½n; m; d linear code. Where d is the minimal distance of the code and any nonzero linear combination of output bits is the sum of at least d input bits. Any linear ½n; m; d -code provides a linear corrector with compression ratio of n=m and an estimation of the upper bound of the output bias. The upper bound of this bias is 2 d À1 " d . To reduce the output bias, a linear corrector with large enough d is suitable. The hardware implementation of the linear corrector is efficiently achieved as simple circuit using XOR gates and a shift register. There are no linear binary codes of length 16 and dimension 8 with minimal distance greater than 5. In these conditions, to minimize output bias, we must use nonlinear correctors and therefore, a complex hardware implementation will be needed. According to the above mentioned, to obtain a linear corrector with minimum output bias and a simple hardware structure, we considered the [5] , [8] , [16] linear code for our post-processing, with compression factor of 2 and output bias less than 16" 5 . Let X ¼ ½x 0 ; x 1 ; . . . ; x 15 be the input bits and Y ¼ ½y 0 ; y 1 ; . . . ; y 8 be the output bits for postprocessing. We split the X vector into the two bytes X ¼ ½AjB, and the output vector Y is written as follows [36] :
where RLðA; k Þ denotes the rotation in A to the left by the number of k bits and is the XOR operator in the digital domain. We can convert above equation to the eight expressions for the output bit stream as follows:
These expressions were implemented in the FPGA as hash-function for whiting the input bit streams. To generate a file with 1 Gbit random bits took 1000 seconds with the LED current of 5 mA. This file size of 1 Gbit was chosen because this is the standard file size of the NIST test suite. With a ½n; m; d linear code and input bias ", the minimal entropy H min of the output bit streams versus the probability of a "1" is given by [37] :
For [5] , [8] , and [16] in our post-processing, the minimal entropy of the output bit streams is drawn in Fig. 4 . As can be seen, the proposed algorithm for post-processing modifies the output entropy and reduces the existing bias in the raw data significantly. In the next section, we compute some important statistical properties for generated random streams before and after post-processing, and subsequently obtained results are compared.
Experimental Results

Characterization
An SPAD has several sources of non-idealities such as deadtime, dark counts, and afterpulsing. Deadtime relates to the time required to return to the initial state after an avalanche has occurred; it is the minimum time between detection pulses. In other words, detector deadtime is caused by a minimum recovery time required for the detector being able to detect the next photon after a previous detection event. Usually, detector deadtimes are in the range of several tens to hundreds of nanoseconds. In our setup, the active quenching circuit delivers the minimum deadtime of 30 ns for the SPAD. As explained before, dark counts are random events due to two quantum mechanisms, where thermally generated carriers or carriers generated by bandto-band tunneling trigger the avalanche. This is generally a Poissonian process and it can be characterized through the dark count rate (DCR), a mean or median event rate, which is a function of excess bias voltage, temperature, and the active area of the SPAD. During the measurement of dark count rate the SPAD is kept in complete darkness. However, the case of simple thermal generation as intrinsic noise of the SPAD should be independent of hold-off duration. Instead, the increase of the dark count rate at short hold-off durations predicates a clear sign of afterpulsing [28] . To measure the thermally dark count rate it is necessary to set conditions where the effect of afterpulsing is negligible. The simplest way to obtain the thermally dark count rate is measurement in a condition where the deadtime is extended by enforcing a suitable hold-off time, long enough to allow all the trapped carriers to be released [38] . Fig. 5 shows the measured dark count rate as a function of excess bias voltage for a hold-off time of 30 ns and at a temperature of 298 K. As can be seen, for the excess bias voltage of 2.5 V used in our measurement the DCR is less than 15 kHz.
Afterpulsing is characterized by the afterpulsing probability, a parameter that relates the probability of secondary and higher-order avalanches to the excess bias voltage and hold-off time. The origin of afterpulsing and its characteristics depend on the detector conditions and temperature. The total afterpulsing probability as a function of hold-off time measured at an excess bias voltage of 2.5 V and a temperature of 298 K is given in Fig. 6 . In these measurements, the deadtime may be varied from a minimum of 30 ns to a few microseconds. As can be seen, the afterpulsing probability declines for longer separation times between the avalanches. This phenomenon is generally attributed to the exponential decay of trapped carriers from trap states in the avalanche region. The obtained results show that the afterpulses are substantially reduced after 200 ns, but it takes approximately 2 s to reach the low intrinsic afterpulse-free DCR level pertaining to that bias voltage. The photon count rate in the RPG is 4 MHz that corresponds to an average interval between two counts of 250 ns, which is much longer than the minimum deadtime of 30 ns of the SPAD resulting from the active quenching circuit used. Therefore, the quenching circuit did not limit the photon counting rate, and for the deadtime of 30 ns the probability of afterpulsing was less than 9%. Although afterpulses are correlated with genuine photon-detection events, they can be negligible when bit extraction rate is high, compared to the correlation time, whereas the correlation time characteristics between photon detections and subsequent afterpulses is on the order of a few microseconds; therefore, the probability of counting an afterpulse after some photon detection hardly changes, leading to a nearly uniform distribution of afterpulses on the photon-detection time scale. However, bits produced by our setup at 1 Mbit/s show no measurable correlations.
Statistical Properties
Some important statistical properties of generated random bit streams before and after applying the proposed post-processing algorithm are computed using ENT [39] . ENT is a series of basic statistical tests which evaluate the random sequence in some elementary features such as the equal probabilities of ones and zeros, the serial correlation, and Monte Carlo simulation for estimation of . The testing results with ENT are presented in Table 1 . In this computation, the input binary stream to the extractor is 2 Gbit so that after post-processing it is reduced to 1 Gbit. From the results, it can be seen that before post-processing the initial entropy is 7.999506 bits per byte, the numerical error in Monte Carlo simulation for calculation of is less than 0.07 percent and the probability of ones or zeros is 0.502164. However, after applying the proposed post-processing algorithm our QRNG indicates the full entropy of 8.000000 bits per byte and it can generate ones and zeros with a probability very close to 1/2. Moreover, the serial auto-correlation coefficient in the order of 10 À5 and the numerical error for estimation of less than 0.003 percent are achieved. Therefore, the post-processing algorithm applied on raw data improves the quality of the quantum random numbers generated in our setup considerably.
Randomness Tests
To evaluate the quality of the generated random binary streams, we performed all statistical tests of randomness from DIEHARD [40] and STS [41] on numerous bit streams of 1 Gbit each on a personal computer. DIEHARD is widely considered as one of the best strengthened randomness testing battery because it is most sensitive to various problems possible in RNG. It consists of 15 independent tests with an outcome of one or more p-values. A sequence can successfully pass the test if the p-value is larger than 0.01 and less than 0.99 (0:01 G p-value < 0.99). Testing results on a typical sequence of 1 Gbit with DIEHARD are shown in Table 2 . For the cases of multiple p-values, a Kolmogorov-Smirnov (KS) test is used to obtain a final p-value, which measures the uniformity of the multiple p-values. STS from the National Institute of Standards and Technology (NIST) is another powerful randomness test with 14 independent statistical tests. Obtained results of the randomness testing with STS on binary streams are illustrated in Table 3 . As is shown in Tables 2 and 3 , all randomness tests were successfully passed for both DIEHARD and STS suites. It is worth mentioning to say that we tested a lot of bit streams as long as 1 Gbit with the two statistical tests suites which were passed all randomness tests. 
Statistical Analysis
In addition to the randomness tests, we estimated the bias and serial correlation of the output bit streams. The probability of "1" was computed from 100 bit streams of 1 Gbit each in order to investigate the bias existing in the generated random bits. The distribution of bias versus the bit streams is shown in Fig. 7 . Also, results of the statistical analyses on distribution of bias are shown as a histogram in Fig. 8 . As predicted according to the central limit theorem, the final distribution of bias is a Gaussian function with the peak value around zero and the standard deviation of mean ¼ 0:5= p N ¼ 1:58 Â 10 À5 for N ¼ 1 Â 10 9 bits. The serial autocorrelation coefficients for the bit stream with lag k ! 1 were also calculated according to the following equation [42] :
where b i is the ith bit of the bit stream, and and 2 are the mean value and variance of the random b i , respectively. The first 1200 coefficients of the serial autocorrelation for a typical sequence of 1 Gbit is shown in Fig. 9 . Autocorrelation coefficients are well distributed around zero with a standard deviation of 5:94 Â 10 À5 . In this figure, the horizontal lines define the statistical levels of AE3. Calculated coefficients show no correlation in the data streams.
Stability
To accumulate 100 bit streams each with a size of 1 Gbit took almost 30 hours. Within this time period, no degradation was observed. Fig. 7 shows a constant low bias for all 100 experiments with 1 Gbit of data each. The pulse rate of the random pulse generator was still the same after 30 hours. Fig. 7 . Measured bias for 100 binary streams of 10 9 bits each. The mean value is close to zero, and the standard deviation is less than 2 Â 10 À5 . Fig. 8 . Results of the statistical analyses on bias distribution of the bits as a histogram.
Conclusion
A new monolithically integrated approach to realize a non-deterministic RNG based on quantum effects in photonic emission and detection is presented. A Si-LED as photon generation source located in the center and a ring SPAD around it as a highly sensitive photodetector with active quenching circuit on the same chip can be a suitable structure for generation of the quantum random numbers. This configuration was fabricated in 0.35 m HV-CMOS technology. The density of the generated random pulses at the output of the active quenching circuit is increased with incrementing the bias current of the Si-LED. A higher generation rate is attainable with further bias current in the Si-LED, lower deadtime in the SPAD, and faster data acquisition hardware. For an LED current of 5 mA the final random bit generation rate up to 1 Mbit/s is achieved. The randomness of our TRNG is physically guaranteed by intrinsic random nature of avalanche phenomena in photon generation in the Si-LED. Our QRNG successfully passed all randomness tests from ENT, DIEHARD, and STS. Moreover, the true randomness is verified by estimation of both correlation coefficients and statistical bias for 100 random bit sequences of 1 Gbit. A simple but highly qualitative post-processing was done in an FPGA. However, this XOR post-processing can easily be implemented in a low-area digital circuit on the same chip, together with the RPG and active quencher resulting in a very compact and cheap QRNG, which is also embeddable as a module in a system-on-chip, which needs reliable, secret, and secure random numbers. Fig. 9 . Serial autocorrelation coefficients for a typical sequence of 10 9 bits with the lag k ranging from 1 to 1200. The horizontal lines indicate the statistical levels of AE3.
