With the increase in popularity of review sites, users can write reviews on services that they have used in addition to reading reviews by other users. However, a number of reviews make it almost impossible for users to read all the reviews in detail. It is even more burdensome to compare multiple services. Thus, useful tools for extracting the unique features of services are necessary so that users can easily and intuitively understand the quality of services and compare them. In this study, we present an unsupervised method for extracting the unique and detailed features of services and the users' opinions on these features. By using the term frequency and inverse document frequency (TF-IDF) algorithm, our method can also extract in particular the praised or criticised features of a specific service. We conducted evaluations to show the validity of our method. In addition, we implemented an intuitive graphical user interface.
Introduction
The increase in the number of websites on the internet has led to an explosion in the amount of information around us. This is especially the case with review sites, such as Amazon (http://www.amazon.com) and Yelp (http://www.yelp.com), which enable users to quickly write reviews on items they have bought or services they have used. However, when users are searching for a particular information they need, they are often forced to resort to browsing/reading an unacceptably large number of reviews on these sites. It is sometimes time consuming and burdensome to go through the reviews to make decisions. It is even more difficult to compare services because users need to read reviews for multiple services and investigate the differences.
This problem has led to an increase in research in the area of recommender systems, opinion mining, and sentiment analysis (Pang and Lee, 2008; Vinodhini and Chandrasekaran, 2012) . Researchers have developed recommender systems with the aim of recommending appropriate services to users by using various algorithms such as matrix factorisation (Koren et al., 2009; Salakhutdinov and Mnih, 2008) and collaborative filtering (Su and Khoshgoftaar, 2009; Koren, 2010; Sarwar et al., 2001; Xu and Yin, 2015; Lee et al., 2012) . In the area of opinion mining, researchers aim to summarise user reviews and extract useful information from the data associated with each item such as the review text. In sentiment analysis, the research purpose is to extract review opinions and detect whether the reviewers' opinions are positive or negative.
On review sites, annotation tags such as service categories (e.g., 'French restaurant' or 'good for business meetings') are useful data in that they enable users to find services that they are really searching for. However, the information currently contained in a tag set is insufficient owing to the following reasons. First, not all services are sufficiently annotated, while some services do not contain annotated tags at all. In addition, most tag annotation systems result from user activity. Obtaining proper tag sets requires users' spontaneous contributions and takes a long time. If we could extract such information from the reviews automatically, it would be helpful. Second, the information contained in tags is often too general, using only such words as 'café', 'restaurants', and 'food', which means that these tags do not allow users to obtain information other than the category of the service. In reality, users require more detailed information such as 'French seafood restaurants with a romantic atmosphere for proposing to my girlfriend'. Third, current annotation systems do not consider counterparts in the same area. In other words, the annotations are absolute ones and not relative ones. Users cannot know which restaurant is, for instance, more romantic than the others. Users are therefore unable to obtain detailed information from current annotated tag data and would still need to read a large number of user reviews to obtain this type of information. Fourth, current systems do not provide an intuitive summarisation of the services yet.
An example to illustrate this problem is demonstrated in Figure 1 . In the figure, when users select a feature, they can read reviews that mention the selected feature. However, in these systems, users cannot know how these features are evaluated until they actually read the corresponding reviews.
Thus, the automatic extraction of the unique features of services is an important task. In summary, we address the issue of extracting what is discussed about specific services by the reviewers and summarise it efficiently. We extracted opinions from user reviews, searched for features from the extracted opinions, and sorted these extracted features by using the term frequency and inverse document frequency (TF-IDF) algorithm. We used VADER (Hutto and Gilbert, 2014) to compute the opinion score, which indicates how the extracted features were evaluated in user reviews. This is an extension of our conference paper (Yamamoto et al., 2016) . In addition to the fine-tuning of the algorithm, we also added a more detailed discussion and evaluation. In Yamamoto et al. (2016) , we did not consider the accuracy of the proposed method. Thus, we make a ground truth and evaluate our algorithm. We also present a useful visualisation tool for users to see our extracted results. By using the tool, users can easily know how the extracted features are evaluated. The experimental results showed that our proposed method can extract the unique features of a service from user opinions.
The remainder of this paper is organised as follows. Section 2 presents a review of the related works. In Section 3, we explain the dataset that we used, i.e., Yelp's Academic Dataset. Section 4 describes our proposed method. Section 5 demonstrates our visualisation tool. Section 6 shows the experimental results. Finally, Section 7 summarises the conclusion. 
Related works
Many researchers have reported methods for content annotation. Annotation targets are found in many domains, such as documents, products, restaurants, and so on. They aim to help users find useful information from the annotation. One main approach is a tag recommendation method using a predefined tag set. Tuarob et al. (2013) developed algorithms for the automatic annotation of metadata for academic papers. They solved a tag recommendation problem with a controlled tag library by using a topic model and document similarities. However, a tag recommendation from a predefined tag set usually suffers from the lack of tag variance. In addition, the recommended tags from a predefined tag set are often so ambiguous such as 'restaurant' and 'cafe' that users cannot extract detailed information from these recommended tags.
To extract detailed information, we do not rely on a predefined tag set and metadata annotated to user reviews. We only use user reviews to extract detailed and relative information.
A natural language processing-based approach is also a common approach to extract product features for content annotation. Hu and Liu (2004) used camera and phone data to extract features. They manually summarised user reviews by extracting the features of an item and detecting whether these features were praised or not. Dong et al. (2013) extracted summarised reviews and annotations from Amazon's products. They extracted what features were discussed from user review texts and detected whether the features were evaluated as positive or negative. They also used the annotations to recommend Amazon's products to users. Raghavan et al. (2012) also used Amazon's products. They used the text feature to compute the review quality. Ganu et al. (2009) used data from restaurants to detect the category of a review sentence. Suleman and Vechtomova (2015) focused on reviews on restaurants and cameras. They extracted features and users' opinions about the features by using user reviews. Brody and Elhadad (2010) used restaurant data. They extracted the features of restaurants by using a topic model and clustered the candidate features on the basis of their similarities. These works used nouns as features and corresponding adjectives as opinions when extracting features from user reviews. These previous works aimed to extract users' opinions and product features; however, they only extracted general opinions and features. They did not consider similar products in the same dataset and did not extract relative features.
Considering other products is important for users to gain more information on deciding whether to buy the item they want or not. Wang et al. (2014) considered the quality of service and proposed a method to find suitable services for users. They compared services to find a better service. Wang et al. (2016) tried to extract useful information for users and find reliable services. Our approach also extracts relatively important service features. In our approach, many services are considered at once to remove common features that do not have much information for users to make decisions and to extract relatively important features for each service.
Dataset
Yelp is one of the most popular user review sites in the world. There are different types of services listed on Yelp's site such as restaurants, hospitals, and gas stations. We show one example of a business in Figure 2 . The site contains much information, such as the opening hours. Yelp's users can write reviews and rate their experience with 1-5 stars. User reviews are displayed on the site, and other users can vote how 'useful', 'funny', or 'cool' these reviews are. Yelp also caters to the academic research community by providing the Yelp's Academic Dataset (https://www.yelp. com/academic_dataset). There are many researches that use the dataset. Sandulescu and Ester (2015) aimed to detect spam reviews by using review text and the frequency of words used in the review. Huang et al. (2014) used a topic model to extract the features of user reviews. Services included in the dataset are limited to those located in the following cities: Edinburgh, Karisrush, Montreal, Waterloo, Pittsburgh, Charlotte, Urbana-Champaign, Phoenix, Las Vegas, and Madison. The dataset includes user reviews, business data, user data, check-in lists, and tips. The city with the largest number of restaurants in the dataset is Las Vegas. This prompted us to use review texts written about Las Vegas restaurants and other services. In Table 1 , we provide the detailed statistics of the dataset we used. Figures 3 and 4 show histograms of the number of written reviews per service and per day, respectively. 
Proposed method
We first show an overview of our proposed method ( Figure 5 ). Our proposed method uses text mining and a re-ranking algorithm to extract the unique features from user reviews. Then, we explain each of the steps in the following subsections.
a phrase detection b removing opinion words from the features c extracting feature and opinion pairs d merging the features by word similarity e extracting the relative features from a feature set f calculating the feature scores using VADER (Hutto and Gilbert, 2014) and sorting the features.
Phrase detection
We first applied morphological analysis by using the IBM Watson relationship extraction service (http://www.ibm. com/smarterplanet/us/en/ibmwatson/developercloud/relatio nshipextraction.html). The morphological analysis provides the part-of-speech tagging and the destination of each word in a sentence. We also made a dependency tree from the result of the morphological analysis for each sentence. When we initially used user reviews, a noun phrase such as 'dim sum' was treated as 'sum of dim'. We expected that 'dim sum' was treated as the name of some food. Thus, we first merged noun phrases. In this paper, we consider the following three patterns as noun phrases:
• single noun
• noun + noun
• adjective + noun.
Using these three patterns, we extracted the feature candidates from user reviews. We show some examples of the merged words in Table 2 . This preprocessing enabled us to reduce the false detection of terms such as 'dim sum' as the separate words 'dim' and 'sum'. 
Removing opinion words from the features
Adjectives can be roughly categorised into two classes: those related to opinions such as 'good' or 'bad', and those describing attributes such as 'red' or 'next'. The former should be treated as opinions for the feature candidates, and the latter should be treated as parts of the feature candidates.
There are many studies that aim to give an opinion score to each word (Hutto and Gilbert, 2014; Baccianella et al., 2010; Takamura et al., 2005) . In this study, we used VADER (Hutto and Gilbert, 2014) to compute the opinion scores because it is specifically attuned to sentiments in a microblog-like context. In VADER, each word has a negative, neutral, and positive flag and a compound score.
Compound scores range from -1 to +1. The bigger the compound score is, the more positive the word is. A word is a very positive word if its compound score is +1. Conversely, a word is a very negative word if its compound score is -1. We show some examples of the VADER compound score in Table 3 . For the adjective + noun features extracted in step a, we distinguished adjectives into opinions and parts of the feature candidates by using the compound score of VADER (Hutto and Gilbert, 2014) . If the compound score was bigger than 0.3 or smaller than -0.3, we considered the adjectives as opinion words. On the other hand, if the compound score was [-0.3, +0 .3], we regarded such adjectives as parts of the feature candidates. We empirically set a threshold to distinguish the adjectives. 
Extracting feature and opinion pairs
In this step, we extracted feature and opinion pairs. Each feature-opinion pair contained a feature candidate (noun phrase) and its opinion (adjective). As related studies used adjectives as opinion words (Dong et al., 2013; Suleman and Vechtomova, 2015) , we also did the same thing. We used (feature candidates, adjective) pairs as candidate pairs.
To make pairs, we first extracted opinion words (adjectives) that had a compound score of more than +0.3 or less than -0.3 in VADER (Hutto and Gilbert, 2014) as described in step b. When we extracted opinion words, we used the part-of-speech tags that were obtained from the morphological analysis. For each opinion word, we searched for a feature candidate (noun phrase) that was linked to the opinion word. We used a dependency tree to search for suitable feature candidates. We supposed that opinion words matched the feature candidates by the following two patterns: pattern A and pattern B. An example of pattern A is illustrated in Figure 6 . In pattern A, adjectives were directly linked to a feature candidate, such as in 'good view' and 'great service'. In pattern A, one pair was extracted from the review. The pair contained 'amazing' as an opinion word and 'restaurant' as a feature candidate. An example of pattern B is shown in Figure 7 . In pattern B, opinion words were linked to nouns appearing before a substantive verb or punctuation marks such as 'food is great'. We searched for feature candidates that were linked to the same substantive verb and used one of them to make a pair. In pattern B, one pair was extracted from the review. The pair contained 'good' as an opinion word and 'food' as a feature candidate. Opinion words and feature candidates that did not make pairs were not used after this step. 
Merging the features by word similarity
After making pairs, we counted the number of nouns used as features. We removed pairs that contained nouns used only once as a long tail. After removing the long tail, we computed the similarity between two candidate nouns on the basis of the WordNet path similarity. If the similarity was higher than 0.8, the two feature candidates were renamed by using the more frequently used candidate name. We empirically set a threshold in this work. The threshold controlled the granularity of the experiment. We show some examples of the renamed words in our experiment in the following list:
• server, waiter, and waitress
• flavour and flavour
• rib and ribs.
Extracting the relative features from a feature set
The above process produced the filtered and merged feature candidates for each service. Many services had common candidates such as 'service' and 'food'. In this study, our objective was to extract the unique and important features of the featured services. Thus, we computed a relative candidate score for each feature of the service by using the TF-IDF algorithm, which is commonly used in natural language processing (Ramos, 2003; Robertson and Zaragoza, 2009) . Each word in the service was assigned a score using the following equation. In this step, we computed the scores for each feature in candidate pairs. Opinion words in candidate pairs were not used in this step. Let s be a service, f be a feature candidate in service s, and n(s, f) be the number of feature candidate f used in service s, respectively. Furthermore, let N be the total number of services in the dataset and N f be the total number of services containing f in its feature candidate set.
TF -IDF(s, f) shows the importance of feature candidate w in service s. Using TF -IDF(s, f), we extracted the top feature candidates as relatively strongly featured features for each service.
Calculating the feature scores using VADER and sorting the features
We calculated the opinion score of each feature by using VADER (Hutto and Gilbert, 2014) . Then, the feature score, Score(s, f), was calculated as in the following equation. Let s be a service, f be a feature in service s, a be an opinion word, and n(s, a, f) be the number of times word a was used with feature f in service s, respectively. Furthermore, let opinion(a) be a score of an opinion word a in VADER. Namely, the score is the average of all the opinion scores given to the feature candidates. 
Visualisation
In this section, we present a system that we designed and implemented as a tool to illustrate the information extracted from reviews in an intuitive way. This system not only makes it feasible to demonstrate the results of our experiments, but is also considered a potent method for presenting feedback on services to potential customers for their reference. The details are explained in the following paragraphs. First, considering the fact that a large proportion of the data that we used for our experiments consisted of restaurant reviews, it is comprehensible that many of the features extracted were directly related to food and drinks, which, in most cases, played a dominant part in shaping the opinions of users. We took this matter into account and organised our features into two groups: food and drinks, and everything else (named 'general aspects' in our system). The method we utilised for the realisation of this division takes advantage of the WordNet interface provided by Python's natural language processing tool, NLTK.
WordNet is a lexical database that organises words into sets of synonyms (synsets), with the records on the relationships between these sets forming a hierarchical ontology structure of words and concepts. The name of each synset is composed of three parts linked with dots: the first part is a representative word of the synset; the second part, a part-of-speech tag; and the third part, an index for distinguishing synsets whose first two parts are identical. For example, 'dog.n.01' should be interpreted as 'the first synset among noun synsets represented by the word 'dog''.
Relationships in WordNet are recorded in the form of hypernyms and hyponyms, which respectively represent 'is-a' and 'has-a' relationships. For example, 'canine.n.02' is a hypernym of 'dog.n.01', while, at the same time, the latter is a hyponym of the former. This indicates that 'dog' is a more specific concept included in the general concept of 'canine'. The root hypernym of all noun synsets is 'entity.n.01.'
From our observation, most synsets of words that label child concepts as 'food' and 'drinks' have a hypernym that is among 'drink.n.01', 'food.n.01', and 'food.n.02'. Given a word that represents a feature, we first find all its synsets with the part-of speech-tag 'n' in WordNet and, for each of them, we check its lowest common hypernyms (LCHs) with the synsets mentioned above. It is possible that two synsets have multiple LCHs; however, most of the time, the LCH is unique. If a synset's LCH with one of the synsets mentioned above is the latter itself, we can conclude that the feature is directly related to food and drinks. For example, the word 'steak' has only one synset, 'steak.n.01', and its LCH with 'food.n.01' and 'food.n.02' is 'matter.n.03' and 'food.n.02', respectively. We therefore conclude that 'steak' is a type of food. When faced with feature names composed of multiple words, we simply split them into separate words and conclude that they belong to either food or drinks if at least one of these words passed the test mentioned above.
However, several problems with our method were observed. First, it occasionally produces wrong results when dealing with multiple-word features. It correctly classifies 'chocolate fountain' as a child concept of food, while misclassifying 'coffee shop' as the same. Second, it is inefficacious toward words not included in WordNet and is vulnerable to terms that include non-English alphabets. We have made an effort to enhance the method's resilience to words with a non-English etymology using the 'lang' option in NLTK's WordNet interface, but we were unable to perfect it. For example, the Italian word 'gelato' was successfully classified as being a type of food regardless of its absence in the English WordNet, whereas the French word 'crepe' was not because its meaning as a type of food is not included in the English WordNet and, also, it is more commonly spelled as crépe in French. We had to leave the tackling of these problems to future work.
Figures 8 and 9 demonstrate the main view of our system, respectively showing the 'general features' and the features related to food and drinks. Users of this system can switch between these modes freely by clicking on the toggle button on the upper-left corner. We also included a search function for users to find topics of their primary concern directly, in case too many features exist, making it difficult to navigate through them. In addition to that, there is also a tool that enables users to set a threshold using the TF-IDF score of each topic, to filter out excessively general words. Each circle represents a feature extracted from reviews, with its size determined by the times it was mentioned in the reviews and its colour determined by its score from the sentiment analysis. A feature that has been viewed favourably would show a colour in the 'green' family, whereas the opposite would have a colour perceived as belonging to the intuitive range of 'red'. On the other hand, features evaluated as neutral are shown in gray.
On clicking on a circle, users can see actual comments on the subject in detail, as shown Figure 10 . This time, small circles surround the larger circle in the centre, representing the topic being examined. Each circle represents a specific opinion on the subject, whose colour is determined by a score obtained through the sentiment analysis with VADER. On hovering over a circle, the user can see the raw review, from which the opinion was extracted. 
Experimental results

Extracted features and their visualisation
In this work, we used the 1,000 most reviewed services in Las Vegas. Namely, the TF-IDF in equation (1) was calculated for a service in Las Vegas aiming at extracting relatively important features as compared to the other services in the same area. Table 4, Table 5 , and Figure 11 show the top 10 extracted features with and without TF-IDF and the service page from Yelp, respectively, for the most reviewed service in Las Vegas, i.e., Mon Ami Gabi. The number of reviews of the restaurant in the dataset was 4137. Figures 8 and 9 show the visualisation results for 'general' topics and 'food and drinks' topics, respectively. On Yelp's website, the business 'Mon Ami Gabi' was only annotated with 'French', 'steakhouses', and 'breakfast and brunch'. In our approach, we can see that not only 'steak' and 'French bread', but also 'view', 'baguette', and 'frites' were also discussed by reviewers. Our approach also showed that patrons of Mon Ami Gabi especially praised the outside view of the location in addition to the food. Yet, on Yelp's page, users could not know 'view' as a feature of Mon Ami Gabi because such keyword is not included in Yelp's current collection of tag sets. The term 'view' could lead users to think that Mon Ami Gabi was praised for its great view. Real user reviews devoted to praising the view from Mon Ami Gabi are shown in Table 6 .
However, despite Mon Ami Gabi being annotated with 'breakfast and brunch' on the Yelp site, our work did not extract 'brunch' as a feature of Mon Ami Gabi. The words 'breakfast' and 'brunch' were simply not used often enough to be extracted as features. Our understanding is that words such as 'breakfast' and 'brunch' were often used without an adjective. Thus, in our approach, the words 'breakfast' and 'brunch' were not extracted as features. In addition, these words are used in many services; therefore, these features do not gain scores high enough to be extracted as top unique features. Tables 7 and 8 show the top 10 features that were extracted with and without TF-IDF, respectively. The number of reviews of the hotel in the dataset was 2,241. Figure 13 shows the visualisation of the general features. Note that this service is not a restaurant, but a hotel. The number of features that were related to food or drinks was so small that we show only the general visualisation features. As we mentioned before, our method is general and can be applied to any type of reviews. From our result, users can also understand that this service is a hotel and a casino. Our results also showed that customers of this service praised the balcony, view, bathroom, etc., which cannot be known by the predefined tags. Tables 9 and 10 show the top 10 features that were extracted with and without TF-IDF, respectively. The number of reviews of the restaurant in the dataset was 701. Figure 15 and Figure 16 show the visualisation results of the general and food and drinks topics, respectively. On Yelp's page, this service was annotated only with 'desserts', 'bakeries', and 'chocolatiers and shop' by users. In our approach, this service was annotated with detailed features such as 'crepes', 'gelato', and 'chocolate'. 'Bakeries' was not extracted as a feature of this service by our approach; however, users would be able to guess that this service is a bakery from the extracted features such as 'croissants'. 'chocolatiers and shop' was not extracted by our approach either; however, users would be able to guess that this service is a 'chocolatiers and shop' from the extracted feature 'chocolate'. We can also see that, without TF-IDF, general information such as (place, great), (desserts, great), and (taste, good) was extracted. On the other hand, more specific features were extracted when TF-IDF was used. Figure 17 shows the Yelp page of Grouchy John's Coffee Shop. Tables 11 and 12 show the top 10 features that were extracted with and without TF-IDF, respectively. The number of reviews of the coffee shop in the dataset was 356. Figures 18 and 19 show the result of the visualisation of general and food and drinks topics, respectively. On the Yelp page, the service 'Grouchy John's Coffee Shop' was annotated only with 'coffee and tea'. Our results showed that this service was annotated not only with 'coffee shop' and 'coffee', but also with detailed information such as 'espresso'. However, in our results, the word 'john' was extracted as one of the features of this service, but the word 'john' was used as a feature of 'Grouchy John's Coffee Shop' and a feature candidate (johns, grouchy) must be a part of 'Grouchy John's Coffee Shop'. Users are unlikely to obtain sufficient information from such a feature. When an extracted feature is a part of the name of the service, it should be renamed to a service category such as 'coffee shop'. This is one of our future works. 
Accuracy of the extracted features
To evaluate the propriety of our proposed method, we used 20 restaurants: ten restaurants were from the most reviewed restaurants and another ten restaurants were randomly selected from the top 1,000 most reviewed restaurants in Las Vegas. First, we asked ten people from a crowdworking service, who were fluent English speakers, to extract more than ten features as (noun, adjective) pairs for each restaurant after reading all the reviews written for each restaurant. We merged the extracted features from the ten workers and removed features that appeared only once as a long tail for each restaurant. We used the data as the ground truth. When subjects extracted features for one restaurant, they read only reviews written for the restaurant. Thus, they did not consider the other restaurants. An example of the ground truth features, which were generated for 'TC's Rib Crib', is shown in Table 13 . We calculated the Average accuracy@N of our algorithm, changing N from 1 to 10. Specifically, if the top N features extracted by our method were all included in the ground truth set, the accuracy was 100%.
The results with and without TF-IDF are shown in Figure 20 . The accuracy of the top 1 extracted features without TF-IDF was 1.0 and with TF-IDF was 0.85. In addition, the results without TF-IDF were always better than those with TF-IDF because the subjects did not read all the other reviews about the other restaurants in Las Vegas and, therefore, they could not extract relatively important features. However, this result does not indicate that our proposed method is worse than the existing method. In our understanding, common features such as 'food' and 'service' were removed when TF-IDF was used because such features are common among a number of restaurants. Table 14 shows the top 1 feature for the 20 restaurants with and without TF-IDF. From these common features that were extracted by using TF, users cannot obtain sufficient information. Extracting these common features is not an important task, and extracting unique features is more important even if doing so would cause the accuracy to decline. Developing a new evaluation scheme for such unique features rather than for common features is our important future work.
Diversity
The extracted top 1 features for 20 services are shown in Table 14 . When it comes to the average accuracy only, extracted features without TF-IDF had better scores than those with TF-IDF as discussed above. However, when it comes to the diversity of the extracted words, the results with TF-IDF had a wider range of extracted words than those without TF-IDF. From Table 14 , 10 out of 20 features were about 'food' when the features were extracted with TF. The feature 'food' is so general that it delivers little information to users. We did not aim to extract these general features in this study. On the other hand, in extracted features with TF-IDF, there were fewer general words such as 'food' and there was a wider range of detailed words. Therefore, in TF-based ranking, the extracted features had higher accuracy but less information than extracted features with TF-IDF. Our proposed method had a wider range of extracted features and more information than those without TF-IDF.
We also evaluated the overlap of the extracted features for each method. Figure 21 shows the number of unique features of the extracted features without TF-IDF and those with TF-IDF as a function of the number of the extracted features for 1,000 services in our test. From Figure 21 , we can see that the increased rate of the number of unique features with TF-IDF was higher than that without TF-IDF. Thus, it can be concluded that, by using TF-IDF, we could extract a wide variety of detailed features successfully. 
Concreteness
We also considered the concreteness of the extracted features. A concrete word can deliver more information to users. There are many works that aim to give concreteness ratings to words; such studies include those by Takamura et al. (2005) and Brysbaert et al. (2014) . In this study, we used the concreteness ratings defined in Brysbaert et al. (2014) . Table 15 shows examples of the concreteness ratings of words. In concreteness ratings, more than 14,000 nouns are given their concreteness score, which ranges from 1.0 to 5.0. If a word is given a score of 1.0, it means that the word is highly ambiguous, and if a word is given a score of 5.0, it means that the word is highly concrete. In this study, we considered the average concreteness score of the extracted features. For each feature, we searched for the most similar word in terms of concreteness ratings using WordNet and used the concreteness score in the concreteness ratings as the concreteness score of the feature. If a feature was not in WordNet, we removed the feature when computing the concreteness score. Table 16 shows the concreteness score of the top one extracted features for the 1,000 services. We applied Student's t-test, and the result of our proposed method showed statistical significance, with p-value < 0.01. Therefore, our proposed method could extract more concrete information than frequency-based features. Figure 22 shows the average concreteness scores of the extracted features for 20 services. This result also shows that features with TF-IDF were more concrete. 
Future work
Our method returned a large number of feature candidates. Some candidates should be merged appropriately. By using other models such as latent Dirichlet allocation (Blei et al., 2003) and word2vec (Mikolov et al., 2013) , we can reduce the number of feature candidates. In future work, we plan to work on merging candidates appropriately and reduce the number of candidates. In addition, in this study, we ignored temporal effects such as the season and daytime or nighttime. We plan to work on features by considering such temporal effects. We also ignored adverbs such as 'not' and 'very' in this study. Thus, we need to work on extracting features considering the adverbs.
Conclusions
With the increasing popularity of review sites, the number of reviews of services has grown. This growth sometimes makes it impossible for users to read the reviews carefully. Current systems only show general features for users, and users cannot gain enough information to make a decision. Users may also want to know about the unique and detailed features of a service. In this study, we addressed this problem by extracting such features and the user opinions about the service features on the basis of user review texts only. The extracted features enabled users to easily understand the features of a service. We used some adjectives as opinion words and nouns and noun phrases linked to the opinion words as feature candidates. We used 1,000 services in Las Vegas including restaurants, hotels, etc., from Yelp's Academic Datasets and extracted the features for each service. We also made a useful visualisation tool to show users the extracted features and reviews that contain these features. Our experiments demonstrated that unique and detailed features can be discovered by our unsupervised extraction of features for each service.
