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Abstract
In the presence of spin-orbit coupling, electron scattering off impurities depends on both spin
and orbital angular momentum of electrons – spin-orbit scattering. Although some transport prop-
erties are subject to spin-orbit scattering, experimental techniques directly accessible to this effect
are limited. Here we show that a signature of spin-orbit scattering manifests itself in quasiparticle
interference (QPI) imaged by spectroscopic-imaging scanning tunneling microscopy. The experi-
mental data of a polar semiconductor BiTeI are well reproduced by numerical simulations with the
T -matrix formalism that include not only scalar scattering normally adopted but also spin-orbit
scattering stronger than scalar scattering. To accelerate the simulations, we extend the standard
efficient method of QPI calculation for momentum-independent scattering to be applicable even for
spin-orbit scattering. We further identify a selection rule that makes spin-orbit scattering visible
in the QPI pattern. These results demonstrate that spin-orbit scattering can exert predominant
influence on QPI patterns and thus suggest that QPI measurement is available to detect spin-orbit
scattering.
∗ kohsaka@riken.jp
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I. INTRODUCTION
Spin-dependent scattering has played important roles in many fields of physics for a long
time. Spin-dependent asymmetric scattering of electron beams in vacuum provided a foun-
dation of relativistic quantum mechanics [1, 2]. In condensed matter physics, spin-orbit
scattering of electrons propagating in solids contributes to some transport phenomena [3–5].
For example, spin-dependent impurity scattering caused by spin-orbit scattering is among
the origins of anomalous Hall effect and (extrinsic) spin Hall effect [4, 5]. Another direct
consequence of spin-orbit scattering is rotation of electron spin, changing interference be-
tween wave functions of electrons around an impurity. This effect on quantum interference
is known as the origin of weak anti-localization [3].
Interference of wave functions results in a periodic modulation of the local density of
states (LDOS). This modulation, known as quasiparticle interference (QPI), has been im-
aged by spectroscopic imaging scanning tunneling microscopy (SI-STM) in a wide variety of
materials [6–14]. QPI has been studied mostly to acquire momentum-resolved information of
electronic states from its characteristic periodicity based on an assumption that the scatter-
ing center is a scalar one. This assumption is widely used even for strong spin-orbit coupling
systems [9–11, 13, 14] where spin-orbit scattering is also likely to be strong. However, the
role of spin-orbit scattering in QPI is obscure.
A primal difference between spin-orbit and scalar scattering is that the former depends on
both spin and momentum of electrons whereas the latter does not. Consequently, spin-orbit
scattering can cause additional enhancement or suppression of QPI that is unanticipated
for scalar scattering. Lee et al. theoretically indicate that spin-orbit scattering enhances
new scattering channels for the surface states of topological insulator Bi2Te3 [15]. In the
experiments, however, such enhancement and resultant multiple branches of QPI have never
been observed [9, 10].
In this paper, exploiting atomic-resolution SI-STM and numerical simulations, we reveal
that spin-orbit scattering is predominant for QPI of the quasi-two-dimensional states of a
polar semiconductor BiTeI. We performed a detailed analysis of QPI using the standard T -
matrix formalism with an extended technique to accelerate calculations including not only
momentum-independent scalar scattering but also momentum-dependent spin-orbit scatter-
ing. All the components of QPI observed by the experiments are successfully reproduced
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when spin-orbit scattering is considered. The key ingredient is the selection rule due to spin-
orbit scattering, which selectively enhances one of the main scattering channels contributing
QPI of BiTeI. Our finding demonstrates that spin-orbit scattering is actually observed in
QPI and provides a foothold to get better insight into the electronic states through QPI.
II. OVERVIEW OF EXPERMENTAL RESULTS OF BiTeI
BiTeI has a polar crystal structure with layered stacking of triple layers composed of
Te, Bi, and I layers, and hosts giant Rashba-type spin splitting in bulk bands as well as at
the surface as observed by angle-resolved photoemission spectroscopy (ARPES) [16–20]. A
domain structure composed of opposite stacking orders is found in this material, resulting in
two kinds of termination at a single surface [21–24]. Especially in the Te-terminated areas,
differential conductance (dI/dV ) images show clear QPI of quasi-two-dimensional states
split off from the bulk valence band by the spontaneous electric polarization [24].
To define points to be focused, we briefly summarize QPI of BiTeI. (Experimental details
are described in Ref. 24.) Figure 1(a) shows a typical image of QPI in the Te-terminated
area. The Fourier-transformed image shown in Fig. 1(b) reveals that the QPI patterns
consist of three major components: the hexagonal ring surrounding the Γ point, the strong
peaks in the Γ-M direction, and the outermost humps in the Γ-M direction. These features
are commonly observed in all samples studied. By comparing QPI dispersions with the
ARPES results, [16–19] the hexagonal ring and the strong peaks are assigned to interband
scattering between the spin-split bands and intraband scattering between the corners of
the hexagonally warped outer branch, respectively, as depicted in Fig. 1(c). The outermost
humps change their locations depending on bias voltages for stabilizing the scanning tip, and
therefore are attributed to the so-called setpoint effect discussed later. The near-Γ feature,
which varies from one sample to another, originates from nanometer-scale inhomogeneity
due to random distribution of defects.
Although the positions of the hexagonal ring and the strong Γ-M peaks are understood
as described above, there remains a puzzle in their intensities. The intraband scattering is
mostly forbidden because the backscattering from k to −k is suppressed due to the anti-
parallel spin orientations. The Γ-M peaks are nevertheless allowed because of deviation from
the backscattering. Meanwhile, the interband scattering giving the hexagonal ring is always
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FIG. 1. (color online) (a) A 45 × 45 nm2 dI/dV image taken at the Te-terminated surface of
BiTeI. The image was taken at −10 mV with a lock-in modulation voltage of 5 mVrms and a
setup tunneling current of 0.2 nA at a setup bias voltage of 0.2 V. (b) Fourier transform of (a).
(c) Schematic figures of the band structure of quasi-two-dimensional states at the Te-terminated
surface observed by ARPES [16–18]. From left to right, a three-dimensional illustration of the
band structure, the band dispersion in the Γ-M direction, and a constant energy contour. The
double-headed arrows denote dominant scattering channels producing the QPI. Spin directions are
depicted by the arrows and markers colored in orange and blue; in-plane components are denoted
by the arrows and out-of-plane components are denoted by the markers.
allowed because the spin orientations are almost parallel. That is, the spin texture of the
band structure is more beneficial for the hexagonal ring than for the Γ-M peaks, although
the former is actually weaker than the latter. This inverted intensity is a robust signature
of spin-orbit scattering, as revealed below.
III. THE MODEL AND T -MATRIX FORMALISM
To solve the puzzle of intensity, we numerically simulate QPI patterns. To model the
quasi-two-dimensional state originating from the bulk valence band predominated by Bi 6pz
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orbitals, [25] we employ an extended Rashba Hamiltonian,
H0(kx, ky) =
(
E0 +
k2
2m
E(k)
)
I + V (k)(kxσy − kyσx) + Λ(k)(3k2x − k2y)kyσz, (1)
where I and σi (i = x, y, z) are the identity matrix and the Pauli matrices, respectively, with
k =
√
k2x + k
2
y. If E(k) and V (k) are constant and Λ(k) = 0, Eq. (1) gives the Bychkov-
Rashba Hamiltonian [26]. The last term of Eq. (1) reflects C3v symmetry of BiTeI [16, 27].
We extend H0 up to k
6 terms, E(k) = 1 + α4k
2 + α6k
4, V (k) = v(1 + β3k
2 + β5k
4), and
Λ(k) = λ(1 + γ5k
2) so that it is invariant under a three-fold rotation along the z direction,
mirror operation about the xz plane (x is along the Γ-M direction), and the time-reversal
operation. The higher terms up to k6 are required for QPI calculations performed in the
whole surface Brillouin zone whereas k3 terms are enough to reproduce the ARPES results
near the Γ point [20]. We choose parameters as m = 0.0168 eV−1A˚−2, α4 = −2.03 A˚−2,
α6 = 87.5 A˚
−4, v = 3.13 eVA˚−1, β3 = −2.01 A˚−2, β5 = 323 A˚−4, λ = −41.7 eVA˚−3,
γ5 = 2.43 A˚
−2, and E0 = −0.352 eV by fitting experimental data (Fig. 2).
QPI patterns have been calculated with the standard T -matrix formalism for a single
local impurity. In fact, there are many defects in the field of view of Fig. 1(a). However, the
three major features of QPI are independent of details of defect distribution as evidenced
by the experimental fact that they are observed in all samples. Therefore, we postulate
that multiple impurities work on overall intensity in a statistical manner [12] and a single
impurity is a good starting point to discuss QPI patterns. The LDOS is written by the
retarded Green’s function Gˆ in momentum space,
ρ(q, ω) = − 1
2pii
∑
k
Tr
{
Gˆ(k,k − q, ω)− Gˆ∗(k,k + q, ω)
}
, (2)
where ρ(q, ω) is the Fourier transform of the LDOS, ρ(q, ω) =
∫
ρ(r, ω)e−iq·rdr. Here we
consider the Green’s function in matrix form to include spin. In the presence of a scattering
center the potential of which in momentum space is Vˆk,k′ ,
Gˆ(k,k′, ω) = Gˆ0(k, ω)δk,k′ + Gˆ0(k, ω)Tˆk,k′(ω)Gˆ0(k′, ω), (3)
where the T matrix satisfies
Tˆk,k′(ω) = Vˆk,k′ +
∑
p
Vˆk,pGˆ0(p, ω)Tˆp,k′(ω). (4)
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FIG. 2. (color online) Fitting results to determine the parameters of Eq. (1): (a) the Fermi
surface, [20] (b) band dispersion in the Γ-M direction, [20] and (c) QPI dispersion the in the Γ-M
direction [24]. Open circles and solid curves are experimental data and fitting results, respectively.
Since there is an energy offset ∆E0 between ARPES and QPI dispersions, E0 is given by the sum of
two fitting parameters, E0 = E
ARPES
0 + ∆E0, where E
ARPES
0 = −0.179 eV and ∆E0 = −0.173 eV.
The eigenvalues of the model Hamiltonian are shown in (d) constant energy contours and (e)
dispersion along M-Γ-K.
Here Gˆ0 is the bare Green’s function, Gˆ0(k, ω) =
∑
n gn(k, ω)
∣∣ψn(k)〉〈ψn(k)∣∣, gn(k, ω) =
(ω + iη − n(k))−1, where n(k) and ψn(k) are the nth eigenvalue and the nth eigenstate of
the bare Hamiltonian, respectively, with η being a small broadening factor (10 meV for our
simulations).
QPI patterns can be computed in principle with these equations. For momentum-
independent scattering (e.g., scalar scattering), a direct calculation of the k summation
requires O(N4) operations for a single QPI image, where N × N is the number of grid
points. The amount of this calculation can be reduced to O(N2 log2N) by using fast Fourier
transform (FFT) [12, 28]. For momentum-dependent scattering (e.g., spin-orbit scattering),
however, the FFT-based technique has not been applied and consequently the k summation
requiring O(N6) operations has been directly calculated. The enormous amount of calcula-
tion has hindered precise and comprehensive analysis of QPI; calculations have often been
done only in a narrow range and at a low resolution of energy and momentum [15]. We find
that the FFT-based technique is still available for momentum-dependent scattering satisfy-
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ing a certain condition. Because of this method, the amount of calculation for spin-orbit
scattering can be reduced to O(N2 log2N) that greatly accelerates our simulations. Details
of the method are described in Appendix A.
IV. NUMERICAL RESULTS
We begin our simulations with a scalar impurity. In this case, the scattering potential
is independent of momentum, Vˆ = V0I, where V0 is strength of scattering (V0 = 0.1 eV for
all simulations). The T matrix is also simplified to a momentum-independent form. This
simplification makes the calculation greatly easy and is why a scalar impurity is widely
assumed as scattering center. The simulation result successfully reproduces the hexagonal
ring and the Γ-M peaks as shown in Fig. 3(a). The hexagonal ring appears at the location of
interband scattering between the spin-split bands and the Γ-M peaks lie slightly outside of
intraband scattering of the outer branch, corroborating the peak assignment described above.
No prominent feature appears near the Γ point, being consistent with the experiments. (See
Appendix B for details.) Although these basic features are reproduced, the ring is stronger
than the peaks, replicating the puzzle. This discrepancy in intensities is robust as long as
the band parameters are in a reasonable range, suggesting that the scattering is not a simple
scalar one.
We then consider two kinds of scattering, magnetic scattering and spin-orbit scattering.
Since both rotate electron spin, they may change the situation that is beneficial for the
hexagonal ring. Figure 3(b) shows the calculation result with magnetic scattering Vˆ = V0σz
corresponding to a classical magnetic moment pointing in the z direction. The Γ-M peaks
are still weaker than the hexagonal ring and the QPI pattern is strongly suppressed overall.
In contrast, noteworthy results are found for spin-orbit scattering,
Vˆk,k′ = V0{I + ic(k × k′) · σ}, (5)
where c is the effective spin-orbit coupling parameter [5] and denotes strength of spin-orbit
scattering relative to that of scalar scattering. The Γ-M peaks are selectively enhanced as c
increases and become stronger than the hexagonal ring as shown in Fig. 3(c).
The remaining feature, the humps in the Γ-M direction, can be calculated by taking
data acquisition procedures of SI-STM (the setpoint effect) into account. Even if a dI/dV
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FIG. 3. (color online) Fourier-transformed images of QPI patterns at −10 meV, ∣∣ρ(q, ω =
−10 meV)∣∣, calculated with different scattering centers. (a) Scalar scattering. (b) Magnetic scat-
tering. (c) Scalar and spin-orbit scattering with c = 60 A˚2. The blue dashed lines in (a) depict
scattering vectors expected from constant energy contours of the band dispersion. The inner and
outer lines denote interband scattering between the spin-split bands and intraband scattering of
the outer branch, respectively.
spectrum is proportional to LDOS at each location as generally assumed, the proportional
constant is not generally uniform but has a spatial structure reflecting variation of the tip
height. The height of a scanning tip is adjusted at each location such that the tunneling
current is a set value. The current is determined by the LDOS integrated up to a given bias
voltage Vset. Consequently, a dI/dV image observed by SI-STM depends on Vset as well as
the LDOS,
dI
dV
(r, V, Vset) ∝ ρ(r, eV )∫ eVset
0
ρ(r, EF + )d
, (6)
where EF is the Fermi energy [29]. The denominator of Eq. (6) represents the setpoint
effect. This effect has been known in the experiments but neglected in the calculations of
QPI. Full simulation including spin-orbit scattering and the setpoint effect is shown in Fig. 4.
All of the hexagonal ring, the strong Γ-M peaks, and the Γ-M humps are well reproduced.
The peak intensities agree with the experiment as shown in Fig. 4(e) with c = 80 A˚2 or a
dimensionless parameter cpi2/a0
2 = 40 (a0 = 4.34 A˚, a-axis length), indicating predominance
of spin-orbit scattering over scalar scattering.
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FIG. 4. (color online) Full simulation including spin-orbit scattering with c = 80 A˚2 and the
setpoint effect with Vset = 0.2 V. (a) A side-by-side comparison between the experiment (left)
and the full simulation (right) at −10 meV. (b, c, d) Energy dependence (dispersion) in the Γ-M
direction. (e) Line profiles of (a) in the Γ-M direction. An exponential background is subtracted
from the experimental data.
V. DISCUSSION
The above results of numerical simulations clearly show that spin-orbit scattering is the
crucial ingredient to explain the QPI intensities of BiTeI. The contrasting results of magnetic
and spin-orbit scattering can be understood as follows. Electrons with spin-up and spin-
down feel potentials of opposite signs for magnetic scattering [30]. In addition, electrons
scattered to the right and the left do as well for spin-orbit scattering. The opposite signs
result in suppression of QPI for magnetic scattering whereas the same sign, as a result of
a combination of the two effects, is cooperative for QPI in the case of spin-orbit scattering.
An essential point of this mechanism is the scattering amplitude. To the first order of Vˆ ,
a contribution to QPI from a scattering process (k′ → k) and its time-reversal counterpart
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(−k→ −k′) are written as
δρk,k′(ω) = − 1
pi
∑
m,n
Im
{
gn(k, ω)gm(k
′, ω)
}〈
ψn(k)
∣∣Vˆk,k′∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉, (7)
δρ−k′,−k(ω) = − 1
pi
∑
m,n
Im
{
gn(k, ω)gm(k
′, ω)
}〈
ψn(k)
∣∣ΘVˆ−k,−k′Θ−1∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉,
(8)
where Θ is the time-reversal operator. (Derivation of these formulas is written in Ap-
pendix C.) The difference between the two processes is found to be the potential in the
scattering amplitude. For scalar scattering Vˆk,k′ = V0I, Eqs. (7) and (8) are the same,
δρk,k′ = δρ−k′,−k. For magnetic scattering Vˆk,k′ = V0σi, the scattering amplitude changes
sign under time reversal because ΘσiΘ
−1 = −σi. Time-reversal processes thus always cancel
with each other, δρk,k′ = −δρ−k′,−k, leading to the strong suppression of QPI for magnetic
scattering. (This explains why QPI patterns are unchanged even in the presence of magnetic
impurities [10, 31].) For spin-orbit scattering Vˆk,k′ = icV0(k×k′)·σ, the scattering amplitude
of time-reversal processes has the same sign because ΘVˆ−k,−k′Θ−1 = (−i)cV0(k×k′)·(−σ) =
Vˆk,k′ . Therefore, as for spin-orbit scattering, the two scattering processes cooperatively con-
tribute to QPI without being canceled as in the case of scalar scattering.
The preferential enhancement of the Γ-M peaks (Fig. 3(c)) is attributed to the directional
and spin-dependent nature of spin-orbit scattering. For electrons in two dimensions, spin-
orbit scattering is written as Vˆk,k′ = icV0kk
′ sin θk,k′σz, where θk,k′ is the angle from k to k′.
Since the hexagonal ring mainly consists of δρk,k′ with θk,k′ ∼ pi and 〈ψn(k)|σz|ψm(k′)〉 ∼
0, spin-orbit scattering does not contribute to the hexagonal ring whereas it does con-
tribute to the Γ-M peaks because θk,k′ ∼ ±2pi/3 and 〈ψn(k)|σz|ψn(k′)〉 6= 0. (Whether
the scattering amplitude is zero or not is easily estimated as written in Appendix D.)
This selective suppression is a selection rule originating from the scattering amplitude
〈ψn(k)|Vˆk,k′ |ψm(k′)〉 = 0, which is distinct from a selection rule stemming from orthogo-
nal wave functions 〈ψn(k)|ψm(k′)〉 = 0 [10, 31–34].
Spin-orbit scattering exists in principle in any materials and grows with spin-orbit cou-
pling. However, its appearance in QPI depends on details of relevant electronic states. QPI
of surface states of Au(111) [6] is insensitive to spin-orbit scattering due to the selection
rule, θk,k′ ∼ pi and 〈ψn(k)|σz|ψm(k′)〉 ∼ 0, being the same as the hexagonal ring of BiTeI.
As for topological surface states of Bi2Te3, [9, 10] we presume that spin-orbit scattering
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enhances the Γ-M peaks so it does for BiTeI, but its influence remains to be clarified. In this
sense, the quasi-two-dimensional states of BiTeI with two scattering channels, one of which
is sensitive to spin-orbit scattering and the other insensitive, are suited to investigate effects
of spin-orbit scattering. QPI arising from electronic states near the Brillouin-zone boundary
may be subject to spin-orbit scattering because of large momenta and θk,k′ ∼ pi/2 [15]. Such
candidates are found in topological crystalline insulators and Weyl semimetals [11, 13, 14].
Including other factors affecting QPI intensities would be conducive to better quantifying
strength of spin-orbit scattering. A delta-function scattering potential is used for simplicity
in our simulations. In a more realistic case, V0 in Eq. (5) is changed from a constant to
V (|q|) for a spherical scattering potential. Since V (|q|) usually decreases monotonically with
increasing |q|, QPI intensities are prone to be suppressed at large |q|, where the amplitude of
spin-orbit scattering is large. Finite sharpness of a scanning tip also causes a similar effect.
Strength of spin-orbit scattering therefore may be underestimated due to these factors.
Nevertheless, the strength of spin-orbit scattering obtained for BiTeI (80 A˚2) is much larger
than a theoretical value for n-GaAs (5.3 A˚2), [5] being consistent with strong spin-orbit
coupling in BiTeI. We note that the obtained value is averaged over many defects of multiple
kinds. If defects are separated enough, spin-orbit scattering can be probed at individual
defects and may be available for designing and optimizing materials of spin Hall effect.
VI. CONCLUSIONS
In conclusion, using atomic-resolution SI-STM and numerical simulations with the T -
matrix formalism, we identify a signature of spin-orbit scattering in the QPI patterns of
BiTeI. Spin-orbit scattering manifests itself in QPI through a selection rule originating from
the scattering amplitude. Our results highlight the importance of the scattering process
beyond featureless scalar scattering and, more importantly, suggest a potential capability
of QPI measurement as a local, direct (unaffected by scattering time), and quantitative
probe of spin-orbit scattering detected heretofore by transport measurements. We believe
that including spin-orbit scattering into QPI analysis, which is now readily possible as
demonstrated in our simulations, leads to a deeper understanding of electronic states of and
more functionality from strong spin-orbit coupling systems.
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Appendix A: Fast calculation of QPI patterns
The k summation in Eq. (2) with the integral equation about the T -matrix Eq. (4) re-
quires O(N4) operations for single q, resulting in O(N6) operations in total to calculate a
QPI image. In the case of momentum-independent scattering, the total amount of calcula-
tion is reduced to O(N4) and further reduced to O(N2 log2N) by using FFT. Here we show
that, even in the case of momentum-dependent scattering, the amount of calculation can be
reduced to O(N2 log2N) from O(N6) of the k summation when the scattering satisfies a
certain condition.
To introduce our approach to reduce the amount of calculation, we begin with momentum-
independent scattering. Since the T matrix is also independent of k, Eqs.(2)-(4) are simpli-
fied to
ρ(q, ω) ∼ − 1
2pii
∑
k
Tr
{
Gˆ0(k, ω)Tˆ (ω)Gˆ0(k − q, ω)− Gˆ∗0(k, ω)Tˆ ∗(ω)Gˆ∗0(k + q, ω)
}
, (A1)
where Tˆ (ω) =
(
I − Vˆ ∑k Gˆ0(k, ω))−1 Vˆ . Only the inhomogeneous part of LDOS is shown
in Eq. (A1) for brevity because it gives spatial modulations of QPI patterns. Each matrix
element of the k summation in Eq. (A1) is∑
k
Tr
{
Gˆ0(k, ω)Tˆ (ω)Gˆ0(k + q, ω)
}
=
∑
m,n
t(mn)(ω)
∑
k,j
g
(jm)
0 (k, ω)g
(nj)
0 (k + q, ω), (A2)
where g
(ij)
0 and t
(ij) are matrix elements of Gˆ0 and Tˆ , respectively. The right-hand side of
Eq. (A2) is the cross-correlation between g
(jm)
0 and g
(nj)
0 , and thus can be expressed with
Fourier transform,∑
k
g
(jm)
0 (k, ω)g
(nj)
0 (k + q, ω) =
∑
r
g
(jm)
0 (−r, ω)g(nj)0 (r, ω)eiq·r, (A3)
where g
(ij)
0 (r, ω) =
∑
k g
(ij)
0 (k, ω)e
−ik·r. Since the right-hand side of Eq. (A3) is the inverse
Fourier transform of g
(jm)
0 (−r, ω)g(nj)0 (r, ω), the left-hand side of Eq. (A3) can be calculated
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via FFT without taking the k summation [12, 28]. The amount of calculation is thus reduced
from O(N4) of the direct calculation to O(N2 log2N) of FFT.
FFT, the essential point to reduce the amount of calculation, is available as in Eq. (A3)
because Eq. (A1) is expressed virtually as a product of two matrices; one is a function of k
and the other is a function of k + q. At a glance, this condition is not satisfied for general
scatterers because the T matrix depends on momentum. However, when Vˆk,k′ is expressed
as a sum of products between k- and k′-dependent matrices
Vˆk,k′ =
∑
j
uˆj(k)vˆj(k
′) = tu(k)v(k′), (A4)
where u(k) = t(uˆ1(k) uˆ2(k) · · · ) and v(k) = t(vˆ1(k) vˆ2(k) · · · ), FFT is available to calcu-
late QPI patterns as in the case of momentum-independent scattering.
We rewrite Eq. (4) in a form of a recurrence formula
Tˆ
(n)
k,k′(ω) =
Vˆk,k
′ (n = 1),
Vˆk,k′ +
∑
p Vˆk,pGˆ0(p, ω)Tˆ
(n−1)
p,k′ (ω) (n ≥ 2).
(A5)
By multiplying v(k)Gˆ0(k, ω) from the left and taking a sum with respect to k, we obtain
Kn(k
′, ω) =
M(ω)v(k
′) (n = 1),
M(ω)v(k′) +M(ω)Kn−1(k′, ω) (n ≥ 2),
(A6)
where Kn(k
′, ω) =
∑
p v(p)Gˆ0(p, ω)Tˆ
(n)
p,k′(ω) and M(ω) =
∑
p v(p)Gˆ0(p, ω)
tu(p). Since
these equations are summarized as Kn(k
′, ω) =
∑n
j=1{M(ω)}jv(k′), Eq. (A5) is also sum-
marized as
Tˆ
(n)
k,k′(ω) =
tu(k)
n−1∑
j=0
{M(ω)}jv(k′), (A7)
where {M(ω)}0 is the identity matrix, tu(k){M(ω)}0v(k′) = tu(k)v(k′). Now the T matrix
and thus the second term of Eq. (3) are expressed as a product of k and k′ terms, and FFT is
available to calculate QPI patterns as described above. We stress that the integral equation
of the T matrix [Eq. (4)] is reduced virtually to a sum of {M(ω)}j, which is independent
of k. Therefore, the calculation size is almost the same as that of momentum-independent
scatterers. Namely, the total amount of QPI calculation is drastically reduced from O(N6)
to O(N2 log2N).
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(b) (c)(a) (e)(d)
~ seconds ~ hours ~ days ~ months ~ years
FIG. 5. (color online) Simulations with the same parameters as Fig. 3(c) but at lower resolutions.
Since the calculation of Fig. 3(c) took 4 s, calculations with direct k summation of (a)–(e) are
estimated to take 4 s, 1 h, 1 day, 1 month, and 7 years, respectively. (e) The same as Fig. 3(c)
shown for comparison.
Spin-orbit scattering, Vˆk,k′ = V0 {I + ic(k × k′) · σ}, is written in the form of Eq. (A4).
In two dimension, it is written as Vˆk,k′ = V0
{
I + ic(kxk
′
y − kyk′x)σz
}
= tu(k)v(k′), where
tu(k) = (I kxI kyI), v(k) = Uu(k), and
U =

V0I 0 0
0 0 icV0σz
0 −icV0σz 0
 . (A8)
The M matrix is
M(ω) = U
∑
k

Gˆ0(k, ω) kxGˆ0(k, ω) kyGˆ0(k, ω)
kxGˆ0(k, ω) k
2
xGˆ0(k, ω) kxkyGˆ0(k, ω)
kyGˆ0(k, ω) kxkyGˆ0(k, ω) k
2
yGˆ0(k, ω)
 . (A9)
Note that each element of M is a 2× 2 matrix independent of k and thus ∑M j is readily
calculable. Calculation of Fig. 3(c) with this method took only several seconds with a
desktop computer. This means direct k summation at the same resolution is estimated to
take about several years. Even if the direct calculations were done at lower resolutions, it
may be difficult to find a reasonable compromise between resolution and time as shown in
Fig. 5, highlighting drastic reduction of calculation costs with our method.
Appendix B: Limitations of the joint density of states approach
All QPI patterns observed in the experiments show large intensities near q = 0 as shown in
Fig. 1(b). Since these near-Γ features vary from one field of view to another, and one sample
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(b) SJDOS(a) JDOS
FIG. 6. (color online) Fourier-transformed images of QPI patterns at −10 meV, calculated by (a)
JDOS and (b) spin-dependent JDOS.
to another, they originate from the nanoscale inhomogeneity due to random distribution of
defects. The varying near-Γ feature means that a QPI pattern near q = 0, if any, is small
and masked by the nanoscale inhomogeneity. Therefore, no prominent feature near q = 0
in Fig. 3 is consistent with the experiments.
Meanwhile, from the viewpoint of the so-called joint density of states (JDOS), one may
expect a large QPI intensity near q = 0; if DOS is large at a given k, large DOS is also
found near k, resulting in a large QPI intensity near q = 0. However, as revealed by JDOS
calculations shown below, such a JDOS-derived pattern near q = 0 has never been observed
in BiTeI.
In the JDOS approach, QPI patterns are interpreted to be proportional to JDOS,
ρJDOS(q, ω) ∝
∑
k
ρ0(k, ω)ρ0(k − q, ω), (B1)
where ρ0(k, ω) is the DOS at k, ρ0(k, ω) = −Im
[
Tr
{
G0(k, ω)
}]
. To include a spin effect,
spin-dependent JDOS is considered,
ρSJDOS(q, ω) ∝
∑
i=0,x,y,z
∑
k
ρi(k, ω)ρi(k − q, ω) (B2)
where ρi(k, ω) = −Im
[
Tr
{
σiG0(k, ω)
}]
. The JDOS approach always predicts a large QPI
intensity near q = 0 because the JDOS is the auto-correlation of ρi(k, ω). Actually, as
shown in Fig. 6, calculations with the JDOS and spin-dependent JDOS approaches show
an asterisk-like pattern centered at q = 0, sticking out in the Γ-K direction, and extending
close to the hexagonal ring of intraband scattering. However, such a salient pattern has
never been observed in the experiments. This discrepancy between the JDOS calculations
and the observed QPI patterns highlights limitations of the JDOS approach.
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The limitations of the JDOS approach derive from a difference between QPI and the
JDOS. The spin-dependent JDOS of Eq. (B2) can be written as
ρSJDOS(q, ω) ∝
∑
k
∑
m,n
Im
{
gn(k, ω)
}
Im
{
gm(k − q, ω)
}∣∣∣〈ψm(k − q)∣∣ψn(k)〉∣∣∣2. (B3)
A QPI pattern calculated by the T -matrix formalism for scalar scattering is written in a
similar form. Equation (7) with Vˆk,k′ = V0I gives
ρ(q, ω) =
∑
k
δρk,k−q(ω) ∝
∑
k
∑
m,n
Im
{
gn(k, ω)gm(k − q, ω)
}∣∣∣〈ψm(k − q)∣∣ψn(k)〉∣∣∣2. (B4)
The product of Im g in Eq. (B3) is not included in Eq. (B4); in other words, that QPI is not
directly related to JDOS as discussed in Ref. 28.
Appendix C: Contribution to QPI from k→ k′ scattering process
We define δρk,k′(ω) such that its summation with respect to k gives ρ(k − k′, ω),
δρk,k′(ω) ≡ − 1
2pii
Tr
{
Gˆ(k,k′, ω)− Gˆ∗(k′,k, ω)
}
. (C1)
Here we consider an approximation to the first order of Vˆk,k′ for simplicity. Since the T
matrix is Tˆk,k′ ∼ Vˆk,k′ ,
δρk,k′(ω) = − 1
2pii
Tr
[
Gˆ0(k, ω)Vˆk,k′Gˆ0(k
′, ω)−
{
Gˆ0(k
′, ω)Vˆk′,kGˆ0(k, ω)
}∗]
. (C2)
The first term is
Tr
{
Gˆ0(k, ω)Vˆk,k′Gˆ0(k
′, ω)
}
=
∑
m,n
gn(k, ω)gm(k
′, ω)Tr
{∣∣ψn(k)〉〈ψn(k)∣∣Vˆk,k′∣∣ψm(k′)〉〈ψm(k′)∣∣} (C3)
=
∑
m,n
gn(k, ω)gm(k
′, ω)
〈
ψn(k)
∣∣Vˆk,k′∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉. (C4)
Similarly, the second term is
Tr
{
Gˆ0(k
′, ω)Vˆk′,kGˆ0(k, ω)
}∗
=
∑
m,n
{
gn(k, ω)gm(k
′, ω)
}∗〈
ψn(k)
∣∣Vˆk′,k†∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉.
(C5)
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Given Vˆk′,k
† = Vˆk,k′ as Vˆ is Hermitian, Eqs. (C4) and (C5) are summarized to
δρk,k′(ω) = − 1
pi
∑
m,n
Im
{
gn(k, ω)gm(k
′, ω)
}〈
ψn(k)
∣∣Vˆk,k′∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉. (7)
Replacing k (k′) with −k′ (−k) gives the time-reversal counterpart,
δρ−k′,−k(ω)
= − 1
pi
∑
m,n
Im
{
gn(−k, ω)gm(−k′, ω)
}〈
ψm(−k′)
∣∣Vˆ−k′,−k∣∣ψn(−k)〉〈ψn(−k)∣∣ψm(−k′)〉 (C6)
= − 1
pi
∑
m,n
Im
{
gn(k, ω)gm(k
′, ω)
}〈
ψn(k)
∣∣ΘVˆ−k′,−k†Θ−1∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉. (C7)
The second follows from three identities; gn(−k, ω) = gn(k, ω) as H0 is time invariant, and〈
β
∣∣L∣∣α〉 = 〈α′∣∣ΘL†Θ−1∣∣β′〉 and 〈β∣∣α〉 = 〈α′∣∣β′〉, where ∣∣α′〉 = Θ∣∣α〉, ∣∣β′〉 = Θ∣∣β〉, and L is
a linear operator [35]. The last two hold because Θ is antiunitary. Given Vˆ−k′,−k† = Vˆ−k,−k′
as Vˆ is Hermitian, we obtain
δρ−k′,−k(ω) = − 1
pi
∑
m,n
Im
{
gn(k, ω)gm(k
′, ω)
}〈
ψn(k)
∣∣ΘVˆ−k,−k′Θ−1∣∣ψm(k′)〉〈ψm(k′)∣∣ψn(k)〉.
(8)
Appendix D: Relation between the scattering amplitude and spin orientation
Let Sn(k) be the expectation value of the Pauli matrices, Sn(k) =
〈
ψn(k)
∣∣σ∣∣ψn(k)〉,
then the following relation holds
Sn(k) · Sm(k′) = 2
∣∣∣〈ψn(k)∣∣ψm(k′)〉∣∣∣2 − 1. (D1)
The pi-rotation operator along the z direction for a spin-1/2 state is given as e−ipiσz/2 = −iσz.
Therefore, by rotating Sm(k
′) and
∣∣ψm(k′)〉 by pi along the z direction, we obtain
Sn(k) ·RzpiSm(k′) = 2
∣∣∣〈ψn(k)∣∣σz∣∣ψm(k′)〉∣∣∣2 − 1, (D2)
where Rzpi denotes pi-rotation of spin orientation along the z direction. Equation (D2) means〈
ψn(k)
∣∣σz∣∣ψm(k′)〉 = 0 for two states with the spin orientations parallel and lying in the xy
plane.
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