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1. INTRODUCTION 
The restricted problem of three bodies was first formulated by Euler in his 
second lunar theory, published in 1772. In 1836 Jacobi, who had rediscovered 
this problem, gave a first (and still, the only known) integral for the problem. 
In brief, the restricted problem of three bodies can be described as follows: 
two bodies, attracted to one another under the Newtonian law of gravitation, 
revolve about their common center of gravity, describing circles with uniform 
speed, thus yielding a particular solution of the two-body problem. A third 
body is attracted by the first two bodies according to the Newtonian law of 
graviation, but exerts no influence on these bodies (hence they continue to 
move as described). The problem is to determine the motion of this third body. 
We shall be concerned here with the restricted problem of three bodies 
in the plane. Introductory material concerning this subject is accessible in 
simple and readable presentations ([3], [A). 
In the rotating coordinate system the (suitably normalized) equations of 
motion are 
f - 29 = aujax, 
3 + 22 = aujay, (1) 
where 
u= u(x,y)=:(x”+y2)+~+~2, 
Yl 2 = (x + Pj2 + Y2, 
r2 2 = (x + p - 1)2 + ya, 0 < /L < 1 
Thus the sum of masses of the first two (circling) bodies is taken to be 1, 
one of them having mass CL, the other mass 1 - p. The body of mass p has 
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coordinates (1 - CL, 0) and the body of mass 1 - to has coordinates (--CL, 0). 
Thus the center of gravity is at (0,O). For further details see [3]. 
We may illustrate the situation with Fig. 1. A first integral of this system of 
equations is 
3i2 + p2 = 2U(x, r) - c, 
FIG. 1 
the so-called Jacobi integral; the constant C in this equation is called Jacobi’s 
constant. 
Interesting information concerning the restricted three-body problem 
was first obtained from the Jacobi integral by G. W. Hill. The integral singles 
out the curves 
U(x, y) = const 
as objects of particular interest. (Actually Hill was concerned with a limiting 
case of the restricted three-body problem, but his conclusions about the 
curves in question are easily extended to the usual restricted three body 
problem, as was done by Bohlin in 1887.) The integral and these curves were 
used extensively also by Darwin in his investigations of the problem [I]. 
In all such investigations a prominent role is played by 
the length of the velocity vector. We propose to supplement these con- 
siderations somewhat by also investigating the direction of the velocity vector. 
2. THE CURVATURE EQUATION 
The direction of the velocity vector can be characterized by the angle 0 
defined by 
8 = arctar@/&). 
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Differentiating we get 
e = (2-y - jq(a2 + $2); 
using Eq. (1) this becomes 
On multiplying through by v2, we have 
v”(B + 2) = (aujay) 5 - (au/ax)j (3) 
In order to express this relation more geometrically we introduce the curvature 
K = dQ!s, 
where ds is the element of arc length. One should note that this curvature 
carries a sign, and that it can be positive or negative. In fact, since 
we have 
ds = v dt, 
8=vK, 
so that K and 4 have the same sign. 
If we introduce the normal derivative 
au i au -=- -$- 
an ( v aY 
g9, 
then Eq. (3) can be written as 
dx + 2v = au/an. (3’) 
All of this can also easily be seen if we use an intrinsic form of the equations 
instead of (1). Let v and K be as before and let T denote the unit tangent 
vector at a point of the trajectory under consideration, N the unit normal, 
and A the acceleration vector. (Note the velocity vector V = VT.) Also, we 
set a =I dvldt. Then for any curve we have 
A = aT + v2KN; 
on the other hand, Eqs. (1) become 
A+ T + (g - 2v) N. 
On comparing these two intrinsic equations we obtain 
V~K + 2~ = au/an (3’) 
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from the coefficients of N, and 
a = aUjas 
from the coefficients of A. This latter equation yields the Jacobi integral since 
dv dv ds dv au 
a=-T-.-=v..-- . 
dt ds dt ds as 
Integrating (and multiplying by 2) we get 
v2=2lJ--c. 
3. PATH POLYGONS 
In order to fully utilize Eq. (3’) we introduce the following notion. By a 
path polygon we shall mean an oriented curvilinear polygon whose sides are 
segments of solutions of Eq. (1). M oreover, the orientation of each side of the 
polygon must agree with the orientation of the polygon itself. (Each side of 
the polygon has its own natural orientation, which is given dynamically.) 
We shall restrict ourselves to path polygons which have only a finite number 
of sides. 
Now let P denote a simple closed path polygon, and let D denote its 
interior, and let A be the area of D, and let I be the length of P. We can 
prove the following theorem. 
THEOREM: If P b a simple closed path polygon of length 1 which bounds a 
domain D of area A, and if 
K> -g +$) 
then P must enclose at least one of the bodies. 
Proof. Applying Green’s theorem to Eq. (3’), we get 
sp (v2K + Wds = - j-ID AU dx dy. 
The Laplacian 
@lJ 8U 
AU=-+- 
?Y2 
is easily computed and found to be 
(4) 
(5) 
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From the hypothesis of the theorem it follows that 
v2K + 2v > -2AjI 
which in turn implies that 
I (v2K + 2v) ds > -2A, P 
and from (5) we see that 
ss AUdxdy >2A. D 
But qhis means that 
s, (v2K + 2v)ds = - /j-, AU dx dy < -2A, 
which is a contradiction unless it is impossible to apply Green’s theorem, viz., 
because P incloses at least one of the bodies. 
COROLLARY 1. The conclusion of the theorem holds if we replace the 
inequality by either of the stronger inequalities 
(i) K 3 -2/v, 
(ii) K > 0. 
We now give a few definitions for the purpose of some applications. A 
solution x(t), y(t) is called reentrant at the point 
(x0 5 Yoh x0 = x(to), Yo = Y(to) 
if there exists a number t, > to such that 
w = x(to), YW = r(to>, (6) 
and will be called simply reentrant over the range to < t $ t, if tl is the 
smallest number (greater than to) for which Eqs. (6) hold. [We note that if 
the equations 
xw = x(to), WI) = *(to), 
Y(h) = YPO), Nl> = $0) 
(6’) 
were to hold instead of (6) only, then the solution would be periodic; thus 
every periodic solution is reentrant after one period, but not necessarily 
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simply reentrant-it may have been reentrant earlier. Figure 2 illustrates this. 
This periodic solution is simply reentrant at (x0 , ya) after the small loop has 
been traversed, and reentrant again at (x,, , ya) after one whole period, 
but it is not simply reentrant after a whole period.] A simply reentrant portion 
of a trajectory determines a simple closed path polygon of one side. 
FIG. 2 
A portion of a trajectory will be called locally convex if K 2 0 at each 
point of it. We can now state some further consequences of the theorem. 
COROLLARY 2. There are no locally convex simply reentrant solutions 
which do not enclose at least one of the bodies. 
Proof. Local convexity and Corollary 1 mean that the conclusions of the 
theorem apply. 
Figure 3 illustrates this corollary. The loop occurring in Fig. 3b is ruled 
out as a possibility by Corollary 2 since K > 0 everywhere on this loop; 
however, the loop in 3a is not ruled out since K < 0 everywhere on this loop. 
FIG. 3 
COROLLARY 3. There are no simple closed, locally convex periodic solutions 
which do not enclose at least one body. 
Proof. This is a special case of Corollary 2. 
In order to extend this statement, we make the following definition: 
A path polygon P’ is said to be subpolygon of the path polygon P if every 
side of P’ is also a side of P. (Orientation is to be included as a part of this 
definition.) A path polygon is said to be locally convex if each of its sides is 
locally convex. A path polygon P is said to enclose a point q if there is a 
simple closed subpolygon P’ of P such that 4 is contained in the interior of 
the polygon P’. Using these definitions we can make the following statement: 
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COROLLARY 4. There are no locally convex periodic solutions which do not 
enclose at least one of the bodies. 
Proof. Out of the entire periodic solution we choose a simply reentrant 
portion P’. To this we apply Corollary 2 to show that P’ must enclose one 
of the bodies. By definition this implies the periodic solution must enclose 
one of the bodies. 
Finally, we wish to point out that there are many (a continuum) periodic 
solutions which do not enclose either of the bodies. Examples of these and 
discussions of them can be found in [q and [6]. Also, we point out that in 
particular the theorem and its corollaries have significance for the discussion 
of periodic orbits about the libration points (see [6]). 
4. THE NUMBER OF SOLUTIONS ALONG A GIVEN ARC 
The notion of a path polygon gives rise to a natural question to which we 
do not as yet have a definite answer, but significant partial results can be 
given. Let 1 P 1 denote the underlying point set in the plane of a path polygon 
P. The question we refer to is the following: To how many different path 
polygons can 1 P 1 belong, i.e., how many path polygons have the same under- 
lying point set 1 P / ? Through the use of the obvious counting techniques, the 
answer to this question can be deduced from the answer of a simpler question. 
Given an arc of a trajectory, how many distinct solution lie along this arc ? 
In order to deal with this question, we exclude straight-line segments and 
isolated points from our initial considerations. (Eventually we shall deal 
with these cases as well; viz. Proposition 3.) Thus neither K nor v is identically 
zero along any arc under consideration for the present. We now wish to 
prove the following statement: 
PROPOSITION 1. At most two solutions can lie along any given arc. 
There is, of course, no point in considering any arc which is not the 
underlying arc of a segment of a solution to begin with, hence we immediately 
restrict our attention to such arcs. We first prove the following: 
LEMMA 1. Three distinct solutions cannot lie along the same arc in the same 
direction. 
Proof. We employ Eq. (3’) to prove this. For let the magnitudes of the 
three distinct velocities be v1 , v2 , and v3 . Then we have at each point of 
the arc 
vi2K + 2vi = NJ/&, i-1,2,3. (3,‘) 
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Proof. First we remark that if we have two solutions along any arc (in the 
same direction) with magnitude of velocity or and os , respectively, and if 
vr = v2 at any point, then v1 = v2, i.e., the solutions are identical. This 
follows from the uniqueness theorem for differential equations. It also follows 
from the Jacobi integral since 
V2 2 - VI2 = (2U - C,) - (2U - C,) = c, - c-2. 
Thus if vi = va at one point, then v2a = vr2. 
Next we observe that solutions in the same direction must satisfy the 
equation 
v2K + 2v = aUl&a 
at each point and this equation can have at most two distinct roots. This 
proves the lemma. 
We now prove the following: 
LEMMA 2. We cannot have two solutions which lie along the same arc and 
whose velocities have the same magnitude (at even one point) but opposite 
directions. 
Proof. It follows from the argument which involved the use of the 
Jacobi integral (in the proof of Lemma 1) that, if the velocities have the 
same magnitude at one point, then they have the same magnitude at every 
point. Furthermore, if the velocity vectors have the same magnitude v but 
opposite directions, we have 
vZK + 2~ = au/an, 
-v2K + 2s = -W/an. 
Adding these equations, we get 
4-v = 0 
Since v cannot be identically zero, we have a contradiction and this proves 
the lemma. 
Finally we wish to prove the following: 
LEMMA 3. We cannot have three distinct solutions which lie along the 
same arc. 
Proof. If we had three solutions, then two of them would have to be 
oriented in the same way, while the third would have to be in the opposite 
direction. This follows from Lemma 1. Let 
au/an = Q 
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be given as a function on the arc, i.e., a fixed normal direction is chosen at 
each point (regardless of the direction of the solution along the arc passing 
through that point). The equations coming from (3’) can then be written 
v12K + 2v, = Q, 
vz2K f 2v, = Q, 
-vz2K + 273, = -8. 
We know also that v, must be different from either vi or v2 by Lemma 2. By 
addition and subtraction we get 
thus 
(v2 + VI) K + 2 = 0, 
(v2 - VJ K + 2 = 0; 
(vl + v3) K = 0. 
But since K + 0, vr + 0, v2 + 0, this is a contradiction and proves the 
lemma. Lemma 3 in turn implies Proposition 1. 
Actually we can prove a little more. If we have two solutions lying along 
the same arc in the same direction, then from (3’) we can deduce that 
(01 + ~2) K + 2 = 0, 
as above. On the other hand, if we have solutions in opposite directions, then 
we obtain 
(vl - v2) K + 2 = 0 
(upon numbering the solutions in the proper order). Clearly, neither of 
these equations is supportable if K changes sign (or even vanishes, for that 
matter). Thus we can assert the following: 
PROPOSITION 2. If an arc has an injlection point, then at most one solution 
can lie along it. 
In our discussion we have so far excluded straight lines and isolated points, 
We shall consider them here. There are exactly five isolated point solutions 
(the libration points, see [7]). W e exclude these points in the following 
statement: 
PROPOSITION 3. There are no straight-line solutions to (1). 
We mean this in the strongest sense, viz., excluding the five isolated 
point solutions, no segment of a solution can lie along a segment of a straight 
line. 
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Proof. Along a segment of a straight line we would have, from (3’), 
2v = aujan. 
Combining this with the Jacobi integral, we have 
(au/an)2 = 8lJ - 4c (7) 
along with the straight-line segment. But since U is analytic, this equation 
must be satisfied along the entire line. Let us represent the line by 
x = a!3 + x0, 
Y =Ps +yo* 
Then 
au/an = ay - fix + O(rr-2) 
= aye - pxo + Oy), 
so 
(~U/&Z)~ = O(r2) + const, 
which is bounded. On the other hand, 
8U - 4C = 4r2 - 4C + O(r-l), 
which becomes infinite as r goes to + cc. Thus Eq. (7) could not be satisfied 
along a straight line, and this proves the proposition. 
Let us now summarize these results: 
(a) There are no straight-line solutions; 
(b) no more than two solutions can lie along any arc; 
(c) if an arc (or its analytic continuation) contains an inflection point, 
then at most one solution can lie along it; 
(d) no two solutions in the same direction can lie along an oriented arc 
(oriented in the direction of the solutions) if the arc (or its analytic con- 
tinuation) contains a point of positive curvature. 
5. UNBOUNDED SOLUTIONS 
The method used in the proof of Proposition 3 of the last section (namely 
to consider the growth of various functions as we go to infinity) can be 
applied to the consideration of unbounded solutions of Eq. (1). 
First we introduce polar coordinates 
x = r cos p, y = r sin y, 
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and observe that 
y, = y + O(l), 12 = y + O(l), 7J = ir” + O(r1). 
It is also convenient to consider the coordinates (5,~) of the moving point 
in the inertial frame of reference. Then (x, y) and (5, 7) are related by 
~=xcost--ysint, 
77 = x sin t + y cos t. 
If we introduce the polar coordinates (p, u) in the inertial frame of 
reference, we see that (r, 9’) and (p, u) are related by 
r =p> y+t=a. 
An easy calculation shows that the function Q, = pry - pax is given by 
y = -?-a(1 + C+). 
In the inertial frame @ would be given by 
Q, = -p%, 
and this is just the negative of the area integral for the two-body problem. 
Since the potentials for the two-body problem and the restricted problem 
of three bodies differ by O(Y+) [and their force vectors differ by a vector 
whose magnitude is O(Y-3)], we can see that in the restricted problems of 
three bodies 
@ = O(1). 
This in turn enables us to see that 
q.T = -1 + O(r-2). (8) 
We now proceed to establish a number of asymptotic relations with error 
terms involving Y. But first we define 
*=e-vb 
where 0 is the tangential angle introduced earlier. 
From the relations 
3i=~co~p,-rsin9,~=vcos~, 
j=tsinp,+rcosp,+=vsin0, 
we can solve for + and +I and find 
f = v cos l+h 
rZ, = (v/r) sin 4. 
(9) 
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In order to utilize this equation we note that the Jacobi integral gives us 
v2 = 12 - c + O(r-1) 
hence 
z1 = r + O(r-1). 
Combining (8) and (9), we see that 
sin 1/1 = -1 + O(rS2), 
and 
4 = B - qJ = -gr + O(rl). (10) 
Again, returning to (9), this allows us to conclude that 
/ = O(1). (11) 
Next we turn to equation (3’) to express it in asymptotic form. First we 
see that 
au/an = -Y sin $ + O(r2). 
Equation (3’) then becomes 
(r2 - C + O(Y-I)) K + 2r + O(+) = --I sin 9 + O(Y-2), 
or 
thus 
~~(1 - C/f”) K + 2r = -Y sin * 
which means 
(1 - C/Y2) K = O(r-I), 
K = 0(7-l). 
Using this information, (3’) becomes 
r2K + 2r = -Y sin (I, + O(rl). 
This in turn enables us to improve (11) to 
K = --r-l + O(Y-2). 
From the relation 4 = vK and (12’) we get 
B = -1 + O(r-2). 
O(r1); 
(12) 
(3”) 
(12’) 
(13) 
E. Hopf has introduced the notion of a departing solution in a dynamical 
system (see [2] and [5j). For a departing solution in our system we would 
have, in particular, 
lim r = + co, i.e., ,‘$I i = 0. t+hm 
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This would imply that 
lim 0 = -1, t-+m 
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(13’) 
thus, given any E > 0, there exists a t, such that if t > t, , then 
d(t) + 1 < E, 
or 
d6’ < -(l - e) dt. 
Choosing E < 4 and integrating for t, < t < 00, we see that 
s 
t=+a, 
d0= -CQ. 
t=t, 
This means that a departing solution “spirals” off to inf;nity in a clockwise 
direction. 
The preceding observations enable us to state the following proposition: 
PROPOSITION 4. No unbounded solution of Eqs. (1) can lie along an algebraic 
curve. 
Proof. From the Jacobi integral it follows that if r is sufficiently large, 
then v > 0 for that and all larger values of r. Thus for Y sufficiently large, 
a solution lying on an algebraic curve would have to proceed monotonically 
along the curve (i.e., it could not retrace part of the curve unless v = 0 at 
some point). Thus, if the curve were algebraic, we would have 
lim r = co, 
h-cm 
which, as we have seen, would mean that the curve must spiral. But no 
algebraic curve can spiral, for this would mean that it would intersect the 
x-axis infinitely often. Thus the proposition is established. 
We note here that departing solutions do exist (as can be seen from a 
comparison with the two-body problem and taking a large value of the 
energy). Furthermore, the method of proof used in Proposition 4 can be 
extended to prove the following: 
COROLLARY: If P is an unbounded trajectory, then 1 P 1 cannot be approx- 
imated uniformly (in the large) by algebraic curves. 
Proof. We note first that if we proceed monotonically along an algebraic 
curve (e.g., if v never vanishes), then 
lim r = 00. t++13 
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For if not, for all sufficiently large values of R, we could find two increasing 
sequences t, , t, ,..., t, ,... + +co and tl*, t,* ,..., t,* ,... + +cc such that 
(i) tj < tj* < ti+l , 
j = 1, 2, . . . , n )... . 
(ii) r(&*) < R, r(t3) > R, 
(Of course, the sequences depend on the particular value of R, but for each R 
there is such a pair of sequences.) But this means that the algebraic curve 
along which the trajectory lies would intersect the circle r = R infinitely 
many times. This is impossible since the intersections number at most 2m, 
if m is the degree of the curve. 
Now from the Jacobi integral it follows that if r is sufficiently large, then 
v > 0 for that and all larger values of r. Thus for r sufficiently large, a 
solution lying on an algebraic curve would have to proceed monotonically 
along the curve (i.e., it could not retrace part of the curve unless z, = 0 
at some point). Thus if the curve were algebraic, we would have 
lim r = co, t-t+m 
which, as we have seen, would mean that the curve must “spiral”. But an 
algebraic curve cannot spiral, for this would mean that it would have to 
intersect the x-axis infinitely often. Thus the proposition is established. 
6. THE NONEXISTENCE OF ORBITS LYING IN CERTAIN REGIONS 
Returning now to Eqs. (1) in Section 1, we see that the Lagrangian of this 
system is 
L = L(x, y,k, j) = u + @2 + 9”) + (xj - ky). 
Thus the generalized momenta are 
i?L 8L 
p1=3i-y=a3;. and p,=j+x=q. 
The Hamiltonian of the system is therefore 
qx, y, Pl > PJ = P# + P29 - 4 
and more explicitly, 
1-P P 
H=;(P,2+P22)+(PlY-P2x)-7-I_. 
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Jacobi’s integral, the energy integral relative to the rotating coordinate system, 
is then given by 
fe, Y, Pl ! P,) = - gc, 
where C is the same Jacobi constant as given above. The equations of 
motion, written in Hamiltonian form, are 
g = Pl +r, dP1 -& = P, +f, 
dr 
z = P, - x9 
4% 
-g- = -P, + g, 
and 
We now observe an interesting property of the function 
@(x, Y, Pl 9 P2) = PlY - P2x 
defined on the phase space, namely its time derivative along a trajectory in 
phase space depends only on the position coordinates of a point, and not on 
its momenta. In order to see this we form 
d@ -= 
dt 
Using the Hamiltonian equations above, we obtain 
d@ldt = yf - xg. 
More explicitly, 
(1 - /4(x + CL) 
-f(%Y) = r13 
+P(x+P-1) 
r23 
I 
-g(x, y) = (l ,p” + 5 ; 
thus we have 
Now let (x(t), y(t)) be a solution of Eqs. (1) and define 
w =Y(t)fw9Yw - x(t)g(mYw 
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then we can also write 
@ = w = @Wh r(t)7 Awl A(t)), 
along a trajectory. Thus at times t, and t, we have 
In order to utilize Eq. (14) we now introduce the following definition: 
let us divide the rotating plane into four quadrants by means of the line 
passing through the positions of the two finite bodies, and the line passing 
through the equilateral triangle points. Let that domain consisting of 
quadrants 1 and 3 be denoted by I, and let that domain consisting of quadrants 
2 and 4 be denoted by II. 
The purpose of this definition is revealed in the following observation: 
y(r;3 - r;“) 2 0 
in I, and is equal to zero only on the boundary of I; furthermore, 
y(r,3 - r;3) < 0 
in II, and is equal to zero only on the boundary of II. 
Now let us agree to refer to the five equilibrium solutions at the libration 
points as trivial solutions, and the corresponding values of their Jacobi 
constants C as critical values of C. (Thus C has at most five critical values.) 
Now we can easily conclude from Eq. (14) that no periodic orbits (other 
than the trivial solutions) can lie entirely in I or entirely in II. But a much 
more inclusive statement can also be made. Thus let P denote an orbit which 
is Poisson stable (this, of course, includes periodic orbits); see [5J. Thus if 
the infinitesimal body has a certain position and momentum at t = to , we 
can then find a sequence of times to < t, < t, < *a* < t, < *-a such that 
(a) $+i tn = co, 
and 
(b) I @(&a) - @(to)1 < n-l. 
We note that 
n-1 
@(t?J - @(to) = c wtk+l) - @'(tic)>; 
k=O 
therefore by (14) we have 
@(tJ - @(to) = ~(1 - p) n2 fk+ly(t) (+ - +) dt. (15) 
k=O tk 
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From the inequality (b) above we see that the left-hand side of Eq. (15) 
decreases in absolute value with n, and in fact goes to zero. On the other 
hand, if P were to lie entirely in I or entirely in II, then the,right-hand side 
of (15) would increase in absolute value with n (except in the case of a trivial 
solution) which would lead to a contradiction. Therefore we may conclude: 
PROPOSITION 5. No nontrivial Poisson stabkorbit can lie either entirely in I 
or entirely in II. 
Let us now supplement this proposition with two observations. First, no 
departing solution can lie entirely in I or entirely in II since (as we have 
seen) departing solutions must spiral outward and thus hit all four quadrants. 
Second, a theorem of Hopf (in [2]) t 11 e s us that almost all orbits in the 
restricted problem of three bodies are either Poisson-stable or departing, and 
the possible exceptions have their Jacobi constants equal to one of the 
(at most five) critical values of C. Thus we can make the following statement: 
PROPOSITION 6. Almost all orbits intersect both I and II. 
In fact, we conjecture that the only orbits which lie entirely in I or entirely 
in II are the trivial solutions. 
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