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How do humans move around in the urban space and how do they differ when the city
undergoes terrorist attacks? How do users behave in Massive Open Online courses (MOOCs)
and how do they differ if some of them achieve certificates while some of them not? What
areas in the court elite players, such as Stephen Curry, LeBron James, like to make their
shots in the course of the game? How can we uncover the hidden habits that govern our
online purchases? Are there unspoken agendas in how different states pass legislation of
certain kinds? At the heart of these seemingly unconnected puzzles is this same mystery of
multi-aspect mining, i.g., how can we mine and interpret the hidden pattern from a dataset
that simultaneously reveals the associations, or changes of the associations, among various
aspects of the data (e.g., a shot could be described with three aspects, player, time of the
game, and area in the court)? Solving this problem could open gates to a deep understanding
of underlying mechanisms for many real-world phenomena. While much of the research in
multi-aspect mining contribute a broad scope of innovations in the mining part, interpretation
of patterns from the perspective of users (or domain experts) is often overlooked. Questions
like what do they require for patterns, how good are the patterns, or how to read them,
have barely been addressed. Without efficient and effective ways of involving users in the
process of multi-aspect mining, the results are likely to lead to something difficult for them
to comprehend.
This dissertation proposes the M3 framework, which consists of multiplex pattern dis-
covery, multifaceted pattern evaluation, and multipurpose pattern presentation, to tackle
iii
the challenges of multi-aspect pattern discovery. Based on this framework, we develop al-
gorithms, applications, and analytic systems to enable interpretable pattern discovery from
multi-aspect data. Following the concept of meaningful multiplex pattern discovery, we pro-
pose PairFac to close the gap between human information needs and naive mining optimiza-
tion. We demonstrate its effectiveness in the context of impact discovery in the aftermath of
urban disasters. We develop iDisc to target the crossing of multiplex pattern discovery with
multifaceted pattern evaluation. iDisc meets the specific information need in understanding
multi-level, contrastive behavior patterns. As an example, we use iDisc to predict student
performance outcomes in Massive Open Online Courses given users’ latent behaviors. FacIt is
an interactive visual analytic system that sits at the intersection of all three components and
enables for interpretable, fine-tunable, and scrutinizable pattern discovery from multi-aspect
data. We demonstrate each work’s significance and implications in its respective problem
context. As a whole, this series of studies is an effort to instantiate the M3 framework and
push the field of multi-aspect mining towards a more human-centric process in real-world
applications.
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1.0 INTRODUCTION
Given a set of observations that describe spatio-temporal human activities in a city, what are
the underlying livehoods [43] that summarize the urban dynamics? How do these phenomena
shift when the city experiences disasters such as terrorist attacks and earthquakes? Consid-
ering data from a Massive Open Online Course platform, where students can access different
material at various time points in a course from a diverse set of mediums (e.g., laptop,
iOS), can we uncover their implicit learning habits and how they connect with course-end
performance? Considering play-by-play data about shot choices of NBA players, where we
know which player makes the shot, the time in the game, and the area on the court, can
we understand hidden shot-selection preferences? At the heart of these seemingly isolated
problems is the same core of multi-aspect data mining.
Multi-aspect data can be considered as a collection of records each of which is associated
with different aspects of information. Many real-world processes and phenomena can be
regarded as multi-aspect data, such as the human movements in the urban space, the user
behaviors on online platforms, and the play-by-play data in sports that we discuss above.
For example, a shot in the NBA data is described with three aspects: player, time in the
game, and area on the court. Multi-aspect data mining then seeks to address the following
problem: how can we mine and interpret hidden patterns from a dataset that reveal the
associations, or changes of the associations, among various aspects of the data. Solving this
problem helps us navigate through complex observations of massive size and concisely reveal
the underlying mechanisms for many real-world phenomena.
Current research in multi-aspect data mining mostly focuses on mining alone, including
sparse [11,126], scalable [2,20,96], or coupled [171,209] multi-aspect data mining applications,
contributing to efficient pattern mining from sparse, heterogeneous data sources in different
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domains. While the resulting patterns are made available to domain experts, they are
not necessarily in accessible or interpretable forms. In fact, the need for interpretation of
patterns from the perspective of domain experts is often overlooked. Issues such as what
experts require for a pattern to be useful, how good the patterns are, and how to read them
pose challenges when mining with multi-aspect data (detailed in Chapter 1.1). Without
efficient and effective ways to involve users in the process of multi-aspect mining, the results
can be difficult for them to comprehend and apply to their work.
At a broad level, Machine Learning models have demonstrated great success in learning
patterns and accurately predicting a wide variety of complex phenomena. As we move from
decision trees to multi-layer perceptron, from principle component analysis to autoencoders,
as we achieve remarkable milestones on an extensive range of tasks, like neural machine
translation and image recognition, we need to ask how well we can explain the models.
While this need is related in discussions of interpretable machine learning, most work is
limited to the domain of supervised learning [50,142,145,150], providing different taxonomies
or practices of interpretability in machine learning. Although these studies present some
valuable understanding and guidance, they presume the learning task is a supervised nature.
There remains very little discussion about interpretability in unsupervised tasks. There is a
need to empower unsupervised learning methods with an understanding of interpretability.
We can certainly try to apply the interpretability methods of supervised settings to un-
supervised ones. However, we must carefully evaluate their applicability before implementa-
tion. The reason we are uncertain about their direct applicability is that the interpretability
of supervised learning tasks focuses on the ability to probe, understand, and trust decision
support systems (e.g., forecasting or classifications); however, unsupervised tasks, such as
multi-aspect data mining, help explore the previously unknown patterns in the data without
explicit labels. While there have been studies that look at issues of interpretability in unsu-
pervised learning (e.g., [28,32,113,205]), they target specific application scenarios. There has
not been a comprehensive framework developed for interpretability in unsupervised learning.
This dissertation takes the first initiative to study the interpretability framework for
unsupervised learning settings. We are interested in studying mining problems in the context
of multi-aspect data because an increasing amount of data are in multi-aspect formats. Multi-
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aspect data is often represented as a Tensor 1 (formal definition in Chapter 2.1), where the
dimensions of the tensor correspond to different aspects of the data. As tensor factorization
is one of the most popular methods that takes in multi-aspect data and uncovers a set of
underlying data structures (or patterns), this dissertation focuses on the interpretable tensor
factorization of multi-aspect data.
1.1 PROBLEM STATEMENT
There are several challenges involved in interpretable unsupervised learning from multi-
aspect data, due to the discrepancy between how humans conceptualize data and existing
tensor methods and their evaluations. To situate the problem in a concrete context, let us
consider the NBA shot analysis data in the 2014-2015 season, as an example of multi-aspect
data. Figure 1 (a) shows several tuples of the shot data, which consists of three attributes
associated with each shot made: zone in the court, name of the players, and the quarter
when the shot was made. We can use a three-dimensional tensor X (time× player × zone)
to represent such multi-aspect data, where each entry in the tensor denotes the number of
shots taken by player p at time t in zone z. Given X , tensor factorization generates a set
of R patterns, so that a reconstructed tensor based on these patterns can best resemble
the original tensor X . While I will formally define the term “pattern” later on, a pattern
from tensor X is simultaneously explained by the descriptor player, descriptor zone, and
descriptor time, indicating a tendency of the shooting pattern over player, zone, and time,
respectively (formal definitions of descriptor will be given in Chapter 2). In this section, we
discuss the challenges in mining from multi-aspect data.
1.1.1 (C1) Mining With Mismatch Between Human Information Need/Interest
And Naive Error-Based Optimization
Error-based optimization means that the pattern discovery process is lead by the minimiza-
tion of the error between the original tensor and reconstructed tensor. Simply applying
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Figure 1: Illustration of using tensor to represent multi-aspect data and applying tensor
factorization to simultaneously reveal the associations among aspects of the data.
conventional mining algorithms for multi-aspect data, such as HOSVD [47], CP decomposi-
tion [105] or Tucker decomposition [221] could lead to the discovery of latent patterns that
have limited meaning to users (readers are referred to Section 2.3.1 of Chapter 2 for detailed
discussions). This is because discovery via off-the-shelf methods is the process of optimizing
an objective function to minimize the discrepancy between the original tensor and the re-
constructed tensor based on the latent patterns. However, it does not consider the nuances
of human information need when interpreting the patterns. One such need is that the latent
patterns are usually enforced to be non-negative, meaning they must be greater than or
equal to zero. This need is reasonable, even mandatory, to represent the probabilistic-like
tendency of a set of items, e.g., players, zones, temporal units in our toy example. Consider
a three-dimensional tensor of player × zone × time. Each of the patterns can be jointly
explained by a tendency over players, zones and quarters. In this case, to characterize such
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a tendency, we need the patterns to be non-negative (Figure 1 (c)) so that they can have
probabilistic interpretations. In addition to non-negativity, there are other common needs
for the sake of better interpretability of the latent patterns, such as sparsity and smoothness.
A promising solution is to understand the particular interests of users under specific
application scenarios and integrate their requirements as part of optimization goals. For
example, users of Tensor Factorization might sacrifice its fit for increased sparseness [11] or
non-negativity [192] in the latent representation. However, when human information need is
beyond simple additions of characteristics to the patterns, existing model constraints usually
can not account for it. One of the goals of this dissertation is to discover underlying patterns
that are catered to specific human information needs.
1.1.2 (C2) Mining With Insufficient Evaluation Criteria
In supervised learning, the goal is to predict a response or make a decision. Therefore, part
of the job of interpretable machine learning is to explain a response or decision being made.
Since there is typically no response or decision involved in unsupervised learning, it is not
immediately clear how to systematically evaluate the results of models given the varying
selection of evaluation approaches. As we will discuss in detail in Section 2.4 of Chapter 2,
there are several practices of evaluation in tensor factorization.
The first practice is to look at the overall quality of the reconstruction via proxies, such
as reconstruction error [42, 64, 102, 126, 224, 238, 262], root mean square [21, 25, 195, 226],
or less often, mean square error [152]. This is an essential start to evaluating the model
results as experts need to know the extent to which the results are a faithful representation
of the original data. For applications that also concern pattern discovery, experts tend to
focus on validating the patterns [1, 2, 242]. In this case, interpretable unsupervised learning
from multi-aspect data has to explain the underlying data phenomenon in meaningful terms
to the domain experts. For example, with the set of shot patterns returned from tensor
factorization in Fig.1(c), experts typically follow “I know it when I see it” [66] to examine
whether each shot pattern makes sense or not.
On the other hand, unsupervised methods, such as clustering [237], matrix factoriza-
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tion [112], and graph representation learning [77] aim to process unlabelled data and output
a description of their latent structures. These structures often shed light into underlying
relationships within the data and can be useful in downstream tasks. For example, link
prediction and entity classification are commonly seen as external tasks to evaluate the
performance of embedding algorithms [250]. We expect that knowledge gained from un-
supervised methods from multi-aspect data could be used to reveal relationships between
underlying data structure and predictive outcomes. More specifically, we try to find what
kinds of utility we can add given the patterns. For example, can we use the results from
the tensor factorization to group players into different shot styles? If so, how are these
styles aligned with experts’ domain knowledge? There is a line of research that evaluates
the mining from the perspective of performance in downstream tasks, such as recommenda-
tions [21,33,54,121,122], classifications [102,128,178,261], or clustering [55,260]. However, as
we have seen, researches take on different evaluation criteria. We argue that comprehensive
guidance of evaluation in multi-aspect mining could make it more likely for research in the
field to stimulate experts’ understanding of the mining outputs.
1.1.3 (C3) Mining With Mismatch Between Experts’ Domain Knowledge And
Data-driven Models
In real-world applications, data can be noisy and the solution space for multi-aspect mining
can be large due to the non-uniqueness property [130,181] of the factorization. As a result,
a data-driven model with an adequate fit does not necessarily translate to one that experts
can justify with their domain knowledge.
A popular approach to mitigate this issue is to incorporate domain-specific knowledge
so that the solution space can be reduced to areas that are constrained by the domain
knowledge (e.g., [4,6,9,11,54,92,121]). Consider again our toy example of the NBA dataset
in Figure 1. One piece of our experts’ domain knowledge could be that Klay Thompson shots
the ball in a very similar way to Stephen Curry. In this case, the knowledge can be used as
auxiliary information in the tensor factorization to constrain the similarity between players.
As a result, the resulting solution space can be geared more towards an area confined by
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experts’ domain knowledge.
Unfortunately, existing studies presume such knowledge to be available in advance and
in a structured format, e.g., matrix or graph. This can be impractical because such auxiliary
information (such as pair-wise relationships between players): 1) can be difficult/expensive
to acquire; 2) is subject to change betweem interpretations of different experts (e.g., expert
A can see it differently than expert B); and 3) can be implicit (e.g., Klay Thompson is closer
to Stephen Curry than Lebron James is) rather than explicit (hierarchical structure in the
spatial dimension, e.g., state→city→county). Furthermore, when most approaches present
the latent patterns to experts, the experts have no way to incorporate their knowledge
flexibly. Another focus of this dissertation is to provide a human-in-the-loop solution that
allows users to interact with tensor models to steer the discovery interactively.
1.1.4 (C4) Mining With Mismatch Between The Underlying Multi-Aspect Model
Complexity And Human Understandability
Like topic modeling [22], or matrix factorization [112], the results of unsupervised discovery
from multi-aspect data often do not readily translate to how humans see things clustered
or close to one another. As we observe from Figure 1 (c), to interpret one pattern, we
need to simultaneously look at three descriptors (player, zone and item) before knowing
that the pattern suggests a clustering of how players tend to shoot the ball in a heat-
map of zones in the court and with a tendency over different quarters of the game. The
complexity increases dramatically with the rise of the dimension of the tensor and the number
of patterns. Therefore, the challenge is to maintain human understanbility as multi-aspect
models’ complexity increases.
A plausible remedy could be to present patterns in a way that they adapt to how humans
tend to interpret them, connecting the data to information [72]. However, there has been
little work to understand the specifics of human information needs for experts to easily un-
derstand patterns from multi-aspect data. What exactly an interpretable data phenomenon
denotes is unclear. Therefore, it is also the focus of this dissertation to understand the set
of requirements of experts to interpret the latent patterns and propose ways to address their
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needs.
1.2 RESEARCH QUESTIONS
Based on the above problem statements, this dissertation is designed to address the following
three research questions:
1.2.1 RQ1: How can we conduct pattern discovery with human information
need?
My first research question aims to close the gap between human information need and error-
based optimization (C1). Existing work has provided ways of addressing certain information
needs, such as non-negativity, sparsity, and smoothness, which can be easily solved via well-
known constraints. However, when the information need is beyond enforcing a characteristic
on the patterns, existing models are often unable to reconcile this. Therefore, we would like
to understand the specific information needs and devise models that can incorporate them
into the pattern discovery process.
1.2.2 RQ2: How can we design a rigorous evaluation schema for the factoriza-
tion results?
Once we have identified the information need and proposed solutions of pattern discovery
tailored to this specific information need, my second research question aims to understand
how we can evaluate the effectiveness of the results (C2). Given various evaluation strategies
in literature, we would like to propose rigorous evaluation guidance so that the results are
vetted from multiple, complementary perspectives.
1.2.3 RQ3: How can we keep the experts in the loop of pattern discovery?
The above studies present pattern discovery as a one-shot approach, where experts are given
the outputs and left to agree or disagree after evaluating the quality of the results. However,
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the ultimate goal of pattern discovery is to make patterns meaningful to domain experts.
To facilitate this process, experts need to quickly understand the results. There should be
some mechanisms to solicit feedback from the experts so that the patterns can be adjusted
based on experts’ inputs. Therefore, there are two key questions we need to address:
• RQ3a: How can we facilitate experts’ understanding of the results from tensor factoriza-
tion? (C4)
• RQ3b: How can we allow the tensor factorization to take and weigh in experts’ feedback
on the results? (C3)
1.3 RESEARCH FRAMEWORK
Based on the above examination of the challenges in mining with multi-aspect data, we
propose the goal of this dissertation as follows:
The goal of this dissertation is to provide a framework that users can follow for the design of
interpretable unsupervised learning from multi-aspect data, by answering research questions
RQ1-3 that address the challenges C1-4.
In this dissertation, we propose the M3 framework for interpretable unsupervised learn-
ing, which consists of three components that tackle each of the research questions: Multi-
plex Pattern Discovery (→RQ1), Multifaceted Pattern Evaluation (→RQ2), and
Multipurpose Pattern Presentation (→RQ3).
As a first step, this thesis aims to close the gap between human information needs and
error-based optimization by devising models through the process of Multiplex Pattern
Discovery from multi-aspect data, given users; exploration purpose. Multiplex pattern
discovery requires multiplex objective functions that simultaneously consider human infor-
mation needs and naive error-based optimization, by understanding the human information
needs and translating them to specific optimization objectives. We present a case study
of multiplex pattern discovering in the context of event analytics. The information need is
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Figure 2: Research Framework of this dissertation. The thesis proposes the M3 frame-
work for interpretable tensor factorization from multi-aspect data. The framework consists
of three components: multiplex pattern discovery, multifaceted pattern evaluation and mul-
tipurpose pattern presentation. Chapter 3 solves the need for multiplex pattern discovery,
by devising PairFac to close the gap between human information need and tensor recon-
structions in the context of impact discovery in the aftermath of urban disasters. Chapter
4 targets the intersection of multiplex pattern discovery with multifaceted pattern evalua-
tion, using iDisc to meet the specific information need to understand user behavior patterns
in MOOCs while connecting their behaviors to performance outcomes. Chapter 5 sits at
the intersection of all three components as it introduces a visual analytic system, FacIt, for
interpretable, tunable and scrutinizible pattern discovery from multi-aspect data.
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understanding the changes in multi-aspect mobility data before and after major events in a
city. While human information needs go far beyond the above, we use event analytics as case
study because the nature of the task (cross-examination of patterns from a pair of multi-
aspect data) shares generic information needs with many applications in different domains,
such as pattern comparisons in normal and anomaly multi-aspect time-series analysis, in
benign and malignant bio-maker discovery, etc. We design a collective tensor factorization
model, PairFac (Chapter 3), to uncover shared and discriminative phenomena given the
multi-aspect data being split into two groups, before and after an event. In this work, we
target a typical type of multi-aspect data, human mobility data. Our proposed method will
be able to answer the question: how does the event change when, where, and what citizens
normally do in a city? PairFac formulates this pattern discovery problem as a discriminant
tensor analysis problem and solves it through joint factorization of a pair of tensors. Given
two tensors capturing urban activity data before and after a potentially impactful event,
PairFac learns the shared and discriminative latent subspaces of the tensor pairs, while re-
vealing which patterns persist and change across multiple aspects of urban activity data.
Our comprehensive experiments of PairFac on both synthetic and real-world event datasets
demonstrate its effectiveness.
Second, we establish the utility of Multiplex Pattern Discovery and Multifaceted
Pattern Evaluation in the context of understanding the association between latent multi-
aspect user behavioral phenomena and performance outcomes in MOOC platforms. When
comparing data structures of users from different performance groups, differences can reside
either in high-level or fine-grained patterns. Revealing patterns’ hierarchical structure would
add value to the understanding of semantic relationships among the patterns. To this end,
we propose a tensor-based learning method— iterative Discriminative tensor factorization,
iDisc (Chapter 4) —that discovers the common and discriminative learning patterns at mul-
tiple levels. In addition to a typical process of involving experts to qualitatively validate the
patterns, we introduce the utility examination of the patterns, connecting them to students’
course-end performance outcomes. Empirical studies with datasets from different MOOC
platforms have shown promising results of the effectiveness and efficiency of iDisc.
The last study of this dissertation takes a step back, aiming to develop a unified system
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that addresses interpretability in the process of Multiplex Pattern Discovery, Multi-
faceted Pattern Evaluation, and Multipurpose Pattern Presentation in a general
unsupervised pattern mining setting from multi-aspect data. We introduce FacIt (Chap-
ter 5), a generic visual analytic system that directly factorizes tensor-formatted data into a
visual representation of patterns to facilitate result interpretation, scrutinization, informa-
tion query, and model selection and refinement. After interviewing our domain experts, we
propose a design that incorporates (i) a suite of model scrutinization and inspection tools that
allow efficient tensor model selection, (ii) an interactive visualization design that empowers
users with characteristics- and content-driven pattern discovery, and (iii) a novel weakly-
supervised tensor factorization algorithm to support human-in-the-loop model adjustment.
Based on this multipurpose pattern presentation, FacIt solicits human information needs
with a set of novel pattern interaction mechanisms and incorporates user feedback and input
into the factorization process. FacIt also follows a more rigorous evaluation schema; results
are vetted based on their quality, validity and utility. We demonstrate the effectiveness of
our system through usage scenarios across different domains and in-depth expert interviews.
1.4 OVERVIEW OF THE CHAPTER STRUCTURE
The structure of this dissertation is as follows.
• Chapter 2 surveys related works and aims to position this dissertation in the literature.
• Chapter 3 presents the collective tensor factorization for pattern discovery from multi-
aspect data.
• Chapter 4 introduces an iterative pattern discovery framework with the goal of revealing
shared patterns and discriminative patterns at multiple levels and their utility in finding
associations between performance outcomes and user behaviors on MOOC platforms.
• Chapter 5 describes a human-in-the-loop visual analytic framework for pattern discovery
that allows users to incorporate experts’ feedback in the process of pattern discovery.
• Chapter 6 summaries the dissertation, acknowledges its limitations, and lays out direc-
tions for future work.
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2.0 BACKGROUND
In this chapter, we provide the preliminaries of tensor factorization, followed by a compre-
hensive set of surveys in the area of mining with multi-aspect data. The first two sections
provide an essential understanding of tensor terminologies (Section 2.1) and multi-aspect
data phenomena (Section 2.2) for readers to connect with their own background. The re-
maining sections look at existing work in multi-aspect data mining from the perspectives of
mining models (Section 2.3), evaluation strategies (Section 2.4), and presentation forms (Sec-
tion 2.5), respectively.
2.1 TENSOR PRELIMINARIES
In this section, we provide the essential background to understand the basics of tensors,
algorithms commonly used in discovery patterns from tensors, and existing applications of
tensors given the diverse nature of multi-aspect data.
2.1.1 Tensor Basics
In this section, we provide the preliminaries to understand tensors, many of which follow the
conventions provided [105]. Table 1 presents the notation we use in the rest of the paper.
Tensor. A tensor is a mathematical representation of a multi-aspect data array, i.e., an
extension of concepts such as scalars, vectors and matrices to higher dimensions. We use x
to represent a scalar, x a vector, X a matrix, and X a tensor.
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Table 1: Description of Notations Used in this Dissertation.
Symbol Description
x a scalar (lower-case letter)
x a vector (boldface lower-case letter)
X a matrix (boldface capital letter)
X a tensor (boldface Euler script letter)
Xi,j the scalar at the {i, j} position of matrix X
X i,j,k,... the scalar at the {i, j, k...} position of X
X(m) mode-m unfolding of tensor X
U(m) mode-m factor matrix of tensor X
U(m)r the r -th column in mode-m factor matrix of tensor X
I1,..., IM the dimensionality of mode 1, ..., M
R the desired rank (Capital Italic script letter)
Indexing We further use xi to denote the i -th entry of vector x, Xij to denote the
element of matrix X at position {i, j} and X ijk to denote the element of third-order tensor
X at position {i, j, k}. The order of a tensor is the number of dimensions (also referred to
as modes, or ways).
Order. The Order of a tensor is the number dimensions used to represent the multi-
aspect data. Therefore, a scalar x can be considered as zero-order tensor, vector x a first-
order tensor, matrix X a second-order tensor, andX being a third-order or high-order tensor.
The order of a tensor can also be referred to as its way, i.g., third-order tensor can also be
referred as a three-way tensor.
Mode. We also use mode or facet to denote each specific aspect of the multi-way tensor.
The first mode, or second mode is another way to refer the first or second dimension in the
tensor data. The dimensionality of a mode is the number of elements in that mode. We
use Iq to denote the dimensionality of the q-th mode. For example, the three-way tensor X
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∈ RI1×I2×I3+ has three modes with dimensionality of I1, I2, and I3, respectively. R+ indicates
that all the elements of X obtain non-negative values.
Rank. In the tensor decomposition we introduced later, R denotes the specified rank –
the number of components. The problem of determining the rank of a given tensor is NP-
hard [81]. In practice, the rank is determined numerically by fitting various rank-R model for
R = 1, 2, . . . until a “good” model is found. However, we argue that the numerical goodness
of fit should not be the only criterion for specifying the rank. Other criteria such as model
compactness and interpretability are also important for a tensor decomposition results to be
practically useful. In this work, we tackle the problem of the selection of rank as a part of
our task.
2.1.2 Basic Operations
Vectorization. Vectorization is the process of converting multi-aspect data to an unidi-
mensional array. Given an M -way tensor X ∈ RI1×I2×···×IM , vectorization transforms X to
a vector x ∈ R∏Mi Ii .
Matricization. Matricization is the process of reordering the elements of a multi-way
array into a matrix. A mode-n matricization of a M -way tensor X ∈ RI1×I2×···×IM is denoted
by X(n) ∈ RIn×
∏M
q 6=n Iq .
Mode-n product. The mode-n matrix product of a tensor X ∈ RI1×I2×···×IM with a
matrix U ∈ RJ×In is denoted by X ×n U and is a new tensor of size I1 × · · · × In−1 × J ×
In+1 × · · · × IN with (X ×n U)i1···in−1jin+1···iN =
∑In
in=1
xi1i2···iNujin .
Khatri–Rao. Khatri–Rao product between two matrices A ∈ RI×K and B ∈ RJ×K ,
results a matrix C = A  B, where ∈ R(IJ)×K ∈ R(IJ)×K corresponds to the column-wise
Kronecker product.
2.1.3 Tensor Factorization Algorithms
This section introduces the most commonly used tensor decomposition techniques—CP de-
composition and Tucker decomposition.
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CP Decomposition. CANDECOMP/PARAFAC [80] decomposition is often referred
to as CP decomposition. The CP decomposition of tensor X could be expressed as X opq ≈∑R
r=1 AorBprCqr. Let [z] denote a superdiagonal tensor, where [·] is the operation that
transforms vector z to a superdiagonal tensor by setting tensor element zk...k = zk and
other elements as 0. Thus the CP decomposition of a three-way tensor can be written as
X ≈ [z]×1 A×2 B×3 C. Following Kolda [107], the CP model can be concisely expressed as
X ≈ [[A,B,C]] ≡∑Rr=1 Ar ◦Br ◦Cr. Non-negative Tensor Factorization can be considered
a special case of CP decomposition, where we wish to find a non-negative rank-R tensor to
approximate the original tensor X .
Tucker Decomposition. Tucker decomposition decomposes a tensor into a smaller/core
tensor multiplied by a matrix along each mode. For the case of a three-way tensor X ∈
RI1×I2×I3 , we have X ≈ Z ×1 A ×2 B ×3 C. Matrices A ∈ RI1×O, B ∈ RI2×P , and
C ∈ RI3×Q are called factor matrices, or factors/components, while tensor Z ∈ RI1×I2×I3
is called the core tensor. In this process, each element of the tensor X is the product
of the corresponding factor matrix elements multiplied by a weight Zopq, i.e., X i1i2i3 ≈∑I1
i1=1
∑I2
i2=1
∑I3
i3=1
ZopqAoi1Bpi2Cqi3 .
2.1.4 Tensor Factorization Results
We introduce key terms that we use throughout the dissertation to describe the typical
outputs of tensor factorization: descriptors, factor matrices, and patterns. As presenting
and understanding the results requires precise notation of the patterns, we introduce the
descriptor as foundation of the building blocks: descriptors from multiple modes are used
to jointly describe a pattern and the descriptors which correspond to each mode can be
combined to describe the factor matrix.
Descriptor. We refer to each entry i for i = 1, . . . , Im, as an item of the m-th mode in
the tensor. We denote the vector u
(m)
r ∈ RIm as a descriptor consisting of entries 〈u(m)ir 〉 for
i = 1, . . . , Im from the m-th mode that describes the contribution of the i-th item i to the r-
th component. For a non-negative tensor, it is often useful to constrain the descriptor to take
non-negative values to facilitate the interpretability of occurrence-likelihood, i.e., u
(m)
r ∈ RIm+
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where an entry value u
(m)
ir can be considered how likely the i-th item is associated with the
r-th component. Example of descriptors are shown in Figure 1. They include players, zones,
and quarters.
Factor Matrix. Factor matrices refer to the combination of the vectors from the rank-
one components. Given an M -way tensor, the mode-m factor matrix U(m) is a collection of
descriptors u
(m)
r , i.g., U(m) =
[
u
(m)
1
T |u(m)2
T | . . . |u(m)R
T
]
∈ RIm×R. For example, for the three-
way tensor in Figure 1, tensor factorization results in three factor matrices that correspond to
players, zones, and quarters, respectively. A factor matrix can also be considered the latent
embeddings for the respective mode obtained via tensor factorization, where each item i in
the m-mode is given a vector representation of u
(m)
i =
[
u
(m)
i1 ,u
(m)
i2 , . . . ,u
(m)
iR
]
∈ RR.
Pattern. The r-th component or pattern is a collection of descriptors from each mode
Cr = {u(1)r , . . . ,u(M)r }. In this work, “pattern” and “component” are used interchangeably
while “pattern” also refers to a component as a visual representation. In Figure 1, the
interpretation of each pattern needs to examine all three of its descriptors associated.
2.2 MULTI-ASPECT DATA PHENOMENA
Massive multi-aspect datasets have emerged from many fields. In this section, we review the
different ways that multi-aspect data can be structured. The existing applications of multi-
aspect data are typically categorized by domain, e.g., social networks, healthcare, chemistry,
computer vision, etc. The following schema looks at the nature of the data and classifies
them by the objects that the data has been collected around.
2.2.1 Multi-Aspect Data that Describes Singular Objects
One type of multi-aspect data describes various sets of variables related to a set of objects.
In this case, we could have different sets of variables measured on different samples, e.g., dif-
ferent conditions or times, where objects can be any meaningful entities or research interests,
such as process batches(batch×time×variables [156,157]), physical locations (sites×time×
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indicators [16,58,115,148,179,206]), patients (patient×medication×diagnosis [86,87,229]),
users in a social network (nodes × time ×measurements [158, 168]), authors in text-based
systems (author × time× keyword [106,207,208]).
In process control, Nomikos et al. [156] use multi-aspect data to monitor batch processes.
Each batch is associated with a set of measurements, including flow rates of styrene, the
temperatures of the feeds, the reactor, and the density of the latex in the reactor at a
sequential interval of 5 minutes. In environmental research, Lee et al. [115] construct a
multi-aspect dataset to represent hourly indoor air quality index measurements for various
sites, e.g., NO, NO2, NOx, CO and PM2.5. In the healthcare domain, authors [87] work with
the data of patients’ diagnoses and their corresponding procedures to derive phenotypes. In
social networks, one dimension could be the actors in the network and the other dimensions
could be different types of measurements related to the actors. For example, Oliveira and
Gama [158] build a tensorial representation of the student network by measuring the degree,
eigen centrality, closeness, and betweenness centrality of each student at different snapshots
of time to track the evolution of dynamic social networks. In text-based systems, Sun et
al. [207] extract a three-order tensor from DBLP data to encode authors’ keywords in their
publications for each year.
Regardless of the distinct domains, multi-aspect data can be used to characterize a cer-
tain type of entities using longitudinal or cross-sectional measurements. In the case where
longitudinal measurments are taken, the multi-aspect data can be also regarded as multi-
variate data.
2.2.2 Multi-Aspect Data that Describes Pairwise Objects
The second category of multi-aspect data records the measurements related to two sets of
objects. A simple case would be a multivariate image that presents various wavelenths as
variables for pixels, which have x-coordinates and y-coordinates, therefore having row ×
column×measurements [116,117,183,217,253,256]. The goal of such a data construction is
to discover the relationships between the objects in the cross-category. Researchers have used
this scheme to construct corresponding multi-aspect datasets in various other domains, e.g.,
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network security (originIP × destinationIP × time [12,135,137]), transportation (origin×
destination × time [98, 214, 215, 226]), and social networks (person × person × time [170,
177,239]).
With this multi-aspect representation, hyper-spectral images can be simply represented
as third-order tensors: two ways for rows and columns and one way for the spectral band [183].
The signal subspace that integrates the spatial and spectral information has lead to signifi-
cant improvement in target detection. Video data has also been represented as a 3D tensor
X ∈ RI×J×K , where I and J are the spatial dimensions of a video frame and K is the
total number of frames [217]. Designating two ways to represent the same set of entities
bears more expressiveness in their interactions. In domain of network security, Maruhashi
et al. [137] builds a four-way tensor from the port number and the time ticks of the network
traffic from the source IP to the destination IP. Leveraging a tensor-based representation
of the heterogeneous traffic network enables the discovery of structured relationships. The
same ideas are also often applied to social networks and transportation networks. Peng
and Li [177] construct a three-way tensor from the email exchanges between 184 users in
44 months, based on the Enron email dataset. Want et al. segment the Beijing area and
build a three-way tensor based on taxi trips between 651 zones in 24 hours to understand
the spatial-temporal structure of the traffic dynamics. Each of the element in the tensor
indicates the volume of traffic from the i-th origin area to the j-th destination area in the
k-th time domain.
We have also seen multi-relational data [154] structured in the form of tensorial repre-
sentation. In this scenario, the multi-aspect data represent the dyadic relational data which
consist of n entities and m relations. One example of such is the knowledge graph [23],
where different entities in the graph are linked by various types of relations. Modeling
as multi-aspect is an effective, straightforward solution for multiple binary relations [154].
High-dimensional, sparse spaces are a generic setting where factorization models achieve
competitive results [153,219].
Most of the work surveyed builds tensors to describe pairwise objects in the tensor,
rather than a singular object. Mining from such representations can decouple the latent
embeddings of the entities into separate parts as the objects are examined with meaningful
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semantics. In the transportation data, the areas can have a representation that indicates
where people tend to depart and another representation of where people tend to arrive. In
relational data, the entity can have dedicated representations that treat them as subjects in
addition to objects. Additional modes, such as time and measurements, are used to describe
the varying natures of the relations between these entities under different contexts. For
example, the traffic in the morning is different from that in the evening.
2.3 MULTI-ASPECT DATA MINING
Multi-aspect data mining has been applied in a wide range of domains. Despite the diversity
of domains, this section surveys the work that is categorized in two classes, classic multi-
aspect data mining as straightforward applications of tensor factorization and knowledge-
driven data mining as results of data fusion.
2.3.1 Multi-Aspect Data Mining
Classic pattern mining techniques from multi-aspect data employ vanilla tensor factor-
ization models to decompose the data into a set of latent patterns. One line of this
work is termed tensor completion, which focuses on recovering or de-noising the tensor
[44,63,109,127,201,213,245,255]. For example, Tan et al. [213] use 3D tensors to represent a
fac¸ade image, natural image and MRI image. After randomly removing the entries from the
tensor, the authors are able to apply tensor factorization to recover the missing entries. In
medical questionnaires, patients may opt to leave questions unanswered, which could lead to
biased parameter estimations. Dauwels et al. [44] have demonstrated that CP decomposition
can effectively recover the missing entries in the questionnaires. Rather than searching for
meaningful patterns, tensor completion uses the latent components as intermediate steps to
reconstruct the tensor. Huang et al. [91] further provide a flexible and efficient framework to
impose the above constraints on matrix and tensor factorization for non-negativity and spar-
sity. Besides, smoothness constraints have played a vital role in recovering missing values in
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applications of non-negative matrix factorization with the presence of noise, including blind
source separation [247], visual parts extraction [244], and brain signal analysis [31], Yokota
et al. [245] impose sparsity constraints when recovering the missing values in the tensor.
Another line of work focuses on using tensor factorization to extract meaningful latent
structure from multi-aspect data. The goal is to examine the latent structures to discover hid-
den insights, where many domains appreciate non-negativity [13,56,57,189,192] for the sake
of better interpretability. Bader et al. [13] extract emails from a subset of the Enron email
dataset and create an m× n× p term-author-month tensor. By using non-negative tensor
factorization, the authors are able to assess term-to-author associations both semantically
and temporally. Fan et al. [57] propose CitySpectrum, an application that uses non-negative
tensor factorization to decompose a traffic flow by day, by hour, and by region into basic life
patterns given a big mobile phone GPS log dataset. By comparing the patterns before and
after the Great East Japan Earthquake, authors are able to understand the fluctuation in
people flow due to the earthquake. Esp´ın-Noboa et al. [56] use non-negative tensor factor-
ization to identify clusters of mobility behavior based on taxi trip data in New York City.
Although non-negativity often yields meaningful results, additional sparsity may be desired
to improve the interpretability of the factors [39,84,87,126,146,159,200,217]. For example,
Mørup et al. [146] impose sparsity constraints to reduce ambiguities in the latent compo-
nents from wavelet transformed electroencephalographic (EEG) data, helping in component
identification.
These studies are based on the standard non-negative tensor factorization (NTF) or ex-
tensions of it with additional constraint terms such as sparseness, orthogonality, and smooth-
ness. Because of this, the extracted factors can be in any arbitrary form which users have
no control over. These approaches have the advantages of being simple and straightforward,
since users do not need to supply the observed tensor with other data. However, users have
no means to use their domain knowledge to guide the process of factorization.
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2.3.2 Multi-Aspect Data Fusion
Chi and Zhu [33] argue that users’ prior knowledge of the domain can benefit mining of
multi-aspect data in multiple ways. Cognitively, prior knowledge can steer the direction of
factorization towards certain subspaces so that are more aligned to human concepts [55].
Statistically, users’ input can help alleviate the over-fitting problem [30]. From the applica-
tion point of view, if users have certain domain knowledge, e.g., a pre-defined ontology [229]
or distance metrics [65] of concepts, they can discover through the lens of these priors.
Researchers have proposed various approaches to leverage auxiliary information as do-
main knowledge to supplement tensor factorization. Following the same idea as relation
regularized matrix factorization [118], Narita et al. [152] use an auxiliary matrix to constrain
the within-mode similarity. Specifically, given a 3D tensor, authors use the Graph Lapla-
cians [141] inferred by the three similarity matrices to force pairs of objects in each mode to
behave similarly to how they are in the spectral space. The approach of leveraging auxiliary
information has been shown to improve accuracy in tensor completion tasks. A similar idea
is also adopted by Ge et al. [65]. Given a location × time × hashtag tensor with random
missing values, the authors use external knowledge to construct similarity matrices. They
integrate the Graph Laplacians from these within-mode relationships into a tensor comple-
tion framework, AirCP. Experiments have shown that AirCP finds high-quality models of
meme spread with access to as low as 20% of the data. Aside from extracting hidden re-
lationships based on Graph Laplacians, Bhargava et al. [21] directly use similarity matrices
inferred from the auxiliary data source to the tensor factorization framework in their POI
recommendation task.
Bhargava et al.’s work [21] can also be placed in the broad domain of data fusion. In con-
trast to the other similarity based approaches above, auxiliary information is directly fused
into the tensor factorization without the pre-processing step (e.g., extracting the Graph La-
palacians). According to Lahat’s defition, data fusion is the analysis of several datasets such
that different datasets can interact and inform each other [111]. In data fusion, multiple
datasets can be jointly factorized by means of a coupled decomposition of several matrices
and/or tensors, with factors shared to varying extents. One of the commonly used frame-
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work is Coupled Matrix Tensor Factorization (CMTF) [4] proposed by Acar et al., which
fuses several data sources and enhances knowledge discovery. Given a set of heterogeneous
datasets, Acar et al. propose an all-at-once algorithm to recover missing values in the tensor.
The tensor is coupled with multiple matrices, and the tensor and matrices share the same
set of factors. Experiments have shown that CMTF yields remarkably higher accuracy than
CP decomposition when the missing ratio increases. Lin et al. [121] propose MetaFac to
generalize coupling schemes among heterogeneous data sources. MetaFac uses a graph to
represent the relations between different data sources, where the nodes represent different
data sources and edges denote the shared modes between two data sources.
Both CMTF and MetaFac requires the sharing of the factors to be complete. How-
ever, data from different sources often shares some of the components, but not all. Given
the presence of both shared and unshared factors, Liu et al. [128] design a novel factor-
ization algorithm for Common and Discriminative Subspace Non-negative Tensor Factor-
ization(CDNTF). CDNTF takes a set of labelled tensors as input and computes both their
common and discriminative subspaces simultaneously as output. However, this approach
requires the prior knowledge of a proper split between the number of shared and unshared
factors. Acar et al. [6] further propose a data fusion model that automatically reveals shared
and unshared components through modeling constraints. The idea follows CMTF with com-
mon factors between heterogenous data sources. However, it assigns a sparse weight score to
each factor indicating whether it is shared or not. Experiments have shown that this method
provides promising results in identifying shared and unshared chemical components.
Despite its success in leveraging additional data to guide in tensor factorization, the
framework requires information to be available in advance, which is not possible in many
applications. In addition, the framework presents a set of static outputs. Domain users have
no way to provide feedback to the model.
2.3.3 Summary
In this section, we reviewed mining methods for multi-aspect data. Vanilla tensor factoriza-
tion models are quick and convenient tools for users to start with. As users impose more
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requirements on the solution space, constraints, such as non-negativity, sparsity, smoothness
and orthogonality can be introduced to cater users’ different information needs. However,
these information needs are generic and preliminary. When the information need is complex,
existing model constraints are not able to account.
On the other hand, data fusion models have been used in the presence of heterogeneous
data sources as domain knowledge. While various frameworks have shown success in their
respective application scenarios, they assume the knowledge is explicit and given prior to
factorization. As such knowledge can either be difficult to acquire or implicit in practice,
there has not been much work to investigate alternative ways to leverage domain knowledge
in this situation.
2.4 EVALUATION IN MULTI-ASPECT DATA MINING
While multi-aspect data phenomena and mining methods have been extensively studied,
their evaluation has not been properly vetted. In fact, given the different purpose for mining,
different evaluations are often undertaken. There has not been a systematic way to consider
the evaluation problem. For the evaluation of tensor factorization, we categorize existing
practices in three aspects: quality, validity and utility.
2.4.1 Multi-Aspect Mining Quality
Most of the multi-Aspect mining tasks evaluate in terms of how well the underlying structure
resembles the original data. Regardless of varying nature of the mining tasks, the relative
reconstruction error (RRE) is one of the most commonly used metrics to determine the
quality of the factorization [42, 64, 102, 126, 224, 238, 262]. In this line of work, RRE has
been the key index for determining the rank parameter as well as comparing to alternative
methods. Metrics that bear similar meanings are also adopted, such as root mean square
area (RMSE) [21, 25, 195, 226], mean square error (MSE) [152], or Fit [260, 261]. In some of
the image completion tasks, we have also seen the use of more domain-specific metrics that
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are equivalent to the relative reconstruction error, such as signal to distortion (SDR) [245],
peak signal-to-noise ratio (PSNR) [243] and signal-to-interference ratio (SIR) [38].
It is important to note that due to the visual nature of the images, it is also common to
carry out the qualitative examination between the benchmark images and reconstructed the
images, in addition to reporting the quality index. For example, in their work of estimating
missing values of visual data, Liu et al. [127] first report MSE in comparing with their
baseline methods at different parameter settings. Then the reconstructed image is compared
with the original image. Similarly, Zhou et al. [260] first presents the comparison of Fit
measures and then provides the recovered images in comparison with the original ones. A
similar practice can also be seen in [37,245,261].
2.4.2 Multi-Aspect Mining Validity
A single quality index could be sufficient in most of tensor completion tasks, as the successful
recovery of the missing values is the center of attention. As for the applications that require
the examination of the resultant underlying structures, the evaluation practice usually varies.
Simulated studies [1, 42, 59, 119, 126, 243] are a popular practice in the domain of signal
processing, where researchers generate synthetic datasets with ground truth. Then, the
results obtained from the mining algorithms would be used to compare with the ground
truth.
In these studies, authors usually report the overall factorization quality index and then
present a detailed analysis of the performance in recovering the ground truth factors, with
the exact order of the two varies, though. In their work of discovering the mobility patterns
from traffic data, Want et al. [226] first report the RMSE in comparison to baseline methods
with varying degree of missing data used in training. Then, the authors provide the empir-
ical study to show insights about the Spatio-temporal structures that are revealed by their
method. Takeuchi et al. [212] propose Non-negative Multiple Tensor Factorization (NMTF),
which factorizes the target tensor and auxiliary tensors simultaneously. In their experiments,
they have shown NMTF reconstruct better on the synthetic data, measured by reconstruc-
tion error. From the online review data sets, they have also demonstrated that NMTF can
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successfully extract Spatio-temporal patterns of people’s daily livelihood patterns.
There are several pieces of work opt-out of reporting the overall factorization quality
index, focusing on examining the factor matrices learned from proposed respective models [1,
2,242]. For example, Cichocki et al. [40] evaluate their work of Hierarchical ALS algorithms
to solve non-negative matrix and tensor factorization with a synthetic dataset, comparing
the ground truth factors and obtained factors. Other than qualitative examination, we have
also seen research taking a more quantitative approach in evaluating the recover quality. In
addition to providing the qualitative analysis, Acar et al. [2] also provide a success indicator
when the recovered factor matrices resemble the ground truth factors (computed based on
cosine similarity > 99%). To evaluate the proposed algorithm in revealing the shared and
unshared factors, Acar et al. [1] generate a third-order tensor coupled with a matrix, based on
different types of underlying components, sharing different levels of correlation. The resultant
factors are compared with ground truth factors, both qualitatively and quantitatively, to
confirm the effectiveness of the model.
In the case where ground truth data is not available, there are studies also directly apply
the mode on the real-world data sets and involve the experts in qualitatively examining and
interpreting the factors [178]. Phan and Cichocki [178] propose a local ALS algorithm that
estimates sequentially non-negative components from real-world EEG data containing. The
proposed model can find meaningful components that explain the data. With non-negative
tensor factorization, Esp´ın-Noboa et al. [56] are able to reveal seven clusters of mobility
patterns based on taxi trip data in New York City. Similarly, Bader et al. [13] qualitatively
analyze the topics discovered from the Enron email datasets with non-negative tensor fac-
torization. Another recent study [133] also targets at revealing the urban dynamics through
decomposing the number of visitors’ arrivals in different areas in the city. Based on human-
inflow tensor, authors can uncover various urban mobility patterns, such as commuting,
leisure, returning home patterns.
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2.4.3 Multi-Aspect Mining Utility
There is one line of work interested in evaluating the utility of their models via the applica-
tions in downstream tasks [21,33,97,121,122,175,182,185].
Recommendation tasks [21,33,54,121,122] are one of the popular evaluation scenarios in
the area of social computing. Chi and Zhu [33] propose FacetCube for non-negative tensor
factorization with prior knowledge. Working on a author × keyword × reference tensor,
FacetCube is evaluated in a recommendation task of top-k queries to most relevant references
to authors. To demonstrate the utility of MetaFac, Lin et al. [121, 122] conduct prediction
tasks asking how effective MetaFac can be used to predict what stories a user would “digg”
and what stories a user would comment on. In a POI recommendation application, Bhargava
et al. [21] also report the recommendation performance. In all of these studies, ranking
metrics are commonly used, such as NDCG and precision@k.
Classification and clustering tasks are also employed in several studies [55, 102,128,178,
260, 261]. In these studies, multi-aspect mining is used to extract and select statistically
significant (dominant, leading) features that differentiate different classes or clusters. For
example, Liu et al. [128] evaluate the effectiveness of CDNTF by analyzing its performance
in solving a classification problem. In his work, the graph is transformed into a vector
representation based on the subspace discovered by CDNTF, and then support vector ma-
chines (SVMs) are used to build the classifiers to separate different types of chemical com-
pounds as well as atoms. Zhou et al. also evaluate their model in the image classification
task [260] and in the image clustering task [261], based on the features extracted from the
images.
2.4.4 Summary
In this section, we review the existing practice of evaluation in multi-aspect mining. We have
seen that studies have undertaken different types of experimentation strategies. Mining met-
rics disclose the overall quality of the models, and they are reported across different studies.
Examining the factor matrices further validate the patterns as the results of their methods.
Qualitative approaches that examine the uncovered patterns are more commonly seen, al-
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Table 2: Existing Evaluation Schema in Multi-Aspect Mining.
Studies Quality Validity Utility
[64,102,195,224,238,262],
[25, 37,38,127,152,245,260,261]
X × ×
[1, 2, 59, 119,212,242],
[13, 40,56,133,178], PairFac
× X ×
[33, 97,121,122,175,185] × × X
[42, 126,175,226,243] X X ×
[21] X × X
iDisc × X X
FacIt X X X
though systematic and quantitative comparisons also exist. Utility value is also appreciated,
where their models work as feature extraction tools and experiments are conducted through
downstream tasks. The rule of thumb in evaluation based on this survey is to report the
overall quality index. However, with all the varieties in evaluations, we have seen, there has
not been a study using a more systematic and comprehensive evaluation strategy.
2.5 MULTI-ASPECT PATTERN PRESENTATION
The key to interpretability is to present the results in understandable terms. This section
surveys the existing work for various ways to present the results of the multi-aspect mining.
We divide the literature into two categories: ones that statically present the results as in
most of the publications; and ones that provide interactive support of pattern presentations
as mostly seen in the field of visualizations.
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2.5.1 Pattern Presentation in Literature
There are different ways of communicating the multi-aspect patterns to the readers in the
existing work. We call it a static pattern presentation because there is no indication of an
interactive system being developed to aid their discovery process in their papers. Therefore,
we assume the authors of these studies have gone through a process to present selective
results as a showcase of the models. We also assume that they explore and interpret all the
patterns in the same way that they do in the paper. Since pattern presentation from multi-
aspect data usually involves several graphics, one for each descriptor, we categorize their
displays into two groups based on how authors have arranged the presentations of different
descriptors: adjacent, and isolated alignments.
Few studies examine the results more from the perspective of individual factor matrices.
Rather than going through the entire pattern, they look at the columns of each descriptor
separately [29,64,172,251,257]. For example, Chen et al. [29] analyze the speed patterns via
tensor decomposition based on a network traffic speed dataset. The authors show the results
with each factor matrix instead of organizing the results by patterns. This makes sense as the
purpose of the work is to identify interpretable traffic patterns with varying levels of missing
values. With such an organization, authors can display how the resultant factor matrix
varies with different training data used. However, it can be challenging to comprehend a
single pattern as the visual explanation of one pattern is split into various figures. Similarly,
Gauvin et al. [64] present the results organized by the factor matrix, instead of the pattern.
This makes it easier to see the differences between different components in each factor matrix.
However, the trade-off is that it cannot explain the pattern as a whole.
We have seen more often authors use adjacent alignments of descriptors (e.g., [5, 13, 56,
57, 61, 168, 190, 211, 233]). In practice, authors use a dedicated graphic to describe each of
the descriptors and then graphics of all descriptors associated with a pattern are positioned
side-by-side, to deliver a comprehensive set of perspectives of the pattern. In this way, each
graphic provides a complementary explanation of the pattern, and its interpretation involves
walking through each figure to get a complete understanding. For example, Williams et
al. [233] propose TCA (Tensor Component Analysis) to discover latent components from
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three-dimensional tensor of neuron× temporal× trial based on a simulated neuron activity
dataset. To demonstrates the results, they show eight noteworthy components from a 15-
component model, where each of them consists of three graphics from left to right, for the
neuron, temporal, and across-trial descriptors, respectively. In another example, Fan et
al. [57] proposes citySpectrum to model the city dynamics with a four-dimensional tensor
hour × day × region × POI, based on a mobile GPS dataset. Similarly, they present each
descriptor with a dedicated figure and show two interesting patterns related to “entertaining”
and “commercial” life patterns in their results.
2.5.2 Interactive Pattern Discovery
More recently, researchers have concerned about the interpretability of pattern discovery
from multi-aspect data and attempted to ease the process using visual analytic systems [26,
125,240]. Viola [26] is among the few efforts to interactively present the patterns for anomaly
detection in the traffic data. It is a novel tensor-based anomaly analysis algorithm with visu-
alization and interaction design that can dynamically produce interpretable data summaries
and allows the domain experts to ranking anomalous patterns. Compared to the existing
practice in visualizing results from multi-aspect mining, Viola introduces the interactive
pattern exploration mechanism.
TPFlow by Liu et al. [125] uses a piece-wise rank-one tensor decomposition algorithm to
automatically slice the data into homogeneous partitions and extract the latent patterns in
each partition. Compared to Viola, TPFlow has the advantage of understanding the entire
pattern space as a result of the progressive partitioning framework. Yan et al. [240] provide
a visual analytic system for pattern discovery in bike-sharing data, which introduces the
pattern relation view to describe the relations between the patterns. The pattern relation
view is helpful for users to browse patterns quickly and find interesting patterns.
2.5.3 Summary
The existing practice in pattern presentation often hinders the interpretation of the results of
the tensor factorization because the pattern presentations are not typically matched with how
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Table 3: Existing Work in Pattern Presentation From Multi-Aspect Mining.
Studies Interactive Pattern Presentation
[5, 13,56,194,211,233],
[57, 61,168,190,212],
[14, 108,175,204,226,259],
PairFac, iDisc
× adjacent
[29,64,172,251,257] × isolated
[26,125,240] X adjacent
FacIt X multi-scaled, integrated, adjacent
a human perceives they are. The adjacency alignment of the descriptors can be considered
as a brute force way of throwing everything about patterns to the domain experts without
providing aids in how to connect different descriptors and how to connect different patterns.
This problem exaggerates, especially when the number of patterns experts need to go through
is large. We argue that to mitigate the mismatch, we need solutions that have “user-first”
principles in mind.
We have seen recent efforts in developing a people-centric design of pattern exploration
from multi-aspect data [26, 125, 240]. However, they are situated in a spatial-temporal con-
text, which provides a limited understanding of domain experts’ requirements when working
with and interpreting patterns in a generic multi-aspect data setting. Another aspect of
bridging human understandability with pattern presentation is enabling people to be part
of the pattern discovery and exploration process. Although Yan et al. [240] allow the users
to perform a set of operations with the patterns (e.g., merge, reset, etc.), they are restricted
as one-way interaction as the underlying modeling process does not take such feedback into
consideration of pattern updating.
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3.0 PAIRFAC: EVENT ANALYTICS THROUGH DISCRIMINANT
TENSOR FACTORIZATION
This chapter aims to close the gap between human information needs and error-based opti-
mization by devising models through the process of Multiplex Pattern Discovery from
multi-aspect data. Multiplex pattern discovery is the idea of devising multiplex objective
functions for pattern discovery that simultaneously considers the human information needs
and naive error-based optimization, through properly understanding the human information
needs and translating them to specific optimization objectives. This chapter presents the
multiplex pattern discover in the problem context of event analytics, where the particular
information need is understanding how have the city changed before and after certain major
events in multi-aspect mobility. We are particularly interested in multi-aspect mining of
event analytics because the nature of such task is the cross-examination of patterns from a
pair of multi-aspect data, which shares the generic information needs in different domains,
such as pattern comparisons in normal and anomaly multi-aspect time-series analysis, in
benign and malignant bio-maker discovery, etc.
3.1 INTRODUCTION
Analyzing the impact of disastrous events has been central to understanding and responding
to crises. Effective crisis management requires not only careful planning and preparation for
disaster relief operations, but also a timely assessment of an event’s impact. The latter is
important for facilitating actions that will bring the society back to its normal operations
as fast as possible [140]. In this work, we introduce a novel event analysis framework that
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can automatically reveal the changes in human behavioral patterns associated with an event
through mining context-rich, high-dimensional and potentially heterogeneous urban activity
data.
Traditionally, the assessment of a (natural or artificial) disaster’s impact has primarily
relied on the manual administration and analysis of surveys and questionnaires, as well as the
review of authority reports [191]. Both of these approaches are costly and time-consuming.
Today, in the era of mobile and pervasive computing, rich digital human traces of routine
transactions are generated by city-dwellers, businesses, and organizations that can be col-
lected through online platforms (e.g., activities on social media), sensing technologies (e.g.,
mobile phones and wireless sensors) and other means (e.g., crowdsourcing platforms). These
rich troves of human behavioral data provide an unprecedented opportunity to closely exam-
ine - both qualitatively and quantitatively - the changes in urban activity that follow events
of interest (e.g., disasters). While much progress has been made in predictive event analytics,
such as detecting and/or forecasting event outbreaks [8, 222, 228], automatically quantify-
ing and capturing the impact of an event has been neglected despite its aforementioned
importance.
Our objective in this work is to develop an automated method for understanding the
impacts of major effects in the urban environment. To achieve our goal we design unsu-
pervised learning techniques to uncover the changes in human mobility patterns before and
after an event of interest. In particular, we formulate our objective as a problem of iden-
tifying common and discriminative subspaces between two datasets, the first one capturing
the behavior of interest prior to the event and the second one capturing the behavior after
the event. While there is literature on discriminant subspace learning [75, 101, 128], these
solutions fall into the same generic framework that requires the split of shared and discrim-
inative components before learning the subspaces. However, in the context of analyzing
the impact of an event, this is not possible. The vast spectrum of disastrous events and
the associated context under which they happen, make it extremely difficult to obtain this
knowledge. Thus, most of the prior methods cannot be practically applied to disaster event
analysis.
In this article, we introduce a novel approach that is able to automatically discover the
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impact of an exogenous event. While we are focusing on the impact of an event on urban
mobility, our proposed method is generic and can be used to analyze multiple aspects of urban
human activities. Our focus on the mobility will enable us to answer the question of how
does the event change when, where and what citizens normally do in a city? To reiterate, our
approach, called PairFac, formulates the problem as a discriminant tensor analysis problem
and solves it through the joint factorization of a pair of tensors. Specifically, given two tensors
capturing urban activity data before and after an event of interest, PairFac simultaneously
learns the shared and discriminative latent subspaces of the tensor pairs. PairFac thus,
reveals the patterns that both persist and change across multiple aspects of urban activity
data.
The motivation for designing PairFac stems from the fact that understanding the im-
pact of a disastrous event is a necessity in disaster management, while existing methods for
discriminative subspace learning exhibit practical limitations in their applicability in real-
ity. More specifically, in the context of disaster management, “impact assessment” plays a
critical role in understanding the (social) consequences of an event. In this situation, “social
impact” refers to the consequences an event has on human populations, altering the ways
in which they live, work, entertain, relate to one another, organize to meet their needs, and
cope as members of society [223]. The process of social impact assessment involves a number
of steps, including among others “description of the relevant human environment and zones
of influence”, “identification and investigation of probable impacts”, and “estimation of sec-
ondary and cumulative impacts”. These tasks are traditionally performed through manual,
labor-intensive data collection, and comparison. For example, to describe the human envi-
ronment and zones of influence, relevant data related to the event should be collected and
reviewed through a baseline study or community profile. This approach has been limited
in terms of scope and comprehensiveness, as it is not possible to scale to all potentially
affected people, and is restricted by pre-defined assessment indices that do not necessarily
universally apply. Therefore, a data-driven, generalizable, approach that can leverage the
large volume of (detailed) data collected from various sources is needed and has the potential
to revolutionize the traditional disaster impact assessment process.
Furthermore, existing approaches in analyzing events mostly focus on the impact discov-
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ery using one- or two- dimensional analysis (e.g., call activities volume changes [15], change
in geographical location distributions [202], change in emotions [230]) and few are capable
of discovering multi-dimensional (or multi-modal) impacts. This inevitably leads to signifi-
cant loss of information associated with certain aspects that are either projected to a lower
dimensionality that can be handled by the model used or eliminated all together. Moreover,
the interplay between these multiple facets is not explicitly considered and could result in
a false interpretation of the outcome. By formulating the problem event impact analysis as
a tensor factorization problem, we are able to discover the changes that are correlated in
multiple dimensions. For example, the change in the call volumes on top of any association
in time can also vary depending on the location of these phone calls (e.g., their distance from
the epicenter of the event).
Our method differs from existing work in discriminative subspace learning [75, 101, 128]
by introducing the discriminative weight vector that allows for automatically aligning the
common components while at the same time discerning the discriminative components. As
shown in Fig. 3, we model the mobility data with two three-dimensional tensors1, one de-
scribing the mobility before the event and one describing the behavior after the event of
interest. As alluded to above, PairFac jointly factorizes the two tensors to identify the latent
mobility patterns that both change, as well as persist, before and after the event of interest.
Our comprehensive evaluations of PairFac on both synthetic and real-world event datasets
clearly showcase its effectiveness.
The key contribution of this work includes:
• We formally introduce the problem of capturing the impact of an exogenous event on
the normal operations of a system using discriminant tensor analysis. Given the mul-
tidimensional nature of the rich human behavioral data, we use tensor representation
to preserve the interactions between different information layers, such as the temporal,
spatial and human action layers (see Fig. 3).
• We propose PairFac (see Fig. 3), a novel joint tensor factorization framework that aims
at simultaneously learning the shared and discriminative components from a pair of
1PairFac can be extended to more dimensions. However, for illustrative purposes, as well as, due to the
nature of our datasets, we design and evaluate our method with three-dimensional tensors.
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Figure 3: Problem illustration of PairFac. XB andXA represents the data tensorBefore and
After a specific event (Paris terrorist attack). Matrices U(L), U(T ), and U(V ) represent the
three factor matrices for Location, Time, and Venue, respectively. The same-index columns
in each triplet of factor matrix jointly represents a behavioral pattern. PairFac identifies
similar and discriminative patterns before and after the event. For each pattern (e.g, colored
in blue or red), we show the location distribution (e.g., U
(L)
B,r, U
(L)
A,r) in the city (of Paris),
the time distribution (e.g., U
(T )
B,r, U
(T )
A,r) in a week (24×7) and the venue distribution (e.g.,
U
(V )
B,r, U
(V )
A,r ) among different activities (e.g., Professional & Other Places (POP), Travel &
Transportation (TT), Food (F); please refer to 6.1.2 for details.)
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high-dimensional data sources. Our method can automatically identify the common
components and at the same time discover the discriminative ones without a predefined
number of either type, by formalizing an appropriate optimization problem.
• We provide an efficient iterative algorithm that guarantees convergence to a locally opti-
mal solution for the aforementioned optimization problem. Furthermore, the algorithm
is scalable with time complexity linear in the number of non-zero tensor elements. In
addition, we provide guidance on a parallel implementation of the algorithm based on
Spark that can further speed up the optimization.
This article represents a significant extension of our prior work [231] and is our first
full discussion on this subject. In this article, we include new solutions, algorithmic details,
and proofs, as well as extensive experimental results. In particular, there are several major
developments since our previous work [231]:
• We introduce a new algorithm that provides better interpretation of the discriminative
weights while at the same time achieving component alignment. In particular, we intro-
duce an additional auxiliary function to capture the commonalities between the pair of
tensors. This additional information gives rise to an easier interpretation of the discrim-
inative scores - i.e., higher scores represent unique patterns while lower scores indicate
shared patterns. In addition, our prior work relies on a post-hoc analysis of the learned
components to determine the pair-wise alignment of the common components. We ad-
dress this limitation by re-formulating our objective function with a new regularization
term to enforce the similarity between common components.
• We provide a detailed algorithmic description and analysis in addition to a parallelized
version of the algorithm. More specifically, we provide details for the solution of our
formulated optimization problem, while at the same time providing a theoretical analysis
of its convergence. In addition, we provide a scalable, distributed implementation of
PairFac that speeds up the runtime, through the partition of tensors into mutually non-
overlapped blocks. This allows the gradient update in each step to be computed via
multiple nodes.
• We perform comprehensive experiments on the scalability and sensitivity of PairFac. We
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also apply PairFac to extensive case studies on real events. To better understand how
to appropriately apply the algorithms to event analytics in practice, we systematically
analyze the separability of data with respect to the ability of PairFac to segment the
components into common and discriminative parts. We further employ our approach
to discover the long-term impact of terrorist attacks in Paris using traffic sensor data
and Twitter geo-tagged content. Another case study is conducted for discovering the
changes in mobility patterns during the Thanksgiving week between 2014 and 2015. We
demonstrate that our approach can not only distill the crowd activity patterns under
exogenous shocks but also analyze long-term activity changes.
The rest of this chapter is organized as follows. Chapter 2.2 discusses literature related to
our study, while Chapter 2.3 presents the problem formulation and the essential background.
In Chapter 2.4, We introduce multiple solutions to the tensor factorization problem, including
a novel algorithm that automatically learns the discriminative weights of the components.
Chapter 2.5 provides detailed quantitative results on synthetic datasets, while Chapter 2.6
presents our case studies. In Chapter 2.7 we discuss some open issues and future directions,
while Chapter 2.8 concludes our work.
3.2 RELATED WORK
In this section, we describe literature relevant to our methodology and to event and urban
analytics.
3.2.1 Shared and Discriminative Subspace Learning
The increasing availability of data from a diverse set of sources has given rise to the study of
joint analysis of heterogeneous data. Our study closely relates to the area of discriminative
tensor analysis. For example, GTDA (General Tensor Discriminant Analysis) [216] attempts
to discover the discriminative features of a pair of tensors as a preprocessing step for sub-
sequent topic discovery and classification tasks, while TCCA (Tensor Canonical Correlation
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Analysis) [131] generalizes Canonical Correlation Analysis (CCA) to handle the data of an
arbitrary number of views or distinct feature sets and identifies a reliable common subspace
shared by all views. Compared to these studies, PairFac attempts to simultaneously identify
both common and discriminative subspace from the multi-dimensional dataset. The simulta-
neous discovery of common and discriminative subspace is not new. However, it is typically
limited to two dimensions at most. For instance, Gupta et al. [74] propose a joint NNMF
on two data sources through a shared subspace, while maintaining their unique variations
through individual subspaces. While Gupta et al. [75] further impose mutually orthogo-
nal regularizations to separate the common and discriminative subspaces to ensure that the
shared and the discriminative subspaces are mutually exclusive. Following the same idea,
Kim et al. [101] relax the framework by requiring the shared subspaces to be similar while not
necessarily being strictly identical. Regarding the shared and discriminative subspace learn-
ing in the context of tensor factorization, the framework by Liu et al. [128] - similar to [74]
- separates the subspace into shared and individual subspaces. In contrast, PairFac imposes
regularization on the shared and discriminative subspaces to automatically identify the num-
ber of either type of components, while offering scalability by enabling factorization of even
higher dimensional data.
3.2.2 Event Analytics
During the last few years, there has been an increasing interest in the area of event ana-
lytics through microblogs (e.g., Twitter). Researchers have approached this field from three
perspectives. One line of research is geared towards large-scale societal event detection and
forecasting (e.g., civil unrest, disease outbreak, and elections). A common technique is to
monitor the frequency of all words and look for a sudden burst in the frequency of (a subset
of) them [138]. For instance, Ning et al. [155] develop a multiple instance learning based
approach to identify evidence-based precursors and forecast events into the future.
The second line of research aims at sense making of an event’s storyline through statistical
analysis or visual analytics. For example, Diakopoulos et al. [48] design a visual analytics
tool to help journalists and media professionals extract news-worthy content from a large
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volume of social media data.
Our work falls into the third line of research, which aims at studying the impact of an
event on the affected population. E.g., Lin and Margolin [120] explore the emotional response
of Twitter users in different cities to the bombing attacks in Boston, while, Bagrow et al. [15]
provide a quantitative view of the behavioral changes in human activity under extreme
(natural and man-made) conditions, such as bomb attacks and earthquakes, through the
analysis of mobile phone records. In a similar direction, Song et al. [202] mined GPS traces
of 1.6 million users and built a system to automatically discover, analyze, and simulate the
mobility of a large population under severe disasters in Japan. The shortcoming of using only
cell phone and GPS data is that the activity context is absent. Including information relevant
to activity concept significantly complicates the analysis due to the increased dimensionality
of the data.
3.2.3 Urban Computing
In recent years, there has been a significant volume of research in the area of urban comput-
ing and informatics. Zheng et al. [258] summarize seven types of urban computing scenarios
for urban planning, transportation, environment, energy, social issues, economy, and public
safety and security. Our work, from an application perspective, falls into the last category,
as we seek to obtain an understanding of the impact of exogenous events on urban space.
Recently, there have been several inspiring studies looking at urban environments. For in-
stance, Pan et al. [164] detect traffic anomalies based on drivers’ routing behavior on road
networks, while, Pang et al. [165] apply the likelihood ratio test (LRT) (widely used in epi-
demiological studies) to describe traffic patterns. Our research is geared more towards the
area of disaster analytics in urban environments. Early forecasting and detection of disas-
ters are critical for planning effective humanitarian interventions and disaster management.
However, there is plenty of literature in this realm, and it is not the focus of our study. For
example, Lee and Sumiya [114] propose to detect events such as environmental disasters from
geo-tagged Twitter data, while Yu et al. [246] propose multiple Markov boundaries in local
causal discovery to identify the sets of precursors for tornado forecasting. In another study,
40
Madaio [132] developed the Firebird framework to help municipal fire departments identify
and prioritize commercial property fire inspections, with a combination of techniques from
machine learning, geocoding and information visualization. Finally, the short- and long-term
evacuation plans/behaviors in the case of a disaster have also been studied [202,203].
The contribution of our work resides in the area of disaster impact discovery from mul-
tidimensional and heterogeneous data. PairFac is a generic framework that can be used to
study the impact of various exogenous events – being either natural, man-made, or imposed
by the local government (e.g., planning policies). For example, the impact of a long-term
construction project on the inhabitants’ mobility and activities can be quantified using Pair-
Fac. Identifying behavioral changes for a variety of “urban interventions” has been identified
as an open problem pertaining particularly to urban computing [258].
3.3 PROBLEM FORMULATION
3.3.1 Problem Formulation
Simultaneous Discovery of Common and Discriminative Activity Patterns:
Problem Definition 1. Let us consider two non-negative tensors, XB ∈ RIL×IT×IV and
XA ∈ RIL×IT×IV representing the urban activities Before (B) and After (A) an exogenous
shock, where the tensor modes represents the Location (L), Time (T ) and Venue (V ) of the
activities. We seek to obtain a non-negative tensor factorization (NTF) to approximate both
input tensors, asX q ≈ [[U(L)q ,U(T )q ,U(V )q ]], ∀q ∈ {A,B}, and U(m)q ∈ RIm×R+ , ∀m ∈ {L, T, V },
represents the factor matrices corresponding to each mode.
Note, as alluded to above, that in this work we focus on three-mode tensors but Pair-
Fac can be used to deal with data with higher dimensionality. The location dimension
corresponds to specific neighborhoods in the city, the time is quantized hourly, while the
venue dimension captures the various types of establishments available (e.g., coffee shops,
retail shops, etc.). The term “venue” refers to the kind of place people visited, e.g., restau-
rants, schools, etc. – that is, the semantics of the human activity, whereas “location” refers
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to the geographical location that certain activity occurs. In our data, “venue” information
is available from Foursquare that describes the functionality or the activity provided by the
point of interest (or location). As shown in Fig.3, the corresponding columns (red) of each
factor matrix together define a mobility pattern that associates specific areas/neighborhoods,
time, and types of venues. Disastrous events, such as terrorist attacks, can inject intensive
psychological instabilities in the targeted population and as a result the mobility and/or
behavioral patterns of this population are likely to change after the event. The goal of the
problem described above is to discover the shared and discriminative components of the
tensor structures describing their urban activities before and after an event of interest.
3.4 SOLUTIONS
In this section, we begin with providing solutions to Problem 1. We start by describing the
current state-of-the-art approaches to solving similar problems [75, 101, 128] (Sections 4.1
and 4.2). We then discuss their limitations and introduce a new solution (Section 4.3). We
further provide a parallel implementation of our solution in Section 4.4.
3.4.1 Shared and Discriminative Subspace Approach
To learn the shared and discriminative subspace, Liu et al. [128] proposed the Common
and Discriminative subspace Non-negative Tensor Factorization (CDNTF) which takes a
set of tensors as its input and computes both their common and discriminative subspaces
simultaneously as the output. Following their work, the objective of CDNTF can be re-
written as the following simultaneous factorization of two input tensors: X q ≈ [[Uq]], where
Uq = [(U
(m)
q:C ,U
(m)
q:Dq
)], ∀q, ∀m, and U(m)q ∈ RIm×R+ . In this way, the columns of matrix U(m)q
are segmented into two parts: U
(m)
q:C represents the common subspace, while U
(m)
q:Dq
repre-
sents the discriminative components to each tensor. The above common and discriminative
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subspace discovery is the solution to the minimization of the following objective function:
J0 =
∑
q∈{A,B}
1
nq
∥∥∥X q − [[[(U(m)q:C ,U(m)q:Dq)]]]∥∥∥2
F
(3.1)
where U
(m)
q:C and U
(m)
q:D are defined as above, nq is the Frobenius norm of each tensor, and
‖·‖2F stands for the Frobenious norm.
3.4.2 Regularized Shared and Discriminative Subspace Approach
Shared and discriminative subspace learning have also been explored in the context of non-
negative matrix factorization. In fact, CDNTF can be thought of as the extension of nonneg-
ative shared subspace learning (JSNMF [74]) to higher dimensions. Under this framework,
Gupta et al. [75] propose regularized nonnegative shared subspace learning that further im-
poses a mutual orthogonality constraint on the constituent subspace, which segregates the
patterns. In the context of discovering common and discriminative mobility patterns, we ex-
tend the framework to Regularized Joint Subspace Nonnegative Tensor Factorization (RJS-
NTF) and with a slight abuse of notation, we derive the following minimization problem:
J1 = J0 +
∑
m∈{L,V,T}
JR1(U
(m)
q:C ,U
(m)
q:Dq
,U
(m)
q′ :D
q
′
), (3.2)
where U
(m)
q:C and U
(m)
q:Dq
are defined as above. Focusing on our application, q
′
in Eq. 3.2
represents the time after the event that is different from q (time prior to the event) with
U
(m)
q:C = U
(m)
q′ :C , and U
(m)
q:Dq
6= U(m)
q′ :D′q
. Therefore, JR1(·) is a regularization function used to
penalize the “similarity” between subspaces spanned in {U(m)q } and {U(m)q′ }. Following [75],
the mutually orthogonal constraints are defined as:
JR1 = αˆ
∥∥∥U(m)q:C TU(m)q:Dq∥∥∥2 + βˆ ∥∥∥U(m)q:C TU(m)q′:D
q
′
∥∥∥2 + γˆ ∥∥∥U(m)q:DqTU(m)q′:D
q
′
∥∥∥2 , (3.3)
where αˆ, βˆ and γˆ are the regularization parameters. When JR1 = 0, the model becomes
identical to CDNTF.
RJSNTF enforces the shared components to be strictly identical, which is a hard con-
straint and might result in distortion during the factorization. Kim et al. [101] have proposed
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the simultaneous discovery of common and discriminative topics via joint non-negative ma-
trix factorization where this constraint is relaxed by redefining the regularization term. Their
approach further emphasizes the similarities and differences of the common and discrimina-
tive components. Following the same idea and replacing U
(m)
q:C with U
(m)
q:Cq
and U
(m)
q′ :C
q
′
to
represent the similar components of tensors X q and X q′ . we derive Simultaneous Discovery
of Common and Discriminative Nonnegative Tensor Factorization (SDCDNTF) as the fol-
lowing minimization function:
J2 = J0 +
∑
m∈{L,V,T}
JR2(U
(m)
q:Cq
,U
(m)
q:Dq
,U
(m)
q′ :C
q
′
,U
(m)
q′ :D
q
′
), (3.4)
and
JR2 = α
∥∥∥∥U(m)q:Cq −U(m)q′ :C
q
′
∥∥∥∥2 + β ∥∥∥∥U(m)q:DqTU(m)q′ :D
q
′
)
∥∥∥∥
1,1
, (3.5)
where ‖·‖1,1 denotes the absolute sum of all the matrix entries.
3.4.3 Automatic Discovery of Discriminative Components
3.4.3.1 Our PairFac Formulation The above approaches fall under the same frame-
work that splits the tensors’ components into common and discriminative parts in advance,
discovering these components with different regularization. These approaches require the
number of shared (or distinct) components to be determined beforehand, which is difficult in
practice. In this chapter, we propose a novel factorization method, which we term PairFac,
that does not require manual input of the shared or distinct components. In order to achieve
that, we assign a weight to each component that reflects the discriminative coefficient or
score of the corresponding component.
For this purpose, we introduce two auxiliary data tensors ZB and ZA that represent the
aggregated unique patterns found in each tensor respectively. We first define the following
function to compute these auxiliary tensors.
Definition 2. Given a data tensor X ∈ RI1×I2×I3 , G(X ) is a clamping function that outputs
a tensor Z ∈ RI1×I2×I3 that is derived from the input tensor X with entries restricted to a
given value range such that Z = G(X ), where G(X ) is defined as:
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G(X ) =
 X i1i2i3 , if X i1i2i3 > ,0, otherwise, (3.6)
where  is a constant that defines the minimum entry in the tensor Z.  can be empirically
chosen to control the sparsity of the auxiliary tensors (we use  = 0 in this work). Note that
the clamping function G(·) can also work with vectors and matrices. Then we compute Zq
that captures the unique variance in X q from X q′ as:
Zq = G
(X q −X q′) , q ∈ {A,B} (3.7)
Definition 3. Given two data tensors X and Y ∈ RI1×I2×I3 , G ′(X ,Y) is a binary clamping
function defined as:
G ′(X ,Y) =
 1, if |X i1i2i3 −Y i1i2i3| < 
′
,
0, otherwise,
(3.8)
where 
′
is a constant that defines the minimum entry in the tensor Z. ′ can also be
empirically chosen to control the sparsity of the auxiliary tensors (we use 
′
= 0 as well).
Now with function G
′
, we derive another auxiliary tensor S defined as:
Sq = G ′
(X q,X q′) , q ∈ {A,B} (3.9)
We further introduce the weight vectors wq ∈ RR+ to capture the discriminative coefficient
of each component. Given S, we want to enforce (1−wq) to represent the contribution of the
corresponding components to the common parts of the two tensors. Note that in Equation
3.9 we use a binary clamping function to infer the S tensor. This function captures the
common factors as the ones whose differences are no larger than 
′
. The choice of 
′
allows for
imposing the degree of sparsity in the S tensor, which the stochastic version of optimization
benefits from (introduced in Section 4.4). Besides, the binary clamping function enforces the
non-common part to be zero such that the weights (1 − wq) gives a clearer interpretation
directly related to the degree of how much the pattern contributes towards to the common
tensor. Our intuition is that while factorizing the original tensors into its latent patterns,
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we would like to find a discriminative score for each pattern that corresponds to its unique
contribution in each tensor. At the same time, we want to find a score that represents the
commonality of a component in the two tensors. With the notations presented, we formally
derive the minimization objective of PairFac as:
J3 = J
′
0 + JR3 + JR4, (3.10)
where J
′
0 differs from J0 in that it does not require the manual split of common and discrim-
inative parts in the factor matrix, and JR3 is a function to factorize the auxiliary tensors,
defined as:
JR3 = α
∑
q∈{A,B}
‖Zq − [[wq; [Uq]]]‖2 + β
∑
q∈{A,B}
‖Sq − [[(1−wq); [Uq]]]‖2 , (3.11)
where wq is the level of discriminativeness associated with component Uq. According to
Eq. 3.11, the degree of which Uq contributes towards the reconstruction of Zq is determined
by wq, and Zq captures the information of predominant “discriminative” part between the
two (before- and after-) tensors. Similarly, (1-wq) can be thought of as the degree of com-
monality associated with Uq as the reconstruction of Sq depends on Uq but weighted by
(1-wq). Unlike Zq, Sq captures the information of predominant “common” part shared in
both (before- and after-) tensors.
JR4 in Eq. 3.10 is a function to align the components in the order such that similar
components should share similar weights as the result of the factorization:
JR4 = γ
∑
m∈{L,V,T}
R∑
j
∥∥∥(1−wqj)U(m)qj − (1−wq′ j)U(m)q′j ∥∥∥2 , (3.12)
where U
(m)
qj is the jth column of factor matrix U
(m)
qj and wqj is its associated score.
Note that Eq. 3.10 differs from the objective defined in our prior work [231]. In [231],
the objective is given as:
J ∗3 = J
′
0 + J
∗
R3, (3.13)
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where
J ∗R3 = α
∑
q∈{A,B}
‖Zq − [[wq; [Uq]]]‖2 . (3.14)
Compared to J∗R3 in Eq. 3.13, JR3 in Eq. 3.11 has the addition of a second term, which
uses the auxiliary tensor S. Our prior work attempts to model the level of uniqueness of each
component i captured by the weight wi. With the addition of (1−wi), we can interpret it as
the level of contribution to the commonality between the two tensors. Moreover, the output
of Eq. 3.13 in our prior work [231] splits the tensor factors into common and discriminative
components but is not able to identify directly the pair-wise common components across
tensors. Previously, we addressed this problem through post-hoc analysis on examining
the pair-wise similarity of the components, which could be cumbersome. In this study, we
expand on our prior work by introducing JR4 to automatically align the common components
in order.
To solve Eq. 3.10 we use the block coordinate descent method. Consider the
updating of U
(m)
q at iteration k. Using the fact that if X q = U(m)q ◦ U(m
′)
q ◦ U(m′′)q , then
Xq(m) = U
(m)
q (U
(m′′)
q U(m′)q )T , where Xq(m) is the unfolded matrix of X q m-th mode. The
objective (J3) can be then re-written as:
minimize
1
2
∑
q∈{A,B}
(
1
nq
∥∥∥Xq(m) −U(m)q (U(m′′)q U(m′)q )T∥∥∥2
+ α
∥∥∥Zq(m) −U(m)q Λwq(U(m′′)q U(m′)q )T∥∥∥2
+ β
∥∥∥Sq(m) −U(m)q (I− Λwq)(U(m′′)q U(m′)q )T∥∥∥2)
+ γ
∑
m∈{L,V,T}
∥∥∥U(m)q (I− Λwq)−U(m)q′ (I− Λwq′ )∥∥∥2 ,
(3.15)
where  denotes the Khatri-Rao product, I ∈ RR×R is the identity matrix, Λwq is a diagonal
matrix with wq as its diagonal entries, and m
′ and m′′ are used to index factor matrices
other than U
(m)
q . The gradient with respect to U
(m)
q is given as:
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5
U
(m)
q
J3 =
1
nq
(
U(m)q (U
(m′)
q U(m
′′)
q )
T −Xq(m)
)
(U(m
′)
q U(m
′′)
q )
+ α
(
U(m)q Λwq(U
(m′)
q U(m
′′)
q )
T −Zq(m)
)
(U(m
′)
q U(m
′′)
q )Λ
T
wq
+ β
(
U(m)q (I− Λwq)(U(m
′)
q U(m
′′)
q )
T − Sq(m)
)
(U(m
′)
q U(m
′′)
q )(I− Λwq )T
+ γ
(
U(m)q (I− Λwq)−U(m)q′ (I− Λwq′ )
)
(I− Λwq).
(3.16)
Let
Fk−1
U
(m)
q
= U
(m′)
q,k−1 U(m
′′)
q,k−1. (3.17)
We take
Lk−1
U
(m)
q
=
∥∥∥Fk−1
U
(m)
q
T
Fk−1
U
(m)
q
∥∥∥2 , (3.18)
and
ωk− =
αk−1 − 1
αk
, (3.19)
with α0 = 1 and
αk =
1 +
√
4α2k−1 + 1
2
. (3.20)
Furthermore, let
Uˆ
(m)
q,k−1 = U
(m)
q,k−1 + ω
k−
n
(
U
(m)
q,k−1 −U(m)q,k−2
)
, (3.21)
and
Gˆk−1
U
(m)
q
=
1
nq
(
Uˆ
(m)
q,k−1F
k−1
U
(m)
q
T −Xq(m)
)
Fk−1
U
(m)
q
+ α
(
Uˆ
(m)
q,k−1ΛwqF
k−1
U
(m)
q
T −Zq(m)
)
Fk−1
U
(m)
q
ΛTwq
+ β
(
Uˆ
(m)
q,k−1(I− Λwq)Fk−1U(m)q
T − Sq(m)
)
(1− Λwq )Fk−1U(m)q
+ γ
(
Uˆ
(m)
q,k−1(I− Λwq)− Uˆ(m)q′ ,k−1(I− Λwq′ )
)
(I− Λwq)
(3.22)
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be the gradient. Then we can derive the update based on [238]:
U
(m)
q,k = argmin
U
(m)
q ≥0
〈Gˆk−1
U
(m)
q
,U
(m)
q,k − Uˆ(m)q,k−1〉+
Lk−1
U
(m)
q
2
∥∥∥U(m)q,k − Uˆ(m)q,k−1∥∥∥
F
, (3.23)
which can be written in the closed form as
U
(m)
q,k = max
(
0, Uˆ
(m)
q,k−1 − Gˆk−1U(m)q /L
k−1
U
(m)
q
)
. (3.24)
Similarly, let
wˆq,k−1 = wq,k−1 + ωk− (wq,k−1 −wq,k−2) , (3.25)
and
Gˆk−1wq =
(
wˆqF
k−1
wq
T −Zq
)
Fk−1wq −
(
(1− wˆq)Fk−1wq
T − Sq
)
Fk−1wq
−
∑
m
(
U
(m)
q,k−1
T
((1− wˆq)U(m)q,k−1 − (1− Λwq′ )U
(m)
q′ ,k−1)
)
,
(3.26)
where
Fk−1wq = U
(m)
q,k−1 U(m
′)
q,k−1 U(m
′′)
q,k−1. (3.27)
Let
Lk−1wq =
∥∥∥Fk−1wq TFk−1wq ∥∥∥2 , (3.28)
we can write the closed form of the update for wq
wq,k = max
(
0, wˆq,k−1 − Gˆk−1wq /Lk−1wq
)
. (3.29)
Algorithm 1 summarizes the above updating rules for solving Eq. 3.10 2.
Convergence analysis We provide the convergence analysis of Algorithm 1. The con-
vergence of alternating proximal gradient method is analyzed in [18].
2Our codes are publicly available at https://github.com/picsolab/pairfac.
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ALGORITHM 1: PairFac algorithm for discovering the shared and discriminative
subspace from tensor pairs.
Input : original tensors XB and XA, and R.
Output: {wq}, {U (m)q } for q ∈ {A,B} and m ∈ {L, V, T}
1 Compute Zq and Sq by Eq. 3.7 and Eq. 3.9, ∀m;
2 Randomly initialize U
(m)
q,−1 = U
(m)
q,0 and set wq,−1 = wq,0 = [
1
R
], ∀q and ∀m;
3 Set α0 = 1 and k = 0;
4 while not converged do
5 k = k + 1;
6 Compute Lk−1wq , Lk−1U(m)q , and set ω
k−1, ∀q and ∀m, according to Eq. 3.18, 3.28, 3.19;
7 Compute Uˆ
(m)
q,k and wˆq,k, ∀q and ∀m, according to Eq. 3.21, and 3.25;
8 Update U
(m)
q,k and wq,k, ∀q and ∀m, according to Eq. 3.23, and 3.29;
9 end
LEMMA 1. (Sufficient decrease property [24]). Let f : Rm → R be a continuously dif-
ferentiable function with gradient 5f assumed Lf -Lipschitz continuous and let σ : Rm →
(−∞,+∞] be a proper and lower semicontinuous function with infRmσ > −∞. For any t ¿
Lf and u ∈ domσ, define
u+ = arg min
x
{〈 x− u,5f(u)〉+ t
2
‖x− u‖2 + σ (u)}. (3.30)
Then we have that
f(u) + σ(u)− (f(u+) + σ(u+)) ≥ 1
2
(t− Lf )‖u+ − u‖2. (3.31)
LEMMA 2. Let Ψ(ρ) be the objective function J3 ,where ρ = (U
(m)
q,k ,wq,k)k∈N and (LkU(m)q ,L
k
wq)k∈N
are generated by our PairFac algorithm, we have that
Ψ(U
(m)
q,k ,wq,k)−Ψ(U(m)q,k+1,wq,k) ≥
Lk
U
(m)
q
2
‖U(m)q,k −U(m)q,k+1‖2, ∀m,∀q,
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Ψ(U
(m)
q,k+1,wq,k)−Ψ(U(m)q,k+1,wq,k+1) ≥
Lkwq
2
‖wq,k −wq,k+1‖2,∀q
Proof. The above inequalities can be obtained by using Lemma 1.
In the following we show that the value of Ψ(ρ) monotonically decreases on the sequence
(ρk)k ∈ N, which is generated by PairFac.
LEMMA 3. Let Ψ(ρ) be the objective function defined in J3, where ρ = (U
(m)
q,k ,wq,k) and
there exists L > 0 such that Lk
U
(m)
q
≥ L and Lkwq ≥ L, then (i) The sequence {Ψ(ρ)}k∈N is
nonincreasing and for any k ∈ N, there is a scalar β > 0 such that
Ψ(ρk)−Ψ(ρk+1) ≥ β‖ρk − ρk+1‖2F ,∀k ≥ 0.
(ii) We have
∞∑
k=1
(‖U(m)q,k+1 −U(m)q,k ‖2 + ‖wq,k+1 −wq,k‖2) =
∞∑
k=1
‖ρk+1 − ρk‖2 <∞, (3.32)
and therefore the sequence {Ψ(ρ)}k∈N is bounded.
Proof. Adding the inequalities from Lemma 2, we have
Ψ(U
(m)
q,k ,wq,k)−Ψ(U(m)q,k+1,wq,k+1) ≥
Lk
U
(m)
q
2
‖U(m)q,k −U(m)q,k+1‖2 +
Lkwq
2
‖wq,k −wq,k+1‖2.
(3.33)
In PairFac, the Lipschitz constants Lk
U
(m)
q
≥ L, Lkwq ≥ L. Therefore, we have
Lk
U
(m)
q
2
‖U(m)q,k −U(m)q,k+1‖2 +
Lkwq
2
‖wq,k −wq,k+1‖2 ≥ L
2
(‖U(m)q,k −U(m)q,k+1‖2 + ‖wq,k −wq,k+1‖2).
(3.34)
Combining inequality 3.33 and 3.34 yields the following
Ψ(ρk)−Ψ(ρk+1) ≥ L
2
‖ρk − ρk+1‖2. (3.35)
Hence with β =min{L/2, 1/2}, we prove (i).
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From Eq. 3.33 we obtain that the sequence {Ψ(ρ)}k∈N is nonincreasing. Since Ψ is
assumed to be bounded from below by zero, it converges to some real number Ψ¯. Let N be
a positive integer. Summing up all k ≥ 1 for inequality 3.35, we have
Ψ(ρ0)− Ψ¯ ≥ Ψ(ρ0)−Ψ(ρN)
≥ L
2
N∑
k=1
‖ρk − ρk+1‖2
=
L
2
N∑
k=1
(‖U(m)q,k −U(m)q,k+1‖2 + ‖wq,k −wq,k+1‖2)
(3.36)
Taking the limit as N →∞, we prove the assertion (ii).
Based on this lemma, we then provide a convergence result of algorithm 1 under certain
assumptions. Let ρ = (U
(m)
q ,wq). A point ρ satisfies the KKT-condition for the solution to
Eq. 3.10 if
1
nq
U(m)q ?
((
U(m)q (U
(m′)
q U(m
′′)
q )
T −Xq(m)
)
(U(m
′)
q U(m
′′)
q )
+α
(
U(m)q Λwq (U
(m′)
q U(m
′′)
q )
T −Zq(m)
)
(U(m
′)
q U(m
′′)
q )Λ
T
wq
+β
(
U(m)q (I− Λwq)(U(m
′)
q U(m
′′)
q )
T − Sq(m)
)
(U(m
′)
q U(m
′′)
q )(I− Λwq)T
+γ
(
U(m)q (I− Λwq)−U(m)q′ (I− Λwq′ )
)
(I− Λwq)
)
= 0,
wq ?
((
wqFwq
T −Zq
)
Fwq −
(
(1−wq)FwqT − Sq
)
Fwq
−
∑
m
(
U(m)q
T
((1−wq)U(m)q − (1− Λwq′ )U
(m)
q′ )
))
= 0,
(3.37)
where ? denotes component-wise product and Fwq is defined in Eq. 3.27.
THEOREM 1. Suppose the sequence {ρ = (U(m)q,k ,wq,k)} generated by algorithm PairFac is
uniformly away from zero, i.g., there exists L > 0 such that Lk
U
(m)
q
≥ L and Lkwq ≥ L, ∀q
and ∀m. Then any limit point of {ρ} satisfies the KKT-conditions 3.37.
The proof of Theorem 1 is provided in Appendix.
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3.4.4 Parallel Implementation
In this section, we provide a scalable implementation for the PairFac algorithm. Our method
is based on FlexiFaCT [20], which is a MapReduce algorithm for PARAFAC and coupled
PARAFAC decompositions.
The key idea of FlexiFaCT is to split the tensor data into multiple blocks, each of which
is further split into smaller blocks with no shared rows or columns. Given the complex nature
of tensorial computation, researchers have initiated efforts in devising more efficient algo-
rithms for tensor computations, e.g., GigaTensor [96], FlexiFaCT [20], MET [106], Turbo-
SMT [169], and Haten2 [94]. We adopt the scheme introduced in [20] due to its simplicity
in implementation as well as its ability for coupled tensor matrix factorization. The paral-
lelization implementation involves three steps:
Step 1: Blocking for Parallelization. This step is to partition the data tensors into
certain blocks so that each block could run in parallel. Following [20], we term one set of
independent blocks in the corresponding tensor a stratum, and then we denote the number
of blocks in each stratum by d. To have full coverage of the whole tensor, we require d2
strata. For a stratum s we have blocks P
(s)
i for i = 0...d− 1. Let each block P be the tensor
that contains all data observations in (bi, bj, bk) where bi, bj, bk are ranges in I, J , and K:
bi = (i dI/de , (i+1) dI/de), bj = (j dI/de , (j+1) dI/de), bk = (k dI/de , (k+1) dI/de). With
this we define the blocks for stratum s as
P
(s)
i = (bi, bjs,i , bks,i)
js,i = (i+ s) mod d
ks,i = b(i+ s/d)cmod d,
for i = 0...d− 1.
Step 2: Parallelizing the Computation. We partition the original tensors as well as the
three auxiliary tensors with the same schema so that P
(s)
i denotes the same block across
different tensors. With this partition schema, we run the strata sequentially, but for each
stratum we compute the gradient with respect to U
(m)
q by Eq. 3.22 and to wq by Eq. 3.26
based on sparse tensors constructed from (bi, bj, bk) in parallel on d machines.
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Step 3: Gradient Summation. Now we have temporary gradient values computed by each
machine. These values are sent the partial gradients to the centralized master server. Lastly,
the final gradients in Eq. 3.22 and Eq. 3.26 are the summation of all the partial gradients.
In practice, step 1 can be regarded as a prepossessing step to index the observations
in the tensors to certain blocks for parallelization. We can run step 2 and 3 repeatedly,
iteratively updating U
(m)
q and wq, ∀m and ∀q, until the algorithm converges.
3.5 EVALUATION
In this section, we provide the evaluation of PairFac based on a synthetic dataset. Section
5.1 describes the synthetic dataset, while Section 5.2 illustrates the exemplary output of
PairFac. Section 5.3 provides the quantitative comparison with existing baselines. Since
PairFac outputs components with a list of associated weights instead, Section 5.4 discusses
several approaches to identify the common and discriminative components based on the
weights. Finally, in Section 5.5, we provide guidance on the parallelized implementation of
PairFac.
3.5.1 Synthetic Data Setup
The synthetic dataset generation aims to provide multidimensional datasets that share some
signals in common. To this end, we want to generate two three-way tensors XB ∈ RI1×I2×I3
and XA ∈ RI1×I2×I3 according to the equation XB =
∑R
r=1 U
(L)
B,r ◦U(T )B,r ◦U(V )B,r and XA =∑R
r=1 U
(L)
A,r ◦U(T )A,r ◦U(V )A,r , where XB and XA share the first K components among the total R
components in the first factor matrix and have exactly the same columns in the second and
third factor matrices. K is a parameter that controls the extent to which the two generated
tensors are similar to each other. Our generation rules of the synthetic dataset follow the
idea in [101]. The shared part in the first factor matrix are generated as:
U
(L)
C,r =
{
1, sr 6 m < s(r + 1),
0, otherwise,
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where s = I/ (R + (R−K )), r is the column index for each matrix and m is the row index.
We generate the discriminative parts in the first factor matrix as:
U
(L)
D:B,r =
{
1, sK + sr 6 m < sK + s(r + 1),
0, otherwise,
and
U
(L)
D:A,r =
{
1, sR + sr 6 m < sR + s(r + 1),
0, otherwise.
In addition, each row of {U(T )} and {U(V )} is set to be a unit vector with only one non-zero
entry at a randomly selected dimension. We further add sparse Gaussian noise N (0, σ2) with
different levels of variance to 20% of the entries in U
(L)
B and U
(L)
A .
U(L) A (Ground Truth) U(L) A (Output) U(L) B (Ground Truth) U(L) B (Output)
0
5
10
15
20
0 1 2 3 4 0 1 2 3 4 0 1 2 3 4 0 1 2 3 4
Figure 4: Illustration of PairFac Output. We reorder the components of each out-
put factor matrix by its associated weight in ascending order from left to right. The
weight vector wA = [.0001, .0000, .0000, .4874, .5124] and the weight vector wB =
[.0000, .0003, .0013, .4877, .5107].
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3.5.2 Algorithm Output Illustration
We first provide the illustration of the output from our approach with the synthetic dataset
generated by setting I1 = I2 = I3 = 20, R = 5, K = 3, σ
2 = 0.1 and α = 10−5, β = 2,
and γ = 10−4. Fig. 4 shows an illustrative example of the factor matrices obtained from
our method in comparison with the ground truth factor matrices. Each column of the
output factor matrices is associated with a discriminative score (i.e., wq as in Eq. 3.11). To
reiterate, a higher score represents a greater level of discriminativeness for the corresponding
component in comparison with the components in the factor matrix in the second tensor.
As explained in Eq. 3.11, the value of each wq reflects the extent to which its corresponding
component contributes to the reconstruction of the “differing” part between the two (before
and after) tensors. We observe that our method nicely segments each output factor into two
parts based on the learned weights. The weights of the common components are almost zero
while the discriminative components contribute equally to the overall discriminative power.
One outstanding property of this model compared to our prior work [231] is its ability to
align the similar components in the corresponding order. For instance, we observe that the
first three columns are common components in U
(L)
A (Output) and U
(L)
B (Output). Among
these three columns, the first columns in these two matrices correspond to one common
component (the third column) in U
(L)
A (Ground Truth) and U
(L)
B (Ground Truth). Similarly,
we could find that the second and the third columns in the output matrices concur with
themselves and can also find their matches in the ground truth matrices.
3.5.3 Comparisons with Baselines
As discussed in Section 4, there are three existing models that we adopt for comparisons,
including CDNTF [128], our extension of RSJNMF [75] to RSJNTF, and our extension of
SDCDNMF [101] to SDCDNTF.
3.5.3.1 Baselines We include three baselines and one modification of our method for
comparative studies:
• CDNTF [128] takes an input K and splits the factor matrix into K common components
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and (R−K ) discriminative components by solving Eq. 3.1 with multiplicative updating
rules.
• RSJNTF is our tensor extension of RSJNMF [75]. It also requires the number of common
components K as input K and is based on a similar framework with CDNTF where ad-
ditional mutually orthogonal constraints on the common and discriminative components
are added. We develop multiplicative updating rules to solve Eq. 3.2.
• SDCDNTF is our tensor extension of SDCDNMF [101], which also requires K as input.
It can be classified under the same framework as RSJNTF, where there is a relaxation
to the constraints on the shared components. We extend the block coordinate descent
framework to SDCDNTF to solve Eq. 3.4.
• PairFac does not require the specification of K . Instead, it generates two weight vectors
that represent the discriminative scores for each of its components.
3.5.3.2 Evaluation Metrics To quantitatively evaluate the performance of our pro-
posed approach in comparison with existing literature, we use three measures, namely, (a)
the relative reconstruction error, (b) the quality of the recovered discriminative components
and (c) the quality of the recovered common components. To measure the quality of the
reconstruction, we compute the relative reconstruction error as:
1
2
(∥∥∥XB − [[U(L)B ,U(T )B ,U(V )B ]]∥∥∥2
‖XB‖2
+
∥∥∥XA − [[U(L)A ,U(T )A ,U(V )A ]]∥∥∥2
‖XA‖2
)
.
The quality of the recovered discriminative part of the factor matrix is computed as the sim-
ilarity between the output factor matrix and the ground truth factor matrix: simD(U, U¯) =
1
R−K
∑R
r>K cos(Ur, U¯r) =
Ur·U¯r
‖Ur‖‖U¯r‖ , where Ur is the r-th discriminative component in the
ground truth factor matrix and U¯r is the output of the r-th discriminative component. Be-
cause there is an ambiguity in the column ordering [3], we try out all possible permutations of
R−κ components and compute the maximum similarity. Furthermore, we compute the max-
imum similarity score of the common components as: simC(U, U¯) =
1
R
∑R
r6K cos(Ur, U¯r) =
Ur·U¯r
‖Ur‖‖U¯r‖ .
3.5.3.3 Experiment Setup Following the setup introduced in section 5.1, we generate
another synthetic dataset by setting I1 = 100, I2 = 10, I3 = 20, σ
2 = 0.5, R = 10, and K = 5.
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Figure 5: Comparison of PairFac with existing methods. Each point represents the average
score of 30 runs for each combination of the parameter setting. The size of points represents
the reconstruction error.
For SDCDNTF, we experiment with α and β ∈ {10−6, 10−5, 10−4, 10−3, 10−2, 10−1}. For
RSJNTF, following [75], we set a super parameter α in the same range. Finally, for PairFac,
we set α and β ∈ {10−6, 10−5, 10−4, 10−3, 10−2, 10−1, 100}, and γ ∈ {10−4, 10−3, 10−2, 10−1, 100}.
We plot the average reconstruction error versus the average similarity score on the discrim-
inative components as well as on the common components from 30 runs of each method on
every set of parameters.
3.5.3.4 Results Fig. 5 presents the comparison of the various methods from 30 indepen-
dent trials for each combination of parameter settings. The x-axis and y-axis show the quality
of recovered discriminative components and the quality of recovered common components.
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Each point represents the average result of 30 runs. The size of each point is proportional
to the reconstruction error. We observe that PairFac has comparable reconstruction quality
with that of SDCDNTF. We also notice that most of the points from PairFac lay on the
top-right region in the figure, exhibiting higher quality in both recovered discriminative and
common components. We conducted additional experiments on cases where the data have a
varying number of modes that are similar or different. Our results show that PairFac consis-
tently achieves better recovery quality in both the common and discriminative components.
The results are included in the appendix.
3.5.4 Identification of Common and Discriminative Patterns
PairFac learns the ranked components based on their discriminative scores. Components
that have higher similarities associate with low weights. In this section, we show how to
identify common and discriminative patterns.
Given a vector of ranked numerical values in the range of (0, 1) generated by PairFac,
the problem of identifying common and discriminative components is equivalent to searching
for a proper threshold θ, such that components with w < θ would be regarded as common
components, while the rest can be regarded as discriminative components. We experimented
with four approaches for the selection of a cutoff threshold:
• Fixed threshold. The simplest approach is to define a fixed threshold, regardless how
many common components are in the tensors. We can set θ = 1
R
, which essentially
makes the assumption that every component (from the R components in total) has equal
probability of being discriminative.
• Largest Difference. We could also define θ as the maximum difference between two
consecutive (ordered) weights.
• Two Clusters. The weights learned from PairFac tend to fall into two natural groups.
Therefore small weights and large weights are likely to be separated by a simple one-
dimensional clustering with two clusters.
• Bimodal Density. Given that the weights tend to fall into two natural groups, we could
model the distribution of weights using a kernel density function and set θ equal to the
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local minimum of the area between two peaks.
3.5.4.1 Experimental Setup In this experiment, we aim into evaluating the number
of common components identified by different heuristics. Following the setup introduced in
section 5.1, we generated another synthetic dataset by setting I1 = 100, I2 = 10, I3 = 20,
σ2 = 0.5, R = 10, and K ∈ {1, 2, 4, 5, 6, 7, 8, 9}. We perform five runs with each value of K
and reported the run with the best results.
3.5.4.2 Results In Fig. 6, we present the number of common components identified
based on the value θ defined by the different heuristics aforementioned. Ideally, for a perfect
choice of θ, we expect the results to lay on the line y = x. Of the four approaches attempted,
we observe that the value of θ defined by bimodal density and largest differences are the
closest to the optimal solution.
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Figure 6: Number of common components identified by different heuristic approaches. Dark
blue line with diamond-shaped points denotes the perfect split between the common and
discriminative components; the cutoff defined by Bimodal Density (green line with cross-
shaped points) has the closest split with the optimal split.
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3.5.5 Parameter Sensitivity
In our approach, parameters α and β control the weight placed on identifying the discrim-
inative or common components, and γ controls the extent to which common components
could be aligned together. In this section, we evaluate the sensitivity of our approach with
regards to these parameters.
3.5.5.1 Experimental Setup We follow the same experimental setup as introduced in
Section 5.2 for PairFac. For each experiment, we vary one of the parameters α, β, and γ in
PairFac, while keeping the remaining parameters constant.
3.5.5.2 Evaluation Metrics In Eq. 3.10, we introduced auxiliary tensors to capture
the common as well as the unique parts of both tensors. α and β control the importance
of the discriminative and common components respectively. As PairFac learns the discrim-
inative weights of each component we label them in order to classify them as common or
unique. During this process, we need to identify a cutoff point for the (ranked) weights. The
components that have discriminative power higher than this cutoff would be regarded as
unique patterns to each tensor. Section 5.4 suggests that the distribution of weights follow
a bi-modal distribution and the local minimum of the pit is the optimal cutoff for the split.
Hence, we separate the components using a bimodal distribution for the weights. To mea-
sure the extent to which the bimodal distribution could reach a clear separation, we compute
the bimodal separation index [249]. Furthermore, the third term in Eq. 3.10 enforces that
similar components should be aligned together. γ is expected to control the degree to which
the factorization should be constrained by the component similarity regularization.
3.5.5.3 Results For evaluating the sensitivity of α and β, we calculate their impact on
the separability and the relative reconstruction error, with a fixed value of γ. For evaluating
the sensitivity of γ, we calculate its effect on the similarity of the common components and
the relative reconstruction error, with α and β fixed. We run PairFac with each parameter
setting for 30 runs and report the average measures with standard errors.
61
Effect of auxiliary tensors. We vary the weight of factorizing the auxiliary tensors by
setting α and β ∈ {10−6, 10−5, 10−4, 10−3, 10−2, 10−1, 100}, and γ = 1. Fig. 7 shows the
average relative reconstruction given different settings of α and β. The results suggest
that with the increase of the weight for factorizing the auxiliary tensors, the reconstruction
quality degrades. One exception is shown in Fig. 7 (a), where the relative reconstruction
error decreases while α becomes larger. However, we expect the factorization quality would
eventually go up with larger α values. Fig. 8 shows the average separability with different
parameter settings of α and β when γ is fixed to 1. When β is fixed, the separability becomes
larger when α increases, except when β is equal to 1. When α is fixed, we observe that the
separability decreases first and then increases.
Effect of column regularization. We vary the weight of enforcing the column similarity
regularization by setting γ ∈ {10−4, 10−3, 10−2, 10−1, 100} and α = β = 10−6. Fig. 9 (a)
shows the average relative reconstruction error with different values of γ. As we observe,
when γ 6 10−2, the column regularization barely draws any impacts on the reconstruction
error, although we have gains in the similarity between the resultant common components
as shown in Fig. 9 (b). When γ ≥ 10−2, the reconstruction error first decreases and increases
again, while the similarity scores seem to continue rising with the increase of γ. It is possible
that a reasonably large choice of γ can give rise to the importance of column regularization
in the factorization steps. However, when γ is set to be too large, the factorization result
would bias towards making excessive agreements between the common components, while
losing its quality on the true discriminative patterns.
To summarize, we demonstrated that, in practice, the “relative reconstruction error”
can be used to observe the appropriate range of the parameter settings. For example, in our
experiments, we found that the reconstruction errors are relatively stable for a wide range of
α and β values, except for a very large value in either of the two parameters (Fig. 7 and 8).
γ controls the level of “similarity” in common components, which is a parameter that allows
the algorithm to adapt to different application scenarios (Fig. 9(b)). A too large value of γ
(too much tolerance of “similarity”) may degrade the reconstruction results, which can be
easily discovered from plotting the reconstruction error against γ (Fig. 9(a)).
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Figure 7: Parameter Sensitivity Analysis of PairFac (1). (a) α vs. relative construction error
(b) β vs. relative reconstruction error. Different lines represent the settings of different α or
β values. (a) shows that as α goes large, we have higher reconstruction errors except when
β = 1 ; (b) shows that as β larger tend to lead to higher reconstruction errors.
3.5.6 Scalability
In this section, we provide the scalability analysis of our proposed method in terms of parallel
and non-parallel implementations. The purpose of the experiments on the synthetic data
is to demonstrate the run-time efficiency of the proposed method as well as the speedup
of the parallelization strategy. To understand how different tensor properties affect the
computation time, we perform a set of experiments with varying conditions. There are
three sets of parameters involved in this analysis: observations N is the number of nonzero
elements in the tensor; dimensionality I is the size of a mode; and rank R is the minimal
number of rank one tensors, which generate the tensor as their sum.
3.5.6.1 Experiments We construct two synthetic tensors following the dataset setup
introduced in Section 5.1, with a varying set of parameters to test the scalability with
respect to each of them. To this end, we fix two of three parameters N , I, R and vary the
remaining one. We conducted three experiments for the sake of validating the scalability of
our method concerning the number of observations, the dimensionality of the tensors, and
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Figure 8: Parameter Sensitivity Analysis of PairFac (2). (a) α vs. separability (b) β vs.
separability. Different lines represent the settings of different α or β values. (a) shows that
as α goes larger, the separability becomes larger except when β = 1; (b) shows that as β
becomes larger, however followed by in increasing trend.
the tensor rank. Unless otherwise stated, we set the convergence criteria as either reaching
10,000 iterations or the relative reconstruction is below 10−4.
Observations. We generate a synthetic dataset with I1 = I2 = I3 = 1000, R = 30,
K = 10, following section 5.1. Then we take the top N largest elements from each tensor
to construct the sparse tensor, where N varies in the range of {102, 103, 104, 105, 106}. We
set R = 10 as the number of components after the factorization. In Fig. 10 (a), we show the
running time of our algorithm against the number of observations.
Dimensionality. We generate a synthetic dataset with I1 = I2 = I3 ∈ {400, 500, 600, 700, 800},
R = 30, K = 10. Then we take the top 104 largest elements from each tensor to construct
the sparse tensors and set R = 10 as the number of components after the factorization. In
Fig. 10 (b), we show the running time of our algorithm against the dimensionality.
Rank. We generate a synthetic dataset with I1 = I2 = I3 = 1000, R = 30, K = 10. Then
we take the top 105 largest elements from each tensor to construct the sparse tensors and
set R in the range of {10, 20, 30, 40, 50} as the number of components after the factorization.
In Fig. 10 (c), we show the running time of our algorithm against the rank of the tensor
64
(a) (b)
0 × 10+0
2 × 10−2
4 × 10−2
6 × 10−2
−4 −3 −2 −1 0
log10(γ)
R
el
at
ive
 R
ec
on
st
ru
ct
io
n 
Er
ro
r
γ (α = 10−6, β = 10−6)
4 × 10−1
6 × 10−1
8 × 10−1
−4 −3 −2 −1 0
log10(γ)
Si
m
ila
rit
y 
in
 th
e 
co
m
m
on
 c
om
po
ne
nt
s
γ (α = 10−6, β = 10−6)
Figure 9: Parameter Sensitivity Analysis of PairFac (3). (a) γ vs. relative reconstruction
error (b) γ vs. similarity in the common components. (a) shows that as γ goes large, the
relative reconstruction error decreases and then goes up after taking certain larger values; (b)
shows that as γ increases, we have higher similarities in the common components.
decomposition.
3.5.6.2 Results The results show that the running time of PairFac scales reasonably
well with the growth of the number of observations, the dimensionality of the tensors, and
the number of components. Furthermore, with the stratum split mechanism introduced in
Section 4.4, we could reach better scalability with the help of multi-threading processing of
PairFac. The yellow lines in Fig 10 show the running time with two threads in comparison
to single-threaded PairFac.
3.6 CASE STUDIES
In this section, we illustrate the application of our method in two case studies, which show-
cases the effects of specific events in the urban space, including the Paris terrorist attacks
and the Thanksgiving holiday weeks comparison in New York City (NYC).
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Figure 10: Scalability Analysis of PairFac. (a) number of observations vs. Running Time
(b) Dimensionality vs. Running Time and (c) Rank vs. Running Time.
Table 4: Data Sources Used in the Case Study of Paris Terrorist Attacks.
Type of Data Dimensions extracted Volume of raw data extracted
Traffic Sensor databases Location, Time
10,915,272 hourly occupancy rate
from 2,885 road sensors
Check-ins and POI database Location, Time, Activity
86,033 check-ins with
15,375 POI information
Geo-tagged Tweets Location, Time 121,631 tweets
3.6.1 Paris Attacks
In this section, we use PairFac to analyze the effects of the Paris terrorist attacks in the
surrounding urban space. In our previous study, we investigated the immediate impact of
urban mobility in the following week of the attacks. In this study, we collect Twitter check-
ins and traffic sensor data in the month following the attacks from the Paris area and apply
our approach to study the long-term impacts on urban mobility.
3.6.1.1 Dataset Table 4 summarizes the data sources we used for our case study. The
first dataset is the geo-tagged tweets from Paris collected through the Twitter API be-
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tween the period of Oct 16th, 2015 and Dec 18, 2015. The region is defined by a rectangle
boundary 3 that covers the Paris area. 121,631 geo-located tweets were extracted during the
period covered. The second dataset includes approximately 10.9 million records of traffic
sensor data [45]. It provides the hourly occupancy rate of 2,889 road segments in the area of
Paris and covers the same period as above. Our third dataset is from Foursquare collected
by Yang et al. [241] and it contains 86,033 check-ins from 15,375 POIs in the area of Paris
between April 2012 and September 2013.
3.6.1.2 Case Study Setup In our previous study, we used grid-cell based city partition
to study the immediate impact of the terrorist attacks. We constructed three-mode tensors,
where the three dimensions are location, time, and venue type, respectively. While the
spatial locations can be represented via a two-dimensional variable, e.g., (x, y) or (latitude,
longitude), they can also be represented as a list of locations indexed by the two-dimensional
variable. We use the latter representation in our experiment to facilitate the interpretation
of discovered impact in terms of ”location mode” and to compare it with other modes. In
our case studies, we used the neighborhoods to construct a list of locations as one mode in
the input tensors, where each entry in the location dimension represents one neighborhood
location. We extract 80 quartiers from 20 arrondissements in Paris as the possible values of
the location dimension. For the temporal dimension, we segment a week into 24 × 7 = 168
hourly intervals. Finally, for the venue dimension, we extract the nine primary categories
in the Foursquare venue hierarchy that includes Professional & Other Places (POP), Travel
& Transport (TT), Food (F), Outdoors & Recreation (OR), Nightlife Spot (NS), Shop &
Service (SS), Residence (R), Arts & Entertainment (AE), and College & University (CU).
For the data tensor of geo-tagged tweets, we first construct a matrix LT , where LTij is
the number of geo-tagged tweets that fall in the i-th district at the j-th hour in the week.
Similarly, we construct the LT matrix based on the traffic sensor data, where LTij is the
average occupancy rate in i-th district at the j-th hour in the week. Then, we construct
a matrix FTV , where FTVijk is the probability of Foursquare check-ins in the k-th venue
category that falls in the i-th district at the j-th hour in the week. Thus, for each cell at
3N 48◦ 54′ 32.6118′′, E 2◦ 24′ 33.7104′′, N 48◦ 48′ 56.361′′, E 2◦ 14′ 36.7794′′.
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a given hour in the week, we know from the matrix FTV the probability distribution of
activities over the nine categories. Finally, the entries in the data tensor are computed as:
Xijk = LTij × FTVijk∑
ijk Xijk
, (3.38)
for both XB and XA. XB contains the normalized aggregated values over four weeks
between Oct. 16th, 2015 (Friday) and Nov. 12th, 2015, and XA is constructed based on the
normalized values in the following month, between Nov. 20th, 2015 (Friday) and Dec. 18th,
2015.
In our study we set α = β = 10−8, γ = 5 × 10−7 for social media dataset and γ = 10−7
for traffic sensor dataset. Finally we set R = 20 for both datasets.
3.6.1.3 Results The advantage of PairFac is that it aligns the respective components of
each tensor which share high similarities. This is realized through the fact that the output
of PairFac is the mobility components as ranked by their associated discriminative scores,
with similar components sharing similar scores. It is therefore straightforward to identify the
common patterns as well as those discriminative ones. In the following, we pick two common
patterns and one discriminative pattern from each dataset to illustrate the advantage of our
proposed PairFac method. We first show the patterns from the geo-tagged tweets dataset,
followed by the ones from the traffic sensors.
Patterns from social media data: Since the largest difference method has been shown
to best find the split the patterns as in Section 5.4, we use it to separate the common
components and the discriminative components in all case studies. There are 19 pairs of
common components with small discriminative scores (M = .032, SD = .034) and one set of
discriminative components with discriminative scores as .38 and .39, respectively. Below we
show several interesting patterns among them all:
Common Pattern 1. Fig. 11 shows the 3rd component one month before (with discrim-
inative score as .0035) and one month after (with discriminative score as .0038) the Paris
attacks. We observe that the patterns from each tensor are virtually identical in all three di-
mensions. This set of patterns primarily corresponds to the activities in professional places.
The time usage of this pattern typically falls during the daytime, although we observe a
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Figure 11: Common Pattern from social media data (1). 3rd component before the attacks
and 3rd component after the attacks. Two maps show the probability distribution of check-
ins in different neighborhoods of Paris before (right) and after (left), where dark red (right)
stands for a higher probability. The bottom-left figure shows the distribution of traffic over
the week (24× 7), where blue lines represent the distribution before the attacks and the red
lines represent the one after. The bottom-right figure features the distribution of check-ins
over different types of venues (defined in section 6.1.2).
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Figure 12: Common pattern from social media data (2). 14th component before the attacks
and 14th component after the attacks.
spike of activities on Thursday nights. This might be due to the small portion of nightlife
activities mixed in this pattern. The pattern is heavily geographically distributed in the 16th
arrondissement, where four Fortune Global 500 companies (PSA Peugeot Citron, Kering, La-
farge, and Veolia) have their headquarters, which might explain the periodical distribution
of professional workplaces activities.
Common Pattern 2. Fig. 12 shows the 14th component one month before (with discrim-
inative score as .026) and one month after (with discriminative score as .053) the attacks.
We see that the patterns from each tensor are almost identical, especially in their location
and activity distribution. The time associated with this pattern starts from the morning and
keeps active for almost the entire day. It is interesting to note that on Sundays, Parisians
tend to start this pattern late and then gradually increase its usage. We observe the most
geographically highlighted areas are the one that is very close to the 11th arrondissement,
which is regarded as the hub of new food scene4. Other areas include the 8th and 10th
4https://www.thrillist.com/eat/paris/paris-arrondissements-ranked-by-their-food-and-drink
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Figure 13: Unique patterns from social media data. 20th component before the attacks and
20th component after the attacks.
arrondissement are also among the top three popular food places.
Unique Patterns. Fig. 13 shows the 20th component one month before (with discrimi-
native score as .38) and 20th component from one month after (with discriminative score as
.039) the attacks. We select these two as they share similar time distribution, along with
similar location distribution, while their associated time of the week is different. This set of
patterns features the activities around outdoor recreations. The area associated with these
components is at the upper corner of 19th arrondissement, which is featured by Parc de la
Villette, the third largest park in Paris. This could explain why the activity is centered
around the outdoor recreations and the time mostly focuses on the second half of the days
or over the weekends. We notice that before the attacks, the time distribution follows a
fairly periodical pattern, with activities mostly taking place during the day-time and then
shifting to afternoons or nights during the weekends. However, after the attacks, the volume
of activities becomes less regular and also shrinks during most of the weekdays.
Patterns from Traffic Sensors : The largest difference method leads to 18 pairs of com-
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mon components with small discriminative scores (M = .042, SD = .031) and two sets of
discriminative components with large discriminative scores (M = .12, SD = .10), respectively.
Below we show several interesting patterns among them all. The first two sets of common
patterns are similar to the ones from the social media data in their respective distributions,
while the last one differs from each.
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Figure 14: Common Pattern from Paris traffic sensors (1). 6th component before the attacks
and 6th component after the attacks.
Common Pattern 1. Fig. 14 shows the 6th patterns one month before (with discriminative
score as .037) and one month after (with discriminative score as .000) the attacks related
to the activities of food. We observe that the patterns from each tensor are practically the
same in all three dimensions. This set of patterns spans across multiple districts in Paris,
while mostly from the 10th arrondissement. In the time dimension, this pattern reaches its
peak during the day in the weekdays and tends to peak during the night on the weekends.
Common Pattern 2. Fig.15 shows the 14th components one month before (with discrim-
inative score as .037) and one month after (with discriminative score as .084) the attacks,
corresponding to the activities of professional places. The patterns from each tensor are very
similar in all three dimensions. This set of patterns spans across multiple districts in Paris.
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Figure 15: Common pattern 2 from Paris traffic sensors (2). 14th component before the
attacks and 14th component after the attacks.
We can observe two peaks during the day-time, for which we conjecture each of them can
relate to the rush hour for work. The weekend traffic, however, is more centralized during
the day.
Unique Patterns. Fig. 16 shows the 20th (with discriminative score as .169) component
for one month before and 19th (with discriminative score as .096) component for one month
after the attacks. We select these two because they exhibit similar distributions both in time
and activities, as both of them show daily travel and transportation patterns while being very
distinct regarding their location distribution in the city. Prior to the attacks, the destination
of travel and transportation seems to fall around multiple locations, while several of them
are close the attack sites (e.g., 3rd, 4th, and 11th arrondissement). However, in the following
month, the traffic appears to have been more centralized to the 10th arrondissement and
also tend to be more spread out from the affected areas. We suspect the difference in the
location distribution could be because of road-blocks in those places after the attacks.
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Figure 16: Unique patterns from Paris traffic sensors. 20th component before the attacks
and 19th component after the attacks.
3.6.2 Thanksgiving in NYC
In this section, we demonstrate PairFac as a general urban analysis tool to uncover the
changes in mobility patterns during holidays. Thanksgiving is a major national holiday in
the United States. In this case study, we want to understand the differences in the mobility
patterns revealed in the Thanksgiving holiday week over two consecutive years.
3.6.2.1 Dataset We collected the taxi trips during Thanksgiving week of 2014 and 2015,
respectively, which accumulates to 4,845,322 trips. Table 5 lists the dataset used in this case
study. The information about each trip includes the pick-up location, drop-off location, pick-
up time, drop-off time, the number of passengers. Similar to the previous case study, we
also supply taxi trips with Foursquare data to model the location-time venue distribution.
It contains 554,791 check-ins from 62,120 POIs in the NYC area between April 2012 and
September 2013.
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Table 5: Data Sources Used in the Case Study of Thanksgiving Holiday Week in NYC.
Type of Data Dimensions extracted Volume of raw data extracted
Taxi Trips Location, Time 4,845,322 Trips
Check-ins and POI database Location, Time, Activity
554,791 check-ins with
62,120 POI information
3.6.2.2 Case Study Setup Again, we construct three-mode tensors, where the three
dimensions are location, time, and venue type, respectively. We keep the time and venue
dimension the same as the Paris attacks case study. For the location dimension, we extract
193 neighborhoods in NYC. For the data tensors, we first construct a matrix LT , where
LTij is the total number of passengers that are dropped off in the i-th neighborhood at the
j-th hour in the week. Then, we construct a matrix FTV , where FTVijk is the probability
of Foursquare check-ins in the k-th venue category that falls in the i-th neighborhood at
the j-th hour in the week. Thus, for each cell at a given hour in the week, we know from
the matrix FTV the probability distribution of activities over the nine categories. Finally,
the entries in the data tensor are computed following Eq. 3.38. In our experiments, we set
α = β = 10−8, γ = 10−7, and R = 10.
3.6.2.3 Results The largest difference method suggests only one set of discriminative
components 10th component before (with discriminative score as .43) and 10th after (with
discriminative score as .45), with the rest being common components. However, our observa-
tion is that components starting from 8th have already shown different degrees of differences
in their distributions. This suggests that using a single cut-off to differentiate common and
discriminative components might be too simplified a measure to determine the categories of
the components. On the other hand, the discriminative score provided by our model can
potentially provide a more accurate measurement of the similarity of the components.
In this section, we show several interesting patterns revealed by our method. Again, we
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Component Index 1 2 3 4 5 6 7 8 9 10
Before 1.1e− 02 1.2e− 02 0.027 0.00508 0.039 0.021 0.087 0.18 0.19 0.43
After 2.2e− 05 1.2e− 07 0.000 0.02174 0.000 0.060 0.098 0.18 0.20 0.45
Difference 0.0e+ 00 9.8e− 04 0.014 0.00019 0.012 0.042 0.103 0.17 0.04 0.48
Table 6: The discriminative Scores Associated With Each Component in NYC Case Study.
The third row shows the difference between the components with the consecutive indexes.
first show two common patterns, followed by two sets of discriminative patterns:
thanksgiving 2014 thanksgiving 2015
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Figure 17: Common patterns from NYC taxi trip (1). 1st component from 2014 Thanksgiv-
ing week and 1st component from 2015 Thanksgiving week
Common Pattern 1. Fig. 17 shows the first components from 2014 (with discrimina-
tive score as .001) and 2015 (with discriminative score as .000), respectively. Their activity
distributions reveal a pattern of mixed functions including professional places, outdoor recre-
ations, travel, and transportation, etc. The activities mostly center during the day-time and
the areas associated with this pattern (e.g., Times Square and Central Park) suggest the as-
sociated activities (e.g., Times Square for professional places and transportation hubs). We
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observe that these two patterns have almost identical distributions in all three dimensions
with Thursday (the day of Thanksgiving) being the least active day.
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Figure 18: Common patterns from NYC taxi trip (2). 2nd component from 2014 Thanks-
giving week (red) and 2nd component from 2015 Thanksgiving week (blue).
Common Pattern 2. Fig 18 shows the comparison between the 2nd components from
Thanksgiving week in 2014 (with discriminative score as .0.001) and 2015 (with discrimina-
tive score as .0.000). We observe that the patterns in 2014 and 2015 are almost indifferen-
tiable in all three dimensions. This set of patterns focuses on the nightlife spots activities
around Times Square with their peaks spanning from Mondays to Wednesdays while de-
creasing on.
Unique Patterns 1. Fig.19 shows both 8th component of 2014 (with discriminative score
as .18) and 8th component of 2015 (with discriminative score as .18) center their activities
around Midtown. However, during the Thanksgiving week of 2014, the focus of the activities
from this pattern is related to professional places or colleges and universities, while the focus
moves to food and professional places in 2015. For the time dimension, we observe there is
a higher volume of activities over the weekend in 2015 and slightly more activities on the
Thanksgiving day, comparing to the one in 2014.
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Figure 19: Unique patterns from NYC taxi trips (1). 8th component from 2014 Thanksgiving
week and 8th component from 2015 Thanksgiving week.
Unique Patterns 2. Fig.19 shows both 10th component of 2014 (with discriminative
score as .43) and the 10th component of 2015 (with discriminative score as .45) that center
their activities around Midtown, LaGuardia, and JFK. Although two patterns have almost
identical location preferences, the time and the venue associated differ. While the pattern
in 2014 has an array of activities (food, professional places, shopping and services and travel
& transportation), the one in 2015 primarily focuses on the shopping and services (e.g.,
shopping in 5th Ave). In the time mode, the pattern in 2014 has a relative low volume of
activities during the weekdays with a higher volume over the weekend, while in 2015 the
pattern seems to posses relatively less changes between the weekdays and the weekends.
This could be due to the effect of the weather conditions during these two periods of time.
In Thanksgiving holiday week 2014, there was a significant winter storm and it wasn’t until
the weekend that the temperature were back in the high 40’s5. However, the Thanksgiving
5https://www.nbcnewyork.com/news/local/New-York-City-New-Jersey-Snow-Thanksgiving-Travel-
Delays-Roads-Forecast-283718461.html
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Figure 20: Unique patterns from NYC taxi trips (2). 10th component from 2014 Thanks-
giving week and 10th component from 2015 Thanksgiving week.
holiday week in 2015 has seen sunny weather all week with high temperatures from the upper
40’s to the mid-60’s.
3.7 DISCUSSION
In what follows we discuss some open issues with our study as well as our future directions:
(1) As the first chapter of this dissertation, we set out to address the mis-match between
human information need and the conventional reconstruction-driven factorization from the
multi-aspect data. Specifically, we approach through understanding the particular need of
information need in the context of impacts of evaluating major events in the urban space
and then formally formulating it as a problem of contrastive pattern discovery from a pair
of multi-aspect data. In this way, the human information need can be considered as one of
optimization goals while optimizing towards the reconstruction of the original multi-aspect
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data.
(2) Comparing to the existing work, this study undertook the effort of removing the need
to manually pre-determine the number of common and discriminative components. Despite
the advancements we made, there still exists the challenging question of the choice of the
number components for PairFac. Although it is a common question for tensor factorization,
and dimensionality reduction tasks in general, it is also an essential step towards a more
robust discovery of latent patterns, and the impact of an event in our study in particular.
As part of our future work, we plan to investigate a more systematic way of determining the
number of components, particularly for the application of event analytics.
(3) PairFac is useful in discovering the changes in multidimensional data during two
time periods. There are two potential issues with the current model: a) compared to exist-
ing literature [122], it does not offer insights on the changes over multiple periods of time; b)
the current model focuses on finding the changes in the whole subspace rather than in any
particular dimension. The latter could potentially be tackled through a dimension-specific
regularization term in PairFac’s optimization objective. However, the task of analyzing
changes over multiple time-periods could be more challenging, since PairFac requires the
computation of the auxiliary tensors that host the pair-wise common and discriminant sig-
nals. The number of auxiliary tensors needed would increase dramatically as the number of
original tensors (i.e., time periods) increases. Hence, more research is required to determine
how to scalably model persistent and changing patterns over multiple time periods.
(4) The impact of disasters can be measured from different aspects based on the avail-
ability of different datasets. By investigating the disasters using multiple datasets, it is
possible to discover the impact that might otherwise be obscured in isolated datasets. The
construction of input tensors and the interpretation of the output from the different data
sources would depend on the nature of the datasets (i.g., their meanings and granularities).
For example, Twitter data contains specific information regarding activities such as loca-
tions, times, and content, while sensor data provides broad information about traffic flow
as measured by the vehicles. These two datasets provide complementary aspects of human
mobility – the kinds of places they visited and tweeted about or how they use vehicles to
move around the city. For example, in our previous study of the immediate impact of ur-
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ban mobility after the Paris attacks [231], we observed more Twitter activity close to night
entertainment areas, but much less traffic. In a scenario of disaster aftermath, Twitter data
could help identify how people went out to the streets to show solidarity, or commemorate
the victims, whereas the traffic sensor data could show how people’s activities on the streets
subsequently blocked road segments and reduced the automotive traffic in the same region.
As different datasets illuminate distinctive aspects of city dynamics, it is an interesting next
step to investigate the correlations among different datasets in order to devise models that
can be utilized to discover patterns.
(5) The case studies presented in Section 6 construct tensors with three dimensions
(locations, time, venues), where each employs a pre-determined level of details in the corre-
sponding mode revealed from PairFac. For example, we use neighborhoods for the location
dimension. We proceed to this level because it enables us to further study the potential
factors that lead to the observed changes in different neighborhoods. These factors can be
obtained from readily available data, such as demographics, which are usually aggregated
at the level of city neighborhoods. It is important to note that, with different settings, we
might obtain understandings of the urban dynamics in different resolutions. The choice of
resolutions at this moment is rather application dependent. In our future work, we aim to
develop an extension of our method that can automatically disclose the most interesting
details.
(6) Despite the issues and limitations of acknowledged as above, PairFac provides in-
teresting insights in evaluating the impact of events in the city. In our first case study of
the Paris attacks, we reveal the changes in the mobility patterns based on two datasets,
social media data (geo-tagged Twitter content) and traffic sensors, separately. Compared
to [231], the results show that most of the patterns resumed to the same orders as they were
before the attacks (e.g., Work-related patterns in Fig. 11 and 15, Food-related patterns in
Fig. 12 and 14). However, according to the Twitter data, the outdoor-recreation pattern in
the northern part of Paris has not been as exercised as much as it was before. Particularly,
Thursdays see one of most reduced activities. We guess this might be due to the police
raid in the northern suburb of Paris, Saint-Denis, which is close to Parc de la Villette, on
November 18th. Although the siege was ended in the morning of November 18th, it wasn’t
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until the next day that French officials announced the primary suspect in the Paris attacks
was killed in the raid 6. On the other hand, from the traffic sensor data, we show the trans-
portation pattern has seen the distinct focus of regions, where people tend to alternate their
choices of transportation to the areas that are away from the attack sites. This change in
transportation patterns was only observed from the traffic sensor data. We guess this could
be due to the road blocks in the areas close to the attack sites where the access could be
limited to foot traffic. The results from the NYC Thanksgiving case study (comparing 2014
to 2015 are contradicting to our expectations as we observe almost identical patterns of Out-
door, Transportation (Fig. 17) and Nightlife activities (Fig. 18), and surprisingly more food
activities (Fig. 19). Although FBI has warned that the media officer of ISIS had called the
Macys Thanksgiving Day parade an “excellent target,” our analysis shows that the mobility
patterns do not vary much over the two years even under the influence of potential and
imminent terror attack. However, this could also because of reinforced security due to the
terror threat as 2,500 police officers were deployed on the ground for the Thanksgiving 7.
3.8 SUMMARY
In this work, we propose a new analytic approach PairFac that aims to discover the impact
of an exogenous event on multiple aspects of human activities in the urban environment.
With the multidimensional nature of the mobility/behavioral data, we formulate the impact
discovery as the problem of identifying common and discriminative subspace from these
datasets. Compared to the existing methods, our approach has the advantage of automat-
ically distinguishing the common and discriminative components. This is realized through
the introduction of auxiliary tensors and additional column regularization for the learning
optimization objective of discriminative weights. We conduct extensive experiments with
synthetic data to demonstrate PairFac’s effectiveness and scalability.
We apply PairFac in two case studies and demonstrate its capability to reveal persistent
6https://en.wikipedia.org/wiki/2015 Saint-Denis raid
7http://www.nydailynews.com/new-york/hundreds-turn-thanksgiving-parade-balloon-inflation-article-
1.2447267
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and changing mobility patterns with respect to events of interest. For example, in our first
case study using data from the terrorist attacks in Paris of 2015, we see that activities around
professional life and food venues experienced the least changes. Using PairFac process
results, they appear to have identical location and time distribution over the course of the
period of study. The most dramatic change was seen in outdoor recreation activities in
the 1st and 19th Arrondissements. Although they share the same location distribution, we
observe that their associated times became irregular.
PairFac is not only for use in determining disaster impact, as seen in the Pairs terrorist
attacks case study, but also as a general urban analysis tool to identify changes in the
activities of the city’s inhabitants over the different periods of time. This use of PairFac can
be seen in the example of our second case study. We applied PairFac to the data regarding
taxi travel during the Thanksgiving holiday week in 2014 and 2015, in order to investigate
the changes, if any, in mobility patterns. The results suggest that most of the patterns
remain consistent and reveal the unique attributes of mobility in NYC during this major
American holiday. For example, in the Times Square area, both nightlife and professional
activities decrease between Thanksgiving Thursday through Sunday. When we compare the
two Thanksgivings, there are some differences in activities. Specifically, in Thanksgiving
2015, in midtown Manhattan, there are less professional and academic activities, but a
greater number of food related activities in the same area with similar time distribution.
One potential explanation for the increase in food related activities for Thanksgiving 2015 is
that people were not influenced to change their behavior by the conceivable increase in risk
of terrorist attack. Additionally, the police took extra precautions and placed heavy police
force on the ground to safeguard the areas of the city most at risk8.
There are several future directions for this work. (1) In this study, we present the
case studies from the perspectives of two datasets with distinct nature of their origins and
representations separately (e.g., Twitter check-ins and traffic sensors from Paris). In our next
step, we also would like to investigate what stands in common for these two data sources.
We believe this would shed light on how we could better understand the phenomenon that
originates from different data sources. (2) It is also our desire to study how the patterns differ
8https://nypost.com/2015/11/26/nypd-beefs-up-security-ahead-of-thanksgiving-day-parade/
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and evolve over a period of time instead of only considering before and after the events. We
should note that pairwise computation of common and discriminative tensors as introduced in
this study make sense for the purpose of probing the shifts during these two periods. However,
such design should be used with caution since it could be too computationally expansive for
a sequence of tensors over time. In this case, a different design for the computation of the
common and discriminative signals might be required. We believe that using the mean of
a sequence of tensors could be a more natural way to capture the common signals over
time. However, future work is needed to comprehensively understand the problem and to
explore potential solutions. (3) Another natural extension of our work is to investigate
the driving factors that direct the observed changes. This can be particularly insightful in
building disaster impact predictions. (4) As the current output of our algorithm ties to the
choice of the number of components, we are not guaranteed to obtain meaningful patterns
with a certain designated number of components. To resolve this issue, we want to extend
PairFac under the framework of hierarchical impact discovery by including a component
ranking approach across multiple levels.
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4.0 IDISC: ITERATIVE DISCRIMINANT TENSOR FACTORIZATION
FOR BEHAVIOR COMPARISON IN MASSIVE OPEN ONLINE COURSES
In the second work, we establish the realization of Multiplex Pattern Discovery and
Multifaceted Pattern Evaluation in the context of understanding the association be-
tween latent multi-aspect user behavioral phenomena and performance outcomes in the
MOOC platforms. When comparing data structures of users from different performance
groups, differences can reside either in high-level or fine-grained patterns. Revealing pat-
terns with a hierarchical structure would add value to the understanding of semantic re-
lationships among the patterns. To this end, we propose a tensor-based learning method,
iterative Discriminative tensor factorization iDisc, that discovers the common and discrimi-
native learning patterns at multiple levels (Chapter 4.5.1). Besides, we propose multifaceted
pattern evaluation to examine the results of iDisc from the perspectives of pattern valid-
ity (Chapter 4.5.2) and utility (Chapter 4.5.3). We involve experts in a process of manually
validating the patterns, followed by a course-end performance prediction task to inspect the
utility of the patterns.
4.1 INTRODUCTION
While massive open online courses (MOOCs) have been attracting an ever-increasing number
of students, the low completion rate (between 5%-10% [95]) has been a major obstacle to
the transformative potentials of MOOCs. The predictive analysis of student performance
thus emerged an an important research topic offering insights to platform developers and
instructors in arranging proper learning support and allocating resources to students. To
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Figure 21: Association Analysis of Student Performance on MOOCs. (a) shows the positive
association between the grade and education level; (b) shows the mixed associations when
including the area where the student is from; (c) further breaks down the observed groups
into different level of activity (five quantiles w.r.t. the number of days students remained
active on the platform).
find informative predictors, researchers have focused on extracting features from students
interaction with the MOOC platform, such as watching videos, working on assignments, and
viewing or contributing to discussion forums. Applied predictive models range from standard
machine learning methods [104,151] to more advanced ones such as deep learning [60]. These
prediction models could be useful in predicting learning outcomes but are notably limited in
helping understand the underlying learning behavior.
There is abundant work that aims to better understand the behavior patterns that relate
to the learning outcomes. For example, Coleman et al. [41] correlates each “behavior topic”
to the learning outcomes based on topic modeling. However, the research to date fails to
consider the multi-dimensional nature of the features and their potential interactions in
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outcome learning. Meanwhile, the famous Simpson’s paradox points out that the direction
of an association at the population-level may be reversed within the subgroups comprising
that population [99]. To further explain this in the context of the MOOC platform, we use
the Edx MOOC dataset [79] and investigate the factors associated with the students’ grade
on it.
We extract the education, area (the region where the student is from), the number of
active days and the final grade of each student in the course “Introduction to Computer
Science and Programming” offered by MITx in Spring 2013. The course had more than
44,000 online participants. Figure 21 shows the association between the selected factors and
the final grades of the students. By comparing Figure 21(a) and Figure 21(b), we observe
that when the factor of area is considered, mixed associations occur. For example, the
subgroup of Indian participants exhibited a negative association between education level
and grade, which potentially suggests a more conservative understanding of the relationship
between educational background and course outcome. Moreover, when we consider the
number of active days, as in Figure 21(c), we notice that for the participants from the “other
European” area, the positive association has a strong presence— but only with ShortestStay
and LongestStay. Thus, in comparison to typical correlation analysis, a prediction model
that can take advantage of the multi-way interactions of the features could potentially yield
better performance.
A growing body of research seeks to resolve Simpsons paradox through causality infer-
ence [174]. However, causality is not the focus of this study as we aim for a data-driven
approach to subgroup comparisons and explorations. In many cases, this can be interest-
ing and important even in non-causal settings. A straightforward solution is to perform
regression with feature interactions, or use Factorization Machines [184] that allow for the
estimation of high-order interaction effects. However, the drawback of these methods is
that they offer little understanding of the underlying multi-way learning behavior dynamics
and their relationship to the learning outcomes. On the other hand, Factorization models
like Matrix Factorization (2-way) and Tensor Factorization (m-way) are able to provide an
in-depth understanding of meaningful behavior dynamics [67], but there are a few draw-
backs preventing them from being more widely adopted by researchers in the field. First,
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the associations are isolated, with each of them capturing a certain trend of the behaviors
separately (e.g., Figure 22(c)). Second, conventional pattern discovery through factorization
models provides little support for contrasting pattern exploration that aims to identify the
shared and discriminative behavior characteristics among different groups of users. Being
able to do this can tremendously improve knowledge of user behaviors in the context of user
group analysis.
In this chapter, we formulate the problem of understanding learning behavior in MOOCs
as (1) the simultaneous factorization of the association between students’ multi-aspect fea-
tures and their performance, and (2) the iterative discovery of interpretable shared and
discriminative patterns at multiple levels. The critical challenge is how to utilize the multi-
way interaction of the features while providing interpretable patterns to help domain experts
understand the learning dynamics. We propose a tensor-based learning method— iterative
Discriminative tensor factorization (iDisc)—that discovers the common and discriminative
learning patterns at multiple levels, and based on which we project users to a latent space (i.e.
embedding for the downstream prediction tasks) to identify the association between the multi-
way interaction of the features and the students’ performance. To this end, we first represent
the behaviors of the students from the opposite performance groups as coupled tensors. Since
the coarse-grained joint factorization of these behavior tensors may not be capable of reveal-
ing behavior patterns at the subgroup level, iDisc iteratively performs discriminative pattern
discovery at multiple levels. To increase the interpretability of the entire pattern space, we
also introduce the inference of pattern hierarchy. To make the solution capable of handling
unseen students, we project the students’ behavior tensors into a latent space, by considering
the multi-way interactions at different levels as the loading matrix. The empirical studies
with the dataset from different MOOC platforms have shown the promising results on the
effectiveness and efficiency of iDisc.
Our contributions can be summarized as follows:
• We formulate the problem of identifying the multi-way feature interaction with inter-
pretable pattern discovery for understanding user behavior on the MOOC platforms.
• We propose a framework of iterative discriminant factorization for multi-way data. By
factorizing the residual tensors at each level, our method enables the discovery of com-
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mon and discriminative patterns at different granular levels. To ensure the parsimony
of the discovered structure, we employ sparse learning to effectively capture enforcing
relationships between the top-level and bottom-level patterns.
• We perform extensive experimentation of our methodology using several real-world datasets,
and show the efficiency and interpretability of our proposed method.
4.2 RELATED WORK
4.2.1 Predictive Modeling in MOOCs
There are several types of predictive models in MOOCs that are closely related to this
work. One direction is to utilize more complex feature types, including higher-order n-gram
representations of learner activity data. For instance, features are constructed using the
occurrence of pre-defined sequential activities [225], or from sequential pattern mining [73,88,
134,188]. Another line of work proposes to utilize the temporal nature of the activity data for
student success prediction. Qiu et al. [180] propose a latent dynamic factor graph (LadFG) to
model and predict learning behavior in MOOCs. LadFG captures the dynamic information
and homophily correlations between students. It also projects students learning behavior into
a latent continuous space for predicting student performance. Another approach is the latent
variable modeling as a way of inferring complex relationships between predictors [76,129,139].
For instance, Halawa et al. [76] explore the use of count-based learning activity features to
predict dropout; this approach suggests that both observable learner activity and dropout
are driven by latent, unobservable “persistence” factors.
4.2.2 Multi-level Pattern Mining
Multi-Level Tensor Factorization addresses the problem of approximating the hierarchical
low-rank tensor format. This process allows the representation of the tensors in a nested
subspace, in one of Tree-Tucker format [161], tensor train format [160], or tensor networks
format [36]. Huang et al. [90] employ a tree-guided learning via tensor decomposition and
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matrix factorization in the context of experts recommendation in multiple areas simulta-
neously. However, there is limited research that discovers hierarchical nested subspace in
the tensor subspace [162]. O¨zdemir et al. [162] construct a data-dependent multi-scale sub-
space to better represent the data. To do so, the authors first construct a tree structure
by partitioning the tensor into a collection of permuted sub-tensors, and then construct the
multi-scale subspace by applying HoSVD to each sub-tensor.
Summary. The existing predictive analytics on MOOCs considers various ways of
constructing a matrix-based feature space. We argue that tensors could be a more suitable
representation for student behavioral modeling due to their flexibility in representing the
multi-way interaction of the behavioral data. In this regard, Sahebi et al. [187] have shown
success in using a tensor-based approach to model the students’ learning process, and predict
student performance. However, the multi-way interactions as behavior patterns have not
been discussed, and a more interpretable pattern discovery that can support a comprehensive
understanding of student behaviors is missing. On the other hand, most hierarchical tensor
factorization methods tend to recursively decompose the tensor modes by a pre-specified
dimension tree [36, 160]. Our work, instead, is closer to the multi-level tensor factorization
approach by [163], which recursively factorizes the residual tensors to obtain a multi-level
representation of the subspace. However, to the best of our knowledge, there has been no
work yet that discovers the common and discriminative patterns at multiple levels, especially
in the area of predictive modeling in educational data mining.
4.3 PROBLEM FORMULATION
In this section, we start with a brief introduction to tensor notions and operations and then
formulate the problem considered in this study. Table 1 summarizes the notations used in
this chapter.
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4.3.1 Problem Formulation
To motivate the problem in the context of a real-world dataset, we discuss the application of
NMF, Non-negative Tensor Factorization (NTF), discriminative NTF, and hierarchical NTF
with a toy dataset. This dataset was extracted from one of the most popular courses in the
XueTangX dataset (full dataset details in Section 5.1). Each student event, or activity, is
associated with three attributes: time (d1, d2), source (s1, s2), and type (t1, t2, . . . , t7).
4.3.1.1 NMF Let matrix X denote the aggregated activities that users have been recorded
engaging in on the XueTangX platform for this course. The nature of matrix X is a two-
dimensional array, which restricts its capability of integrating further information [186]. In
this way, we can either drop one of the attributes or force the third dimension to be combined
with the second dimension. Figure 22(a) shows the case where X
′
contains only source×type,
and Figure 22(b) shows the case where X
′′
contains source×(type+type), where (type+type)
can be considered as a repeated vector to jointly represent the event activity and the day.
With the behavior described by X, the bottom part of Figure 22(a-b) show the respec-
tive low-rank factor matrices approximated by NMF, the source factors (left), and the type
factors (right), since they provide the low-dimensional representations of each source and
each activity, respectively. Compared to X
′
, X
′′
has the additional advantage of revealing
the low-dimensional representation of each activity on different days.
4.3.1.2 NTF Alternatively, we can use a tensor to represent the same dataset (Fig-
ure 22(c)). With the given data of a ternary relation nature [210], we could use a third-order
tensor X to denote a source×day×type activity.
NTF techniques can be applied to obtain three low-dimensional representations: source
factors, day factors, and type factors, as X ≈ [S,D,T]. As a result, each pattern comes
with a set: a between-activity vector t to describe the activity dynamics; a between-source
vector s to describe the usage tendency between different sources; and an across-day vec-
tor d to describe the temporal dynamics (e.g., p1 in Figure 22(c)). Compared to factorizing
the unfolding matrix X
′′
(Figure 22(b)), NTF introduces the day-specific factors. This sig-
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nificantly increases the presentation capability of the patterns by revealing a more direct
across-day (temporal) dynamics. Each pattern now represents the interplay of three factors,
describing the tendency from different perspectives. With the rich attributes in the behav-
ioral dataset on MOOCs, we thus use tensors to model the behaviors, with the hope that
doing so can provide behavioral patterns with the interpretations from different aspects.
(a) NMF (b) NMF on Unfolding Matrix (c) NTF
+
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Figure 22: Comparison Between NMF, NMF on Unfolding Matrix, NTF And Discriminant
NTF.
4.3.1.3 Discriminant NTF Standard NTF provides meaningful patterns for simulta-
neously analyzing the behaviors from multiple aspects. This substantially increases the
capability of studying and interpreting the behaviors on MOOC platforms with rich dynam-
ics. However, this still does not sufficiently serve the desire to comprehensively understand
and investigate student behaviors on these platforms. For example, one of the most inter-
esting questions is which behavior patterns are shared by completed students and dropout
students, and which differentiate the two groups (Figure 22(d)). Through understanding the
commonality and differences, researchers can better design course interactions and content
to help more students successfully complete the course.
One could easily use NTF to fit the behavior tensors from each group of users, separately.
However, this approach does not take advantage of any shared behavior patterns between the
two groups. As the behavior moves to high-dimensional tensor space, this could potentially
lead to the under-fitting problem. Besides, with patterns generated for each data tensor
separately, it needs to perform an additional post-hoc analysis to determine common and
discriminative patterns. This is a non-trivial attempt to align the common and discriminative
patterns, in the case of each pattern being represented by multiple vectors from different
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aspects. In this regard, discriminative NTF is set to jointly factorize the tensors constructed
from different groups of users with the following objective considering CP decomposition:
Ldisc =
∥∥XCompleted − [S,D,T]∥∥2 + ∥∥∥XDropout − [S′ ,D′ ,T′]∥∥∥2
+ Ω(S,D,T,S
′
,D
′
,T
′
),
(4.1)
where Ω(·) is the function to promote the simultaneous discovery of the common and dis-
criminative patterns [101,232].
4.3.1.4 Hierarchical NTF Previous works on NTF or discriminative NTF for unsuper-
vised pattern discovery focus on finding a set of patterns at equal granularity, or in a flat
structure. Although they are adequately expressive to reveal the behavior dynamics from
different aspects, they can not provide the relations between patterns (such as parent-child
and sibling relations).
A hierarchical non-negative tensor factorization (HierNTF) is more desirable than a set
of “flat” patterns, because one can work with the pattern exploration in a hierarchy. As
opposed to going through each pattern individually, this results in more efficient pattern un-
derstanding. HierNTF can be analogous to hierarchical topic modeling, such as hierarchical
Latent Dirichlet Allocation (hLDA) [71], where patterns at higher levels in the hierarchy
present “abstract” behavior topics, and ones at lower levels reveal more “specific” behavior
topics.
4.3.1.5 Problem Statement Our problem falls into the combination of the discrimi-
native NTF and HierNTF. We would like to identify common and discriminative patterns
nested at multiple levels for a deeper understanding of the relationship between students’
multi-way behavior dynamics and their course performance. Before we give the formulation
of the studied problem, we would like to first clarify some basic concepts used later.
Definition 4.3.1. Individual Behavior Tensor. Let X (u) ∈ RI1×I2···×IM be an M -way tensor
representing an individual user u, with each entry in the X (u) being an activity from user u
that is jointly described by M attributes.
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The attributes can be data or platform dependent, such as a time-varying attribute tensor
constructed from demographic and behavior attributes associated with users at different time
stamps [180]. The individual behavior tensor can be considered as a multi-way representation
of each student. With that, for each performance group, we can compute the collective
behavior tensor.
Definition 4.3.2. Collective Behavior Tensor. Let Xc ∈ RI1×I2···×IM be an M -way tensor
that users M attributes to describe the collective activities from a group of users indexed by
c.
Students at each performance group can be jointly represented by a collective behavior
tensor that captures the full multi-way feature interactions of their activities. Then, we
can combine the tensors for the two opposite performance groups to construct the coupled
tensors.
Definition 4.3.3. Coupled Tensors. Coupled Tensors X = {Xc} is a pair of tensors with
identical attributes, i.e., Ic1 = I
c¯
1, I
c
2 = I
c¯
2, . . . , I
c
M = I
c¯
M , where c is the index of user group
that tensor X is constructed from and c¯ represents the counterpart class.
The coupled tensorsX can be constructed in various ways, depending on the performance
metric selected, such as c ∈ {dropouts, completion} or c ∈ {certificates, no-certificates}.
Inspired by [178], we construct the coupled tensor as follows:
Xc = 1|Uc|
∑
u∈ Uc
X (u), (4.2)
where Uc is the subset of users u with u belonging to class c. While each individual behavior
tensor captures the full-order feature interactions explained by her activities, the full inter-
play between the M attributes for each group of students can be contained within the tensor
structure corresponding to the group.
Definition 4.3.4. Multi-way Behavior Pattern. A multi-way behavior pattern is a a collec-
tion of M vectors (x(1), x(2), . . . , x(M)),M ≥ 2, where x(m) ∈ RIm is a vector to describe the
pattern with the m-th attribute.
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Definition 4.3.5. Pattern Hierarchy. Let Pl ∈ RRl× Rl−1 denote a pattern hierarchy that
specifies the relationships between the behavior patterns in the consecutive levels, i.e., level
l and level l− 1, where 1 ≤ l ≤ L. Pl can be considered as a projection matrix that maps
the pattern from the l-th level to the ones at the (l − 1)-th level.
Definition 4.3.6. Tensor-based User Embedding. A tensor-based user embedding v ∈ RR
is the student’s vector representation that preserves each student’s behavior tensor with a
lower-dimensional feature space RR, given the tensor’s rank R.
With the definitions above, we define the iterative common and discriminative pattern
analysis as follows:
Problem 1. Given a set of individual behavior tensors X (u) ∈ RI1×I2···×IM , (u = 1, 2, . . . , N)
corresponding to C categories, C = 2, and a set of unseen test data X (t) ∈ RI1×I2···×IM , (t =
1, 2, . . . , T ), our goal is to iteratively identify a set of patterns that reveal the common and
discriminative behaviors at multiple levels, and then use the learned patterns as bases to
infer the user embeddings for prediction of the group membership from the unseen students.
Specifically, the task is threefold: (1) collective behavior pattern inference for discovering
the common and discriminative patterns; (2) iterative pattern discovery at multiple levels
with hierarchy; and (3) embedding projection for test samples based on the iterative patterns
for classification. In other words, the first two tasks are aimed at revealing interpretable
patterns that could explain the interplays between the behavior attributes, and the last task
is to discover the relationship between student performance and the multi-way patterns.
4.4 SOLUTIONS
In this section, we introduce an iterative tensor factorization method named iDisc for the cou-
pled tensors, X = {Xc}. Figure 23 illustrates the overview of iDisc. There are two-stages: (1)
iterative application of discriminative tensor subspace learning; and (2) representation learn-
ing for the unseen student based on the multi-level patterns.
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Figure 23: The overview of iDisc’s workflow. The workflow consists of three steps: (a) con-
verts behaviors from students of certain performance group to tensors; (2) perform iterative
discriminant tensor factorization to identify the shared and unshared patterns at multiple
levels; (3) given a new student, transform her behavior to a latent representation based on
the patterns identified.
4.4.1 Iterative Discriminative Tensor Subspace Learning
This component iteratively applies the following two-step approach: (1) discriminant low-
rank tensor approximation, followed by (2) computing and passing the residual tensor into
the next level.
4.4.1.1 Discriminant Tensor Factorization Conventional tensor factorization seeks
a set of N factor matrices
[
U
]
=
[
U(1),U(2), . . . ,U(N)
]l
c
from a behavior tensor X lc at level l
for class c. One such example is:
Ll =
∑
c
∥∥∥Xcl − [U]lc∥∥∥2︸ ︷︷ ︸
Loss for Coupled Tensors Factorization
.
(4.3)
Through Eq. 5.1, we could obtain a set of independent factor matrices (or behavior pat-
terns) for each of the performance groups, respectively. However, this does not consider the
commonality and differences among the coupled tensors.
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In order to take the commonality between the two behavior tensors into consideration
and allow discrimination against each other, we introduce two sets of auxiliary tensors S lc
and Z lc that capture the shared behavior and the discriminative behaviors among the coupled
tensors. Inspired by [232], S lc and Z lc are computed based on the coupled tensors X with
the clamping function (Eq. 7 and Eq. 9 in [232]). The rational behind the auxiliary tensors
is that; we would like to have discriminative tensors that contain only the unique signals
for each class, and common tensors to hold what is shared among the coupled tensors. A
collective tensor factorization framework is then leveraged to jointly factorize the coupled
tensors and the auxiliary tensors as follows:
J l = Ll + λ0
(∑
c
∥∥∥Zcl − [WZ ;U]lc∥∥∥2 +∑
c
∥∥∥Scl − [WS ;U]lc∥∥∥2 )︸ ︷︷ ︸
Loss for Auxiliary Tensor Factorization
+ f
(
Ulc,U
l
c¯,W lS
)︸ ︷︷ ︸
Loss for Pattern Alignment
+ g
(
Ul−1c ,U
l
c,P
l
)︸ ︷︷ ︸
Loss for Pattern Hierarchy
+ h
(
Pl
)︸ ︷︷ ︸
L1 penalty
s.t.
∥∥Ulc∥∥2 = 1,∀ c,
(4.4)
where:
• WZ and WS are the core tensors with super diagonal entries;
• f ( ·) is the function to enforce the similar components to be aligned correspondingly and
defined as:
f
(
Ulc,U
l
c¯,W lS
)
= λ1
∑
m
(∥∥diag(WSq)Umc − diag(WS c¯)Umc¯ ∥∥2); (4.5)
• g( · ) is the function that learns the shared mapping Pl by the coupled tensors, between
the patterns at the consecutive levels. We can consider this operation as performing a
matrix decomposition from Ul−1c to U
l
c and P
l as:
g
(
Ul−1c ,U
l
c,P
l
)
= λ2
∥∥Ul−1c −UlcPl∥∥2 , (4.6)
assuming that we already have the values of Ul−1c for l-th level pattern discovery;
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• h( · ) is an L1 penalty function that encourages sparsity in Pl to promote the exclusive
mapping between the factor matrices at the consecutive levels. Considering a more
interpretable pattern hierarchy, we use L1-norm, since it can function as a proxy for the
L0 norm, to minimize the number of nonzero elements while maintaining the convexity
of the cost function when estimating P the others fixed. In this manner, we ensure the
higher-level patterns are mapped to exclusive lower-level ones; and
• λ0, λ1, λ2, λ3 are the respective parameters to weigh in each objective.
With Eq. 4.4, common and discriminative patterns discovery at the l-th level becomes
an optimization objective as:
θl = argminlθ J l, (4.7)
where θl = {U,WZ ,WS ,P}lc.
4.4.1.2 Obtain the residual tensors Once θl is determined, the reconstructed tensor
can be obtained by:
Xˆ lc ≈
[
Ulc
]
, (4.8)
and therefore the residual tensor can be computed as:
E lc = X lc − Xˆ lc ,∀ c. (4.9)
Let X l+1c denote the tensors for the identification of common and discriminative patterns
at the next level l+ 1. We first obtain X l+1c as: X l+1c = E lc, where E lc is the residual tensor as
aforementioned. With X l+1c , we can further identify the common and discriminative patterns
at level l + 1 with Eq. 4.4.
98
ALGORITHM 2: iDisc algorithm for discovering the shared and discriminative
subspace from tensor pairs with multiple resolutions.
Input : original tensors XB and XA, and R = {}.
Output: {wq}, {U (m)q } for q ∈ {A,B} and m ∈ {L, V, T}
1 Compute {U(m)q , ∀q and ∀m}0 by PairFac with XB and XA, and R[0];
2 Compute {{U(m)q , ∀q and ∀m}i|i ∈ {Ri}, i > 0} by Collective Matrix Factorization;
3 while not converged do
4 k = k + 1;
5 Compute Lk−1wq , Lk−1U(m)q , and set ω
k−1, ∀q and ∀m, according to Eq. 3.18, 3.28, 3.19;
6 Compute Uˆ
(m)
q,k and wˆq,k, ∀q and ∀m, according to Eq. 3.21, and 3.25;
7 Update U
(m)
q,k and wq,k, ∀q and ∀m, according to Eq. 3.23, and 3.29;
8 end
4.4.1.3 Parameter Optimization of iDisc For simplicity of notation, we omit the
level l in all notations since the optimization is performed per level with the focus on the
unknown θl and the θl−1 are learned at level l − 1. We also omit the mode notation m
because all modes share the same optimization process. Let Uc represent the mode-m factor
matrix at level-l, instead of the rather complex form of {U(m)c }l. We use Uc to denote the
set of factor matrices for Xc that correspond to modes other than m, and c to denote the
class that is not c.
Since objective function J is not convex with respect to θ, we aim to find a local minimum
for J by iteratively updating each in θ.
1. Update Uc, fix others. The optimization of Uc is equivalent to the following least
squares loss functions [232]:
Uc ← argmin
Uc≥0
1
2
(
1
nc
∥∥Xc −Uc (Uc)T∥∥2F )
+ λ0
( ∥∥Zc −UcΛwZc (  Uc)T∥∥2F + ∥∥Sc −UcΛwSc (Uc)T∥∥2F )
+ λ1
∥∥∥UcΛwSc −UcΛwSc∥∥∥2F + λ2 ∥∥Ul−1c −UcP∥∥2 ,
(4.10)
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where Xc is the mode-m unfolding of tensor Xc. Then the gradient update of Uc can be
computed as:
5UcJ =
1
nc
(
Uc(Uc)T −Xc
)
(Uc)
+ λ0
((
UcΛwZc (Uc)T − Zc
)
(Uc)ΛTwZc +
(
UcΛwSc (Uc)T − Sc
)
(Uc)ΛTwSc
)
+ λ1
(
UcΛwSc −UcΛwSc
)
Λwc − λ2P
(
Ul−1c −UcP
)
.
(4.11)
2. Update WZc, fix others.
Let wZc denote w for tensor Xc. The optimization of wZc is equivalent to the following
problem:
wZc ← argmin
wc≥0
λ0
∥∥Zc − ΛwZc (Uc)T∥∥2 , (4.12)
where ΛwZc ∈ RR×R×R is the tensor with wZc as its super-diagonal entries. The gradient
update of wc is:
5wZcJ = λ0
(
ΛwZc (Uc)T −Zc
)
(Uc). (4.13)
3. Update WSc, fix others.
Let wSc denote w for tensor Xc. The optimization of wSc is equivalent to the following
problem:
wSc ← argmin
wSc≥0
λ0
∥∥Sc − ΛwSc (Uc)T∥∥2 + λ1 ∥∥∥UcΛwSc −UcΛwSc∥∥∥2 . (4.14)
The gradient update of wSc can be derived as:
5wScJ = λ0
(
ΛwSc (Uc)T − Sc
)
(Uc)− λ1
(
Uc
T
(
ΛwScUc − ΛwScUc
))
(4.15)
4. Update P, fix others. The optimization of P is equivalent to a co-regularized collective
matrix factorization problem with sparsity constraints [53,198]:
P← argmin
P≥0
λ2
(1
2
∥∥Ul−1c −UcP∥∥2 + 12 ∥∥Ul−1c −UcP∥∥2 )+ λ3 ‖P‖1 . (4.16)
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Since the sparsity is applied to each row of P, each row P(r,:) can be updated based on
the following gradient:
5P(r,:)J = −λ2
(
UTc (r,:)(U
l−1
c −Uc(:,r)P(r,:))
+ UTc (r,:)(U
l−1
c −Uc(:,r)P(r,:))
)
+ λ3sgn(P(r,:)).
(4.17)
The details of iDisc are summarized in Alg. 2.
4.4.1.4 Time Complexity Analysis The time complexity is mainly consumed by up-
dating each factor matrix Uc in iDisc from computing5UcJ . From Eq. 5.8, we need to com-
pute Uc(Uc)T (Uc) and Xc(Uc) in the first term. Note Uc ∈ RIm×R and Xc ∈ RIm×
∏
i 6=m Ii
and therefore we have Uc(Uc)T (Uc) ∈ RIm×R and Xc(Uc) ∈ RIm×R. The operation of
matricized tensor times Khatri-Rao product (Xc(Uc)) is often considered a bottleneck for
CP decomposition due to the expensive computational cost [234]. In practice, the sparsity of
the tensor is leveraged for an efficient computation for this operation [34,234]. Particularly,
the complexity can be reduced by only considering the computation for nonzero observa-
tions in Xc. Let xh denote the h-th nonzero observation in Xc and its subscripts in Xc as
(I1h , I2h , . . . , IMh). If there are H non-zeros, i.g, H = nnz(Xc), we would just need an H-
vector to store the real values of Xc. In this case, the element-wise computation for Xc(Uc)
can be written as:
(
Xc(Uc)
)
(i,r)
=
H∑
h=1
Imh=i
xh
M∏
m
′
=1
m
′ 6= m
U
(m
′
)
(I
m
′
h
,r) ,
for i = 1, . . . , Im , and r = 1, . . . , R,
(4.18)
where the computation of Khatri-Rao product can be ignored when xh = 0. Therefore, the
time complexity for computing Xc(Uc) for each mode per iteration is O(nnz(Xc)ImR). The
element-wise of Uc(Uc)T (Uc) can be efficiently computed as [2, 199]:
(
Uc(Uc)T (Uc)
)
(i,r)
=
R∑
j=1
U(m)(i,j)
M∏
m
′
=1
m
′ 6= m
I
m
′∑
i=1
U
(m
′
)
(i,j)
T
U
(m
′
)
(i,r)
 . (4.19)
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Therefore, the time complexity as O(Iˆ R2), where Iˆ = ∑Mm′=1 Im′ − Im and the overall time
complexity for the above two terms is O(HImR + Iˆ R2). Similarly, the time complexity for
terms involving tensors Z and S becomes O(H ′ImR2 + Iˆ R3) due to the additional loop
introduced by the weight vector w, where H
′
is the respective nonzero observations in the
auxiliary tensors. Since H
′ ≤ H, with M  H, R  H, and Iˆ  H, we can see that the
running time is expected to scale linearly with the number of nonzero observations in Xc.
4.4.2 Embedding Learning for the Unseen Student
This section explains the inference of the student’s embedding in the latent space anchored
by the factor matrices. The individual behavior tensor Xt for unseen student t with an
unknown class is constructed based on his or her logs with the system. The mode settings of
tensor Xt are the same as for the collective behavior tensors (e.g., Xc). With the students’
individual tensor and the factor matrices, we follow iDisc to first obtain the corresponding
auxiliary Z tensors at l-th level, Z ltcˆ , ∀ cˆ ∈ {c, c¯}, for student t, by following the clapping
function in Eq. 7 in [232]. Then, the equation to compute the embedding becomes:
vltcˆ = Z ltcˆ ×m
{
U(m)
}l
cˆ
,∀ cˆ ∈ {c, c¯} , (4.20)
which follows a typical computation of the core tensor, given the data tensor and its factor
matrices.
It is worth noting that since PARAFAC decomposition does not enforce the orthogonal
property in each of the factor matrices, direct computation of Eq. 4.20 is not feasible. Recent
work by [62] proposes an efficient estimation of the core tensor for PARAFAC decomposition.
By following the algorithm 1 in [62] to efficiently estimate vlct and then the embedding of
student s at l-th level vlt ∈ R2Rl can be obtained by:
vlt =
[
vltc |vltc¯
]
. (4.21)
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Table 7: Dataset and Tensor Modes Description used in iDisc.
Dataset Course #Users#Activity #Areas #Education Stay
edX
Course A 57,715 -
34 5 5Course B 66,731 -
Course C 169,621 -
#Days #Events #Source
XueTangX
Course 1 12,004 652,701
14 7 2Course 2 10,321 877,805
Course 3 9,382 907,118
#Problems #KC #Views #Duration
ASSISTments
Year 2004 912 580,785 376 58 7 10
Year 2005 2,392 521,751 266 59 4 10
Year 2006 2,584 686,868 409 69 4 10
4.5 EXPERIMENTS
In this section, we conduct systematic experiments to evaluate the quality of iDisc. In
following, we first describe the data used for the experiments. The content of the rest of this
section is structured to answer the following questions:
• Can iDisc reveal meaningful patterns?
• How does iDisc perform in comparison with state-of-art methods from predictive mod-
eling in learning analytics?
• Can iDisc scale for the dataset at a massive scale?
4.5.1 Data
We experiment with nine courses/sessions from three publiclly-available MOOC platforms:
edX, ASSISTments, and XueTangX. The statistics of the datasets are provided in Table 7.
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edX. The edX [173] dataset is comprised of de-identified data from “Introduction to Com-
puter Science” (Fall 2012, Spring 2013, and Summer 2013) from MITx (Course A and B in
Table 7) and HarvardX (Course C). This dataset does not have detailed event logs. However,
the data are aggregated records, where each record represents the summary statistics for one
individual’s activity in the edX course with her demographic information. We select the
three most popular courses from this dataset. For this dataset, we construct a 34x5x5 tensor
as Area×Education×Stay. Our goal is to predict whether the course completion certificate
is earned by a student at the end of the course.
XueTangX. XueTangX [252] is one of the largest MOOC platforms in China. The full
dataset includes 79,186 students enrolled in 39 classes. Each enrollment is associated with a
log of the students activities, including watching lecture videos, working on course problems,
accessing course modules, and so on. In total, there are 8,157,277 activity logs, and the
longest lifetime of enrollment is five weeks. We take the three most popular courses from
this dataset. The dataset statistics are shown in Table 7. We use the first two weeks to learn
the factor matrices by constructing a 14x7x2 tensor as Day×EventType×EventSource. The
goal is to correctly predict course completion.
ASSISTments. ASSISTments [83] is an online tutoring system used by more than 50,000
students around the world [49]. On ASSITments, students attempt to solve problems and
receive feedback on those attempts. To assist the learning process, each problem is also
associated with multiple knowledge components. We take the public dataset of the Math
course on ASSISTments over three years (2004, 2005, and 2006) and the dataset char-
acteristics are shown in Table 7. For each dataset, we construct a four-way tensor as
Problem×KnowledgeComponent×ProblemView ×ActionDuration. Our aim is to classify the
students as over-performing students and under-performing students, in terms of error-rate 1.
4.5.2 Qualitative Examination of the Patterns
In this section, we use “Introduction to Computer Science” on MITx during Spring 2013 to
illustrate the outputs of iDisc. We first qualitatively examine the patterns, as well as the
1https://pslcdatashop.web.cmu.edu/help?page=terms#error rate
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(b) Pattern4@level_0 (P4@L0)
(c) Pattern1@level_1 (P1@L1) (d) Pattern2@level_1 (P2@L1)
(a) Pattern2@level_0 (P2@L0)
U(education)certified U
(stay)
certified U(stay)−certifiedU
(education)
−certified
U(area)−certifiedU(area)certified
(e) Projection Matrix
P2@L0 P4@L0
P2@L1
P1@L1
Parent-Child Relationship 
Figure 24: Model Output Illustration of iDisc from the MITx dataset. (e) shows the re-
lationships between patterns in the first two levels; (a-d) show the associated patterns in
(e).
pattern hierarchy generated and then explain the relationship between the patterns and the
performance outcome.
4.5.2.1 Common and Discriminative Pattern Discovery Figure 24 describes the
outputs by iDisc, with {R}Ll = {4, 2} (rank-4 at the first level and rank-2 at the second level).
Particularly, Figure 24(e) shows the project matrix P1 ∈ R2×4 that represents the hierarchical
relationships between the set of patterns at the first two levels, where darker colors indicate
stronger associations. We observe that pattern #1 at level 1(P1@L1) is strongly associated
with pattern #2 at level 0(P2@L0). This suggests that P1@L1 could be a child pattern
for P2@L0. Similarly, we observe the parent-child relationship between P4@L0 and P2@L1.
Since the projection matrix is shared by the factor matrices from the coupled tensors, it is
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important to note that each of figures 24(a) through 24(d) refers to both patterns for the
certified and non-certified group (i.e. as shown left and right in Figure 24(a)).
Due to the space limit, we only discuss the details of two sets of multi-way patterns as
word clouds in Figure 24(a) for P2@L0 and Figure 24(c) for P1@L1. Figure 24(a) describes
a subgroup of students that are from the most populated countries (e.g., the United States,
India, and Poland, based on U(area)) with education background mostly from Secondary to
Masters (U(education)), and most of whom tend to stay on the edX platform (U(stay)) for a
relatively long period. While the pattern from the certified group of students shares almost
identical distributions in the area and educational background, what makes them slightly
different was primarily the time spent on the platform; certified students(U
(stay)
certified) spend
relatively longer than un-certified students (U
(stay)
-certified). The set of patterns in Figure 24(c)
is the child patterns of the Figure 24(a). Compared to their counterpart in level 0, they
primarily describe the students from Indian (although the area distribution from the un-
certified group of students spans more countries (U
(area)
-certified)) with more focus on the middle
level of education background (e.g., Secondary(U
(education)
certified )). The difference in their length
of stay on the platform was more prominent in this set of patterns, where certified students
have the longest stays with the edX platform (U
(stay)
certified), and un-certified students generally
have the least (U
(stay)
-certified).
4.5.2.2 Simpson’s Paradox Revisited We performed multivariate logistic regression
analysis to identify the patterns that can explain students’ variation in obtaining the certifi-
cate for each level (M1 for level 0 and M2 for level 1). The dependent variable is whether or
not the users are certified at the end of the course. The explanatory variables include the
students’ embeddings for the aforementioned patterns in Figure 24(a-d) in each level (e.g.,
v1certified(1) refers to the embeddings corresponding to P1@L1certified). The embeddings are
standardized to facilitate comparison among different variables.
Table 8 shows the estimated coefficients for M1 and M2. The only significant variable
in M1 is the embeddings v0-certified(2) (β = −0.113, p < .05). This suggests that users who
have shown more activities in line with pattern P2@L0-certified appear to have less chance
to earn the certificate. M2 shows that both embeddings v1certified(2) (β = 2.285, p < .01)
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Table 8: Explanatory variables are the students’ embeddings that correspond to the patterns
presented in Figure 24 (a-d) (e.g., v0certified(2) refers to the values in students’ embedding
vector v for P2@L0 from the certified group). Note: ∗∗:p<.05; ∗∗∗:p<.01.
Certified (M1)
v0certified(2) −0.058 (0.046)
v0certified(4) −0.004 (0.046)
v0-certified(2) −0.113∗∗ (0.048)
v0-certified(4) 0.026 (0.046)
Certified (M2)
v1certified(1) −0.282 (0.188)
v1certified(2) 2.285
∗∗∗ (0.649)
v1-certified(1) −0.620∗∗∗ (0.080)
v1-certified(2) 0.733
∗∗∗ (0.061)
and embeddings v1-certified(2) (β = 0.733, p < .01) reveal a significant and positive effect
towards earning the certificate, with v1certified(2) having a much larger effect size. On the
other hand, M2 also shows a significant and negative effect of having a larger value in
v1-certified(1) (β = −0.620, p < .01).
We can consider multi-way patterns as principal components in PCA that bridge the
original feature interactions in the high-dimensional space and the associated loadings. In
this case, we would expect students from one class to have higher loading scores associated
with patterns that are extracted from the same class. The regression result in M1 shows
that the un-certified group of students does have larger loading scores. However, that is true
only in v0-certified(2) for P2@L0 . This is not surprising, because in level 0 the two sets of
patterns are in fact very similar to each other, as shown in Figure 24. The results in M2
confirm this expectation, with significantly higher loading scores v1certified(2) for certified stu-
dents and significant higher loading scores v1-certified(1) for un-certified students. Contrary to
our expectation, the certified group of students also have higher loading scores in v1-certified(2)
(although much lower than v1certified(2)). This could be explained by our observation in Fig-
ure 21, where P2@L1 captures a cluster of highly-educated students from certain European
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Table 9: Classification Results in Accuracy in Different Courses in Comparison with Existing
Methods.
Dataset
edX
Course A
edX
Course B
edX
Course C
XueTangX
Course 1
XueTangX
Course 2
XueTangX
Course 3
ASSISTments
Year 2004
ASSISTments
Year 2005
ASSISTments
Year 2006
Baselines
Raw 90.50 91.55 87.34 61.99 69.15 69.37 64.23 57.20 60.36
LDA 76.83 75.04 75.17 66.93 71.39 70.44 62.79 66.50 66.44
FM 93.98 94.21 88.89 65.31 70.50 69.43 74.10 69.32 70.20
LadFG - - - 68.35 72.63 73.56 - - -
SDCDNTF2 94.42 96.55 93.43 67.23 71.50 71.27 61.52 59.79 60.94
SDCDNTF4 94.37 96.47 93.46 67.15 72.56 71.19 61.49 62.32 60.88
PairFac 94.44 95.54 93.19 67.40 71.96 72.22 69.54 67.59 70.26
Proposed
Method
iDisc-1st 94.10 95.28 93.01 66.56 71.24 72.36 72.82 69.47 66.50
iDisc-2nd 95.37 96.86 94.58 69.39 73.27 73.13 78.37 72.84 73.26
iDisc-Comb. 94.79 96.14 93.76 69.35 74.00 74.12 77.47 72.65 71.49
areas. They have a much higher chance of obtaining the certificate, regardless of having the
longest stay or shortest stay with the platform.
Summary. We qualitatively examine the outputs generated by iDisc. The results show
interesting properties of the proposed method. Our model reveals common and discrimina-
tive patterns at each level with their relationship explained via the projection matrix. Our
regression analysis first explains the discriminative capability of the students’ embeddings
based on this set of patterns. More importantly, the analysis validates that the students’
embeddings can be used to measure the relationship between the performance outcome with
multi-way patterns from iDisc.
4.5.3 Quantitative Comparison
In this section, we report the results from the quantitative experiments in comparison with
existing work commonly used in predictive analytics. Specifically, we conduct a classification
task, in which the goal is to predict the students’ performance at the end of the course defined
in Section 5.1.
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4.5.3.1 Baselines We include baselines that are commonly seen in the area of predictive
analytics in educational data mining as:
• Raw. We use the raw activity counts each day as features to train classifiers for prediction.
This is the most common approach in predictive modeling for MOOCs.
• LDA. Coleman et al. [41] use LDA to capture the temporal element of the behavior data.
We first discover the latent behavior patterns from Raw features with a varying number
of topics, and use the topic membership of each student for the classification task.
• LadFG [180]. As one of the most cited works in MOOC predictive modeling, LadFG is
a latent dynamic factor graph model that finds a mapping from students time-varying
attribute tensor to the observed learning outcome. We only evaluate the performance of
LadFG in XueTangX dataset because it is the only one of the three that contains the
necessary temporal dynamics.
• Factorization machines (FM) [184]. Factorization machines have been proposed and suc-
cessfully applied to recommendation and prediction tasks. As the factorization model
projects the input feature space into a latent space, it enables the learning of more com-
plex interactions between features. We first convert each dimension as dummy variables
for each student, and then concatenate all dimensions as a wide feature matrix.
It is worth noting the recent use of Deep Neural Nets (DNN) and their variants have
shown promising performance compared to conventional machine learning approaches (e.g.,
[100, 227, 236]). However, the lack of interpretability of these models prevents their further
application in problems driven by both interpretations and performance gains. We also
compare iDisc with the existing work on discovering the common and discriminative patterns
from multi-way data.
• SDCDNTF. SDCDNTF extends [101] and learns the common and discriminative patterns with
different ranks. The input to the model consists of the rank and the number of shared
patterns, along with the coupled tensors.
• PairFac. PairFac [232] learns the common and discriminative patterns with different
ranks. Comparing to SDCDNTF, it does not require the input of the split.
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We would like to point out that standard tensor factorization could serve as another
baseline to compare with, in which students or their class reside as one of the dimensions and
the corresponding factor matrix can naturally become features for downstream prediction
tasks. However, we did not include it for two reasons: first, because the aforementioned
baselines work as inductive models, where unseen students can be predicted based on the
learned parameters, while simple tensor factorization serves as a transductive model and
only predicts for the students that are available in the factorization; and second, because
student populations on MOOC platforms can be of any size, from small to very large, the
efficiency of standard tensor factorization with a large dimension size could be a practical
problem for its real-world application.
4.5.3.2 Experiment Settings For each dataset, we draw a training set of students
from each class with replacement, and then obtain the embeddings of the out-of-bootstrap
students. For this set of students, we perform a five-fold cross-validation with a k Nearest
Neighbors classifier. We conduct five independent trials of this experiment and report the
average classification accuracy. We select accuracy since both the training and testing dataset
are constructed in a way that each class has an equal amount of students. For SDCDNTF,
we experiment with α, β and γ ∈ {10−5, 10−4, 10−3}. Finally, we set α and β in the same
range, and R = 6 for both PairFac and SDCDNTF and derive two versions of SDCDNTF using
K ∈ {2, 4}. To make a fair comparison with PairFac and SDCDNTF , we use two-level pattern
discovery with rank-4 and rank-2 in each level for iDisc, respectively. For LDA and FM, we
experiment with a varying number of topics /factors and report the best performance. For
LadFG, we keep the suggested parameters from their paper.
4.5.3.3 Experiment Results Table 9 shows the classification results. The raw features
perform poorly, especially in XueTangX and ASSISTments dataset, with the score on accu-
racy in the range of 60-70%, which suggests the difficulty of the prediction task. LDA saw
different performance, with noticeable drops in the edX dataset in comparison to raw fea-
tures. We conjecture that the construction of the raw features results in a high dimensional
and sparse feature space, which could potentially cause LDA to suffer from learning merely
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meaningful latent topics. Factorization machines slightly improve the performance. FMs
can be considered as a generalization of tensor factorization with the additional modeling of
interactions within each dimension [184]. Although we observe noticeable gains from FMs
over Raw features and LDA, FMs do not perform as well as tensor-based methods. We
suspect there might be two reasons for this: 1) the current feature space might not be as
well tuned for general prediction tasks as it is for the more commonly seen recommendation
tasks; 2) compared to tensor-based methods that only consider the interactions between dif-
ferent dimensions, FMs could potentially over-fit the interaction effects between and within
dimensions in the training data. We observe that LadFG achieves large gains over the raw
features for the XueTangX dataset. This indicates there could exist some hidden patterns
that can capture the temporal elements of the behavior data. We also notice that tensor-
based models such as PairFacand SDCDNTFperform better than LDA, especially in Course 2
and Course 3. This suggests that by systematically considering the multi-way interactions,
the performance could be further improved. Finally, the best performance of iDisc is sta-
tistically comparable with the state-of-art LadFG and significantly better than the rest of
the baselines. While LadFG is geared towards student performance predictions, iDisc can
provide comparable prediction performance as well as meaningful patterns.
Summary. iDisc constructs students’ embeddings that integrate relations between the
multi-way interactions and the performance outcome. The quantitative experiment demon-
strates the discriminative capability of iDisc, and iDisc outperforms the baselines in nine
datasets from three MOOC platforms. Higher-level embeddings from iDisc have shown
stronger discriminative powers over ones from the lower levels, which we will discuss in next
section. Since there is no trivial solution in determing the rank of the tensor decomposi-
tion, we experimented with different rank settings for iDisc (e.g., {2, 4}, {3, 3}) and this
observation still holds.
4.5.4 Parameter Sensitivity Analysis
In this section, we conduct experiments to analyze the sensitivities of the parameters involved
in iDisc. We first report our observations in selecting a number of levels and then discuss
111
the rest of parameters. Due to the space limit, we only detail our experiments with the
ASSISTments year 2004 dataset.
4.5.4.1 Selection of Levels One key parameter for iDisc is the level that we choose
for common and discriminative pattern discovery. Section 5.3 has shown the second level
representations have more discriminative power than the ones at first level. As the common
and discriminative pattern discovery at each level requires both residual tensors (Ec and Ec¯)
and from which, the auxiliary tensors (S and Z) are computed, we suspect that the sparsity
of these tensors could influence the quality of the pattern discovery.
To verify this conjecture, we set to examine the relationship between the sparsity and the
classification performance. We run iDisc on our dataset with ten levels of pattern discovery
and set the rank of each level to be four for a fair comparison between the levels. Figure 25(a)
shows that the sparsity of the tensors from 0 to the 9-th level. We observe a sharp decrease
at the 1st level, and the sparsity continues to decrease gradually. Then, we compute class
separation ratio (csr) as
csr = (
distbetweengroup
distwithingroup
− 1)× 100% (4.22)
and use it as a proxy to measure the difficulty to separate the students belong to one class
from ones to the other. In this case, the larger csr is, the better two classes are separated.
Figure 25(b) shows the corresponding csr at each level. As the level increases, we first
observe the increase in the class separation. However, this is followed by a decrease and csr
eventually stabilizes. These two figures suggest that as the sparsity of the tensors involved in
the subsequent levels increases, iDisc might tend to pick up signals that are not contributing
to the class separation, as much as it could with less number of levels. As iDisc is an iterative
approach, we suggest in the real-world applications, users can empirically choose the number
of levels to the point that the accuracy cannot be further improved, should more levels are
preferred by the domain experts.
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Figure 25: Level Sensitivity Analysis of iDisc. (a) shows the sparsity of the tensors involved
in iDisc at different levels in ASSISTments dataset year 2004. (b) shows the corresponding
class separation ratio based on different levels of patterns by iDisc.
4.5.4.2 Model Parameters This section aims to test the effectiveness against various
settings of model parameters and to provide guidance on the parameter tuning. We follow the
same experiment set-up as introduced in Section 5.1 with the focus on the set of parameters
in {λ0, λ1, λ2, λ3} in range {10−6, 10−5, 10−4, 10−3}. For each experiment, we change one of
the parameters while keeping the rest fixed. Figure 26 shows the parameter sensitivity with
respect to the classification accuracy. The performance is relatively more stable with respect
to the change of λ1 and λ3. λ1 enforces components aligned to become similar. As a larger
λ1 tends to more aggressively push the components to be alike, the drop in classification
performance is rather expected. λ3 specifies the weight on the l1 norm of the projection
matrix. With a larger λ3, the accuracy first increases and then becomes stabilized. Since
a larger λ3 leads to a more sparse solution of the hierarchical relationships. We suggest
the choice of λ3 to be a trade-off between the accuracy and the hierarchical relationship
among the patterns. λ0 is used to control the weight on the factorization of the auxiliary
tensors S and Z. A small λ0 is enough to push the factorization of the tensors towards
discovering common and discriminative patterns. However, when λ0 is too large, the learning
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Figure 26: Parameters Sensitivity Analysis in Classification Task.
of these patterns can overshadow the decomposition of the coupled tensor and thus lead to
the drop in performance. λ2 controls the weight to learn the pattern hierarchy. We notice
that classification increases dramatically when λ2 raises from 10
−6 to 10−3. However, as
λ2 increases, the accuracy starts to drop. We conjecture that the hierarchical relationship
between the patterns can aid the classification process. However, once the emphasis on the
learning of hierarchy becomes too much, the hierarchy tends to be artificially boosted, and
thus, the learned patterns are not able to capture much variance from the data.
4.5.5 Scalability
Since many of the education platforms have seen exponential growth in usage, scalable
solutions of learning analytic are another critical aspect of adoption. In this section, we
test the scalability of iDisc. In this experiment, we choose the ASSISTments dataset for the
year of 2006, since it has the largest tensor settings in our experiment. We run iDisc with a
varying number of entries in the data tensor, from {102, 103, 104, 105, 106}. Table 10 reports
the average running time per epoch, and we observe that the running time scales almost
linearly with the exponential increase in observations in the tensor. This result is consistent
with the analysis in Section 4.1.4.
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Table 10: Scalability Analysis For iDisc (Running Time For Varying Number of Observations
in the Tensor.
#observations 102 103 104 105 106
running time/epoch 0.31s 0.35s 1.13s 1.23s 2.05s
4.6 SUMMARY
In this chapter, we present a tensor-based learning framework, iDisc, to perform common
and discriminative pattern discovery at multiple levels for understanding of high-dimensional
student behavior and performance prediction in MOOCs. We first use tensors to represent
each user’s behavior, and construct coupled tensors to aggregate behavior for users with con-
trasting performance groups. Then, we iteratively identify the shared and distinct behavioral
patterns at various levels, while revealing the hierarchical relationship between them to fur-
ther increase the interpretability of the output. Finally, we use these patterns as anchors to
generate the students’ latent representation for down-stream performance prediction. Our
qualitative examination of the patterns has shown the multi-level, multi-aspect and hierarchi-
cal characteristics of behavior patterns on the edX platform. The quantitative experiments,
compared to both traditional predictive methods as well as existing discriminative tensor
factorization models, suggest promising results by iDisc in several datasets from different
MOOC platforms.
To the best of our knowledge, this is the first attempt to tackle the joint problem of
discriminant tensor factorization and hierarchical pattern discovery for understanding such
behavior on MOOC platforms. This enables the in-depth comprehension of students’ multi-
way behavior dynamics, as well as its association with course performance. Nevertheless,
one of the limitations is that it merely provides the relationships between the latent multi-
way interaction and the performance outcome, with no intention to draw causal reasoning
between them. In practice, iDisc can be developed as a plugin for MOOC platforms, where
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instructors can examine the multi-aspect contrasting behavior and connect the difference to
the course outcome. Considering the XueTangX platform, one of the multi-aspect patterns
could refer to a set of events at the beginning of the course that trigger from the server.
if iDisc reveals its positive association to the success of students’ course end performance,
this pattern can be used as guidance of promotions for both the instructor and the platform
to improve the students’ learning outcome. Last, but not least, compared to other tensor
factorization methods, iDisc provides a more efficient exploration of the multi-aspect patterns
due to its multi-level nature. However, we understand that the interpretation of the multi-
aspect pattern itself is not straightforward in general. In our future work, we would like
to follow a more human-centric approach and develop a visual analytic system that helps
domain experts interpret and understand the multi-aspect patterns.
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5.0 FACIT: FACTORIZING TENSORS INTO INTERPRETABLE,
SCRUTINIZABLE, AND FINE-TUNABLE PATTERNS
In this chapter, we wanted to provide a unified and generic visual analytic system that ad-
dresses interpretability in the process of Multiplex Pattern Discovery, Multifaceted
Pattern Evaluation, and Multipurpose Pattern Presentation in a general unsuper-
vised pattern mining setting from multi-aspect data. We introduce FacIt (Chapter 5),
a generic visual analytic system that directly factorizes tensor-formatted data into a vi-
sual representation of patterns to facilitate result interpretation, scrutinization, information
query, and model selection and refinement. The idea of multipurpose pattern presentation
is threefold: 1) the results are presented in understandable terms that experts can efficiently
explore (Chapter 5.5.3, 5.5.4, and 5.5.6); 2) human information needs are learned through
experts’ interactions with patterns and further incorporated it into the factorization pro-
cess (Chapter 5.4.2); 3) the novel presentation of the results empowers experts with a more
rigorous evaluation schema, including model quality statistics (Chapter 5.5.2), qualitative
pattern validation (Chapter 5.5.4), qualitative pattern utility (Chapter 5.5.5).
5.1 INTRODUCTION
As a dimension reduction technique for high-dimensional datasets, tensor factorization has
been widely used to identify latent patterns from multi-aspect data. Similar to other dimen-
sion reduction methods, such as singular value decomposition (SVD) [69] or latent dirichlet
allocation (LDA) [22], tensor factorization helps users extract latent patterns with the noise
of raw data removed. Such patterns tend to be more abstract and compressed, and generally
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better describe correlations and interactions within the original set of dimensions. In fact,
tensor factorization has been used to discover multi-aspect patterns that jointly describe
underlying data phenomena, in many real-world applications, such as social network analy-
sis [121], web search [10], brain data analysis [166], and healthcare [87,144]. Despite its wide
range of applications, identifying insightful patterns from Tensor Factorization still poses
three challenges:
• (1) Mismatch between human information need/interest and optimization goals: Tensor
Factorization is optimized to minimize discrepancies between data and model. However,
this goal often does not satisfy human information need. For example, users of Tensor
Factorization might sacrifice its fit for a sparse representation that is easier to interpret.
• (2) Mismatch between experts’ domain knowledge and data-driven models: In real-world
applications, data can be noisy and therefore, a data-driven model with an adequate fit
does not translate to one that experts can use their domain knowledge to interpret.
• (3) Mismatch between factorization results and human understandability: Factorization
results often do not readily translate to how humans see things as clustered or close to
one another.
While these challenges call for more user-driven pattern discovery methods from multi-
aspect data, there has been little work to understand the specifics of human information
need in the process of Tensor Factorization. Viola [26] and TPFlow [125] are among the few
attempts to understand users’ need. However, their primary focus is on applications within
a spatio-temporal context and rather than more general situations.
To address the above challenges, we present FacIt (pronounced as facet), a generic visual
analytic system that factorizes tensor-formatted data into a set of visual representations
of patterns to facilitate model selection and refinement, result interpretation, and pattern
scrutinization. Specifically, our work makes the following key contributions:
• Task Analysis and System Design: We conduct interviews with users of Tensor
Factorization from three different domains to understand the information need based
on their experience of tensor-based analysis. From this, we formalize a set of analytical
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tasks and requirements applicable to generic tensor-based analysis. We propose a system
design that closely follows design requirements distilled from the task analysis;
• Algorithm: We develop a novel weakly supervised tensor factorization model that lever-
ages users’ feedback to iteratively fine-tune tensor factorization outputs;
• Visualization and Manipulation: We propose a suite of visualization design tools that
support effective model evaluation, iterative pattern fine-tuning, and efficient pattern
scrutinization.
We demonstrate the power of the FacItwith three usage scenarios across different domains.
Experts’ feedback from in-depth interviews confirms its effectiveness, usefulness, and general
applicability.
5.2 REQUIREMENT ANALYSIS
In this section, we first present tensor preliminaries on tensor. We then introduce design
goals and analytical tasks to define the requirements of our system functionality. We provide
examples to make requirements concrete.
5.2.1 Tensor Preliminaries
Although the tensor preliminaries are described in Chapter 2.1, we present the essential
background in a more concrete context using the example of NBA shot dataset.
Tensors. A tensor X is a multidimensional array which is an extension of a scalar x, a
vector x, or a matrix X to a higher dimension. When a tensor has n-dimensions or modes,
it is called n-way tensor, where each way’s dimensionality is determined by the number of
items. For example, a three-way tensor X ∈ RI1×I2×I3 has three modes with dimensionalities
I1, I2, and I3, respectively. A non-negative tensor X ∈ RI1×...×IM+ is a tensor where all entries
are non-negative values, which commonly applies to situations where data represent numbers
of observed instances or counts. Fig. 1 shows one example of a tensor with three dimensions
from NBA shot data in the 2014-2015 season [171]. Each entry x in the tensor represents
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the number of shots taken by a given player at a given zone in the court in a given quarter.
Tensor decompositions can be considered as higher-order generalization of the matrix
singular value decomposition (SVD) and principal component analysis (PCA). The CAN-
DECOMP/PARAFAC (CP) [27, 80] and Tucker decomposition [110, 221] are the two most
popular tensor decomposition approaches. We focus on a CP model in this work, but the
proposed system and visualization design is extensible to a Tucker model. A CP decom-
position of an M -way tensor X ∈ RI1×...×IM finds a set of factor matrices, U(1), . . . ,U(M),
that approximate the tensor as the sum of R vector outer products. It can be concisely
expressed as: X ≈ [[U(1), . . . ,U(M)]] ≡∑Rr=1 λru(1)r ◦ . . .◦u(M)r , where the m-th factor matrix
Um =
[
u
(m)
1 · · ·u(m)R
]
is the combination of the vectors from the R components. λr ∈ RR
is often used to absorb the respective weights during normalization of the factor matrices
columns and ◦ represents outer products. Fig. 1 shows an example process of CP decompo-
sition which factorizes the player × zone × time tensor from NBA shot data (explained in
section 3.2) into a set of components.
Items, Descriptors and Patterns. We refer to each entry i for i = 1, . . . , Im, as an
item of the m-th dimension in the tensor. In Fig. 1, in the player dimension, each item refers
to a player in the set of players, e.g., {Stephen Curry, Lebron James, Klay Thompson, ...}.
We denote the vector u
(m)
r ∈ RIm as a descriptor consisting of entries 〈u(m)ir 〉 for i = 1, . . . , Im
from the m-th dimension that describes the contribution of the i-th item i to the r-th
component. For a non-negative tensor, it is often useful to constrain the descriptor to take
non-negative values to facilitate the interpretability of occurrence-likelihood, i.e., u
(m)
r ∈ RIm+
where an entry value u
(m)
ir can be considered as how likely the i-th item is associated with the
r-th component. The r-th component or pattern is a collection of vectors from each mode
Cr = {u(1)r , . . . ,u(M)r }. In Fig. 1, each pattern of shot behaviors consists of three descriptors:
player, zone, and time. In this work, “pattern” and “component” are used interchangeably
while “pattern” also refers to a component as a visual representation.
Rank. In the aforementioned tensor decomposition, R denotes the specified rank – the
number of components. In practice, the rank is determined numerically by fitting various
rank-R models for R = 1, 2, . . . until a “good” model is found. However, we argue that
the numerical “goodness” of fit should not be the only criterion for specifying the rank.
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Figure 27: System Overview. FacIt consists of three key modules: Model Inspection to
assist users to diagnose for a proper rank; Pattern Fine-tuning users a human-in-the-loop to
iteratively update the model outputs; Pattern Scrutinization provides various mechanisms
for efficient pattern exploration.
Other criteria such as model compactness and interpretability are also important for a tensor
decomposition results to be practically useful. In this work, we tackle the problem of the
selection of rank as a part of our task.
5.2.2 Procedure and Data
The design of FacIt follows the nested model described in [149], which is an iterative analytic
process with one expert from each of three different application domains – sports analytics,
online purchases, and public policy analysis. Despite the diverse application domains, our
experts all have extensive experience in computational data analytics in their respective do-
main. Our domain experts are further selected based on two criteria: 1) they have knowledge
of tensor factorization; 2) they are comfortable using an off-the-shelf package to run tensor
factorization and have used it in their analytic tasks in the past. We use three datasets from
these applications as motivating examples and use the last one to evaluate our system. The
first application is the analysis of NBA shots data in season 2014-2015 [167]. The second is
the analysis of online coupon purchases [93]. The third is the analysis of policy adoption in
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Table 11: Dataset and Tensor Modes Description in FacIt.
Domain Dataset Tensor Setting Tensor Entry Size
Sports NBA shot data (2014-15) Period, Player, Zone #shots [5, 15, 14]
Business Ponpare Coupon Purchase Genre,Sex,Age, Price, Period #coupon [13, 2, 13, 10, 7]
Politics Policy Adoption in U.S. Subjct, Year, State, Keyword #adoption [16, 26, 50, 18]
the United States. Table 11 summarizes the three datasets.
Over the course of six months, we held weekly meetings with each of the experts. During
our early meetings, we discussed system design requirements in experts’ respective domains.
Then, we proposed system prototypes, and demonstrated them to the experts to gather their
feedback. Improvements were made iteratively throughout this process.
5.2.3 Design Goals
Based on a thorough literature review and interviews with the experts, we identify the
following design goals for visual analytic systems to assist in tensor-based analysis:
G1. Effectiveness: How can we assist users in evaluating the effectiveness
of model configuration? The result of tensor factorization is highly dependent on the
configuration of the rank. However, there is no trivial algorithm to determine the optimal
rank. Our experts suggest that the system should help the user decide which rank leads
to the most effective decomposition by providing a set of quality measurements and letting
users inspect the patterns associated with a specific rank.
G2. Efficiency: How can we assist users in exploring patterns more effi-
ciently? Our experts mentioned that the process of exploring patterns is an iterative and
time-consuming process. It takes a great amount of time to examine all the patterns un-
til discovering the meaningful ones. In the regard, the system should present a high-level
pattern summary which allows users to instantly locate patterns of interests.
G3. Interpretability: How can we better understand a pattern? As mentioned
by our experts, it is a time-consuming task to interpret patterns by examining multiple charts
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of descriptors. To complement existing approaches, which typically present descriptors side-
by-side [26, 125, 193], the system should provide a space-efficient and well-balanced visual
representation to explain multiple aspects of a pattern.
G4. Comparison: How can we compare patterns? While previous studies have
addressed the issue of comparing multiple patterns (e.g., [5, 56, 57, 168, 193, 204, 211, 233]),
experts were interested in selecting a pattern that matched their interests, and identifying
other similar patterns in terms of a certain dimension or a combination of several dimensions.
Therefore, the system should intuitively represent patterns based on how they are similar to
each other.
G5. Human-In-The-Loop: How can we leverage experts’ domain knowledge
to refine the patterns? While a variety of tensor factorization variants have incorporated
domain-specific knowledge (e.g., [4, 6, 9, 11, 92, 121]), most of them require such knowledge
to be incorporated before the analysis. Further, most approaches produce factorization
results in a static manner – that is, analysts have very little or no way to incorporate their
domain knowledge flexibly other than simply changing the hyper-parameters (e.g., rank
or the random initialization). Therefore, the system should allow users to interact with
the tensor model. Users should be able to provide feedback that steers the factorization
interactively.
5.2.4 Analytical Tasks
To meet the design goals mentioned above, we summarize the analytical tasks as follows:
T.1: Present comprehensive model statistics. The system should provide a com-
prehensive set of essential metrics (T.1.1) associated with the quality of the tensor factoriza-
tion. The system should allow users to configure the rank settings based on their preferences
and facilitate an understanding of the trade-offs (T.1.2). The system should then imme-
diately present the patterns as an output of the selected rank to enable a quick quality
check (T.1.3). (G1)
T.2: Present an overview of patterns. The system should provide users with an
overview of patterns to illustrate the relationships between the patterns (T.2.1). Users should
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be able to explore patterns which have varying degrees of contribution to the model (T.2.2). (G2).
T.3: Multi-facet pattern query. The system should provide an interaction mecha-
nism that allows users to query patterns that match their items of interest (T.3.1). Upon
issuing of queries, the system should present a ranked list of patterns that are most relevant to
the query (T.3.2). Since a query may consist of a combination of multiple items, the system
should include a feature that allows users to keep track of querying history (T.3.3). (G2)
T.4: Visualize the multi-aspect characteristics of patterns at multiple scales.
We need to design a set of visualizations for patterns that preserve and integrate their multi-
aspect nature at multiple scales. A high-level presentation should allow the users to effec-
tively grasp the overall distribution of patterns and their summary characteristics (T.4.1).
A low-level presentation should display on-demand details of the patterns with both quan-
titative distributions (T.4.2) and qualitative narratives (T.4.3). (G3)
T.5: Encode the multi-scale comparison between patterns. The system should
first summarize similarities and differences between descriptors across patterns (T.5.1).
Moreover, the system should highlight the similar and discriminative items between patterns
on demand so that users can immediately spot how two patterns differ from and concur with
each other in each descriptor (T.5.2). (G4)
T.6: Support pattern fine-tuning based on users’ feedback. The system should
provide a set of visualization and manipulation tools for users to view, tune, and update
model results. Particularly, the system should allow users to delete (T.6.1)/merge pat-
terns (T.6.2), and also enable users to update items’ position in the item space (T.6.3).
(G5)
5.3 SYSTEM OVERVIEW
FacIt was designed to meet the requirements of domain experts in understanding and in-
terpreting patterns from multi-aspect, real-world datasets. The system employs intuitive
visualization designs and weakly semi-supervised tensor factorization techniques to help ex-
perts efficiently explore and interact with patterns from multi-aspect data. Fig. 27 illustrates
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the major components of the system, which supports interactive pattern refinement and ex-
ploration mechanisms. The system has three key modules: (1) model inspection, (2) pattern
fine-tuning, and (3) pattern scrutinization.
Model Inspection resolves mismatches between human information needs and optimiza-
tion goals. Model inspection module is developed to provide a set of quality metrics for
users to view the trend of objective measures with respect to the rank. Iterative Pattern
Fine-tuning addresses discrepancies between users’ domain knowledge and data-driven mod-
els. It features a novel weakly semi-supervised tensor factorization model that incorporates
experts’ feedback into the next iteration of pattern generation. By using a set of visualiza-
tion designs and manipulation mechanisms, users have various ways of providing feedback
to iteratively update the model based on their domain knowledge. Pattern Scrutinization
addresses the mismatch between the factorization results and human understandability. This
module translates factorization results into a set of artifacts that assist users when exploring
the results. By using a novel glyph to encode each pattern, the system provides multiple
efficient views of patterns to expedite the exploration process.
As shown in Fig. 27, the system takes a multi-aspect dataset in a tensor format ( e.g.,
NBA shot data in the 2014-2015 season) and computes a set of quality measurements for
each different rank setting. With a comprehensive understanding of the model performance
from different perspectives, users can then select several plausible ranks (G1). The initial
model outputs are a faithful reflection of the underlying data, which can be noisy and un-
trustworthy. Experts may have certain expectations of the model outputs based on their
domain-specific experience. In the case of NBA shot data, experts can directly refine the
patterns and manipulate item relationships to match their domain knowledge (e.g., in the
player embedding space). This feedback is incorporated as experts’ supervision in the ten-
sor factorization process (G5). Experts can then use querying and visualization tools to
explore the patterns (G2, 3), e.g., starting with a high-level pattern overview, querying for
patterns with specific interests, and displaying pattern details on demand. Another way of
understanding the patterns is through comparison. The system facilitates the comparison
of patterns at multiple scales and perspectives (G4).
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5.4 WEAKLY SEMI-SUPERVISED TENSOR FACTORIZATION
In this section, we introduce a novel weakly semi-supervised pattern discovery method based
on tensor factorization. Given a set of multi-aspect data, the objective of this algorithm is
to discover a set of patterns that are faithful to the data, but also reflect experts’ domain
knowledge of the dataset. We first present the users with patterns generated from a standard
tensor factorization toolkit. Users then provide their feedback on the outputs through various
interactions with the system. The system incorporates the feedback into the model and
updates the patterns to match users’ expectations.
5.4.1 Standard Tensor Factorization
Given multi-way data represented as a tensor, standard tensor factorization can be applied
to extract an initial set of patterns. We use non-negative CP decomposition to factorize the
tensor into a set of components. With a specified rank R, conventional tensor factorization
seeks a set of latent factor matrices from a multi-way tensor X ∈ RI1× I2... × IM . The objective
is to minimize the following cost function:
L0 =
∥∥X − [U]∥∥2 , (5.1)
where
[
U
]
=
[
U(1),U(2), . . . ,U(M)
]
and U(m) is the factor matrix that corresponds to the
m-th dimension of tensor X .
5.4.2 Weakly Supervised Tensor Factorization
In this work, we propose a weakly supervised tensor factorization algorithm that interactively
allows the users to incorporate their domain knowledge and drive the factorization process.
The model provides two kinds of feedback to aid the factorization process: 1) feedback on
the patterns and 2) feedback on the items.
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5.4.2.1 Feedback On Patterns Presented with a set of initial patterns from standard
tensor factorization, our domain experts express their concerns with two phenomena. First,
there are uninformative patterns that have little interpretable use. For example, one pattern
could be almost uniformly distributed in all of its descriptors. They would like the system
to remove such patterns. The other concern is that experts might see several patterns that
are almost identical, which diminishes the values of interpreting these patterns individually.
We seek to support interactions that allow the users to interactively delete or merge patterns
(see Section 5.5.5 for details about interaction support). Given a collection of R components
C = {C1, C2, . . . , CR} that a model outputs, each operation of merge or delete would reduce
the rank of the model by one, i.e, R−1. Specifically, deleting the r-th pattern Cr is equivalent
to the operation of removing r-th column u
(m)
r from U(m), ∀m ∈ {1, . . . ,M}. Consider two
patterns Ci and Cj to be merged. We first remove both from C, and then add component
Ck = {u(1)k , . . . ,u(M)k } to C, where u(m)k = u(m)i + u(m)j ,∀m ∈ {1, . . . ,M}. After users’
interactions, we seek to obtain a new factor matrix U(m
′
) for each factor matrix U(m) as the
reference matrix for next iteration of pattern discovery with the following regularization:
L1 =
M∑
m
∥∥∥U(m) −U(m′)∥∥∥2
F
, (5.2)
which forces the factorization outputs to be close to the reference factor matrix.
5.4.2.2 Feedback On Items Tensor factorization has been used as a way to discover
latent relationships among items. A factor matrix U(m) ∈ RIm× R can be considered as
the item embeddings. With this information, item relationships can be further explored
and used as a tool to verify the model correctness. Consider that in the latent space, if
the items are clustered in a way that is not intuitive to domain experts, the data-driven
factorization process is potentially flawed and will need correction. To this end, we design
a set of interactions that allow users to adjust item relationships in a 2-D space based on
their domain knowledge. We use such feedback as a reference for next iteration of the
factorization. Specifically, we can infer a matrix P(m) ∈ RIm×2 which captures the updated
two-dimensional coordinates of the items in the m-th mode in the newly updated item space.
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Given P(m
′
), we infer a pairwise distance matrix between the items based on heat kernel with
a local scaling schema [248]:
W
(m
′
)
ij = exp
(
− 1
σiσj
∥∥∥∥P(m′ )i −P(m′ )j ∥∥∥∥2
)
, (5.3)
where P
(m
′
)
i and P
(m
′
)
j are the coordinates for item i and item j in the m-th mode, and σ
varies for each item. σi is determined based on the distance between item i and its K-th
nearest neighbor, where K = min(7, Im). 7 is used because it has been shown to give good
results [248]. With W(m), we derive the following cost function:
L2 =
M∑
m
Tr(U(m)
T
L(m)U(m)), (5.4)
where L(m) is the Graph Laplacian matrix, computed as
L(m) = D(m) −W(m), (5.5)
where D(m) is a diagonal matrix whose entries D
(m)
ii =
∑
j W
(m)
ij .
We want to note that we can provide the interactions that distill experts’ knowledge of
the pair-wise relationship between patterns as another regularization to enforce the new set
of patterns to exactly ensemble such relationship. However, our experts believe this process
is not as straightforward as it is for the items because patterns can be a noisy reflection of
the data and to adjust the pair-wise relationships between patterns, one needs to completely
understand the entire pattern space.
5.4.2.3 Overall Objective Function To summarize, using the initial set of patterns
from a standard tensor factorization, users can provide their feedback to the model by
performing operations on the patterns and items. The system incorporates their knowledge
and uses it as a regularization for the factorization in the next iteration. The overall objective
function for factorization with supervision is as follows:
L = L0 + αL1 + βL2, (5.6)
where α and β control the weights of their respective regularizations.
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Figure 28: Using FacItto interpret, fine-tune and scrutinize patterns based on tensor factor-
ization from NBA shot data: (a) Model Inspection View provides various metrics of model
sensitivity for selecting a desirable setting of rank from different aspects. (b) Pattern Pro-
jection View provides users high-lever overview of the entire pattern space. (c) Circular Bar
Charts (c1) and Treemap view (c2) allow for examining the detailed content of patterns.
(d) Pattern Comparison Mode allows users to analyze pairs of common and discriminative
patterns and their associated items. (e) Pattern Query Mode enables users to retrieve most
relevant patterns (e2) by query (text) input (e1) and item bars (e3).
5.4.3 Summary
FacIt features a weakly semi-supervised factorization model to iteratively incorporate domain
experts’ feedback. We wanted to note that FacIt shares this goal with Utopian [35]. However
it is different in the tasks it addresses and therefore the optimization objective it follows.
Utopian was proposed as an interactive topic discovery tool and limited to 2-dimensions,
while our method is more generic for discovering, presenting and interpreting patterns from
high-dimensional datasets.
Since the nature of the task is different, this leads to a different understanding of the
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exact set of requirements from domains of literature and requires experts who are experienced
in pattern discovery from high-dimensional data. As a result, the design requirements are
not entirely the same. For example, pattern (topic) deleting/merging is one of the shared
operations because, in both cases, users’ control over patterns needs to be acknowledged.
However, the item modification presented in this work does not pertain to the same purpose
and therefore has different underlying mechanisms, compared to word modification in [35].
Unlike topic modeling, where a topic can be easily modified by changing the weights of its
keywords, the complexity of modifying descriptor distributions changes dramatically with
the increase of tensor modes. Indeed, domain experts did not appreciate this interaction
when we were introducing this function to them. Instead of modifying the distribution
of the items, experts preferred to manipulate items in the embedded space to incorporate
their feedback. Through such straightforward interactions, the relationship between items
becomes more aligned with experts’ expectation.
Since objective function L is not convex with respect to [U], we aim to find a local
minimum for L by iteratively updating each factor matrix in [U].
Let U represent the mode-m factor matrix. For simplicity of notation, we use U to denote
the set of factor matrices that correspond to modes other than m. Then, the optimization
of U is equivalent to the following least squares loss functions:
U← argmin
U≥0
1
2
(
1
n
∥∥X−U (U)T∥∥2
F
)
+ α Tr(UTLU) + β
∥∥∥U−U′∥∥∥2
F
,
(5.7)
where X is the mode-d unfolding of tensor X . Then the gradient update of U can be
computed as:
5UL = 1
n
(
U(U)T −X) (U)
+ αLU + β(U−U′).
(5.8)
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5.5 VISUALIZATION AND INTERACTION
Based on the design requirements and analytical needs discussed above, we developed FacIt,
an interactive visual analytic tool to facilitate the interpretation, revision, and scrutinization
of tensor factorization results.
5.5.1 User Interface
Fig. 28 shows the user interface of FacIt, which consists of several views to support analytical
tasks: (1) Model Inspection View (Fig. 28a) shows the comprehensive quality metric for
model selection (T.1); (2) Pattern Projection View (Fig. 28b) gives an overview of patterns
for experts to instantly understand the entire pattern space (T.2); (3) Along with Pattern
Projection View, Pattern Detail View presents patterns at multiple scales from multiple
perspectives (T.4); (4) Pattern Fine-tune Mode supports a set of interactions that allow
experts to manipulate the patterns as well as item relationships, so that they can find the
ones that align best with their domain knowledge (T.6); (5) Pattern Query Mode provides
a query panel and item bars that experts can use to query patterns based on their specific
interests, and then encodes the level of the relevance in Pattern Projection View; (6) Pattern
Comparison Mode updates the pattern overview and pattern detail view to facilitate the
comparison of the patterns.
Usage Scenario. We revisit the example of NBA shot data mentioned in Section 3
to illustrate how the different views of FacIt work together. Users start by selecting a
model with a specific rank in Model Inspection View, and identify plausible ranks for further
investigation. Once a rank is selected, Pattern Projection View provides an overview of
patterns with different visual cues. Based on these, the users can immediately locate patterns
that are dominant, isolated, or informative. When the patterns are not aligned with users’
domain knowledge, the system enables users to fine-tune the patterns based, for example, on
their knowledge of NBA players and their shooting patterns. In Item Projection View, users
can move the relative positions of the items to incorporate their knowledge into the analysis.
For example, one could move Stephen Curry closer to Klay Thompson if they have prior
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knowledge that the two players have similar shooting tendencies. To specifically look into
certain items, patterns, and their relationships, users could directly search for patterns that
are relevant to particular items (e.g., shot patterns of LeBron James in overtime), by issuing
a query through Pattern Query Mode. The results are displayed in Pattern Projection View.
The query book supports tracking query history, allowing users to revisit searches, whenever
they want to compare relevant patterns to different queries in the Pattern Comparison Mode.
5.5.2 Model Inspection View: Setting the Proper Rank
The model inspection view visualizes the summary statistics of tensor factorization models
with different rank selections with a set of line charts (Fig. 28a). We present two quality
measurements with respect to the degree of fit (normalized reconstruction error and model
fit), one metric corresponding to the model sensitivity to the initialization (model stability
[233]), and two metrics related to the interpretability of the model (normalized entropy and
sparsity). To increase the robustness of the measurement for each rank, we perform five
independent runs of the Tensor Factorization and report the mean and standard deviation
in the line charts.
The system allows the users to efficiently consider each metric when selecting the rank.
We present a rank suggestion in the leftmost line chart that weighs in users’ priority order of
different metrics, for the sake of transparent rank setting. When users mouse over a point in
one line chart, the corresponding points for the same rank would be highlighted in all other
charts for users to view. To support the confirmatory examination of a particular rank, once
users click on the point associated with a rank, the system presents the corresponding model
for review.
5.5.3 Pattern Projection View: High-Level Exploration
The pattern projection view provides an overview of the patterns. Each pattern is pre-
sented in a novel form of flower glyph that encapsulates its key information, descriptors, and
relations to other patterns.
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Projection View. This view provides an overview of the relationships between patterns
in two dimensional space (Fig. 28(b)). Since each pattern is jointly described by multiple
descriptors, we use a multi-view extension of Multi-Dimensional Scaling (MDS) [218] to map
the patterns to a 2-D space. As a result, the pattern projection view illustrates the pairwise
relationship of the patterns (i.e., similar patterns are located close to each other).
Pattern Glyph. We present the design of pattern glyphs that effectively summarize
the following information (Fig. 28(b1)):
• Pattern Dominance. Analogous to PCA, where each component is associated with an
amount of variance explained, we can also rescale the columns of each factor matrix to
be unit length, and absorb the scalings into λr for each pattern r.
• Descriptor Informativeness. Given a descriptor ur(m) with mi set of items, we first
compute entropy entrmr of u
(m)
r and use it as a proxy of its informativeness.
• Descriptor Similarity. We use u¯(m) to denote the distribution of the m-th descriptor
averaged over R components. The similarity between the m-th descriptor of the r-th
component to u¯(m) is calculated based on a spearman rank correlation due to the non-
normal distribution.
For an efficient exploration of the patterns, we wanted to visualize high-level information
about each pattern with a specially designed glyph. The multi-dimensional nature of the
pattern suggests an intrinsic design of a flower with petals, one for each descriptor. We
encode each petal using an ellipse and rotate the ellipses so that all petals take up the entire
circle (360◦) as shown in Fig. 27(b1). In addition, we apply a diverging color schema to
differentiate different descriptors. We encode pattern dominance λr with the saturation of
the outer circled area (outside of the ellipses). In this way, the more saturated the color,
the larger variance explained by the corresponding pattern. While fixing the width of the
m-th ellipse, we use its height to encode the value of entropy entrm in the m-th descriptor,
where: a petal with a slim ellipse indicates that the descriptor has a large value of entropy,
suggesting that the corresponding distribution is somewhat balanced over the entire set of
items; otherwise, the corresponding distribution is dominated by a small set of items. We
encode the similarity of the descriptor to the average distribution using the color saturation of
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the petal. When users mouse over the pattern in the pattern overview, a tooltip is displayed
that describes high-level summary statistics about the pattern. Users can click to select a
pattern in the pattern overview, and the system shows its details (Section 6.3).
Design Alternatives. Over the course of working with our experts, we proposed alterna-
tive designs, such as Fig. 28(b1b) and Fig. 28(b1c). In Fig. 28(b1b), the curvature of the
petal represents the informativeness, meaning that a curved petal indicates a more focused
distribution while a round petal indicates more balanced distributions. The similarity in
this design is double-coded by the size and color saturation of petal. We decided to use an
alternative since experts were concerned about the effectiveness of curvature in differentiat-
ing different levels of entropy values. In Fig. 28(b1c), the circles represent the descriptors
while the radius indicates the level of informativeness and the color saturation indicates the
similarity. While this design appealed to experts more than the curvature-based design,
circles of descriptors with small informativeness become extremely small. As a result, the
similarity of the descriptor (the color saturation) became too difficult to read.
In the course of prototype designs, we discussed the need to automatically prune patterns
based on the entropy of the descriptors. This requires users to provide two additional sets
of parameters. The first is the threshold of informativeness, e.g., ˆentrm, for each descriptor
m, as the distribution of informativeness for each descriptor can vary. The second one is
that the number of descriptors having informativeness below the corresponding threshold
ˆentrm, so that we know the pattern bears little informativeness. However, we dropped this
design because it often complicated experts’ interactions with the system. In fact, while
our experts were interacting with the system, they found that, with the final petal design,
they were able to quickly spot patterns with various informative characteristics, given the
truthful presentation of all the patterns.
5.5.4 Pattern Detail View: Interpreting the pattern
Pattern Detail View contains two coordinated views, one for the quantitative distribution
and the other one for the qualitative narrative of the pattern.
First, we provide a circular bar chart design to present the quantitative details of each
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pattern (Fig.28(c1)). We use circular design for three reasons: 1) enabling space-efficient
visualization by locating the pattern projection view inside its circular layout; 2) maintain-
ing a consistent design between the visual representations at high-level (patterns as glyph)
and low-level (items as bar in the circular pattern descriptor details), where the color and
orientation of each dimension’s visual encoding corresponds to each other; 3) expediting the
exploration process, such that users can easily transition between the Pattern Overview and
Pattern Detail View. This view consists of multiple circular bar charts, each of which indi-
cates each descriptor. Each Item in a descriptor is represented as a bar corresponding to its
value.
Second, we provide a Treemap View for users to qualitatively examine pattern narra-
tives (Fig. 28(c2)). The Treemap provides compact and space-filling displays of hierarchical
information, which summarizes the nested nature of the pattern, descriptors of the pattern,
and items of each descriptor. Each small rectangle within the Treemap represents an item,
with its value represented as its relative size, and its membership of descriptor represented
as its color.
5.5.5 Pattern Fine-tune Mode
Following the same flavor of human-in-the-loop design as [35, 51, 52, 103, 125], FacIt was
designed to allow users to progressively guide the factorization results towards their under-
standing of the data. According to the design requirements, the system should allow users
to provide feedback to the patterns to directly refine the model and also to refine the items
as an indirect approach to update the model.
Pattern Refinement. This interaction enables the users to delete and merge patterns
so that they can directly give feedback to the model. The interaction for pattern deletion
is straightforward. After selecting one pattern from the pattern overview, users can click on
the “delete” button to remove the pattern from the space. Users can select two patterns and
click on the “merge” button to combine them into a single one. Our approach to generate this
new pattern is as follows. Given two patterns i and j, the values for each descriptor d of the
newly merged pattern is the sum of each corresponding item value in di and dj. For instance,
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suppose two patterns in the coupon purchase dataset have gender descriptors of (0.4, 0.6)
and (0.3, 0.7), respectively. When merging these two patterns, the gender descriptor of the
resultant pattern would be set to (0.4+0.3, 0.6+0.7), followed by a normalization so that
the sum becomes 1. We perform the same operation for each of the descriptors to obtain
the reference matrix U(m
′
).
Item Refinement. Item refinement allows users to provide feedback to the factorization
results in an indirect manner. However, our experts found it more straightforward and
efficient, because it allows them to best utilize their domain knowledge to validate and
improve the quality of factor matrices. To support this interaction, FacIt provides the Item
Projection View for each descriptor. In this view, each item is represented as a circle with
the color indicating its descriptor and label indicating its name. The position of the item
is calculated based on MDS projection. Users can examine the relationships between the
items. In addition, the system supports drag and drop for the item circles so that users
can move and update the position of the items. Once users finish refining and click on
the “update” button, the system takes the updated positions of the items and constructs a
pairwise distance matrix P(m
′
) that reflects users’ understanding of the data.
5.5.6 Pattern Query Mode
Pattern Query Mode allows users to efficiently locate patterns that match with their explicit
points of interests. Fig. 28(e1) and (e3) presents two alternatives ways for users to issue
queries:
Query Panel. We develop the query input box for each descriptor to allow users to input
items of their interest. A query may have a single item from one descriptor or several items
from multiple descriptors. Once a query is made, the most relevant patterns are retrieved
and ranked based on their relevance to the user query. Given a query Q = {q1, q2, . . .}
that consists of multiple queried items, the relevance of a pattern r to the query Q is given
as: rel(r) =
∏
m∈MQ
∏
i∈I(m)Q
u
(m)
ir , where MQ are all modes (dimensions) involved in the
query, I
(m)
Q are the set of items involved in the query from the m-th dimension, and u
(m)
ir
is the descriptor value for the i-th item from the m-th dimension with respect to the r-th
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component. Once an item is added to the query, query is displayed as removable tags. Users
can click the “close” button to remove the items from the query or the save icon in the query
panel to save the query.
Item Bars. The item bar is placed in the inner ring of the circular bar in alignment
with item circular bar chart. Users can trigger a query by simply selecting items of interest
in the item bar.
To help users keep track of queries that they have performed, we add the support of
a query book for users to bookmark queries that they would like to quickly retrieve later.
Upon the query being issued, the system presents the most relevant patterns to the query as
follows: 1) the set of relevant patterns is highlighted in the pattern overview with the rank
of relevance added to the center of the pattern glyph; 2) at the same time, the pattern list
view shows the ranked list of patterns based on the relevance score.
5.5.7 Pattern Comparison Mode
The system provides both high-level comparisons and details-on-demand comparisons. To
support comparative analysis between the patterns, we use the Pattern Projection View and
Detail View. Once a pattern is selected, the system updates the color saturation of the petals
for the rest of the patterns, according to their similarity to the selected pattern. When users
select any two patterns, the two bar charts are aligned such that 1) each item bar from the
two charts is adjacent to each other, and 2) items are re-ordered based on the difference
between the two patterns for the same descriptor by manipulating superposition and explicit
encoding [68]. In this way, each descriptor in the circular bar chart pushes the discriminative
items to the outside and keeps common items near the middle to ease analysis of common
and discriminative items.
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Figure 29: NBA Shots Analysis: Model Inspection View. Once Kevin observed the
trend of the quality metric with respect to rank, he specifies the weight of contributions
to the rank suggestion for plausible ranks. Kevin further clicked on the points to quickly
validate the corresponding model outputs.
5.6 CASE STUDIES
Our case studies were developed by our domain experts and are to provide real-world exam-
ples that demonstrate how the system supports users in different applications of multi-aspect
pattern discovery.
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5.6.1 Model Inspection with NBA shots data
In this section, we work with our domain expert in sports analytics, Kevin, and uses an NBA
shot dataset from the 2014-15 season to illustrate the system’s model inspection capability.
Determine Rank Among Candidates. Kevinbegan by examining the trend of con-
vergence with different objective rank metrics in the Model Inspection View (T.1.1). At this
time, his analysis aimed at better interpreting the patterns rather than obtaining the optimal
result; this led him to set the model stability to 0 and others to 1 (T.1.2). After adjusting
the weights, the rank suggestion chart suggested three plausible rank candidates that have
relatively high suggestion scores, which are 17, 21, and 24 (highlighted in orange, pink, and
purple circles in Fig. 29). He clicked on those three dots in the rank suggestion chart se-
quentially to closely inspect the model with corresponding rank in the Circular View (T.1.3).
He observed that as the rank increases, the model is distributed among multiple patterns,
not dominated by just one (T.2.2). He was interested in verifying the model correctness by
understanding the resulting item projection in the zones. He found that, with rank 21, the
two-point zones are better clustered together when compared to the results of rank 17 and
24. After using the interactive model inspection process, Kevin was convinced that the shot
data can be properly decomposed into 21 patterns.
Explore Crunch Shots. Once the model was selected, our analyst was interested
in looking for “crunch time” shot patterns. Crunch time shots are ones that players take
when the game is on the line, i.e., in over time while the score difference is small. He was
particularly interested in comparing the representation of two players in this pattern, Stephen
Curry and James Harden, both on top of the NBA’s MVP list in 2014-2015. To do so, he
clicked on the item bar that corresponded to quarter 5 and the item bar that corresponded to
Stephen Curry (T.3,1). A set of relevant patterns was highlighted in the Pattern Projection
View (T.3.2). After inputting a corresponding query for James Harden, our analyst selected
two patterns for comparison, one from the most relevant patterns from each query. Fig. 30
shows the comparison of the two patterns (T.5.2). The most immediate difference is in shot
locations, where the yellow pattern (Curry) tends to take more shots from the right-wing,
followed by the deep paint, while the purple pattern (James Harden) tends to shot from the
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a Content-driven Pattern Exploration b Comparative Pattern Exploration
Figure 30: Crunch Shots By Stephen Curry and James Harden. Once Kevin identi-
fied the most relevant patterns to Stephen Curry and James Harden in overtime, he clicked
on these two patterns to reveal their comparisons in detail.
left-wing and right baseline for two points. Compared to conventional match statistics, this
pattern analysis from multi-aspect data provides more valuable insights as it further drills
down behaviors associated with different aspects.
5.6.2 Model Fine-Tuning with Customer Behavior Data
In the second usage scenario, we work with our domain expert in business analytics, Alice, on
a 5-dimensional coupon purchase dataset to demonstrate the capability of model fine-tuning
based on users feedback. Alice wanted to find informative coupon purchase behaviors.
She went through two iterations to optimize the result: (1) merging and deleting patterns,
and (2) manipulating the relationships between items. She was able to identify interesting
patterns with customized result.
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Merge Similar Patterns. After fixing the rank at 25 based on the Model Inspection
View, she started to refine the factorization results. Among the patterns that were clearly
clustered in two sets (T.2.1), she noticed that two patterns located in the left of the projection
view, shared almost identical ellipse shapes. She verified their similarity by selecting one of
the patterns, which recolored other patterns by their similarity to the selected one she found
that the two glyphs represent similar patterns in distributions of gender and age, and the
category dimensions dominated by Food and Delivery Service (Fig.31 a©) (T.5.1). To keep
patterns discriminative, she decided to merge (T.6.2) those two patterns (Fig.31 b©).
Delete Uninformative Patterns. As Alice continued her refinement, she found that
one pattern has the thinnest ellipses in almost all descriptors and believed this pattern carried
little informativeness (Fig.31 c©) (T.4.1). She clicked on the pattern and confirmed with the
circular bar charts that the pattern had an almost uniform distribution in all descriptors
except for the valid period (T.4.2). She decided that this pattern would not be informative
in further exploration and deleted it (T.6.1). She then clicked on the update button to
update the model.
Update Item Projection. In iteration #2, Alice focused on examining the item
projection view. By examining this view, she was able to find relationships among items:
For Genre, many genres formed a dense cluster while others were more isolated (Fig.31 d©).
She noticed one item in the cluster, Lesson, has a purchasing intent that is clearly different
from other categories. Then, she was able to incorporate her knowledge of purchasing intent,
which was not explained by the dataset itself, by moving Lesson away from other items. At
the same time, She moved Spa and Relaxation closer to the yellow cluster to teach the model
that these items are more similar to items in the cluster (T.6.3). She then clicked on the
update button, and was satisfied that the fine-tuned factorization results were more aligned
with her knowledge (Fig.31 f©).
Informative Patterns in Coupon Purchase. When our analyst was presented with
the final overview of the patterns, she was interested in locate the informative ones. She
quickly located two patterns—pattern #12 and pattern #19 (Fig. 32), because both of them
have the largest number of rounded petals (T.4.1). She clicked on these patterns to see their
details in the Treemap View (T.4.3). While pattern #19 (in yellow) shows the purchase
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Figure 31: Customer Behavior Analysis: Interactive Pattern Fine-tuning.
a©Alice merged two identical patterns; b© She further deleted a pattern that bears little
informativeness; c© The model updates to incorporate her feedback; d© The system presents
the relationships between the coupon genres; e©She updated the positions for certain genres;
f©The system updated the model to reflect her feedback.
behaviors of food related coupons from male and female seniors over 60, pattern #12 (in
purple) describes interesting behaviors of young, female customers for the relaxation and spa
related coupons.
5.6.3 Pattern Exploration with Policy Adoption Data
We present a case study of policy adoption analysis to illustrate the effectiveness of FacIt.
In this case study, we discuss the pattern analysis of policy adoption data in US state
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a Characteristic-driven Pattern Exploration b Comparative Pattern Exploration
Figure 32: Informative Patterns from Coupon Purchase Data. Alice identified the
two most informative patterns based on their pattern glyphs ( a©) and clicked on them to see
their details ( b©).
politics since the 1990s. Yvonne is a policymaker in the department of public health in the
Pennsylvania state government. She is now working to propose health insurance legislation.
She has three questions to address: (1) What are the dominant adoption patterns of health-
related policies? (2) Can we further decompose the dimension of those patterns into specific
health-related topics? How are the dominant patterns different from each other? (3) Are
the political interests of states different? How are they related to a state’s characteristics
(e.g., liberal or conservative)?
Content-driven Pattern Exploration. She started by querying health policy. After
selecting “Health” in the subject query box (T.3.1), she found that the system highlighted a
set of patterns that are related to “Health” policy using the color saturation in the pattern
glyph in the Pattern Projection View (T.3.2). She focused on exploring the four most relevant
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Figure 33: Policy Adoption: Pattern Scrutinization. a© Yvonne first queried the
“Health” category to detect the most relevant patterns. b© She found that the topic di-
mension decomposes patterns health-related pattern into different political agendas, two of
which fit into her interest. c© When she selected and compared those two patterns, they
had different distributions of topic and state. She especially noticed that states with the
opposite ideology are dominant actors in the patterns. d© She further explored the relation-
ship between the most conservative and liberal states by querying each of them. The system
showed her the difference in terms of which category is most relevant.
patterns with the greatest relevance scores (Fig. 33 a©). When she looked at the dominant
topics of these patterns, she noticed that they were characterized by different topics (Fig.
33 b©), which helped her analyze how health policies can be decomposed into policy agendas.
Among them, Pattern 25 and Pattern 26 were especially of interest to her for two reasons:
(1) The dominant topic of each is “prescription, patient, provider”, which directly relates
to her current interest (health insurance policy), and (2) The topical distributions of two
patterns were different, Pattern 25 was dominant by a few topics and pattern 26 was spread
across a higher number of topics (T.5.1).
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Comparative Pattern Exploration. She began to explore two patterns in detail
(Fig. 33 c©). In the dimension of states in the Treemap View, she noticed that Pattern
26 was mainly driven by liberal states, while Pattern 25 was mainly driven by conservative
states (T.4.3 and T.5.2). She also found that Pennsylvania was the second most dominant in
Pattern 25 among other dominant conservative states. In the topical dimension, Pattern 26
was all about “prescription, provider, patient” while Pattern 25 was distributed across multi-
ple items with two dominant topics, “prescription, provider, patient” and “organ, screening,
donation”. While she was exploring the patterns, those ideological differences drove her to
come up with another question: “How do policy agendas compare in liberal and conservative
states?”.
Relationship-driven Pattern Exploration. Now, she was interested in querying
states by their ideology and analyzing relevant patterns. First, she identified the most liberal
and conservative states. According to [19], the state ideology score in 2017 indicated that
CA, RI, HI, NY were the most liberal states, and SC, AZ, GA, UT were the most conservative
states. Since FacIt was able to issue multiple items in one query, she made two separate
queries, one for each group of four states (T.3.1) and saved them to the query book (T.3.3).
Interestingly, the two queries of liberal and conservative states resulted in different policy
topics with different patterns (Fig. 33 d©). For liberal states, health-dominant Pattern 26
was the most relevant one. On the other hand, Pattern 12, mainly driven by “Law and
crime”, was the most relevant pattern topic in conservative states.
By combining these analyses, she learned patterns in health-related policies in detail,
and could figure out in which states she could most likely make an impact.
5.7 DOMAIN EXPERT INTERVIEW
We invited the domain experts that collaborated with us to use and evaluate FacIt. These
experts were selected based on two criteria: (i) they must be familiar with the domain of the
data; (ii) and they must have experience of using tensor-based analysis to analyze multi-way
association patterns. We performed an in-depth interview with each expert one-on-one. Each
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interview lasted about 1.5 hours, and consisted of three sessions: (1) interface explanation
and initial feedback (30 minutes): we introduced experts to the dataset and key modules
of FacIt, and collected feedback on their first impressions; (2) using the system to explore
patterns (30 minutes): a session where experts used FacIt to explore tensor factorization, and
(3) a semi-structured interview (30 minutes): a post-study interview session where experts
discussed the usability and suggested improvements. The rest of this section presents their
aggregated feedback.
Visual Design: Experts were particularly impressed by the design of pattern presenta-
tion. They found that the pattern presentation in FacItdramatically improved their efficiency
when understanding, comparing and recognizing meaningful patterns. One of the experts
told us, “It usually takes a long time for my colleagues and me to examine the patterns,...,
before locating meaningful ones, especially when the number of them is very large”. With
the help of pattern circular view and projection view in FacIt, they felt it was “much eas-
ier to gain a comprehensive overview of patterns and understanding pattern relationships”.
They highly valued the design of the pattern glyph. They explained that, “the information
jointly encoded in the glyph, such as pattern dominance, descriptor informativeness, etc.
is really helpful to understand a pattern”. Moreover, experts approved of the functions of
selecting patterns for comparison and highlighting similar and discriminative items. All of
these features make pattern comparison easier and more intuitive.
System Interaction: Experts felt that several interaction tools supported by FacItwere
quite useful. With the help of those tools, they were able to easily incorporate their prior
knowledge, feedback, and specific target into the final presentation of patterns. First, all
experts appreciated having a model inspection module in FacIt. They pointed out that their
pattern exploration process with tensor factorization usually starts by selecting a proper
rank. Although they have data fitting evaluation metrics to consult with, they agreed that
“the whole process takes a considerable amount of time and effort because this rank is not all
about fitting to the data, but rather finding a set of interpretable patterns.” With the FacIt’s
inspection module, one expert reported that “the rank selection then becomes a trade-off
problem among a transparent set of objectives”, which makes the process much easier and
faster. Second, the feedback-based model fine-tuning was very well received by our experts.
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They confirmed that most of the time they all had some prior intuition or domain knowledge
before they leveraged any tool to explore patterns. Prior intuition sometimes helped them
locate meaningful patterns, but was unreliable, leading to unreasonable discoveries. One
of the experts emphasized that “this interactive feature will be useful and phenomenal.”
He confirmed that “it visualizes patterns after being re-tuned with my prior intuition; this
speeds up the process of locating meaning patterns when my intuition is correct, and helps
me recognize much earlier if my intuition is far from the fact.” Third, the experts gave espe-
cially positive feedback to the interactive pattern query module, where they “could explore
patterns relevant to an explicit set of interests.” Our experts tried different combinations of
queries. “[I] needed to go through each component to find [ones] that are most relevant to
my interests,” said by one expert. He also commented, “This module significantly speeds
up this process”. He particularly appreciated the query book because it allowed him to
quickly switch between visualizing of relevant patterns from different queries, allowing him
to compare them more efficiently.
System Usability: According to the experts’ feedback, they were satisfied with FacItand
considered it a comprehensive visualization and analysis system that fulfilled their require-
ments of understanding, exploring and interpreting patterns from a multi-aspect real-world
dataset. For instance, the experts were confident that the system could be effectively ap-
plied to areas not limited to: (1) semantic analysis of knowledge base composed of tensors
like (subject, verb, object), (2) community detection in multi-view, large-scale social net-
works, where each view corresponds to an aspect in tensor, and (3) discovery of road spatio-
temporal relationships from traffic datasets, which play a critical role in determining traffic
management strategies. The experts also expressed that the system could be efficiently and
effectively applied not only to search for meaningful patterns, but also to generate new pat-
terns with users’ domain knowledge as input. The experts believed this would be extremely
useful for researchers who want to verify their intuition with pattern visualization or hope
to incorporate their domain knowledge into pattern generation.
Improvements: Although our experts agreed that FacItwas easy to use in general,
they suggested some improvements and new features: (1) Domain-specific visual design:
While our experts understand FacIt’s value as a generic visualization tool for multi-aspect
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data in different domains, they suggested the system could use domain-specific visual design
to make patterns more intuitive to users, e.g., encoding descriptors with makers whose
shape and color have more semantic meanings in the corresponding domain. (2) Comparing
different modules: All the experts highly valued the feature of interactive feedback-based
model fine-tuning. However, they mentioned that it would be more convenient to compare
patterns generated with different intuition. If the system could retain model results and
allow experts to compare multiple models, experts could verify the validity of their intuition.
(3) Active feedback collection: The experts suggested that it would benefit the pattern
exploration process if feedback collection was two-way instead of one-way. Currently, only
users of the system are allowed to re-tune model results and update pattern presentation.
Two-way feedback collection would allow the system to actively collect feedback from users
for parts of results it has low confidence in. The system could crowd-source and store the
feedback from different users and update the default pattern display.
5.8 SUMMARY
In this chapter, we present FacIt, a visual analytic system for Tensor Factorization. The
system is built to meet the common requirements of real-world applications, such as model
selection, model refinement, and results scrutinization and interpretation. We have developed
a suite of model scrutinization and inspection tools to empower the model selection process.
A novel weakly semi-supervised tensor factorization algorithm is proposed to allow human-
in-the-loop tensor factorization discovery. In addition, we provide an interactive design that
caters to experts’ different exploration strategies, such as characteristics- and content-driven
pattern discovery. The effectiveness and usefulness of FacIt has been evaluated in usage
scenarios across different domains, followed by in-depth interviews with domain experts.
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6.0 DISCUSSION, CONCLUSION AND FUTURE WORK
Chapter 3, Chapter 4 and Chapter 5 incrementally build up to answer each of the three
research questions posed in the Introduction (Chapter 1). In this chapter, I will review my
framework towards interpretable tensor factorization for multi-aspect data. I will review the
studies that demonstrate the effectiveness of the framework and further discuss their impli-
cations. I first provide the conclusions and contributions of this dissertation by answering
each of the three research questions. Then, Section 6.2 presents a comprehensive discussion
of the results. After that, I talk about the limitations of this dissertation in Section 6.3.
Finally, Section 6.4 envisions potential future research topics.
6.1 CONCLUSION & CONTRIBUTIONS
6.1.1 Conclusions
Recent performance improvements in supervised learning call for the improvement of the
interpretability of such models and their results. Therefore, much research has proposed
ways to facilitate the understanding and explanation of models. However, considerably less
attention has been given to the development of interpretability in unsupervised settings.
This dissertation takes the initiative to look at the interpretability under the umbrella of
unsupervised learning, and we propose a M3 framework towards the interpretability in unsu-
pervised pattern mining. We select multi-aspect data because an increasing amount of data
generated has various multi-aspect characteristics. We use tensor factorization to demon-
strate the proposed framework since it is one of the most popular techniques for uncovering
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patterns in multi-aspect data.
The need to interpret for unsupervised mining is critical because of several challenges.
1) Mining with the mismatch between human information need and reconstruction errors.
Simply applying an off-the-shelf mining toolkit does not respect the particular information
need of the users. 2) Mining with insufficient evaluation criteria. Current evaluation schemas
undergo either qualitative examination of outputs (e.g., topic modeling) or using downstream
tasks as a proxy to measure mining quality (link prediction in graph representation learning).
3) Mining with the mismatch between experts’ domain knowledge and data-driven models.
Data can be noisy. Even if a model is tuned to the users’ information need, the results
may not readily translate to something domain experts’ can agree upon. 4) Mining with the
mismatch between underlying multi-aspect pattern and human understandability. Patterns
from multi-aspect data require its interpretation simultaneously from multiple perspectives.
Different presentations of a pattern can vary in experts’ ability to understand them.
These challenges stimulate this dissertation. A M3 framework of pattern discovery from
multi-aspect data was proposed to address each challenge. To ease the mismatch between
human information need and reconstruction-oriented factorization, we propose the multiplex
pattern discovery component. In this component, the information need is operationalized
through a regulative tensor factorization model that is tuned to users’ information needs. To
ease the evaluation of patterns from tensor factorization, we design a multifaceted pattern
evaluation schema, where patterns are validated from multiple perspectives: quality, validity,
and utility, where quality stands the overall quality of tensor factorization, the validity
suggests how well the patterns can be explained by the experts’ domain knowledge, and the
utility evaluates the applicability of patterns in downstream tasks. To further close the gap
between human interpretability and interaction with the factorization process, we propose a
visual analytic system as a united approach to simultaneously address all the challenges.
This thesis introduced three studies to build up the components of the interpretation
framework and demonstrate its effectiveness. In the first study, we situated the requirement
of a carefully crafted model to cater to the information need in an urban space in the af-
termath of the major events. Compared to a participatory assessment of the impacts of
events [176], there is a crucial need for a data-driven model to reveal the impacts quickly.
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With the increasing amount of multi-aspect data becoming available, we formulate the in-
formation need as a contrasting pattern discovery problem given multi-aspect mobility data
from before and after major events in the city. We design a collective tensor factorization
model, PairFac, to uncover the shared phenomena and discriminative phenomena. Pair-
Fac takes multi-aspect data as input and split into two groups, before and after certain
events. We apply PairFacin two case studies and demonstrate its capability to reveal per-
sistent and changing mobility patterns following events of interest. For example, in our first
case study, using data from the terrorist attacks in Paris of 2015, we see that activities
around professional life and food venues experienced the fewest changes.
In the second study, we target the information need in the domain of understanding
contrasting user behavior patterns in massive online courses (MOOC), with a particular
interest in identifying the relationships between underlying behavioral patterns and perfor-
mance outcomes. We propose a tensor-based learning method, iDisc, that discovers the
common and discriminative learning patterns at multiple levels. Based on this, it projects
users to a latent space (i.e. embedding for the downstream prediction tasks) to identify the
association between the multi-way interaction of the features and the students’ performance.
The empirical studies with the dataset from different MOOC platforms have shown that
iDisc yields promising results on the effectiveness and efficiency.
In our third study, we propose a visual analytic system, FacIt, to simultaneously address
all the mismatches we identified with pattern discovery from multi-aspect data. The system
is built to meet common requirements, such as model selection, model refinement, results
scrutinization, and interpretation for its real-world applications. We develop a suite of model
scrutinization and inspection tools that empowers the model selection process. A novel
weakly semi-supervised tensor factorization algorithm is proposed to allow human-in-the-loop
tensor factorization discovery. In addition, we provide an interactive design that caters to
experts’ different exploration strategies, such as characteristics- and content-driven pattern
discovery. The effectiveness and usefulness of FacIt have been evaluated through usage
scenarios across different domains, followed by in-depth interviews with domain experts.
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6.1.2 Contributions
In general, I believe that there are several key contributions of this dissertation:
• An understanding of the challenges of interpretability in unsupervised pattern discovery.
To the extent of my knowledge, while interpretability in machine learning has become
an increasingly known issue, this dissertation is the first to explore the problems of
interpretability in unsupervised settings.
• A framework to address the challenges of interpretability in unsupervised pattern discov-
ery. By understanding of challenges, this dissertation provides the first attempt to create
a framework of interpretable pattern discovery from multi-aspect data. The M3 frame-
work consists of three components to address the identified challenges: 1) multiplex
pattern discovery to close the gap between human information needs and standard pat-
tern discovery tools; 2) multifaceted pattern evaluation to validate patterns via multiple
approaches; and 3) multipurpose pattern presentation to close the gap between pat-
terns and human understandability, and allow experts to provide feedback in the loop of
pattern discovery.
• A demonstration of the effectiveness of the proposed framework with three studies. The
dissertation contributes three studies that are incrementally organized to demonstrate
the use of the framework in solving real-world problems of interpretability where human
information needs intersect with pattern discovery from multi-aspect data.
6.2 DISCUSSION OF RESULTS
My dissertation proposes a framework for interpretable tensor factorization for multi-aspect
data. To formulate the framework, it presents three studies that incrementally address
interpretability in the process of pattern discovery. Beyond the specific results of each study
previously discussed, reviewing them as a whole could lead to key insights into a better
design towards interpretable pattern discovery from multi-aspect data.
152
6.2.1 Multiplex Pattern Discovery to Ease the Mismatch Between Human In-
formation Need and Naive Error-Based Optimization
To properly repair the mismatch, this dissertation argues that one plausible way is to un-
derstand the information need and design customized models beyond the standard pattern
discovery process. The different information needs presented in this dissertation are all struc-
tured under the same idea of understanding the exact information need and conceiving the
corresponding problem formulation with both reconstruction and human information need.
Our first study targets event impact analytics in the aftermath of disasters in a city.
Compared to a typical participatory impact assessment, there is the need for an expeditious
data-driven evaluation mechanism to present an understanding of the impact on the stake-
holders in the city. Accordingly, we formulate a problem of contrasting pattern discovery in
the mobility data, leveraging its multi-aspect nature. PairFac is designed to identify underly-
ing mobility patterns, for understanding persistent and the changing patterns among them.
Our second study tackles the information need to understand the behavioral patterns of
users on MOOC platforms from different performance groups. In addition to recognizing the
patterns that lead to different performance outcomes, there is also a need to explore patterns
at multiple scales. To cater to the information need, we formulate a problem of multi-level
discriminative pattern discovery from a pair of tensors. iDisc is an iterative framework that
reveals the contrasting patterns at multiple levels. In our last study, we address the problem
of generic tensor factorization. The multiplex pattern discovery works in such a way that it
presents a comprehensive list of metrics. Users can tune the model directly based on their
information needs, including sparsity, stability, and quality of reconstruction, in the model
inspection tool of FacIt.
This connects to existing work in “model-based” interpretable supervised machine learn-
ing, where users may favor a revised model for the sake of being able to interpret it. For
example, smaller models [17,78,85] or sparse models [254] are preferred over large, black-box
models.
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6.2.2 Multifaceted Pattern Evaluation to Mine Under Insufficient Evaluation
Criteria
While existing unsupervised learning focuses on revealing underlying data patterns, there
has not been a systematic way to evaluate these patterns. When evaluating of tensor fac-
torization, one line of work focuses on validating patterns from domain experts’ points of
view (refer to survey paper at [7]). While pattern examination often leads to hidden insights
in multi-way interactions, how it deepens our understanding of the data is unclear. Another
line of work directly evaluates via applications of the patterns in downstream tasks (e.g.,
recommendations [21,97,175,182,185]). However, despite the success of such work, they still
leave the users with a black-box model without explaining the underlying mechanism for the
generation of recommendations.
Given the increasingly popular use of tensor techniques, we call for a multifaceted pattern
evaluation, which considers quality, validity, and utility of the results: quality stands the set
of metrics that evaluate the overall factorization performance, such as reconstruction error;
validity indicates how well are the results aligned with experts’ expectations based on their
domain knowledge; and utility suggests the applicability of the results in downstream tasks,
such as clustering, classification, or recommendations. In our first study, PairFac was able
to generate a set of patterns that describe the impacts of major events in the city. However,
it is clear unclear how the patterns can be used beyond explaining and examining what has
happened. In our second study, we conduct an intrinsic evaluation to make sure the patterns
from iDisc make sense to experts. In addition, we involve domain experts to qualitatively
examine the utility of the patterns in a classification task. In our third study, FacIt first
presents a comprehensive set of quality indexes. Then, the validity of the patterns is checked
by the experts via directly examining them, and the utility of patterns is verified by inspecting
the pairwise relationships between items based on the patterns.
We need to acknowledge that such evaluation schemas are not new to the field of tensor
factorization. For example, Ho et. al [87] addressed the interpretability and predictivity
of phenotypes discovered from multi-aspect data built from electronic health records. This
echoes with our call for multifaceted pattern evaluation in both validity and utility.
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6.2.3 Multipurpose Pattern Presentation to Overcome the Mismatch Involved
Domain Knowledge and Human Understandability
To the best of our knowledge, this dissertation presents the first attempt to involve experts
in the process of pattern discovery in a generic, multi-aspect setting, with novel pattern
presentations and interaction mechanisms.
Tensor factorization has many applications in a wide range of domains, e.g., telecom-
munications [46,196,197], neuroscience [136,143,147], and data mining [206,207]. However,
few applications involve the domain experts in the process of pattern discovery. Our first
two studies fall into the category of not utilizing experts’ domain knowledge. It has become
increasingly alarming to us how much of a gap there is between discovered results and results
that experts can understand. To address this problem, our last study argues that having
experts in-the-loop along with the thoughtful design of pattern presentation can lead them
to explore better, interpret, and refine patterns.
Multipurpose pattern presentation features several novelties in the visualization design
of patterns. First, it sits in an interactive visual analytics system, which allows experts to
manipulate patterns and provide feedback to refine them. Second, the pattern presentation
features high-level summary displays that empower efficient exploration and identification
of patterns. Last but not least, the pattern presentation is enriched by both quantitative
and qualitative visualizations that allow for detailed pattern examination on demand. We
believe the multipurpose nature of pattern presentation elevates tensor pattern discovery to a
transparent and effective process for human understandability, an interactive and responsive
mechanism to build upon domain knowledge.
6.3 LIMITATIONS
Despite the above contributions and insights, I acknowledge that my dissertation has several
limitations, which are discussed in the following subsections.
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6.3.1 Limited Guidance in Pattern Evaluation
First, it is important to acknowledge the evaluation strategy in the three studies, especially
for the first two studies are not results of rigorously following our proposed guideline for
multifaceted pattern evaluation. In fact, it is through the reflections of these sequential
studies and observations of the current practice in the field that we come to the realization
of the deficit efforts in a thorough evaluation standard.
Multifaceted pattern evaluation suggests considerations when experts devise their evalu-
ation strategy of multi-aspect mining, but with limited details on the exact guidelines, they
follow to design experiments in a way that meets these considerations. Since the specific
context, data, and task can vary, the reflection of each consideration can also be different.
The quality aspect of the results consists of several quantitative measurements. The va-
lidity of the patterns is mostly done with manual inspections by the experts in real-world
applications with exceptions of quantitative evaluation when the synthetic dataset is used in
the experiments. However, the evaluation through validity is more complicated because the
tasks involved vary. For example, iDisc evaluates the utility in a quantitative and prediction
task while FacIt inspects the utility through a qualitative examination over pairwise item
relationships in the embedding space of the items (e.g., player embeddings). In this regard,
this thesis provided a limited understanding of specific evaluation suggestions, especially
when evaluating the aspect of utility.
Besides, the guidance suggested might not be directly transferable to other unsuper-
vised tasks. For example, multifaceted pattern evaluation for tensor factorization urges the
consideration of quality, validity, and utility of hidden patterns. While it is a task to quali-
tatively examine the validity of the latent patterns from the tensor factorization, it is often
not applicable to vet the continuous latent space as a result of other unsupervised tasks,
e.g., auto-encoder, or PCA. This requires an appropriate realization of quality, validity, or
utility. For example, Hsu et. al [89] propose a factorized hierarchical variational autoencoder
that learns disentangled and interpretable representations from sequential data. The valid-
ity of the latent representations is examined by manually scanning the sequence level and
segment-level variables, and their connections to sequence-level and segment-level attributes
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of the speech.
6.3.2 Limited Context of Information Need
Multiplex pattern discovery from multi-aspect data takes the information need and formu-
lates a customized regularization module in the objective function of the factorization model.
I acknowledge that this dissertation illustrates the process and the result of analyzing for
particular kinds of information need.
FacIt, looks at a generic tensor factorization model with the extended capability to incor-
porate experts’ information needs, when such needs are not available upon the factorization.
While most of the human information needs in multi-aspect data aim to reveal patterns
from a single tensor (or coupled with heterogeneous data sources), we are interested in ad-
dressing the needs for pattern discovery from a pair of tensors. For example, PairFac takes
the information need to understand contrasting patterns given a pair of multi-aspect data.
iDisc takes it one step further with the assumption that contrasting patterns can reside at
multiple levels, and a hierarchy-driven pattern exploration could aid the exploration process.
At the heart of PairFac and iDisc is, the problem of contrastive pattern discovery from a
pair of multi-aspect data. We focus on this problem because we believe it is the root analysis
of many application domains, such as multi-aspect biomarker discovery in biology, anomaly
detection in multi-aspect time-series. In the future, we would also like to investigate human
information needs that are related to pattern discovery from a set of tensors. While these
studies shed light on different principles of modifying standard factorization models, namely,
collective, iterative, and interactive, divergent requirements of human interests should be
discussed so that a suitable set of corresponding models can be designed.
6.3.3 Limited Usage Scenarios of Tensor Factorization
This dissertation tackles problems of tensor factorization in specific usage scenarios without
considering the inclusion of auxiliary data upon the factorization. We target translating
concrete information need in pattern discovery to operationalizable constraints in the objec-
tive function in the first two studies. Our last study presents a model that can incorporate
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domain knowledge, should it become available. However, it still aims for a generic tensor
factorization setting for experts to start with. Compared to advances in the area of data
fusion within the framework of tensor factorization, the M3 framework might come up short
for experts who have the clear and well-structured domain knowledge to fuse into the factor-
ization process. We believe that our M3 framework can still be used to guide interpretable
pattern discovery from multi-aspect data in such cases. Experts can benefit from multi-
faceted pattern evaluation and multipurpose pattern presentation to better understand and
communicate their results.
6.3.4 Limited Tasks in Unsupervised Learning
Unsupervised learning consists of a broad set of tasks for datasets, where labels are not
explicitly available. Common problems that fall into this category include clustering, auto-
encoder, generative adversarial learning, and other latent variable models. This dissertation
focuses on pattern discovery from multi-aspect data due to its increasing number of applica-
tion areas. Although we have presented several studies as proof of concept for the proposed
framework, it requires non-trivial efforts to generalize it to other unsupervised learning tasks.
Different mining tasks might inherently present varying challenges that require an in-depth
understanding of corresponding problem domains. The M3 framework is proposed to ad-
dress challenges in mining from multi-aspect data. We conjecture our framework could work
with unsupervised tasks for the discovery of latent representations of some form that experts
can comprehend, such as interpretable latent representations from autoencoder [89, 220].
However, the solutions might not be pertinent to other mining tasks where the latent states
are rather difficult to interpret, such as generative adversarial networks or reinforcement
learning.
6.4 FUTURE WORK
In the future, I would like to explore the following research directions.
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6.4.1 Data Fusion in Tensor Factorization
As explained in Section 6.3.3, none of the studies within the scope of this dissertation have
systematically assumed domain knowledge as priors of pattern discovery. The M3 framework
has been designed for novice users of tensor factorization and crafted in a way that minimum
domain knowledge is required to kickstart pattern exploration.
As users become more comfortable with tensor factorization, their understanding of the
problem and the corresponding solution space could be enriched by additional information
they gather. Therefore, I am interested in exploring the framework for advanced use cases.
Our experts could have domain knowledge in various forms of well-structured data that they
can use to guide pattern discovery. For example, Acar et al. [4] propose a coupled matrix
and tensor factorization framework and use data from multiple sources to aid the discovery
of underlying data structures from the multi-aspect data. This triggers the understanding of
the challenges involved in factorizing multi-aspect data, where multiple data sources jointly
describe the data. For instance, given a tensor of customers’ rating history over a set of
items, specific interpretability challenges will arrive in the process of pattern discovery, with
the availability of customer-customer friendship or item-category information.
The M3 framework can potentially be tuned for pattern discovery in these scenarios,
considering they use multiple data sources. In our work, multiplex pattern discovery devises
regulative terms as proxies of information need. This multiplex pattern discovery could be
extended to bridge the domain knowledge into the objective function in a similar way, as
constraints of the model. Our current practice of multipurpose pattern presentation focuses
more on the interpretation and exploration of patterns, rather than the multi-aspect data
input itself. Given the multiple data sources concerning the targeted multi-aspect data,
additional efforts would need to be made to understand the various data input and rela-
tionships among them. A relational hypergraph describing the relationships between data
sources [121] could be a promising interactive channel for users to explore and exploit the
domain knowledge in tensor factorization. On the other hand, multifaceted pattern evalu-
ation requires additional considerations regarding the empowerment by domain knowledge,
beyond the validity and utility of the patterns.
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6.4.2 Generalization to Other Unsupervised Tasks
This dissertation focuses on one of the most popular tensor factorization techniques, CAN-
DECOMP/PARAFAC decomposition. Among the alternatives, Tucker decomposition is
also one of the most studied decomposition techniques, although it lacks the aid of inter-
pretability in the results. Although the parameters involved differ from CP decomposition,
we believe the M3 framework is a promising start to understand the specific requirements
of interpretable tucker decomposition from multi-aspect data.
With the advancements of computing power and the availability of massive amounts of
data, recent work has explored beyond linear transformations of data to latent patterns and
studied the potential of latent embedding as a result of non-linear processes. For example,
neural collaborative filtering [82] replaces the inner product of the user and item embedding
with a neural architecture that can learn an arbitrary function from data. Neural tensor
factorization [235] uses a multi-layer perceptron structure for learning the non-linearities
between different latent factors. While these works present the potential to leverage non-
linear embeddings in their respective tasks, they also pose unprecedented challenges. Since
such work is in the intersection of tensor factorization and deep neural networks, it would
be interesting to explore frameworks that can simultaneously interpret latent factors from
the multi-aspect data and the latent factors from a non-linear transformation process.
I am fascinated by the fact that we can use a more compressed and more abstract form
of data to represent noisy data, possibly being massive in size. Tensor factorization is truly
one of such processes. Beyond that, there are other unsupervised tasks that require the
aid of interpretability. For example, neural networks, such as Autoencoders [123, 124] and
Generative Adversarial Networks [70], learn efficient data codings from the data. It would be
interesting to devise a framework towards interpretable latent representation learning from
these neural networks.
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