Abstract-Due to the high noise levels in frame-by-frame reconstructed dynamic PET images, voxel-wise estimation of kinetic parameters remains a challenge. Most traditional denois ing schemes compute the time activity curve for a given voxel by averaging voxels in its immediate local neighborhood. We recognize the fact that similarities between time activity curves are not necessarily local due to the distributed nature of the tracer uptake properties of similar tissue types. We, therefore, present a denoising scheme based on the nonlocal mean (NLM) that allows us to compute voxel-wise estimates of kinetic parameters.
I. INTRODUCTION
The physiological processes involved in the uptake and metabolism of isotope-labeled positron emission tomography (PET) tracers can be conveniently represented using compart mental models [1], [2] . A dynamic frame-by-frame recon structed PET image consists of a set of time activity curves (TACs), each of which corresponds to a voxel location in the image. Fitting of a compartmental model to the TACs generates a spatial map of the kinetic parameters, which are the rate constants associated with tracer exchange between compartments. These parameters are often crucial for interpret ing dynamic PET data and differentiating between normal and diseased tissues. Kinetic parameter estimation is a non-linear inverse problem. In some applications, one can instead reduce the computational burden and resort to graphical techniques such as Patlak or Logan for parametric image estimation [3] , [4] , [5] .
The advantage of the model-based approach is that it is quantitative unlike the standardized uptake value which may depend on a variety of factors including the precise amount of tracer reaching a particular voxel and the patient blood sugar level at scan time [6] . Therefore, parametric imaging is particularly promising for oncological applications such as therapeutic assessment and treatment planning, which strongly rely on the consistency of quantitative information across scans. Traditionally, these parameters are estimated from a series of images reconstructed from dynamic PET data. However, typical TACs associated with PET images tend to be very noisy. This poses a challenge to parametric image estimation, particularly to voxel-wise computation of kinetic parameters owing to the nonlinear and non-convex nature of the inverse problem. As a result, kinetic parameter estimation is often limited to applications where specific regions of interest (ROIs) can be delineated, and these parameters are computed for average TACs corresponding to different ROIs.
Our goal here is to develop a smoothing technique that allows us to denoise reconstructed TACs without causing significant increase in bias, thus enabling us to generate voxel wise estimates of kinetic parameters. In recent years, image denoising based on the non local mean (NLM) has become in creasingly popular [7] , [8] . Unlike conventional neighborhood filters, which use local spatial correlation, in this technique, the search for voxels similar to a given voxel is no longer restricted to its immediate vicinity. This is an attractive feature for handling PET TACs since tissue types exhibiting similar tracer dynamics are often distributed all over the body. We, therefore, present a method for denoising PET TACs based on a nonlocal similarity measure. We demonstrate that this denoising scheme is more effective than local averaging and apply it to compute kinetic parameters for simulated dynamic phantom data.
In section II, we describe how the NLM approach originally developed for static 2D images has been extended here to han dle dynamic PET data. Section III presents a simulation study that compares the NLM approach with Gaussian denoising. To enable application to real data sets, we have accelerated the developed NLM denoising framework using a prior clustering step explained in section IV. Finally, in section V, we look at parametric images obtained from mouse [ 18 F] FDG PET data.
A set of concluding comments are presented in section VI.
II. THE NLM DENOISING FR AMEWORK

A. The Nonlocal Mean
The concept of the nonlocal mean was introduced by Buades et al [7] . The nonlocal mean intensity of a pixel, i, in an image,
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I, is a weighted average:
jE I W z, J jE I Here u( i) represents the intensity of the ith pixel in image I. The weight, w(i,j), is a measure of similarity between the patches or local neighborhoods surrounding the ith and jth pixels and is commonly defined as:
Here, lj represents the kth neighbor of pixel j and (J" is a smoothing parameter. This filter, therefore, assigns higher weights to pixels with local texture similar to that of the pixel of interest.
B. Denoising of Time Activity Curves
The technique in (I) is designed for 2D images. In order to extend it to 4D spatiotemporal data, we introduce two modifications. The first of these is motivated by the availability of the extra dimension of time in these data sets. The success of the original formulation is contingent on the property of patch regularity in images [9] . Instead of computing the weight, w( i, j), based on local texture, as was done in (2), we redefine this in terms of the similarity between the TACs corresponding to two voxels, as follows:
Here, the reconstructed PET TACs have been denoted as u(i, t), where i represents an image voxel while t represents a time point. The orginal implementation of the NLM used a subimage surrounding the pixel of interest for similarity computation. To fully exploit strength of the non local property, we modify this implementation and precompute the similari ties for all voxels pairs. We then set similarity values below a certain threshold, 5, to zero. The complete process flow is illustrated in Fig. I . The resultant TACs can be computed from:
where Ji denotes the set of voxels above the similarity threshold and thus having TACs most similar to that of a given voxel. 
III. SIMULATION RESULTS
We used a two-tissue, three-compartment model simulation of [ 18 F] FDG uptake and binding to generate TACs corre sponding to 30 time frames for the modified Shepp-Logan phantom. The blood input function used was a smoothed version of the measured plasma input obtained from clinical patient data. A separate set of kinetic parameters was assigned to each constant intensity region inside the phantom. Since Gaussian noise is an accepted approximation for the noise observed in reconstructed PET images [10] , the TACs were corrupted with Gaussian noise and then de noised using the nonlocal averaging approach. For comparison, we also de noised the TACs slice-by-slice using a local Gaussian filter. The size of the Gaussian filtering kernel was set to 5 voxels. Fig. 2 qualitatively demonstrates the difference in the perfor mance of the two approaches. For quantitative assessment, we performed bias-variance studies using this setup. We used 25 noisy realizations. Bias-variance curves were computed for 4 different ROIs (as shown in Fig. 3) , each corresponding to a constant intensity region in the phantom. The curves demonstrate that NLM significantly outperforms the Gaussian filter. Accordingly, we obtained more accurate estimates of the kinetic parameters using this approach as shown in Fig. 4 . Each ROJ corresponds to a constant-intensity region in the original image. The specific ROJ is indicated using solid blue color in the insets. Here the same initialization was used for retrieving the kinetic parameters from undenoised, Gaussian denoised, and NLM denoised TACs.
IV. ACCELERATION USING PCA
The described NLM framework requires the computation of a similarity matrix, as illustrated in Fig. I . This matrix can be arbitrarily large for real PET data sets and poses a significant computational challenge. We address this problem by dividing the TACs into a number of smaller groups. This would entail computation of smaller similarity matrices and would drastically diminish the CPU and memory burden. A natural way to do this is to consider each spatial slice as a group. This makes the method semi-local. We refer to this as slice-by-slice NLM in the rest of this paper. A more sophisticated approach is to use a clustering method to initially divide the data into small groups and to then compute the NLM over each cluster. Here, clustering is done based on principal component analysis (PCA) as illustrated in Fig. 5 using a method similar to [II] . PCA is performed over the temporal dimension. The resulting number of principal components is the same as the number of time frames in the dynamic data set. We first perform singular value decomposition (SVD) to obtain the full set of singular vectors representing the principal components. Then each TAC is projected on the principal components corresponding to the n largest singular values. For each principal component, the set of projections are thresholded by the median over the set to yield 2n clusters. The resulting clusters tend to be distributed over the volume, preserving the non local nature of the overall method. We refer to the NLM framework incorporating this clustering technique as volumetric NLM elsewhere in this paper. An example of this clustering method applied to a real dynamic data set is presented in Fig. 6 , which shows the numbers of voxels in each of 8 clusters, the general trends of tracer uptake in each cluster, and the spatial distribution of the clusters within a single slice.
V. EXPERIMENTAL STUDY
We have applied the NLM framework to preclinical dynamic Data was acquired frame by frame for 60 min. Slice-by-slice reconstruction was performed using a maximum a posteriori approach.
For model-based interpretation of this dynamic data set, we resorted to the Patlak graphical technique [3] , [4] . This method is founded on the assumption of the existence of one or more tissue regions where tracer uptake is irreversible. We computed Patlak parametric images from TACs de noised using a Gaussian filter (with a kernel size of 7 voxels), a slice-by-slice NLM approach, and a volumetric NLM approach. The results are shown in Fig. 7 . Compared to the Gaussian approach, which generates a less smooth background and blurs out a lot of the detail, NLM generates smoother images with more detail. Vo lumetric NLM appears to provide better contrast between the high activity regions and the background than the slice-by-slice approach.
VI. SUMMARY AND DISCUSSION
We have developed a denoising technique for dynamic time series PET data based on nonlocal averaging. We have performed simulation studies to compare our method to Gaus sian filtering. The studies indicate that the NLM technique generates better bias-variance properties and more accurate estimates of kinetic parameters for compartmental modeling. We have implemented a PCA-based clustering approach to speed up the computation of pairwise similarities and thus enabled the extension of this framework to process real data sets. We applied our method to a dynamic PET data set from a mouse [ 18 F] FDG study. Patlak images were generated for different denoising methods. Qualitative examination of the images indicates that the clustering-based volumetric NLM method generates smoother images with higher contrast than the other methods.
As future work, we plan to design and perform more real istic simulations to validate our method. NLM computation, as implemented in this work, utilizes a smoothing parameter and a threshold parameter. We are currently looking at ways to automatically compute these parameters for a given data set. Finally, we will be examining the clinical utility of this developed technique by applying it to a patient [ 18 F] FDG PET data set.
