In this paper, we propose the multi-domain dictionary learning (MDDL) to make dictionary learning-based classification more robust to data representing in different domains. We use adversarial neural networks to generate data in different styles, and collect all the generated data into a miscellaneous dictionary. To tackle the dictionary learning with many samples, we compute the weighting matrix that compress the miscellaneous dictionary from multi-sample per class to single sample per class. We show that the time complexity solving the proposed MDDL with weighting matrix is the same as solving the dictionary with single sample per class. Moreover, since the weighting matrix could help the solver rely more on the training data, which possibly lie in the same domain with the testing data, the classification could be more accurate.
INTRODUCTION
In the literature of the dictionary learning, we always want to solve a L 1 −norm regularized problem. The Lasso problem [1] is formulated as follows.
where A ∈ R d×n is a dictionary and b ∈ R d is query data. The Lasso aims at recovering the sparse structure of b w.r.t.
A. Hence, it is expected that x is a sparse vector. Sparse Representation-based Classification (SRC) [2] utilized the discriminative characteristic of the lasso problem to do the classification. On image classification, SRC is robust to noise or random corruption, but not robust to real-world outliers, such as different lighting conditions or occlusion of faces [2] [3] [4] , since distributions of these outliers are far from distributions of samples in the dictionary A.
Generative adversarial neural networks (GANs) [5] could generate image data based on cues of inputs. The CycleGAN [6] generates image-to-image pairs that transfers an image style into another domain. Therefore we propose to alleviate the weak expresiveness of the dictionary A via CycleGAN by generating training data with error drawn from real-world error distribution on a general image classification problem.
We propose Multi-Domain Dictionary Learning (MDDL) to alleviate the weak expressiveness of the dictionary A via these image-to-image translating GANs. We generate training data from different styles to construct a multi-domain dictionary. Through solving the Lasso with the multi-domain dictionary, the classification is more robust. However, generating a dictionary with many samples per class (SPC) would create a very heavy dictionary. With the popular alternating direction method of multipliers (ADMM) [7] [8], solving the Lasso with a dictionary A, feature dimension d, class number n, and SPC s, needs O(max(d 2 sn, (sn) 3 )) time, as detailed later. Thus, higher SPC and larger class number would cause inefficiency. To resolve the issue, we propose to calculate a weighting matrix based on correlations between a testing sample and a dictionary, and then project correlations onto the surface of the L 1 ball to construct a weighting matrix M ∈ [0, 1] (n×s)×n that maps SPC from s to 1. The weighting matrix has two benefits. First, the time complexity of solving the Lasso with the ADMM reduces to O(max(dn 2 , n 3 )); thus the complexity of large dictionary learning is the same as the SPC = 1 case. Second, a testing sample is closer to an indicated domain with larger weights in M . Since the dictionary relies on samples from the indicated domain more, the classification could be more accurate.
Eq.(1) is the vanilla Lasso. The proposed MDDL is not limited to solving the vanilla Lasso. There are several other numerical models solving sparse inverse problems which the proposed MDDL is also applicable to, such as Group Lasso [9] , Elastic Net [10] , Fused Lasso [11] , and K-Support [12] . In fact, the proposed MDDL is not limited to the SRC, it is also applicable to other dictionary learning-based classification methods in the literature [ [18] .
Although recent deep learning classification networks are popular, they are data-driven approaches and need many training data of every class. If only limited training data are accessible, say only one training sample per class for 100 classes, deep learning-based classification methods usually fail [19] [20] . However, to train the CycleGAN, we only need examples from source domain and targets domain. It is easier to collect data under the same domain (many face examples under the same lighting condition) than collect data of a specific class under several domains (a specific person face under several situations). Therefore, we use the CycleGAN with dictionary learning rather than the image classification networks.
We summarize our contribution as follows. 1. We show how modern GAN models could help the traditional dictionary learning approach. 2. We use an additional weighting block to simultaneously decrease the computational time and largely increase the accuracy. 3. We conduct experiment on different multi-domain image recognition tasks with different Lasso variants.
MULTI-DOMAIN DICTIONARY LEARNING
In the vanilla Lasso, suppose we have a dictionary A ∈ R d×(s×n) with feature dimension d, number of class n, and SPC s. In the most simple case s = 1, the expressiveness of the dictionary is weak. Thus, the SRC could not be so robust to testing data b ∈ R d , drawn from various real-world scenarios.
We propose to use GANs that could generate image-toimage translation pairs to alleviate the weak expressiveness of the dictionary A. We have a dictionary collecting training data drawn from the source domain D S , pre-trained generators that can map data from D S to the target domain D T , and a style set T defining all the transferred styles. The generator is
Suppose the SPC is 1. A S ∈ R d×n , drawn from the source domain D S , is the weakly expressive dictionary. We could obtain a set of style transferred dictionary A T = G T (A S ), ∀T ∈ T . Then we merge all the transferred dictionaries to get the miscellaneous dictionary
, is the subdictionary that collects all the k-th class data in the source dictionary and all the style transferred dictionaries. Thus, if |T | = s − 1, the SPC is s with the source domain data. The expressiveness of A M is s times more than A S .
The vanilla Lasso could be solved stably under the ADMM framework. If we use the miscellaneous dictionary, the vanilla Lasso with large dictionary is formulated as follows.
However, A M is a large dictionary since we have high SPC.
The time complexity for the ADMM to solve the vanilla lasso is at least second-orderly dependent on the SPC term, as detailed later. This large dictionary is very inefficient to solve. We propose to introduce a matrix M ∈ R (n×s)×n that maps data of n × s dimensions to n, equally to reduce the SPC to 1. The model is formulated as follows.
This could benefit reducing the time complexity to the orig-
The l-th entry of M k shows how the l-th domain corresponds to the sparse structure x of the k-th class. In order not to bias on any classes, we constrain M k 1 = 1.
To construct M k , we first compute the correlation C k between the testing data b and the sub-dictionary A k .
The softmax function is a popular nonlinear mapping to project a vector onto the surface of the L 1 ball. We then compute the class specific weighting matrix M k and the overall weighting matrix M as follows.
where diag() is the diagonalization operation. Then we use ADMM to solve (3). The augmented Lagrangian could be written as:
where y is the Lagrange variable, and (1/τ ) > 0 is the penalty.
The sub-problem for x is
The closed-form solution at the iteration t + 1 for (8) is
The sub-problem for z is
With the proximal mapping, the closed-form solution at the iteration t + 1 for (10) is
where S λτ is the soft-shrinkage operator [21] . Last, the update of y is
After solving the ADMM, the sparse vector x is obtained. We could classify the testing data b to the class Id w.r.t. the largest component in x. The domain of the testing data D b could also be inferred from the largest component of M Id . The algorithm is arranged in Algorithm 1.
Time Complexity: Solving the vanilla Lasso under the ADMM with a dictionary A ∈ R d×(s×n) and SPC = s, the bottleneck is at updating x. It needs O(max(d 2 sn, (sn) 3 )) time from the matrix multiplication and inversion. For the proposed MDDL, with A M and SPC = s, considering the case without weighting matrix M , the bottleneck is also at updating x, and also needs O(max(d 2 sn, (sn) 3 )) time. However, with M , which could help reduce SPC to 1, the time complexity reduces to O(max(d 2 n, n 3 )). Thus, solving MDDL with M is very efficient. Also, since M is a block-diagonal sparse matrix, the multiplication of full matrix A M and sparse matrix M is efficient. The runtime could be further less.
Algorithm 1 Multi-Domain Dictionary Learning (MDDL)
1: Input: Source dictionary A S ∈ R d×n with feature dimension d, number of class n, and SPC = 1. GAN gener- 
Face Identification
We first examine the proposed MDDL on the face identification problem. AR database [22] is a popular face database with various real-world environment conditions. It consists of 100 individuals, 2 sessions, and total 26 images for each person. For each individual and each session, there are 13 different face styles. We resize the image to 64 × 64. We use the only one neutral face image in session 1 of each individual as the source dictionary. We train CycleGAN [6] to obtain domain transferring generative models, from neutral face to each of the other 12 styles in the AR database. The images in session 1 are used as training data of the CycleGAN. The transferred face examples are in Fig. 2 . We randomly select 300 face images in the whole session 2 as testing data for evaluation of the face identification. We use the intensity map as feature. Vanilla Lasso, Elastic Net [10] , and K-Support [12] are baseline methods. The penalty λ for the L 1 norm is tuned to 1 for better performance, and τ grows with iterations from 10 −1 in all experiments. The penalty for the L 2 norm in the elastic net is set to 0.1. K is set to 10 in the K-support. We compute the classification accuracy and Top-5 accuracy, which is calculated whether the true label exists in the top-5 largest components of the sparse vector x. The results are in Table 1 .
From Table 1 , first, compared with the base case SPC = 1, using the miscellaneous dictionary, which collects generated style transferred faces from the CycleGAN, could substantially improve the expressiveness of the dictionary learning. Compared with baseline methods, using the MDDL w/o M could enhance the accuracy from 0.3600 to 0.6567 and the top-5 accuracy from 0.5967 to 0.8767.
Second, compared with the case MDDL w/o M , with M , the accuracy could be further enhanced to 0.7400. The top-5 accuracy is all 0.8767. Since M could help dictionary learning rely more on training data which possibly lie in the same domain with the testing data, the classification could be more accurate. We also make runtime comparison in Table 2 . We use a PC with i7-7700/CPU, 16G/RAM and Matlab 2017 compiler. The max iteration is set to 200, or recovery error less than 10 −3 as the convergence condition.
From Table 2 , the proposed MDDL w/ M needs runtime far less than the case w/o M , and nearly the same as solving with A S . The result is consistent to the time complexity analysis in Section 2.
English Letters Classification
We then examine the proposed MDDL on English letters classification. This is a problem with 26 classes. We use the font database from [23] , which consists of many font styles. The size is 64×64, representing in grayscale. Authors of [23] also proposed the MC-GAN on the alphabet generation. With the whole alphabet in the source domain and partial letters in the target styles, the MC-GAN can generate the whole alphabet in the target domains. We use the pre-trained model from them, Table 3 . Accuracy on the English letters classification. A S is the source dictionary with SPC = 1, consisting of the font in the first row of Fig. 3 and use the font of Code New Roman as the source font. We select other 100 styles as targets. The generated letters 'A' in different target domains are in Fig. 3 . For evaluation, we randomly choose 300 groundtruth images of the selected 100 styles as testing data for letters classification. The result and time comparison are in Table 3 and 4. They show the ability of the proposed MDDL. The accuracy and top-5 accuracy are all the best using the MDDL w/ M . This is consistent to the results of face identification experiment.
CONCLUSION
In this paper, a very effective multi-domain dictionary learning (MDDL) method is proposed. With GANs, data representing in different style domains could be obtained, enhancing the expressiveness of the dictionary. With the weighting matrix, not only the computation for solving the miscellaneous dictionary is very efficient, but also the classification accuracy could be further enhanced.
We compare to L 1 norm-based inverse problems as baseline methods, since we base on these basic problems to futher validate the ability of our MDDL w/ weighting matrix. However, our method is not confined to solving these L 1 norm-based inverse problems. Many other dictionary learning-based classification methods [13] - [18] could also utilize our method to do the multi-domain dictionary learning to make models more robust to various real-world scenarios.
