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We present a device to continuously focus microparticles in a liquid-ﬁlled open channel subjected to
lateral vibration at frequencies of the order of 10 Hz. The vibration generates a capillary wave at the
liquid-air interface. This capillary wave leads to a net motion of microparticles over multiple cycles,
causing collection under the displacement nodes of the capillary wave. These accumulated particles are
observed as a concentrated stream in the presence of a continuous ﬂow along the open channel, which
means that the channel can be designed such that the focused particle stream exits through one outlet,
while the ﬁltrate is removed via interspaced outlets on each side of the particle stream. A numerical model
is proposed, which superimposes the periodic ﬂow ﬁeld due to the capillary wave and the inlet-induced
transverse ﬂow ﬁeld between the inlet and the outlet. The model is utilized to predict the smallest distance
from the inlet at which the focused stream of particles is obtained, termed here the collection length. In
addition, experiments are performed for diﬀerent channel and inlet sizes, vibration actuation amplitudes,
ﬂow rates, and particle sizes. By considering the design factors extracted from the modeling data, we
demonstrate that the resulting device is capable of continuous particle collection down to 1 μm diameter,
at ﬂow rates of up to 1.2 ml/min.
DOI: 10.1103/PhysRevApplied.10.024036
I. INTRODUCTION
Various methodologies, over a wide range of sys-
tem scales, are available for manipulating suspended
particles. Macroscale techniques such as centrifugation,
sedimentation, and ﬁltration are suited for bulk industrial-
scale particle sorting [1], while at smaller system scales,
microﬂuidic platforms enable a relatively high spatial res-
olution and particle handling dexterity [2]. Such systems
either employ complex ﬂuid-structure interactions (pas-
sive manipulation [3–6]), or the use of external ﬁelds
such as dielectrophoresis [7], optical methods [8], mag-
netic methods [9], and acoustics [10] (active methods), in
both batch and continuous modes [11,12]. Passive meth-
ods, although simple in operation, provide less control
and ﬂexibility due to constrained device design, while
active methods, due to the use of an externally con-
trolled ﬁeld and ﬂuid ﬂow, provide a good alternative for
label-free particle manipulation. Comparing the diﬀerent
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forcing possibilities, dielectrophoresis and optical methods
provide good spatial resolution; however, this advantage
comes at a cost in terms of device design and operational
complexity. Magnetic ﬁelds are restricted to paramagnetic
species or require tagging, while acoustic methods provide
a low-cost alternative with relatively simple design and
operation and operational capabilities over a wide range
of particle sizes and system scales (from μm to mm).
When considering acoustic manipulation of particles, it
is helpful to deﬁne two frequency regimes. At higher fre-
quencies (kHz to MHz), particle manipulation relies on the
second-order time-averaged eﬀect of the acoustic ﬁelds,
which is observed in three diﬀerent forms: (1) the acous-
tic radiation force (ARF); (2) the Bjerknes force; and (3)
acoustic streaming. The acoustic radiation force is caused
by the scattering of acoustic waves on a particle’s sur-
face [13], Bjerkenes forces are interparticle forces which
are caused by the interaction of a particle with scattered
acoustic waves from surrounding particles in the medium
[14], and acoustic streaming is a result of time-averaged
second-order eﬀects of the acoustic wave on the ﬂuid
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itself [15,16]. Acoustophoretic particle manipulation can
be further divided into two system types, employing either
bulk acoustic waves (BAW) [17–21] or surface acous-
tic waves (SAW) [22–29]. However, regardless of the
excitation approach, these systems are designed such that
acoustic radiation forces are the dominant particle manipu-
lation forces, causing particles to migrate toward the nodes
or antinodes of the pressure wave (depending on the par-
ticle’s density and compressibility) [30,31]. These forces
have been employed in open [32,33] and closed systems
to manipulate [17,19,34–41], collect [42], focus [43,44],
and sort [26,27,45–48] particles. In addition to the acoustic
radiation forces, acoustic streaming is observed as vortices
in the liquid bulk (originating due to time-averaged non-
linear terms in the Navier-Stokes equation), which act as
drag on the particles, disrupting their migration to stable
locations [49–54]. Apart from their applications in mixing
[55–58], acoustic streaming has been employed to collect
[59–61] and sort [62,63] particulate matter in conjunction
with acoustic radiation forces [18,48,64].
However, at lower frequencies (in the 100-Hz range),
where particles are susceptible to the ﬁrst-order periodic
ﬁelds, particle manipulation is aﬀected through diﬀerent
mechanisms. For instance, particles clump in closed capil-
lary tubes due to boundary-layer streaming on a particle’s
surface [65,66] and ﬂoating particles at a liquid-air inter-
face displace toward nodes or antinodes, depending on
their wettability [67], while sediment particles underneath
a capillary wave show displacement toward nodes or antin-
odes [68] due to their inertial lag with the ﬂuid motion
[69,70]. In the latter conﬁguration, streaming ﬁelds also
inhibit stable particle collection [71]; however, by con-
trolling the chamber dimensions and actuation conditions,
collection of particles down to 50 nm in diameter has
been demonstrated [72,73]. As such, these millimeter-
scale capillary-wave systems are capable of collecting
submicron-sized particles in batch mode. In contrast, in
this work we examine a continuous particle manipulation
scheme.
We present a device capable of focusing particles con-
tinuously in an open channel by use of low-frequency
vibrations. The vibrations generate capillary waves at the
liquid-air interface and our experiments show that these
waves cause the particles to focus into a single stream
even in the presence of an externally imposed ﬂow through
the open channel. As well as demonstrating this experi-
mentally, we have modeled the collection using a ﬁnite-
element simulation. The simulation procedure combines
a 3D steady-state transverse ﬂow along the open channel
with 2D periodic ﬂows due to capillary-wave vibrations to
simulate a particle’s path. To allow comparison between
simulations and experiments, we characterize performance
based on the distance from the inlet to the location at
which a focused stream of particles is obtained (termed
here the collection length Lc). The result is that despite
the simpliﬁcations that are required in the model, the sim-
ulations agree well with experiments. As a consequence,
the simulation model has been used to explain particle-
motion characteristics in such open-channel ﬂows, which
has assisted in establishing experimental design and opera-
tion. The millimeter-scale system presented here is simple
in setup and operation, and can achieve particle focusing
at ﬂow rates of up to 1.2 ml/min.
II. METHODOLOGY
A. Simulations
The simulation task is to capture the particle motion
within an open channel subjected to periodic vibrations
and with a net ﬂow along the channel. In such a system,
both the particle movement and ﬂow dynamics are non-
linear and occur at multiple time scales. For instance, the
periodic vibrations result in a nonlinear particle movement
toward the displacement nodes [69], while accompanied
by (nonlinear) streaming ﬁelds in the liquid bulk, where
both aspects relate to the capillary-wave frequency [74].
The net ﬂow along the channel further dictates a time scale,
which can be expected to aﬀect the quality of collection
at the outlet. Furthermore, the full system is 3D and tran-
sient in nature, and has nonlinear components present. As
such, a direct simulation approach is prohibitively expen-
sive computationally. Hence, an indirect method is used
in which various aspects are captured in diﬀerent models
and the resulting understanding is used to predict the over-
all behavior. Speciﬁcally, the simulation is divided into
three separate ﬂow models (Fig. 1): (1) a 3D steady ﬂow
ﬁeld due to the continuous inlet-induced transverse ﬂow;
(2) a 2D periodic ﬂow ﬁeld underneath capillary waves;
and (3) a 2D steady streaming ﬁeld due to the periodically
varying capillary-wave ﬁeld. The overall particle motion
is then calculated using a superimposed ﬂow ﬁeld, allow-
ing the trajectory and the distance from the inlet where
the particles attain a stable position in the x direction (the
collection length, Lc) to be determined. The inaccuracies
resulting from the need to model the capillary-wave ﬁelds
in two dimensions and the subsequent superposition of the
respective ﬁelds will be discussed later, in Sec. II A 4.
1. Three-dimensional steady flow
Pressure-driven ﬂows in open channels are accompanied
by a varying interface proﬁle along the channel length to
compensate for the pressure drop between the inlet and
the outlet [75]. The diﬀerence between the curvatures at
the inlet and the outlet generates the required pressure
diﬀerence to allow a stable ﬂow, as the Young-Laplace
pressure caused by surface tension is curvature depen-
dent. As the channel length, L = 30 mm, employed in
the present work is signiﬁcantly larger than the channel
width (W < 10 mm), the curvature of the interface along
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FIG. 1. (a) A depiction of an open-channel geometry for collecting microparticles. (b) The boundary conditions on a liquid volume
for modeling the 3D steady inlet-induced transverse ﬂow, detailed in Sec. II A 1. (c) A side view of the liquid volume, depicting
the assumed linearly varying interface shape in the y-z plane, R1 and R2 are the radii of curvature of the interface in the x-z plane,
respectively. The dotted line shows the deformation due to pinning at the ends of the experimental device. (d) The boundary conditions
for modeling the 2D periodic ﬁrst-order ﬂow ﬁeld in the x-z plane, detailed in Sec. II A 2. (e) The boundary conditions for modeling
the 2D streaming ﬁeld in the x-z plane, detailed in Sec. II A 3.
the channel length [in the y-z plane in Fig. 1(c)] will be
smaller than that in the x-z plane. As a result, the pressure
at the two ends, with reference to atmospheric pressure,
can be given by p = γ /R′, where R′ represents the radius
of curvature in the x-z plane at the respective end, and γ
is the surface tension at the liquid-air interface; this for-
mulation assumes that the interface proﬁle in the x-z plane
is circular, an assumption that is less accurate if W > Lcap,
where Lcap is the capillary length of 2.5 mm. By making
this assumption, the pressure diﬀerence between the inlet
and outlet can be given as follows:
p = γ
(
1
R1
− 1
R2
)
, (1)
where R1 and R2 are the radii of curvature across the chan-
nel width at the inlet and outlet, respectively. The pressure
drop across a channel depends on the ﬂow rate and the
channel’s length (for a constant channel cross section).
Hence, a higher volume ﬂow rate, which requires a higher
pressure diﬀerence between the two ends, will require a
smaller radius of curvature (or a larger liquid height) at the
inlet and a larger radius of curvature (or a smaller liquid
height) at the outlet.
Neglecting the curvature deformations near the inlet and
outlet due to contact-line pinning at planes y = 0 and y =
L, the present model assumes a linearly varying interface
shape (along the channel length) between the inlet and the
outlet [Fig. 1(c)]. This interface proﬁle is determined for
a ﬁxed volume of water contained in the channel. If we
assume the interface proﬁle along y and the cross section of
the liquid volume in the x-z plane as shown in Fig. 1(c), the
volume of liquid in the channel for the model is calculated
as follows:
V = WLh +
∫ R2
R1
[
R2 sin−1
(
W
2R
)
− 1
2
W
√
R2 − W
2
4
]
dy,
(2)
where R = (R2 − R1)y/L + R1 and W is the width of the
channel. Therefore, for a given volume of liquid, multi-
ple sets of inlet and outlet radii of curvature will exist,
each set corresponding to a speciﬁc pressure diﬀerence
[Eq. (1)] capable of sustaining a speciﬁc ﬂow rate. To ﬁnd
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the curvatures corresponding to the desired ﬂow rate, ﬁrst,
all the sets of possible inlet and outlet radii are identiﬁed
geometrically from Eq. (2). Next, each obtained geome-
try is modeled in Comsol, with the boundary conditions
depicted in Fig. 1(a), across a range of ﬂow rates, using
a 3D steady-state incompressible laminar-ﬂow model.
Finally, the pressure diﬀerence between the inlet and outlet
obtained from simulations is compared with the pressure
diﬀerence obtained from Eq. (1) to identify the ﬂow rate for
the corresponding set of R1 and R2. This method is used to
avoid the need for a moving-mesh analysis in three dimen-
sions, which is prohibitively expensive computationally. It
is important to mention that the above procedure assumes
that the liquid-air interface cross section in the x-z plane
is circular, which is not true, as W > Lcap. However, given
the geometrical scale of the system (of the order of 10 mm)
and the low scale of p (of the order of 0.1 Pa), the exclu-
sion of the eﬀects of gravity on the pressure diﬀerence do
not correspond to signiﬁcant variations in the geometry of
the liquid volume. Furthermore, additional assumptions in
the simulation procedure, detailed in Sec. II A 4, signiﬁ-
cantly overshadow the eﬀects of the above assumption on
the interface curvature.
The obtained 3D steady ﬂow ﬁeld, denoted by the vector
us, is later used in conjunction with the 2D periodic ﬂow
ﬁeld.
2. The vibration-induced first-order flow field
The ﬂow ﬁeld underneath a standing capillary wave
comprises of two components: (1) a periodically varying
ﬁrst-order ﬁeld and (2) a steady second-order ﬁeld, known
as acoustic streaming [72]. The ﬂow ﬁeld resulting from
the horizontal vibrations of the channel is obtained by dis-
cretizing the incompressible Navier-Stokes equation using
perturbation theory [13], which states that the response of
a system perturbed from a state of equilibrium can be rep-
resented as a superposition of ﬁelds of diﬀerent orders.
Correspondingly, for an incompressible ﬂow, the pressure
(p) and velocity ﬁelds (u) can be written as follows:
u = u0 + u1 + u2 + · · · , (3)
p = p0 + p1 + p2 + · · · , (4)
where the subscripts represent the order of the respective
ﬁeld, p0 is the reference pressure (atmospheric pressure),
and u0 = 0 considering that the system is initially at rest.
At the present operating vibration amplitudes (<500 μm)
and frequencies (<25 Hz), the capillary-wave amplitude
is about two orders lower than the capillary wavelength.
In such a case, the magnitude of the transient second-order
ﬂow ﬁeld is signiﬁcantly smaller than the ﬁrst-order ﬂow
ﬁeld [76]. Therefore, the transient-ﬂow-ﬁeld response can
be assumed to be dominated by the ﬁrst-order ﬂow ﬁelds.
The ﬁrst- and second-order ﬂow ﬁelds are obtained by
inserting Eqs. (3) and (4) into the Navier-Stokes Eqs. (5a)
and (5b):
ρ0(∇ · u) = 0, (5a)
ρ0
∂u
∂t
+ u · (∇u) = −∇p + μ∇2u + f. (5b)
Here, μ is the dynamic viscosity of the liquid, ρ0 is the
density of the liquid, and f represents external body forces
acting on the liquid volume. The ﬁrst-order ﬂow ﬁeld is
found by collecting the ﬁrst-order terms only:
ρ0(∇ · u1) = 0, (6a)
ρ0
∂u1
∂t
= −∇p1 + μ∇2u1 + f. (6b)
A transient simulation is performed in two dimensions
using the boundary conditions shown in Fig. 1(d), applied
to a moving-mesh algorithm coupled with an incompress-
ible laminar-ﬂow module. The radius of curvature of the
water-air interface is taken to be an average of R1 and R2,
obtained from the methodology detailed in Sec. II A 1. The
contact line is pinned at the top edge of the side walls,
which results in a dynamic contact angle as the chamber
vibrates. The vibration of the chamber (with amplitude A0
and angular frequency ω) is implemented as a body force
(f) using the following equation:
f = −ρ0A0ω2 sin(ωt)iˆ − ρ0gkˆ, (7)
where g is the acceleration due to gravity. The resonant
frequency of the capillary wave along the width (W) in the
x-z plane is identiﬁed by performing a frequency sweep.
While performing a frequency sweep, the velocity magni-
tude of the ﬂow ﬁeld (or the capillary-wave displacement
amplitude) varies, attaining a maximum at the resonant
frequency of the capillary wave. The resonant frequency
obtained from this frequency sweep is 12 Hz, which is
close to the 12.9 Hz frequency predicted by a 1D capillary-
gravity wave model for an inﬁnitely wide ﬂuid volume of
depth h, using [76]:
ω2 = (gk + γ k3/ρ0) tanh(kh), (8)
where k (k = 2π/λ) is the wave number. Starting from a
state of rest, the simulations are allowed to run until the
ﬂow ﬁeld behaves periodically. The x and z components
of the ﬂow ﬁeld (denoted as u1 and w1, respectively) are
extracted from the last cycle of the simulation, at a reso-
lution of 40 points per cycle. To ease data handling and
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reduce computational time, both these variables are ﬁtted
as a ﬁfth-degree polynomial, in x and z (using MATLAB’s
curve-ﬁtting tool), at each temporal point. These approx-
imations for the ﬂow ﬁeld have been tested with particle
movement in 2D systems and have shown to yield par-
ticle motion consistent with more direct approaches used
previously [69,72].
3. The time-averaged second-order field
The governing equations for the second-order ﬁeld are
obtained by considering the second-order terms, obtained
after substituting Eqs. (3) and (4) in Eqs. (5a) and (5b):
∇ · u2 = 0, (9a)
μ∇2u2 = ∇p2 + ρ0[(u1 · ∇)u1 + u1(∇ · u1)] + ρ0 ∂u2
∂t
.
(9b)
Given that the actuation amplitude is approximately two
orders smaller than the wavelength of the capillary wave,
the magnitude of the second-order velocity ﬁeld is sig-
niﬁcantly smaller than the magnitude of the ﬁrst-order
velocity ﬁeld, at any given time instant [76]. However,
the time-averaged eﬀects of this second-order ﬁeld are
observed as steady vortices, termed a streaming ﬁeld [77],
and are governed by the following equations:
∇ · 〈u2〉 = 0, (10a)
μ∇2〈u2〉 = ∇〈p2〉 − F, (10b)
where 〈x〉 represents the time-averaged value of the ﬁeld
variable x. The term F in Eq. (10b) drives this second-order
ﬁeld and is given by
F = −ρ0〈(u1 · ∇)u1 + u1(∇ · u1)〉. (11)
The simulation of the time-averaged second-order ﬁelds is
a two-step process. First, as a continuation of the vibration-
induced ﬁrst-order ﬁeld work described in the preceding
section, a transient study is conducted over one cycle to
establish a value for the term F in Eq. (11). In this transient
study, the ﬁrst-order ﬂow ﬁeld Eqs. (6a) and (6b) are solved
simultaneously using the following equation:
2π
ω
∂F′
∂t
= −ρ0[(u1 · ∇)u1 + u1(∇ · u1)], (12)
where the value of F′ at the end of the cycle is equal to
F. It is important to mention that the ﬁnal values of the
ﬁrst-order ﬂow ﬁelds obtained from the preceding section
are used as the initial conditions in this step. The second
step incorporates the obtained value of F in a stationary
laminar-ﬂow model to solve for the steady second-order
ﬁeld 〈u2〉, using the boundary conditions shown in Fig.
1(e). As with the ﬁrst-order ﬁeld, the obtained second-
order ﬁeld is mapped as a ﬁfth-degree polynomial in x
and z.
4. Flow-field integration
Assuming linear ﬂow conditions, the 2D and 3D ﬁelds
obtained from the previously discussed models are super-
imposed to obtain the ﬁnal ﬂow ﬁeld:
u = us + u1, v = vs, w = ws + w1. (13)
Here, the velocity ﬁeld with subscript s is the 3D steady
inlet-induced ﬂow ﬁeld (Sec. II A 1) and the velocity ﬁeld
with subscript 1 indicates the 2D ﬁrst-order periodic ﬂow
ﬁeld (Sec. II A 2). Particle motion is traced by import-
ing the superimposed velocity-ﬁeld data into MATLAB and
cycling it to replicate the eﬀect of a periodic ﬁeld.
The above methodology has been developed as it
enables a way of arriving at a ﬂow-ﬁeld result without
incurring prohibitive computational requirements. It con-
siders a decoupled ﬁeld resulting from the capillary-wave
vibrations and from the inlet-induced transverse ﬂow. To
achieve this, it has been necessary to make several assump-
tions, which cause the following factors to be neglected:
1. The interface curvature along the channel length (in
the y-z plane). The interface curvature along the channel
length is assumed to be zero [Fig. 1(c)]. Although this is
partially true for a large part of the channel along y (consid-
ering that L  Lcap), there will be a signiﬁcant curvature
at the inlet and outlet due to contact-line pinning at the
respective channel boundaries [depicted by dashed lines in
Fig. 1(c)]. This curvature will alter the inlet-induced trans-
verse ﬂow and the capillary-wave-induced periodic ﬂow
ﬁelds signiﬁcantly.
2. Variable interface curvature (in the x-z plane) along
the channel length. As mentioned in Sec. II A 1, the radius
of curvature of the interface in the x-z plane is higher at
the outlet (R2) compared to the inlet (R1), as depicted in
Fig. 1(c), thereby leading to an increasing radius of cur-
vature along the channel length from the inlet. Although
the present model assumes a linear variation of radius of
curvature for the simulation of the inlet-induced trans-
verse ﬂow ﬁeld, the modeling of the 2D periodic ﬂow ﬁeld
assumes a constant radius of curvature throughout. A vary-
ing radius of curvature will not only change the u1 and
w1 ﬁelds at each cross section, but will also give rise to
a periodically varying y component of the ﬁrst-order ﬂow
ﬁeld (v1).
3. The no-slip boundary condition at the inlet or out-
let for the u1 ﬁeld. A no-slip boundary condition exists
at the inlet (plane y = 0) and outlet (plane y = L), due to
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contact-line pinning; therefore, a boundary layer will exist
near these planes. As a result of this boundary layer, the
capillary-wave velocity ﬁeld magnitude will increase from
the aforementioned planes; the boundary-layer thickness is
of the order of 0.1 mm and is estimated by δ = √2μ/ωρ0
[76]. However, as mentioned earlier, the u1 ﬁeld is taken
to be constant all throughout the channel length, thereby
neglecting the above no-slip condition.
4. The eﬀect of the periodically changing interface
shape on the inlet-induced transverse ﬂow. The model for
the inlet-induced transverse ﬂow ﬁeld in Sec. II A 1 con-
siders the interface shape to remain constant at all times.
However, the periodic vibrations alter the interface shape
and, therefore, will also contribute to a periodically varying
inlet-induced transverse ﬂow ﬁeld.
5. The streaming ﬁeld. Streaming ﬁelds originate
due to the presence of spatial velocity gradients in a
time-periodic ﬁeld [77]. All of the above-mentioned ﬂow
characteristics of the present system will generate spa-
tial gradients in the ﬂow, thereby contributing to a 3D
streaming ﬁeld, the eﬀects of which cannot be predicted
accurately using the 2D modeling procedure described
in Sec. II A 3. Neglecting the presence of a streaming
ﬁeld imposes a signiﬁcant constraint on the modeling pro-
cedure, as they not only aﬀect the collection speed of
particles (which aﬀects the collection length), but also
determine the conditions in which particles get collected
stably [72].
The above assumptions are incorporated in our model
due to the high computational requirements of model-
ing 3D ﬁrst- and second-order ﬂow ﬁelds. Although these
assumptions limit the accuracy of this model, we ﬁnd that
the model is able to provide a reasonable estimate of the
collection length of the particles in the channel and of the
trends with regard to how this measure changes over a
range of other parameters.
5. The particle-tracing algorithm
The particle’s motion in the superimposed ﬂow ﬁeld u is
traced using the equation mp x¨ = Fp , where mp is the mass
of the particle, x is the position vector of the particle, and
Fp = Fv + FS + FVM is the force acting on the particle,
comprising of the following forces [78]:
(1) Viscous drag forces (given by the Khan and
Richardson expression for the particle Reynold’s number
[1] Rep = ρ0|u − up |2r/μ > 0.01):
Fv = πr2ρ0|u − up |(u − up)
× [1.84Re−0.31p + 0.293Re0.06p ]3.45. (14a)
(2) The force due to pressure stresses on the particle
surface:
FS = ρ0Vu˙ − (ρp − ρ0)Vgkˆ. (14b)
(3) The virtual mass force (FVM):
FVM = ρ0V2 (u˙ − u˙p). (14c)
Here, r is the particle’s radius, ρp is the particle’s density, V
is the volume of the particle, and uP is the particle’s veloc-
ity vector. The particles are spread all across the width and
height of the inlet at y = 0 at the start of the simulation.
The force Fp is assumed to be acting at the center of the
particle, while the ﬁnite size of the particle is assumed
to have no eﬀect on the ﬂow ﬁeld. Further, the presence
of hydrodynamic interactions from the wall and the pres-
ence of rotational lift forces [79] acting on the particle are
neglected.
B. Experiments
1. Device fabrication
The open channels are fabricated using polydimethyl-
siloxane (PDMS) cast in a mold with features of thickness
(h) 200 μm to form the shape and size channels; an exam-
ple of a channel design used in the present experiments is
shown in Fig. 2(a). All channels have a length (L) of 30
mm and two diﬀerent widths (W) of channels are used:
8 and 5 mm. These widths correspond to one capillary
wavelength at frequencies of 13 and 22 Hz, respectively.
Such low operating frequencies ensure that streaming
ﬁelds are not dominant, while the collection forces are
strong enough to ensure a focused particle stream well
before the outlet is reached [74]. For the channel with
W = 8 mm, the inlet width (Wi) is varied from 1 to 8 mm.
The mold is ﬁxed to the base of a container and PDMS
(Sylgard; elastomer: curing agent weight ratio = 10 : 1) is
poured over the mold and allowed to cure at 75◦C until
solidiﬁcation. Two separate PDMS blocks are fabricated,
as shown in Fig. 2(b), and these act as an inlet into and an
outlet out of the channel. These inlet and outlet blocks are
joined with the channel using PDMS, while ensuring that
the ports are not blocked during assembly. Proper align-
ment also ensures that the central outlet port is equidistant
from the two side outlets, ensuring equal ﬂow rates from
each of these outlets. The assembly is then allowed to
cure on a hot plate (at 75◦C) until the blocks are ﬁrmly
joined together. The design shown in Fig. 2(b) is used for
characterization only, while the design shown in Fig. 2(e)
is employed to separate the ﬁltrate and the concentrated
particle stream.
2. Setup and operation
The experimental setup is shown in Fig. 2(d). The device
is mounted on an electromagnetic shaker (Brüel and Kjaer,
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FIG. 2. (a) The mold for creating a PDMS open channel. (b) The PDMS channel obtained after curing. (c) The ﬁnal open channel
with attached inlet and outlet blocks. (d) A schematic of the experimental setup. (e) An alternate channel design used for separating
the ﬁltrate and the particle concentrate.
LDS V406/8) and the channel’s inlet and outlet ports are
connected to a syringe pump (NE-1000, New Era Pump
Systems), which simultaneously infuses and extracts par-
ticle suspensions at equal ﬂow rates within the range from
0.3 to 1.2 ml/min. The shaker, which provides the required
lateral actuation, is driven by a signal generator (Agilent
33220A) via a power ampliﬁer (Brüel and Kjaer, PA 200E)
and the actuation amplitude is measured using a laser-
Doppler vibrometer (Polytec MSA-500). Silica particles of
5 μm diameter and polystyrene particles of 1 μm diame-
ter are used in the experiments. Before starting the ﬂow,
the channel is preﬁlled with water. This ensures that the
inlet and outlet ports are connected by the liquid volume
and remain so throughout the experiment run time (about
12–15 min). In the absence of this prewetting procedure,
the liquid forms a bulge at the inlet which grows radially,
rather than advancing along the channel length, eventually
spilling over the sides of the open sunken channel, while
the outlet takes in air [75]. Further, the volume of water
used for preﬁlling allows other factors to be accounted for,
as follows.
First, there exists a critical volume of liquid below
which the volume demonstrates properties similar to those
on a homogeneous surface and is prone to a capillary
breakup along the channel length [80]. Above this critical
volume, the liquid volume remains stable and is bounded
by the walls of the channel. The high-contact-angle hys-
teresis obtained at the top edge of the perpendicular (or
obtuse) solid surface also assists in containing the liquid
volume [81,82], allowing the liquid to bulge out of (but not
spill out of) the channel area. However, the contact-angle
hysteresis is overcome on increasing the liquid volume fur-
ther and spillage occurs. In the present case of a vibrating
liquid-air interface, it should be additionally considered
that the preﬁll volume is limited to ensure that spilling does
not occur (or the contact line remains pinned to the channel
edges) for the desired vibration amplitudes.
Second, as mentioned in Sec. II A 1, a ﬂow along the
channel will alter the radii of curvature (in the x-z plane)
along the channel length, based on the ﬂow rate. A higher
ﬂow rate requires a higher pressure diﬀerence between the
inlet and the outlet, which will correspond to a smaller
radius of curvature (or a greater liquid height) at the inlet,
and a larger radius of curvature (or a lesser liquid height) at
the outlet. As the ﬂow rate increases, the height of the ﬂuid
at the outlet drops, which determines a critical ﬂow rate
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FIG. 3. (a) The 3D steady inlet-induced transverse ﬂow ﬁeld.
(b) The 2D (ﬁrst-order) periodic ﬂow ﬁeld at time t = 0: the
surface plot depicts the w1 ﬁeld. (c) The 2D (second-order)
streaming ﬁeld: the surface plot depicts the w1 ﬁeld.
limit for a consistent and stable ﬂow, for a given channel
length and a given inlet and outlet geometry [75].
Considering these factors, for a channel of dimensions
30 × 8 × 0.2 mm3, a preﬁll volume of 200 μl is found suit-
able for operation up to a vibration amplitude of 500 μm
and a ﬂow rate of 1200 μl/min. After the experiment run
time of about 12–15 min, the ﬁltrate is scanned using
dynamic light scattering (DLS; Malvern Zetasizer Nano
ZS) to detect the presence of any particles.
III. RESULTS AND DISCUSSION
In the following sections, we examine a particle’s
response to the simulated ﬂow ﬁelds and determine the
distance from the inlet at which a focused stream of par-
ticles is obtained. As we employ a simpliﬁed equivalent
model for simulating a particle’s motion in a complex 3D
ﬂow ﬁeld, the limitations and errors associated with such
a model, while comparing with experiments, will also be
highlighted.
A. Simulations
The three ﬂow ﬁelds, the vibration-induced periodic
ﬁrst-order ﬁeld, the vibration-induced steady second-order
ﬁeld, and the steady inlet-induced transverse ﬂow ﬁeld,
are shown in Fig. 3. Particle motion under the inﬂuence
of the vibration-induced ﬁrst- and second-order ﬁelds has
been explored extensively in a 2D-cross-section cham-
ber in our previous works [72,74]. Here, we ﬁrst brieﬂy
describe particle motion under the inﬂuence of these 2D
ﬁelds, while later including the inlet-induced transverse
ﬂow to characterize the particle’s motion along the channel
in Sec. III A 2.
FIG. 4. The diﬀerence in particle motion under the inﬂuence of
the u1 (red) and u1 + u2 (green) ﬂow ﬁelds. uf 1, uf 2, uf 3, and uf 4
represent the average u1 ﬂow-ﬁeld strengths in the depicted time
intervals over a cycle. The ﬂow-ﬁeld strength decreases from x =
P to x = 0.5λ.
1. Particle motion due to the capillary-wave vibrations
We will consider particle collection under a capillary
wave which is one wavelength long. This choice both
simpliﬁes the collection and/or concentration procedure
experimentally and is favorable with regard to the eﬀects
of streaming [72], as will be discussed later in this section.
The movement of a solid particle (red) in a periodically
varying ﬂow ﬁeld [uf (x, z) cos(ωt)] of one wavelength is
shown in Fig. 4. Due to its ﬁnite inertia, the solid parti-
cle’s motion deviates from that of a ﬂuid particle. As a
result, the particle experiences diﬀerent ﬂow ﬁelds at dif-
ferent instances in the cycle [69] on either side of the ﬂuid
particle’s motion. If the motion of the particle over a cycle
is split into four quarters, as shown in the inset in Fig. 4,
the average ﬂow-ﬁeld strength that the particle experiences
at diﬀerent instances in the cycle can be assessed based on
its relative position with the ﬂuid particle. Consequently,
the following inequalities can be written:
uf1 > uf2 > uf3 ≈ uf4 . (15)
As the movement of a particle is dictated by the drag
encountered by it, the particle’s direction of displacement
can be estimated by the following expression [72]:
xP ∝ (uf1 − uf2 − uf3 + uf4), (16)
which, in the context of the inequalities in Eq. (15), corre-
sponds to the displacement of a particle toward x = λ/2,
i.e., toward the region of slower ﬂuid ﬂow; xP is the
displacement of a particle at P.
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Parameters aﬀecting collection.—The parameters aﬀect-
ing the speed of collection due to the ﬁrst-order ﬂow ﬁeld
are as follows:
1. Vibration amplitude (A0). A higher amplitude is,
unsurprisingly, reﬂected in the magniﬁcation of the ﬂow-
ﬁeld magnitudes; therefore, xP increases directly from
expression (16), resulting in a faster collection. The col-
lection forces, denoted as Feq, vary as approximately A20
with the actuation amplitude [70].
2. Channel width (W). A smaller channel width is
accompanied by an increase in the operating frequency
[from Eq. (8)]. Due to the reduction in the distance needed
for reaching the collection location, as well as the increase
in collection force as a result of increasing frequency [74],
the collection speed increases with decreasing channel
width (Feq ∝ W−3.5).
3. Chamber height (h). The chamber height has a very
minimal inﬂuence on the collection speed [70] (Feq ∝
h0.1).
4. Particle radius and density (r, ρp ). The particle dis-
placement depends on the phase diﬀerence (φ) between
the movement of the solid and the ﬂuid particle, which
depends on the particle density and radius; these are qual-
itatively related as [1,69] tanφ = −2ρpr2ω/9μ. For the
present operating frequency range (10–30 Hz), an increase
in the particle inertia increases the phase diﬀerence φ and
thus increases the collection forces [70]. While an increase
in both r and ρp increases the collection forces, the sim-
ulations show that the particle radius has a signiﬁcantly
higher eﬀect on the collection force (Feq ∝ r2) compared
to the particle density (Feq ∝ ρ0.02p ) [70].
The parameters discussed above also aﬀect the streaming
ﬁelds. In the next section, we examine the constraints that
the streaming ﬁeld imposes on the channel design.
Eﬀect of streaming ﬁeld.—The presence of streaming
does not alter the direction of motion of the particles while
being collected [as shown in Figs. 3(c) and 4]. However, it
does aﬀect two important factors: (1) it aﬀects the speed
with which the particles collect and (2) it introduces a
second outcome for the particles; other than collecting,
the streaming can cause particles below a critical size to
swirl in the streaming ﬂows [72]. As the u2 streaming ﬁeld
converges toward the collection location (underneath the
capillary-wave node), the net displacement of the parti-
cle over a cycle is signiﬁcantly enhanced. However, as
the particle approaches the collection location, the w2
streaming-ﬁeld strength increases [Fig. 3(c)]: this vertical
ﬂow causes drag forces which oppose the gravitational pull
on the particle. As such, there is an increased tendency
for the particle to dislodge from the base and circulate
in the streaming ﬂows, thereby inhibiting stable collection
(which, in the absence of streaming, would be under the
capillary-wave node). This tendency for liftoﬀ is, there-
fore, dictated by a balance between the upward drag due
to the streaming ﬁeld (6πμrw2) and the downward-acting
buoyancy-corrected weight [4π(ρp − ρw)r3g/3].
Hence, for a given ﬂow ﬁeld (driven by a given actua-
tion amplitude and frequency, and present in a channel of
speciﬁc width and depth), a set of particle radii and den-
sity values exists, above which the particles collect into
stable locations, while below this set of values, the w2 ﬁeld
dominates and lifts the particles into the swirling patterns
present in the liquid bulk. This set of values, termed the
cutoﬀ values, is highly critical in determining the appropri-
ate set of actuation conditions for collecting a given set of
particles [74]. As per Eq. (11), the streaming-ﬁeld strength
depends on the ﬂow-ﬁeld magnitude and gradients, which
depend on the actuation amplitude and vibration fre-
quency; an increase in either increases the streaming-ﬁeld
magnitude. As a result, although an increased streaming-
ﬁeld magnitude can increase the speed of collection, it
also increases the cutoﬀ values of the system [74], which
implies that more particle types will not be collected.
In the next section, we add the eﬀect of the inlet-induced
transverse ﬂow ﬁeld on the particle’s motion to determine
the distance from the inlet at which the particles converge
to form a focused stream.
2. Particle movement along the channel: 3D motion
The trajectory of particles (in the x-y plane), obtained
from simulations, as they enter the collection channel from
the inlet is depicted in Fig. 5. As a particle enters the col-
lection channel, it is subjected to drag forces from the
inlet-induced transverse ﬂow ﬁeld as well as from the
vibration-induced ﬂow ﬁeld.
For the channel geometry shown in Fig. 2, where the
widths of the inlet and the collection channel are diﬀerent,
the particle experiences a drag force Fdx from the inlet-
induced transverse ﬂow as it enters the collection channel.
The magnitude of Fdx depends on the channel geometry
and the ﬂow rate. When this force is stronger than the
collection force Feq (from the periodic ﬁeld), the particle
diverges from the center, while traversing in the y direction
[as depicted in Fig. 5(a)]. Further downstream, as the inlet-
induced transverse ﬂow direction aligns with the channel
length, Fdx reduces, causing the particles to move toward
the center of the channel due to the dominant Feq. There-
after, the particles continue as a focused stream and exit
through the central outlet of the channel. The distance from
the inlet at which the width of the particle stream becomes
10% of the inlet width is deﬁned, here, as the collection
length, Lc. Based on the depiction of forces in Fig. 5(a), Lc
can be expressed in terms of the respective forces by the
following expression:
Wi
2Lc
∝ Feq − cFdx
Fdy
, (17)
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FIG. 5. (a) A depiction of the movement of particles and the
relative forces acting on them along the channel from the inlet to
the outlet. (b)–(e) Particle trajectories (ρp = 2000 kg/m3) in the
x-y plane for varying: (b) vibration amplitude (Wi = 2 mm, Q =
1 ml/min, d = 15 μm); (c) particle diameter (Wi = 2 mm, Q = 1
ml/min, A0 = 150 μm); (d) volumetric ﬂow rate (Wi = 2 mm,
A0 = 150 μm, d = 15 μm); and (e) inlet width (Q = 1 ml/min,
A0 = 150 μm, d = 15 μm). Q is the volumetric ﬂow rate, Wi is
the channel inlet width, A0 is the actuation amplitude, and d is
the particle diameter.
where c signiﬁes the contribution of Fdx on the particle’s
x movement compared to the equivalent collection force
Feq. The factor c primarily depends on the ratio between
the inlet width and the channel width.
Parameters aﬀecting collection.—As seen from Eq.
(17), an increase in Feq decreases the collection length
Lc. Therefore, as discussed in Sec. III A 1, for an increase
in A0, a decrease in W (or an increase in f ), and for
particles with higher r and ρp , the collection forces will
increase; thereby, the collection length will decrease. A
similar observation can be made for the eﬀect of drag
forces due to the inlet-induced transverse ﬂow ﬁeld (Fdx
and Fdy) on Lc. For instance, an increase in the ﬂow rate Q
will increase both Fdx and Fdy , resulting in an increase in
Lc. With regard to the inlet width Wi, for a constant ﬂow
rate, a decrease in Wi will increase the ﬂow velocity in the
TABLE I. The range of parameters considered in the simula-
tions for characterizing the collection length Lc.
Parameter Range Base value
A0 (μm) 100–500 200
Q (ml/min) 0.3–1.2 1
Wi (mm) 1–8 2
d = 2r (μm) 5–20 15
area near the inlet, thereby increasing Fdx and Fdy , which
leads to a decrease in the right-hand side of Eq. (17). How-
ever, the left-hand side also decreases due to Wi, which
leaves an interplay of two eﬀects which can aﬀect the vari-
ation of Lc. As a result, the simulations show that with
increasing inlet width, the collection length ﬁrst decreases
and then, at higher values, starts to increase, as shown in
Fig. 5(e).
Simulations are performed by varying diﬀerent param-
eters to determine the collection length. Lc is determined
at the distance in y from the inlet where the width of
the particle stream becomes 5% of the inlet width. Each
parameter is varied as per the range mentioned in Table I,
while the other parameters are kept constant at the listed
“Base value.” The following best-ﬁt empirical correlation
is obtained with R2 > 0.95 for all the data sets obtained
from the parametric simulations:
Wi
2Lc
= 0.08 A
0.1
n
Q0.9n
(2.9 + 11.7rn − 134.9r2n)
− 0.15 A
0.2
n
Q0.8n
(
1 − Wi
W
)2
(2.1 + 17.4rn − 137.4r2n),
(18)
where An = A0/λ, Qn = Q/(A0ωWh), and rn = βr; β =√
ω/2ν and ν is the kinematic viscosity. We note that
the eﬀect of the channel length L on Lc is not discussed
here. The channel length is determined by the ﬂow rate
constraint, as mentioned in Sec. II A 1. Although, due to
the change in interface proﬁle, the channel length will
aﬀect both the ﬁrst- and second-order ﬂow ﬁelds, we do
not undertake the variation of channel length in this study
because its corresponding 3D streaming eﬀects cannot
be modeled with the present technique, as mentioned in
Sec. II A 4.
Eﬀect of streaming ﬁeld.—We must also consider the
eﬀect of streaming in the 3D system. Although the 2D
model used provides a good estimate of the cutoﬀ charac-
teristics for a batch collection system [72], the same model
cannot be employed to fully capture the 3D characteris-
tics of streaming. The presence of a signiﬁcant v2 ﬁeld
alters the cutoﬀ characteristics of the system [73] as well as
the collection length. Furthermore, it becomes essential to
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TABLE II. The variation of Lc with Q in hypothetical ﬂow
ﬁelds of varying strengths of the streaming ﬁeld in the y direc-
tion (v2). The table lists the value of the exponent b in Lc ∝ Qb
for varying magnitudes of the v2 ﬁeld. Here, s = 1 implies that
the magnitude of the assumed v2 is the same as that of the u2 ﬁeld
modeled as detailed in Sec. II A 3.
Wi (mm) s = 0 s = 0.1 s = 0.5 s = 1 s = 2
1 1.22 1.21 1.19 1.18 1.15
2 0.98 0.82 0.78 0.74 0.66
4 0.94 0.73 0.66 0.58 0.47
8 0.91 0.72 0.65 0.58 0.47
consider the ﬁrst-order ﬂow ﬁeld in the y direction (v1), in
regard to particle-movement and streaming-ﬁeld calcula-
tions, as the nature of the system will result in signiﬁcant
spatial gradients in the v1 ﬁeld (based on the discussion
in Sec. II A 4). These gradients aﬀect the u2 and w2 ﬁeld
while giving rise to vortices in the x-z plane (similar to a
vertically actuated rectangular chamber [73]), i.e., a sig-
niﬁcantly visible v2 ﬁeld. However, due to the inability
to model such complex 3D ﬂows, we do not include the
eﬀect of a streaming ﬁeld on the particle’s motion in our
comparative analysis later in Sec. III B.
Nevertheless, it is informative to address the qualita-
tive eﬀects of a steady ﬂow ﬁeld in the y direction on the
particle’s motion. The eﬀect of the u2 and w2 ﬁelds on
the particle’s motion have been discussed in Sec. III A 1.
To obtain a qualitative idea of how a v2 streaming ﬁeld
would aﬀect the collection lengths, we separately model
the movement of a particle by including a hypothetical v2
ﬁeld. The hypothetical v2 ﬁeld is assumed to have a spatial
variation in x and z similar to those of the w2 and the u2
ﬁelds, respectively, and to remain constant in the y direc-
tion. The magnitude of this v2 streaming ﬁeld is varied
through a factor s, where at s = 1 the magnitude of the
v2 ﬁeld is equal to that of the u2 ﬁeld; s is varied from 0 to
2 as shown in Table II. The collection length of the parti-
cles in the above-mentioned hypothetical streaming ﬁeld,
obtained over a range of ﬂow rates, is ﬁtted with a power
curve (Lc ∝ Qb) and the exponent b of the same is listed in
Table II.
The table clearly depicts that the trend of the collec-
tion length against the ﬂow rate is signiﬁcantly aﬀected
by the v2 streaming ﬁeld. Although these variations are
not physically derived, the data is useful for corrobora-
tion with experiments and is used, in the next section, to
help explain the deviations in the experimentally observed
collection lengths with those from the simulations. Fur-
thermore, despite the simpliﬁcations, the model provides
a quantitative evaluation of the relative eﬀects of the
inlet-induced transverse ﬁelds and capillary-wave-induced
ﬁelds on particle motion, thereby informing better system
design.
B. Experiments
The collection proﬁle of particles in the channel as
observed experimentally is shown in Fig. 6. In agreement
with the simulations, the particles are seen to ﬁrst diverge
from the inlet, due to the dominant drag force from the
inlet-induced transverse ﬂow. Then, further downstream,
the particles converge toward the center of the chan-
nel because of the dominant collection forces from the
capillary-wave excitation.
The operating frequency is identiﬁed by a frequency
sweep. As mentioned in Sec. II A 2, the resonant frequency
is identiﬁed by a peak in the capillary-wave displace-
ment amplitude during a frequency sweep. As the vibration
amplitude is low, capillary waves are not visible on the
water-air interface with the naked eye. However, the peak
in the capillary-wave displacement is observed in the form
of the collection length Lc. As the collection force (Feq)
depends on the velocity-ﬁeld magnitude (Feq ∝ |u|2), the
collection force would also peak at the resonant frequency,
thereby leading to a minimum in the collection length.
The collection shown in Fig. 6(a) is obtained at a fre-
quency of 13 Hz, which is close to the theoretical fre-
quency of a capillary wave of one wavelength across the
8 mm width [12.9 Hz from Eq. (8)]. However, this collec-
tion is aﬀected by any wave formed along the y direction.
As such, any misalignment in mounting the device or geo-
metric irregularities along the edge of the channel can give
rise to perturbations along the y direction, resulting in a
capillary wave. An example of this is observed in Fig.
6(b), where the channel is vibrated at 15 Hz, close to the
theoretical frequency of a capillary wave of four wave-
lengths along the channel length [15.5 Hz from Eq. (8)
for L = 30 mm]. The collection proﬁle is observed to have
been distorted, which can be attributed to the interference
of the capillary wave along the y direction. Additionally,
no particle collection is observed below a frequency of 10
Hz. The channel geometry shown in Fig. 6 is solely to illus-
trate that the particles converge and exit from the central
FIG. 6. (a) The movement of silica particles (d = 5 μm) along
the channel as observed in experiments at a frequency of 13 Hz.
(b) The particle motion at 15 Hz shows a wavy particle-collection
line along y due to the interaction of the capillary wave along y.
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outlet only. However, for further experiments, the channel
geometry shown in Fig. 2(e) is employed, which eases the
separation of the particle concentrate (central outlet) and
the ﬁltrate (side outlet). The ﬁltrate is then scanned for par-
ticles using DLS to validate the absence of particles from
the side outlets.
Figure 7 shows a comparison of the collection length
observed from experiments with those obtained from sim-
ulations for diﬀerent inlet widths and ﬂow rates. The
variation of Lc with the ﬂow rate and the inlet width is in
line with the discussion in Sec. III A 2. Smaller inlet widths
lead to a higher particle concentration near the centerline of
the channel while competing with an increasing Fdx, which
results in the trend shown in Fig. 7(e). A further decrease
in the inlet width is accompanied by the formation of vor-
tices near the inlet, which increases the collection length.
An increase in the ﬂow rate also determines the forma-
tion of such vortices [75], thereby restricting the maximum
operating ﬂow rate. Furthermore, the upper limit on the
ﬂow rate is also restricted by the condition of ensuring a
connected liquid volume between the inlet and the outlet
(Sec. II A 1). Finally, extremely low ﬂow rates are also not
advised, as they may cause particle accumulation at the
inlet due to solid friction on the particles from the channel
base.
It is observed from Fig. 7 that the simulation results
agree with the experiments to varying degrees. As dis-
cussed in Sec. II A 4, the present model incorporates
several assumptions in order to tackle the modeling of
this complex 3D ﬂow ﬁeld. Speciﬁcally, the assumptions
related to the noninclusion of only a 2D streaming ﬁeld,
neglecting the v2 ﬂows (in the third dimension) and its sub-
sequent eﬀect on the u2 and w2, is a signiﬁcant source of
error in the simulation results. In particular, the v2 ﬁeld will
inﬂuence the variation of collection length. To investigate
the eﬀect of v2 on the collection length, Table III compares
the variation of Lc with Q for the data from experiments
with those obtained from simulations with streaming for
the case s = 1, as explained in Sec. III A 2. and Table II.
Table III also provides a comparison between the trends
from experiments and with simulations without streaming
(the current simulation model setup). The trend of Lc vs Q
from experiments shows a clear departure from the simu-
lations without streaming, but seems to closely follow the
trend from simulations where a hypothetical streaming in y
is considered. Again, as mentioned in Sec. III A 2, the anal-
ysis considering the inclusion of streaming ﬁelds is only
intended to be indicative of the eﬀects of streaming.
Figure 8(a) shows the collection lengths for silica
particles in a channel of width 8 mm for varying actu-
ation amplitudes. An increase in the actuation ampli-
tude increases the collection forces, thereby decreasing
the collection length. However, it has to be mentioned
that higher amplitudes also increase the streaming-ﬁeld
strength, thereby increasing the chances of an incomplete
FIG. 7. The collection length, for silica particles (d = 5 μm),
in a channel of width 8 mm with varying Q at f = 13 Hz and
A0 = 220 μm: (a) Wi = 1 mm; (b) Wi = 2 mm; (c) Wi = 4 mm;
(d) Wi = 8 mm. (e),(f) The variation of Lc with Wi/W from
(e) experiments and (f) simulations.
collection. The highest amplitude employed in the experi-
ments is 500 μm at 13 Hz, for two reasons: (1) a higher-
amplitude capillary-wave movement hinders a clear obser-
vation of particle collection and (2) the chances of liquid
spillage from the sides are increased. As was mentioned in
Sec. II A 4, the inlet-induced transverse ﬂow ﬁeld can be
TABLE III. A comparison of the exponent b of Lc ∝ Qb
between experiments and simulations. The table compares data
from simulations with no streaming, simulations with a stream-
ing ﬁeld (assuming v2 ﬁeld with s = 1 from Table II), and
experiments.
Simulations
Wi (mm) No streaming s = 1 Experiments
1 1.21 1.18 1.05
2 0.94 0.74 0.64
4 0.93 0.58 0.36
8 0.97 0.58 0.59
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FIG. 8. (a) The collection length Lc of silica particles (d =
5 μm) in a channel of width 8 mm with varying A0 for diﬀerent
Wi at f = 13 Hz and Q = 1 ml/min. (b) The collection length
of silica particles in a channel of width 5 mm for varying Q at
f = 22 Hz (Wi = 1.6 mm, A0 = 86 μm): the normalized particle
distribution along the channel width is also shown.
expected to be time-periodic, due to the vibrating liquid-air
interface. Therefore, the transverse ﬂow will also con-
tribute to the streaming-ﬁeld strength, thereby aﬀecting the
cutoﬀ characteristics, which implies that the ﬂow rate Q
will also aﬀect the cutoﬀ characteristics of the system. The
same is observed in Fig. 8(b), which shows the particle-
collection proﬁle of silica particles of diameter 5 μm in
a channel with width 5 mm (f = 23 Hz). Due to the
narrower channel width, the particles are more suscepti-
ble to the streaming ﬂows compared to the 8-mm-wide
channel [74]. Therefore, these channels are more sensi-
tive to changes in parameters that aﬀect the streaming-ﬁeld
strength. At low ﬂow rates, the collection seems to be
complete—the observations are supported by DLS mea-
surements—while at increased ﬂow rates, particles can be
seen across the channel [observed as a hazy liquid as well
as through the image intensity distributions in Fig. 8(b)],
implying an incomplete collection.
Figure 9 shows the nondimensionalized plots based on
Eq. (18) for the data corresponding to the 5 μm silica
FIG. 9. A comparison of experimental and numerical data
nondimensionalized as per Eqs. (19a) and (19b) for all the
cases shown in Figs. 7 and 8. The inset speciﬁcally shows the
data points for the experiments with channel width 5 mm from
Fig. 8(b).
particles, where
X = Wi
2Lc
, (19a)
Y = 0.08 A
0.1
n
Q0.9n
(2.9 + 11.7rn − 134.9r2n)
− 0.15 A
0.2
n
Q0.8n
(
1 − Wi
W
)2
(2.1 + 17.4rn − 137.4r2n).
(19b)
Figure 9 does not contain data for 1 μm polystyrene par-
ticles as shown in Fig. 10(a), because Eq. (18) is valid only
for the particle size range mentioned in Table I. A parti-
cle’s motion in the z direction is determined by a balance
between the drag force (Fdz) and its weight (Fw). Lower
particle sizes experience an increased eﬀect of the drag
force compared to the particle’s weight (Fdz/Fw ∝ 1/r),
allowing the particle to remain dislodged from the base for
longer times, as shown in Fig. 10(b). As the ﬂow ﬁelds are
much stronger at higher z (Fig. 3), lighter particles travel
a longer distance before sedimenting and thereby exhibit
an altered interaction with the ﬂow ﬁelds compared to the
heavier particles. Although Eq. (18) is unable to predict the
collection length for particles of sizes 1 μm, the simulation
procedure employed in this work (discussed in Sec. II A)
is able to predict the collection lengths with a fair bit of
accuracy, as seen in Fig. 10(a).
As explained above, the two types of particles used in
the present work demonstrate diﬀerent movement char-
acteristics during their collection, wherein the collection
lengths can be reasonably predicted by the simulation
procedure. Smaller (or lighter) particle sizes are strongly
aﬀected by the streaming ﬁeld, causing them to swirl and
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FIG. 10. (a) The collection
length for polystyrene particles
(d = 1 μm) with varying Q at
f = 13 Hz, A0 = 220 μm, in
a channel with W = 8 mm and
Wi = 2 mm. (b),(c),(d) A com-
parison of the motion of diﬀerent
particle sizes from simulations
in (b) the y-z plane, (c) the x-z
plane, (d) 3D motion. The particle
motion shown here represents the
position of the particle at the end
of each cycle.
disperse in the liquid bulk, rather than collecting stably,
while larger (or heavier) particles show collection char-
acteristics similar to the silica particles. In such a case,
theoretical estimates suggest that the collection length does
not signiﬁcantly depend on the particle size. Looking at
Eq. (17), the collection length is primarily a competition
between the drag force due to the inlet-induced transverse
ﬂow (Fdx = 6πμru) and the vibration-induced collection
forces (Feq). Feq varies as roughly r1.7 from simulations on
horizontal excitation of a rectangular-cross-section cham-
ber [70], while experimentally this is observed to be about
r1.4 for particle sizes ranging from 3 μm to 40 μm. The
drag force due to the inlet-induced transverse velocity
ﬁeld (Fdx) varies close to r2, accounting for the increase
TABLE IV. A summary of the limits on actuation and on the ﬂow parameters for designing a system for collecting particles using
the proposed capillary-wave-based method.
Parameter Eﬀect of increase in parameter Upper limit Lower limit
Wi Decreased Fdx and Fdy near
inlet: variable eﬀect on Lc
Wi = W Vortex formation near inlet
[75]
Q Increased Fdx and Fdy :
increased Lc
Streaming trap, Lc < L,
connected inlet and outlet,
jetting at the inlet
Particle accumulation at inlet
A0 Increased Feq and streaming:
decreased Lc
Streaming trap Lc < L
L No signiﬁcant eﬀect on Feq,
Fdx, or Fdy
Capillary breakup [80] Lc < L
W Decreased Feq and streaming:
increased Lc
Lc < L Streaming trap
h No eﬀect on Feq, increased
streaming
Streaming trap, h < λ [69] Boundary to conﬁne liquid in
the rectangular channel
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FIG. 11. A comparison of the proposed capillary-wave-
based microparticle-collection method with diﬀerent microﬂu-
idic particle-collection schemes: (a) the hydraulic diameter of the
channel plotted against the particle diameter; (b) the ﬂow rate
plotted against the particle diameter. The data points included in
the graphs have been extracted from the following references:
inertial microﬂuidics [5,83–112], acoustics [23,26,44,45,47,48,
113–126] and dielectrophoresis (DEP) [127–142].
in velocity-ﬂow magnitude with increasing particle radius
near the base. The above explanation shows a faint depen-
dency of the particle sizes on the collection length (r0.6).
This weak dependency is further supported by the simu-
lation data [from Eq. (18)], where for a 50% change in
the radius (from 5 μm), the collection length changes by
less than 5%, which would not be diﬀerentiable experimen-
tally. In comparison, other parameters such as the channel
width (W), the inlet width (Wi), the actuation amplitude
(A0), and the ﬂow rate (Q) show much stronger eﬀects on
the collection length (greater than 40%).
Table IV qualitatively summarizes the design criteria
for designing a channel for continuous particle collection
considering geometrical, ﬂow stability, and streaming lim-
itations on particle movement. It is also informatory to
evaluate the collection characteristics of this capillary-
wave-based method with other particle-manipulation
methods. Figure 11 provides a comparison of this method
with three predominantly employed microscale continuous
ﬂow methods for microparticle collection. The ﬁgure com-
pares the reported particle sizes collected by the respective
actuation mechanisms with the hydraulic diameter of the
channel and the maximum reported ﬂow rates.
The data presented in Fig. 11 for the capillary case are
presently limited to particle sizes of 1 μm only. Consid-
ering the capabilities of the batch manipulation system
explored in our previous study [72], the present system
provides the possibility of manipulating submicron-sized
particles. As the streaming-ﬁeld strength increases and
the collection forces decrease with decreasing particle
sizes [74], the proposed collection device will be eﬃcient
at larger channel widths and lower vibration amplitudes
(which correspond to lower-magnitude streaming ﬁelds)
and also at lower operating ﬂow rates (to compensate for
the lower collection forces).
IV. CONCLUSION
Continuous focusing of microparticles is demonstrated
in an open water-ﬁlled rectangular-cross-section chan-
nel subjected to low-frequency periodic vibrations. This
capillary-wave-based particle manipulation mechanism is
known to collect particles underneath the nodes of the cap-
illary wave in a batch operation mode [72]. The present
work expands the capability of this collection mechanism
to continuously collect microparticles at ﬂow rates up to
1.2 ml/min. A numerical model is proposed which traces
the motion of a particle by superimposing a 2D ﬂow ﬁeld
due to the periodic vibrations (which aﬀects the collection)
with a steady 3D ﬂow ﬁeld (driving particle movement
from inlet to outlet). Although the model contains inaccu-
racies, it provides a fair estimation of the length from the
inlet at which particles converge into a focused stream. The
eﬀects of vibration amplitude, channel dimensions, and
channel inlet widths on the collection length and collection
quality are discussed through simulations and experimen-
tal observations. The eﬀect of the streaming ﬁeld on the
deviation between simulation and experimental results is
also discussed. Finally, based on the simulation model
and experimental observations, parameters pertaining to
channel design and actuation are summarized consider-
ing eﬀects on ﬂuid ﬂow and particle motion. With the
advantages of a simple setup and operation, the proposed
methodology demonstrates an alternative to achieve con-
tinuous focusing of microparticles with ﬂow rates com-
parable to existing microﬂuidics-based particle-collection
schemes.
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