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Introduction
This Thesis concerns (conformal) interfaces between two-dimensional conformal field
theories. These are operators interpolating between the Hilbert spaces of states of the
two theories associated to one-dimensional domain walls separating the two theories,
compatible with conformal symmetry. They were firstly introduced in the contest of
condensed matter physics, where they were originally thought as defect lines in the
domain of a (unique) CFT, describing altered bound strenght due to impurities. They
generalize the concept of (conformal) boundary (since we can think of a boundary as
an interface with the trivial CFT) and allow to compute more general amplitudes,
involving fields of different theories (e.g. 〈I〉, 〈φ1Iφ2〉, etc).
The whole interface analysis mimic exactly the one of boundaries. This correspondence
can be made precise folding the two theories on the same domain. This converts inter-
faces between CFT1 and CFT2 to boundary states of the product theory CFT1×CFT2
(where the bar denotes the redefinition of CFT2 in the domain of CFT1). Thanks to
this correspondence we can translate a problem concerning interfaces into a problem
concerning boundary states and this allow us to write an explicit expression for the
interface operator. Moreover this gives us a different perspective in understanding how
interfaces are restricted by quantization.
In the present work we start from the classification of interfaces (preserving the whole
current algebra) between bosonic CFTs and their supersymmetric extention and apply
the interface analysis to superstring theory compactified on tori. We dedicate attention
to the case of heterotic string theory, for which no D-branes are known to exist, but
nevertheless we can easily write interfaces (corresponding to D-branes of the doubled
theory). Here the peculiar features are the difference in left and right field content
and the presence only of right supersymmetry. We show this forces supersymmetric
(conformal) interfaces to be topological (i.e. acting separately on left and right fields).
These are very special interfaces, with the property they can be freely moved (and
deformed) on the world-sheet, provided they do not cross any field insertion.
The work is organized as follow.
In the first part we review Conformal Field Theory and Boundary Conformal Field
Theory (i.e. the mathematics of closed and open String Theories), while in the second
part we lay the foundations of an Interface Conformal Field Theory.
In particular in chapter 1 we sketch the basic ideas behind string theory, focusing on
type II and heterotic superstring theories, for which we state without proof some simple
results. In chapter 2 we introduce conformal field theory and briefly summarize the
most important definitions and formulæ, dedicating particular attention to bosonic and
fermionic conformal field theories. In chapter 3 we describe general boundary analysis,
discussing explicitely the bosonic example and its suprsymmetric generalization. In
1
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chapters 4 we fix the interface analysis scheme and explain the interface classification
for the bosonic theory and its supersymmetric generalization. Finally in chapter 5 we
deal with interfaces in string theory, with particular attention to the heterotic case.
I want to thank Professor Ilka Brunner, who took me as Erasmus Placement student
and gave me the opportunity to work on such new and charming topics and Mychael
Kay that helped me in the hard job of schooling and pedagogical teaching. I also
thank Professor Enore Guadagnini and Professor Giovanni Morchio for their always
large disposability. Then special thanks go to Lorenzo Di Pietro for all the illuminating
discussions and to all my friends that supported me in infinite different ways, between
them Amel, Anthea, Britney, Chiara, Davide, Elia, Michela, Riccardo, Roby, Rosa,
Tiziano and Ylenia.
2
Notations
We will consider minkowskian world-sheet (σ0, σ1) ∈ R1,1, with metric ηαβ = ( − + ) and
define light-cone coordinates σ± = σ0 ± σ1 for which ηˆαβ = 12 ( −− ) and ηˆαβ = 2 ( −− ).
In particular for the closed string (σ0, σ1) ∈ R1 × [0, Lcl]∼ with σ1 ∼ σ1 + Lcl, while for
the open string (σ0, σ1) ∈ R1 × [0, Lop]. When necessary we will assume Lcl = 2pi and
Lop = pi.
We denote Majorana-Weyl world-sheet left and right spinors as ψL and ψR, so we write
the Dirac world-sheet spinor Ψ and its conjugate Ψ¯ as
Ψ =
(
ψL
ψR
)
, Ψ¯ =
(
ψR , ψL
)
In the text we refer to the integral, real and complex two-dimensional projective general
and special linear groups, i.e.
PSL(2;Z) = SL(2;Z) /±1
PSL(2;R) = SL(2;R) /±1 , PGL(2;R) = GL(2;R)
/
Rr01
∼= PSL(2;R)× Z2
PGL(2;C) = GL(2;C)
/
Cr01
∼= PSL(2;C) = SL(2;C) /±1
We will largely refer to orthogonal and pseudo-orthogonal groups, so it is convenient to
summarize here their definitions and their standard form in the two-dimensional case
(we will use K = Z, Q, R)
O(2d;K) = {M ∈ GL(2d;K) |M>M = 1}(
cosϑ sinϑ
sinϑ − cosϑ
)
,
(
cosϑ sinϑ
− sinϑ cosϑ
)
O(ηˆ;K) = {M ∈ GL(2d;K) |M>ηˆM = ηˆ}(
λ
λ−1
)
,
(
λ−1
λ
)
O(p, q;K) = {M ∈ GL(p+ q;K) |M>ηM = η}
±
(
cosh Θ sinh Θ
sinh Θ cosh Θ
)
, ±
(
cosh Θ − sinh Θ
sinh Θ − cosh Θ
)
In the expressions concerning η and ϑ functions as well as partition functions Z and
amplitudes A we use different arguments. These are related by
τ = it, T = 2pit, q = e−T = e−2pit = e2piiτ
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For the sake of clarity will use the following index convention
• i, j, k denote generic indices: we use them for label lattice vectors, primary fields (so
Ishibashi states and heigher weight representations) and also to denote the 16 extra
(bosonic) coordinates of the heterotic string,
• A,B denote distinct conformal field theories (thus A = 1, 2),
• α, β, γ, δ denote world-sheet coordinates (thus α = 0, 1 or +,−),
• µ, ν, λ denote generic target-space coordinates (thus µ = 0, 1, . . . D − 1),
• when we need to distinguish between compact and non-compact coordinates, we use
µ, ν, λ to denote non-compact coordinates, while M,N,L to denote compact coordinates
(thus µ = 0, 1, . . . D − d− 1 and M = D − d− 1, . . . D − 1),
• I, J,K denote right (bosonic) coordinates of the heterotic string,
•m,n denote bosonic modes expansions,
• r, s denote fermionic modes expansions.
4
Part I
CFT and BCFT
5

String Theory
In this first chapter we provide a brief summary of definitions and statemets without
proofs, sufficient to lead intuition through the string interpretation of conformal field
theory results. In particular we will analyze type II and heterotic string theories, using
for the ladder the bosonic formulation.
1.1 Overview
The starting idea of string theory is to replace the concept of point particle with a
one-dimensional object called string. This means a two-dimensional (semi-riemaniann)
surface called world-sheet takes the place of the one-dimensional trajectory (or world-
line). Quite surprisingly the theory is effectively a field theory and naturally incorpo-
rates gravity. The original attractiveness of the theory resides also on its naturalness:
it contains only one type of string (which can appear as open or closed) and one free
parameter (αS). Even the number D of space-time dimensions arises as a prediction of
the theory: D = 26 for the bosonic theory and D = 10 for the supersymmetric theory.
However both these numbers are far from the experienced D = 4 and this forced
string theorists to think of a way to get rid of the extra dimensions and reproduce the
standard model. The common procedure to reduce the number of dimensions is called
compactification and unfortunately it is far from being unique. This means string theory
has actually a plenty of parameters whose choice seems to move the theory away from
its original naturalness and even from predictivity. This is the problem of matching
string theory with the standard model.
On the other hand bosonic string theory is inconsistent and supersymmetry is up to
now the only way to overcome this problem. Five superstring theories are known to
exist and the discovery of dualities between them led to the hypothesis of the existence
of a unique theory at non-perturbative level. The mysterious theory has been named
M theory. This is the problem of founding the non-perturbative string theory.
The quantization of the string action can be obtained using different methods: old
covariant quantization, light-cone quantization, BRST quantization, etc. These make
sense only at a critical space-time dimension. We will not deal with the details of string
quantization, but simply mention that the critical dimension can be easily calculated in
the BRST formalism, provided one knows central charges of the different CFTs involved
boson fermion bc ghosts βγ ghosts
c = 1 c = 1
2
c = −26 c = 11
Then the critical dimension is simply obtained as the number of bosons needed to cancel
the total central charge (so to preserve conformal symmetry at the quantum level, as it
should be for a consistent gauge theory). For the bosonic string we only have bosons
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and bc ghosts, so we need 26 coordinates to cancel the gauge anomaly. On the other
hand for the supersymmetric case every boson come together with a fermion and we
have both bc and βγ ghosts, so in this case we need 10 couples of bosons and fermions
to cancel the ghost contribution to the gauge anomaly (c = −26 + 11 = −15).
1.2 The bosonic string
We consider both open and closed strings, corresponding to world-sheet strip and cylin-
der
(σ0, σ1) ∈ R× [0, L], (σ0, σ1) ∈ R× S1, with metric gαβ of signature (−,+)
and flat non-compact space-time (or target-space) coordinates
(X0, X1, . . . , XD−1) ∈M1,D−1, with metric Gµν = ηµν =
( −
+
...
+
)
The Polyakov action for the bosonic string is
S[X, g] =
1
4piαS
∫
d2σ
√
g gαβ ∂αX
µ∂βXµ
As one can easily verify, S[X, g] has three symmetries
i) local Weyl invariance δXµ = 0, δgαβ = 2Ω gαβ
ii) global Poincare´ invariance δXµ = ωµνX
ν + aµ, ωµν = −ωνµ, δgαβ = 0
iii) local diffeomorphisms invariance δXµ = σα∂αX
µ, δgαβ = Dασβ +Dβσα
with Dασβ = ∂ασβ − Γγαβσγ, Γγαβ = 12gγδ(∂αgβδ + ∂βgαδ − ∂δgαβ)
Since we are considerig two-dimensional world-sheets, we can use diffeomorphisms and
Weyl invariances to reduce the metric to the flat metric
gαβ = ηαβ = (
−
+ )
this is called conformal gauge, since it leaves to the action conformal invariance
δXµ = σα∂αX
µ, δgαβ = 2Ωgαβ
In flat space-time and conformal gauge the action takes the form
S[X] =
1
4piαS
∫
dσ0 dσ1
[
(∂1X)
2 − (∂0X)2
]
the energy momentum tensor and the equations of motion write
Tαβ =
cT
αS
(
∂αX · ∂βX + 1
2
ηαβ∂
γX · ∂γX
)
, ∂α∂αX
µ = 0
T |(σ0,σ1) = cT
2αS
(
(∂0X)
2 + (∂1X)
2 2∂0X · ∂1X
2∂0X · ∂1X (∂0X)2 + (∂1X)2
)
, (∂21 − ∂20)Xµ = 0
8
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Notice the energy-momentum tensor is traceless (i.e. Tαα = T11 − T00 = 0) whenever
the equation of motion are used. Finally, since the metric field gαβ is not dynamical,
we have to impose the corresponding equations of motion as constaints (called Virasoro
contraints). This means we ask for the energy momentum tensor to vanish and in the
present case it writes (∂0X + ∂1X)
2 = (∂0X − ∂1X)2 = 0.
For the closed string we have to impose periodicity conditions
Xµ(σ0, σ1 + L) = X
µ(σ0, σ1), ∂1X
µ(σ0, σ1 + L) = ∂1X
µ(σ0, σ1)
and we can expand Xµ as a Fourier series
Xµ(σ0, σ1) = xµ +
2pi
L
αSp
µ σ0 + i
√
αS
2
∑
n∈Zr0
1
n
(
αµn e
−i 2pi
L
n(σ0+σ1) + α¯µn e
−i 2pi
L
n(σ0−σ1))
moreover for the closed string we can write
X(σ0, σ1) = XL(σ
0 + σ1) +XR(σ
0 − σ1)
XµL(σ
0 + σ1) =
1
2
(xµ + cµ) +
2pi
L
αS
2
pµ (σ0 + σ1) + i
√
αS
2
∑
n∈Zr0
1
n
αµn e
−i 2pi
L
n(σ0+σ1)
XµR(σ
0 − σ1) = 1
2
(xµ − cµ) + 2pi
L
αS
2
pµ (σ0 − σ1) + i
√
αS
2
∑
n∈Zr0
1
n
α¯µn e
−i 2pi
L
n(σ0−σ1)
For the open string we have instead two possible choice of boundary conditions for each
end of the string. These are called Dirichlet (D) and Neumann (N) boundary conditions
and write1
∂0X
µ = 0 (D), ∂1X
µ = 0 (N)
Physically we can interpret boundary conditions in term of higher dimensional objects
called D-branes: the Dirichlet condition means the end point of the string is fixed on
the D-brane (this condition breaks space-time Poicare´ invariance, thus momentum is
not conserved), while the Neumann condition means the string attaches to the D-brane
orthogonally (and thus no momentum flows off the end of the string).
Distinguishing between the four cases DD, DN, ND and NN, we can write the expansions
Xµ(σ0, σ1) = xµ0 +
1
L
(xµ1 − xµ0)σ1 +
√
2αS
∑
n
1
n
αµne
−i pi
L
nσ0 sin pinσ
1
L
n ∈ Zr 0 DD
Xµ(σ0, σ1) = xµ +
√
2αS
∑
n
1
n
αµne
−i pi
L
nσ0 sin pinσ
1
L
n ∈ Z+ 1
2
DN
Xµ(σ0, σ1) = xµ + i
√
2αS
∑
n
1
n
αµne
−i pi
L
nσ0 cos pinσ
1
L
n ∈ Z+ 1
2
ND
Xµ(σ0, σ1) = xµ + pi
L
2αSp
µσ0 + i
√
2αS
∑
n
1
n
αµne
−i pi
L
nσ0 cos pinσ
1
L
n ∈ Zr 0 NN
1Dirchlet boundary conditions are more precisely written Xµ = xµ.
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1.2.1 Light-cone coordinates
Working in light-cone coordinates
σ± = σ0 ± σ1, with metric ηˆαβ = 1
2
( −− ) , ηˆ
αβ = 2 ( −− )
the action takes the form
S[X] =
1
2piαS
∫
dσ+ dσ− ∂+X · ∂−X
and the energy-momentum tensor and the e.o.m. write
T |(σ+,σ−) = cT
αS
(
(∂+X)
2 0
0 (∂−X)2
)
, ∂+∂−Xµ = 0
so the Virasoro constaints are (∂+X)
2 = (∂−X)2 = 0. For the closed string the Xµ
expansion becomes
Xµ(σ+, σ−) = xµ +
2pi
L
αS
2
pµ (σ+ + σ−) + i
√
αS
2
∑
n∈Zr0
1
n
(
αµn e
−i 2pi
L
nσ+ + α¯µn e
−i 2pi
L
nσ−)
and
Xµ(σ+, σ−) = XµL(σ
+) +XµR(σ
−)
XµL(σ
+) =
1
2
(xµ + cµ) +
2pi
L
αS
2
pµ σ+ + i
√
αS
2
∑
n∈Zr0
1
n
αµn e
−i 2pi
L
nσ+
XµR(σ
−) =
1
2
(xµ − cµ) + 2pi
L
αS
2
pµ σ− + i
√
αS
2
∑
n∈Zr0
1
n
α¯µn e
−i 2pi
L
nσ−
which we can write in the compact form
∂+X
µ(σ+) =
2pi
L
√
αS
2
∑
n∈Z
αµn e
−i 2pi
L
nσ+ , ∂−Xµ(σ−) =
2pi
L
√
αS
2
∑
n∈Z
α¯µn e
−i 2pi
L
nσ−
defining
αµ0 = α¯
µ
0 =
√
αS
2
pµ
For the open string we have
∂±Xµ(σ±) = ± piL
√
αS
2
∑
n α
µ
n e
−i pi
L
nσ± αµ0 =
√
2αS p
µ n ∈ Z DD
∂±Xµ(σ±) = ± piL
√
αS
2
∑
n α
µ
n e
−i pi
L
nσ± n ∈ Z+ 1
2
DN
∂±Xµ(σ±) = piL
√
αS
2
∑
n α
µ
n e
−i pi
L
nσ± n ∈ Z+ 1
2
ND
∂±Xµ(σ±) = piL
√
αS
2
∑
n α
µ
n e
−i pi
L
nσ± αµ0 =
1√
2αS
1
pi
(xµ1 − xµ0) n ∈ Z NN
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1.2.2 Compactification
It will be important to consider the case in which d space dimensions are compact. In
the simple case of tori compactification this corresponds to consider
(X0, X1, . . . , XD−1) ∈M1,D−d−1 × Td
where Td denotes the d-dimensional torus, i.e. the product of d simple circles S1. For the
closed string, a compact dimension introduces, besides the usual discrete momentum
nµ, a winding number wµ counting how many times the string wraps the compact
dimension.{
Xµ(σ0, σ1 + L) = Xµ(σ0, σ1) + 2piwµRµ, wµ ∈ Z
pµ = n
µ
Rµ
, nµ ∈ Z for µ = D − d− 1, . . . , D − 1
The Xµ expansion becomes
Xµ(σ0, σ1) = xµ+
2pi
L
(αSnµ
Rµ
σ0+wµRµσ1
)
+i
√
αS
2
∑
n∈Zr0
1
n
(
αµne
−i 2pi
L
n(σ0+σ1)+α¯µne
−i 2pi
L
n(σ0−σ1))
Xµ(σ+, σ−) = xµ+
2pi
L
√
αS
2
(αµ0 σ
+ + α¯µ0 σ
−)+ i
√
αS
2
∑
n∈Zr0
1
n
(
αµn e
−i 2pi
L
nσ+ + α¯µn e
−i 2pi
L
nσ−)
with
αµ0 =
1√
2
(
nµ
√
αS
Rµ
+ wµ
Rµ√
αS
)
, α¯µ0 =
1√
2
(
nµ
√
αS
Rµ
− wµ R
µ
√
αS
)
We notice that replacing R with αS
R
is equivalent to exchange momentum and winding
numbers and space and time world-sheet coordinates (or equivalently left and right field
modes and left and right light-cone coordinates). This is an example of duality between
compactificied string theories, called T-duality. It relates theories at small and large
radii and enhance the symmetry content of the theory at the minimal or self-dual radius
R? = αS. We will always assume R 6= R?, beeing this a special case which require a
separate discussion.
1.3 The fermionic string
Together with the bosonic coordinates Xµ we can think of fermionic coordinates Ψµ.
These are two-components Majorana spinors, which can be written in terms of the
one-component Majorana-Weyl spinors ψµL and ψ
µ
R
Ψµ =
(
ψµL
ψµR
)
, Ψ¯µ =
(
ψµR , ψ
µ
L
)
The action is
S[Ψ, g] =
1
4piαS
∫
d2σ
√
g gαβ Ψ¯µ γα∂βΨµ
where γα are representations of Cl(1, 1;R), so they satisy
{γ0, γ0} = −21 {γ1, γ1} = 21 {γ0, γ1} = 0
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in particular we choose
γ0 =
(
+
−
)
, γ1 =
(
+
+
)
, γ0γ1 =
(
+
−
)
and we can rewrite the Dirac operator as
γα∂α = γ1∂1 − γ0∂0 =
(
∂1 − ∂0
∂1 + ∂0
)
with this choice, and forgetting for the moment the µ index, the action takes the form
S[ψL, ψR] =
1
4piαS
∫
dσ0 dσ1
[
ψL · (∂1 + ∂0)ψL + ψR · (∂1 − ∂0)ψR
]
so we have energy-momentum tensor and equations of motion
Tαβ =
cT
4αS
Ψ¯ · (γα∂β + γβ∂α)Ψ, γα∂αΨµ = 0
T |(γ0,γ1) =
cT
2αS
(
ψR·∂0ψR−ψL·∂0ψL 12
[
ψR·(∂0+∂1)ψR+ψL·(∂0−∂1)ψL
]
1
2
[
ψR·(∂0+∂1)ψR+ψL·(∂0−∂1)ψL
]
ψR·∂1ψR+ψL·∂1ψL
)
(∂1 + ∂0)ψ
µ
L = (∂1 − ∂0)ψµR = 0
Notice the energy-momentum tensor is again traceless on-shell. Finally the Virasoro
constraints write ψR · (∂0 + ∂1)ψR = ψL · (∂0 − ∂1)ψL = 0.
1.3.1 Light-cone coordinates
Choosing light-cone coordinates we have
γ± =
1
2
(γ0 ± γ1)
{γ+, γ+} = {γ−, γ−} = 0 {γ+, γ−} = −21
or with our choice
γ+ =
(
+
0
)
, γ− =
(
0
−
)
, γ+γ− =
( −
0
)
The Dirac operator writes
γα∂α = −2γ+∂− − 2γ−∂+ = 2
( −∂−
+∂+
)
and we have
S[ψL, ψR] =
1
2piαS
∫
dσ+ dσ−
(
ψL · ∂+ψL − ψR · ∂−ψR
)
so for the energy-momentum tensor and the equations of motion
T |(γ+,γ−) =
2cT
αS
(
ψR · ∂+ψR ψR · ∂−ψR − ψL · ∂+ψL
ψR · ∂−ψR − ψL · ∂+ψL −ψL · ∂−ψL
)
∂+ψ
µ
L = ∂−ψ
µ
R = 0
while the Virasoro constraints take the form ψR · ∂+ψR = ψL · ∂−ψL = 0.
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1.3.2 Ramond and Neveu-Schwarz sectors
In addition to periodic conditions familiar from the bosonic theory (which in the
fermionic case are called Ramond conditions), we have now the possibility of anti-
periodic conditions (or Neveu-Schwarz conditions).
ψµL(σ
0, σ1 + L) =
{
+ψµL(σ
0σ1) R
−ψµL(σ0σ1) NS , ψ
µ
R(σ
0, σ1 + L) =
{
+ψµR(σ
0σ1) R
−ψµR(σ0σ1) NS
This reflects in the mode expansions of ψµL and ψ
µ
R, which write
ψµL(σ
0, σ1) =
∑
r
ψµr e
−i 2pi
L
r(σ0+σ1), ψµR(σ
0, σ1) =
∑
r
ψ¯µr e
−i 2pi
L
r(σ0−σ1), r ∈
{
Z+ 1
2
NS
Z R
or
ψµL(σ
+) =
∑
r
ψµr e
−i 2pi
L
rσ+ , ψµR(σ
−) =
∑
r
ψ¯µr e
−i 2pi
L
rσ− , r ∈
{
Z+ 1
2
NS
Z R
Since we can impose periodic (R) or anti-periodic (NS) conditions for the left and right
spinors indipendently, we have in total four different sectors, i.e. NS-NS, R-R, NS-R
and R-NS. Of these, the first two contain states which are space-time bosons, while the
last two contain states which are space-time fermions. As for the bosonic string, we
have states of negative norm (called tachyons), in particular the unique ground state of
the NS-NS sector.
For the open string we have four possibilities and two sectors for each one
ψµL/R = ±
√
pi
L
∑
r ψ
µ
r e
−i pi
L
rσ± r ∈
{
Z+ 1
2
NS
Z R
DD
ψµL/R = ±
√
pi
L
∑
r ψ
µ
r e
−i pi
L
rσ± r ∈
{
Z NS
Z+ 1
2
R
DN
ψµL/R =
√
pi
L
∑
r ψ
µ
r e
−i pi
L
rσ± r ∈
{
Z NS
Z+ 1
2
R
ND
ψµL/R =
√
pi
L
∑
r ψ
µ
r e
−i pi
L
rσ± r ∈
{
Z+ 1
2
NS
Z R
NN
1.4 Type 0 and II String Theories
Type II string theory is a supersymmetric theory of closed strings, which involves 10
bosons and 10 Majorana fermions.
Xµ = XµL +X
µ
R, Ψ
µ =
(
ψµL
ψµR
)
, µ = 0, . . . 9
The action for flat space-time, in conformal gauge and light-cone coordinates writes
S[X,ψL, ψR] =
1
2piαS
∫
dσ+ dσ−
[
∂+X · ∂−X + ψR · ∂+ψR − ψL · ∂−ψL
]
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This satisfies global supersymmetry, i.e. it is invariant under√
2
αS
δXµ = ¯Ψµ = i(Rψ
µ
L − LψµR), δΨµ =
√
2
αS
1
2
γα∂αX
µ =
√
2
αS
( −∂−XµR
∂+X
µL
)
where  = ( LR ) is a constant, infinitesimal Majorana spinor. This adds to the Virasoro
constraints, the vanishing of supercurrents
QL = −1
2
√
2
αS
ψL · ∂−X, QR = 1
2
√
2
αS
ψR · ∂+X
As we have seen both bosonic and fermionic strings have tachyons in their spectrum,
which make them unstable. In type II string theory, however, these are removed by
GSO projection, leaving a space-time supersymmetric stable theory.
As a matter of fact, consistency of string theory at one-loop turns out to be very
important and restrictive. In fact it enlights a fundamental property of the theory, i.e.
modular invariance of the partition function. This is also the deep motivation of Gliozzi-
Scherk-Olive (GSO) projection, namely the prescription to restrict physical states to
those invariant under one of four possible projections. This leads to the identification
of four different modular invariant string theories, called type 0A, 0B, IIA and IIB. Of
these only type IIA and IIB are space-time supersymmetric and stable (i.e. tachyon-
free), however we will also consider type 0 string theories, which provide in any case a
usefull example of modular invariant string theory.
The explicit form of GSO projections is
PNS = 12(1 + (−)F+F¯ ), PR = 12(1− (−)F+F¯ ) type 0A
PNS = PR = 12(1 + (−)F+F¯ ) type 0B
PNS = 14(1 + (−)F )(1 + (−)F¯ ), PR = 14(1 + (−)F )(1− (−)F¯ ) type IIA
PNS = PR = 14(1 + (−)F )(1 + (−)F¯ ) type IIB
where
(−)F =
{
(−)
∑
r∈N+12
ψµ−rψ
µ
r
in the NS sector
γ?(−)
∑
r∈Nr0 ψ
µ
−rψ
µ
r in the R sector
(−)F¯ =
{
(−)
∑
r∈N+12
ψ¯µ−rψ¯
µ
r
in the NS sector
γ?(−)
∑
r∈Nr0 ψ¯
µ
−rψ¯
µ
r in the R sector
and γ? =
∏D
µ=2 ψ
µ
0 denotes the chirality operator in the transverse directions. They
correspond to the following choice of sectors
(NS+, N¯S+)⊕ (NS−, N¯S−)⊕ (R+, R¯−)⊕ (R−, R¯+) type 0A
(NS+, N¯S+)⊕ (NS−, N¯S−)⊕ (R+, R¯+)⊕ (R−, R¯−) type 0B
(NS+, N¯S+)⊕ (NS+, R¯−)⊕ (R+, N¯S+)⊕ (R+, R¯−) type IIA
(NS+, N¯S+)⊕ (NS+, R¯+)⊕ (R+, N¯S+)⊕ (R+, R¯+) type IIB
or equivalently
(NS+,R+)× (N¯S+, R¯−) type IIA
(NS+,R+)× (N¯S+, R¯+) type IIB
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1.5 Heterotic String Theory
In both bosonic and supersymmetric string theories, left and right field components are
completely decoupled and give rise to two distinct sectors. This leaded Gross, Harvey,
Martinec and Rohm to propose a new kind of string theory named heterotic, in which
one considers the bosonic string on the left and the supersymmetric string on the right.
This lead to the so called bosonic formulation of heterotic string, involving 10 left and
right bosons, 10 right fermions and 16 internal (or extra) left bosons.
XµL, X
µ
R, ψ
µ
R, X
i
L µ = 0, . . . , 9 i = 1, . . . , 16
Since now supersymmetry involves only right movers, for heterotic string theory GSO
projection is simpler and takes the form
PNS =
1
2
(1 + (−)F¯ ), PR =
1
2
(1± (−)F¯ )
To get rid of the 16 left extra bosons, we compactify them on a 16-dimensional manifold.
This forces the corresponding discrete momenta to take values in a 16-dimensional
lattice Γ16. Modular invariance requires this lattice to be euclidean, even and self-dual
and it turns out there are only two such lattices: the weight lattice of Spin(32)/Z2 and
the root lattice of E8 × E8. These give rise to two inequivalent consisntent heterotic
string theories (sometimes denoted O and E). They have the same partition function
Zhet(τ, τ¯) = 1
(=τ)4
( 1
η24(τ)
∑
pL∈Γ16
q
1
2
p2L
)[ 1
η12(τ¯)
(
ϑ43(τ¯)− ϑ44(τ¯)− ϑ42(τ¯)
)]
or when d directions are compactified on a torus (S1)d
Zhet(τ, τ¯) = 1
(=τ)4− d2
( 1
η24(τ)
∑
(pL,pR)∈Γ16+d,d
q
1
2
p2L q¯
1
2
p2R
)[ 1
η12(τ¯)
(
ϑ43(τ¯)− ϑ44(τ¯)− ϑ42(τ¯)
)]
In this case the theory moduli space interpolates between O and E heterotic theories
and can be written
O(d+ 16, d;Z)
∖
O(d+ 16, d;R)
/
O(16, d;R)×O(d;R)
where we quotiened by the descrete action of T-dualities on the left to indicate it is a
null measure subgroup.
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Conformal Field Theories
In this chapter we analyze some general features of conformal field theories in two
dimensions. We start with few sections dedicated to present the Mo¨bius group and
the Witt and Virasoro algebras. Then we introduce few usefull definitions and state
without proofs a list of general properties of conformal field theories. Finally we end
up with the discussion of three examples of conformal field theories: the free boson, the
free fermion and the ghost system.
2.1 General results
2.1.1 The Witt algebra
Consider a two-dimensional smooth manifold M, with riemaniann or semi-riemaniann
smooth metric g, then a diffeomorphism f :M −→M is said conformal if it preserve
the metric upon rescaling, i.e. if it exists a map Ω : M −→ R>0 s.t. f ∗g′ = Ωg, or in
local coordinates
g′α′β′(f(x)) ∂αf
α′∂βf
β′ = Ω(x) gαβ(x)
At the infinitesimal level f(x) ' x+ (x), the above condition writes
∂αβ + ∂βα = Ω gαβ
We will restrict to the case of two euclidean dimensions (x0, x1) with gαβ = δαβ. Taking
the trace in the equation above, we can determine Ω = ∂ ·  and obtain
∂00 = ∂11, ∂01 = −∂10
which one immediately recognizes as the Cauchy-Riemann equations for complex func-
tions. This motivates the definition of w = x0 + ix1 and the use of the complex formal-
ism (see appendix A). We have that every meromorphic1function induces a conformal
infinitesimal transformation and we write
∂w¯(w) = 0, (w) =
∑
n∈Z
nw
n+1, n =
1
2pii
∮
dw (w) w−n
At the level of the fields, we can write conformal infinitesimal transformations as
Φ′(w) ' Φ(w) +
∑
n∈Z
(anln + bnl¯n)Φ(w), with ln = −wn+1∂w
so they act as representations of the product of two indipendent Witt algebras
Witt = {Ln, n ∈ Z | [Lm,Ln] = (m− n) Lm+n}
1i.e. everywhere holomorphic on the Riemann sphere, except for a finite set of possible poles.
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2.1.2 The Virasoro Algebra
As usual the quantization of the theory involves the central extension of the symmetry
algebra. The central extensions of the Witt algebra are called Virasoro algebras and
are characterized by a complex number c called the central charge2
Vir = {Ln, n ∈ Z | [Lm,Ln] = (m− n) Lm+n + c
12
(m3 −m) δm+n,0}
The central charge play the roˆle of a quantum conformal anomaly and is thus required
to vanish in the context of string theory, since for strings the conformal symmetry is
interpreted as a gauge symmetry.
2.1.3 The Mo¨bius group
We have found that conformal infinitesimal transformations are naturally associated to
representations of the infinite-dimensional algebra Witt ×Witt. However only few of
these infinitesimal transformations defines global transformations and these are bimero-
morphic3transformations of the Riemann sphere or complex Mo¨bius transformations.
These form a complex three-dimensional Lie group called the complex Mo¨bius group
Mo¨b C = {w′ = aw+bcw+d | a, b, c, d ∈ C, ad− bc 6= 0}
/
Cr01
= {w′ = aw+bcw+d | a, b, c, d ∈ C, ad− bc = 1} /±1
Proof:
We look for an invertible meromorphic function f . Near a cut or an essential singularity
meromorphic functions are not invertible, thus f can have only isolated poles, i.e. it can
be written as a ratio of polynomials f = P (w)Q(w) . Now if P (w) (resp. Q(w)) have more
than one zero, then the inverse images of w = 0 (resp. w =∞) is not unique and f is not
invertible. Moreover if P (w) or Q(w) have a pole of order greater than one, a simple loop
surrounding the pole is wrapped around the pole by the function and f is not invertible.
Therefore f reduces to the form f = aw+bcw+d and we must have ad − bc 6= 0 in order for
f to be invertible. Finally f = aw+bcw+d and f
′ = a
′w+b′
c′w+d′ induce the same transformation if
(a, b, c, d) = (λa′, λb′, λc′, λd′) with λ ∈ Cr0 and this motivates the quotient. 
By construction the Mo¨bius algebra mo¨b C is a subalgebra of the doubled Witt al-
gebra Witt ×Witt, precisely the algebra generated by {l−1, l¯−1, l0, l¯0, l1, l¯1}, which are
interpretable as translations, scalings and special conformal transformations.
generators infinitesimal tr. finite tr. Ω
l−1 = −∂w w′ ' w + −1 b ' −1 w′ = w + b b ∈ C 1
l0 = −w∂w w′ ' w + 0w λ− 1 ' 0 w′ = λ w λ ∈ Cr0 |λ|−2
l1 = −w2∂w w′ ' w + 1w2 −c ' 1 w′ = w1+cw c ∈ C |1 + cw|2
Notice we can write special conformal transformations as translations preceded and
followed by an inversion 1
w′ =
1
w
+ c. Moreover writing |w′|2 = |w|2|1+cw|2 , we see that the
circle |1+cw|2 = 1 is sent to itself, while the point inside are sent outside and viceversa.
2in general central extensions of a Lie algebra g are characterized by elements in the second coho-
mology class H2(g;C) of g and in this case H2(Witt;C) = C.
3i.e. meromorphic, with meromorphic inverse.
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Finally we have the isomorphism
Mo¨b C ∼= PGL(2;C) ∼= PSL(2;C)
w′ =
aw + b
cw + d
↔
(
a b
c d
)
or more explicitly
w′ = w + b ↔ ( 1 b0 1 ) , w′ = λw ↔
(
a 0
0 a−1
)
, w′ = w
1+cw
↔ ( 1 0c 1 )
2.1.4 Primary and quasi-primary fields
We will say a field Φ(w) has definite conformal dimensions (h, h¯) (we will say it chiral
if h¯ = 0 and anti-chiral if h = 0) if under scaling it transforms as
w′ = λw, Φ′(λw) = λ−hλ¯−h¯ Φ(w), λ ∈ Cr0
we will say it quasi-primary if under any global conformal transformation it transforms
as
w′ = f(w), Φ′(f(w)) = (∂wf)−h(∂w¯f¯)−h¯ Φ(w), f ∈Mo¨b C
we will say it a primary field if under any conformal infinitesimal transformation it
transforms as
w′ ' w + (w), Φ′(w + (w)) ' (1− h∂w− h¯∂w¯ ¯) Φ(w)
A field of definite conformal dimensions (h, h¯) on the complex plane can be expressed
as a Laurent series4
Φ(z) =
∑
n,n¯∈Z
φnn¯ z
−n−h z¯−n¯−h¯, φnn¯ =
1
(2pii)2
∮
dz dz¯ Φ(z)zn+h−1z¯n¯+h¯−1
Finally one can prove
[Lm, φn] =
(
(h− 1)m− n) φm+n
2.1.5 The energy-momentum tensor
Conformal infinitesimal transformations w′ ' w +  are associated via the No¨ther
theorem to a conserved current
j(w) = T (w)(w), ∂w¯j = 0
T (w) is a quasi-primary chiral field of conformal weights (2, 0) called the energy-
momentum tensor for which we have
∂w¯T (w) = 0, T (w) =
∑
n∈Z
Lnw
−n−2, Ln =
1
2pii
∮
dw T (w) wn+1
4the explicit form of the exponents have been chosen so that the field components φnn¯ have con-
formal weight (n, n¯) (moreover this is also the choice that reproduce the correct Fourier series on the
cylinder).
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this is an example of quasi-primary field which is not primary when a central charge is
present, since it transforms as
T ′(w) = (∂wf)2 T (f(w)) +
c
12
Df ' T (w) + 2T (w)∂w(w) + (w)∂wT (w) + c
12
∂3w(w)
where D denotes the Schwarzian derivative
Df = (∂wf)(∂
3
wf)− 32(∂2wf)2
(∂wf)2
' ∂3w
2.1.6 Conformal normal ordering
We have that φn,n¯ are annihilation operators for n > −h and n¯ > −h¯ while they are
creation operators otherwise. So we define conformal normal ordering via
( ◦◦ Φ
(1)Φ(2) ◦◦ )n =
∑
k>−h2
φ
(1)
n−kφ
(2)
k +
∑
k≤−h2
φ
(2)
k φ
(1)
n−k
2.2 The free boson
As a simple example of conformal field theory consider the free scalar field theory on
the complex plane, defined by the action
S =
1
2piαS
∫
dz dz¯ ∂zX∂z¯X
this is conformally invariant provided X has conformal weights (0, 0). ∂zX is thus a
chiral primary fields of conformal weights (1, 0) as we can read from the equations of
motion
∂z¯∂zX = 0, ∂zX(z) =
∑
n∈Z
αn z
−n−1, αn =
1
2pii
∮
dz ∂zX(z) z
n
Given the action we can compute the propagator and the two-point correlation function
for the primary field j = i∂zX (and analogously ¯ = i∂z¯X)
〈X(z1)X(z2)〉 = −αS ln |z1 − z2|2, 〈j(z1)j(z2)〉 = αS
(z1 − z2)2
The energy momentum tensor is
Tαβ = 2pi
1√|g| δSδgαβ T (z) = 12αS ◦◦ jj ◦◦ (z)
and we have
[αm, αn] = αS m δm+n,0
Finally we can calculate the central charge and obtain
c = c¯ = 1
All the information about the theory are embodied in the partition function Z. This
can be derived considering the free boson on the torus, which in the string interpretation
corresponds to the one-loop vacuum amplitude.
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2.2.1 Partition function
To calculate the partition function we consider the theory on the complex torus. This
is characterized by a modular parameter τ , only defined up to modular transformations
T and S (see Appendix A). The bosonic field has thus periodicity conditions
X(z + 1) = e−2piiαX(z), X(z + τ) = e−2piiβX(z)
A complete set of orthonormal solutions satisfying these boundary conditions is given
by the functions
f [ αβ ] (z|τ) = exp
{
2pii
(τα + β)z¯ − (τ¯α + β)z
τ¯ − τ
}
∫
dz dz¯ f †
[
α+m′
β+n′
]
(z|τ)f [ α+mβ+n ] (z|τ) = 2=τ δmm′δnn′
So we can expand the bosonic field in terms of these functions
X(z) =
√
αS
2pi
∑
m,n
Xmn f
[
α+m
β+n
]
(z|τ)
and the action becomes
S[X] =
∑
m,n
|τ(α +m) + β + n|2X¯mn Xmn
so the path integral can be formally rewritten as
Zbos [
α
β ] (τ) =
∫
DX e−S[X] =
∏
m,n
1
|τ(α +m) + β + n|2 =
∣∣∣∣∣ η(τ)ϑ [ 1/2−α1/2−β ] (τ)
∣∣∣∣∣
2
Zbos [ 00 ] (τ) =
1√=τ
∣∣∣ 1
η(τ)
∣∣∣2
This is actually the partition function without the zero modes, which would make it
divergent.
2.2.2 Compactification
The case of compact X will be particularly interesting in the following. In the complex
notation it corresponds to the condition
X(ei2piz)
!
= X(z) + 2piRw, w ∈ Z
This only changes the form of zero modes to
α0 =
1√
2
(
p
√
αS
R
+ w
R√
αS
)
, α¯0 =
1√
2
(
p
√
αS
R
− w R√
αS
)
, p, w ∈ Z
so we have now, together with the discrete momentum p, an integer winding number
w, counting how many times the string wraps the compact dimension.
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The partition function is now
Zbos [ 00 ] (τ) =
∣∣∣ 1
η(τ)
∣∣∣2 ∑
p,w∈Z
e2pii(τα
2
0+τ¯ α¯
2
0)
We can finally introduce T-duality, observing that changing R to αS
R
corresponds to
exchange p and w or changing the sign of α¯0.
T : R 7−→ αS
R
, (p, w) 7−→ (w, p), α¯0 7−→ −α¯0
this means very short radii are equivalent to very big radii and that we can consider
R ≥ √αS. In this sense √αS plays the roˆle of a minimal length scale. The special case
R =
√
αS is referred to as self-dual radius and provides a point of enlarged symmetry
for the boson theory (the current algebra is in this case SˆU(2)1). It requires a separate
analysis and it will be excluded from our discussion.
2.3 The free fermion
A second example of conformal field theory is the free fermion theory on the complex
plane, defined by the action
S[ψ, ψ¯] =
1
2piαS
∫
dz dz¯
(
ψ ∂z¯ψ + ψ¯ ∂zψ¯
)
Now conformal invariance imply ψ and ψ¯ are chiral primary fields of conformal weights
(1
2
, 0) and (0, 1
2
). Since these are half-integer numbers, we have now two possible be-
haviours when going around the origin, giving rise to distinct sectors in the Hilbert
space called Ramond (R) and Neveu-Schwarz (NS) sectors.{
ψ(ei2piz) = +ψ(z) R
ψ(ei2piz) = −ψ(z) NS
This reflects, in the Laurent expansion of fields, as a difference in the index domain.
We have
∂z¯ψ = 0, ψ(z) =
∑
r
ψr z
−r− 1
2 , ψr =
1
2pii
∮
dz ψ(z) zr−
1
2 , r ∈
{
Z R
Z+ 1
2
NS
Notice this implies the R sector includes zero modes, while the NS sector does not. We
have for the energy momentum tensor
T (z) =
1
2αS
◦◦ ψ∂zψ ◦◦ (z)
and for the field modes
{ψr, ψs} = αS δr+s,0
We can finally calculate the central charge and we obtain
c = c¯ =
1
2
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2.3.1 Partition function
In the fermionic case we have perdiodic conditions on the torus (the signs are coveniently
chosen to simplify the notation)
ψ(z + 1) = e−2piiαψ(z), ψ(z + τ) = e+2piiβψ(z)
and as before we expand the fermionic field in terms of the functions f
[
α+m
β+n
]
(z|τ)
ψ(z) =
√
αS
∑
m,n
ψmn f
[
α+m
β+n
]
(z|τ)
(ψmn are now Grassmann variables) and the action becomes
S[ψ, ψ¯] =
∑
m,n
|τ(α +m) + β + n|2ψ¯mn ψmn
Finally the path integral can be formally rewritten as
Zψ,ψ¯ [
α
β ] (τ) =
∫
Dψ Dψ¯ e−S[ψ,ψ¯] =
∏
m,n
[τ(α +m) + β + n] =
∣∣∣∣∣ϑ
[
1/2−α
1/2−β
]
(τ)
η(τ)
∣∣∣∣∣
Zψ,ψ¯ =
1
2
(∣∣∣ϑ2
η
∣∣∣+ ∣∣∣ϑ3
η
∣∣∣+ ∣∣∣ϑ4
η
∣∣∣)
2.4 The ghosts systems
The ghost fields satisfy the wrong spin-statistic relation, i.e. are anti-commuting bosons.
Their action is
S[b, c] =
1
piαS
∫
dz dz¯ b ∂z¯c
with
hb = λ, hc = 1− λ
so
∂z¯b = 0, b(z) =
∑
n∈Z
bn z
−n−2, bn =
1
2pii
∮
dz b(z) zn+1
∂z¯c = 0, c(z) =
∑
n∈Z
cn z
−n+1, cn =
1
2pii
∮
dz c(z) zn−2
We have
〈b(z1)c(z2)〉 = αS
z1 − z2
T (z) =
1
αS
[2 ◦◦ b(∂zc) ◦◦ + ◦◦ (∂zb)c ◦◦ ]
{bm, cn} = αS δm+n,0, {bm, bn} = {cm, cn} = 0
and finally
c = c¯ = −2(6λ2 − 6λ+ 1)
The most important examples are the (b, c) ghosts with λ = 2 and  = + and the (β, γ)
ghosts with λ = 3
2
and  = − for which c(b,c) = −26 and c(β,γ) = +11.
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Boundary Conformal Field Theory
As well as closed strings are described by CFTs on closed (semi-)Riemann surfaces, open
strings correspond to CFTs on (semi-)Riemann surfaces with boundaries, or Boundary
Conformal Field Theories (BCFTs). Boundary conditions at the ends of the open
string have a geometric interpretation as D-branes to which the open string attaches.
These translate into boundary states in closed string theory via the so called open-
closed correspondence and are interpreted as D-branes gnerating and absorbing the
closed string.
Boundary states can however be defined axiomatically as coherent states (i.e. states
that does not belong to the Fock space of finite energy states of the CFT) satisfying a
set of local gluing conditions as well as some other global conditions, such as the Cardy
condition. These can be generally solved under some hypothesis with the so called
Ishibashi construction.
3.1 Closed - open string correspondence
At tree level the open string world-sheet is an infinite strip, that we can conformally
map to the upper half plane. Indeed we can map the upper half plane to the unitary
disk, which can be understood as a flatted half sphere. In both cases we end up with
half of the spaces we obtained for the closed string. This is not unexpected since in
some sense the open string has half the degrees of freedom of the closed string.
At one-loop level the open string world-sheet is a finite cylinder and can be mapped
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conformally to the half torus or the annulus.
We can calculate the open string partition function at one loop level. We have
Zab(it) = TrHab(qL0−
c
24 ) =

1
η(it)
e
− t
2piαS
(xµ1−xµ0 )2 DD√
η(it)
ϑ4(it)
DN
√
2
√
η(it)
ϑ2(it)
ND
1√
2αSt
1
η(it)
NN
q = e−2pit
Rotating the open string world-sheet at one-loop level we can interpret it as the tree
level propagation of a closed string between two given states. This is called closed -
open string correspondence (or tree level - one loop correspondence) and transforms
boundary conditions a, b in the open string channel into boundary states ||a〉〉, ||b〉〉 in
the closed string channel.
We have
X : (σ0, σ1) 7−→ (σ1, σ0) or (σ+, σ−) 7−→ (σ+,−σ−)
and the action on the modes reads from the field expansion
X : α(2)n 7−→ α(2)n α(1)n 7−→ α(1)n
α¯
(2)
n 7−→ −α¯(2)−n α¯(1)n 7−→ −α¯(1)−n
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So we can identify the open string partition function Zab(τcl) and the closed string
amplitude Aab(τop), after a S-transformation of the modular parameter
τop = − 1
τcl
i.e. Top =
2pi2
Tcl
, top =
1
2tcl
This identification is sometimes called Cardy condition and it is necessary to compute
the correct normalization of the boundary states, which is not fixed by the gluing
conditions.
3.2 Boundary states
For a CFT on the sphere that have symmetry algeba A×A¯, the Hilbert space of states
writes
H =
⊕
j¯
nj¯ Hj × H¯¯
A boundary state, preserving the subalgebra W × W¯ ⊂ A× A¯, is defined to obey the
gluing conditions [
W in − (−)hi Ω(W¯ i−n)
]||B〉〉 = 0
where W in and W¯
i
n are the modes of the symmetry generators W
i and W¯ i of equal
conformal weight hi, while Ω : W¯ −→ W is an isomorphism which leaves the energy-
momentum tensor invariant, called gluing isomorphism. The minimal algebra a confor-
mal boundary state has to preserve is Vir×Vir so we always have(
Ln − L¯−n
)||B〉〉 = 0
or in the case of superconformal boundary states(
Ln − L¯−n
)||B〉〉 = (Gr + iη G¯−r)||B〉〉 = 0, η = ±
where we have introduced a sign η in order to account for two possible choices of spin
structure for the supersymmetry generators (and the fermionic fields in general).
When A¯ = A and W¯ = W we can construct a complete orthonormal set of solutions
of the gluing conditions called Ishibashi states, provided H¯¯ is the complex conjugate
representation of Hj, i.e. the Hilbert space of states can be written
H =
⊕
j
nj Hj ×H†j
Ishibashi states are then in one-to-one correspondance with the irreducible representa-
tions (thus they are labelled by the same index j) and take the form
||j〉〉 =
∑
m
|j;m〉 × U |j†;m〉
where {|j,m〉} and {|j†,m〉} are baseis for the representations Hj and H†j, while U is an
(anti-unitary) operator that represents the action of (−)hiΩ, i.e. UW inU † = (−)hiΩ(W in).
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Proof:
To verify that Ishibashi states satisfy the gluing conditions, we multiply thes for an
arbitrary state 〈a¯| × 〈b| on the left and use the completeness relation for |j,m〉
〈a¯| × 〈b|[W in − (−)hiΩ(W¯ i−n)]||j〉〉 =
= 〈a¯| × 〈b|[W in − (−)hiΩ(W¯ i−n)]∑m |j;m〉 × U |j†;m〉 =
=
∑
m
[〈b|W in|j;m〉〈a¯|U |j†;m〉 − (−)hi〈b|j;m〉〈a¯|Ω(W¯ i−n)U |j†;m〉] =
=
∑
m
[〈b|W in|j;m〉〈j;m|U†|a〉 − (−)hi〈b|j;m〉〈j;m|U†Ω(W in)|a〉] =
= 〈b|W inU†|a〉 − (−)hi〈b|U†Ω(W in)|a〉 = 0 
Boundary states can finally be written as superposition of Ishibashi states
||Bα〉〉 =
∑
j
Bjα||j〉〉
The coefficients Bjα ∈ C are called reflection coefficients and are very constrained by
Cardy condition and sewing relations and linked to the Verlinde formula for fusion
coefficients.
Under the same hypothesis as before, we can construct reflection coefficients using
matrix elemets of S-transformation (then boundary states are also in one-to-one corre-
spondance with the irreducible representations and we label them by the index i) and
we have
Bji =
Sij√
S0j
3.3 Boundaries in one dimension
As a simple example of boundary state we consider states preserving the whole Uˆ(1)
symmetry of the free boson theory (c = c¯ = 1). Then we discuss compactification and
extend the analysis to the supersymmetric theory (c = c¯ = 3
2
).
3.3.1 Gluing conditions
We consider the theory of a single free boson X with conformal weight h = 1 and
currents jn and ¯n, which generate the symmetry algebra Uˆ(1). Since the energy mo-
mentum tensor is quadratic in the currents, we have two possible choices for Ω, i.e. two
possible gluing conditions, called Dirichlet (D) and Neumann (N){
Ωjn = −jn D
Ωjn = +jn N
{ (
αn − α¯−n
) ||D〉〉bos = 0(
αn + α¯−n
) ||N〉〉bos = 0 n ∈ Z
We can summarise the above gluing conditions introducing the signs  to distinguish
between Dirichlet and Neumann conditions (indeed this notation easily match with the
interface generalization that we will discuss in the following chapters, if we interpret 
as a single-entry gluing matrix). We have(
αn −  α¯−n
) ||〉〉bos = 0  = { + D− N
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3.3.2 D0 and D1-branes
The gluing conditions for the boson are solved by the Ishibashi states
||D〉〉bos = exp
{ ∑
n>0
1
n
α−nα¯−n
}
|p〉
||N〉〉bos = exp
{
− ∑
n>0
1
n
α−nα¯−n
}
|0〉
Notice that Dirichlet gluing conditions imply degeneracy of the vacuum state, in fact
the action of the zero mode α0 = α¯0 on the two boundary states is{
α0 ||D0〉〉bos =
√
αS
2
p ||D0〉〉bos
α0 ||D1〉〉bos = 0
Given the Ishibashi states we can construct boundary states by taking appropriate
linear combinations. In the case considered here, this is trivial for the D1-brane, but
it is not for the D0-brane, which has to satisfy x||D0〉〉bos = x0||D0〉〉bos, expliciting the
position x0 ∈ R of the D0-brane (actually a point particle). The correct boundary states
are therefore
||D1〉〉bos =
( 1
2αS
) 1
4 ||N〉〉bos, ||D0〉〉bos =
(αS
2
) 1
4
exp
{∑
n>0
1
n
α−nα¯−n
}∫
dp eipx0 |p〉
In our condensed notation we write
||〉〉bos = gbos exp
{

∑
n>0
1
n
α−nα¯−n
}
|〉(0)bos
with the zero mode part given by
|〉(0)bos =
{ ∫
dp eiPx0 |p〉 D
|0〉 N gbos =
{ (
αS
2
) 1
4 D(
1
2αS
) 1
4 N
We end this section with the proof that the states ||D〉〉bos and ||N〉〉bos actually satisfy
the desired gluing conditions, writing them in the form of Ishibashi states.
Proof:
||D〉〉bos =
∏
n>0
∑
m
1√
m!
(α−n
n
)m|p〉 × 1√
m!
( α¯−n
n
)m|p¯〉 =
=
∑
{ml}
∏
n>0
1√
mn!
(α−n
n
)mn |p〉 × 1√
mn!
( α¯−n
n
)mn |p¯〉 =
=
∑
{ml} |ml〉 × |m¯l〉
||N〉〉bos =
∏
n>0
∑
m
1√
m!
(α−n
n
)m|0〉 × 1√
m!
(−α¯−n
n
)m|0¯〉 =
=
∑
{ml}
∏
n>0
1√
mn!
(α−n
n
)mn |0〉 × 1√
mn!
(−α¯−n
n
)mn |0¯〉 =
=
∑
{ml} |ml〉 × U |m¯l〉 
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3.3.3 Compactification
In the case the boson is compact we have additional structure: the D0-brane momentum
takes now discrete values and a D1-brane winding number have to be introduced, to
account for the possibility of the D1-brane to wrap around the compact dimension.
In this case together with the parameter x0 ∈ [0, 2piR) expressing the position of the
D0-brane in the compact space, we have also a new parameter y0 ∈ [0, 2pi) indicating
the Wilson line of the D1-brane. We have
||D0〉〉bos =
(
αS
2R2
) 1
4 exp
{ ∑
n>0
1
n
α−nα¯−n
} ∑
P∈Z
eiP
x0
R |P, 0〉
||D1〉〉bos =
(
R2
2αS
) 1
4 exp
{
− ∑
n>0
1
n
α−nα¯−n
} ∑
W∈Z
eiWy0|0,W 〉
the proof these are the correct boundary states is exactly as before and again the
normalizations come from Cardy condition. We have indicated the ground state with
its momentum and winding numbers, so that for the zero modes α0 and α¯0 we have(
α0
α¯0
)
=
1√
2
(
P
√
αS
R
+W R√
αS
P
√
αS
R
−W R√
αS
)
=
1√
2
( √
αS
R
R√
αS√
αS
R
− R√
αS
)(
P
W
)
In order to generalize these formulæ to higher dimensions we denote Γ1,1 the even self-
dual Lorentzian lattice1of zero modes and U(R) the matrix which links it to the discrete
momentum and winding lattice Z2
γ = U(R) ζ, γ ∈ Γ1,1, ζ ∈ Z2, detU(R) = −1
γ =
(
α0
α¯0
)
, ζ =
(
P
W
)
, U(R) =
1√
2
( √
αS
R
R√
αS√
αS
R
− R√
αS
)
Finally notice ||D0〉〉bos and ||D1〉〉bos are related by T-duality, in fact it exchanges
Dirichlet and Neumann boundary conditions, transforming a Dp-brane into a D(p±1)-
brane.
T : R 7−→ αS
R
, |P,W 〉 7−→ |W,P 〉, α¯n 7−→ −α¯n
3.4 Adding fermions
We want now to extend the boundary states of the boson theory to boundary states of
the supersymmetric theory, i.e. we require them to preserve, besides the Uˆ(1) symmetry,
also N = (1, 1) supersymmetry, generated by the charges G and G¯ with conformal
weights h = h¯ = 3
2
and currents Gr and G¯r. Thus, in addition to the boson gluing
conditions, we have (
Gr + iη G¯−r
) ||B〉〉 = 0
which, combined with the boson gluing conditions, give us the fermion gluing conditions(
ψr − iη ψ¯−r
) ||B〉〉 = 0
1we have γ ◦ γ′ = α0α′0 − α¯0α¯′0 = PW ′ + P ′W ∈ Z and γ ◦ γ = (α0)2 − (α¯0)2 = 2PW ∈ 2Z.
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notice supersymmetry relates the signs in the fermion and boson gluing conditions. For
fermions (given a choice of η) we have two distinct sectors, characterized by having
integer (in particular zero) or half-integer modes and called Ramond (R) and Neveu-
Schwarz (NS) sectors. We will distinguish them introducing a σ symbol.
r ∈
{
Z R
Z+ 1
2
NS
σ =
{
0 R
1 NS
Summarising, the boson and fermion gluing conditions and the various sign choices are(
αn −  α¯−n
) ||〉〉bos = 0, (ψr − iη ψ¯−r) ||σ, , η〉〉fer = 0
 =
{
+ D
− N η = ± r ∈
{
Z R
Z+ 1
2
NS
n ∈ Z
while the solutions are
||B〉〉 = ||〉〉bos × ||σ, , η〉〉fer
||〉〉bos = gbos exp
{

∑
n>0
1
n
α−nα¯−n
} |〉(0)bos
||σ, , η〉〉fer = gfer exp
{
iη
∑
r>0
ψ−rψ¯−r
} |σ, , η〉(0)fer
where |〉(0)bos is the boson degenrate ground state, |NS, , η〉(0)fer = |0〉(0)fer is the unique
tachyonic ground state of the Neveu-Schwarz sector and |R, , η〉(0)fer is defined by(
ψ0 − iη ψ¯0
) |R, , η〉(0)fer = ψ−η |R, , η〉(0)fer = 0
and therefore
ψη|R, , η〉(0)fer = |R, ,−η〉(0)fer
where we have used that fermionic zero modes form a representation of the Clifford
algebra Cl(2)
{ψ0, ψ0} = {ψ¯0, ψ¯0} = αS 1, {ψ0, ψ¯0} = 0
{ψ+, ψ+} = {ψ−, ψ−} = 0, {ψ+, ψ−} = αS 1
and defined
ψ± =
1√
2
(
ψ0 ± iψ¯0
)
3.5 Boundaries in higher dimensions
If we want to apply the previous analysis of boundary states to superstring theory, we
have to take into account GSO projection. The action of the operators (−)F and (−)F¯
on the fermionic boundary states ||σ, , η〉〉fer is
(−)F ||NS, , η〉〉fer = −||NS, ,−η〉〉fer
(−)F¯ ||NS, , η〉〉fer = −||NS, ,−η〉〉fer
(−)F ||R, , η〉〉fer = +||R, ,−η〉〉fer
(−)F¯ ||R, , η〉〉fer = ζ ||R, ,−η〉〉fer
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where ζ = η in dimension one (but ζ = ηd(−)d−p in dimension d with p Neumann
directions).
The change of η is due to the fact that (−)F and (−)F¯ anti-commute with ψ−rψ¯−r,
while the action of (−)F and (−)F¯ on the Neveu-Schwarz ground state is a minus sign
because the groun state |0〉(0)fer is a tachyon. Finally the behaviour of (−)F and (−)F¯ on
the degenerate Ramond ground state |R, , η〉(0)fer can be computed using
(−)F =
√
2ψ0 = ψ+ +ψ− = ψη, (−)F¯ =
√
2ψ¯0 = ψ+−ψ− = η ψη on |R, , η〉(0)fer
Recalling GSO projection for type II and type 0 strings
PNS = 12(1 + (−)F+F¯ ), PR = 12(1− (−)F+F¯ ) type 0A
PNS = PR = 12(1 + (−)F+F¯ ) type 0B
PNS = 14(1 + (−)F )(1 + (−)F¯ ), PR = 14(1 + (−)F )(1− (−)F¯ ) type IIA
PNS = PR = 14(1 + (−)F )(1 + (−)F¯ ) type IIB
we see that there is no type II string in one dimension, since there is no way to construct
an invariant combination of Ramond ground states. However this problem does not
concern GSO projection of type 0 string and we have{ ||B±, , η〉〉fer = 1√2(||NS, , η〉〉fer ± ||R, , η〉〉fer) η = −/+ for type 0A/0B
||B0, , η〉〉fer = ||NS, , η〉〉fer η = +/− for type 0A/0B
This generalizes to higher d dimensions with p Neumann directions and we have that
type II string theory does not have the Ramond sector in odd dimension, nor in even
dimension if p is even for type IIA / odd for type IIB. On the other hand type 0 string
theory does not have the Ramond sector when p is even for type 0A / odd for type 0B.
In even dimension we have{ ||B±, p, η〉〉fer = 1√2(||NS, p, η〉〉fer ± ||R, p, η〉〉fer) p odd/even for type 0A/0B
||B0, p, η〉〉fer = ||NS, p, η〉〉fer p even/odd for type 0A/0B{ ||B±, p〉〉fer = 1√2(||NS, p〉〉fer ± ||R, p〉〉fer) p odd/even for type IIA/IIB
||B0, p〉〉fer = ||NS, p〉〉fer p even/odd for type IIA/IIB
with
||NS, p〉〉fer = ||NS, p,+〉〉fer − ||NS, p,−〉〉fer
||R, p〉〉fer = ||R, p,+〉〉fer + ||R, p,−〉〉fer
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Interface Conformal Field Theory
In this chapter we introduce interfaces and explore their relation to boundaries. Then we
classify all possible interfaces Ibos between two compact boson CFTs (or c = c¯ = 1) that
preserve the whole Uˆ(1)× Uˆ(1) current algebra. These turn out to be characterized, in
addition to the moduli of the two theories, by elements of O(1, 1;Q). The classification
argument concerns the zero modes part of the interfaces which relates the lattices of
descrete momentum and winding of the two (quantized) theories, nevertheless it is
shown to agree in the folded picture with the geometric interpretation of D-branes on
the two-dimensional target-space torus. Finally we extend the analysis to interfaces
between supersymmetric CFTs (or c = c¯ = 3
2
), discussing the inclusion of fermions.
4.1 Interfaces
An interface is a one-dimensional domain wall which connects two generally diferent
CFTs and a map between the corresponding Hilbert space of states (or analogously
a transformation between the two algebras of fields). It can be defined specifying the
relation between the fields (or their modes) of the theories on the two sides. These
relations take the form of commutation relations
V (1)n I = I Ω(V
(2)
n )
where Ω is an automorphism of the algebra of fields, Vn the modes of the generators. In
particular, when the preserved symmetry algebra is the Virasoro algebraW = W¯ = Vir,
the interface is called conformal and satisfies
L(1)n I = IL
(2)
n
while when the preserved symmetry algebra is the superconformal algebra W = W¯ =
Svir, the interface is called superconformal and we have
G(1)r I = IG
(2)
r , L
(1)
n I = IL
(2)
n
This is closely related to the gluing conditions for boundary states. In fact interfaces
naturally generalize the concept of boundary, since we can think of a boundary as an
interface with the trivial CFT.
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Miming the analysis of BCFT we can construct an ICFT, guided by the so called folding
operation, a boundary-interface dictionary which relates, in a beautiful intuitive way,
interface operators between two CFTs with boundary states of the product theory
(actually the product of a theory and the dual of the other).
F : V (2)n 7−→ V (2)†n V (1)n 7−→ V (1)n
||I〉〉 ∈ H1 ×H2 7−→ I ∈ H1 ×H∗2 (i.e. I : H2 → H1)
The folding operation acts on the field modes interchanging creation and annihilation
operators of one of the theory. This is essential to transform the boundary state to a
map.
After the folding, the commutation relations for the interface operator with the pre-
served currents become gluing conditions for the boundary state in the product theory
V (1)n I− I Ω(V (2)n ) = 0 7−→
[
Wn − (−)h Ω(W¯−n)
]||I〉〉 = 0
4.2 Bosonic interfaces
4.2.1 Gluing conditions
We consider two boson CFTs with fields X(1) and X(2) on the two sides of the interface,
compactified on circles of radii R1 and R2 respectively. We consider the interface fixed
at σ0 = 0 and write general gluing conditions for the interface in the form of commuting
relations with the bulk currents (and their modes) in the open channel(
∂+X
(1)
∂−X(1)
)
σ0=0
= S
(
∂+X
(2)
∂−X(2)
)
σ0=0
,
(
α
(1)
n
α¯
(1)
n
)
Ibos = Ibos S
(
α
(2)
n
α¯
(2)
n
)
and in the closed channel(
α
(1)
n
−α¯(1)−n
)
Ibos = Ibos S
(
α
(2)
n
−α¯(2)−n
)
The request the interface is conformal, i.e. there is no momentum flow across the
interface, writes
(T
(1)
++ − T (1)−−)σ0=0 = (T (2)++ − T (2)−−)σ0=0, (L(1)n − L¯(1)−n) Ibos = Ibos (L(2)n − L¯(1)−n)
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and it forces the gluing matrix to be orthogonal
S ∈ O(1, 1;R), S> ( + − )S = ( + − )
We can equivalently write the gluing conditions in the (σ0, σ1) basis(
∂0X
(1)
∂1X
(1)
)
σ0=0
= M
(
∂0X
(2)
∂1X
(2)
)
σ0=0
via
M = 1
2
(
S11 + S12 + S21 + S22 S11 −S12 + S21 −S22
S11 + S12 −S21 −S22 S11 −S12 −S21 + S22
)
S = 1
2
(
M11 + M12 + M21 + M22 M11 −M12 + M21 −M22
M11 + M12 −M21 −M22 M11 −M12 −M21 + M22
)
M S
( + + ) ←→ ( + + )
( + − ) ←→ ( ++ )
in this case the conformal condition writes
T
(1)
01
∣∣
σ0=0
= T
(2)
01
∣∣
σ0=0
and the matrix M obeys
M ∈ O(1, 1;R), M> ( ++ )M = ( ++ )
4.2.2 Folding
To write explicitly the interface operator we make use of the folding operations and
look for the D-branes of the two bosons theory. We can determine the action of the
folding on the field modes, substituting in the field expansion
F : (σ0, σ1) 7−→ (−σ0, σ1) or (σ+, σ−) 7−→ (−σ−,−σ+)
we obtain
F : α(2)n 7−→ −α¯(2)−n α(1)n 7−→ α(1)n
α¯
(2)
n 7−→ −α(2)−n α¯(1)n 7−→ α¯(1)n
Notice creation and annihilation modes are interchanged in the theory 2 so the interface
is mapped to a boundary state and the gluing conditions become[(
α
(1)
n
−α¯(1)−n
)
−S
(
−α¯(2)−n
α
(2)
n
)]
||I〉〉bos = 0,
[(
α
(1)
n
α
(2)
n
)
+ S
(
α¯
(1)
−n
α¯
(2)
−n
)]
||I〉〉bos = 0
where we have rewritten the gluing conditions so to be directly solvable, in terms of the
matrix S which satisfies
S ∈ O(2;R), S>S = 1
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specifically
S =
(
S12 − S11S−121 S22 −S11S−121
S−121 S22 S
−1
21
)
S =
( −S12S−122 S11 −S12S−122 S21
S−122 S
−1
22 S21
)
S S
( + + ) ←→
( − − ) ←→
( ++ )
( −− )
}
( + − ) ←→
( − + ) ←→
( +− )
( −+ )
}
4.2.3 Solution
Forgetting for the moment the zero modes, we write the solution to the gluing conditions
in the form
||I〉〉bos = exp
{
−
∑
A,B
∑
n∈Nr0
1
n
α
(A)
−n SAB α¯
(B)
−n
}
|I〉(0)bos
and unfolding back we obtain the interface operator
Ibos = exp
{
−
∑
n∈Nr0
1
n
[
α
(1)
−nS11α¯
(1)
−n − α(1)−nS12α(2)n − α¯(2)n S21α¯(1)−n + α¯(2)n S22α(2)n
]}
I
(0)
bos
So far we ignored the zero modes part of the interface and the whole analysis equally
applies to the classical as well as to the quantum theory. Zero modes gluing conditions
are thus expected to be much more restrictive and in fact they force the gluing matrix
to obey a sort of quantization condition.
4.2.4 Zero modes in the unfolded picture
To discuss zero modes we work in the unfolded picture, where they have direct physical
interpretation. For each single compact boson, the ground state is characterized by
elements γ of a two-dimensional even self-dual Lorentzian lattice Γ1,1 or alternatively
by two integer numbers P and W , representing the discrete momentum and winding(
α
(1)
0
α¯
(1)
0
)
=
1√
2
(
P (1)
√
αS
R1
+W (1) R1√
αS
P (2)
√
αS
R1
−W (2) R1√
αS
)
,
(
α
(2)
0
α¯
(2)
0
)
=
1√
2
(
P (2)
√
αS
R1
+W (2) R1√
αS
P (2)
√
αS
R1
−W (2) R1√
αS
)
or in a more compact notations
γ(1) = U(R1) ζ
(1), γ(2) = U(R2) ζ
(2)
From the zero modes gluing conditions
γ(1) = S γ(2), ζ(1) = Z ζ(2), with Z = U(R1)
−1 S U(R2)
we see the matrix S maps vectors of the second lattice into vectors of the first lattice.
This is a very restrictive condition on the gluing matrix S, which can be more easily
expressed in terms of Z. Using
U ( ++ )U
> = ( + − ) , U
> ( + − )U = (
+
+ )
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it is easy to prove that
Z> ( ++ )Z = (
+
+ )
moreover since Z is a map between integral lattices, it is forced to have rational entries.
Summarising, we obtained that Z is forced to be orthogonal and to have rational entries,
i.e.
Z ∈ O(1, 1;Q), Z> ( ++ )Z = ( ++ )
In the two dimensional case this means
Z =
(
λ
λ−1
)
or
(
λ−1
λ
)
, with λ 6= 0
or, introducing k1 and k2 nonvanishing coprime integers,
Z =
( k2
k1
k1
k2
)
or
( k1
k2
k2
k1
)
The gluing conditions then become{
k1P
(1) = k2P
(2)
k2W
(1) = k1W
(2) or
{
k2P
(1) = k1W
(2)
k1W
(1) = k2P
(2)
which, recalling k1 and k2 are coprimes, can be solved in terms of the integers P and
W as 
P (1) = k2P
P (2) = k1P
W (1) = k1W
W (2) = k2W
or

P (1) = k1W
P (2) = k1P
W (1) = k2P
W (2) = k2W
so 
α
(1)
0 =
1√
2
(k2P
√
αS
R1
+ k1W
R1√
αS
)
α¯
(1)
0 =
1√
2
(k2P
√
αS
R1
− k1W R1√αS )
α
(2)
0 =
1√
2
(k1P
√
αS
R1
+ k2W
R1√
αS
)
α¯
(2)
0 =
1√
2
(k1P
√
αS
R1
− k2W R1√αS )
or

α
(1)
0 =
1√
2
(k1W
√
αS
R1
+ k2P
R1√
αS
)
α¯
(1)
0 =
1√
2
(k1W
√
αS
R1
− k2P R1√αS )
α
(2)
0 =
1√
2
(k1P
√
αS
R1
+ k2W
R1√
αS
)
α¯
(2)
0 =
1√
2
(k1P
√
αS
R1
− k2W R1√αS )
Finally we can write the zero modes part of the interface as
I
(0)
bos = gbos
∑
P,W
eiP
x0
R
+iWy0 Ωˆ(P,W ), Ωˆ(P,W ) = |P (1),W (1)〉1 2〈P (2),W (2)|
More in general for any dimensions, we can formally write
I
(0)
bos = gbos
∑
ζ∈Zn
eiχ(ζ) Ωˆ(ζ), Ωˆ(ζ) = |Zζ〉1 2〈ζ|
I
(0)
bos = gbos
∑
γ∈ΓS
eiχ(γ) Ωˆ(γ), Ωˆ(γ) = |Sγ〉1 2〈γ|
with χ(ζ) and χ(γ) general linear functionals, Ωˆ(ζ) and Ωˆ(γ) maps between lattices
and ΓS given by
ΓS ≡ {γ ∈ Γ2 |Sγ ∈ Γ1} = Γ2 ∩S−1Γ1
The restriction to the domain ΓS ⊂ Γ2 means we are not requiring Γ1 to be a rotation
of Γ2 but only a rotation of a sublattice of Γ2 to be a sublattice of Γ1.
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4.2.5 D1-branes
The previous interface classification has its exact counterpart in the folded picture,
where it corresponds to classification of D-branes in the theory of two (compact) bosons.
The quantization condition derived in the unfolded picture arises in the folded picture
in a completely different way, through the geometric interpretation of D1-branes as
one-dimensional loops embedded in the two-dimensional torus.
We start considering a general D1-branes of the theory of two bosons X(1) and X(2)
compactified on circles of radii R1 and R2, preserving the Uˆ(1)×Uˆ(1) symmetry. To be
general we impose Neumann conditions in the rotated direction cosϑ X(1) + sinϑ X(2)
and Dirichlet conditions in the orthogonal direction − sinϑ X(1) + cosϑ X(2). We have[
R(ϑ)
(
α
(1)
n
α
(2)
n
)
+
(
+
−
)
R(ϑ)
(
α¯
(1)
−n
α¯
(2)
−n
)]
||D1〉〉bos = 0
with
R(ϑ) =
(
cosϑ sinϑ
− sinϑ cosϑ
)
which gives
S(ϑ) = R(ϑ)> ( + − )R(ϑ) =
(
cos 2ϑ sin 2ϑ
sin 2ϑ − cos 2ϑ
)
so S(ϑ) ∈ O(2;R) as we already know, in particular detS(ϑ) = −1. As we will see the
remaining matrices S ′(ϑ′) of O(2;R), with detS ′(ϑ′) = +1, correspond to (superposition
of) D0- and D2-branes.
We can explicitly derive the matrix
S(ϑ) =
1
sin 2ϑ
(
1 − cos 2ϑ
− cos 2ϑ 1
)
and verify that S(ϑ) ∈ O(1, 1;R), mapping ϑ ∈ [−pi
2
, pi
2
] to Θ ∈ [−∞,∞] using tanϑ =
eΘ when ϑ ∈ [−pi
2
, 0] and tanϑ = −eΘ when ϑ ∈ [0, pi
2
]. We have in the two cases
sinh Θ = ∓ 1
tan 2ϑ
, cosh Θ = ± 1
sin 2ϑ
, tanh Θ = − cos 2ϑ
S(Θ) =
1
cosh Θ
( − sinh Θ ±1
±1 sinh Θ
)
, S(Θ) = ±
(
cosh Θ sinh Θ
sinh Θ cosh Θ
)
Now not all the values of ϑ ∈ [− pi
2
, pi
2
]
are allowed, because the D1-brane has to close
in the target-space torus. If we assume the D1-brane wraps k1 times around the first
direction X(1) and k2 times around the second X
(2) (we can assume k1 and k2 coprimes
and k1 > 0), then the condition on ϑ writes
tanϑ =
k2R2
k1R1
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In terms of k1 and k2 the gluing matrices write
S(k1, k2) =
1
(k1R1)2 + (k2R2)2
(
(k2R2)
2 − (k1R1)2 2k1k2R1R2
2k1k2R1R2 (k1R1)
2 − (k2R2)2
)
S(k1, k2) =
1
2k1k2R1R2
(
(k1R1)
2 + (k2R2)
2 (k2R2)
2 − (k1R1)2
(k2R2)
2 − (k1R1)2 (k1R1)2 + (k2R2)2
)
and these are exactly the matrices for which Z has the first of the claimed forms (the
second arise instead when considering D0- and D2-branes).
4.2.6 Zero modes in the folded picture
In the folded picture we write the zero modes part of the D1-brane as
|D1〉(0)bos = gbos
∑
P,W
eiP
x0
R
+iWy0 |Ω〉, |Ω〉 = |k2P, k1W 〉1 × | − k1P, k2W 〉2
or more in general
|D1〉(0)bos = gbos
∑
ζ∈Zn
eiχ(ζ) |Ω〉, |Ω〉 = |Y Zζ〉1 × |ζ〉2
|D1〉(0)bos = gbos
∑
γ∈ΓS
eiχ(γ) |Ω〉, |Ω〉 = |XSγ〉1 × |γ〉2
where X = ( −− ) and Y = (
−
+ ) are the matrices implementing the folding in the two
notations.
4.2.7 Normalizations
As for boundary states, the normalization gbos is fixed by the Cardy condition, which
is necessary to assure the interface operator is well defined at the global level. In this
case
gbos =
√
k21R
2
1 + k
2
2R
2
2
2R1R2
=
√
k1k2
sin 2ϑ
=
L√
2 V
which agrees with the geometric interpretation of a D1-brane of length L wrapping
around a two-dimensional torus of volume V .
To summarize, we have characterized all D1-branes in two dimensions in terms of two
coprime numbers k1 and k2
||D1〉〉bos = exp
{
−
∑
A,B
∑
n>0
1
n
α
(A)
−n SAB α¯
(B)
−n
}
×
×
(√ k1k2
sin 2ϑ
∑
P,W
eiP
x0
R
+iWy0|k2P, k1W 〉1 × | − k1P, k2W 〉2
)
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4.2.8 D0- and D2-branes
So far we have only considered D1-branes, but we can obtain the other boundary states
performing a T -duality transformation on one theory.
T : R1 7−→ αS
R1
, |P,W 〉1 7−→ |W,P 〉1, α¯(1)n 7−→ −α¯(1)n
This changes the ground state and the gluing matrix as well as the normalization factor
and the quantization condition
|Ω′〉 = |k1W,k2P 〉1 × | − k1P, k2W 〉2
S ′(ϑ′) = S(ϑ′) ( + − ) =
(
cos 2ϑ′ − sin 2ϑ′
sin 2ϑ′ cos 2ϑ′
)
∈ O(2;R), detS ′ = +1
tanϑ′ =
k2R1R2
k1αS
, g′bos =
√
1
2
(
k21
αS
R1R2
+ k22
R1R2
αS
)
=
√
k1k2
sin 2ϑ′
We end up with a superposition of D0- and D2- branes
||D0/D2〉〉bos = exp
{
−
∑
A,B
∑
n>0
1
n
α
(A)
−n S
′
AB α¯
(B)
−n
}
×
×
(√ k1k2
sin 2ϑ′
∑
P,W
eiP
x′0
R
+iWy′0|k1W,k2P 〉1 × | − k1P, k2W 〉2
)
4.3 Adding fermions
In considering supersymmetry one can make different choices, which we can conveniently
summarize introducing the three sign η, η(1) and η(2). First of all one can choose the
boundary states of both theories to preserve one of two possible combination of left
and right supersymmetry generators. After the signs η(1) and η(2) are fixed by the
choice of the the two bulk theories, one still has to choose the relative sign in the gluing
conditions. We write(
G(1)r + iη
(1) G¯
(1)
−r
)
Ifer + η S Ifer
(
G(2)r + iη
(2) G¯
(2)
−r
)
= 0
which added to the boson gluing conditions give the fermion gluing conditions(
ψ
(1)
r
−iη(1) ψ¯(1)−r
)
Ifer = η Ifer S
(
ψ
(2)
r
−iη(2) ψ¯(2)−r
)
where as a consequence of supersymmetry, the matrix S is the same as for the bosons.
The folding operation writes
F : (ψ(2)r , ψ¯(2)r ) 7−→ (− iψ¯(2)−r , iψ(2)−r)
notice the difference in the left and right signs is such to leave invariant the Majorana
condition in the euclidean form ψ∗r = iψ¯r. We have for the gluing conditions[(
ψ
(1)
r
−iη(1)ψ¯(1)−r
)
− ηS
(
−iψ¯(2)−r
η(2)ψ
(2)
r
)]
||I〉〉fer = 0
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[(
ψ
(1)
r
ηη(2)ψ
(2)
r
)
+ iS
(
η(1)ψ¯
(1)
−r
ηψ¯
(2)
−r
)]
||I〉〉fer = 0
which could be obtained by the conditions(
G(1)r + iη
(1)G¯
(1)
−r
)||I〉〉fer = 0, η(η(2)G(2)r + iG¯(2)−r)||I〉〉fer = 0
Here is convenient to redefine the gluing matrices absorbing the signs
S˜ =
(
1
ηη(2)
)
S
(
η(1)
η
)
=
(
η(1)S11 ηS12
ηη(1)η(2)S21 η
(2)S22
)
S˜ = η
(
S11 η
(2)S12
η(1)S21 η
(1)η(2)S22
)
= η
(
1 0
0 η(1)
)
S
(
1 0
0 η(2)
)
and write the gluing conditions as[(
ψ
(1)
r
ψ
(2)
r
)
+ iS˜
(
ψ¯
(1)
−r
ψ¯
(2)
−r
)]
||I〉〉fer = 0
(
ψ
(1)
r
−iψ¯(1)−r
)
Ifer = Ifer S˜
(
ψ
(2)
r
−iψ¯(2)−r
)
The solution write as in the boson case
Ifer = exp
{
−i
∑
r
[
η(1)ψ
(1)
−rS11ψ¯
(1)
−r+ηψ
(1)
−rS12ψ
(2)
r +ηη
(1)η(2)ψ¯(2)r S21ψ¯
(1)
−r+η
(2)ψ¯(2)r S22ψ
(2)
r
]}
I
(0)
fer
4.3.1 Fermionic zero modes
For the zero modes part |I〉(0) we have to distinguish between R and NS sectors. For
the latter we simply have
|I; NS〉(0)fer = |0〉1 × |0〉2
however the Ramond ground state requires more attention, because of the presence of
the zero modes. Starting from the gluing conditions[(
ψ
(1)
0
ψ
(2)
0
)
+ iS˜
(
ψ¯
(1)
0
ψ¯
(2)
0
)]
|I; R〉(0)fer = 0
we use the fact that the zero modes form the Clifford algebra Cl(2)
ψ
(A)
± ≡
1√
2
(
ψ
(A)
0 ± iψ¯(A)0
)
{ψ(A)− , ψ(B)− } = {ψ(A)+ , ψ(B)+ } = 0, {ψ(A)− , ψ(B)+ } = αS δA,B 1
to rewrite the gluing conditions as[(
ψ
(1)
+
ψ
(2)
+
)
+ F
(
ψ
(1)
−
ψ
(2)
−
)]
|I; R〉(0)fer = 0
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with
F = (1− S)(1+ S)−1, S = (1+ F )−1(1− F )
so we can finally write the ground state as
|I; R〉(0)fer = gfer exp
{
− 1
2
∑
A,B
ψ
(A)
− FABψ
(B)
−
}
|0〉1 × |0〉2
where the factor gfer can be explicitly determined to be (see [2])
gfer =
1√
det(1− F )
For sake of completeness we also write the action of the folding operation on ψ±
F : ψ(2)± 7−→ ∓ψ(2)±
so that we have for the interface operator
I
(0)
R = gfer exp
{
− 1
2
∑
A,B
ψ
(A)
− FABψ
(B)
−
}
|0〉1 2〈0|, I(0)NS = |0〉1 2〈0|
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Interfaces between string theories
In this chapter we apply the interface analysis to string theory. We will consider compact
and non-compact dimensions as separated and only concentrate on tori compactifica-
tion1. We use light-cone quantisation so that we will have 8 transverse directions and
we can forget about ghosts.
5.1 Type 0 string
The results of chapter 4 immediately generalize to higher dimensions, as long as we deal
with tori compactification. We have for d compact bosons
S ∈ O(2d;R), S ∈ O(d, d;R), Z ∈ O(d, d;Q)
The inclusion of supersymmetry also immediately generalizes, thus to apply the inter-
face analysis to type 0 and type II string theories compactified on tori, we just need to
discuss GSO projection.
In order to take into account GSO projection it is both necessary and convenient to
work in the folded picture. As we have seen when discussing D-branes, GSO projection
has the effect of adding NS and R sectors under certain conditions (which depend on
the type of string considered). Notice however there is now an important difference
from the boundary analysis of chapter 7: the form of the GSO projection is changed,
since we have to project both CFT1 and CFT2. We write
P(1)NS =
1
2
(1 + (−)F1+F¯1), P(1)R =
1
2
(1 + χ1(−)F1+F¯1)
P(2)NS =
1
2
(1 + (−)F2+F¯2), P(2)R =
1
2
(1 + χ2(−)F2+F¯2)
with
χ1 =
{ − type 0A
+ type 0B
χ2 =
{
+ type 0A
− type 0B
notice the sign χ2 has been changed because we are working in the folded picture, but
we refer to the type of theory before the folding.
In order to perform the projection we write the action of (−)F1 , (−)F2 , (−)F¯1 and (−)F¯2
on the boundary states
(−)F1||NS; η, η(1), η(2)〉〉 = −||NS; η, η(1),−η(2)〉〉,
(−)F2||NS; η, η(1), η(2)〉〉 = −||NS; η, η(1),−η(2)〉〉,
(−)F¯1||NS; η, η(1), η(2)〉〉 = −||NS; η,−η(1), η(2)〉〉,
(−)F¯2||NS; η, η(1), η(2)〉〉 = −||NS; η,−η(1), η(2)〉〉,
1here the (d-dimensional) torus is understood to be the product of d circles (S1)d = S1 × . . .× S1.
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
(−)F1||R; η, η(1), η(2)〉〉 = +||R; η, η(1),−η(2)〉〉
(−)F2||R; η, η(1), η(2)〉〉 = +||R; η, η(1),−η(2)〉〉
(−)F¯1||R; η, η(1), η(2)〉〉 = +||R; η,−η(1), η(2)〉〉
(−)F¯2||R; η, η(1), η(2)〉〉 = +||R; η,−η(1), η(2)〉〉
so that 
(−)F1+F2+F¯1+F¯2||NS; η, η(1), η(2)〉〉 = +||NS; η, η(1), η(2)〉〉
(−)F1+F2+F¯1+F¯2||R; η, η(1), η(2)〉〉 = det S˜||R; η, η(1), η(2)〉〉
(−)F1+F¯1||NS; η, η(1), η(2)〉〉 = +||NS;−η, η(1), η(2)〉〉
(−)F1+F¯1||R; η, η(1), η(2)〉〉 = +||R;−η, η(1), η(2)〉〉
We rewrite the GSO projection as
1 + χ1(−)F1+F¯1
2
1 + χ2(−)F2+F¯2
2
=
1 + χ1(−)F1+F¯1
2
1 + χ1χ2(−)F1+F2+F¯1+F¯2
2
We first perform 1
2
(1 + χ1χ2(−)F1+F2+F¯1+F¯2). This means we have to add NS and R
sectors whenever
χ1χ2 det S˜ = +
Then we perform 1
2
(1 + χ1(−)F1+F¯1). This instead forces each sector to take the form
1√
2
(||NS; η = +〉〉+ ||NS; η = −〉〉), 1√
2
(||R; η = +〉〉+ χ1||R; η = −〉〉)
Summing all togheter we have2{
||I±〉〉 = 1
2
[
||NS; +〉〉+ ||NS;−〉〉 ± (||R; +〉〉+ χ1||R;−〉〉)] if χ1χ2 det S˜ = +
||I0〉〉 = 1√
2
(||NS; +〉〉+ ||NS;−〉〉) otherwise
These can be understood as the Ishibashi states of the Ising model (see [1, 2]).
5.2 Type II string
For type II string we have
P(1)NS =
1
4
(1 + (−)F1)(1 + (−)F¯1), P(1)R =
1
4
(1 + (−)F1)(1 + χ1(−)F¯1)
P(2)NS =
1
4
(1 + (−)F2)(1 + (−)F¯2), P(2)R =
1
4
(1 + (−)F2)(1 + χ2(−)F¯2)
χ1 =
{ − type IIA
+ type IIB
χ2 =
{
+ type IIA
− type IIB
with 
(−)F1+F2||NS; η, η(1), η(2)〉〉 = +||NS; η, η(1), η(2)〉〉
(−)F¯1+F¯2||NS; η, η(1), η(2)〉〉 = +||NS; η, η(1), η(2)〉〉
(−)F1+F2||R; η, η(1), η(2)〉〉 = +||R; η, η(1), η(2)〉〉
(−)F¯1+F¯2||R; η, η(1), η(2)〉〉 = det S˜||R; η, η(1), η(2)〉〉
2it has been observed in [2] that the χ1 sign in the combination of the R states is actually insignif-
icant.
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and we rewrite the projections as
1 + (−)F1
2
1 + (−)F2
2
=
1 + (−)F1
2
1 + (−)F1+F2
2
1 + χ1(−)F¯1
2
1 + χ2(−)F¯2
2
=
1 + χ1(−)F¯1
2
1 + χ1χ2(−)F¯1+F¯2
2
We first perform 1
2
(1 + (−)F1+F2)1
2
(1 + χ1χ2(−)F¯1+F¯2). This means we have to add NS
and R sectors whenever
χ1χ2 det S˜ = +
Then we perform 1
2
(1 + (−)F1)1
2
(1 + χ1(−)F¯1). This instead forces each sector to take
the form
1√
2
(||NS; η(2)=+〉〉−||NS; η(2)=−〉〉), 1√
2
(||R; η(2)=+〉〉+||R; η(2)=−〉〉) on the left
1√
2
(||NS; η(1)=+〉〉−||NS; η(1)=−〉〉), 1√
2
(||R; η(1)=+〉〉+χ1||R; η(1)=−〉〉) on the right
5.3 Heterotic String
The case of heterotic string requires particular care, since we now have different left
and right field content and supersymmetry acting only on the right fields. We stress
here that although no boundary states are known for heterotic string theory, we can
instead easily write interfaces since these are boundary states of the doubled theory.
We consider the case of d toroidally compactified dimensions, in addition to the “inter-
nal” compactification of the extra bosons. In other words we will compactify the theroy
on the manifold
R1,9−d ×M16 × (S1)d
to which corresponds a zero modes lattice
Γ16 × Γd,d
We consider two heterotic string theories, joined by a world-sheet interface, which we
require to preserve the entire current algebra and supersymmetry
V (1) =

X
(1)
L I
X
(1)
R µ
0
ψ
(1)
R µ
 , V (2) =

X
(2)
L I
X
(2)
R µ
0
ψ
(2)
R µ
 , I = 1, . . . d+ 16 µ = 10− d, . . . 9
then in the folded theories we have
W (1) =

X
(1)
L I
X
(1)
R µ
0
ψ
(1)
R µ
 , W (2) =

X
(2)
R I
X
(2)
L µ
ψ
(2)
L µ
0
 , I = 1, . . . d+ 16 µ = 10− d, . . . 9
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Omitting the indices I and µ and denoting β
(a)
n the modes of X
(a)
L I and α¯
(a)
n the modes
of X
(a)
R µ, in order for the difference in left and right field contents to be manifest, we
have (
β
(1)
n
α¯
(1)
−n
)
I = I S
(
β
(2)
n
α¯
(2)
−n
)
,
(
0
ψ¯
(1)
−r
)
I = I iS˜
(
0
ψ¯
(2)
−r
)
[(
β
(1)
n
α¯
(1)
−n
)
+ S
(
β¯
(2)
−n
α
(2)
n
)]
||I〉〉 = 0,
[(
0
ψ¯
(1)
−r
)
+ iS˜
(
0
ψ
(2)
r
)]
||I〉〉 = 0
[(
β
(1)
n
α
(2)
n
)
+ S
(
α¯
(1)
−n
β¯
(2)
−n
)]
||I〉〉 = 0,
[(
0
ψ
(2)
r
)
+ iS˜
(
ψ¯
(1)
−r
0
)]
||I〉〉 = 0
If we ask the interface to be conformal we have for the S gluing matrices
S, S˜ ∈ O(d+ 16, d;R)
however if we ask it to be supersymmetric we obtain the condition
S> ( 0 + ) S˜ = ( 0 + )
which links bosons and fermions gluing matrices. This togheter with the request of
orthogonality forces the gluing matrices to factorise and thus the interface to be topo-
logical.
S, S˜ ∈ O(d+ 16;R)×O(d;R)
S =
(
B
A
)
, S˜ =
(
B˜
A
)
Notice O(d+ 16;R)×O(d;R) is the maximal compact subgroup of O(d+ 16, d;R). The
fact that supersymmetric interfaces are topological is not surprising since for heterotic
string only the right fileds are supersymmetric. However we should stress that not all
interesting interfaces are supersymmetric, e.g. T-duality interfaces have gluing matrices
in O(d+ 16, d;Z) and are therefore generally non-topological.
Equivalently for the S gluing matrices we have
S, S˜ ∈ O(d+ 16;R)×O(d;R)
S =
(
B
A
)
, S˜ =
(
B˜
A
)
Also for the heterotic string, quantization restricts the gluing matrix Z to have rational
entries. This follow immediately from the observation that the internal lattice of the
heterotic string is an integral lattice.
Finally we write the solution to the gluing conditions in the folded formalism. We
restrict now to consider supersymmetric interfaces. These factorize in three parts: left
bosons, right bosons and right fermions. With the notations of the previous chapters,
we write
||I〉〉 = ||Iβ〉〉 × ||Iα〉〉 × ||Iψ〉〉 =
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= exp
{ ∑
n∈Nr0
1
n
β
(2)
−n B β¯
(1)
−n
}
|Iβ〉(0) × exp
{ ∑
n∈Nr0
1
n
α
(1)
−n A α¯
(2)
−n
}
|Iα〉(0) ×
× exp
{
i
∑
r>0
ψ
(2)
−r A ψ¯
(1)
−r
}
|Iψ〉(0)
|Iβ〉(0)bos = gβ
∑
γ∈ΓB
eiχβ(γ) |Bγ〉1 × |γ〉2, |Iα〉(0)bos = gα
∑
γ∈ΓA
eiχα(γ) |Aγ〉1 × |γ〉2
|Iψ; R〉(0)fer = gψ exp
{
− 1
2
ψ− F ψ−
}
|0〉1 ×
∣∣0〉2, |Iψ; NS〉(0)fer = |0〉1 × |0〉2
In this case GSO projection has the simple form
P(1)NS =
1
2
(1 + (−)F¯1), P(1)R =
1
2
(1 + (−)F¯1), P(2)NS =
1
2
(1 + (−)F¯2), P(2)R =
1
2
(1 + (−)F¯2)
We write
1
2
(1 + (−)F¯1)1
2
(1 + (−)F¯2) = 1
2
(1 + (−)F¯1)1
2
(1 + (−)F¯1+F¯2)
and we first perform 1
2
(1+(−)F¯1+F¯2), which forces the NS and R sectors to add whenever
det S˜ = +
then we perform 1
2
(1 + (−)F¯1), which forces each sector to take the form
1√
2
(||NS; η(1) = +〉〉 − ||NS; η(1) = −〉〉), 1√
2
(||R; η(1) = +〉〉+ ||R; η(1) = −〉〉)
Summing all togheter we have{
||I±ψ 〉〉 = 12
[
||NS; +〉〉 − ||NS;−〉〉 ± (||R; +〉〉+ ||R;−〉〉)] if det S˜ = +
||I0ψ〉〉 = 1√2
(||NS; +〉〉 − ||NS;−〉〉) otherwise
5.4 Conclusions
In this Thesis we introduced the baseis of the interface analysis and applied it to string
theory. In particular the case of heterotic string required a separate discussion and,
only in this case, supersymmetry forces interfaces to be topological. In this work we
considered interfaces from a world-sheet perspective and used RNS formalism, letting
aside possible target-space interpretations (for example in terms of bi-branes) or the
equivalent Green-Schwarz formalism used instead in [3]. We let these and other inter-
esting connected questions to future investigation. Finally, another possible direction
of research is the discussion of interfaces fusion, initiated in [2, 5].
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Appendix A: Complex Formalism
A.1 Complex coordinates
When dealing with two-dimensional euclidean conformal field theories, it is convenient
to use, instead of the two real variables (x0, x1) ∈ R2, the complex variable w = x0 +
ix1 ∈ C (which is understood to extend to the entire Riemann sphere C ∪∞). Finally
one can consider w and its complex conjugate w¯ as indipendent, which in terms of
the original variables corresponds to take (x0, x1) ∈ C2. We collect here some useful
identities
{
w = x0 + ix1
w¯ = x0 − ix1
{
x0 = 1
2
(w + w¯)
x1 = 1
2i
(w − w¯)
{
∂w =
1
2
(∂0 − i∂1)
∂w¯ =
1
2
(∂0 + i∂1)
{
∂0 = ∂w + ∂w¯
∂1 = i(∂w − ∂w¯)
(
w
w¯
)
= J
(
x0
x1
)
, J =
(
∂0w ∂1w
∂0w¯ ∂1w¯
)
=
(
1 i
1 −i
)
, det J = −2i
(
x0
x1
)
= J−1
(
w
w¯
)
, J−1 =
(
∂wx
0 ∂w¯x
0
∂wx
1 ∂w¯x
1
)
= 1
2
(
1 1
−i i
)
, det J−1 = 1
2
i
characterized by J†J = JJ† = | det J | 1, det J ∈ iR
η|(x0,x1) = η−1|(x0,x1) = ( + + ) , η|(w,w¯) =
1
2
( ++ ) , η
−1|(w,w¯) = 2 ( ++ )
d2x = dx0 dx1 =
1
2
dw dw¯, ds2 = ( dx0, dx1 ) η|(x0,x1)
(
dx0
dx1
)
= ( dw, dw¯ ) η|(w,w¯) ( dwdw¯ )
(∂20 + ∂
2
1)X = 4 ∂w∂w¯X, (∂0X)
2 + (∂1X)
2 = 4 ∂wX · ∂w¯X
T01 = i(Tww − Tw¯w¯ − Tww¯ + Tw¯w)
T10 = i(Tww − Tw¯w¯ + Tww¯ − Tw¯w)
T00 = Tww + Tw¯w¯ + Tww¯ + Tw¯w
T11 = −Tww − Tw¯w¯ + Tww¯ + Tw¯w

Tww¯ =
1
4
(T11 + T00 + iT01 − iT10)
Tw¯w =
1
4
(T11 + T00 − iT01 + iT10)
Tww =
1
4
(T00 − T11 − iT01 − iT10)
Tw¯w¯ =
1
4
(T00 − T11 + iT01 + iT10)
T |(x0,x1) = J> T |(w,w¯) J
Tαα = T00 + T11 = 2(Tww¯ + Tw¯w)
Tr T |(x0,x1) = T00 + T11, Tr T |(w,w¯) = Tww + Tw¯w¯
detT |(x0,x1) = (det J)2 detT |(w,w¯) = T00T11 − T01T10 = −4(TwwTw¯w¯ − Tww¯Tw¯w)
energy-momentum conservation (∂αTαβ = 0){
∂0T00 + ∂1T10 = 0
∂0T01 + ∂1T11 = 0
{
∂wTw¯w + ∂w¯Tww = 0
∂wTw¯w¯ + ∂w¯Tww¯ = 0
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A.2 Exponential conformal map
In the string theory context one usually makes use of the exponential transform to
conformally map the complex cylinder/strip (described by w and w¯) to the complex
plane/half plane (described by z and z¯). We collect here some useful identities
{
z = ew
z¯ = ew¯
{
w = ln z
w¯ = ln z¯
{
∂z = e
−w ∂w
∂z¯ = e
−w¯ ∂w¯
{
∂w = z ∂z
∂w¯ = z¯ ∂z
(
z
z¯
)
' 1+ J
(
w
w¯
)
, J =
(
∂wz ∂w¯z
∂wz¯ ∂w¯z¯
)
=
(
z
z¯
)
, det J = zz¯
(
w
w¯
)
' 1+ I
(
z
z¯
)
, I =
(
∂zw ∂z¯w
∂zw¯ ∂z¯w¯
)
=
(
1
z
1
z¯
)
, det I = 1
zz¯
characterized by J†J = JJ† = (det J) 1, det J ∈ R>0
η|(w,w¯) = 1
2
( ++ ) , η
−1|(w,w¯) = 2 ( ++ ) η|(z,z¯) =
1
2zz¯
( ++ ) , η
−1|(z,z¯) = 2zz¯ ( ++ )
dw dw¯ =
1
zz¯
dz dz¯, ds2 = ( dw, dw¯ ) η|(w,w¯) ( dwdw¯ ) = ( dz, dz¯ ) η|(z,z¯) ( dzdz¯ )
∂w∂w¯X = zz¯ ∂z∂z¯X, ∂wX · ∂w¯X = zz¯ ∂zX · ∂z¯X
Tww¯ = zz¯ Tzz¯
Tw¯w = zz¯ Tz¯z
Tww = z
2 Tzz
Tw¯w¯ = z¯
2 Tz¯z¯

Tzz¯ =
1
zz¯
Tww¯
Tz¯z =
1
zz¯
Tw¯w
Tzz =
1
z2
Tww
Tz¯z¯ =
1
z¯2
Tw¯w¯
T |(w,w¯) = J> T |(z,z¯) J
Tαα = 2(Tww¯ + Tw¯w) = 2zz¯(Tzz¯ + Tz¯z)
Tr T |(w,w¯) = Tww + Tw¯w¯, Tr T |(z,z¯) = Tzz + Tz¯z¯
detT |(w,w¯) = (det J)2 detT |(z,z¯) = TwwTw¯w¯ − Tww¯Tw¯w = (zz¯)2(TzzTz¯z¯ − Tzz¯Tz¯z)
energy-momentum conservation (∂αTαβ = 0){
∂wTw¯w + ∂w¯Tww = 0
∂wTw¯w¯ + ∂w¯Tww¯ = 0
{
zz¯(∂zTz¯z + ∂z¯Tzz) = 0
zz¯(∂zTz¯z¯ + ∂z¯Tzz¯) = 0
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A.3 Complex torus
We can define the complex torus T as the quotient of the complex plane C by a two-
dimensional lattice Λ generated by two linearly indipendent vectors λ1 and λ2
T = C /Λ , with Λ = {n1λ1 + n2λ2 | n1, n2 ∈ Z}
Every two complex numbers λ1 and λ2 with =λ2λ1 6= 0 thus define a torus. However we
want to identify tori which differ by a conformal transformation. This can be done in
two steps.
Firstly we consider conformal transformations of the lattice vectors λ1 and λ2 which
corresponds to conformal transformations of the torus linked to the identity. It is clear
that the only conformal invariant is the Teichmu¨ller parameter τ = λ2
λ1
, which can be
taken to have =τ > 0 (i.e. we can choose λ1 = 1 and =λ2 > 0). The Teichmu¨ller space
of the torus is thus the space of all tori modulo conformal transformations linked to the
identity, which is the upper half complex plane.
torus Teichmu¨ller space =
tori
conformal tr. linked to the identity
= HC
It remains however to consider conformal transformations not linked to the identity. In
the case of the torus these are generated by the two Dehn twists, i.e. the operation of
cutting the torus along a longitude or a meridian and gluing it back after a twist of 2pi.
They write
T : (λ1, λ2) 7−→ (λ1, λ1 + λ2) T ′ : (λ1, λ2) 7−→ (λ1 + λ2, λ2)
τ 7−→ τ + 1 τ 7−→ τ
τ+1
Instead of T and T ′ one usually consider T and S, s.t. S2 = (ST )3 = 1, with
S : (λ1, λ2) 7−→ (−λ2, λ1)
τ 7−→ − 1
τ
These generate the modular group of the torus (isomorphic to PSL(2;Z))
Mod T = {τ ′ = aτ+bcτ+d | a, b, c, d ∈ Z, ad− bc = 1} /±1
The modulai space of conformal tori is thus the Teichmu¨ller space quotiened by the
modular group. Explicitly it writes
moduli space =
tori
conformal tr.
=
torus Teichmu¨ller space
modular group
=
=
{
0 ≤ <τ ≤ 1
2
, |τ | ≥ 1
}
∪
{
− 1
2
< <τ < 0, |τ | > 1
}
with τ now called modular parameter.
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Appendix B: Cardy Condition
The boundary states in the closed channel are defined up to a normalization constant
(gbos or gfer), which however can be determined by comparison of the closed sector
cylinder amplitude (Acl), with the open sector partition function (Zop). We calculate
it here explicitly for the case of d bosons and fermions compactified on a torus.
B.1 Bosons
For the theory of d bosons we have
c = c¯ = d
The hamiltonian in the closed channel is
H =
∑
µ
∑
m∈Z
(αµ−mα
µ
m + α¯
µ
−mα¯
µ
m)−
c+ c¯
24
while the boundary states are
||I〉〉bos = Iˆbos |I〉(0)bos
Iˆbos = exp
{∑
µ,ν
∑
n∈Nr0
1
n
αµ−n Aµν α¯
ν
−n
}
, |I〉(0)bos = g
∑
γ∈ΓS
eiχ(γ) |Sγ〉1 × |γ〉2
Defining α?µn ≡
∑
ν
Aµνα
ν
n and using that A is orthogonal we have
H =
∑
µ
∑
m∈Z
(α?µ−mα
?µ
m + α¯
µ
−mα¯
µ
m)−
c+ c¯
24
Iˆbos |0〉 = exp
{∑
µ
∑
n∈Nr0
1
n
α?µ−nα¯
µ
−n
}
|0〉 =
∏
µ
∏
n∈Nr0
∑
Nn
||µ;Nn〉〉
with ||µ;Nn〉〉 = 1
Nn!
[ 1
n
α?µ−nα¯
µ
−n
]Nn |0〉
We can divide the calculation in two parts, concerning higher and zero modes
Aboscl = bos〈〈I||e−Tcl H ||I〉〉bos =
= Aboscl
∣∣∣
m>0
Aboscl
∣∣∣
m=0
= 〈0|Iˆbos e−Tcl H|m>0 Iˆbos|0〉 × (0)bos〈I|e−Tcl H|m=0|I〉(0)bos
For the higher modes we have
Aboscl
∣∣∣
m>0
= 〈0|Iˆbos e−Tcl H|m>0 Iˆbos|0〉 =
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= eTcl
d
12 〈0|Iˆbos
(∏
µ
∏
m∈Nr0
e−Tcl(α
?µ
−mα
?µ
m +α¯
µ
−mα¯
µ
m)
)(∏
ν
∏
n∈Nr0
e
1
nα
?ν
−nα¯
ν
−n |0〉
)
=
= eTcl
d
12
∏
ν
∏
n∈Nr0
〈0|Iˆbos e−Tcl(α?ν−nα?νn +α¯ν−nα¯νn) e 1nα?ν−nα¯ν−n |0〉 =
= eTcl
d
12
∏
ν
∏
n∈Nr0
〈0|Iˆbos e−Tcl(α?ν−nα?νn +α¯ν−nα¯νn)
∑
Nn
1
Nn!
[ 1
n
α?ν−nα¯
ν
−n
]Nn |0〉 =
= eTcl
d
12
∏
ν
∏
n∈Nr0
〈0|Iˆbos
∑
Nn
e−Tcl(α
?ν
−nα
?ν
n +α¯
ν
−nα¯
ν
n)
1
Nn!
[ 1
n
α?ν−nα¯
ν
−n
]Nn |0〉 =
= eTcl
d
12
∏
ν
∏
n∈Nr0
〈0|Iˆbos
∑
Nn
e−Tcl2n Nn
1
Nn!
[ 1
n
α?ν−nα¯
ν
−n
]Nn |0〉 =
= eTcl
d
12
∏
ν
∏
n∈Nr0
(
〈0|
∑
N ′n
1
N ′n!
[ 1
n
α?νn α¯
ν
n
]N ′n)(∑
Nn
e−Tcl2n Nn
1
Nn!
[ 1
n
α?ν−nα¯
ν
−n
]Nn |0〉) =
= eTcl
d
12
∏
ν
∏
n∈Nr0
〈0|
∑
Nn,N ′n
1
N ′n!
1
Nn!
e−Tcl2n Nn
[ 1
n
α?νn α¯
ν
n
]N ′n [ 1
n
α?ν−nα¯
ν
−n
]Nn |0〉 =
= eTcl
d
12
∏
ν
∏
n∈Nr0
∑
Nn
e−Tcl2n Nn = eTcl
d
12
∏
ν
∏
n∈Nr0
1
1− e−Tcl2n =
∏
ν
q−
1
24
∏
n∈Nr0
1
1− qn =
=
( 1
η(τcl)
)d
with τcl = i
Tcl
pi
We have used that
α?n (α
?
−n)
Nn|0〉 = n Nn (α?−n)Nn−1|0〉, α¯n (α¯−n)Nn|0〉 = n Nn (α¯−n)Nn−1|0〉
and
〈0|(α?µn α¯µn)N
′
n (α?µ−nα¯
µ
−n)
Nn |0〉 = (nNn Nn!)2 δNn,N ′n 〈0|0〉
For the zero modes we have instead
Aboscl
∣∣∣
m=0
=
(0)
bos〈I|e−Tcl H|m=0|I〉(0)bos =
=
(
gbos
∑
γ′∈ΓS
e−iχ(γ
′)
1〈Sγ′| × 2〈γ′|
)(
e
−Tcl
∑
µ
[(α?µ0 )
2+(α¯µ0 )
2])(
gbos
∑
γ∈ΓS
eiχ(γ) |Sγ〉1 × |γ〉2
)
=
= g2bos
∑
γ,γ′∈ΓS
ei(χ(γ)−χ(γ
′))
1〈Sγ′| × 2〈γ′| e
−Tcl
∑
µ
[(α?µ0 )
2+(α¯µ0 )
2]
|Sγ〉1 × |γ〉2 =
= g2bos
∑
γ,γ′∈ΓS
ei(χ(γ)−χ(γ
′)) e
−Tcl
∑
µ
[(γ?µ0 )
2+(γ¯µ0 )
2]
δγ,γ′ =
= g2bos
∑
γ∈ΓS
e
−Tcl
∑
µ
[(γ?µ0 )
2+(γ¯µ0 )
2]
Now using Poisson resummation formula (see Appendix C) we obtain
Aboscl
∣∣∣
m=0
= g2bos
1
volΓS
∑
γ∈Γ∗S
e
+ pi
Tcl
∑
µ
[(γ?µ0 )
2+(γ¯µ0 )
2]
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B.2 Fermions
For the theory of d fermions we have
c = c¯ =
d
2
The hamiltonian in the R and NS sectors in the closed channel writes
HR =
∑
µ
∑
m∈Nr0
m(ψµ−mψ
µ
m + ψ¯
µ
−mψ¯
µ
m)−
c+ c¯
12
HNS =
∑
µ
∑
r∈N+ 1
2
r(ψµ−rψ
µ
r + ψ¯
µ
−rψ¯
µ
r ) +
c+ c¯
24
We start considering the (NS, η; NS, η) amplitude
Afercl (NS, η; NS, η) = 〈〈NS; η||e−Tcl H ||NS; η〉〉 =
= 〈0|Iˆfer(η) e−Tcl H Iˆfer(η)|0〉 × (0)〈NS|NS〉(0) =
= eTcl
d
24 〈0|Iˆfer(η)
(∏
µ
∏
s∈N+ 12
e−Tclr
[
ψµ−sψ
µ
s+ψ¯
µ
−sψ¯
µ
s
])(∏
ν
∏
r∈N+ 12
eiηψ
ν
−rψ¯
ν
−r |0〉
)
=
= eTcl
d
24
∏
ν
∏
r∈N+ 12
〈0|Iˆfer(η) e−Tclr
[
ψν−rψ
ν
r+ψ¯
ν
−rψ¯
ν
r
]
eiηψ
ν
−rψ¯
ν
−r |0〉 =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
〈0|Iˆfer(η) e−Tclr
[
ψν−rψ
ν
r+ψ¯
ν
−rψ¯
ν
r
] ∑
Nr
[
iηψν−rψ¯
ν
−r
]Nr |0〉 =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
〈0|Iˆfer(η)
∑
Nr
e−Tclr
[
ψν−rψ
ν
r+ψ¯
ν
−rψ¯
ν
r
] [
iηψν−rψ¯
ν
−r
]Nr |0〉 =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
〈0|Iˆfer(η)
∑
Nr
e−Tcl2rNr
[
iηψν−rψ¯
ν
−r
]Nr |0〉 =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
(
〈0|
∑
N ′r
[
− iηψνr ψ¯νr
]N ′r)(∑
Nr
e−Tcl2rNr
[
iηψν−rψ¯
ν
−r
]Nr |0〉) =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
〈0|
∑
Nr,N ′r
e−Tcl2rNr
[
− iηψνr ψ¯νr
]N ′r [
iηψν−rψ¯
ν
−r
]Nr |0〉 =
= eTcl
d
24
∏
ν
∏
r∈N+ 12
∑
Nr
e−Tcl2rNr = eTcl
d
24
∏
ν
∏
r∈N+ 12
(
1 + e−Tcl2r
)
=
∏
ν
q−
1
48
∏
r∈N+ 12
(
1 + qr
)
=
=
(ϑ3(τcl)
η(τcl)
) d
2
with τcl = i
Tcl
pi
We have used that
ψr (ψ−r)Nr |0〉 = Nr |0〉 = δNr,1 |0〉, ψ¯r (ψ¯−r)Nr |0〉 = Nr |0〉 = δNr,1 |0〉
and
〈0|[ψνr ψ¯νr ]N
′
r [ψν−rψ¯
ν
−r]
Nr |0〉 = δNr,N ′r 〈0|0〉
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Similarly1we obtain
Afercl (NS, η; NS, η) = 〈〈NS; η||e−Tcl H ||NS; η〉〉 =
(
ϑ3(τcl)
η(τcl)
) d
2
Afercl (NS, η; NS,−η) = 〈〈NS; η||e−Tcl H ||NS;−η〉〉 =
(
ϑ4(τcl)
η(τcl)
) d
2
Afercl (R, η; R, η) = 〈〈R; η||e−Tcl H ||R; η〉〉 =
(
ϑ2(τcl)
η(τcl)
) d
2
Afercl (R, η; R,−η) = 〈〈R; η||e−Tcl H ||R;−η〉〉 =
(
ϑ1(τcl)
η(τcl)
) d
2
= 0
The amplitudes we computed are exactly the partition functions of the open channel.
Asking for the exact equivalence Acl != Zop, allow us to fix the normalization coefficients
of the boundary states.
1in the R sector, zero modes give no contribution to the amplitude, apart by providing the correct
normalization factors.
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Appendix C: Lattices
A (maximal rank) lattice Λ in the n-dimensional real vector space V is the discrete,
additive subgroup of V formed by all integer linear combinations of some basis {bi} of
V
Λ = Span
Z
{bi} =
{∑
i
nibi
∣∣ ni ∈ Z}, i = 1, . . . n
We will only consider euclidean (resp. lorentzian) lattices, i.e. V = Rn (resp. Rp,q),
with vector space scalar product
v · u =
n∑
I=1
vIwI
(
resp. v · u =
p∑
I=1
vIwI −
p+q∑
I=p+1
vIwI
)
We consider the {bi} basis for the lattice but the canonical orthonormal {eI | fJI = δJI }
basis for the vector space. For any v ∈ Λ, we denote vI its components with respect to
the basis of the vector space and ni its (integer) components with respect to the basis
of the lattice. We write
v =
∑
i
nibi =
∑
I
vIeI , v
I =
∑
i
ni bi · eI =
∑
i
nie
I
i
We define the lattice metric (or Gram matrix) and the lattice volume (which is the
volume of the lattice unit cell or equivalently of the torus V/Λ)
Gij = bi · bj, volΛ =
√
| detG|
Given a lattice Λ, with basis {bi}, metric Gij and volume volΛ, one defines the dual
lattice Λ∗, with basis {b∗i }, metric G∗ij and volume volΛ∗ s.t.
Λ∗ =
{
u ∈ V ∣∣ u · v ∈ Z, ∀v ∈ Λ}, b∗i · bj = δij, G∗ = G−1, volΛ∗ = 1volΛ
A lattice Λ is called
• unimodular iff it has a single point per unit volume, equivalently iff detG = ±1
or iff volΛ = volΛ∗ = 1,
• integral iff v · u ∈ Z, ∀v,u ∈ Λ, equivalently iff G is integral or iff Λ ⊂ Λ∗,
• even iff it is integral and v · v ∈ 2Z, ∀v ∈ Λ,
• odd iff it is integral and not even,
• self-dual iff it is unimodular and integral, equivelently iff G is integral with integral
inverse or iff Λ = Λ∗ (odd and even self-dual lattices are also called type I and
type II).
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It is useful to define a lattice matrix B, taking the vectors {bi} as rows (so in our
notations BiJ = e
J
i ). In this way choosing a different basis b
′
i =
∑
jMijbj changes
the lattice matrix by left multiplication B′ = MB (notice M has to be integral with
integral inverse, in particular detM = ±1 so | detB| does not depend on the chosen
basis). In terms of B the lattice metric and volume write G = BB> and volΛ = | detB|
and the dual lattice matrix is B∗ = (B−1)>.
C.1 Root lattices
Most of the self-dual lattices in dimension less than 24 are root or weight lattices,
defined starting from the notion of root system. This is a finite set of vectors {ra} of
V s.t.
i) it generates V , i.e. Span
R
{ra} = V ,
ii) it is closed under reflection through the hyperplanes perpendicular to the roots,
i.e. if ra and rb are two roots then also rb − 2 ra·rbra·ra ra is a root (in particular if ra
is a root then also −ra is a root),
iv) the projection of a root onto the line through a second root is a half-integral
multiple of the second root, i.e. if ra and rb are roots, then Cab = 2
ra·rb
ra·ra ∈ Z,
iii) the only scalar multiple of a root that belong to the root system is its opposite1,
i.e. if ra and λra are roots, then λ = ±1.
Given a root system one can distinguish between positive and negative roots, choosing
a vector t ∈ V s.t. ra · t 6= 0, ∀ra. We say a root ra is positive iff ra · t > 0 and negative
otherwise. Moreover we will say it is simple if it cannot be written as the sum of two
positive roots.
The choice of positive roots depends on t and so does the choice of simple roots,
however one can prove that simple roots obtained by different choices of t are related
by an orthogonal transformation of the vector space. We have that every positive root
can be uniquely written as a sum of simple roots. Moreover simple roots form a basis
for the vector space, so there are n simple roots which we denote {si}. From these we
define the fundamental weights {wi} via
2
wb · sa
sa · sa = δab
The root lattice Λr and the weight lattice Λw are then defined by
Λr = SpanZ{si}, Λw = SpanZ{wi}
1from (i), (ii) and (iii) one can deduce that if ra and λra are roots, then λ = ± 12 ,±1,±2. Sometimes
axiom (iv) is not assumed and root systems which satisfy it are called reduced root systems (the notion
of reduced or non-reduced root system is completely unrelated to and should not be confused with
that of reducible or irreducible root system). Non-reduced root systems form the series BCn.
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Notice the analogy with the dual lattice Λ∗ to which the weight lattice reduces for
simply laced root system.
Λ∗r =
{
u ∈ V ∣∣ u · v ∈ Z, ∀v ∈ Λ} = Span
Z
{s∗a}, with 2s∗b · sa = δab
Λw =
{
u ∈ V ∣∣ 2u · v
v · v ∈ Z, ∀v ∈ Λ
}
= Span
Z
{wa}, with 2wb · sa
sa · sa = δab
In order to classify all root system it is sufficient to consider irreducible root systems,
i.e. the ones which cannot be written as orthogonal union of other root systems. These
are characterized by their Cartan matrix (Cab) or their Dynkin diagram and completely
classified in four series and five special root systems (the subscript index denotes the
rank of the root system, i.e. the dimension of V or the number of linearly indipendent
roots)
An, Bn, Cn, Dn, E6, E7, E8, F4, G2, n ∈ Nr0
These give rise to inequivalent root systems, apart from the following identifications
A1 = B1 = C1, B2 = C2, D2 = A2, D3 = A3
For any root system, the angle θab between two roots ra and rb is constrained to obey
(2 cos θab)
2 = CabCba ∈ Z
so (besides the trivial case θ = 0 or pi) we have three possibilities
θ = k
pi
6
, k
pi
4
, k
pi
3
, k ∈ Nr0
One can prove the following result.
• For A, D and E root systems there is a unique root length, which is usually taken
to be
√
2. These root systems (and the corresponding root lattices) are said to
be simply laced.
• For B, C and F root systems there are two root lengths s.t. their ratio is √2.
They are usually taken to be
√
2 and 1.
• Finally for G2 there are again two root lengths, but their ratio is now
√
3. They
are usually taken to be
√
3 and 1 (or sometimes
√
6 and
√
2).
For simply laced root systems we have chosen a normalization s.t. the root lattice is
even and Cab = ra · rb (its diagonal elements are 2, while the remaining elements are
either −1 or 0), so the weight lattice is the dual root lattice (Λw = Λ∗r).
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C.2 E8 and Dn root system
The Dn root system has 2n(n − 1) roots, n(n − 1) positive roots and n simple roots
given by
{ra} = {±ei ± ej | i 6= j}, {pa} = {ei ± ej | i < j}
{sa} = {ei − ei+1, en−1 + en | i = 1, . . . n− 1}
Its Cartan matrix and Dynkin diagram are
C =

2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1 −1
−1 2
−1 2

The E8 root system has 240 roots, 120 positive roots, 8 simple roots given by
{ra} = {±ei ± ej | i 6= j} ∪ {1/2(±,±,±,±,±,±,±,±) | even number of minus signs}
{pa} = {ei ± ej | i < j} ∪ {1/2(+,+,+,+,±,±,±,±) | even number of minus signs}
{sa} = {ei − ei+1, e6 + e7, 1/2(+,+,+,+,+,+,+,+) | i = 1, . . . 6}
Its Cartan matrix and Dynkin diagram are
C =

2 −1
−1 2 −1
−1 2 −1
−1 2 −1
−1 2 −1 −1
−1 2 −1
−1 2
−1 2

C.3 Poisson reusmmation formula
Starting from the Fourier transform of the delta function∑
n
δ(x− n) =
∑
k
e2piikx
one can easily prove the so called Poisson resummation formula∑
n
e−2pi(An
2+iBn) =
√
2
A
∑
k
e−2pi
1
A
(k+B)2
More in general, for a d-dimensional lattice Γ, it becomes∑
γ∈Γ
δ(γ − γ′) = 1
volΓ
∑
γ∈Γ∗
e2pii γ◦γ
′
, γ ◦ γ′ = γγ′ − γ¯γ¯′
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ZΓ(τ) =
1
|η(τ)|d
∑
γ∈Γ
e−pi (τγ
2−τ¯ γ¯2) =
1
volΓ
ZΓ∗
(
− 1
τ
)
Proof:
ZΓ(τ) =
1
|η(τ)|d
∑
γ∈Γ
e−pi (τγ
2−τ¯ γ¯2) =
1
|η(τ)|d
∑
γ∈Γ
∫
ddγ′ δd(γ − γ′) e−pi (τγ2−τ¯ γ¯2) =
=
1
|η(τ)|d
∫
ddγ′
∑
γ∈Γ
δd(γ−γ′)e−pi (τγ′2−τ¯ γ¯′2) = 1
volΓ
1
|η(τ)|d
∫
ddγ′
∑
γ∈Γ∗
ei2pi (γγ
′−γ¯γ¯′)e−pi (τγ
′2−τ¯ γ¯′2) =
=
1
volΓ
1
|η(τ)|d
1
(τ τ¯)
d
4
∑
γ∈Γ∗
e+pi (
1
τ γ
′2− 1τ¯ γ¯′2) =
1
volΓ
1
|η(− 1τ )|d
∑
γ∈Γ∗
e+pi (
1
τ γ
′2− 1τ¯ γ¯′2) =
1
volΓ
ZΓ∗
(
− 1
τ
)

We have used the modular transformations of the η function (see Appendix D).
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Appendix D: η and ϑ Functions
In this appendix we summarize the definitions of the η and ϑ special functions and
some of their properties (q and τ are related by q = e2piiτ ).
Jacobi ϑ functions
i) sum representation
ϑ
[
α
β
]
(z|τ) =
∑
n∈Z
e2pii(n−α)(z−β)q
1
2
(n−α)2

ϑ1(z|τ) = ϑ
[ 1/2
1/2
]
(z|τ) = i ∑
n∈Z
(−)ne2pii(n− 12 )zq 12 (n− 12 )2
ϑ2(z|τ) = ϑ
[
1/2
0
]
(z|τ) = ∑
n∈Z
e2pii(n−
1
2
)zq
1
2
(n− 1
2
)2
ϑ3(z|τ) = ϑ
[
0
0
]
(z|τ) = ∑
n∈Z
e2piinzq
1
2
n2
ϑ4(z|τ) = ϑ
[
0
1/2
]
(z|τ) = ∑
n∈Z
(−)ne2piinzq 12n2
ii) product representation
ϑ
[
α
β
]
(z|τ) = e−2piiα(z−β)q 12α2
∏
n∈Nr0
(1− qn)
∏
s=±
(1 + e2piis(z−β)qn−sα−
1
2 )

ϑ1(z|τ) = ϑ
[ 1/2
1/2
]
(z|τ) = −2 sin(piz) q 18 ∏
n∈Nr0
(1− qn)(1− e2piizqn)(1− e−2piizqn)
ϑ2(z|τ) = ϑ
[
1/2
0
]
(z|τ) = 2 cos(piz) q 18 ∏
n∈Nr0
(1− qn)(1 + e2piizqn)(1 + e−2piizqn)
ϑ3(z|τ) = ϑ
[
0
0
]
(z|τ) = ∏
n∈Nr0
(1− qn)(1 + e2piizqn− 12 )(1 + e−2piizqn− 12 )
ϑ4(z|τ) = ϑ
[
0
1/2
]
(z|τ) = ∏
n∈Nr0
(1− qn)(1− e2piizqn− 12 )(1− e−2piizqn− 12 )
iii) integral representation
ϑ
[
α
β
]
(z|τ) = ei2αz+iαpi2 τ+ipi2 (1−4αβ)
∫
du
eipiτu
2
cos
(
2uz + piu+ 2piτuα− 2piuβ)
sin(piu)
ϑ1(z|τ) = ϑ
[ 1/2
1/2
]
(z|τ) = eiz+ipi4 τ ∫ du eipiτu2 cos(2uz+piτu)
sin(piu)
ϑ2(z|τ) = ϑ
[
1/2
0
]
(z|τ) = −i eiz+ipi4 τ ∫ du eipiτu2 cos(2uz+piu+piτu)
sin(piu)
ϑ3(z|τ) = ϑ
[
0
0
]
(z|τ) = −i ∫ du eipiτu2 cos(2uz+piu)
sin(piu)
ϑ4(z|τ) = ϑ
[
0
1/2
]
(z|τ) = −i ∫ du eipiτu2 cos(2uz)
sin(piu)
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Dedekind η function
η(τ) = q
1
24
∏
n>0
(1− qn)
Cai-Polchinski functions1
f1(τ) =
√
ϑ′1(0|τ)
η(τ)
=
√
2pi q
1
24
∏
n∈Nr0
(1− qn) = √2pi η(τ)
f2(τ) =
√
ϑ2(0|τ)
η(τ)
=
√
2 q
1
24
∏
n∈Nr0
(1 + qn)
f3(τ) =
√
ϑ3(0|τ)
η(τ)
= q−
1
48
∏
n∈Nr0
(1 + qn−
1
2 ) = q−
1
48
∏
r∈N+1/2
(1 + qr)
f4(τ) =
√
ϑ4(0|τ)
η(τ)
= q−
1
48
∏
n∈Nr0
(1− qn− 12 ) = q− 148 ∏
r∈N+1/2
(1− qr)
Jacobi “aequatio identica satis abstrusa”2
ϑ43 = ϑ
4
2 + ϑ
4
4
Jacobi triple product identity
f2f3f4 =
√
2
or ϑ′1 = pi ϑ2ϑ3ϑ4 or ϑ2ϑ3ϑ4 = 2η
3
Proof:
f2f3f4 =
√
2
∏
n∈Nr0
(1 + qn)(1 + qn−
1
2 )(1− qn− 12 ) =
√
2
∏
n∈Nr0
(1 + qn)(1− q2n−1) =
=
√
2
∏
n∈Nr0
(1+qn)
(1− qn)
(1− q2n) =
√
2 
D.1 Modular transformations
η(τ + 1) = ei
pi
12 η(τ)
η(τ¯ + 1) = e−i
pi
12 η(τ¯)
,
η
(− 1
τ
)
=
√−iτ η(τ)
η
(− 1
τ¯
)
=
√
iτ¯ η(τ¯)
ϑ
[
α
β
]
(z|τ+1) = e−ipiα(α−1)ϑ[ αα+β−1/2 ](z|τ), ϑ[ αβ ](z|−1
τ
)
= eipi(2αβ+
z2
τ
)
√−iτϑ[ β−α ](z|τ)

ϑ1(z|τ + 1) = eipi4 ϑ1(z|τ)
ϑ2(z|τ + 1) = eipi4 ϑ2(z|τ)
ϑ3(z|τ + 1) = ϑ4(z|τ)
ϑ4(z|τ + 1) = ϑ3(z|τ)
,

ϑ1
(
z| − 1
τ
)
= ei
pi
2
√−iτ ϑ1(z|τ)
ϑ2
(
z| − 1
τ
)
=
√−iτ ϑ4(z|τ)
ϑ3
(
z| − 1
τ
)
=
√−iτ ϑ3(z|τ)
ϑ4
(
z| − 1
τ
)
=
√−iτ ϑ2(z|τ)
ϑ1T S ϑ2T ϑ4
S
ϑ3 S
T
1Y. Cai, J. Polchinski, Consistency of Open Superstring Theories, Nuclear Physics B296 (1988) 106.
2C. G. J. Jacobi, Fundamenta Nova Theoriae Functionum Ellipticarum, (1829).
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