Estimates are obtained for the number of singular points, which are not poles, lying on the unit circle of the complex plane of a class of meromorphic functions which are represented by C-fractions.
The most recent are the F-fractions introduced by Magnus in [7] and further developed by him in [8] , [9] and [10] . They are of interest in particular because of their close relation to Padé tables. A continued fraction (1) is a P-fraction if all a"(z)=l and the bn(z) are all polynomials in z_1.
The F-fractions were introduced by Thron [13] in 1948. These continued fractions are of the form an(z)=z and bn(z)= 1 +dnz. They are of interest, among other reasons, because in them the elements an(z) and bn(z) are linear functions of z. This enables one to establish fairly general convergence criteria for F-fractions. Recent work on F-fractions includes results of Waadeland [16] , [17] , [18] on convergence of F-fraction expansions of certain functions holomorphic in circular discs, as well as articles by Jones and Thron [5] , Jefferson [4] and Hag [3] . Jones and Thron give, among other results, some theorems on the location of singular points of functions represented by F-fractions all of whose elements dn are positive.
In 1939, Leighton and Scott [6] introduced the C-fraction, defined by bn(z)= 1 and an(z)=-dJlzan, where the dn are nonzero complex constants and the x" are positive integers. Moduli of singular points of regular C-fractions were investigated by the present authors [1] . A central problem in the area of C-fractions is the conjecture of Leighton that meromorphic functions represented by them have the unit circle as a natural boundary, provided that a"-»co, and that the coefficients dn are suitably restricted, for example by (4) Iim(4|dn|)l/«-= l, n-*oo which would insure convergence of the C-fraction to a meromorphic function for \z\ < Leighton. In the present paper we give substantial improvement over the previous best estimate [2] concerning the number of singular points lying on the unit circle of a class of meromorphic functions represented by C-fractions.
II. Singularities of meromorphic functions defined on the unit disc. Since we shall consider only C-fractions in the sequel, then in all cases bn(z)=l.
If (4) holds, then it follows from the Worpitzky criterion [19, p. 42 ] that the C-fraction converges to a meromorphic function/for all z on the open unit disc.
Let A{nm)*(z)IB(nm)*(z) he the «th approximant of the C-fraction (1), with an(z) = \dm+n_x\zXm^"-1. Let er{,m| and T{nm) be the degrees of the polynomials Anm\z) and B(nm)(z), respectively, where A{nm\z)jBnm)(z) is the nth approximant of the C-fraction (1), with aK(z)=i/,n+n_1zIm+n-1. Let p^"0 be the maximum of the degrees of Anm)*(z) and Bnm)*iz). Then onm)^Pn' and rlT^p^. Using these definitions, the main result of this paper is stated as follows:
Theorem 1. For the C-fraction (1), let aniz)=dnza", where dn^0 are all complex numbers and a" are all positive integers. Suppose that there exists a sequence of positive integers {«,,} such that N=0. Let condition (4) be satisfied and suppose â:>0, defined by (6), is finite. Then the meromorphic function f to which (1) converges on the unit disc has at least [(1 +k)¡k] + l singular points, which are not poles, on the unit circle. Further, f cannot be meromorphic on any arc of the unit circle of angular measure greater than 27r/c/(l +k) radians.
Remarks. Several sufficient conditions for the existence of sequences {nv} which insure that N=0 are given in [2] .
In comparing the above result with the previous best result, consider the parameter k such that k< 10~2s, where j is the largest such positive integer. An estimate of a lower bound for the number of singular points given in [2] is then S, = 10*. However the result produced by Theorem 1 is the estimate S2=\02s. Thus the present result gives the improvement S2=St.
Proof of Theorem 1. We start by stating two lemmas which are proved in it is clear that if we shew that (10) holds on the whole interval 0^6<27r, then we will have proved the lemma, provided, of course, that we prove (9). To show that (10) holds on the interval O_0<27r, we consider this inequality in terms of u and v. Since we have assumed for the moment that Then, for 0=0, it follows easily that K(Ci)>Kao)>K(C2), where K(Q= Kx(l+e, 0; R, £), implies that uge(l+e, 0)<0.
To complete the proof of the lemma it suffices to show that (9) holds with equality only at 0=0. This can be done by proving that «(1 +e, 0) is strictly decreasing on O<0O and strictly increasing on 77<0<2tt, and that ue(l + e, 0)=ue(l +e, 7r)=0. This completes the proof of the lemma. Let {nv} be the sequence in Lemma 3, then k=k{m) and Nim)=0 for all m.
Taking the ih1^-pn™})th roots of the extreme members of the inequalities (16) and letting v-*co, we get (1 -ry)1+*^ A*/(l +s). Since r¡>0 is arbitrary, the lemma is proved. The proof of Theorem 1 now shall be completed in two steps. First, an arc T on the unit circle will be found which is not free of singular points of the function/ Second, we shall calculate the angular measure of the arc T to be 2Trk¡ik + l) radians. Then the theorem follows easily by a rotation argument which proves that no arc of that angular measure is free of singular points.
Let e>0 be the largest value for which F(w, p) is meromorphic on the open disc |w|<l+£, then l+e^{l+D(l+e)p}k. Hence k~xe+T(e)< D(l+e)p, where F(0)=0 and T(e)¡s-0 as £^0. Define p=X(e) = (k-xs+T(e))¡D(l+e). Then X'(0)=l/kD(l)>0. Let p*=X*(e) such that X* is a twice continuously differentiable function, X'(0)=X*'(0), and X(e)>X*(e) in a neighborhood of £=0. Then, for all £>0 in this neighborhood, 1 + £ = {1 + D(l + e)P}k >{l+ D(l + e)P*f.
Hence, for any sufficiently small e>0, F(w, p*) cannot be meromorphic on the open disc |iv|<l+£. Since <p(w, p*) is holomorphic on |iv|<l+£, then the singular points of F(w, p*) in the region |ir|_T-|-£ are caused by the singular points of the function/in the image region <p(G, p*), where C7={vv:|hí_T-|-£}. Since/has no singular points, other than poles, on the unit disc V, then its singularities lie in the crescent-shaped region <p(G, p*)-V, assuming that there is just one intersection point of the image of the boundary of G with the unit circle in the upper half plane. As £->0, this crescent-shaped region contracts to an arc Y on the unit circle, which is symmetric about the point z=l. Therefore, there is at least one singular point of/on the arc T.
In calculating the angular measure of this arc Y, for sufficiently small s>0, let 6(e) satisfy the equation (17) W((\ + e)eieU), X*(e))\ = 1, where 0(e)>O is taken as the smallest such solution. That such a solution exists follows from the intermediate value theorem and the inequalities (18) -I <<p(-(l+ £), X*(e)) < 1 < <p(l + £, X*(e)).
Conditions which imply that (18) hold are the following: The equality £>(-1)= -1 implies that the left-most inequality of (18) holds. Further, since we shall require that 1-kU(0)>0 be arbitrarily small in the sequel, then the middle inequality of (18) will be satisfied also. The right-most inequality of (18) holds without conditions beyond the requirement that k>0.
By implicit differentiation of the squared members of the defining relation (17) of 0(e) with respect to £, we get, upon letting s-*0, the necessary condition u(\, 0O)=-Â:F>(1). Let u* = -kD(l)<0.
Since D(l)=U(0), then the condition -kU(0)>o-1 (see (8)) implies that u*>6-1. Hence 0O exists, and, by Lemma 6, 0ois unique and satisfies Sx<0o<S2-Therefore, by a continuity argument, for sufficiently small £>0, (17) has a unique solution 0(e).
Let ?i=l-kU(0). Then 0<<3<A, where <3 is the modulus of uniform convergence arbitrarily specified in Lemma 4. Solving for £0 in the equation of (8) gives £0=7i7(t/(0)-t-l). Then, using the definition of X above, £"=£77/(1 +k-/.). Since ó>0 is arbitrary and À may be chosen as small as we please such that 6<X and C¡~íx ma> De taken as small as we please, then 60!*zTTkj(k+\) with any degree of accuracy desired.
Hence the angular measure of the arc T is 277rc/(ri+l), since by letting é>«>(9(t» be theimage of H>*(l+e)ew(e'under the transformation (p(w,X*(s)), then the fact that limE_^0 <p(w, X*(e))=w uniformly on |»!•!</?! implies that lim£^0 y(0(g))=0o (mod 2»r). This completes the proof of Theorem 1.
