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Using cross-correlation networks to identify and
visualize patterns in disease transmission
T-C Lu and N Abernethy
Biomedical and Health Informatics, School of Medicine, University of Washington, Seattle, WA, USA
E-mail: neila@uw.edu
Objective
Time series of influenza-like illness (ILI) events are often used
to depict case rates in different regions. We explore the
suitability of network visualization to highlight geographic
patterns in this data on the basis of cross-correlation of the
time series data.
Introduction
Syndromic surveillance data such as the incidence of
influenza-like illness (ILI) is broadly monitored to provide
awareness of respiratory disease epidemiology. Diverse
algorithms have been employed to find geospatial trends in
surveillance data, however, these methods often do not
point to a route of transmission. We seek to use correlations
between regions in time series data to identify patterns that
point to transmission trends and routes. Toward this aim, we
employ network analysis to summarize the correlation
structure between regions, whereas also providing an inter-
pretation based on infectious disease transmission.
Cross-correlation has been used to quantify associ-
ations between climate variables and disease transmission.
1,2
The related method of autocorrelation has been widely used
to identify patterns in time series surveillance data.
3 This
research seeks to improve interpretation of time series data
and shed light on the spatial–temporal transmission of
respiratory infections based on cross-correlation of ILI case
rates.
Methods
For this pilot study, we analyzed patient visits to health
care providers for ILI, collected through the US Outpatient
Influenza-like Illness Surveillance Network (ILINet).
Aggregate data for the 27-week period from the 35th week
of 2009 to the 9th week of 2010 were used. The model
involves the 10 Human and Health Services (HHS) regions
for which ILI data are publicly available through the CDC.
The data consist of the weighted percentage of all patient
visits to healthcare providers for ILI reported each week.
Additional networks were generated using confirmed cases
from the 2009 H1N1 pandemic and city-level data from
Google Flu Trends.
4 Using the cross-correlation function to
measure maximal correlation and the corresponding latency
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Figure 1 Cross-correlation network representing fraction of ILI cases in the 10 HHS regions during the 2009–2010 influenza season. The corresponding latency
between time series is represented by directed ties in the graph. Gray (bidirectional) edges represent regions correlated with no time lag.
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3 3between each pair of regions, the resulting matrix was
visualized with the R statistical package.
Results
We demonstrate this technique on several data sources. An
example network (Figure 1) shows ILI correlations between
HHS regions. For clarity, a minimum threshold was used to
highlight regions having the most similar rates. Regions four
and nine are disconnected from the core network because of
weak correlation with other regions. These outliers reflect an
early peak (region four) and weak transmission (region nine)
of ILI cases in hospital visit data. Other observations from the
network are discussed. We demonstrate how this visualization
motif might enhance existing tools such as DISTRIBUTE.
Conclusions
Network analysis has a role in several aspects of infectious-
disease modeling, including simulation, contact investi-
gation, and sampling. We have proposed a new technique
to interpret the correlation between case rates in geo-
graphic regions. This method may help epidemiologists to
quickly visualize the similarities in case rates between
regions. In future work, we plan to validate the ability of
these networks to reveal patterns in disease transmission.
Comparison of cross-correlation networks to transmission
routes such as airline networks or US Census worker flow
data may reflect the route of transmission of new out-
breaks or diseases such as SARS. The networks may then
serve as a basis to evaluate intervention options during
outbreak of pandemic influenza or other emerging infectious
diseases.
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4 4ABSTRACT
Methodology for prediction of outbreaks of diseases
of military importance
AL Buczak, PT Koshute, SM Babin, BH Feighner, and SH Lewis
Applied Physics Laboratory, Johns Hopkins University, Baltimore, MD, USA
E-mail: anna.buczak@jhuapl.edu
Objective
This paper addresses the problem of predicting outbreaks of
diseases of military importance in a chosen region of the
world, one to several months in advance.
Introduction
Traditional public health practice has relied on public health
surveillance of disease to detect outbreaks in an effort to
mitigate their effects. Often the earlier an outbreak is
detected, the greater the mitigation of its effects. The logical
extension of this relationship is to predict outbreaks before
they occur. A predictive model for an emerging infectious
disease would forecast, when and where an outbreak of a
given disease will occur, well before its emergence. This is a
challenging task and truly predictive models for emerging
infectious diseases and is still in their infancy.
Methods
Burnette, et al.
1 developed a methodology for identi-
fying infectious diseases of military importance, which
identified malaria, bacterial diarrheal diseases, and dengue
fever as the top three endemic threats to deployed US forces.
Of those three diseases, we believe dengue fever is the
most suitable for predictive modeling. Dengue was at one
time a significant disease in the United States and concern
about its potential domestic re-emergence is growing.
2
Dengue fever is recognized in over 100 countries and there
are an estimated 50–100 million cases of dengue fever
annually.
2
Predictive disease modeling attempts to exploit the
complicated relationship between disease outbreaks and
measurable environmental, biological, ecological, and socio-
political variables. Previous studies
3–5 identified several
factors associated with dengue outbreaks. The most common
include past cases, ambient temperature (daily or weekly
mean, min, and max), precipitation (weekly, cumulative),
and relative humidity (mean, min). Less commonly used
factors include Normalized Difference Vegetation Index
(NDVI), Enhanced Vegetation Index, Southern Oscillation
Index, Sea Surface Temperature, socio-political stability,
sanitation, altitude, wind, cloudiness, seroprevalence in
humans, mosquito infection rate, mosquito biting activity,
and public health interventions.
For rigorous disease prediction, all predictor variables need
to be collected for the previous time period (for example,
month) and be used for prediction of outbreaks during a later
time period. This ensures a realistic prediction, that is, one in
which the values of all the predictor variables can be
obtained before performing prediction for the next time
period.
Another necessary step when developing disease predic-
tion methods is their validation. The model needs to be
validated on a part of the data set, which were not used in its
development. The prediction accuracy should then be
described in terms of sensitivity (the proportion of actual
outbreaks correctly identified) and specificity (the propor-
tion of non-outbreaks correctly identified).
We are presently in the process of collecting the predictor
data, the dengue epidemiological data, and developing
dengue prediction models including linear regression and
Support Vector Machines.
Conclusions
Effective methodologies to predict outbreaks of diseases of
military importance would allow taking the preventive
actions early to avert large epidemics. For best results, the
researchers must have access to data streams with timely,
detailed, and accurate values of predictor variables. Model
validation is of paramount importance as health officials
may be unlikely to spend resources on mitigation efforts
based on model predictions without evidence of accuracy on
past outbreaks.
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6 6ABSTRACT
Analytic disease surveillance methodology based
on emulation of experienced human monitors
H Burkom, JS Coberly, and SL Lewis
Johns Hopkins University Applied Physics Laboratory, National Security Technology Department, Baltimore, MD, USA
E-mail: howard.burkom@jhuapl.edu
Objective
This presentation gives a method of monitoring surveillance
time series on the basis of the human expert preference. The
method does not require detailed history for the current series,
modeling expertize, or a well-defined data signal. It is designed
for application to many data types and without need for a
sophisticated environment or historical data analysis.
Introduction
Recently published studies evaluate statistical alerting methods
for disease surveillance based on detection of modeled signals
in a data background of either authentic historical data or
randomized samples. Differences in regional and jurisdictional
data, collection and filtering methods, investigation resources,
monitoring objectives, and system requirements have hindered
acceptance of standard monitoring methodology. The signa-
ture of a disease outbreak and the baseline data behavior
depend on various factors, including population coverage,
quality and timeliness of data, symptomatology, and the care-
seeking behavior of the monitored population. For this reason,
statistical process control methods based on standard data
distributions or stylized signals may not alert as desired.
Practical algorithm evaluation and adjustment may be possible
by judging algorithm performance according to the preferences
of experienced human monitors.
Methods
In this approach, introduced at the 2009 ISDS Conference,
consensus alerting preferences of human monitors based on
historic data time series were used as a gold standard. The study
data were highly aggregated, unlabeled time series from the
National Notifiable Disease Surveillance System approved for
public release by the US Centers for Disease Control and
Prevention. Multiple unmarked time series with known out-
break effects were given to 18 experienced epidemiologist raters
in an EXCEL tool. Raters were asked to mark dates of desired
alerts for possible outbreaks on 18-weekly time series each
spanning 2–3 years. Individual response sets and derived
consensus sets were used as ‘truth data’ for calculation of
sensitivities and false alarm rates for the purpose of comparing
candidate algorithms. These 136 algorithms included 45
CUSUM variants at each of three threshold levels and the
standard CDC Historical Limits method.
Results
An adaptive CUSUM variant with k 0.5 and an 8-week
sliding baseline yielded the best sensitivity/false-alarm-rate
combination according to the consensus set and to multiple
individual sets, as indicated by the arrow in the Figure 1.
Conclusions
On the basis of agreement analysis and the stability of
algorithm performance comparisons, the approach is viable
and worthy of comparison to conventional approaches
based on known data distributions and signal types.
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Figure 1 Sensitivity comparison among 136 algorithm variations based on
rater majority. Subsequent applications to weekly time series of reportable
disease data will also be discussed from (a) a state health department and (b) a
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Forecasting high-priority surveillance regions:
a socioeconomic model
E Chan
1, T Choden
1, T Brewer
2, L Madoff
2, M Pollack
2, and J Brownstein
1
1Children’s Hospital Informatics Program, Children’s Hospital Boston, Boston, MA, USA; and
2ProMED-Mail, International Society for
Infectious Diseases, Brookline, MA, USA
E-mail: emily.chan2@childrens.harvard.edu
Objective
To evaluate the association between socioeconomic factors
and infectious disease outbreaks, to develop a prediction
model for where future outbreaks would most likely to occur
worldwide and identify priority countries for surveillance
capacity building.
Introduction
It has been suggested that changes in various socioeconomic,
environmental and biological factors have been drivers of
emerging and reemerging infectious diseases,
1,2 although
few have assessed these relationships on a global scale.
3
Understanding these associations could help build better
forecasting models, and therefore identify high-priority
regions for public health and surveillance implementation.
Although infectious disease surveillance and research have
tended to be concentrated in wealthier, developed countries
in North America, Europe and Australia, it is developing
countries that have been predicted to be the next hotspots
for emerging infectious diseases.
3
Methods
We constructed negative binomial regression models to
analyze the relationship between a set of outbreaks reported
by the WHO during 1996–2009 and 60 national socio-
economic variables from the World Bank’s World Development
Indicators database; a Human Development Index (HDI)
reported by the UN Development Programme; and a Democ-
racy Index developed by The Economist. Initial ‘univariate’
models examined one socioeconomic variable at a time, while
controlling for latitude, as parasitic and infectious disease
species richness has been associated with latitude.
4 All
significant variables (a 0.0008 with Bonferroni correction
for multiple comparisons) were then combined in a multi-
variate model. Variables that were still significant (a 0.05)
comprised the final model, which was then used for forecasting
using the latest available socioeconomic data for each country.
Results
Birth rate, measles immunization, urban population with
access to improved sanitation facilities, life expectancy,
infant mortality rate, public health expenditure, net official
development assistance (ODA) received, total population,
refugee population by country of origin or territory and HDI
were significant predictors in the ‘univariate’ analyses; the
final multivariate model, with McFadden’s pseudo R
2 of 0.
181, is shown in Table 1 and was used to predict regions at
risk for future infectious disease outbreaks (Figure 1).
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Risk map for future infectious disease outbreaks forecasted by a model based on various socioeconomic factors.
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8 8Conclusions
Public health expenditure, net ODA received, total popula-
tion and HDI were significantly associated with the number
of outbreaks in a country, even after controlling for latitude.
The final model identified regions in Africa, Asia and the
Middle East as high-risk regions for future infectious disease
outbreaks. The significance of ODA as a variable in the model
may indicate that many of these countries may have limited
capacity to support surveillance efforts, and highlights the
need for assistance through international collaborations and
financial support.
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Table 1 Final negative binomial regression model predicting number of
outbreaks in each country from socioeconomic variables
Variable Model coefficient (95% CI)
(Intercept) 2.893 (2.404;3.381)
Public health expenditure (Percentage of
total health expenditure)
 0.010 ( 0.017; 0.003)
Net ODA received (US$) 3.941e-10 (2.171e-10;5.620e-10)
Total population 9.715e-10 (4.421e-10;1.481e-09)
Human development index  1.501 ( 2.363; 0.650)
Average latitude  0.034 ( 0.047; 0.021)
Abbreviations: CI, confidence interval; ODA, official development assistance.
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Sample size and spatial cluster detection power
JF Conley
Department of Geology and Geography, West Virginia University, Morgantown, WV, USA
E-mail: Jamison.Conley@mail.wvu.edu
Objective
In syndromic surveillance settings, the use of samples may
be unavoidable, as when only a part of the population
reports flu-like symptoms to their physician. Taking samples
from a complete population weakens the power of spatial
cluster detection methods.
1 This research examines the
effectiveness of different sampling strategies and sample
sizes on the power of cluster detection methods.
Introduction
Prior work demonstrates the extent to which sampling
strategies reduce the power to detect clusters.
1 Additionally,
the power to detect clusters can vary across space.
2 A third,
unexplored, effect is how much the sample size impacts the
power of spatial cluster detection methods. This research
examines this effect.
Methods
The same six simulated clusters in the Pittsburgh, PA area
are used as in [1]. A total of 1000 samples of three different
strategies (random, stratified and case–control) were taken.
Furthermore, 1000 independent random samples of sizes
ranging from 1 to 50% of the complete population were
taken. All sample data sets and the complete data sets were
analyzed using FleXScan (http://www.niph.go.jp/soshiki/
gijutsu/download/flexscan/),
3 which has been proven effec-
tive at finding arbitrary shaped clusters.
1,4 The detected
clusters were then evaluated with a weighted power statistic
that assesses the amount of overlap between the detected
cluster and the actual cluster.
4
Results
Figure 1 shows the relative performance of the different
sampling strategies using FleXScan. Case–control sampling is
clearly the best method, followed by stratified sampling and
random sampling.
Figure 2 shows the effect of sample size on the weighted
power of FleXScan when using random samples. As the chart
shows, the weighted power increases rapidly up to a sample
size of 15–20% of the complete population, and increases
slowly thereafter.
Conclusions
These results demonstrate some of the impacts of the use of
samples to detect spatial clusters. First, the method of sampling is
important, as case–control sampling is more effective than
random sampling and stratified sampling. However, in a
syndromic surveillance situation, case–control data may be
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Figure 1 Weighted powers of different sampling strategies for FleXScan
across all cluster shapes.
Figure 2 Weighted power versus sample size for FleXScan using random
sampling.
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10 10unavailable, and the only available data may be considered as a
random sample, such as when relying upon patients to report
symptoms to their physicians. Inthis situation, a random sample
is almost as effective at accuratelydetecting the shape of a disease
cluster when the sample is more than 15% of the population.
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Spatial cluster detection in schools using school
catchment information
S Day, KJ Konty, and C Goranson
New York City Department of Health and Mental Hygiene, New York, NY, USA
E-mail: sday@health.nyc.gov
Objective
To improve cluster detection of influenza-like illness within
New York City (NYC) public schools using school health and
absenteeism data by characterizing the degree to which
schools interact.
Introduction
The H1N1 outbreak in the spring of 2009 in NYC originated
in a school in Queens before spreading to others nearby.
1
Active surveillance established epidemiological links be-
tween students at the school and new cases at other schools
through household connections. Such findings suggest that
spatial cluster detection methods should be useful for
identifying new influenza outbreaks in school-aged children.
As school-to-school transmission should occur between
those with high levels of interaction, existing cluster
detection methods can be improved by accurately character-
izing these links. We establish a prospective surveillance
system that detects outbreaks in NYC schools using a flexible
spatial scan statistic (FlexScan), with clusters identified on a
network constructed from student interactions.
2
Methods
We use three data sets provided by the New York City
Department of Education: 2008–2009 enrollment data, NYC
Automated Student Health Record data, and absentee data
that reports the number of students absent per school class
on a given day.
The school interaction network can be constructed in
several ways including quantifying the association between
school catchment areas or enumerating the potential
interactions between schools. For the former, two schools
with students distributed equivalently across geographic
areas would be perfectly associated (t 1), whereas schools
with no overlap would have none (t 0). For the latter, the
number of potential interactions between two schools could
be summed across geographic areas. One example of this
would be the number of household connections between the
two schools. For our analyses, we used the number of
potential interactions between the two schools by student
home zip code. The resulting interaction matrix is then
converted to a network by choosing a cutoff value.
The data streams included absenteeism as a percentage of
enrollment and total influenza-like illness visits. For each
day, the observed values were compared with a baseline
period constructed from the previously reported 15 school
days. We input the interaction matrix, XY coordinates, and
observed/expected data into FlexScan. We ran prospective
daily analyses for the school year 2008–2009, excluding high
school students. Details of daily clusters were recorded. Here
we focus on the 2009 H1N1 outbreak period.
Results
The results for the Spring 2009 H1N1 outbreak show two
periods of significant activity: 28 April 2009–30 April 2009
and 13 May 2009–1 June 2009. The former period reported
nine clusters (five in Queens, two in Brooklyn, and two in
the Bronx). The latter has a total of 42 clusters (23 in Queens,
9 in Brooklyn, 9 in the Bronx, and 1 in Staten Island). During
this period, the activity began in Queens, which reported at
least one cluster per day, and towards late May spread to
Brooklyn and the Bronx. By early June, activity slows and
clusters are generally smaller. The clusters themselves
differed greatly from those identified using only the circular
scan method (Figure 1).
Conclusions
The method presented here improves upon existing ap-
proaches by quantifying interactions between students at
different schools and is thereby more consistent with the
actual process of disease diffusion. Clusters are identified
when these interacting schools have increased absenteeism
or school nurse visits. The analysis has a couple of
limitations: (1) a school must have reported on a given day
to be included in that particular analysis and (2) the data
only includes public schools. However, with increased
coverage both in terms of number of schools and regularity
of reporting the system could alleviate these problems.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Introduction
As the electronic medical record (EMR) market matures,
long-term time series of EMR-based surveillance data are
becoming available. In this work, we hypothesized that
statistical aberrancy-detection methods that incorporate
seasonality and other long-term data trends reduce the time
required to discover an influenza outbreak compared with
methods that only consider the most recent past.
Methods
Authentic background time series of daily case counts were
created by applying either of two case detection algorithms
(CDAs) to EMR entries related to outpatient encounters at
the Baltimore VA. The CDAs targeted acute respiratory
infections (ARIs), and had the following composition and
performance, compared with a manual review of 15,377
records:
1 (1) CDA1, a grouping of ICD-9 diagnostic codes
similar to that used by the BioSense surveillance system
(sensitivity 63%, positive predictive value (PPV) 16%;
(2) CDA2, an optimized grouping of ICD-9 codes combined
with the results of a computerized free-text analysis of
whole-clinical notes (sensitivity 69%, PPV 54%). We used an
age-structured metapopulation influenza epidemic model
for Baltimore to inject factitious influenza cases into these
backgrounds. From the time of this injection, aberrancy-
detection statistics were applied each successive day on
paired background injection vs background-only time
series. Each injection-prospective-surveillance cycle was
repeated 52 times, each time shifting the injection to a
different week of the study period (2003-04). We applied the
same study scheme to CDC’s s33 synthetic background and
injection data sets (http://www.bt.cdc.gov//surveillance/ears/
datasets.asp, accessed 20 February 2010). We computed two
whole-system benchmarks: (1) the ‘Detection Delay’, the average
time from injection to the first true-positive signal, defined
as a statistical alarm originating in the background injection
data set but not present in the background-only data set;
(2) the ‘False-Alarm Rate’ (FAR), defined as the number of
unique false-alarms originating in the background-only data
set during the study year, divided by 365 days. Detection
Delay–FAR pairs were determined empirically over broad
ranges of alert thresholds. We compared two aberrancy-
detection approaches: (1) CDC’s early aberration reporting
system (EARS) W2c,
2 which makes predictions using 4 weeks
of past data; (2) background-specific seasonal autoregressive
integrated moving average (SARIMA) models,
3 which used 8
years of historical data. These methods were implemented
for weekdays and for weekend/holidays time series.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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14 14Results
The figure shows activity monitoring operating character-
istic (AMOC) curves for epidemic Detection Delay (y-axis, in
days) as a function of FAR (x-axis). Results using EARS W2c
(squares) are compared with those using SARIMA (triangles)
for CDA1 (panel ‘a’), CDA2 (panel ‘b’) and for CDC’s s33
synthetic data set (panel ‘c’). Note that at any given FAR
within a practical range (0–10%), the SARIMA methods yield
lower detection delays than EARS W2c.
Conclusions
Forecasting approaches that incorporate long-term data
trends may improve the performance of surveillance
systems, at least for diseases that exhibit strong
seasonality.
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Introduction
A comprehensive electronic medical record (EMR) represents
a rich source of information that can be harnessed for
epidemic surveillance. At this time, however, we do not
know how EMR-based data elements should be combined to
improve the performance of surveillance systems. In a
manual EMR review of over 15000 outpatient encounters,
we observed that two-thirds of the cases with an acute
respiratory infection (ARI) were seen in the emergency room
or other urgent care areas, but that these areas received only
15% of total outpatient visits.
1 Because of this seemingly
favorable signal-to-noise ratio, we hypothesized that an ARI
surveillance system that focused on urgent visits would
outperform one that monitored all outpatient visits.
Methods
Time series of daily casecounts (background) were created by
applying one of eight different ARI case detection algorithms
(CDAs) to EMR entries related to ‘all’ or to ‘urgent-only’
outpatient encounters at the VA Maryland Health Care
System. The CDAs were constructed using various combina-
tions of diagnostic codes, medications, vital signs, and/or
computerized free-text analyses of whole clinical notes.
1 We
used an age-structured metapopulation influenza epidemic
model for Baltimore to inject factitious influenza cases into
these backgrounds. Injections were discounted by the known
sensitivity of each CDA.
1 Injections destined to urgent-only
backgrounds were further discounted by 33%, to reflect
the proportion of ARI patients who present to routine
rather than urgent care areas. From the time of injection,
CDC’s EARS-W2c statistics
2 were applied on each successive
day on paired background injection vs background-only
time series. Each injection-prospective-surveillance cycle
was repeated 52 times, each time with the injection shifted
to a different week of the 1-year study period (2003–2004).
We computed: (1) the ‘detection delay’, the average
time from injection to the first alarm present in the
background injection dataset but absent from the back-
ground-only dataset; (2) the ‘false alarm rate’ (FAR), defined
as the number of unique false alarms originating in the
background-only dataset during the study year, divided
by 365 days; (3) the ‘caseload’, defined as the total number
of cases contained in 1 year of false alarms. To create acti-
vity monitoring operating characteristic (AMOC) curves,
we empirically determined the corresponding delay-FAR or
delay-caseload pairs over a wide range of alarm thresholds.
Results
Figure 1 compares AMOC curves for a representative ARI
CDA (ARI-related ICD-9 codes or a new cough suppressant or
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16 16two non-negated ARI symptoms from our case definition by
text analysis), in otherwise identical surveillance systems
that included either ‘all’ outpatient visits (black squares) or
urgent-only visits (blue triangles). Note that detection delay
(y-axis) is lower at any given FAR (upper panel) or caseload
(lower panel). These findings were consistent across all eight
CDA tested.
Conclusions
Our results suggest that ARI surveillance systems that focus on
urgent/emergent care areas outperform systems that monitor
all outpatient visits, even if they ignore a significant number of
outpatients whose ARI coincides with routine visits.
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Objective
We describe a method for prospective space-time cluster
detection of point event data based on the scan statistic. Our
aim is to detect as early as possible the appearance of an
emerging cluster of syndromic individuals because of a real
outbreak of disease amidst the heterogeneous population at risk.
Introduction
Scan statistics are highly successful for the evaluation of
space-time clusters.
1 Recently, concepts from the graph
theory were applied to evaluate the set of potential clusters.
Wieland et al.
2 introduced a graph theoretical method for
detecting arbitrarily shaped clusters on the basis of the
Euclidean minimum spanning tree of cartogram transformed
case locations, which is quite effective, but the cartogram
construction step of this algorithm is computationally
expensive and complicated.
Methods
The data set consist of locations of entities (cases/controls)
often represented as points in a two-dimensional map space
or in a three-dimensional space-time domain. Here, cases
refer to individuals with a particular disease of interest, and
controls refer to individuals with similar characteristics, but
do not have the disease. We build the Voronoi Diagram of the
case-control observed data space-time set. Assign to each
point pi (case or control) the part of the domain closer to pi
than to any other point. In this construction, each cell
contains exactly one case or control. Let C {ci
t} be the subset
representing the cases. We define a weighted complete graph
G(C) (V, E) with vertex set V {ci
t|ci
tAC} and edge set E {(ci
t,
cj
t)|ci
t, cj
tAC, iaj}. Edges (u, v)AE have weight defined by the
case-to-case cell-crossing count (C
5), that is, the number of
Voronoi cells between cases u and v. This Voronoi metric is
used instead of the usual Euclidean metric. After computing
the minimum spanning tree (MST) T of the weighted graph
G(C), every potential cluster is defined as a connected sub-
graph of T. Given a set V of n cases, we evaluate only
2n-1 potential clusters, by sequentially deleting the longest
remaining edge of T. We consider the two newly emergent
connected components for each step. Figure 1 shows an
example of the spatial projection of the MST.
Results
Our C
5 scan was compared numerically with the elliptic
version of the popular prospective space-time scan
1,3 and an
identical scan (but using the Euclidean metric) according to
power of detection, positive predicted value (PPV) and
sensitivity. We used artificial datasets with total population
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Table 1 Power, PPV and sensitivity for three space time clusters
Cluster Power PPV Sensitivity
Model C
5 Elliptic C
5 Elliptic C
5 Elliptic
Cylinder 0.6072 0.4789 0.6763 0.6415 0.6762 0.5447
Cone 0.4540 0.3863 0.6078 0.5822 0.6025 0.4683
L-shape 0.5115 0.3316 0.5980 0.5323 0.6301 0.4530
Abbreviation: PPV, positive predicted value.
Figure 1 A MST linking cases according to the Voronoi metric.
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Three alternative hypotheses models of space-time clusters
with different shapes were simulated; exactly the same
sets were used for all algorithms, with 10000 Monte Carlo
simulations for each model (Table 1).
Conclusions
We have proposed a space-time cluster scan for case event data.
For all three-shaped clusters our scan has better performance
compared with the prospective elliptic scan
1,3 and is much faster
than the density-equalizing Euclidean minimum spanning trees
algorithm
2 and the elliptic scan. It also is significantly better
than the Euclidean metric MST scan (results not shown).
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Objective
This paper describes an experiment to evaluate the perfor-
mance of several alternative surveillance site placement
algorithms with respect to the standard influenza-like illness
(ILI) surveillance system in Iowa.
Introduction
ILI data is collected by an Influenza Sentinel Provider
Surveillance Network at the state (Iowa, USA) level. Histori-
cally, the Iowa Department of Public Health (IDPH) has
maintained 19 different influenza sentinel surveillance sites.
Because participation is voluntary, locations of the sentinel
providers may not reflect optimal geographic placement.
This study analyzes two different geographic placement
algorithmsFa maximal coverage model (MCM) and a
K-median model.
1 The MCM operates as follows: given
a specified radius of coverage for each of the n candidate
surveillance sites, we greedily choose the m sites that result
in the highest population coverage. In previous work, we
showed that the MCM can be used for site placement.
2
In this paper, we introduce an alternative to the MCMFthe
K-median model. The K-median model, often called
the P-median model in geographic literature, operates by
greedily choosing the m sites which minimize the sum of the
distances from each person in a population to that person’s
nearest site. In other words, it minimizes the average travel
distance for a population.
Methods
This project is split into two phasesFa calculation phase and
a validation phase. In the first phase, we developed a user-
friendly web-based calculator to help public health entities
locate sites on their own. In the second phase, we compared
and analyzed the placements of sites to show that the two
models implemented in the web calculator choose ‘better’
sites de novo for Iowa than the existing 19 sites hand-picked
by the IDPH. First, we generated 19 sites de novo using each
algorithm. Then, we used 8 years of statewide Medicaid
billing data to simulate the spread of influenza across the
state of Iowa. In total, there were approximately 2 million
cases with ILI-related ICD9 codes present in this Medicaid
database. We used two different probability functions, an
exponentially decreasing function relating to patient dis-
tance from site, and the Huff probability model, a model
commonly used in geography, to probabilistically measure
the likelihood of a case being ‘noticed’ by a surveillance site
(and thus having their visit reported back to the IDPH). The
Huff model operates by computing the probability based
both on the distance to a site and the ‘attractiveness’ of a
site, which, for this experiment, is the population coverage
of that site.
Results
The Table above shows the percentage of Medicaid cases
detected during the simulation for each model and for each
probability function. The 19 sites calculated de novo using
the K-median model capture 3.3% more cases than the
19 existing sites when using the exponentially decreasing
probability function based on distance. Additionally, using
the commonly used Huff probability model, the same sites
achieve 9% better detection than the existing sites. Although
the sites calculated using the MCM detect fewer cases than
the existing sites using the distance-based probability
function, they capture 5.1% more cases using the Huff
model.
Conclusion
We have described a systematic, intuitive and easy to use
method by which surveillance sites may be located in a given
geographic region. We offer two models for site placement.
One model, the maximal coverage model, greedily chooses
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Existing MCM K-median
Exponential 16.0% 12.0% 19.3%
Huff 32.3% 37.4% 41.3%
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20 20sites which maximize total population coverage. The other
model, the K-median model, greedily chooses sites which
minimize the average travel distance for a given population.
When simulating 8 years of ILI Medicaid cases in Iowa
against the chosen sites, we found that we are able to
generate sites that outperform the existing sites in Iowa in
terms of cases reported when compared using two different
probabilistic models for patient visits.
To generate the best results from a disease surveillance
network, site placement is of the utmost importance, and the
methods we describe help to ensure that sites are located as
well as possible.
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Objective
Irregularly shaped clusters in maps divided into regions
are very common in disease surveillance. However, they are
difficult to delineate, and usually we notice a loss of power of
detection. Several penalty measures for the excessive free-
dom of shape have been proposed to attack this problem,
involving the geometry and graph topology of clusters. We
present a novel topological measure that displays better
performance in numerical tests.
Introduction
Heuristics to detect irregularly shaped spatial clusters
were reviewed recently.
1 The spatial scan statistic is a widely
used measure of the strength of clusters.
2 However, other
measures may also be useful, such as the geometric
compactness penalty,
3 the non-connectivity penalty
4 and
other measures based on graph topology and weak links.
5,6
Those penalties p(z) are often coupled with the spatial scan
statistic T(z), employing either the multiplicative formula
maximization maxz T(z) p(z)
4 or a multiobjective optimiza-
tion procedure maxz(T(z), p(z)),
3,6 or even a combination
of both approaches.
5 The geometric penalty of a cluster z is
defined as the quotient of the area of z by the area of the
circle, with the same perimeter as the convex hull of z,
thus penalizing more the less rounded clusters. Now, let
V and E be the vertices and edges sets, respectively, of the
graph Gz(V, E) associated with the potential cluster z.
The non-connectivity penalty y(z) is a function of the
number of edges e(z) and the number of nodes n(z) of
Gz(V, E), defined as y(z) e(z)/3[n(z) 2]. The less intercon-
nected tree-shaped clusters are the most penalized. However,
none of those two measures includes the effect of the
individual populations.
Methods
Based on the non-connectivity penalty, we propose the
concept of weighted non-connectivity w(z), taking into
account the non-uniform distribution of the populations of
the regions of the cluster z. Let
w z  
X
a2Aq a =3
X
v2Vp v  2
X
v2Vp v =n z 
hi
where p(v) is the population of the region associated with the
node vAV and q(a), aAE is a weight, defined as the average of
the populations of the regions linked by the edge a (see
Figure 1). The function w(z) is used as the second objective in
the multiobjective problem maxz(T(z), w(z)), employing a
genetic algorithm. The solution is a Pareto set, consisting of
all clusters that are not worse on both objectives simulta-
neously. The statistical significance evaluation is performed
for all clusters in the Pareto set through Monte Carlo
simulations, with the help of the attainment function
concept,
6 determining the best solution.
Results
Numerical simulations were conducted to assess the power
of detection, sensitivity and positive predictive value. We
run the weighted non-connectivity scan for the benchmarks
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Comparison between measures of non-connectivity and weighted
non-connectivity for two hypothetical clusters.
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22 22in ref. 3 and compare it with the algorithms defined in refs 3–6.
The weighted non-connectivity scan presented significantly
higher power of detection and sensitivity, and about the same
positive predictive value, compared with the other algorithms.
Conclusion
The weighted non-connectivity scan is more efficient when
compared with the geometric, non-connectivity and other
topological penalty based scans.
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Objective
This poster will present a predictive model to describe the
actual number of confirmed cases for an outbreak (H1N1)
based on the current number of confirmed cases reported to
public health. The model describes the methods used to
calculate the number of cases expected in a community
based on the lag time in the diagnosis and reporting of these
cases to public health departments.
Introduction
Reporting notifiable conditions to public health authorities
by health-care providers and laboratories is fundamental to
the prevention, control, and monitoring of population-
based disease.
1,2 To successfully develop community cen-
tered health, public health strives to understand and to
manage the diseases in its community. Public health
surveillance systems provide the mechanisms for public
health professionals to ascertain the true disease burden of
the population in their community.
3 The information
necessary to determine the disease burden is primarily found
in the data generated during clinical care processes.
4
Methods
Syndromic and clinical data were collected from the various
participating providers throughout the state.
5 These data
sources include; emergency departments, hospitals, out-
patient centers, and other ancillary care data sources. Table 1
lists the ICD9 codes used to establish an influenza diagnosis.
An influenza diagnosis is based on the CDC definition. All
messages for patients in the Marion County area were
processed to identify any individual with a flu diagnosis.
For each case, the data were searched for the initial
encounter for that patient with the health care system
concerning their symptoms. The lag time from the initial
encounter and diagnosis was calculated from the difference
of these two events.
Results
Figure 1 provides a summary of the lag time information.
The median time for a clinical diagnosis to be seen in this
system is 5 days. An analysis of the time differences in
relationship to the number of syndromic cases provides a
‘near real-time’ estimate of the actual number of influenza
cases (seeking care) occurring in the community. These
results are compared with the actual information collected
and other community-based simulations.
6 The primary
difference is that this simulation is based on events that
are currently occurring in the population.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Counts of the number of days after a provider sees a patient until a
diagnosis is received through the electronic messaging system. Over 95% of
the data was received by day 21.
Table 1 ICD9 codes used to determine influenza or an influenza-like illness
diagnosis
ICD9 code Simple description
487.x Flu diagnosis
488 H1N1 diagnosis
780.6, 780.6x Fever diagnosis
786.2 Cough diagnosis
460, 461.x, 462, 463, 464.x, 465.x Upper respiratory tract infection
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24 24Conclusions
Although diagnosis data may not be required to identify a
disease outbreak in the community, the additional clinical
diagnosis information is beneficial for public health depart-
ments particularly for the deployment of specific counter-
measures based on the presences of a given infectious agent
in the population. A better understanding of the actual
number of infected and contagious individuals in a commu-
nity provides public health departments a more realistic
level of the disease burden, which is particularly useful when
deploying countermeasures in the community.
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Objective
To identify which syndromic and laboratory-based data streams
from electronic medical records (EMRs) may be used to detect
gastrointestinal (GI) disease outbreaks in a timely manner.
Introduction
GI disease outbreaks can be focal (for example, restaurant
associated),generalized(forexample,seasonalrotavirusincreases)
or intermediate (for example, widely disseminated contaminated
commercial products). Health departments (HDs) are commonly
notified of focal outbreaks by passive reporting, whereas general-
ized outbreaks in non-institutional settings are seldom reported
as clusters. Intermediate outbreaks are often detected via
laboratory testing, which may be subjected to backlogs and
delays. Healthcare systems routinely collect in EMRs clinical data
related to GI disease, such as ambulatory care diagnoses, that
could be exploited for surveillance.
1 Multiple syndromic and
laboratory data sources could potentially be used to prospectively
detect generalized and intermediate GI disease outbreaks for
situational awareness and possible epidemiological investigation.
Methods
Kaiser Permanente Northern California (KPNC) is a large
integrated health care delivery system utilizing EMRs. Zip
code-specific daily episode counts in 2009 were generated for
22 data streams: 9 streams of ICD-9 codes for upper and lower
GI diagnoses in ambulatory care, emergency department, and
inpatient settings; four streams of ICD-9 codes in association
with an antibiotic prescription; one stream of text strings for
hospital admissions; one stream of prescription antidiarrheal
medication dispensings; one stream of stool culture tests
ordered; and six streams of tests positive for GI pathogens.
We mimicked prospective surveillance of these data streams
with univariate cylindrical space–time permutation scan
statistic analyses,
2 using only data that would have been
available as of each surveillance day. ‘Alerts,’ that is, cluster(s)
unlikely to occur by chance alone in a 1-year period, were
evaluated and will be compared with GI outbreaks from
preliminary or final reports to the state HD in non-institu-
tional settings affecting any of the 16 countries for which
KPNC had X10% population coverage. Salmonella and E. coli
clusters were identified in retrospective analyses, and genetic
relatedness of isolates in these clusters will be assessed.
Results
Analyses of 22 EMR data streams yielded 35 unique alerts. Seven
streams did not contribute to alerts, including two streams of
ICD-9 codes and an antibiotic prescription and five streams of
positivetests. In total, 25GI outbreaks (sixlaboratory confirmed)
were reported to the state HD for the study area in 2009; the
median number of recognized cases was 10 (range: 3–280).
Spatio-temporal overlap, if any, between alerts in electronic data
and known outbreaks will be characterized. Three clusters each
of Salmonella and E. coli were identified in EMR data; the genetic
relatedness of isolates in these clusters will be described.
Conclusions
We plan to identify which streams may be most useful for GI
outbreak surveillance. Alerts could reflect previously unknown
(particularly generalized or intermediate) outbreaks, in contrast
with outbreaks reported to the state HD, which generally had
small numbers of recognized cases and were highly localized.
Prospectively identifying clusters of tests positive for specific GI
pathogens may be a promising complement to syndromic
surveillance, as isolates in clusters could be prioritized for
testing, potentially reducing the time to outbreak detection.
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Introduction
Medication adherence studies typically use pharmacy-
dispensing data to infer drug exposures. These studies often
require calculations reflecting the intensity and duration of
drug exposure. The typical approach to estimating duration
of drug exposure is to use dispensing dates and day supply.
1–3
Often, pharmacy databases have random and/or systematic
errors causing improbable calculations.
1 These errors become
particularly problematic when estimating medication dura-
tion in drugs with complicated dosing schedules. Experts
recommending cleaning data or removing erroneous data
before analysis,
1 but do not provide instructional guidelines.
We developed an algorithmic approach to improve estima-
tion of drug-course duration, dosing and medication posses-
sion ratios (MPRs). This study compares estimated MPRs
produced by the standard method with MPRs by the
algorithmic approach. Methotrexate was chosen as the first
drug to implement the algorithm because of its widespread
use for rheumatoid arthritis (RA) and for its complexity in
dosing schedules.
Methods
The data used in this study were provided by the Pharmacy
Benefits Management (PBM) Database for patients enrolled
in the Veterans Affairs RA (VARA) Registry. The algorithm
was based on clinically feasible weekly doses to calculate our
research variables. A course was defined as any number of
prescriptions for the same drug for a given individual
without a prescribing gap of greater than or equal to
90 days. The prescribed course duration of drug exposure
was defined as the sum of the expected durations for each
prescription within a course. The average dose prescribed
was calculated as the total dose dispensed divided by the
prescribed duration. The average dose consumed was the
total dose dispensed divided by the observed course dura-
tion. The MPR was calculated as the prescribed duration
divided by the observed course duration. When calculated
doses fell out of the clinically expected range, the algorithm
was triggered to flag the course and use the sig interpretation
and give a set of alternate calculations. Alternate sig
calculations were performed on the whole data set for
comparison purposes.
Results
We identified 2127 unique courses of methotrexate in 1034
individuals. Approximately 2% of the prescription courses
triggered the algorithm. A paired t-test was run on MPRs
calculated by both methods on the whole data set. MPR
values were significantly lower when calculated without
using the sig interpretation (mean difference  0.03,
P 0.0005). On the subset of records that triggered the
algorithm, the effect was more dramatic with a mean
difference was  0.27 with a P-value of o0.0001.
Conclusions
This algorithm provides a systematic approach to error
detection and correction in secondary databases. Researchers
in need of careful precision and accuracy of drug exposure
and compliance may benefit from this algorithmic approach.
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Objective
Syndromic surveillance for new disease outbreaks is an
important problem in public health. Many statistical
techniques have been devised to address the problem,
but none are able to simultaneously achieve important
practical goals (good sensitivity and specificity, proper
use of domain information, and transparent support to
decision-makers). The objective, here, is to improve
model-based surveillance methods by (i) detailing the
structure of a hierarchical hidden Markov model (HMM)
for the surveillance of disease across space and time and
(ii) proposing a new, non-separable spatio-temporal auto-
regressive model.
Introduction
The goal of disease and syndromic surveillance is to monitor
and detect aberrations in disease prevalence across space and
time. Disease surveillance typically refers to the monitoring
of confirmed cases of disease, whereas syndromic surveil-
lance uses syndromes associated with disease to detect
aberrations. In either situation, any proper surveillance
system should be able to (i) detect, as early as possible,
potentially harmful deviations from baseline levels of disease
while maintaining low false positive detection rates, (ii)
incorporate the spatial and temporal dynamics of a disease
system, (iii) be widely applicable to multiple diseases or
syndromes, (iv) incorporate covariate information and (v)
produce results that are readily interpretable by policy
decision makers.
Early approaches to surveillance were primarily computa-
tional algorithms. For example, the CUSUM
1 technique and
its variants (see, for example, Fricker et al.
2) monitor the
cumulative deviation (over time) of disease counts from
some baseline rate. A second line of work uses spatial scan
statistics, originally proposed by Kulldorff
3 with later exten-
sions given in Walther
4 and Neill et al.
5
Methods
As the data layer for the HMM, let,
Ys t  P ms t  ds t ls t  
where Ys(t) represents a count of a disease at location s at
time t, ms(t) represents a baseline rate of disease, ds(t)A{0,1} is
an indicator as to whether or not the disease is in an
epidemic state and ls(t) represents an added rate of disease
because of an epidemic state.
As models for the rates of disease (that is, ms(t) and ls(t)), a
novel non-separable spatio-temporal structure is assumed.
Furthermore, the indicators, ds(t) are assumed to follow an
absorbing state Markov chain, where the state transitions are
governed by the number of neighbors in an epidemic state.
Conclusions
The model performs well by correctly classifying states as either
epidemic or non-epidemic in both a large simulation study and
in an application to influenza/pneumonia fatality data.
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Objective
The purpose of this study is to compare the results of an
H5N1 influenza prediction market model with a standard
statistical model.
Introduction
Prediction markets have been successfully used to forecast future
events in other fields.
1–4 We adapted this method to provide
estimates of the likelihood of H5N1 influenza related events.
Methods
Participants were given educational grants of $100 with
which to trade financial contracts whose future values
depend on the outcome of selected avian influenza
watershed events. These events were on the basis of health-
related policy decisions, numbers, and locations of human
and animal H5N1 cases. For example, one contract was
worth $1.00 if the total number of H5N1 human cases
confirmed by WHO was at least 350 by 1/1/2008. After 1/1/
2008, it ceased trading and was replaced by a similar contract
with a 7/1/2008 target. Traders bought and sold contracts
with one another at prices that depended on their beliefs
about the likelihood of the underlying event. The resulting
prices can be interpreted as the consensus probabilities of
event occurrence.
For each of the contracts based on the total number of
human H5N1 cases, we also used a statistical model to assess
the performance of our prediction markets. The statistical
model used the average number of cases per week since
1/1/2006 to predict the total number of cases on the
contract expiration date. Although this statistical model
only forecasts the total number of cases, it also possesses the
properties of a Poisson distribution, as the parameter of
a Poisson process in weekly frequency is the same as the
average case count per week in maximum likelihood
estimation. Thus, we can estimate the probability of the
contract being true, and this probability is directly compar-
able to the results from the prediction markets.
Statistical models critically depend on reliable and timely
data. Thus, to have a more comprehensive comparison of the
performance of the prediction markets and the statistical
model with different specifications, we also assessed the
performance of the statistical model using different lengths
of historical data, and compared it with the results of the
prediction markets.
Results
In all, we offered 52 pairs of contracts. The most popular
contracts were focused on the total number of human cases
by a specific date.
Both the prediction markets and the statistical model
correctly forecasted the outcomes of the five human-case-
number contracts at least a month in advance. At the
beginning of the trading period, the prediction markets and
the statistical model exhibit some discrepancies in the
probability that the specified event would be true. As the
time before the target week decreased, the probability
estimation of these two methods converged, and the
predictive accuracy of both methods increased.
When only current data (past 4 weeks) are used in the
statistical model, although the model still successfully
predicted the final outcomes, it exhibited volatile predic-
tions of the outcome during the trading period, especially
when forecasts are made far in advance. In contrast, the
prediction markets provide stable forecasts with considerable
accuracy. This suggests that long history of data is needed for
a statistical model to forecast reliable H5N1 event outcomes.
This is in contrast to prediction markets as a mechanism for
aggregating information per se.
Conclusion
In summary, prediction markets may provide a flexible and
effective way to aggregate both objective and subjective
information about H5N1 influenza. The probabilities generated
by such a market may help public health officials to plan for the
future and coordinate resources. Prediction markets, because of
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29 29their reliance on surveillance data to define contracts, will not
replace any existing surveillance systems. Instead, we propose
our prediction market as a supplement to aggregate expert
opinions based on existing surveillance information.
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Objective
ICD-9 codes are commonly used to identify disease cohorts
and are often found to be less than adequate. Data avail-
able in structured databasesFlab test results, medications
etc.Fcan supplement the diagnosis codes. In this study,
we describe an automated method that uses these related
data items, and no additional manual annotations to more
accurately identify patient cohorts.
Introduction
The research reported in this paper is part of a larger effort
1
to achieve better signal-to-noise ratio, hence accuracy, in
pharmacovigilance applications. The relatively low frequency
of occurrence of adverse drug reactions (ADRs) leads to weak
causal relations between the reaction and any measured
signal.
2,3 We hypothesize that by grouping related signals, we
can enhance detection rate and suppress false alarm rate.
Methods
The proposed method has the following steps:
1. Identify findings related to the diagnosis of interest and
calculate the corresponding values for each instance in
patient sample, W. Let Xj be the vector of related findings
for patient j and Dj the number of his/her encounters with
related ICD-9 codes.
2. Identify a training set T, from W, containing positive and
negative instances.
3. Set Cj (the class of patient j) to Dj
4. Begin iterative process (superscript denotes iteration
number):
a. Using T, build support vector machine based classifi-
cation models to obtain non-linear relationship
C ˆj
i f
i(Xj), where C ˆj
i is the model’s estimate for Cj.
b. Apply f
i(Xj) to W and generate histogram over C ˆj
i
for all patients in W.
c. Select a cut-off threshold Z
i to separate the posi-
tive and negative populations in the histogram
(e.g., Z
i can be the global minima of the function
describing the histogram).
d. Set Lj
i 1 if C ˆj
i4Z
i and Lj
i 0 otherwise; here, Lj
i is our
estimate of the patient’s label and a positive label
indicates the patient is positive for the condition.
e. Compare Lj
i to Lj
i 1 and compute F
i, the percentage of
patients for whom the label has changed in the
current iteration.
f. If F
iod (where d is an acceptable threshold), return Lj
i
and terminate; else, update C ˆ
j
i 1 [(i 1) C ˆ
j
i  D]/i
for all j in T.
It can be seen from the above definition that the influence of
Dj, the number of ICD-9 codes of the given diagnosis, tapers
down as training progresses, while the learned relationship
dominates.
Results
We applied the method described to identify diabetes
and hyperlipidemia patient cohorts in a Logician database
containing structure data for 800,000 patients. Relevant
features (Step 1) were identified by consultation with
clinicians and domain experts.
For diabetes, the feature set included the number of
abnormal hemoglobin A1C tests, number of anti-diabetic
medications (insulin, insulin supplements, biguanides, sul-
phonylureas, alpha-glucosidase inhibitors and so on) and
abnormal blood glucose tests. Although only 15,000 patients
in the database had diabetes related ICD codes (250.*), the
method described here identified 22000 patients as diabetic.
In the case of hyperlipidemia, the number of abnormal
lipid panel tests and related medications (HMG-CoA reduc-
tase inhibitors, intestinal cholesterol absorption inhibitors
and so on) were used as features. The model labeled 76,000
patients as positive for hyperlipidemia which is almost twice
the number of patients who could have been identified using
ICD codes alone (272.*).
For both conditions, clinician evaluation was conducted
on 100 cases. The values for recall and f-measure observed
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than those observed with ICD-9 codes.
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Objective
To develop a novel method to characterize the spatial-
temporal pattern of seasonal influenza and then use this
characterization to: (1) inform the spatial cluster detection
efforts of syndromic surveillance, (2) explore the relationship
of spatial-temporal patterns and covariates and (3) inform
conclusions made about the burden of seasonal and
pandemic influenza.
Introduction
Quantifying the spatial-temporal diffusion of diseases such
as seasonal influenza is difficult at the urban scale for a
variety of reasons including the low specificity of the extant
data, the heterogenous nature of healthcare seeking behavior
and the speed with which diseases spread throughout
the city. Nevertheless, the New York City Department of
Health and Mental Hygiene’s syndromic surveillance system
attempts to detect spatial clusters resulting from outbreaks of
influenza. The success of such systems is dependent on there
being a discernible spatial-temporal pattern of disease at the
neighborhood (sub-urban) scale.
We explore ways to extend global methods such as serfling
regression that estimate excess burdens during outbreak
periods to characterize these patterns. Traditionally, these
methods are aggregated at the national or regional scale and
are used only to estimate the total burden of a disease
outbreak period. Our extension characterizes the spatial-
temporal pattern at the neighborhood scale by day. We then
compare our characterizations to prospective spatial cluster
detection efforts of our syndromic surveillance system and to
demographic covariates.
Methods
We use the NYCDOH’s syndromic surveillance emergency
department system. The data includes daily data from 50 of
55 ED’s in NYC representing 95% of all ED visits. An archive
of prospective analyses records all significant spatial signals
identified by our syndromic surveillance system for Fever/
flu, influenza-like illness (ILI) and respiratory syndromes
traditionally used in influenza surveillance. We define
historic disease periods using WHO collaborating laboratory
isolate data in New York City.
NYCDOH currently utilizes serfling regression to estimate
excess visits during influenza periods. We develop a novel
spatial serfling model that assigns the excess visits to dates,
neighborhoods (as defined by zipcodes) and age groups.
Spatial poisson regression methods were also explored for
this assignment. The resulting excess patterns are consistent
with the citywide excess calculations. We then compare the
resulting patterns to the archive of historic spatial clusters as
well as spatial demographic patterns. Finally, we notice
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Spatial pattern of excess during H1N1, 2009. The resulting pattern
is remarkably similar to past seasonal influenza patterns.
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33 33regularities of the patterns across flu seasons including the
2009 H1N1 season.
Results
Spatial-temporal patterns of excess ILI visits are remarkably
consistent and appear to be largely driven by health-seeking
behavior. Although spatial clusters are regularly detected by
routine syndromic surveillance, their similarity suggests that
these patterns may result from shifts in spatial pattern
because of demographic characteristics and health-seeking
behavior rather than the spatial diffusion of influenza. Only
the May 2009 H1N1 pandemic wave shows a clear pattern of
spatial diffusion emanating from Queens. However, the
spatial pattern of excess for the entire 2009 H1N1 period is
similar to the previous seasonal influenza seasons. Figure 1
Conclusions
The spatial serfling model developed here characterizes
the spatial-temporal pattern of individual flu seasons. Unlike
cluster detection systems, the resulting patterns are global
and can be used to explore spatial relationships with
demographic covariates. The lack of variation across flu
periods suggests that spatial cluster detection for influenza
may not be useful at the neighborhood scale. This may be
due to the speed of diffusion at the urban scale. The spatial
temporal pattern of ED visits during H1N1 was similar to all
previous influenza seasons and calls into question some
observations made about the uniqueness of the outbreak,
most notably that the poor were more likely to be
infectedFthis may well be a trait common to all seasonal
influenza epidemics.
Acknowledgements
This paper was presented as an oral presentation at the 2010
International Society for Disease Surveillance Conference,
held in Park City, UT, USA on 1–2 December 2010.
The spatial-temporal pattern of seasonal influenza Emerging Health Threats Journal
KJ Konty and DR Olson. 2011, 4:s35
www.eht-journal.org page 2/2
34 34ABSTRACT
Where are the data? Accuracy of automated EHR
reporting
C McCullough, S Catlett, and S Shih
Primary Care Information Project, New York City Department of Health and Mental Hygiene, New York, NY, USA
E-mail: cmccullo@health.nyc.gov
Objective
Comparison of automated EHR-derived data with manually
abstracted patient information on smoking status and
cessation intervention.
Introduction
Over 300 independent practices transmit monthly quality
reports to a data warehouse using an automated process to
summarize patient information into quality measures. All
practices have implemented an EHR that captures clinical
information to be aggregated for population reporting, and
is designed to assist providers by generating point-of-care
reminders and simplify ordering and documentation.
Methods
A total of 82 small practices received training on document-
ing in the EHR to maximize performance on quality
measures as part of participation in a pilot pay-for quality
program. Retrospective clinical chart reviews were com-
pleted for 3278 patients at 46 practices. Chart reviewers
collected visit-based information on patients’ diagnoses,
vitals, laboratory results, smoking status and if they were a
smoker, whether the patient received cessation intervention.
Chart reviewers also recorded whether the information
was documented in the smart form, social history or other
locations of the EHR. For the automated calculation of
the cessation intervention measure, smokers are identified
through a smart form and an intervention is recorded
whether a patient receives either a referral to the New York
State Fax-to-Quit program (http://www.nysmokefree.com/
Pageview.aspx?p ftq), a prescription for tobacco cessation
medication, or counseling within the past year (Table 1).
Results
Providers recorded a smoking status for 85% of 3278
patients, 57% (of 2785) of which were documented in the
smart form and captured for automated reporting. For
the 1,197 patients not captured for reporting, a majority of
the smoking status was recorded in the social history (89%).
The automated quality measure captured 201 (60%) of the
304 current smokers (Figure 1).
Conclusions
Because a limited number of structured fields are used for
measure queries, the smoking status and cessation quality
measures generally undercount performance. Despite train-
ing, providers do not consistently document smoking status
as intended by the EHR interface design. As a consequence,
smokers not captured by the quality measure are less likely to
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Table 1 Location of Documentation for Current Smokers
Smoking status location
Smart form Other Total
Cessation Yes 72 31 103
Intervention No 129 102 231
Received Total 201 133 334
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Figure 1 Smokers receiving a cessation intervention.
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35 35receive a cessation intervention because EHR-based alerts
and reminders are not triggered.
When smoking status was not documented in the smart
form, providers consistently used the social history struc-
tured field, which is not captured in the current measure
query. The social history may be an equally valid place to
record the information, and its use may indicate EHR
usability and design issues for capturing and reporting on
smoking status/cessation.
EHR vendors need to carefully consider provider work-
flows when designing user interfaces and choosing the
structured fields used to generate quality measures. Updates
to the EHR software to accurately report on provider delivery
of services can be time consuming and disruptive to the
practice. Because quality measure specifications are fre-
quently revised, it is also important for vendors to design
systems that have the flexibility to incorporate changes with
greater ease or be able to update specifications recommended
by evidence-based practice guidelines.
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Objective
We extend the recently proposed ‘fast subset scan’
framework from univariate to multivariate data, enabling
computationally efficient detection of irregular space-time
clusters even when the numbers of spatial locations and
data streams are large. These fast algorithms enable us to
perform a detailed empirical comparison of two variants of
the multivariate spatial scan statistic, demonstrating the
tradeoffs between detection power and characterization
accuracy.
Introduction
The spatial scan statistic
1 detects significant spatial
clusters of disease by maximizing a likelihood ratio statistic
over a large set of spatial regions. Several recent approaches
have extended spatial scan to multiple data streams.
Burkom
2 aggregates actual and expected counts across
streams and applies the univariate scan statistic, thus
assuming a constant risk for the affected streams. Kulldorff
et al.
3 separately apply the univariate statistic to each
stream and then aggregate scores across streams, thus
assuming independent risks for each affected stream.
Neill
4 proposes a ‘fast subset scan’ approach, which max-
imizes the scan statistic over proximity-constrained subsets
of locations, improving the timeliness of detection for
irregularly shaped clusters. In the univariate event detection
setting, many commonly used scan statistics satisfy the
‘linear-time subset scanning’ (LTSS) property, enabling exact
and efficient detection of the highest-scoring space-time
clusters.
4
Methods
In the multivariate setting, we wish to search over proximity-
constrained subsets of locations and all subsets of the
monitored data streams, but an exhaustive search over
subsets is computationally infeasible, scaling exponentially
with the number of streams and the maximum neighbor-
hood size. We develop computationally efficient algorithms
for both the Burkom and Kulldorff multivariate scan
approaches. For Burkom’s method, we iterate between two
steps, optimizing over subsets of streams for the current
subset of locations, and optimizing over subsets of locations
for the current subset of streams. For Kulldorff’s method, we
iterate between optimizing over subsets of locations for fixed
values of the relative risks for each stream, and recalculating
the maximum likelihood risk values for the current subset of
locations. Each optimization over subsets can be performed
efficiently for any statistic satisfying the LTSS property: we
sort the locations (streams) by a priority function, and then
consider subsets consisting of the top-k highest priority
locations (streams), for k 1yN. We can prove that one of
these will be the highest scoring subset. Both fast algorithms
converge to a local maximum of the score function, and our
experiments demonstrate that each closely approximates the
global maximum with high probability.
Results
We compared fast localized scan (searching over proximity-
constrained subsets of locations) and circular scan ap-
proaches, for both the Burkom and Kulldorff methods,
monitoring multiple streams of real-world Emergency
Department data from Allegheny County, PA. Our fast
algorithms enable both multivariate scan statistics to be
optimized over proximity-constrained subsets of the 97 zip
codes and all subsets of the 16 monitored data streams in less
than 2s per day of data, whereas exhaustive search would
require hundreds of millions of years. Comparing the
Burkom and Kulldorff methods, we find tradeoffs between
detection and characterization performance: Kulldorff’s
method exhibits slight but significant improvements in
detection time, whereas Burkom’s method more accurately
characterizes the affected subset of streams. For both
methods, our fast localized scan approach improved time-
liness of detection by 1 to 2 days as compared with circular
scan, and also increased spatial accuracy (weighted overlap
coefficient between true and detected regions) from 70 to
83%. More details of our methods and results are provided in
the full paper.
5
Conclusions
By extending fast subset scan to the multivariate setting, we
enable more timely detection of emerging events using
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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37 37multiple data streams, as well as accurate characterization of
the affected subset of streams.
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Objective
We propose a new, computationally efficient Bayesian method
for detection and visualization of irregularly shaped clusters.
This Generalized Fast Subset Sums (GFSS) method extends our
recently proposed MBSS and FSS approaches, and substantially
improves timeliness and accuracy of event detection.
Introduction
The multivariate Bayesian scan statistic (MBSS)
1 enables timely
detection and characterization of emerging events by integrat-
ing multiple data streams. MBSS can model and differentiate
between multiple event types: it uses Bayes’ Theorem to
compute the posterior probability that each event type Ek has
affected each space-time region S. Results are visualized using a
‘posterior probability map’ showing the total probability that
each location has been affected. Although the original MBSS
method assumes a uniform prior over circular regions, and thus
loses power to detect elongated and irregular clusters, our Fast
Subset Sums (FSS) method
2 assumes a hierarchical prior, which
assigns non-zero prior probabilities to every subset of locations,
substantially improving detection power and accuracy for
irregular regions.
Methods
We propose GFSS, a generalized Bayesian framework, which
includes both FSS and the original MBSS method as special
cases. As in FSS, we define a hierarchical prior over all 2
N
subsets of the N locations. We first choose the center location
sc and size nA{1yN} uniformly at random. Given the
‘neighborhood’ Z consisting of sc and its n 1 nearest
neighbors, each location siAZ is independently included
with probability P, where the parameter P defines the
‘sparsity’ of the region. FSS assumes a uniform prior over
all 2
n subsets of Z, and thus corresponds to GFSS with P 0.5,
whereas MBSS only considers circular regions, and thus
corresponds to P 1.
Naı ¨ve computation of the posterior probability map using
GFSS would require us to compute and sum over an
exponential number of region probabilities, which is
computationally infeasible for N425. However, we show
that, for any value 0oPp1, the posterior probability map
can be computed without computing each individual region
probability, thus reducing the run time from exponential to
polynomial in N. In practice, this means that we can monitor
hospital data from 97 Allegheny County zip codes in less
than 10s per day of data using GFSS (Figure 1).
Results
We evaluated the detection power and spatial accuracy of
GFSS for 10 values of the sparsity parameter P ranging from
0.1 to 1.0. We tested these methods on 10 differently-shaped
semi-synthetic outbreaks (200 injects of each type) injected
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Detection time and spatial accuracy for GFSS, as a function of the sparsity parameter P.
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39 39into two streams of real-world Emergency Department data
from Allegheny County, PA. Figure 1 shows the average
detection time (days to detect at 1 false positive per month)
and spatial accuracy (overlap coefficient between true and
detected clusters) for each method. Our results show that the
optimal value of P depends strongly on the shape of the
outbreak: for compact clusters, the original FSS method
(GFSS with P 0.5) minimizes detection time, while spatial
accuracy was maximized at P 0.7. For highly elongated
outbreaks, however, GFSS with P 0.2 achieved substantial
improvements as compared with FSS, including 0.8 days
faster detection and 10% higher spatial accuracy. These
results suggest that incorporating previous information
about the density or sparsity of an outbreak can improve
detection power. Additionally, GFSS enables us to more
accurately distinguish between multiple outbreak types with
different sparsity parameters. The optimal value of P for each
outbreak type can be learned automatically, using labeled
data from outbreaks of that type.
Conclusions
Our results demonstrate that GFSS can dramatically improve
event detection and visualization as compared with MBSS
and FSS, while still enabling fast, exact computation of the
posterior probability map.
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Department of Statistics and Applied Probability, University of California-Santa Barbara, Santa Barbara, CA, USA
E-mail: niemi@pstat.ucsb.edu
Objective
This abstract highlights a methodology to build optimal
management policy maps for use in influenza outbreaks in
small populations.
Introduction
Management policies for influenza outbreaks balance the
expected morbidity and mortality costs versus the cost of
intervention policies under outbreak parameter uncertainty.
Previous approaches have not updated parameter esti-
mates as data arrives
1 or have had a limited set of possible
intervention policies.
2 We present a methodology for
dynamic determination of optimal policies in a stochastic
compartmental model with sequentially updated parameter
uncertainty that searches the full set of sequential control
strategies.
Methods
We model small population influenza outbreaks using a
stochastic SIR-model with parameters controlling the S-I
and I-R transition rates. The full posterior distribution for
the parameters is sequentially updated at each data point, for
example, Figure 1.
Isolation and vaccination can be initiated at any time to
modify the S-I transition rate and create an S-R path,
respectively. The total cost for an outbreak is the sum of the
costs for infected individuals as well as ongoing and fixed costs
for intervention strategies that depend on when each inter-
vention is initiated. Combining the techniques of dynamic
programming and regression Monte Carlo, we use simulation
techniques to build an optimal policy map for all possible
future outbreak scenarios. Once an outbreak has begun, real-
time decisions are made by calculating current parameter and
state estimates and then consulting the policy map.
Results
As an illustration of our methodology, we consider the case
of a flu outbreak in an English boarding school described in
3
and recently used by Merl D et al.
2 As our initial state, we
take two infected and 761 susceptible individuals. In Table 1,
we compare the cost of our dynamic strategy to simpler
strategies over random outbreak realizations.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 A realization of the stochastic SIR model along with sequential point wise medians and 95% credible intervals for sequential inference on model
parameters.
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41 41Conclusion
We have built novel methodology to find optimal policy
maps for dynamic risk management of flu outbreaks in a
stochastic framework with parameter uncertainty. The
methodology accounts both for stochastic interactions
between individuals during outbreaks as well as uncertainty
about the outbreak parameters that are important for
policy makers. The simulation-based control algorithm
computes an approximately optimal adaptive and dynamic
management strategy, which creates a full policy map across
all possible outbreak scenarios.
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Table 1 Average cost comparison of the dynamic control (Dyn) strategy
versus no control (NC), isolation always (Iso), threshold (Thr) and fixed-date
(F-D) for various infected cost structures, c(i) i+0.1(max(i I,0))
2
I NC Iso Thr F-D Dyn
N 1030 1400 1091 942 876
75 3350 1440 1091 1183 886
50 4950 1515 1091 1378 902
25 7250 1666 1097 1667 931
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Real-time estimation and prediction for pandemic
A/H1N1 (2009) in Japan
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Infectious Disease Surveillance Center, National Institute of Infectious Diseases, Tokyo, Japan
E-mail: ohkusa@nih.go.jp
Objective
This paper summarized our effort for real-time estimation of
pandemic influenza A/H1N1pdm in Japan.
Introduction
Unfortunately, confirmation and notification of all A/H1N1
(2009) patients in Japan was ceased on 24 July when the
cumulative number of patients was about 5000. After that, as
all suspected patients are not necessarily confirmed or
reported, the only official surveillance was the sentinel
surveillance for influenza-like-illness (ILI) patients from 5000
clinics accounting for almost 10% of all clinics and hospitals
in Japan. However, because the surveillance results are
reported weekly, it tends to lack timeliness. To collect and
analyze the information in more timely manner, we,
Infectious Disease Surveillance Center, National Institute of
Infectious Diseases, developed a full automatic daily report-
ing system of ILI patients. Using this information, we had
estimated Rv and predict its course in every week.
Methods
In Japan, prescription of anti-flu drugs, such as oseltamivir
and zanamivir, have been automatically monitored daily
since April 2009 at about 3350 pharmacies that account for
almost 7% of all pharmacies in Japan. By weighing the
number of prescription for oseltamivir and zanamivir with
the proportion of participating pharmacies, we can estimate
the total number of patients in Japan of the previous day. We
usually publish it online at 0700 hours daily.
Our estimation and prediction model is a very simple SIR
model and parameters used are described in the previous
study, that is, natural history, period when the patient is
infectious, rate and infectiousness of asymptomatic patients,
and withdrawal rate are borrowed from these two previous
researches. Rv is estimated by maximum likelihood, which
minimizes the difference between an actual epidemic curve
and estimated one, assuming it to have a normal distribu-
tion. Taking into the situation in Japan, we can assume that
all symptomatic patients visit a doctor to receive oseltamivir
or zanamivir on onset date. Thus, we can compare the
number of prescription of oseltamivir or zanamivir in the
pharmacy surveillance and the number of patients on onset
date in the SIR model. Confidence interval (CI) of Rv is
calculated using the second derivative of likelihood as its
estimator of variance. We estimated and predicted every
week since September 2009.
Results
Bars in the figure show the estimated total number of
patients each day from the pharmacy surveillance between
August and 19 September, and the smoothed line is a fitted
curve by the model. The estimation on 19 September shows
estimated Rv of 1.797, but we did not provide its CI at that
time. The figure shows prediction results over the whole
course of the pandemic, and its predicted peak would be 10
December.
The estimation on 29 November shows estimated Rv of
1.72 and its 95% CI was 1.69, 1.75. It is estimated that the
peak will be reached on the 23 December with 95% CI of 14
December and 2 January 2010. Then, the number of patients
is estimated to reach 227000 with 95% CI of 193000 and
262000 at the peak. The cumulative number of patients over
the period will be as high as 17.8 (16.6, 19.0)% of total
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
The Pharmacy Surveillance until September 19
The fitted and prediction curve
Emerging Health Threats Journal 2011, 4:s45. doi: 10.3134/ehtj.10.045
& 2011 Y Ohkusa et al.; licensee Emerging Health Threats Journal.
www.eht-journal.org
43 43population. These estimates are circulated weekly among
central and local government officers in charge of pandemic
control.
Conclusions
We, Infectious Disease Surveillance Center, National Insti-
tute of Infectious Diseases, performed real-time estimation
and prediction every week from September till the end of
November, and the obtained information was circulated
among central and local government officers fighting
pandemic. It was a helpful tool to understand the speed
and impact of pandemic and to plan for better counter-
measure against pandemic.
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Objective
To quantitatively assess the benefit of issuing a boil-water
advisory for preventing morbidity and mortality from a
waterborne outbreak of cryptosporidiosis.
Introduction
Many studies evaluate the timeliness and accuracy of
outbreak detection algorithms used in syndromic surveil-
lance. Of greater interest, however, is defining the outcome
associated with improved detection.
In case of a waterborne cryptosporidiosis outbreak, public
health interventions are aimed exclusively at preventing
new infections, and not at medical treatment of infected
individuals. The effectiveness of these interventions
in reducing morbidity and mortality will depend on their
timeliness, the level of compliance, and the duration of
exposure to pathogen.
In this work, we use simulation modeling to examine several
scenarios of issuing a boil-water advisory (BWA) as a response
to outbreak detection through syndromic surveillance, and
quantify the possible benefits of earlier interventions.
Methods
We developed an agent-based model for simulating realistic
outbreak signals similar to historical waterborne outbreaks of
gastrointestinal disease.
1 The model generates a synthetic
population and simulates the spread of pathogenic
organisms through water system, individual mobility and
water consumption, disease progression in infected indivi-
duals, and patterns of healthcare utilization and disease
reportingFall within the geographical setting of the Island
of Montreal. We also model the effect of BWA on water
consumption determined by the rate of compliance with the
advisory.
We simulated an outbreak scenario resulting from a 2-week
failure of a water treatment plant, similar to that observed in
Milwaukee in 1993. We varied the BWA compliance rate, and
timing relative to symptom onset (earliest possible time for
BWA guided by syndromic surveillance only). Because
Milwaukee incident was the largest documented outbreak
in terms of duration and pathogen concentration, and might
not be the most representative scenario, we also simulated a
shorter outbreak with a 72-hour treatment plant failure. In
all experiments, we measured the total number of disease
cases and deaths.
Results
Figure 1 displays the number of cases prevented by the BWA
under a 2-week contamination scenario, as a function of the
delay for different compliance levels. There appears to be
little benefit in issuing a BWA 5 or more days after the
beginning of the outbreak. In the 72-hour scenario, same
happens with the delay exceeding 1 day. We can also see that
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Benefit of BWA as a function of its timeliness and compliance rate.
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45 45the benefits of BWA decline faster with time than with
deteriorating compliance: issuing a BWA 1 day later is
equivalent to about 20% loss in compliance.
Conclusions
We have shown that even for large outbreaks like
the Milwaukee outbreak, the time window for effective
intervention can be only 5 days wide if BWA relies on
detection through human health surveillance, suggesting
that using additional sources of information (for example,
water quality surveillance) to enable earlier intervention can
be beneficial in preventing morbidity and mortality. This
finding, however, depends on some additional factors
related to outbreak scenario, like daily infection rate
(a function of pathogen concentration) and specifics of the
water distribution system, and thus should be generalized
with care.
Our results also suggest that timeliness of BWA is more
critical than high compliance rates. A good decision about
issuing a BWA must take into account its cost and the
uncertainty of outbreak detection.
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Objective
Given an aggregated-area map with disease cases data, we
propose a criterion to measure the plausibility of each area
in the map of being part of a possible localized anomaly.
Introduction
Consider the most likely disease cluster produced by any given
method, like SaTScan,
1 for the detection and inference of spatial
clusters in a map divided into areas; if this cluster is found to be
statistically significant, what could be said of the external areas
adjacent to the cluster? Do we have enough information to
exclude them from a health program of prevention? Do all the
areas inside the cluster have the same importance from a
practitioner perspective? How to access quantitatively the risk of
those regions, given that the information we have (cases count)
is also subject to variation in our statistical modeling? A few
papers have tackled these questions recently;
2 produces con-
fidence intervals for the risk in every area, which are compared
with the risks inside the most likely cluster. There exists a
crescent demand of interactive software for the visualization
of spatial clusters.
3 A technique was developed
4 to visualize
relative risk and statistical significance simultaneously.
Methods
In this work, we assess the problem of finding error bounds for
the delineation of spatial clusters in maps of areas with
observed populations and number of cases. A given map with
the vector of real data (the number of observed cases for each
region) shall be considered as one possible realization of the
random variable vector with an unknown expected number of
cases. Therefore, the process of identification of possible
spatial clusters must take into account this source of variation.
In our methodology, we perform m Monte Carlo replica-
tions of the vector of random variables for fixed rates given
the observed number of cases in each area. Then the most
likely cluster for each replicated map is detected and the
corresponding likelihood values obtained in the m replica-
tions are ranked. For each area, we determine the maximum-
likelihood value among the most likely clusters containing
that area. Thus, we obtain the intensity function associated
to each area’s ranking of its respective likelihood value
among the m values.
Results
We apply this tool for three different maps for sharply and
diffusely delineated clusters. The intensity bounds found by
the method reflect the geographic dispersion of the detected
clusters, as in Figure 1.
Conclusions
Our technique is able to detect irregularly shaped and
multiple clusters, making use of simple tools like the circular
scan. Intensity bounds for the delineation of spatial clusters
are obtained and indicate the plausibility of each area
belonging to the cluster. This tool employs simple mathe-
matical concepts, and interpreting the intensity function is
very intuitive in terms of the importance of each region
in delineating the possible anomalies of the map of rates.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Intensity map quantiles for Chagas’ disease data.
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47 47The Monte Carlo simulation requires an effort similar to the
circular scan algorithm, and, therefore, it is quite fast. We
hope that this tool should be useful in public health decision
making of which areas should be prioritized.
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Objective
To describe the initial phase of the ISDS Distribute project
influenza-like illness (ILI) syndrome standardization (‘ILI-s’)
pilot.
Introduction
The Distribute project began in 2006 as a distributed,
syndromic surveillance demonstration project that net-
worked state and local health departments to share aggregate
emergency department-based ILI syndrome data.
1 Prelimin-
ary work found that local systems often applied syndrome
definitions specific to their regions; these definitions were
sometimes trusted and understood better than standardized
ones because they allowed for regional variations in idiom
and coding and were tailored by departments for their own
surveillance needs.
2,3 Originally, sites were asked to send
whatever syndrome definition they had found most useful
for monitoring ILI. Places using multiple definitions were
asked to send their broader, higher count syndrome.
4
In 2008, sites were asked to send both a broad syndrome
(ILI-broad), and a narrow syndrome (ILI-narrow) specific
to ILI.
5
Methods
Selected Distribute health department sites were sent an
email inviting them to participate in the pilot. Sites were told
that the pilot was intended to assess their ability to respond
to a query in the event of a public health emergency; to
evaluate syndrome component characteristics across sites;
and obtain objective evidence regarding whether and how to
standardize syndromes. Sites were asked to submit historical
ILI data using a standardized syndrome definition (ILI-s)
made-up of three component sub-syndromes: ‘fever and
cough’, ‘fever and sore throat’ and ‘flu’. SAS code was
provided. A table with inclusion and exclusion terms was
included for sites to create the syndromes in code other than
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Figure 1 Sample region dataset of locally applied ILI and ILI-s time-series visualized on the Distribute restricted website.
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49 49SAS if preferred. Sites were asked to follow the ILI-s concepts
and coding as closely as possible, and to document and share
local ILI-narrow and ILI-broad code already in use. ILI-s pilot
data were collected through the same upload procedure used
for routine data submission. After ILI-s submission, data
could be visualized through the Distribute restricted website.
Comparison of local ILI-narrow, ILI-broad and ILI-s by sub-
syndrome was conducted by age group and region (Figure 1).
Results
Of the 12 invited sites, six participated in the ILI-s exercise
(several expressed interest but were unable to dedicate the
necessary time). Comparison of ILI-s and regionally defined
syndromes found considerable variation within and between
sites in the relative proportion of each one, the level of
signal-to-noise and the age-specific trends. However, inter-
regional comparisons were clearer using the standardized
syndromes, which had less noise compared with the
regionally defined syndromes.
Conclusions
Response to the initial phase of the Distribute query and
standardization ILI-s pilot suggests the exercise can be
expanded to the larger Distribute project, and evaluation of
local ILI and ILI-s can be conducted collaboratively with
participating sites. This work will be ongoing within the
Distribute community over the coming year.
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Objective
This poster presents a software system to provide a commu-
nity-driven, user-generated, low-overhead, web-based pre-
diction market system called Samos.
Introduction
Prediction markets are a type of futures market in which
users trade shares that pay off if the event to which they are
connected occurs. They are used to aggregate knowledge on
a large scale, as the prices of the various contracts can be
interpreted as probabilities of their events. Since 2006, our
group has been using prediction markets and testing their
utility in predicting the spread and impact of diseases,
including seasonal influenza, syphilis, and others on a
market called the Iowa Electronic Health Markets (IEhM),
found at http://iehm.uiowa.edu. For example, in 2009, a
series of markets were run on novel influenza A (H1N1),
which showed success in predicting the extent and duration
of the outbreak.
1
We currently plan to move into a new phase of develop-
ment that will allow the community of users to submit
proposals for new prediction markets, which will then be
approved by site editors and referees. We call the new system
Samos.
Methods
Samos consists of the prediction market engine already in
use coupled with a new proposal management system
(Proposals) currently in development. Proposals provide a
workflow for the submission, construction, and approval of
prediction markets that is modeled after the workflow for the
submission and approval of journal articles. A user can
submit a proposal by first submitting an abstract. Then an
editor can decide whether to accept, reject, request revise-
and-resubmit, or send the abstract to referees who can then
vote accept, reject, or revise-and-resubmit. Once an abstract
has been accepted, the user must submit a mock-up of the
market, which contains the market’s question, further
explanation of the market, and the various contracts that
can be traded. Proposals provide a browser-based online tool
to create mock-ups. This information is used for the eventual
presentation of the market to users for trading. Like the
abstract, the mock-up can either be accepted, rejected, have
revision requested, or sent to referees. Once a mock-up has
been accepted, an editor chooses start and end dates for the
market. The engine takes over from there, starting and
ending the market accordingly. When the market has
finished, the user must submit a final write-up, summarizing
the market’s motivation, question, resolution, and perfor-
mance. The write-up must also go through the same
approval process as the mock-up and abstract. Once the
write-up has been approved, it becomes available to users
and visitors of the site to view.
The abstract’s purpose is to ensure that the market
has been designed according to the proper prediction
market principles and is noteworthy from a public health
perspective. As such, an editor will generally choose
one referee from each of the prediction market and public
health fields. Abstracts must include information regarding
the motivation and objective of the market as well as the
final data sources to be used in deciding the winning
contract.
Samos also includes a forum, or discussion board, which
can be posted to by registered users. The forum will also
provide private messaging capabilities so that users can
communicate with one another, discuss running markets,
and collaborate on prediction market proposals.
Results
We have developed a platform for eliciting ideas for
prediction markets from a user community, transforming
these ideas into contracts suitable for prediction markets, and
encouraging collaboration among users. The platform0s work-
flow system supports an incremental refinement process
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new contract ideas. Samos increases the efficiency and
versatility of prediction markets.
Conclusions
Prediction markets aggregate expert opinion, tying the
price of a contract to the probability of its associated event.
Samos provides a method of allowing a community of users
to collectively manage a website for running prediction
markets.
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Objective
This study proposes a simulation model to generate the daily
counts of over-the-counter medication sales, such as thermo-
meter sales from all ZIP code areas in a study region that
include the areas without retail stores based on the daily sales
collected from the ZIP codes with retail stores through the
National Retail Data Monitor (NRDM). This simulation allows
us to apply NRDM data in addition to other data sources in a
multivariate analysis in order to rapidly detect outbreaks.
Introduction
In disease surveillance, an outbreak is often present in more
than one data type. If each data type is analyzed separately
rather than combined, the statistical power to detect an
outbreak may suffer because no single data source captures
all the individuals in the outbreak.
1 Researchers, thus, started
to take multivariate approaches to syndromic surveillance.
The data sources often analyzed include emergency depart-
ment (ED) data, categorized by chief complaint; over-the-
counter (OTC) pharmaceutical sales data collected by the
National Retail Data Monitor (NRDM), and some other
syndromic data.
1,2
Methods
Owing to the limit of the existing dataset collected in
NRDM, in that it does not have information about home ZIP
codes of the patients for each of the product sales, we
proposed a data simulation model to allocate the counts of
OTC sales in patient’s residential ZIP code areas.
To illustrate, we use an example of OTC medication
purchases made by the patients living in six ZIP code areas
with or without pharmacy stores (Figure 1). The nodes are
connected by three types of arrows representing different
types of commuting we presume: (1) for people who live in
the ZIP code areas with pharmacy stores, they purchase OTC
medications from those stores; (2) for people who live in ZIP
code areas without stores, they will purchase OTC medica-
tions from (a) the adjacent ZIP code areas that have stores
(solid arrows) (b) the nearest with-store ZIP code areas if
neither their living ZIP codes nor the adjacent have stores
(dashed arrows) or (c) their working ZIP code area with stores
(doubled arrows).
Our methods consist of three steps. First, we split each
non-store node into sub-nodes so that each sub-node only has
one arrow going out. In the rightmost graph in Figure 1,
sij
w represents the population of work flow between si and sj,
which was collected during the 2000 census, and sij represents
the remaining population in area Si who purchased OTC
medication in area Sj, which is computed as proportional to
the population of its target node. Second, for each with-
store node, the sales counts are then re-allocated to all of
its incoming nodes and itself assuming a multinomial
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Modeling OTC medication purchases made by the patients living in six ZIP code areas. The leftmost figure shows their geographic relations. The green
areas represent the ZIP codes with stores and the blue ones represent the ones without. The middle graph is to illustrate the three types of commuting in between.
The right graph shows the sub-nodes after splitting.
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original node by adding the allocated counts together.
Results
Figure 2 is an example of the simulated counts in Allegheny
County, Pennsylvania. The model re-allocated the counts
from 53 ZIP code areas with stores (in green) to the
remaining 44 ZIP codes without stores.
Summary
We have presented a method to simulate the counts of
purchased OTC medications in terms of residential loca-
tion of the patients. This dataset can be used in multi-
variate analysis in combination with the syndromic dataset
collected during the ED visits of patients in order to improve
the power of early outbreak detection.
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Objective
We present Disjunctive Anomaly Detection (DAD), a novel
algorithm to detect multiple overlapping anomalous clusters
in large sets of categorical time series data. We compare
performance of DAD and What’s Strange About Recent
Events (WSARE) on a disease surveillance data from Sri Lanka
Ministry of Health.
Introduction
Syndromic surveillance typically involves collecting time-
stamped transactional data, such as patient triage or examina-
tion records or pharmacy sales. Such records usually span
multiple categorical features, such as location, age group,
gender, symptoms, chief complaints, drug category and so on.
The key analytic objective to identify potential disease clusters
in such data observed recently (for example during last
one week) as compared with baseline (for example derived
from data observed over previous few months). In real world
scenarios, a disease outbreak can impact any subset of
categorical dimensions and any subset of values along each
categorical dimension. As evaluating all possible outbreak
hypotheses can be computationally challenging, popular
state-of-the-art algorithms either limit the scope of search to
exclusively conjunctive definitions
1 or focus only on detecting
spatially co-located clusters
2 for disease outbreak detection.
Further, it is also common to see multiple disease outbreaks
happening simultaneously and affecting overlapping subsets of
dimensions and values. Most such algorithms
1,2 focus on
finding just one most significant anomalous cluster corres-
ponding to a possible disease outbreak, and ignore the
possibility of a concurrent emergence of additional clusters.
Methods
DAD model assumes that there are multiple anomalous
clusters in data where each cluster is defined as a conjunc-
tion over data dimensions and disjunctions over values
along each dimension. The cluster definitions are allowed
to overlap across multiple dimensions and values. It
is convenient to visualize the data aggregated in a
multidimensional cube with as many cells as there are
unique conjunctions of all data dimensions. Each cluster
spans a sub-tensor in this view of data. It is defined by two
factors: location (the sub-tensor), which defines the scope of
disease outbreak, and intensity, which defines the disease
rate. DAD assumes that effect of overlapping clusters on any
cell of the data cube are additive.
During detection, DAD algorithm iteratively adds new
clusters to the model and optimizes their distribution along
the data cube simultaneously. It alternately fits cluster
intensities using non-negative least squares approach, and
cluster locations using best subset selection approach. The
algorithm uses AIC regularization to control the number of
clusters reported by the model.
Results and Conclusions
We evaluated DAD against WSARE on Sri Lanka Weekly
Epidemiological Reports
3. The data stores patient visits
spanning 26 regions and 9 diseases reported over 2.5 years.
We injected multiple overlapping disease outbreaks in the
data and then executed both algorithms to see how well
they could be detected. Figure 1 (left) shows the detection
accuracy (ROC) of DAD (shown in solid) and WSARE
(dotted). Each experiment involved three simulta-
neous overlapping clusters, and the graph shows average
performance over 100 such experiments. Figure 1 (right)
shows time-to-detection (AMOC) characteristic. When both
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Accuracy (left) and timeliness of detection (right) performance of
DAD and WSARE algorithms.
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55 55algorithms are allowed to generate at most three alerts per
day, DAD can detect 55% of injected clusters, whereas
WSARE can only detect 20%. Also, DAD can detect them in
1.5 days after onset, whereas WSARE takes almost 3 days. We
found similar results for evaluations across various injection
parameters: number of clusters, size of clusters, and extend
of overlap between predicted and injected clusters.
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Objective
We present a statistical method to characterize an epidemic
of a communicable disease from a time series of patients
exhibiting symptoms. Characterization is defined as estimating
an unobserved, time-dependent infection rate and associated
parameters that completely define the evolution of an epidemic.
The problem is posed as one of Bayesian inference, where
parameters are inferred with quantified uncertainty. The method
is demonstrated on synthetic and historical epidemic data.
Introduction
The evolution of a communicable disease in a human
population is not entirely predictable. However, the spreading
process can be assumed to vary smoothly in time. The time-
dependent infection process can be linked to observations of
the epidemic’s evolution by convolving it with a stochastic
delay model. In retrospective analyses of epidemics, when the
observations are the dates of exhibition of patients’ symptoms,
the delay is the incubation period. In case of biosurveillance
data, the delay is caused by incubation and a (hospital) visit
delay, modeled as independent random variables. A model for
observational error is also required. The time-dependent
infection/spread rate may be inferred from observations by a
deconvolution process.
1 The smooth temporal variation of the
infection rate allows its representation using a low dimensional
parametric model, and the inference may be performed with
relatively little data. For large outbreaks, the data may be
available early in the epidemic, allowing timely modeling of
the outbreak. Short-term forecasts using the model could
thereafter be used for medical planning.
Methods
We extend the model by Brookmeyer and Gail, for use with
biosurveillance data, by adding a model for visit delay. The
model is also augmented, for use in bioterrorism scenarios,
with an additive term modeling the existence of a significant
number of index cases. We use the model to construct a
Bayesian inverse problem for various parameters of epide-
miological interest for example, spread rate parameters,
index cases etc, and solve it using a Markov Chain Monte
Carlo method. This procedure develops posterior distribu-
tions for the objects of inference, allowing us to quantify the
uncertainty in the estimates. The inference procedure, when
using biosurveillance data, can be computationally expen-
sive as parameter estimation involves a double deconvolu-
tion. We accelerate this process by developing a surrogate
model offline, which is trivially parallelizable. The surrogate
model consists of a weighted sum of computationally
inexpensive polynomial chaos expansions,
2 allowing the
inference to proceed in a timely manner.
Results
We demonstrate our method on data from historical plague
outbreaks to study its ability to estimate infection rate proper-
ties. The methodology is validated by comparisons with
published results. We also validate the inversion procedure
with synthetic data from simulated plague bioattacks to gauge
the inversion accuracy and computational savings when using
the surrogate model. The improvement of the parameter
estimates with the availability of data is also explored.
Conclusions
Bayesian inference, using infection rate models, allows a
simple way of characterizing epidemics with few observa-
tions. In conjunction with surrogate models, it may also be
performed with modest computational effort.
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Objective
The objective of this project is to use prediction markets to
forecast the spread of dengue.
Introduction
Dengue is a mosquito-borne viral disease, and there is
considerable evidence that case numbers are rising and
geographical distribution of the disease is widening within
the United States, and around the world.
The accuracy and reporting frequency of dengue morbid-
ity and mortality information varies geographically, and
often is an underestimation of the actual number of dengue
infections. As traditional methods of disease surveillance
may not accurately capture the true impact of this disease, it
is important to gather professional observations and opi-
nions from individuals in the public health, medical, and
vector control fields of practice. Prediction markets are one
way of supplementing traditional surveillance and quantify-
ing the observations and predictions of professionals in the
field.
Prediction markets have been successfully used to forecast
future events,
1–4 including future influenza activity.
5 For
these markets, we divided the possible outcomes for each
question into multiple mutually exclusive contracts to
forecast dengue-related events. This differed from many
previous prediction markets that offered single sets of yes-no
questions and used ‘real’ money in the form of educational
grants. However, with more detailed contracts, we were able
to generate more refined predictions of dengue activity.
Methods
Participants are given $100 of a valueless currency with
which to trade. The future values of these contracts depend
on the outcome of selected dengue-related events. On
17 August 2010, we opened contracts that specified (1) the
total number of the United States dengue cases in 2010, (2)
the percentage increase in clinical dengue in the Americas in
2010, and (3) the number of states that will report locally
acquired dengue cases in 2010.
For each question, we offered multiple mutually exclusive
contracts. For example, for the number of cases by the end of
2010 question, we provide contracts specified on five
possible categories: (1) 150 or less, (2) 151–200, (3) 201–
250, (4) 251–300, and (5) 301 or more. Traders buy and sell
contracts with one another at prices that depend on their
beliefs about the likelihood of the underlying event. These
prices can be interpreted as the consensus probabilities of
event occurrence.
Results
As of 9 September 2010, 28 active participants were trading
on the markets. A total of 333 transactions occurred, with a
total of 752 contracts being traded. The current predictions
on the total number of the United States dengue cases are
plotted in Figure 1. The height of each shaded region at any
particular date represents the predicted probability, as of that
date, that the corresponding event will occur. For example,
on 4 September 2010, market prices indicated a 45 chance of
251–300-US dengue casesFthe most likely outcome. Prices
of other contracts predict that the percentage increase in the
Americas in 2010 will most likely be between 75 and 100 (51
chance), and only 1 state will report locally acquired dengue
cases in 2010 (43 chance).
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Probability distribution of case count outcomes.
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58 58Conclusion
The consensus opinion of each dengue market has reflected
changes in dengue activity. This demonstrates the potential
of markets as useful tools for disease surveillance through
aggregating the experience and knowledge of experts.
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Objective
We developed a novel method for monitoring the quality of
data in a federated disease surveillance system, which we
define as ‘a surveillance system in which a set of organiza-
tions that are not owned or controlled by public health
provide data.’
Introduction
Most, if not all, disease surveillance systems are federated in
the sense that hospitals, doctors’ offices, pharmacies are the
source of most surveillance data. Although a health depart-
ment may request or mandate that these organizations
report data, we are not aware of any requirements about the
method of data collection or audits or other measures of
quality control.
Because of the heterogeneity and lack of control over the
processes by which the data are generated, data sources in a
federated disease surveillance system are black boxes the
reliability, completeness, and accuracy of which are not fully
understood by the recipient.
1
In this paper, we use the variance-to-mean ratio (VMR) of
daily counts of surveillance events as a metric of data quality.
We use thermometer sales data as an example of data from a
federated disease surveillance system. We test a hypothesis
that removing stores with higher baseline variability from
pooled surveillance data will improve the signal-to-noise
ratio of thermometer sales for an influenza outbreak.
Methods
We computed the VMR for each of 178 drug stores in
Allegheny County, PA, USA. In particular, we computed VMR
for a non-influenza period, which we term the ‘base period’
(BP). We used the 81-day period from 1 June 2009 to 20
August 2009, inclusive.
Before computing VMR, we smoothed daily thermometer
sales for each story by applying a 7-day moving average
(MA7) to remove day-of-the-week effects.
To determine whether removal of stores with highest VMR
improves the ability to detect an influenza outbreak, we
systematically removed stores with the highest VMR from
the total daily counts summed for the 178 stores in
Allegheny County. To determine whether the timeliness of
algorithmic detection was affected by the removal of high
VMR stores, we used a detection threshold of three s.d. above
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 7-day moving average daily thermometer sales TS plot with progressive removal of stores. The uppermost line represents all 178 stores in Allegheny
County, PA. Each subsequent TSs represents removal of 18 stores by VMR scores.
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60 60the mean of the BP. We also compared the date of peak
thermometer sales and the signal-to-noise ratio at peak.
Results
The mean VMR for the 178 stores was 1.16 with maximum of
2.73 and minimum of 0.76. Figure 1 shows that the shape of
the plot of county-wide sales of thermometers remained as
high-variability stores were removed in 10% tranches. The
detection date and peak date were unchanged (August 2471
day and October 21, 200971 day, respectively) through the
progressive removal process. The signal-to-noise ratio,
measured as number of s.d.s above the BP mean on the
‘peak’ was 45 s.d. at 0% removal, 41 s.d. at  30%, 33 s.d. at
 60%, and 21 s.d. at  80%.
Conclusions
There was significant difference in the VMR for sales
of thermometers by different stores. However, removal
of those stores from a surveillance system did not improve
the ability of a typical surveillance algorithm to detect
the 2009 influenza epidemic and the signal to noise
ratio at the peak of the epidemic was not improved
by the removal of the stores with more baseline
variability.
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Objective
Mortality exhibits clear seasonality mainly caused by an
increase in deaths in the elderly in winter. As there may
be substantial hidden mortality for a number of common
pathogens,
1,2 we estimated the number of elderly deaths
attributable to common seasonal viruses and bacteria for which
robust weekly laboratory surveillance data were available.
Introduction
Accurately assigning causes or contributing causes to deaths
remains a universal challenge, especially in the elderly with
underlying disease. Cause of death statistics commonly
record the underlying cause of death, and influenza deaths
in winter are often attributed to underlying circulatory
disorders. Estimating the number of deaths attributable to
influenza is, therefore, usually performed using statistical
models. These regression models (usually linear or poisson
regression are applied) are flexible and can be built to
incorporate trends in addition to influenza virus activity
such as surveillance data on other viruses, bacteria, pure
seasonal trends and temperature trends.
Methods
On weekly time series (1999–2007), we used Poisson
regression models (which included linear and periodic
components) to characterize the association of total death
counts with trends in common seasonal viruses and bacteria
(influenza A and influenza B, RSV, parainfluenza, entero-
virus, rotavirus, norovirus, campylobacter and salmonella)
adjusted for extreme outdoor temperatures and stratified by
age. Model coefficients were used to calculate the numbers of
deaths attributable to the various included pathogens.
Results
With increasing age, the number of pathogens (all viruses)
significantly associated with mortality also increased: influenza
A, RSV, influenza B and parainfluenza were significant con-
tributors in individuals aged 75–85, andadditionally norovirusin
those aged 85 years and older. Adjusting for temperature
decreased parameter magnitudes. Influenza attributable mortal-
ity was directly associated with mortality (that is, not lagged),
while other viruses were associated with deaths 1–4 weeks later.
Our most conservative models attributed 6.9% of all deaths in
those aged 85 years and older to multiple winter viruses. The
attributed proportion decreased with decreasing age (75–85
years: 3.6%; 65–75years: 1.5%; 55–65years: 1.1%), also because
with decreasing age less viruses were significantly associated with
death (but always including influenza A for which the estimated
attributable overall mortality ranged from 2% in the eldest down
to 0.6% in the youngest age group of 55–65 years) (Figure 1).
Conclusions
In the population of 55 years and older, the number of
common viruses that were associated with overall mortality
increased with increasing age to include: influenza A, respira-
tory syncytial virus, influenza B, norovirus and parainfluenza.
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Modeled weekly deaths attributable to respiratory and gastro-
intestinal pathogens in individuals aged 85 years and older (stacked and
adjusted for high temperature).
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62 62Together, these pathogens were associated with 6.9% of all
deaths in the individuals aged 85 years and older.
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Objective
We developed a model that predicts the incidence of
influenza (flu) cases that present to Emergency Departments
(ED) in a given region based on thermometer sales (TS).
Introduction
Our laboratory previously established the value of over-
the-counter (OTC) sales data for the early detection of
disease outbreaks.
1 We found that TS increased significantly
and early during influenza season. Recently, the 2009 H1N1
outbreak has highlighted the need for developing methods
that not only detect an outbreak but also estimate incidence
so that public-health decision makers can allocate appro-
priate resources in response to an outbreak. Although a few
studies.
2 have tried to estimate the H1N1 incidence in the
2009 outbreak, these were done months afterward and were
based on data that are either not easy to collect or not
available in a timely fashion (for example, surveys or
confirmed laboratory cases).
Here, we explore the hypothesis that OTC sales data can
also be used for predicting a disease activity. Towards that
end, we developed a model to predict the number of ED flu
cases in a region based on TS. We obtain sales information
from the National Retail Data Monitor (NRDM) project.
NRDM collects daily sales data of 18 OTC categories across
the US.
1
Methods
To create the model, we obtained (1) the number of
thermometers sold per day from 1 May to 31 December
2009 in Allegheny County (AC), Pennsylvania (PA), and (2)
estimates of the number of daily cases that presented with flu
to monitored EDs in AC during the same period. These
estimates were produced by our ‘Bayesian case detector
(BCD)’ algorithm, which estimates from an ED report the
probability that a given ED patient has flu. We developed a
linear regression model with zero time lag to predict flu cases
solely from TS; let S and I denote the slope and intercept
parameters of the model, respectively.
Presently, the BCD only collects information from a
fraction of all EDs in AC (A 0.44), and TS data only cover
a fraction of all sales from OTC retail stores in AC (B 0.91).
To apply our model to other regions in the US, we used A and
B to adjust the regression parameters. Moreover, we also
must account for differences in population between AC
(B1.2 million) and the region to which the model is being
applied. We obtain the following formula, which assumes
that TS and ED visits are proportional to population size
(pop) and that our regression model holds:
EDFlu region  TS region S B=A     I=A  pop region =pop AC  
Given the lack of data with which to validate our model in
other regions of PA or the country, we used counts of
constitutional symptoms (referred to as constitutional
counts, CC) of people who come to EDs as a rough surrogate
of ED flu cases. We had such CCs and TS for all counties in PA
This is an Open Access article distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/2.5)
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Figure 1 Plots of TS and estimated ED flu cases in AC (1 May–31 December
2009).
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64 64in 2009. We trained a linear model to predict CCs for a subset
of counties in PA based on those counties’ TS in 2009. We
applied that model to predict the CCs in another subset of PA
counties from their TS. We repeated this experiment
10 times, each time randomly selecting a different subset
of counties for training and testing. (Figure 1).
Results
Least squares linear regression applied to TS and counts of ED
flu cases (from BCD) produced S 0.39 (95% CI: 0.37, 0.42)
and I 17.6 (95% CI: 15.9, 19.2) with R
2 of 0.79 and a
cross-correlation (0 time lag) of 0.90. The regressions to
predict CCs also had high R
2 values (mean 0.81) and
high correlations (mean 0.89) between the predictions and
actual CCs.
Conclusions
The ability of our regression on TS to predict flu cases (as
measured by R
2) shows that a linear relationship between
those quantities fits well. Moreover, the regressions done to
predict CCs support the validity of predicting outcomes that
are related to flu ED visits based on TS. Our results suggest
that the use of TS, which are available nationwide daily, has
potential to be helpful in estimating ED flu activity.
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Objective
The objective of this study is to describe initial efforts to
establish a real-time syndromic surveillance of influenza-like
illness (ILI) in Idaho, using data from the Veterans Admin-
istration electronic medical record (Computerized Patient
Record System (CPRS)).
Introduction
Current influenza-like illness (ILI) monitoring in Idaho is
based on syndromic surveillance using laboratory data,
combined with periodic person-to-person reports collected
by Idaho state workers. This system relies on voluntary
reporting.
Electronic medical records offer a method of obtaining
data in an automated fashion. CPRS captures real-time
visit information, vital signs, ICD-9, pharmacy, and lab
data. The electronic medical record surveillance has been
utilized for syndromic surveillance on a regional level.
1
Funds supporting expansion of electronic medical records
offer increased ability for use in biosurveillance.
2 The
addition of temporo-spatial modeling may improve identi-
fication of clusters of cases.
3 This abstract reviews our efforts
to develop a real-time system of identifying ILI in Idaho
using Veterans Administration data and temporo-spatial
techniques.
Methods
The Boise Veterans Affairs Medical Center provides care to
over 20,000 veterans living in Idaho with clinics in Boise,
Caldwell, Twin Falls, Salmon, Idaho, Burns, and Oregon.
Using retrospective data from the Veterans Integrated
Service Network (VISN 20) data warehouse for the 2008–
2009 influenza season, we identified ILI cases from these
clinics using ICD-9 codes
4 collected as weekly counts.
Duplicates and incompletes were removed, zip code was
extracted, and clusters less than five per zip code were
suppressed. We used SaTScan program v9.1.0 (SaTScan is a
trademark of Martin Kulldorff. The SaTScan software was
developed under the auspices of Martin Kuldorff, the
National Cancer Institute and Farzad Mostashari at the
New York City Department of Health and Mental Hygiene.
Available from http://www.satscan.org) for cluster analysis,
with Monte Carlo simulation for an expected incidence
based on distribution of sample over time and space;
geographic extent of cluster was not limited. We used
ArcMap 10 (ArcGIS 10 is a product of Esri, Redlands, CA,
2010) for visualization on the basis of the United States
Census Map data. The Veterans Administration Puget Sound
Institutional Review Board (IRB) approved this study.
Results
We identified one primary and one significant secondary
cluster (Pp0.05) of ILI (Figure 1). The relative risk was
7.8 for ILI in the primary cluster identified in southeast
Idaho over a month-long period from 17 July 2009 to 20
August 2009. The secondary cluster in west–central Idaho
occurred over a shorter two-week period in January. These
results were shared with Idaho Public Health District
directors, who confirmed the existence of an ILI cluster in
southeast Idaho, the site of the primary cluster.
Limitations
We sampled a small percent of the state population; women
and children are underrepresented.
Conclusions
Retrospective data obtained from VA electronic health
records appear to be useful in locating ILI outbreaks in space
and time. Further work is needed to evaluate the ability of
our system to identify outbreaks in real time.
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Objective
To examine, via a simulation study, the potential impact of
residential address errors on the identification of a point
source outbreak of campylobacter.
Introduction
Mandatory notification to public health of priority commu-
nicable diseases (CDs) is a cornerstone of disease preven-
tion and control programs. Increasingly, the addresses
of CD cases are used for spatial monitoring and cluster
detection and public health may direct interventions
based on the results of routine spatial surveillance. There
has been little assessment of the quality of addresses in
surveillance data and the impact of address errors on public
health practice.
We launched a pilot study at the Montreal Public Health
Department (DSP), wherein our objective was to determine
the prevalence of address errors in the CD surveillance data.
We identified address errors in 25% of all reported cases of
communicable diseases from 1995 to 2008. We also demon-
strated that address errors could bias routine public health
analyses by inappropriately flagging regions as having a high
or low disease incidence, with the potential of triggering
misguided outbreak investigations or interventions. The
final step in our analysis was to determine the impact of
address errors on the spatial associations of campylobacter
cases in a simulated point source outbreak.
Methods
We based our simulations on campylobacter case records
extracted from the Montreal department of public health
for the period 1995–2008. We compiled area-level counts of
campylobacter cases for each of Montreal’s 102 subregions
and applied an address verification algorithm to determine
the validity of the primary address and to identify an
alternative, valid address. An address error was defined
as the street number, street name, and/or postal code
being identified by the algorithm as incorrect. We then
re-computed the number of cases for each subregion.
For the outbreak scenario, we added an additional 21 cases
to the caseload that occurred during July and August 2008,
simulating a point source outbreak of a contaminated
food product. Using Bayesian hierarchical models, we
estimated subregional-level risk ratios (RRs) based on the
original addresses and then again after correcting the address
errors. We increased the prevalence of address errors by 5%
increments, to a maximum of 40% address error. High-risk
regions were identified by using a cutoff probability of 0.8 for
the posterior proportion and a reference threshold of 1.2.
Results
We found significant subregional campylobacteriosis rate
differences after correcting for address error (Figure 1).
The outbreak simulation also indicated significant differ-
ences in high-risk subregions after correcting for address
errors and when increasing the prevalence of address errors.
Conclusions
Our study demonstrates that the positional shifting of cases
due to address errors can produce diverging results in spatial
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Figure 1 Map of campylobacteriosis rate differences (original address versus
corrected address) per 10,000 per subregion in Montreal.
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reasonable, given the rates of actual address errors we found in
our pilot study. Positional errors have the potential to impact
cluster detection and related public health interventions.
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