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Dopamine,acetylcholine,andserotonin,themainmodulatorsofthecentralnervoussystem,havebeen proposedtoplayimportant
roles in the execution of movement, control of several forms of attentional behavior, and reinforcement learning. While the
response pattern of midbrain dopaminergic neurons and its speciﬁc role in reinforcement learning have been revealed, the role of
the other neuromodulators remains rather elusive. Here, we review our recent studies using extracellular recording from neurons
in the pedunculopontine tegmental nucleus, where many cholinergic neurons exist, and the dorsal raphe nucleus, where many
serotonergic neurons exist, while monkeysperformed eye movement tasks to obtain diﬀerent reward values. The ﬁring patterns of
these neurons are often tonic throughout the task period, while dopaminergic neurons exhibited a phasic activity pattern to the
task event. The diﬀerent modulation patterns, together with the activity of dopaminergic neurons, reveal dynamic information
processing between these diﬀerent neuromodulator systems.
1.Introduction
Reinforcement learning algorithms, originally proposed in
the machine learning ﬁeld, successfully explain various types
of adaptive behavioral changes, including the simple classical
and operant conditioning of animals [1–6]a sw e l la st h e
complex social and economic behavior of humans [7]. Dur-
ing the reinforcement learning process, subjects choose a
behavior that is expected to yield the maximal reward and
then revise this prediction on the basis of the reward pre-
diction error, which is the diﬀerence between the pre-
dicted and actual reward [8]. Numerous neurophysiological
studies have shown that midbrain dopaminergic neurons,
located in the substantia nigra pars compacta (SNc) and
ventral tegmental area (VTA), encode the reward prediction
error signal [1, 9–12]. Dopaminergic neurons exhibit phasic
burst ﬁring in response to external stimuli and rewards, and
the response magnitude alters throughout the course of
learning to match the reward prediction error signal [8].
Furthermore,theﬁringrateofdopaminergicneuronsreﬂects
the predicted reward value, which includes the possible
reward magnitude, probability of reward delivery, and time
delay for receiving the reward [10, 13, 14]. These dopamin-
ergic neurons project to the striatum and cerebral cortices,
and the release of dopamine in the projection sites induces
synaptic plasticity that corresponds to the revision of reward
prediction [6, 15–17]( s e eFigure 1,r e da r r o w s ) .
Although a large body of experimental evidence has re-
vealed the ﬁring pattern of midbrain dopaminergic neurons
and its speciﬁc role in reinforcement learning, there is con-
siderabledebateaboutthe signal propertiesofthese neurons.
First, it was suggested that dopaminergic neurons transmit
diﬀerent types of signals that are related to salient or aversive
events [18–22]. Second, in addition to phasic burst ﬁring,2 Neural Plasticity
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Figure 1: Simpliﬁed cortico-basal ganglia circuitry with dopamin-
ergic, cholinergic, and serotonergic innervation. The main cortico-
basal ganglia circuit is highlighted by the dashed rectangle and
the gray-shaded boxes. Midbrain dopaminergic neurons receive
inhibitory input from basal ganglia nuclei and project to the
striatum and cerebral cortices. The PPTN and DRN interact with
dopaminergic neurons and basal ganglia nuclei. Here, we consider
onlythe majorroutes by whichthe basalganglia andneuromodula-
tors are interconnected. NAc: nucleus accumbens, SNr: substantia
nigra pars reticulate, GP: globus pallidus, VP: ventral pallidum,
SNc: substantia nigra pars compacta, VTA: ventral tegmental area,
DRN: dorsal raphe nucleus, PPTN: pedunculopontine tegmental
nucleus.
atonicﬁring patternhas also beenobservedin dopaminergic
neurons [23, 24]. It was suggested that, in the tonic ﬁring
mode, dopaminergic neurons maintain a baseline concen-
tration level of dopamine that is vital for motivational
behavioral control and to enable the normal functions of
the neural circuits. One key issue that remains unclear is the
property of the input signal to the dopaminergic neurons.
Therefore, several essential elements of reinforcement learn-
ing are unsolved, that is, the mechanism for the computation
of the reward prediction error and the mechanism for
value formation from the interaction of diﬀerent kinds of
informationsuch asthequantity,certainty, and timing ofthe
reward.
Recent pathophysiological and pharmacological studies
have suggested that there are mutual interactions between
dopamine and other neuromodulators, including acetyl-
choline, serotonin, and noradrenaline [18, 25–29]. Together
with the dopaminergic system, these neuromodulators are
proposed to play an important role in gating movement,
controlling several forms of attentional behavior [30], and
the reinforcement process [28, 31]. The cholinergic pedun-
culopontine tegmental nucleus (PPTN) and laterodorsal
tegmental nucleus (LDT) feed strong excitatory input to
midbrain dopaminergic neurons and are reciprocally con-
nected with various basal ganglia nuclei [32]( s e eFigure 1,
green arrows). Additionally, the dorsal raphe nucleus (DRN)
is the principal source of serotonergic innervation to the
basal ganglia and dopaminergic neurons of rodents [33–
37]a n dp r i m a t e s[ 38, 39]( s e eFigure 1,b l u ea r r o w s ) .T h e
noradrenergic locus coeruleus (LC) has widely distributed
ascending projections to the neocortex [40]. The neuronsfor
these diﬀerent neuromodulators are plausible candidates as
the source of input to dopaminergic neurons and also play
an important role in the reinforcement process in parallel
with dopaminergic neurons; however, their activity during
motivated behavioral tasks remains rather elusive. Thus, in
order to understand the network mechanisms underlying
reinforcement learning and motivational behavioral control,
it is important to elucidate the nature of the signals relayed
from the neurons in these principal nuclei of neuromodula-
tors.
We recently recorded the extracellular spike activity of
PPTN and DRN neurons in behaving monkeys [41–45]. In
this paper, we will compare the activity of neurons in the
PPTN/DRN while monkeys performed eye movement tasks
to obtain diﬀerent reward values. We ﬁrst summarize the
growing literature on the PPTN/DRN in relation to the do-
paminergic system (Section 2), we then discuss our recent
single-unit recording studies from the PPTN/DRN in behav-
ing monkeys (Section 3), and then ﬁnally assess the possible
mechanisms for reward prediction error computationand its
interactionwith themotivationalsignal (Section 4).Inshort,
PPTN and DRN neurons encode the reward prediction and
actual reward signals, while dopaminergic neurons encode
the reward prediction error signal. The ﬁring patterns of
PPTN/DRN neurons are often tonic and sustained through-
outthetaskperiod,theystartshortlyafterthepresentationof
the ﬁxation target and are sustained throughout the waiting
period and saccade phase until reward delivery, while do-
paminergic neurons exhibit a phasic burst to the task event.
The reward prediction signals of PPTN/DRN neurons are
intermingled with the signals for task motivation.
2.InteractionsbetweenPPTN, DRN,and
Dopaminergic Neurons
2.1. Anatomy: Reciprocal Interactions. The PPTN and DRN
are heterogeneousnucleiintermsoftheirneurotransmitters.
While the PPTN is the major source of cholinergic projec-
tions in the brainstem [46]; it also contains glutamatergic
and GABAergic [47–52]a sw e l la sd o p a m i n e r g i c[ 53]a n d
noradrenergic [54] neurons. The DRN is the major source
o fs e r o t o n i ni nt h eb r a i n[ 55], but it also contain neurons
with GABA, dopamine, noradrenaline, substance P, and
acetylcholine [56].
There are reciprocal anatomical connections between the
PPTN, DRN,and dopaminergic systems (Figure 1). Neurons
of the PPTN abundantly project to midbrain dopaminergic
neurons in the SNc and VTA [57–60]. In rodents, the
rostral PPTN projects to the SNc, while the caudal PPTN
projects to the VTA [25, 61]. Dopaminergic neurons in the
SNc project back to PPTN neurons and excite or inhibit
them [62–64], even though the dopaminergic input to
PPTN neurons is low compared with the massive cholinergic
innervation of dopaminergic neurons. The PPTN also has
reciprocal connections with the serotonergic DRN [65–
67] and noradrenergic LC [30] monoamine systems. DRN
neurons also project to midbrain dopaminergic neurons inNeural Plasticity 3
the SNc and VTA [33, 36, 68], while dopaminergic neurons
also project back to the DRN [69–72].
T h eP P T Na n dD R Na l s oh a v er e c i p r o c a li n t e r a c t i o n s
with basal ganglia nuclei. The PPTN has massive reciprocal
connections with the subthalamic nucleus, globus pallidus,
and substantia nigra [73, 74]; thus, it was recently proposed
to form a part of the basal ganglia [32]. The DRN projects to
the basal ganglia, that is, the striatum, globus pallidus, and
substantia nigra [34, 35], as well as to the cerebral cortex and
limbic structures [56].
2.2. Possible Role of the PPTN/DRN in Controlling the Activity
of Dopaminergic Neurons. The PPTN is one of the strongest
sources of excitatory input for dopaminergic neurons [75].
PPTN neurons make glutamatergic and cholinergic synaptic
connections with dopaminergic neurons [51, 76, 77]. The
main eﬀect of acetylcholine on the activity of dopaminergic
neurons seems to be excitatory. In rats, electrical stimulation
of the PPTN induces a time-locked burst of dopaminergic
neurons [24, 78], while chemical or electrical stimulation
of the PPTN increases the release of dopamine in the
striatum [79–81]. Furthermore, dopaminergic neurons are
dysfunctional following excitotoxic lesioning of the PPTN
[82]. Other experiments have revealed the receptor level
mechanisms underlying the burst ﬁring of dopaminergic
neurons induced by acetylcholine from the PPTN and LDT
[25, 83, 84]. The burst ﬁring of dopaminergic neurons
depends on glutamatergic and cholinergic input [25, 85,
86]. Acetylcholine acts through nicotinic and muscarinic
receptorsto depolarize dopaminergic neurons and altertheir
ﬁring pattern [87–90]. Thus, PPTN neuronal activity and
acetylcholine provided by PPTN neurons can facilitate the
burst ﬁring of dopaminergic neurons [25] and appears to
do so via muscarinic [91, 92] and nicotinic [90, 93–95]
acetylcholine receptor activation.
Conversely, serotonin can exert either excitatory or in-
hibitory eﬀects on the activity of midbrain dopaminergic
neurons, depending on the subtypes of serotonergic recep-
tors present and the location of the dopaminergic neurons
[96]. The main mechanism controlling its action seems
to be inhibition by serotonergic 2C/2B receptors [97–100];
however, several serotonergic receptor subtypes facilitate
dopamine release [101]. In addition to the direct eﬀect of
serotonin via its receptors on dopaminergic neurons, it can
alsomodulatetheiractivityindirectlybymodifying GABAer-
gic and glutamatergic input to the VTA and SNc [102, 103].
2.3. Possible Role of the PPTN/DRN in Reinforcement Learn-
ing. The interactions between the neuromodulator systems
are classically associated with wakefulness/sleep control, pos-
tural control, and several neuropsychiatric disorders [27, 66,
104, 105].
In addition to these numerous functional roles, recent
studies have suggested that the PPTN is critically involved in
various reinforcement processes [106–110]. Lesioning of the
PPTN before operant training disrupted the acquisition of
the self-administration response, while lesioning after train-
ing did not [111, 112]. Lesioning, stimulation, and reversible
inactivation of the PPTN impaired the performance in
several conditioned task behaviors, but they did not change
simple behavior, including locomotion, feeding, and lever
pressing [113–115].
Similarly, several lines of evidence suggest that the entire
raphe or serotonin regulates motivated behavior [28, 31,
116–123]. The depletion of serotonin induces impulsive
behavior, which might reﬂect a deﬁcit of the valuation sys-
tem. The systemic or local depletion of serotonin renders an
animal likely to choose a small but immediate reward rather
than a large but delayed reward [124–131]. The human
DRN was activated when subjects learned to obtain large
future rewards [119]. Long-lasting DRN activity may also
have otherfunctions because impulsivity has been associated
with other serotonin-related behavioral tendencies such as
aggression [132, 133] and obsession [134].
3.ResponsesofPPTN/DRNNeuronsin
Two-ValuedRewardSaccadeTasks
Thus, abundant anatomical, electrophysiological, and phar-
macological studies of slice and whole animal preparations
indicate that PPTN/DRN neurons provide mutual inputs
to dopaminergic neurons and basal ganglia nuclei and play
an important role in reinforcement learning. However, the
precise mechanism by which PPTN/DRN neurons cause
these eﬀects is unknown, partly because only a few studies
have examined the activity of PPTN/DRN neurons during
motivated behavioral tasks.
Classically, electrophysiological studies of PPTN neurons
have shown their relationship with the sleep-wake cycle and
locomotion [30]. Further, in a pioneering study of operant
conditioned cats, PPTN neurons relayed either a reward or
salient event signal by phasic ﬁring [135]. A recent study in
ratsshowedthatthereward-related activityofPPTNneurons
was aﬀected by changes in the reward context [136]. Other
studies have reported that PPTN neurons encoded the
sensory or motor rather than reward information of task
events in rats [137] and monkeys [138].
ForDRNneurons,electrophysiologicalstudieshavemain-
lyfocused onthe sleep-wakecycleand motorbehavior[139],
andrecentstudiesinratsreportedthatDRNneuronsshowed
transient changes in activity to sensorimotor events, includ-
ing reward [140] and aversive foot shocks [141]. Recent
studies in rats also reported that the eﬄux of serotonin was
enhanced [142], and the tonic ﬁring of DRN neurons was
increased [143] while rats waited for a reward, which was re-
lated to their waiting behavior.
To examine the role of the PPTN/DRN in reward pre-
diction error computation and adaptive behavioural control,
we recorded the extracellular spike activity of PPTN, DRN,
and putative dopaminergic neurons in monkeys performing
saccade tasks to obtain a juice reward [41–45]. We used
two-valued reward saccade tasks, that is, visually-guided
and memory-guided saccade tasks, which are comparable
to those used for electrophysiological recordings from basal
ganglia nuclei and dopaminergic neurons. In the visually-
guided saccade task, the animal maintained ﬁxation on4 Neural Plasticity
a central ﬁxation target, and, immediately after the periph-
eral target appeared, it made a horizontal saccade. In the
memory-guided saccade task, the animal made a saccade to
a ﬂashed target location after some delay.
To examine (1) the eﬀect of the predicted reward value
and (2) the eﬀect of error in reward prediction on neuronal
activity, we made two modiﬁcations to the tasks. First, in
order to examine the eﬀect of reward prediction, we made
these saccade tasks two valued so that the reward magnitude
(large or small) was cued by the property of the visual
target (shape or location) in each trial. For recordings from
PPTN neurons [42], the reward magnitude was cued by the
shape of theinitial central ﬁxation target(Figure 2(a),squar e
or circle). For recordings from DRN neurons and putative
dopaminergic neurons in the SNc [44, 45], the location of
the saccade target (left or right) was associated with large or
smallrewards, respectively(Figure 2(b)).Intheseconditions,
the monkeys learned the relationship between the property
ofthe cueand thereward magnitude,and thebehaviorofthe
monkeys was inﬂuenced by their expectation of the reward
value.
Second, in order to examine the eﬀect of the reward
prediction error which was the diﬀerence between the actual
given reward and the predicted reward, we changed the
contingency between the cue property and the reward value.
Speciﬁcally, the cue property (either ﬁxation target shape or
saccade target location) and the reward value contingency
was constant for more than 20 consecutive trials, called
a block. Because of the block design, once a block was
started, the animal knew which cue property generated
the largest reward, even before cue presentation. Then the
contingency between the cue property and the reward value
was switched without any additional cue; therefore, the
animal only received an unexpected reward magnitude on
the very ﬁrst trial after contingency reversal.
For extracellular recording, the locations of the PPTN
and DRN were estimated using magnetic resonance imaging
and later veriﬁed histologically. Details of recording sites of
the PPTN and DRN are shown in Figure 1 of Okada et al.
[42] and Figure 1 of Nakamura et al. [44], respectively. Cor-
rect placement of the recording electrode was also conﬁrmed
by monitoring the neuronal activity in the surrounding
structures, including the superior and inferior colliculi. For
recordings from PPTN neurons, high-frequency tonic ﬁber
activity in the cerebellar peduncle, close to the PPTN, was
used as a landmark. Forrecordings from theDRN,which has
a more medial location than the PPTN, the trochlear nucleus
is the most prominent landmark in monkeys [144].
To record from putative dopaminergic neurons, we
searched in and around the SNc. Dopaminergic neurons
were identiﬁed by their irregular and tonic ﬁring at
∼5spikes/s with broad spike potentials. The recording sites
were estimated using magnetic resonance imaging and later
veriﬁed histologically. In this experiment, we focused on
those dopaminergic neurons that responded to reward-
predicting stimuli with phasic excitation.
As noted above, although the PPTN and the DRN are
centersof cholinergic and serotonergic neurons; respectively,
theyalso containneuronswithotherneurotransmitters. This
Large reward
Small reward
FT on ST on Saccade
FT-shape reward
(a)
Large reward
Small reward
ST on FT on Saccade
ST-location reward
(b)
Figure 2: Schematic diagrams for the two-valued reward saccade
tasks.(a)The reward magnitudewascued by theshape of the initial
central ﬁxation target (square or circle) for recordings from PPTN
neurons. (b) The location of the saccade target (left or right) was
associated with large or small rewards, respectively, in recordings
from DRN neurons. FT: ﬁxation target, ST: saccade target.
heterogeneity poses a challenge to relate electrophysiological
studies of PPTN/DRN neurons to their neurochemical
identity. It was suggested that there are 2 types of neurons in
slice preparations of the rat PPTN that generated broad and
brief action potentials [145]. Recent extracellular recording
studies also reported neurons that generated broad and
brief action potentials; however, they exhibited a unimodal
distributionandcouldnotbeclassiﬁedintogroups[41,138].
For the DRN, previous studies estimated that a substantial
proportion of DRN neurons are serotonergic: ∼30% in rats
[146], 70% of medium-sized DRN neurons in cats [55,
147], and 70% in humans [148]. Note that, in addition to
serotonin, the DRN includes neurons with many kinds of
neurotransmitters such as GABA, glutamate, and dopamine
[56]. However, there are no reliable electrophysiological cri-
teria(suchas thebaseline ﬁringrate,spikeshape,and spiking
regularity) to identify the neurotransmitter of the recorded
neuron. Therefore, we studied all well-isolated neurons in
thePPTN/DRNwhoseactivity changedduringsaccadetasks,
rather than choosing neurons with speciﬁc electrophysiolog-
ical properties.
3.1.Neuronal ActivityofthePPTN. We recorded the extracel-
lularspike activity of PPTN neurons during the performance
of the two-valued saccade tasks in monkeys [42]. These tasks
were comparable to those used in recordings from basal
ganglia nuclei and dopaminergic neurons in which the shape
of the ﬁxation target (square or circle) indicated the reward
magnitude(largeorsmall, Figure 2(a)).We recorded apopu-
lation of PPTN neurons that exhibited signiﬁcant responses
to one or more task events, including reward delivery, visual
stimulus presentation, and saccade execution (153/185,
83%). The responses showed a rich variety of patterns: some
exhibited a phasic response to task events, others exhibitedNeural Plasticity 5
tonic changes in activity throughout the trial, and we also
observed a combination of these phasic and tonic responses.
In this section, we will describe the activity modulation
ofPPTNneuronsfor(1)thepredictionofrewardmagnitude,
(2) motivation to perform the task, and (3) actual reward
magnitude. In short, two groups of PPTN neurons showed
reward magnitude-dependent response modulation. A sub-
set of neurons exhibited increased activity around the time
of the onset of the ﬁxation target that was sustained until
the end of the trial, with a signiﬁcant dependency on the
magnitude of the predicted reward (ﬁxation target neurons,
Section 3.1.1), while the other neurons exhibited a phasic in-
crease in activity only around the time of reward delivery,
with a signiﬁcant dependency on the reward magnitude of
the current reward (reward delivery neurons, Section 3.1.3).
All of these observed features of PPTN neuronal activity are
suitableforitspossiblerole inreward predictionerrorcomp-
utation and appropriate action selection in a given situation.
3.1.1. Eﬀect of the Predicted Reward Value on the Activity of
PPTN Neurons. A subset of PPTN neurons exhibited in-
creased activity around the time of the onset of the ﬁxation
target that was sustained until the end of the trial, with a
signiﬁcant dependency on the magnitude of the predicted
reward (ﬁxation target neurons, N = 30, Figure 3). Figures
3(a) and 3(b) show raster displays and spike density func-
tions for a representative ﬁxation target neuron. This neuron
showed elevated ﬁring throughout the trial that was greater
when the cued reward was large; compare the red raster lines
and traces (large reward) with the blue ones (small rewards).
Diﬀerences in the responses to the large and small reward
cues generally began to emerge at ∼100ms after the cue was
presented. These diﬀerential responses extended throughout
the working memory period following the oﬀset of the
ﬁxation target/cue and lasted until, and even after, reward
delivery (green bars), and they were almost unaﬀected
by other task events, such as the onset of the peripheral
saccade target (black bars) and the saccade to the saccade
target (black triangles). Note that there were nondiﬀerential
responses before the onset of the ﬁxation target, presumably
in anticipation of its appearance. In the next section, we
will discuss the relationship between these nondiﬀerential
responses and the monkeys’ motivation to perform the
task. We used multiple analytical approaches, including
receiver operating characteristic (ROC) analysis, mutual
information, and correlation analyses, and all analyses
consistently proved the dependency of the neuronal activity
on the magnitude of the predicted reward [42]. Because
some ﬁxation target neurons maintained these diﬀerences
in response even after reward delivery, we also tested their
response to free-reward delivery, in which the large reward
was given unexpectedly during the intertrial intervals. All of
the tested ﬁxation target neurons were totally unresponsive
to free-reward delivery, consistent with the view that these
neurons encode the predicted reward value instead of the
actual reward or reward prediction error signals.
The tonic modulations in activity during the task period,
a ss h o w ni nt h ee x a m p l en e u r o ni nF i g u r e s3(a) and 3(b),
were commonly observed in the PPTN neurons (N =
86, Figures 3(e)–3(g)). After ﬁxation target onset, but be-
fore reward delivery, approximately one-third of ﬁxation
target-responsive PPTN neurons showed signiﬁcant reward-
dependent modulation, with most of the neurons ﬁring
more strongly for large- than small-reward trials (N = 30,
Figure 3(g)). There was a small population of neurons that
showed a weak negative reward magnitude dependency in
which theresponse wassmaller duringthelarge-reward trials
(N = 6). For each neuron, the changes in activity during the
task period tendedto increase and be sustained during large-
and small-reward trials but was greater during large-reward
trials, thus leading to the diﬀerences in activity between the
two reward conditions (Figures 3(e) and 3(f)).
Further insights were obtained by recording the activity
in a contingency reversal paradigm, in which the meaning
of the ﬁxation target/cue was suddenly reversed during
neuronal recording (Figures 3(c) and 3(d)). As a result of
contingency reversal, there was a discrepancy between the
predicted and actual reward, at least during the ﬁrst trial,
and we examined the trial-by-trial responses of the ﬁxation
target neurons around the contingency reversal period. The
responses of the ﬁxation target neurons during the ﬁxation
target period and the subsequent working memory period
clearly reﬂected the contingency reversal with a delay of
one trial. In the ﬁrst reversed contingency trial, the animals
could not predict the correct reward magnitude because
they were unaware of the contingency reversal, and the
target/cue and working memory period responses did not
immediately follow the contingency reversal. The net result
was that, by the second trial after contingency reversal, the
cue predicting the larger reward was again associated with
the higher discharge rate (i.e., one-trial learning).
3.1.2. Correlation of Fixation Target Response with Behav-
ioral Performance. As shown above, a population of PPTN
neurons showed tonic activity changes throughout the task
period, anda subsetshowed reward value-dependentactivity
modulation. We then examined the relationship between the
task- and reward-related modulations.
The population-averaged normalized activity of PPTN
n e u r o n si ss h o w ni nFigure 4, separately from the reward-
related modulation patterns. As shown by the normalized
activity modulation of each neuron in Figure 3,r e w a r d
value-dependentand-independentneurons showedelevated
activity during the task period. The correlation between the
neuronal activity and reward value was signiﬁcant for re-
ward value-dependent neurons, peaked after the presenta-
tion of the ﬁxation target and was sustained during the
task period (Figure 4(c), black trace). Conversely, there was
almost no correlationfor reward value-independentneurons
(Figure 4(d), black trace).
The increase in activity started even before the onset of
the ﬁxation target, presumably in anticipation of its appear-
ance. Interestingly, the responses of the reward magnitude-
independent neurons during the precue period were iden-
tical to those of the reward magnitude-dependent ﬁxa-
tion target neurons (Figures 4(a) and 4(b)). To test whether6 Neural Plasticity
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Figure 3: Activity of ﬁxation target neurons of the PPTN for the saccade task. (a, b) A rastergram and peritask event spike density function
for the activity of a representative ﬁxation target neuron over 10 successive trials, aligned to the onset of the ﬁxation target. The red and blue
rasters(a)andtraces (b) indicate largeandsmallreward trials,respectively. In(a),thegreen squares andcircles indicate ﬁxationtargetonset,
theblackbarsindicatetheonsetofthesaccadetarget,theblacktrianglesindicatesaccadeonset,andthegreenlinesindicatethetimesatwhich
the large (3 bars) and small (1 bar) rewards were delivered. (c) Responses of ﬁxation target neurons to ﬁxation target (squares and circles)
presentation (mean response of 200–600ms after ﬁxation target onset, ﬁxation target/cue period) after reversal of cue-reward contingency.
The left panel shows the large-to-small reward reversal, and the right panel shows the small-to-large reward reversal. Large-reward trials are
indicated by the dark gray bars, while small-reward trials are indicated by the clear areas. Shown are the mean and standard error of the
mean (SEM) of the normalized neuronal activity for the nth trial after contingency reversal. The asterisks (∗) indicate the activity that was
signiﬁcantly diﬀerent from the activity during the last 5 trials of the block with the reversed contingency (P<0.01, Mann-Whitney U test).
(d)Similarto (c)butfortheresponsesafterﬁxationtargetoﬀset(workingmemoryperiod,200–600msafterﬁxationtargetoﬀset).(e–g)The
activity of each ﬁxationresponsive neuron is presented asarow ofpixels (n = 86).(e,f)Changesintheneuronalﬁringrate frombaselineare
compared inthe large- (e) andsmall-(f) reward trials. The colorofeach pixel indicates theROC value based onthe comparisonofthe ﬁring
ratebetween acontrol period justbeforeﬁxationonset(400-msduration)andatestwindowcentered onthepixel (100-msduration).Warm
colors (ROC > 0.5) indicate increases in the ﬁring rate relative to the control period, whereas cool colors (ROC < 0.5) indicate decreases in
the ﬁring rate. (g) Changes in reward-dependent modulation. The ROC value of each pixel was based on the comparison of the ﬁring rate
between the large- and small-reward trials. Warm colors (ROC > 0.5) indicate higher ﬁring rates in the large-reward trials than in the small
ones. In these 3 panels (e–g), the neurons have been sorted in order of their ROC values for the reward prediction eﬀect during the task
period. FTon: ﬁxation target onset; STon: saccade target onset; RWon: reward onset. (Modiﬁed from [42].)Neural Plasticity 7
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Figure 4: Correlations between PPTN neuronal responses with reward value and task performance. (a, b) Populationspike density function
of reward magnitude-dependent (a) and -independent (b) ﬁxation target-responsive neurons averaged for large- (red) and small- (blue)
reward trials, aligned to ﬁxation target onset, saccade target onset, and reward delivery. The spike density is the population average
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1S E M .( c ,d )C o r r e l a t i o nc o e ﬃcient (absolute value) plots of the neuronal responses shown in (a) and (b) with the reaction time to ﬁxate
upon the ﬁxationtarget (purple) andthe reward magnitude(black).The horizontaldotted red lineindicates thesigniﬁcancelevel (P = 0.05)
of the correlations. FT: ﬁxation target, ST: saccade target, RD: reward delivery. (Modiﬁed from [42].)
the PPTN neurons encoded the motivation to ﬁxate on the
target, we analyzed the relationship between the activity
duringtheprecueperiodandthereactiontimetoﬁxateupon
the initial ﬁxation target (RTft).
N o w ,i ft h en e u r o n se n c o d e dm o t i v a t i o ni na ni n t e g r a t e d
manner, then the neurons that showed reward value-de-
pendent modulation should also show behavioral perfor-
mance dependency, whereas neurons that showed no reward
value dependency should also show no behavioral perfor-
mance dependency. Conversely, if the neurons encoded the
motivation to ﬁxate on the target and the motivation to get
the reward in an independent manner, then there should be
no systematic relationship between behavioral performance
dependency and reward value dependency.
The neuronal activity was correlated with RTft in a time-
dependent manner in the reward magnitude-dependent
and -independent neuronal groups. This correlation became
signiﬁcant during the precue period, peaked shortly after
the presentation of the ﬁxation target, and declined back to
baseline during the cue period (Figures 4(c) and 4(d), pur-
ple trace). Altogether, the reward magnitude-independent
neurons shared the component for the response correlation
related to the anticipation of cue onset with the reward
magnitude-dependent neurons. This ﬁnding indicates that
the reward magnitude-independent neurons signal the early
component ofthe motivational drive to ﬁxate onthe ﬁxation
target in an almost equal manner to that of the reward
magnitude-dependent ﬁxation neurons.
3.1.3. Eﬀect of the Received Reward Value on the Activity of
PPTN Neurons. Another group of PPTN neurons exhib-
ited a phasic response to reward delivery, with a signiﬁcant8 Neural Plasticity
dependency on the magnitude of the delivered reward (re-
ward delivery neurons, N = 15). In contrast to the tonic
activity of the ﬁxation target neurons, the reward delivery
neurons exhibited a transient response, reaching a peak dis-
charge rate shortly after reward delivery and then rapidly
declining back to baseline (Figures 5(a) and 5(b)); these
were almost unresponsive during the target/cueand working
memory periods. In the trial with a larger reward, the dis-
charge rate of the transient response reached a higher peak
at a slightly later time and took a few hundred milliseconds
longer to decay back to baseline than during the small-
reward trials. Similar to the ﬁxation target neurons, approx-
imately half of the reward delivery neurons showed small
nondiﬀerential responses, even before reward delivery, pre-
sumably in anticipation of the timing of the reward.
After actual reward delivery, approximately half of the
reward-responsive PPTN neurons showed signiﬁcant posi-
tive-reward-dependent modulation and ﬁred more strongly
during large- than small-reward trials (15/35, Figures 5(e)–
5(g)). There was a small population of neurons that showed
a weak negative-reward-magnitude dependency (N = 5).
Foreach neuron, the changes in activity after reward delivery
tended to increase during the large- and small-reward trials.
During the contingency reversal paradigm, there was a
discrepancy between the predicted and actual reward. The
responses of the reward delivery neurons changed immedi-
ately after the contingency reversal, so that larger rewards
were still associated with larger neuronal responses, even
on the ﬁrst trial in which the monkeys predicted the small
rewards (Figure 5(c)). Therefore, the reward delivery neu-
rons convey information about the magnitude of the actual
given reward, regardless of the monkeys’ prediction. We also
tested the responses to free-reward delivery, and all of the
tested reward delivery neuronsresponded briskly to the task-
and free-reward delivery. The fact that the reward delivery
neurons responded to the task and free rewards, given in
either an expected or unexpected manner, suggests that
reward delivery neurons encode the actual reward magni-
tude. This is fundamentally diﬀerent from the reward re-
sponse of dopaminergic neurons that exhibited burst ﬁring
only to an unexpectedly given reward and showed no re-
sponsetothefullypredictedreward(rewardpredictionerror,
see also Figure 8)[ 9, 149].
Overall, two diﬀerent groups of PPTN neurons encode
the reward prediction and actual reward signals, both of
which are necessary for the computation of the reward
predictionerrorsignal in dopaminergicneurons.The reward
prediction signal is encoded by the sustained tonic ﬁring of
one group of PPTN neurons (Figure 3) and is sometimes
intermingled with the task motivation signal (Figure 4). The
actual reward signal is encoded by the phasic response of the
other group of PPTN neurons (Figure 5).
3.2. Neuronal Activity of the DRN. We also recorded extra-
cellular spike activity from the neurons in the monkey DRN
during the two-valued saccade tasks [44, 45]. The tasks
were comparable to those used for the PPTN recordings,
except that the location of the saccade target (left or right)
indicatedthereward magnitude(largeorsmall, Figure 2(b)).
We observed that, like PPTN neurons, DRN neurons also
exhibited tonic changes in activity that would be ideal to
encode sustained aspects of motivated behavior such as the
predictive state of the upcoming reward. Detailed analyses
indicatedthatagroupofDRNneuronsdidindeedkeeptrack
of the predicted and/or given reward value.
3.2.1. Eﬀect of the Predicted and Received Reward Value on
the Activity of DRN Neurons. DRN neurons exhibited task-
related activity that was modulated by the reward value.
Figure 6(a) shows a representative example. The neuron
exhibited an increase in activity after the onset ofthe ﬁxation
point (FPon) followed by regular and tonic ﬁring until
reward onset. The activity further increased after the onset
of a large reward but ceased after the onset of a small reward
and lasted for more than 800ms after reward onset. A subset
of neurons, an example of which is shown in Figure 6(b),
exhibited the opposite pattern; that is, the neuron showed
small reward-dominant post-reward activity that lasted until
the start of the next trial. In some neurons, reward value-
dependent modulation was also observed during the delay
period, before reward onset, presumably reﬂecting the mon-
keys’ prediction of the reward. The neuron in Figure 6(b)
exhibited stronger delay activity during small-reward trials
than during large-reward trials, but only when leftward
saccades were required. However, note that such directional
selectivity was relatively rare among DRN neurons, and
many neurons showed reward value-dependent modulation
regardless of the direction of the saccade.
The reward-dependent modulations in activity before
and after reward delivery, as shown in the example neu-
rons in Figure 6, were commonly observed in DRN neurons
(Figure 7). After target onset, but before reward delivery,
approximately one-quarter of all analyzed DRN neurons
showed signiﬁcant reward-dependent modulation, with
most of the neurons ﬁring more strongly for large than small
reward trials (Figure 7(c)). After reward delivery, more than
40% of neurons exhibited reward-dependent modulation,
with half of them preferring large rewards and the other half
preferring small rewards.
Note that there was a notable diﬀerence in the reward-
dependent modulation between the pre- and postreward
periods. For each neuron, the changes in activity during
the prereward period, compared with the baseline activity,
tended to be in the same direction during large- and small-
reward trials buttendedtobe greaterduring large-reward tri-
als,thus,leadingtodiﬀerencesintheactivitybetweenthetwo
reward conditions (Figures 7(a) and 7(b)). On the contrary,
the changes in activity during the postreward period, com-
pared with the baseline activity, tended to be in the opposite
direction. For example, for the neuron shown in Figure 6(a),
the prereward activity increased compared with the baseline
during large- and small-reward trials. However, the postre-
ward activity increased during large-reward trials, but it was
inhibited during small-reward trials. Such a distinct eﬀecton
modulation indicates a diﬀerent source for the modulation
of DRN neuronal activity before and after reward delivery.Neural Plasticity 9
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Figure 5: Activity of reward delivery neurons of the PPTN for the saccade task.(a, b) A rastergram and peritask event spikedensity function
for the activity of a representative reward delivery neuron over 10 successive trials, aligned to reward delivery. (c) Responses of the reward
delivery neurons to reward delivery of large and small rewards after the reversal of cue-reward contingency. (d) Population response of
reward delivery neurons to free (black) and large (red) rewards. The responses represent the average ﬁring rate normalized for the peak
responses of the individual neurons (n = 9). The thick lines indicate the mean normalized activity, and the light-shaded areas are ± 1S E M .
(e–g) The activity of each reward-responsive neuron is presented as a row of pixels (n = 35). (e, f) Changes in the neuronal ﬁring rate from
baseline are compared in the large- (e) and small- (f) reward trials. (g) Changes in reward-dependent modulation. In these 3 panels (e–g),
the neurons have been sorted in order of their ROC values for the reward eﬀect during the postreward delivery period. FTon: ﬁxation target
onset; STon: saccade target onset; RWon: reward onset. (Modiﬁed from [42].)
While recordingfrom DRNneurons,thecontingencybe-
tween the target position and reward value was ﬁxed during
one block of trials but was then reversed with no external
cue. This allowed us to examine how the monkeys’ perfor-
mance and neuronal activity changed to the new position-
reward contingency. The saccadic reaction times changed
quickly after the reversal of the position-reward contingency
(Figure 8(a)). We, therefore, examined the time course of
the changes in the mean normalized ﬁring rates for DRN
neurons(400–800msafterrewardonset)andfortheputative
dopaminergic neurons (0–400ms after reward onset) as a
function of the trial number after reversal.10 Neural Plasticity
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Figure6:Activity oftwoexampleDRN neuronsforthesaccadetask.Foreachneuron,(a)and(b),therastersandhistogramsfortheleftward
and rightward saccades are shown separately. The changes in their ﬁring rates are shown by the peritask event spike density function at the
top. The activity in the large- and small-reward trials is shown in red and blue, respectively. The data are shown in 3 sections:the left section
is aligned to the time of ﬁxation point onset (FPon), the middle section is aligned to target onset (TGon) and ﬁxation point oﬀset (FPoﬀ),
and the right section is aligned to reward onset (RWon). Note that the reward oﬀset (RWoﬀ) applies only to the large-reward trials. The
black dots indicate saccade onset (SACon), and the light blue dots indicate reward onset and oﬀset. (Modiﬁed from [44].)
TherewasastrikingdiﬀerencebetweentheDRNneurons
and dopaminergic neurons in their postreward activity. The
activity of DRN neurons faithfully followed the size of the
reward (Figure 8(b), left and middle). In other words, DRN
neurons reliably coded the value of the received reward
w h eth erorn oti tw a se xpect ed.I nc on tra s t,th ea cti vi tyofth e
dopaminergic neurons only changed transiently during the
ﬁrst trial and, thereafter, returned to a level close to baseline
activity (Figure 8(b), right). Speciﬁcally, dopaminergic neu-
rons decreased their postreward activity for large-to-small
reward reversals and increased their activity for small-to-
largereversals.Thesetransientchangesinpostreward activity
represent the “reward prediction error,” which is the diﬀer-
ence between the value of the predicted (e.g., small reward)
and the actual rewards (e.g., large reward). This progression
in the postreward activity of dopaminergic neurons is con-
sistent with the ﬁndings of other studies [9, 149]. Thus,
the results indicate that DRN neurons encode the actual re-
ward value and not the reward prediction error.
3.2.2. Coding of the Task Reward Value in the DRN. As
shown in Figure 6, the response of the DRN neurons often
took the form of tonic activity changes throughout multiple
task phases. Such type of activity would be ideal to encode
sustained aspects of motivated behavior such as the state of
expectation for the upcoming reward.
To test this hypothesis, we analyzed the relationship be-
tween the tonic activity during the ﬁxation period and the
diﬀerential responses to reward cues and actual rewards.
Note that during the ﬁxation period (before target onset),
the exact reward value the animal would receive for that
trial was as yet unknown (Figure 2(b)). However, the overall
v a l u eo ft h eb e h a v i o r a lt a s kw o u l db eb e t w e e nt h el a r g e -a n dNeural Plasticity 11
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Figure 7: Population activity of DRN neurons. The activity of each neuron is presented as a row of pixels (n = 84). (a, b) Changes in the
neuronalﬁring ratefrom baseline are compared inthe large-(a) andsmall-(b) reward trials.The colorofeach pixel indicates the ROC value
based on the comparisonof the ﬁring rate between a control period just before ﬁxation onset(400-ms duration) and a test windowcentered
on the pixel (100-ms duration). Warm colors (ROC > 0.5) indicate increases in the ﬁring rate relative to the control period, whereas cool
colors (ROC < 0.5) indicate decreases in the ﬁring rate. (c) Changes in reward-dependent modulation. The ROC value of each pixel was
based on the comparison of the ﬁring rate between the large- and small-reward trials. Warm colors (ROC > 0.5) indicate higher ﬁring rates
during the large-reward trials than during the small ones. In all panels (a–c), the neurons have been sorted in order of their ROC values for
the reward eﬀect during the postreward (400–800ms) period (c).FPon: ﬁxation point onset, TGon: target onset,FPoﬀ:ﬁ x a t i o np o i n to ﬀset,
RWon and oﬀ: reward onset and oﬀset. (Modiﬁed from [44].)
small-reward value, which may be expressed by the neu-
ronal ﬁring rate during the ﬁxation period. Now, if the
neurons encoded behavioral tasks primarily in terms of
their reward value throughout a trial, then the neurons that
were excited during the ﬁxation period should preferentially
be excited by the reward cues and the actual reward, whereas
the neurons that were inhibited during the ﬁxation period
should be preferentially inhibited by the reward cues and
the actual reward. On the contrary, if the neurons encod-
ed the information (including the reward value) during12 Neural Plasticity
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Figure 8: Changes in the reaction times and activity of DRN and putative dopaminergic neurons with reward contingency reversal. The
reaction times (a) and normalized neuronal activity during the postreward period of DRN (400–800ms after reward onset) and putative
dopaminergicneurons(0–400msafter reward onset)areplotted. In (b),thedata are shownforDRN neuronswithalarge-reward preference
(left), DRN neurons with a small-reward preference (middle), and putative dopaminergic neurons (right). Error bars, SEM. (Modiﬁed from
[44].)
theﬁxationperiodandaftertherewardcueandrewarddeliv-
ery in an independent manner, then there should be no sys-
tematic relationship between the ﬁxation and reward-related
activity.
The population-averaged normalized activity of DRN
n eur on si ss h o wni nFigure 9and separately forneuronswith
positive (Figure 9(a)), negative (Figure 9(b)), or no signiﬁ-
cant reward signals (Figure 9(c)) in response toreward deliv-
ery. Neurons with positive-reward signals for reward delivery
(stronger activity for a large reward than for a small reward)
hadelevatedactivityduringtheﬁxationperiod(Figure 9(a)).
Ifthelarge-rewardtargetappeared,theiractivitywaselevated
further, whereas if the small-reward target appeared, they
returned to near the baseline. Neurons with negative-reward
signals (stronger activity for a small reward than for a large
reward) had suppressed activity during the ﬁxation period
(Figure 9(b)). If the large-reward target appeared, their
activity was further suppressed, whereas, if the small-reward
target appeared, they returned to near the baseline. Neurons
with no signiﬁcant reward signals had a tendency for phasic
responses to the ﬁxation and saccade targets and slightly
elevated activity during the ﬁxation period (Figure 9(c)).
Further analyses revealed that neurons with stronger task
coding, that is, changes in their ﬁxation period activity, also
hads tr ongerr ewar dc oding,thatis ,diﬀerentactivitybetween
the large- and small-reward trials. Collectively, such equiva-
lent changes in activity between the ﬁxation and postreward
periods suggest that the level of DRN activity continually
tracks the predicted value.
4.CircuitMechanisms forthe Computationof
theRewardPredictionErrorSignal
4.1. Summary of the Response Patterns of PPTN/DRN Neu-
rons. Here we summarize and compare the temporal activityNeural Plasticity 13
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Figure 9: Population-averaged activity of DRN neurons separated by their reward signals in response to the outcome. (a–c) Normalized
activity is shown for the memory-guided saccade task (MGS, left) and visually-guided saccade task (VGS, right), shown separately for
positive-reward neurons (a, top), negative-reward neurons (b, middle), and no-outcome response neurons (c, bottom). The colors indicate
the average ofall trials (black),large-reward trials (red), and small-reward trials (blue). The neurons were sorted into these categories on the
basis of signiﬁcant reward discrimination after outcome onset (gray bar on the x-axis; P<0.05, Wilcoxon rank-sum test). The histograms
below (c) show the reward discrimination for each neuron, with the colors indicating positive-reward neurons (red) and negative-reward
neurons (blue). For the plots of normalized activity, the activity of each neuron was normalized by computing its ROC area versus baseline
activityduringtheintertrial interval.Thethicklinesindicatethemeannormalizedactivity,andthelightshadedareasare ±1SEM.(Modiﬁed
from [45].)
patterns of the dopaminergic, PPTN, and DRN neurons to
the presentation of the reward-predicting cue and reward
delivery in the two-valued reward task (Figure 10).
In the earlier phases of the trial, the reward-predicting
cuewaspresented.Thedopaminergicneuronsthenexhibited
a phasic burst of activity. The magnitude of their response
was correlated with the predicted reward value, such that
greater ﬁring occurred in response to more valuable cues
(Figure 10(A)) [150]. In contrast, a group of PPTN neu-
rons exhibited an increase in activity to reward cue pre-
sentation, and this activity was sustained throughout the
task period. Some neurons showed stronger activity when14 Neural Plasticity
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Figure 10: Schematic drawing of the activity changes of dopamin-
ergic, PPTN, and DRN neurons for the two-valued saccade task.
Cue and reward indicate the timing of reward-cue presentation
(either ﬁxation target shape or saccade target location) and large-
and small-reward delivery, respectively. The colors indicate the
responses in the large-reward trials (red) and small-reward trials
(blue) and the responses of neurons with no signiﬁcant reward
modulation (black). (A) Dopaminergic neurons exhibited phasic
burst ﬁring to a reward-predictive cue and an unexpected reward
(dashed lines). (B, D) Two diﬀerent groups of PPTN neurons ex-
hibited a tonic reward prediction response (B) and a phasic actual
reward response (D). (C) PPTN neurons with no signiﬁcant reward
modulationoftenexhibited tonicactivityduringthetaskperiod.(E,
G) DRN neurons exhibited correlated central ﬁxation and reward
modulation, preferring either larger (E) or smaller rewards (G).
(F) DRN neurons with no signiﬁcant reward modulation often
exhibited a phasic response to target presentation.
the predicted reward was larger (Figure 10(B)), while others
did not show any reward magnitude-dependent modula-
tion (Figure 10(C)). Both types of neurons showed behav-
ioral performance-related modulation, even before cue on-
set. Similar to the PPTN, a group of DRN neurons also
showed stronger activity for larger-reward-predicting cue
(Figure 10(E)). In addition, another group of DRN neurons
exhibited the opposite ﬁring pattern, that is, decreased activ-
ity for cue predicting a larger reward (Figure 10(G)). Unlike
the PPTN, the DRN neurons with no signiﬁcant reward
modulation showed phasic responses to target presentation
and slightly elevated activity during the ﬁxation period
(Figure 10(F)).
In the later phases of the trial, the monkeys received a
juice reward. The dopaminergic neurons now exhibited a
phasic burst or pause in activity immediately after cue-re-
ward contingency reversal, in which the reward value was
larger or smaller than expected, respectively, (Figure 10(A),
dashed line). The PPTN neurons that showed tonic ﬁring
to the cue ceased ﬁring around the time of reward delivery
(Figures 10(B) and 10(C)) and were totally unresponsive to
an unpredictably given reward. A diﬀerent group of PPTN
neurons, which did not modulate their activity in response
to the cue, now exhibited a phasic burst to reward delivery
(Figure 10(D)), and the response magnitude was correlated
with the given reward value. Tonic-ﬁring DRN neurons also
showed a prolonged modulation of activity after reward
delivery (Figures 10(E) and 10(G)). The reward-related
modulation tended to be correlated with the modulation
in activity during the ﬁxation period. Notably, the changes
in activity for large and small rewards tended to be in
the opposite direction; for example, the postreward activity
increased during large-reward trials, but it was inhibited
during small-reward trials or vice versa. When there was a
reward prediction error, just after cue-reward contingency
reversal, the response of the reward delivery neurons of the
PPTN (Figure 10(D)) and DRN (Figures 10(E) and 10(G))
faithfully followed the actual magnitude of the reward.
Some limitations of these extracellular recording studies
i nm o n k e y sh a v et ob ec o n s i d e r e d .F i r s t ,t h eP P T Na n d
DRN are heterogeneous nuclei and contain various kinds
of neurons. In our current experiments, however, the neu-
rochemical identity of the recorded neurons was hard to
determine. To date, we have not found a signiﬁcant rela-
tionship between the ﬁring pattern of the neurons and their
neurophysiologicalcharacteristics, such asspikewidth, ﬁring
regularity, and recording site. Second, the PPTN/DRNs have
massive reciprocalinterconnections,notonlywith dopamin-
ergic neurons but also with other brain areas; thus, the ﬁring
patterns of the neurons could be either input or output
signals. While we found several types of representation, that
is, tonic ﬁxation and phasic reward modulation of PPTN
neurons and positive and negative reward modulation of
DRN neurons, the organization of these circuits and their
interactions are hard to understand. With due consideration
givento thesemethodological limitations, we believethatthe
present study contributes to our understanding of the role
of neuromodulator systems in reinforcement learning and
motivational behavioural control.
4.2. PPTN/DRN Neurons Relay the Tonic Reward Prediction
Signal. A prominent feature of PPTN/DRN neuronal activ-
ity is its tonic modulation pattern, and these tonic ﬁring
patterns during the task period resemble the short-term
memory of the reward prediction for the current trial.
Computationalmodels[151–155] ofdopaminergicneuronal
ﬁring have noted similarities between the response patterns
of dopaminergic neurons and the well-known learning algo-
rithms, especially temporal diﬀerence reinforcement learn-
ing algorithms. However, there has been considerable debate
regarding the circuit mechanisms underlying reward predic-
tion error computation [154].
Thetemporaldiﬀerencemodelusesfast-sustained excita-
toryrewardpredictionanddelayedslow-sustainedinhibitory
signalsindopaminergicneuronstoproduceanonsetburstto
thecuefollowedbyoﬀsetsuppressiontothereward.Previous
studies have suggested that there are several structures thatNeural Plasticity 15
might send the tonic inhibitory reward prediction signals to
dopaminergic neurons, such as the striosome [154, 155]a n d
ventral pallidum [156]. However, the crucial missing link
between the learning algorithm and the reported neuronal
activity is the excitatory tonic input to dopaminergic neu-
rons, which resembles the memory of the predicted reward
value maintained until the actual reward delivery. The clas-
sical model supposed that the neurons in the striatum (the
striosome) might provideboth signals via direct and double-
inhibition mechanisms to dopaminergic neurons. Our
present ﬁndings suggest that a group ofPPTN/DRNneurons
could send a direct tonic excitatory component to dopamin-
ergic neurons. How are these tonic signals from PPTN/DRN
neurons converted to the phasic signals observed in the
dopaminergic neurons? The simple and algorithm-matched
model is the summation of the excitatory and inhibitory
tonic signals, as follows. When the reward cue is presented,
dopaminergic neurons receive a fast-sustained excitatory
reward prediction signal, which we proposed, and a delayed
slow-sustained inhibitory signal from the basal ganglia.
DRN neurons can play either an excitatory or inhibitory
role because the excitatory and inhibitory types of neurons
are present, and serotonin exerts excitatory and inhibitory
eﬀects via several subtypes of serotonergic receptors [96].
As a result of summation, dopaminergic neurons exhibited
transient excitatory and inhibitory signals timed at reward
cue presentation and reward delivery, respectively. An alter-
native model for the computationsuggests that the temporal
diﬀerentiation of the tonic reward prediction signal, which
increases at reward cue presentation and falls around the
time of reward delivery, may produce the phasic signals of
dopaminergic neurons. During the reward delivery phase,
the inhibitory transients are summed with the excitatory
actual reward signals by the other group of PPTN neurons,
which we proposed, for the computation of the reward
prediction error; thus, dopaminergic neurons produce no
response when the reward prediction matches the actual one
[14, 157].
Recentstudieshaveemphasized thepotentialimportance
of the lateral habenula and rostromedial tegmental nucleus
for the inhibition of dopaminergic neurons [158, 159]. Neu-
rons in the lateral habenula are inhibited by a reward-pre-
dicting stimulus, butﬁre following a nonreward signal [160].
These structures are other possible candidates for the com-
putation of the reward prediction error and are also inter-
connected with the PPTN and the DRN [65].
4.3. PPTN/DRN Neurons Relay the Task Motivation Signal.
In addition to the reward prediction signal, an overlapping
group of PPTN/DRN neurons showed task motivation-
related activity modulation. The majority of PPTN neurons
exhibited a tonic increase in activity regardless of its reward-
related modulation. This tonic increase in activity occurred
even before reward cue presentation, and part of these
responses showed a signiﬁcant dependency on the monkeys’
performance of the task, such that stronger activity is
observed during a good-performance epoch than during a
poor-performance epoch. The recruitment of the PPTN in
motivational control concurred with previous studies [30,
114, 161]. Conversely, task-related changes in DRN neurons
included excitation and inhibition of activity. Furthermore,
the reward-related modulation tended to be correlated with
the initial task-related modulation, such that neurons with
elevated activity exhibited stronger activity fora large reward
than for a small reward. This observation suggests that DRN
neurons encode correlated task and reward information,
while PPTN neurons encode these signals independently.
4.4. PPTN/DRN Neurons Relay the Actual Reward Signal. In
the reward delivery phase, PPTN and DRN neurons encode
the “actual reward signal,” while dopaminergic neurons
encode the “reward prediction error signal.” The actual
reward signal is necessary information to compute the error
between the predicted and actual reward; however, there
are several diﬀerences between the actual reward signals of
PPTN and DRN neurons. First, in the PPTN, two diﬀerent
groups of neurons encode the reward prediction and actual
reward signals, while an overlapping group of DRN neurons
encode both signals. Thus, PPTN neurons exhibited phasic
burst ﬁring only to reward delivery and were almost silent
during the task period, while DRN neurons exhibited tonic
ﬁring both before and after reward delivery. Second, the
actual reward responses of PPTN neurons were phasic, while
DRN neurons exhibited a tonic modulation pattern that
was sometimes sustained until just before the next trial.
Third, PPTN neurons exhibitedan increase in ﬁring tolarge-
and small-reward delivery, while DRN neurons exhibited an
opposite response to these rewards.
These observations suggest that PPTN neurons encode
a simple reward value, while DRN neurons encode rather
more complex information. The correlated coding of task
and reward signals by DRN neurons might be matched with
the reported relationship of serotonin to impulsive behavior.
O n eh y p o t h e s i si st h a tD R Nn e u r o n si n t e g r a t et a s k - r e l a t e d
reward prediction signals and actual received reward signals
and have a role in time discounting for future rewards.
A recent study in rats also reported that DRN neurons
increased tonic ﬁring while the rats waited for a reward, and
this was related to the rats’ waiting behavior [143]. Another
hypothesis is that the actual reward signal of DRN neurons
might be biased by the possible reward value for a rather
long time scale (across blocks of trials). As shown above,
even when the delivered magnitude of the reward was as
predicted, some DRN neurons showed a decrease in ﬁring
to small-reward delivery; thus, DRN neurons might encode
the error between the actual reward and the average of all
possible optionsfor rather a long time scale. Such patterns of
relative reward value coding would be useful in comparing
and selecting reward options, including reward value and
time delay for receiving a reward.
Overall, the activity patterns of PPTN and DRN neurons
were diﬀerent from those of dopaminergic neurons, which
are well known as the reward prediction error signal. Fur-
thermore, the reward prediction and actual reward signals
of PPTN/DRN neurons, which we proposed, are necessary
signals for the computation of the reward prediction error16 Neural Plasticity
and the appropriate action selection in a given situation.
The diﬀerent modulation patterns of the PPTN and DRN,
together with the activity of dopaminergic neurons, reveal
dynamic information processing between these diﬀerent
neuromodulator systems.
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