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THE COHOMOLOGY OF THE MODULI SPACE OF CURVES AT INFINITE
LEVEL
EMANUEL REINECKE
Abstract. Full level-n structures on smooth, complex curves are trivializations of the n-torsion
points of their Jacobians. We give an algebraic proof that the e´tale cohomology of the moduli space
of smooth, complex curves of genus at least 2 with “infinite level structure” vanishes in degrees above
4g − 5. This yields a new perspective on a result of Harer who showed such vanishing already at
finite level via topological methods. We obtain similar results for moduli spaces of stable curves and
curves of compact type which are not covered by Harer’s methods. The key ingredients in the proof
are a vanishing statement for certain constructible sheaves on perfectoid spaces and a comparison of
the e´tale cohomology of different towers of Deligne–Mumford stacks in the presence of ramification.
1. Introduction
Let Mg be the moduli space of smooth, complex curves of genus g ≥ 2. A strong interest in
the rational singular cohomology of Mg dates back as far as the 1980s. Its computation could, for
example, help to understand the enumerative geometry of Mg (cf. e.g. [Mum83]) or predict the
global structure of Mg (e.g., Looijenga’s conjecture that the coarse space Mg can be covered by
g − 1 open affine subschemes). Unfortunately, only little is known for general g. In low degrees,
genus-independent computations of Hi(Mg(C),Q) are due to Mumford [Mum67, Thm. 1] (i = 1)
and Harer [Har83] (i = 2) [Har91] (i = 2, 3). At the other end of the range, Harer showed the
following.
Theorem 1.1 ([Har86, Cor. 4.3]). For i > 4g − 5, we have Hi(Mg(C),Q) = 0.
A common thread of all these computations is the pervasive use of tools from geometric topology
and Teichmu¨ller theory, using the construction of Mg as the quotient of contractible Teichmu¨ller
space Tg by the mapping class group Γg. There has been some interest in finding proofs that rely on
more algebro-geometric methods; see e.g. [Cor98, p. 251]. For example, Arbarello–Cornalba realized
that the results on cohomology in low degree follow via Hodge theory from Theorem 1.1 [AC98]
[AC09, Thm. 10]. The goal of this paper is to give a new, essentially algebro-geometric perspective
on Theorem 1.1.
Our results. In [Har86], Harer showed in fact that the virtual cohomological dimension of Γg is
4g−5. This has the following consequence: Let n ∈ N such that pn ≥ 3. Then Hi(Mg[pn](C),Λ) = 0
for all i > 4g − 5 and all coefficients Λ. Here, Mg[pn] is the moduli space of smooth, complex
curves of genus g ≥ 2 with full level-pn structure; it parametrizes smooth, complex curves C of
genus g ≥ 2 together with an isomorphism H1(C,Z/pnZ) ∼−→ (Z/pnZ)2g. The natural morphism
Mg[pn]→Mg “forgetting the level structure” is a finite e´tale cover and the finite-index subgroup of
Γg corresponding to this cover is torsion-free.
In this paper, we are interested in the groups Hi(Mg[pn](C),Fp). Since dimQHi(Mg[pn](C),Q) ≤
dimFp Hi(Mg[pn](C),Fp), the Cartan–Leray spectral sequence combined with the vanishing of
This material is based upon work supported by the National Science Foundation under grant no. DMS-1501461,
DMS-1801689 and DMS-1440140, and by a Rackham Predoctoral Fellowship. Parts of this paper were written while
the author was in residence at the Mathematical Sciences Research Institute in Berkeley, California, during the spring
of 2019.
1
ar
X
iv
:1
91
1.
07
39
2v
1 
 [m
ath
.A
G]
  1
8 N
ov
 20
19
2 EMANUEL REINECKE
Hi(Mg[pn](C),Fp) in degrees i > 4g − 5 implies Theorem 1.1. Our main result is a vanishing
statement “at infinite level” in this direction, proved without geometric topology, for Mg[pn] and
some (partial) compactifications thereof, which we recall in detail in § 5.
Theorem A. Let g ≥ 2 and p be a prime. Let M [pn] be one of the following:
(i) the moduli space Mg[pn] of smooth curves of genus g over C with full level-pn structure,
(ii) the moduli space M cg [pn] of curves of compact type of genus g over C with full level-pn
structure, or
(iii) the moduli space Mg[pn] of pre-level-pn curves of genus g over C with full level-pn structure.
Then we have
colim
n
Hie´t(M [pn],Fp) = 0
for all i > 4g − 5 in case (i) and for all i >
⌊
7g
2
⌋
− 4 in cases (ii) and (iii).
The stack Mg[pn] is a smooth, modular compactification of Mg[pn] that was first introduced
in [ACV03]; when n = 0, a pre-level-pn curve is simply a stable curve. A curve of compact type
is a stable curve whose dual graph is a tree. We mention in passing that whereas our bound
in case (i) is the same as the one in Theorem 1.1, the only known upper bound on the virtual
cohomological dimension (and hence vanishing at finite level) for M cg is 5g − 6 [Mon08, Cor. 0.4]
and thus significantly higher than our bound
⌊
7g
2
⌋
− 4 for vanishing at infinite level. It may be
worthwile to further investigate this discrepancy.
Strategy of the proof of Theorem A. We reduce (i) and (iii) to statements about M cg . To
do so, first observe that since the boundaries M cg [pn]rMg[pn] are Cartier divisors, the inclusions
jn : Mg[pn] ↪→M cg [pn] are affine morphisms. In particular, the functors Rjn,∗ are right t-exact for
the perverse t-structure; see § 2 for a review of the necessary prerequisites concerning perverse
t-structures. Parts (i) and (ii) of Theorem A thus follow from parts (i) and (ii), respectively, of the
following, more general statement.
Theorem B. Let g ≥ 2 and p be a prime. Let M cg [pn] be the moduli space of curves of compact
type of genus g over C with full level-pn structure. Let pin : M cg [pn]→M cg be the maps “forgetting
the level structure.”
(i) If K ∈ pD(M cg ,Fp)≤0, we have colimn Hie´t(M cg [pn], pi∗nK) = 0 for all i > g − 2.
(ii) If F is a constructible sheaf of Fp-modules on M cg , we have colimn Hie´t(M cg [pn], pi∗nF ) = 0
for all i >
⌊
7g
2
⌋
− 4.
Here, D(M cg ,Fp) denotes the bounded derived category of constructible sheaves of Fp-modules
on M cg . Theorem B is shown in three steps.
(1) Analysis of the Torelli morphism. Let Ag be the moduli space of principally polarized
abelian varieties of dimension g over C. The Torelli morphism tg : M cg → Ag sends a curve
of compact type to the product of the Jacobians of its irreducible components. Analyzing
the fiber dimensions of tg, we produce bounds on its cohomological amplitude: in case (i),
Rtg,∗K ∈ pD(Ag,Fp)≤g−2 and in case (ii), Rtg,∗(F [3g− 3]) ∈ pD(Ag,Fp)≤b
g
2c−1. The same
bounds hold in the presence of level structures. See § 6.1 for details.
(2) Passage to toroidal compactifications. Let ρn : Ag[pn]→ Ag be the natural covering maps.
By Step 1, it remains to prove that the functor
D(Ag,Fp)→ D(Fp), K 7→ colim
n
RΓ(Ag[pn], ρ∗nK)
takes pD(Ag,Fp)≤m to D(Fp)≤m for all m ∈ Z. After fixing some additional auxiliary
data, there are compatible toroidal compactifications Ag[pn] ⊂ Ag[pn] with forgetful maps
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ρ¯mn : Ag[pm]→ Ag[pn]. As in the case of Mg[pn], the boundaries are Cartier divisors, and
we can reduce the statement to showing that
D(Ag[pn],Fp)→ D(Fp), L 7→ colim
m
RΓ(Ag[pm], ρ¯∗mnL)
takes pD(Ag[pn],Fp)≤` to D(Fp)≤` for all n ∈ Z≥0 and ` ∈ Z.
(3) Use of perfectoid covers. By work of Scholze and Pilloni–Stroh, the inverse limit of the
projective system Ag[pn], n ∈ Z≥0, is similar (in the sense of [SW13, Def. 2.4.1]) to a
perfectoid space; see Example 3.6. Using his “primitive comparison theorem,” Scholze
[Sch15, § 4.2] deduced from this that colimn Hi(Ag[pn],Fp) = 0 for i > dimAg. In § 3,
we prove a more general statement for Zariski-constructible sheaves on cofiltered inverse
systems of proper rigid spaces with finite transition maps whose inverse limit is similar to
a perfectoid space; this yields the claim about perverse t-structures from Step 2. After a
standard de´vissage, the key new case is the extension by zero of a non-trivial local system
defined on a Zariski-open subset (Lemma 3.15), whose proof relies on [BS19].
In order to reduce Theorem A.(iii) to a statement about M cg , we show the following assertion,
which holds over any algebraically closed field k of characteristic not equal to p.
Theorem C. Let Λ0 be an e´tale Fp-local system on Mg, with pullbacks Λn to Mg[pn]. Then for
all i ≥ 0, the natural map
colim
n
Hie´t(Mg[pn],Λn)→ colimn H
i
e´t(M cg [pn],Λn)
is an isomorphism.
The key observation in the proof is that the transition maps Mg[pn+1] → Mg[pn] are highly
ramified over the boundary Mg[pn]rM cg [pn]: on complete local rings, they are given by
kJt1, . . . , t3g−3K→ kJt1, . . . , t3g−3K, ti 7→ {tpi if 1 ≤ i ≤ γ,
ti if γ < i < 3g − 3
after a suitable choice of coordinates ti for which Mg[pn]rM cg [pn] corresponds to {t1 · · · tγ = 0};
see Lemma 5.11. The claim then follows from a careful analysis of the maps between the excision
triangles for the inclusions M cg [pn] ⊂ Mg[pn]. We refer to § 4 for details and a more general
statement about projective systems of smooth Deligne–Mumford stacks with similar ramification
over a system of normal crossings divisors.
In the argument, it really seems necessary to use the compactifictions via pre-level-pn curves
from [ACV03]. A “na¨ıve” compactification of Mg[pn] as the normalization of Mg in the function
field of Mg[pn], which turns out to be the coarse moduli space of Mg[pn], does not exhibit the same
ramification behavior; see Example 6.13. For the toroidal compactifications Ag[pn] ⊂ Ag[pn], such
complications do not arise: the Ag[pn] are algebraic spaces for pn ≥ 3 and the maps Ag[pn+1]→
Ag[pn] are sufficiently ramified over the boundary Ag[pn]rAg[pn] so that
colim
n
Hie´t(Ag[pn],Fp)→ colimn H
i
e´t(Ag[pn],Fp)
is again an isomorphism. Thus, the aforementioned results of Scholze [Sch15] and Pilloni–Stroh
[PS16, Thm. 0.4] yield the analogous statement colimn Hie´t(Ag[pn],Fp) = 0 for i > dimAg =
g(g+1)
2 ,
as had been observed earlier by Scholze.
Notation. Throughout this paper, we fix a prime p ∈ N. For any Deligne–Mumford stack X , we
denote from now on the bounded derived category of constructible sheaves of Fp-modules on the
small e´tale site of X by D(X ); for the algebraic stacks appearing in § 2, we use the lisse-e´tale site
as developed in [Ols07b] or [LZ17].
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2. Vanishing from perverse sheaves
Throughout this section, fix a separably closed field k of characteristic not equal to p. Recall the
following definition from [LO09, § 4].
Definition 2.1. Let X be an algebraic stack of finite type over k. Let pi : X → X be a smooth
surjection from a scheme X of finite type over k. Denote the relative dimension of pi at a point
x ∈ X by dpi(x) := dimx(Xpi(x)) and set dim(x) := trdeg(κ(x)/k). For any n ∈ Z, the category of
complexes bounded above n for the perverse t-structure is the full subcategory
pD(X )≤n := {K ∈ D(X ) |H j((pi∗K)x)= 0 for all x ∈ X and j > n+ dpi(x)− dim(x)} ⊂ D(X ),
where (pi∗K)x is the derived pullback of pi∗K under the inclusion of x into X,
By [LO09, Lem. 4.1], Definition 2.1 is independent of the choice of pi : X →X . Moreover, since
the restriction functor induces an equivalence between the categories of constructible sheaves on
Xlis-e´t and Xe´t, we identify pi∗K with a sheaf on the small e´tale site of X.
In this section, we collect some known foundational results about the derived direct image of
pD(X )≤n under certain morphisms for later reference. Although not strictly necessary, it will be
convenient later on to work in the generality of stacks. We use the dimension theory for stacks
developed in [SP19, § 0DRE].
Remark 2.2. The relative dimension of any smooth morphism is locally constant on the domain
[SP19, Lem. 0DRQ]. In order to show that a given K ∈ D(X ) is contained in pD(X )≤n, it therefore
suffices to check that pi∗K ∈ pD(X)≤n+dpi for every smooth (not necessarily surjective) morphism
pi : X →X from a connected scheme X of finite type with constant relative dimension dpi at every
x ∈ X.
Theorem 2.3. Let f : X → Y be an affine morphism between algebraic stacks of finite type over
k. Then Rf∗
(
pD(X )≤n
) ⊆ pD(Y )≤n for all n ∈ Z.
Proof. Let K ∈ pD(X )≤n. By Remark 2.2, it suffices to check that pi∗Rf∗K ∈ pD(Y )≤n+dpi for
every smooth morphism pi : Y → Y from a connected scheme Y of finite type over k of relative
dimension dpi. Since f is affine, X := X ×Y Y is a scheme as well. Denote the projection to the first
and second factor by pi′ and f ′, respectively. By [SP19, Lem. 0DRN], dpi′ is constant and equals dpi.
In particular, pi′,∗K ∈ pD(X)≤n+dpi . By [Ols07b, Prop. 9.8.(i)], pi∗Rf∗K ' Rf ′∗pi′,∗K as complexes
on Ye´t, so the assertion follows from [SGA4, Thm. XIV.3.1]. 
We will mainly use Theorem 2.3 when f is the inclusion of the complement of a Cartier divisor.
Proposition 2.4. Let f : X → Y be a proper morphism between algebraic stacks of finite type
over k which is representable by algebraic spaces. Assume that for any y ∈ |Y |, the fiber dimension
dim(Xy) is at most d. Then Rf∗
(
pD(X )≤n
) ⊆ pD(Y )≤n+d for all n ∈ Z.
Proof. As in the proof of Theorem 2.3, choose a smooth morphism pi : Y → Y from a connected
scheme of finite type over k with relative dimension dpi at all y ∈ Y . The fiber product X := X ×Y Y
is an algebraic space, again of constant relative dimension dpi over X . By [Ols07b, Prop. 9.8.(i)], it
therefore suffices to prove the statement in case Y is a scheme and X an algebraic space.
We proceed by induction on dimX , the case dimX = 0 being trivial. For the inductive step,
since the assertion is local on Y , we may assume that Y , and hence X , is separated. In particular,
X has dense, open schematic locus; we can choose a dense, open subscheme U ⊆ Y such that
f−1(U) ⊂X is represented by a scheme because f is closed.
Denote by j : U ↪→ Y and j′ : f−1(U) ↪→ X the open immersions and by i and i′ the closed
immersions of their complements with their reduced subspace structures, respectively. For any
K ∈ pD(X )≤n, the induction hypothesis ensures i∗i∗Rf∗K ' i∗Rf∗i′,∗K ∈ pD≤n+d(Y ). On the
other hand, j!j∗Rf∗K ' j!Rf∗j′,∗K ∈ pD≤n+d(Y ) by [BBD82, § 4.2.4]. The assertion then follows
from the long exact excision sequence for Rf∗K. 
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Under stricter assumptions on the allowable loci with a given fiber dimension, more can be said
about the direct image of Fp[dimX ].
Definition 2.5. Let f : X → Y be a proper morphism between algebraic stacks of finite type over
k which is representable by algebraic spaces. Let |Y | = ⊔i∈I Si be a finite stratification of |Y |
into locally closed subspaces Si. Let Yi be the corresponding locally closed substacks with their
reduced induced substack structure (cf. [SP19, Remark 06FK]). Assume that f has constant relative
dimension di over Yi. Then the defect of semi-smallness of f is
r(f) := max
i∈I
{2di + dimYi − dimX }.
Example 2.6. If f is the blowup of a closed subvariety of codimension c ≥ 2 in a variety Y , we
have r(f) = c− 2.
Lemma 2.7. Let f : X → Y and |Y | = ⊔i∈I Si be as in Definition 2.5. Let F be a constructible
sheaf of Fp-modules on X . Then Rf∗(F [dimX ]) ∈ pD(Y )≤r(f).
Proof. Choose a smooth surjection Y → Y from a scheme Y of finite type over k, giving rise to a
fiber square
X := X ×Y Y Y
X Y .
f ′
pi′ pi
f
Let y ∈ Y . Then(
pi∗Rf∗(F [dimX ])
)
y
' (Rf ′∗pi′,∗(F [dimX ]))y ' RΓ(Xy, pi′,∗F [dimX ])
by proper base change. If pi(y) ∈ Si, we have dimXy = di and hence H j
((
pi∗Rf∗(F [dimX ])
)
y
) '
Hj+dimX (Xy, pi′,∗F ) = 0 for all j > 2di − dimX . The assertion thus follows from the inequality
2di − dimX ≤ r(f)− dimYi ≤ r(f) + dpi(y)− dim(y). 
Remark 2.8. In fact, a combination of Lemma 2.7 and Proposition 2.4 shows that Rf∗(F [dimX ]) ∈
pD(Y )≤r, where r := min{r(f), 2 dim suppF−dimX }. On the other hand, the bound of Lemma 2.7
is sharp in general. For example, choose i ∈ I such that dimYi = r(f)+dimX −2di. Let y ∈ pi−1(Si)
be the generic point of an irreducible component such that dimYi = dimpi(y)Yi. Then equality
holds at every step of the last inequality in the proof and thus Rf∗(Fp[dimX ]) /∈ pD(Y )≤r(f)−1.
3. Perfectoid Artin vanishing
The results of this section are inspired by the following statement due to Artin and Grothendieck.
Theorem 3.1 ([SGA4, Cor. XIV.3.2]). Suppose X is an affine algebraic variety over a separably
closed field. Let F be a torsion abelian e´tale sheaf on X. Then Hne´t(X,F ) = 0 for all n > dimX.
When X is proper, Theorem 3.1 fails; nonetheless, we can prove a similar version for certain
inverse systems of varieties. From here on, fix a complete, algebraically closed extension C of Qp.
Let OC be its ring of integers and $ be a pseudouniformizer. We will work in the following setting.
Situation 3.2. Let Xi, i ∈ I, be a cofiltered inverse system of quasi-compact and quasi-separated
rigid spaces over C of dimension d with finite transition maps piji : Xj → Xi. Assume that I has a
final object 0 ∈ I and that there exists a perfectoid space X such that X ∼ limiXi in the sense of
[SW13, Def. 2.4.1].
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Theorem 3.3 (Perfectoid Artin vanishing). In Situation 3.2, let F0 be a Zariski-constructible sheaf
of Fp-modules on X0 and Fi := pi∗i0F0 for all i ∈ I. Assume that X0 is proper. Then for all n > d
colim
i
Hne´t(Xi, Fi) = 0.
In order to have a good theory of e´tale cohomology, we will always identify rigid spaces with
their associated adic spaces [Hub94, Prop. 4.3]. An e´tale sheaf F0 of Fp-modules on X0 is Zariski-
constructible if there is a finite stratification X0 =
⊔
X0,α such that each stratum is locally closed in
the Zariski topology of X0 and the restrictions F0
∣∣
X0,α
are finite locally constant. For example, every
constructible sheaf of Fp-modules on a scheme of finite type over C (in the usual algebro-geometric
sense) gives rise to a Zariski-constructible sheaf on its analytification. We refer to [Han17] for a
detailed account in the general rigid-analytic setting. When F0 = j0,!Fp for some dense, Zariski-open
j0 : U0 ↪→ X0, Theorem 3.3 was proven in [Sch15, § 4.2].
3.1. Examples and counterexamples. Before delving into the proof of Theorem 3.3, we give
some examples and applications.
Example 3.4. When X ⊆ PNC is a projective variety, we obtain a natural inverse system with the
required properties by putting Xi := X ×PNC ,Φi P
N
C , i ∈ Z≥0, where Φ is the “mock Frobenius”
Φ: PNC → PNC , [x0 : · · · : xN ] 7→ [xp0 : · · · : xpN ].
In this setting, Esnault [Esn18, Thm. 5.1] gave a proof of Theorem 3.3 that does not require
perfectoid techniques. In fact, her argument establishes this special case over any algebraically
closed field of characteristic not equal to p. It seems interesting to investigate whether Theorem 3.3
holds true over more general algebraically closed, non-archimedean fields as well.
Example 3.5. Let A be an abelian variety, or more generally an abeloid variety, over C. Consider
the cofiltered inverse system
· · · [p]−→ A [p]−→ A [p]−→ A
in which the transition maps are multiplication by p. In [BGH+18], the authors construct a
perfectoid space A∞ with A∞ ∼ lim[p]A. In particular, this produces interesting non-algebraic
examples.
Example 3.6. Fix, once and for all, a smooth, GLg(Z)-admissible polyhedral decomposition of
the cone of positive semi-definite quadratic forms on Rg whose null space is defined over Q; see
[FC90, Def. IV.2.2, IV.2.3]. Let Ag[m] be the toroidal compactification of the moduli space Ag[m]
of principally polarized abelian varieties of dimension g over C with full level-m structure which is
determined by this decomposition. By [FC90, Thm. IV.6.7], Ag[m] is a smooth and proper algebraic
stack in which Ag[m]rAg[m] is a normal crossings divisor (see Definition 4.1). If m ≥ 3, it is an
algebraic space [FC90, Cor. IV.6.9], and even a projective variety under certain convexity conditions
on the decomposition [FC90, § V.5].
We obtain a cofiltered inverse system Xi := Ag[pi], i ∈ Z≥0, of projective varieties with finite
transition maps “forgetting level structure.” Work of Scholze [Sch15] and Pilloni–Stroh [PS16,
Thm. 0.4] constructs a perfectoid space X ∼ limiXadi . Thus, Theorem 3.3 applies to this inverse
system.
For later purposes, it will be beneficial to formulate Theorem 3.3 for arbitrary semiperverse
sheaves. We only consider the case where the Xi are (the analytifications of) proper schemes over
C, in which we can use the notation set up in § 2.
Corollary 3.7. Let K0 ∈ pD(X0)≤m and Ki := pi∗i0K0 for all i ∈ I. Then
colim
i
Hne´t(Xi,Ki) = 0
for all n > m.
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Proof. For all i ∈ I, we have compatible hypercohomology spectral sequences
Hre´t
(
Xi,H
s(Ki)
)
=⇒ Hr+se´t (Xi,Ki).
By the “colimit lemma” (cf. e.g. [Mit97, Prop. 3.3]), it suffices to check that
colim
i
Hre´t
(
Xi,H
s(Ki)
)
= 0
whenever r + s > m. By Theorem 3.3 and Example 3.12 below, the colimit is 0 when r >
dim suppH s(K0), so the statement follows from the semiperversity condition dim suppH s(K0) ≤
m− s. 
We conclude with two further examples to indicate the limits of our methods.
Example 3.8. We work in Situation 3.2 and assume that X0 is proper. If f0 : Y0 → X0 is a finite
morphism and Yi := Y0×X0 Xi, Theorem 3.3 applied to f0,∗Fp on X0 (which is Zariski-constructible
by [Han17, Prop. 2.3]) shows that colimi Hne´t(Yi,Fp) = 0 for all n > d. In fact, this will be established
independently in Lemma 3.15 as a key step toward the proof of Theorem 3.3. When f0 is only
required to be generically finite, the statement is already false for the blowup of PdC in a point.
More precisely, let Xi := PdC , i ∈ Z≥0, be the inverse system whose transition maps are the
mock Frobenii from Example 3.4. Let Q := [1 : 1 : . . . : 1] and Y0 := BlQ PdC
f0−→ PdC . Since
blowing up commutes with flat base change [SP19, Lem. 0805], Yi is the blowup of PdC in the points
Qi1, . . . , Qipid whose coordinates are all pi-th roots of unity. Let E be the exceptional divisor in Y0
and Ei1, . . . , Eipid the exceptional divisors in Yi.
On cohomology, we have
H2d−2e´t (Yi,Fp) = H
2d−2
e´t (P
d
C ,Fp)⊕
⊕
j
H2d−4e´t (Eij ,Fp),
where the summands coming from the Eij are generated by the pushforwards of c1
(
OEij (1)
)d−2 along
the inclusions Eij ↪→ Xi. Moreover, the pullback of c1
(
OE(1)
)
along Yi → Y0 is ∑j c1(OEij (1)) and
different Chern classes in the sum intersect to 0, so c1
(
OE(1)
)d−2 pulls back to ∑j c1(OEij (1))d−2.
In other words, the transition map
H2d−2e´t (P
d
C ,Fp)⊕H2d−4e´t (E,Fp)→ H2d−2(PdC ,Fp)⊕
⊕
j
H2d−4e´t (Eij ,Fp)
is multiplication by pi on the summand H2d−2e´t (PdC ,Fp), but the diagonal map on H
2d−4
e´t (E,Fp). In
particular, colimi H2d−2e´t (Yi,Fp) 6= 0.
The next example shows why Theorem 3.3 does not hold for more general classes of constructible
sheaves which can be found in [Hub96].
Example 3.9. Let Xi := P1Cp , i ∈ Z≥0, with the transition maps from Example 3.4. Let
ji := Ui ↪→ Xi be the closed unit disc; in particular, Ui ' U0×X0 Xi. We claim that for F0 := j0,!Fp,
we have colimi H2e´t(Xi, Fi) 6= 0.
Let X = P1,perfCp and j : U ↪→ X be the perfectoid inverse limit of the system Xi and Ui, respectively.
Likewise, let Yi := P1C[p , i ∈ Z≥0, be the inverse system of projective lines over C
[
p with relative
Frobenius as transition maps, ki : Vi ↪→ Yi the closed unit discs, and Y ' P1,perfC[p and k : V ↪→ Y
their perfectoid inverse limits. The tilting equivalence [Sch12, Thm. 7.12] [KL15, Cor. 8.3.6] and
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[Sch12, Thm. 7.17, Cor. 7.19] yield a commutative diagram of topoi
V ∼0,e´t V
∼
e´t U
∼
e´t limi U∼i,e´t U∼0,e´t
Y ∼0,e´t Y
∼
e´t X
∼
e´t limiX∼i,e´t X∼0,e´t
k0
∼ '
k
'
j j0
∼ ' '
and thus via base change [SGA4, Lem. XVII.5.1.2] the identification
colim
i
H2e´t(Xi, Fi) ' H2e´t(X, j!Fp) ' H2e´t(Y, k!Fp) ' H2e´t(Y0, k0,!Fp).
Now we can proceed similarly to [Hub96, § 0.2]. We have a short exact sequence of e´tale sheaves
on Y0 = P1C[p
(1) 0→ k0,!Fp → Fp → ι∗Fp → 0,
where ι : W∼e´t,Y0 ↪→ Y ∼0,e´t is the inclusion of the closed subtopos complementary to V ∼0,e´t [SGA4,
§ IV.9.3], which corresponds to W := {x ∈ Y0 | |x| > 1} (in the language of [Hub96], the e´tale topos
of the pseudo-adic space (Y0,W )). By GAGA for rigid e´tale cohomology in the proper case (cf.
[BM18, Cor. 6.18] or [Hub96, Thm. 3.2.10]), the Artin–Schreier sequence, and [SGA4, Cor. X.5.2],
H1e´t(Y0,Fp) ' H2e´t(Y0,Fp) ' 0. Thus, the long exact sequence in cohomology for (1) gives an
isomorphism
H1(We´t,Y0 ,Fp)
∼−→ H2e´t(Y0, k0,!Fp).
Let V := OC[p and V {T} be the henselization of V [T ](mV ,T ). Choose a pseudouniformizer $[ of
V . As in [Hub96, Ex. 0.2.5], we can conclude from [Hub96, Thm. 0.2.4/Thm. 3.2.1] that
H1(We´t,Y0 ,Fp) ' H1e´t
(
SpecV {T}[ 1
$[
]
,Fp
)
.
Next, we show that the e´tale Fp-torsor V {T}
[ 1
$[
]→ (V {T}[ 1
$[
])
[S]/
(
Sp − S − T
$[
)
is non-trivial;
this implies H1e´t
(
SpecV {T}[ 1
$[
]
,Fp
) 6= 0 and hence finishes the proof of the claim.
Note that the map of pairs(
V [T ](mV ,T ), ($
[, T )
)→ (V [T ](mV ,T ), (mV , T ))
induces an isomorphism on henselizations by [SP19, Lem. 0F0L]. Therefore, V [T ](mV ,T ) and V {T}
have isomorphic ($[, T )-adic completions [SP19, Lem. 0AGU]. On the other hand, the ($[, T )-adic
completion of V [T ](mV ,T ) is identified via the string of isomorphisms
lim
n
V [T ](mV ,T )/($
[, T )n ' lim
a,b
V [T ](mV ,T )/($
[,a, T b) ' lim
a,b
(
V [T ]/($[,a, T b)
)
(mV ,T )
' lim
a,b
V [T ]/($[,a, T b) ' lim
b
(
lim
a
V/($[,a)
)
[T ]/(T b)
' lim
b
V [T ]/(T b) ' V JT K
because the chain of ideals ($[,n, Tn) is cofinal with ($[, T )n, localization is exact, (mV , T ) is maximal
and rad
(
($[,a, T b)
)
= (mV , T ), completion commutes with finite sums, and V is $[-adically complete,
respectively. We obtain an induced map θ :
(
V {T}[ 1
$[
])
[S]→ (V JT K[ 1
$[
])
[S] ⊂ (C[pJT K)[S].
Assume that Sp − S − T
$[
= g · h in (V {T}[ 1
$[
])
[S]. Set d := deg(g); this is also the degree of
θ(g) because the degree of Sp − S − T
$[
does not decrease under θ. Since the roots of Sp − S − T
$[
in
(
C[pJT K)[S] are given by α+∑∞ν=0( T$[ )pν , where α ranges over all elements of Fp, the (d− 1)-st
coefficient of g is −∑dµ=1 αµ − d ·∑∞ν=0( T$[ )pν for some (pairwise different) α1, . . . , αd ∈ Fp. As the
image of θ is contained in
(
V JT K[ 1
$[
])
[S], where the coefficients in all appearing power series have
bounded denominators, d ≡ 0 mod p and therefore deg(g) = 0 or deg(h) = 0. However, Sp−S− T
$[
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is not divisible by any non-unit of V {T}[ 1
$[
]
, so either g or h must be a unit. In other words,
Sp− S − T
$[
is irreducible and the torsor V {T}[ 1
$[
]→ (V {T}[ 1
$[
])
[S]/
(
Sp− S − T
$[
)
is non-trivial.
3.2. Base changing perfectoid covers along finite morphisms. In this subsection, we record
some results about certain finite covers of perfectoid spaces which will be crucial in the proof of
Theorem 3.3 and might be of independent interest. If there is a finite morphism Y0 → X0 in
Situation 3.2, we do not know whether the fiber product Y0 ×X0 X exists as an adic space: it is
unclear whether its structure presheaf is a sheaf. Therefore, we will instead use Scholze’s category
of diamonds from [Sch17] in which this fiber product always exists and in fact is represented by
another perfectoid space (Proposition 3.11).
In the setting of this paper, where we work exclusively over the fixed perfectoid ground field C,
a diamond is, in short, a pro-e´tale sheaf on the category of perfectoid spaces over C, which is a
quotient of a perfectoid space by a pro-e´tale equivalence relation (akin to the definition of algebraic
spaces). There is a “diamondification” functor which associates to any analytic adic space Y over C
a diamond Y ♦. We refer to [SW18] for an introduction to these ideas.
The next result is a direct consequence of Bhatt–Scholze’s construction of perfectoidizations of
mixed characteristic rings [BS19].
Proposition 3.10. In Situation 3.2, let Y0 → X0 be a finite morphism. Assume that the Xi =
Spa(Ai, A◦i ) are affinoid rigid spaces, X = Spa(A,A+) for some perfectoid affinoid C-algebra
(A,A+), and Y0 = Spa(B0, B◦0). Then the diamond Y ♦0 ×X♦0 X
♦ is the diamondification of an
affinoid perfectoid space Y .
Proof. Since the diamondification functor from [Sch17, Lem. 15.1] commutes with limits, Y ♦0 ×X♦0
X♦ ' Spd(B,B+), where (B,B+) is the finite (A,A+)-algebra with B = B0 ⊗A0 A and B+ the
integral closure of A+ in B (cf. [Hub96, § 1.4]). As A+ is perfectoid (in the sense of [BMS18,
Def. 3.5]) and A+ → B+ is integral, there exists a universal map B+ → B+perfd from B+ to a
perfectoid ring [BS19, Thm. 10.10, Cor. 8.13]. Consequently, the space Y := Spa
(
B˜, B˜+
)
, where
B˜ := B+perfd
[ 1
$
]
and B˜+ is the integral closure of B+perfd in B˜, is perfectoid and the morphisms
Y → Y0 and Y → X coming from the morphisms of affinoid Tate rings (B0, B◦0) →
(
B˜, B˜+
)
and
(A,A+)→ (B˜, B˜+) induce an isomorphism of diamonds Y ♦ ∼−→ Y ♦0 ×X♦0 X♦. 
The affinoid statement of Proposition 3.10 globalizes by a standard formal argument.
Proposition 3.11. In Situation 3.2, let Y0 → X0 be a finite morphism. Then the diamond
Y ♦0 ×X♦0 X
♦ is the diamondification of a perfectoid space Y .
Proof. Choose an affinoid cover X0 =
⋃
α∈J Uα such that the preimage U˜α ⊆ X of Uα is affinoid
perfectoid for all α. Checking the universal property, we see that U˜α ' X×X0Uα. By Proposition 3.10,
there are perfectoid spaces fα : V˜α → U˜α together with isomorphisms ξα : V˜ ♦α ∼−→ Y ♦0 ×X♦0 U˜
♦
α ; as we
work over a fixed perfectoid ground field, this simply means that V˜ [α represents the latter sheaf.
For all α, β ∈ J , set Uαβ := Uα ∩ Uβ ⊆ X0 and U˜αβ := U˜α ∩ U˜β ⊆ X, and similarly for the triple
intersections Uαβγ and U˜αβγ . Let V˜αβ := f−1α
(
U˜αβ
) ⊆ V˜α. Since V˜αβ ' V˜α ×U˜α U˜αβ, the tilt V˜ [αβ
represents
V˜ ♦α ×U˜♦α U˜
♦
αβ
∼−−−−→
ξαV˜ [αβ
Y ♦0 ×X♦0 U˜
♦
α ×U˜♦α U˜
♦
αβ ' Y ♦0 ×X♦0 U˜
♦
αβ.
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The corresponding strings of isomorphisms for the perfectoid spaces V˜ [βα ⊆ V˜ [β , V˜ [αβ ∩ V˜ [αγ ⊆ V˜ [α, and
V˜ [βα ∩ V˜ [βγ ⊆ V˜ [β yield the following commutative diagram:
Mor
(−, V˜ [αβ ∩ V˜ [αγ) Y ♦0 ×X♦0 U˜♦αβγ Mor(−, V˜ [βα ∩ V˜ [βγ)
Mor
(−, V˜ [αβ) Y ♦0 ×X♦0 U˜♦αβ Mor(−, V˜ [βα).
∼ ∼
ξαV˜ [αβ
∼ ∼
ξβV˜ [βα
By the full faithfulness of the Yoneda functor, the bottom lines are induced by unique isomorphisms
ϕαβ : V˜ [αβ
∼−→ V˜ [βα such that ϕ−1αβ
(
V˜ [βα ∩ V˜ [βγ
)
= V˜ [αβ ∩ V˜ [αγ and the cocycle condition
ϕβγ
∣∣
V˜ [
βα
∩V˜ [
βγ
◦ ϕαβ
∣∣
V˜ [
αβ
∩V˜ [αγ = ϕαγ
∣∣
V˜ [
αβ
∩V˜ [αγ
is satisfied. Using these isomorphisms and the tilting equivalence, we can glue the various V˜α to a
perfectoid space Y .
Moreover, the ξα glue to a morphism ξ : Y ♦ → Y ♦0 ×X♦0 X
♦ because ξβ ◦ ϕ♦αβ = ξα
∣∣
V˜ [
αβ
essentially
by definition. We can check that ξ is an isomorphism after base change along the open cover
Y ♦0 ×X♦0 U˜
♦
α . In that case, this follows from the fact that the ξα are isomorphisms. 
Example 3.12. When Y0 → X0 is a Zariski-closed immersion with corresponding coherent ideal
sheaf J0 ⊂ OX0 , the perfectoid space Y is given in the affinoid setting of Proposition 3.10 by the
Zariski-closed subspace corresponding to the ideal J0(Spa(A0, A◦0)) · A ⊆ A with its perfectoid
structure from [Sch15, Lem. 2.2.2]; cf. also [BS19, Rmk. 7.5]. In the general setting of Proposition 3.11,
these spaces glue again to Y ⊂ X by universality. Moreover, since the ideal sheaves Ji = J0 · OXi
of Y0 ×X0 Xi ⊆ Xi are coherent, we get from the construction in [Sch15, Lem. 2.2.2] and [Sch12,
Prop. 7.16] that
Y ∼ lim
r≥0
{
x ∈ X | |t(x)| ≤ |$|r for all t ∈ (J0 · OX)x}
∼ lim
r≥0
lim
i
{x ∈ Xi | |t(x)| ≤ |$|r for all t ∈Ji,x}
∼ lim
i
(Y0 ×X0 Xi).
In other words, Situation 3.2 is preserved under base change to Zariski-closed subspaces.
The isomorphism Y ♦ ' Y ♦0 ×X♦0 X
♦ yields, via projection to the two factors and the definition of
the diamonds Y ♦0 and X♦, morphisms of adic spaces Y → Y0 and Y → X. Setting Yi := Y0 ×X0 Xi
for all i ∈ I, we obtain an inverse system of maps Y → Yi.
Lemma 3.13. For all e´tale sheaves F0 on Y0 with pullback Fi to Yi and F to Y , the natural map
colimi Hn(Yi, Fi)→ Hn(Y, F ) is an isomorphism.
Proof. By [Sch17, Lem. 15.6], the diamonds Y ♦i associated with Yi are spatial and the diamondifica-
tion functor induces a natural equivalence of sites Y ♦i,e´t
∼−→ Yi,e´t. Denoting the pullbacks of the Fi
and F under these equivalences by F♦i and F♦, respectively, it therefore suffices to show that the
natural map
colim
i
Hne´t
(
Y ♦i , F
♦
i
)→ Hne´t(Y ♦, F♦)
is an isomorphism. But
lim
i
Y ♦i = Y
♦
0 ×X♦0 limi X
♦
i ' Y ♦0 ×X♦0 X
♦,
so the statement follows from [Sch17, Prop. 14.9] and Proposition 3.11. 
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Example 3.14. By [CGH+18, § 2.3], any locally spatial diamond ∆ over Spd(C,OC) can be
equipped with an integral structure sheaf O+∆ of OC-modules on its quasi-pro-e´tale site ∆qproe´t,
defined in [Sch17, Def. 14.1]. Moreover, the quotient sheaf O+∆/$ is e´tale, that is, in the image
of the fully faithful pullback functor ∆∼e´t → ∆∼qproe´t. When ∆ = Z♦ is the diamondification of a
rigid space Z, the pullback functor Z∼e´t → Z♦,∼e´t (obtained from the equivalence of site Z♦e´t ∼−→ Ze´t)
identifies the sheaf of almost OC-modules
(
O+Z /$
)a with (O+
Z♦/$
)a [CGH+18, Lem. 2.3.3].
This discussion applies to the setting of Lemma 3.13 as follows: When F0 =
(
O+Y0/$
)a, chasing
through the diagram
Y ♦i,qproe´t Y
♦
i,e´t Yi,e´t
Y ♦0,qproe´t Y
♦
0,e´t Y0,e´t
∼
ρi
∼
shows that the pullback Fi = ρ∗iF0 is given by
(
O+Yi/$
)a because the diamondification ρ♦i : Y ♦i → Y ♦0
of the finite morphism Yi → Y0 is quasi-pro-e´tale [CGH+18, Prop. 2.3.4]. Therefore, the natural
map colimi Hn
(
Yi,O
+
Yi
/$
)→ Hn(Y,O+Y /$) is an almost isomorphism by Lemma 3.13.
3.3. Proof of Theorem 3.3. We begin with the following key assertion, whose proof is inspired
by [Sch15, § 4.2].
Lemma 3.15. In Situation 3.2, let Y0 → X0 be a finite morphism and Yi := Y0 ×X0 Xi for all
i ∈ I. Assume that X0 is proper. Then for all n > d
colim
i
Hne´t(Yi,Fp) = 0.
Proof. It suffices to show that the free OC/p-module
colim
i
Hne´t(Yi,Fp)⊗Fp OC/p
is almost zero for all n > d. By Scholze’s primitive comparison theorem [Sch13, Thm. 3.17] (here
properness of the Xi is crucial!) and Example 3.14, there is an almost isomorphism
colim
i
Hne´t(Yi,Fp)⊗Fp OC/p ∼−→ colim
i
Hne´t(Yi,O+Yi/p)
∼−→ Hne´t(Y,O+Y /p),
where Y is the perfectoid space from Proposition 3.11. The Cˇech-to-derived functor spectral sequence
for an affinoid perfectoid cover of Y and [Sch12, Prop. 6.14, Prop. 7.13] or [KL15, Prop. 8.3.2.(c)]
show that there is an almost isomorphism of cohomology groups Hne´t(Y,O+Y /p)a ' Hn(Y,O+Y /p)a for
the e´tale and analytic topology. However, since Y ♦ ' Y ♦0 ×X♦0 X
♦ ' limi Y ♦i and thus |Y | ' limi|Yi|
[Sch17, Lem. 11.22, Lem. 15.6] and since the cohomological dimension of the |Yi| is at most dimYi = d
[Sch92, Cor. 4.6], the statement follows; cf. the proof of [Sch15, Cor. 4.2.2]. 
Remark 3.16. In the proof of Lemma 3.15, we could have proceeded along the lines of [CGH+18]
and used Proposition 3.10 directly instead of referring to the global statements of Proposition 3.11
and Example 3.14. Namely, we can simply define the spatial diamond Y ♦ := limi Y ♦i ; the natural
map
colim
i
Hne´t(Y ♦i ,O+Y ♦i
/p)→ Hne´t(Y ♦,O+Y ♦/p)
is still an isomorphism by [Sch17, Prop. 14.9]. The morphism pi : Y ♦e´t → |Y ♦0 | = |Y0| from the e´tale
site of Y ♦ to the analytic site of Y0 induces an isomorphism
RΓe´t(Y ♦,O+Y ♦/p) ' RΓ
(|Y0|,Rpi∗(O+Y ♦/p)).
Since the cohomological dimension of |Y0| is at most dimY0 = d [Sch92, Cor. 4.6], we are left to
prove that Ripi∗(O+Y ♦/p)
a = 0 for all i > 0. This statement can be checked locally on |Y0| [Sch17,
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Cor. 16.10], so we may assume that we are in the affinoid situation of Proposition 3.10 and conclude
with [Sch12, Prop. 7.13] or [KL15, Prop. 8.3.2.(c)].
At last, we can finish the proof of Theorem 3.3 by reducing the assertion to Lemma 3.15 via a
standard de´vissage argument.
Proof of Theorem 3.3. It suffices to prove the following statement for all d ≥ 0 and all n > d via
ascending induction on d and descending induction on n:
(Vd,n) colim
k
Hne´t(Xk, Fk) = 0.
The base case n > 2d is [Hub96, Cor. 2.8.3]. For the inductive step, we fix d > 0 and n > d and
assume (Vd′,n′) for all d′, n′ such that either d′ < d and n′ > d′, or d′ = d and n′ > n.
First, by the topological invariance of the e´tale site and Example 3.12, we may, after possibly
replacing Xk with X0,red×X0 Xk, assume that X0 is reduced. Choose a dense, Zariski-open subspace
j0 : U0 ↪→ X0 for which j∗0F0 is locally constant. By shrinking U0 if necessary, we can ensure that U0
is normal; cf. [Con99, Thm. 2.1.2]. Let i0 : Z0 ↪→ X0 be the inclusion of the complement of U0 with
its reduced closed subspace structure. For all k ∈ I, define Uk := U0×X0 Xk, Zk := Z0×X0 Xk, and
let jk : Uk ↪→ Xk and ik : Zk ↪→ Xk be the projections to the second factor.
By Example 3.12, there is a perfectoid space Z with Z ∼ limk Zk. Thus, by the induction hy-
pothesis, colimk Hn
′
e´t (Xk, ik,∗i∗kFk) = colimk Hn
′
e´t (Zk, pi∗k0i∗0F0) = 0 for n′ > d− 1. Taking cohomology
of the direct system of short exact sequences
0→ jk,!j∗kFk → Fk → ik,∗i∗kFk → 0,
we see that the resulting map
colim
k
Hne´t(Xk, jk,!j∗kFk)→ colim
k
Hne´t(Xk, Fk)
is an isomorphism. Since jk,!j∗kFk ' pi∗k0j0,!j∗0F0 by proper base change, we may assume that
F0 = j0,!L for some local system L on U0.
In this case, we can choose a finite e´tale cover f0 : V0 → U0 for which f∗0L ' F⊕rp . Let ν0 : X˜0 → X0
be the normalization of X0; then ν0 is an isomorphism over U0 (see e.g. [Con99, § 2] for basic
facts about normalizations of rigid spaces). By [Han17, Thm. 1.6], f0 can be extended to a finite
cover f¯0 : Y0 → X˜0. Denote by ¯0 : V0 ↪→ Y0 the induced open immersion. The trace map yields a
surjective morphism
(2) ν0,∗f¯0,∗¯0,!F⊕rp ' j0,!f0,∗F⊕rp ' j0,!f0,∗f∗0L j0,!L.
Let K denote the kernel of this map. For all k ∈ I, set X˜k := X˜0 ×X0 Xk, Vk := V0 ×X0 Xk, and
Yk := Y0 ×X0 Xk. The projections νk : X˜k → Xk are still isomorphisms over Uk. We obtain finite
e´tale covers fk : Vk → Uk extending to finite covers f¯k : Yk → X˜k and open immersions ¯k : Vk ↪→ Yk
as base changes from the respective morphisms over X0.
Since ν0, f0, and f¯0 are finite, proper base change shows that pulling back (2) along pik0 yields a
direct system of short exact sequences
0→ pi∗k0K → νk,∗f¯k,∗¯k,!F⊕rp → pi∗k0j0,!L→ 0,
From the induction hypothesis (Vd,n+1), we know that colimk Hn+1e´t (Xk, pi∗k0K) = 0. It remains to
show that colimk Hne´t(Xk, νk,∗f¯k,∗¯k,!F⊕rp ) = colimk Hne´t(Yk, ¯k,!F⊕rp ) = 0 as well.
Let Ak := Zk ×Xk Yk and ı¯k : Ak ↪→ Yk be the projection to the second factor. Consider the short
exact sequences
0→ ¯k,!F⊕rp → F⊕rp → ı¯k,∗F⊕rp → 0
on Yk. Lemma 3.15 applied to the systems of finite morphisms Yk → Xk and Ak → Zk shows that
colimk Hn−1
(
Yk, ı¯k,∗F⊕rp
)
=
(
colimk Hn−1(Ak,Fp)
)⊕r = 0 and colimk Hne´t(Yk,F⊕rp ) = 0, respectively,
whence the claim. 
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4. Vanishing from ramification of the boundary divisor
Throughout this section, we work over a fixed algebraically closed field k.
Definition 4.1. Let Y be a smooth Deligne–Mumford stack over k. A normal crossings divisor on
Y is an effective Cartier divisor D ⊂ Y such that for any y ∈ Y (k), there is an integer 0 ≤ γ ≤ d
and an isomorphism
O∧Y ,y ' kJt1, . . . , tdK
under which the restriction of D to SpecO∧Y ,y is identified with {t1 · · · tγ = 0}.
Note that if Y is a scheme, Definition 4.1 agrees with the usual one by [SP19, Lem. 0CBS] and
Artin approximation. We will use the following notion from [AVA18, Def. 4.2].
Definition 4.2. Let pi : Y ′ → Y be a proper and quasi-finite morphism of smooth Deligne–Mumford
stacks over k. Let D ⊂ Y be a normal crossings divisor. Then pi is called m-ramified over D if for
all y ∈ Y ′(k) the induced map pi∗ : O∧Y ,pi(y) → O∧Y ′,y can be identified with a morphism
kJt1, . . . , tdK→ kJt1, . . . , tdK
such that the restriction of D to SpecO∧Y ,pi(y) is given by {t1 · · · tγ = 0} and there exist units
νi ∈ kJt1, . . . , tdK with pi∗(ti) = νitmi for all 1 ≤ i ≤ γ.
Example 4.3. If Y ′ = Y = PNk , the mock Frobenius
pi : PNk → PNk , [x0 : · · · : xN ] 7→ [xp0 : · · · : xpN ]
from Example 3.4 is p-ramified over the divisor of coordinate hyperplanes D := {x0 · · ·xN = 0}.
From now on assume char k 6= p. The importance of Definition 4.2 lies in the following calculation.
Lemma 4.4. Let Y := Spec kJt1, . . . , tdK and D be the divisor {t1 · · · tγ = 0} for some 0 ≤ γ ≤ d.
Set U := Y r D. Let pi : Y → Y be a morphism such that for all 1 ≤ r ≤ γ there exist units
νr ∈ kJt1, . . . , tdK with pi∗(tr) = νrtpr. Then the induced map
pi∗U : Hi(U,Fp)→ Hi(U,Fp)
is 0 for all i > 0.
Proof. For all 1 ≤ r ≤ γ, let Ur := Y r {tr = 0}. By cohomological purity (and the assumption on
char k), H1(Ur,Fp) ' Fp and the natural map
i∧(⊕γr=1 H1(Ur,Fp))→ Hi(U,Fp)
given by the cup product is an isomorphism; see e.g. [SGA4, Thm. XIX.1.2] or [ILO14, Cor. XVI.3.1.4]
for the most general version. Thus, we may assume γ = 1 and i = 1.
Since zp − t1 is irreducible in
(
kJt1, . . . , tdKt1)[z], the group H1(U,Fp) is (under the non-canonical
isomorphism Fp ' µp) generated by the class of the µp-torsor
Spec kJt1,...,tdKt1 [z](zp−t1) → Spec kJt1, . . . , tdKt1 .
Its image under pi∗U is the class of µp-torsor
Spec kJt1,...,tdKt1 [z](zp−ν1tp1) → Spec kJt1, . . . , tdKt1 .
However, this torsor is trivial because the unit ν1 has a p-th root λ1 ∈ kJt1, . . . , tdK by Hensel’s
lemma and thus
zp − ν1tp1 =
∏
ζ∈µp(k)
(z − ζλ1t1). 
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Theorem 4.5. Let Yn, n ∈ Z≥0, be a projective system of smooth, tame Deligne–Mumford stacks
of finite type over k with proper and quasi-finite transition maps pimn : Ym → Yn for all m ≥ n.
Let Λ0 be an e´tale Fp-local system on Y0 and Λn := pi∗n0Λ0. Assume there exist normal crossings
divisors Dn ⊂ Yn such that Dm = (pi∗mnDn)red and pin+1,n is p-ramified over Dn for all n. Set
Un := Yn rDn. Then the natural map
colim
n
Hi(Yn,Λn)→ colim
n
Hi(Un,Λn)
is an isomorphism for all i ≥ 0.
Throughout the proof, we denote by jn : Un ↪→ Yn and in : Dn ↪→ Yn the canonical inclusions. To
simplify notation, we moreover set pin := pin0. The strategy of the proof is as follows. By the Gysin
sequence, the assertion is implied by hocolimn Rpin,∗in,∗Ri!nΛn ' 0, which amounts to the vanishing
of colimnH `
(
Rpin,∗in,∗Ri!nΛn
)
y0
for all ` and all y0 ∈ Y (k). In fact, we show that any composition
of ` transition maps in the latter directed systems is 0, which can be checked on completions by a
standard reduction.
Thus, we first treat the complete, local picture. Let y0 ∈ Y0(k). Choose a system of points
ym ∈ Ym(k) with pim+1,m(ym+1) = ym for all m ≥ 0. Set Vm := SpecO∧Ym,ym . Let Zm ⊂ Vm be the
restriction of Dm to Vm and Um := Vm r Zm ⊆ Vm be its complement.
Let Hm := Aut(ym) be the automorphism group scheme of ym. It acts naturally on Vm. Since
Dm ⊂ Ym is a substack, Um and Zm are invariant under this action. We obtain diagrams
[Um/Hm] [Vm/Hm] [Zm/Hm]
[U0/H0] [V0/H0] [Z0/H0] ,
ˆm
pˆim
ıˆm
ˆ0 ıˆ0
where ˆm is an open and ıˆm a closed immersion. Denote the pullback of Λm to [Vm/Hm] by Λ̂m; we
have Λ̂m = pˆi∗mΛ̂0 for all m ≥ 0.
Lemma 4.6. For any `, n ≥ 0, the pullback morphism
H `
(
(Rpˆin,∗ıˆn,∗Rıˆ!nΛ̂n)y0
)→H `((Rpˆin+`,∗ıˆn+`,∗Rıˆ!n+`Λ̂n+`)y0)
of Fp-vector spaces is 0.
Here, the stalk at y0 is understood to be the derived pullback under y0 : Spec k → Y0.
Proof. For any m ≥ 0, the exceptional inverse image fits into the distinguished triangle
(3) (Rpˆim,∗Λ̂m)y0 → (Rpˆim,∗Rˆm,∗ˆ∗mΛ̂m)y0 →
(
Rpˆim,∗ıˆm,∗Rıˆ!mΛ̂m
)
y0
[1]→ .
Set Km := ker(Hm → H0). Via base change (cf. e.g. [ACV03, Thm. A.0.2]) across the diagram of
fiber squares
[Um/Km] [Um/Hm]
[Spec k/Km] [Vm/Km] [Vm/Hm]
Spec k V0 [V0/H0]
ˆ′
α′
ˆm
ρˆ
y˜m
pˆi′
αm
pˆim
y˜0 α0
(in which y˜0 is the lift of y0 and α0 is the canonical e´tale atlas), (3) is identified with
Rρˆ∗y˜∗mpˆi′,∗α∗0Λ̂0 → Rρˆ∗y˜∗mRˆ′∗ˆ′,∗pˆi′,∗α∗0Λ̂0 →
(
Rpˆim,∗ıˆm,∗Rıˆ!mΛ̂m
)
y0
[1]→ .
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Since V0 is strictly henselian, α∗0Λ̂0 ' F⊕rp , where r is the rank of Λ0. Thus, y˜∗mpˆi′,∗α∗0Λ̂0 '
F⊕rp with the trivial Km-action and y˜∗mRˆ′∗ˆ′,∗pˆi′,∗α∗0Λ̂0 ' RΓ(Um,F⊕rp ) with Km-action induced
by the Km-action on Um. Moreover, y˜∗mpˆi′,∗α∗0Λ̂0 → y˜∗mRˆ′∗ˆ′,∗pˆi′,∗α∗0Λ̂0 is the natural morphism
τ≤0
(
RΓ(Um,F⊕rp )
) → RΓ(Um,F⊕rp ), where τ denotes the truncation with respect to the natural
t-structure on the derived category of Fp[Km]-modules [BBD82, Prop. 1.3.3]. This proves(
Rpˆim,∗ıˆm,∗Rıˆ!mΛ̂m
)
y0
' Rρˆ∗
(
τ>0
(
RΓ(Um,F⊕rp )
))
[−1] ' RΓ(Km, τ>0(RΓ(Um,F⊕rp )))[−1]
and hence H `
(
(Rpˆim,∗ıˆm,∗Rıˆ!mΛ̂m)y0
) ' H`−1(Km, τ>0(RΓ(Um,F⊕rp ))).
It remains to show that the pullback morphism
pˆi∗n+`,n : H`−1
(
Kn, τ
>0(RΓ(Un,F⊕rp )))→ H`−1(Kn+`, τ>0(RΓ(Un+`,F⊕rp )))
is 0 for all `. For n ≤ m ≤ n+`−1, pˆi∗m+1,m is induced by the natural morphism of hypercohomology
spectral sequences
Hp
(
Km,H q
(
τ>0(RΓ(Um,F⊕rp ))
))
H`−1
(
Km, τ
>0(RΓ(Um,F⊕rp ))
)
Hp
(
Km+1,H q
(
τ>0(RΓ(Um+1,F⊕rp ))
))
H`−1(Km+1, τ>0(RΓ(Um+1,F⊕rp ))
)
.
=⇒
H q(pˆi∗m+1,m) pˆi
∗
m+1,m
=⇒
This follows from the functoriality properties of the Cartan–Eilenberg resolution, which is used in
the construction of the hypercohomology spectral sequence, and of the injective resolutions from
which the pullback maps are computed.
The morphisms
H q
(
RΓ(Um,F⊕rp )
)→H q(RΓ(Um+1,F⊕rp ))
of Fp[Km+1]-modules are 0 for all q > 0: this can be checked on the e´tale cover Spec k →
[Spec k/Km+1], where it follows from Definition 4.2, Lemma 4.4, and the additivity of the cohomology
functors. Therefore, the morphisms between the second pages are 0, and so are the morphisms
between the graded rings associated to the induced `-step filtrations of the abutments. Consequently,
pˆi∗n+`,n = pˆi∗n+`,n+`−1 ◦ · · · ◦ pˆi∗n+1,n = 0. 
We return to the setting of Theorem 4.5.
Lemma 4.7. For all y0 ∈ Y0(k) and all `, n ≥ 0, the pullback morphism
H `
(
Rpin,∗in,∗Ri!nΛn
)
y0
→H `(Rpin+`,∗in+`,∗Ri!n+`Λn+`)y0
of Fp-vector spaces is 0.
Proof. For all m ≥ 0, let Ym be the coarse space of Ym and p¯im : Ym → Y0 be the map induced
by pim. For any ym ∈ Ym(k), the corresponding point in Ym(k) will be denoted by y¯m. Let
Y ∧m,ym := Ym ×Ym SpecO∧Ym,y¯m be the completion of Ym at ym. In the previous notation, we have
Y ∧m,ym = [Vm/Hm], and similarly Um ×Ym Y ∧m,ym = [Um/Hm] and Dm ×Ym Y ∧m,ym = [Zm/Hm] (cf.
the proof of [Ols16, Thm. 11.3.1]).
The maps p¯im : Ym → Y0 are still quasi-finite and proper, hence finite. Thus, by the theorem on
formal functions
Y ∧0,y¯0 ×Y0 Ym ' Spec
(
p¯i∗OYm
)∧
y¯m
'
⊔
p¯im(y¯m)=y¯0
Y ∧m,y¯m .
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As Y ∧0,y0 ×Y0 Ym '
(
Y ∧0,y¯0 ×Y0 Ym
)×Ym Ym, the diagram⊔
pim(ym)=y0 Y
∧
m,ym Ym
Y ∧0,y0 Y0
is cartesian.
Since y0 : Spec k → Y0 factors through Y ∧0,y0 , Lemma 4.8 shows that theH `
(
Rpim,∗im,∗Ri!mΛm
)
y0
as well as the morphisms between them may be computed on completions. The statement therefore
follows from Lemma 4.6 and exactness of the stalk functor. 
Lemma 4.8. Let f : W → Y be a morphism of finite type between noetherian Deligne–Mumford
stacks over k. Assume the coarse moduli space Y of Y is excellent. Let y ∈ Y (k), giving rise to the
cartesian square
W ×Y Y ∧y W
Y ∧y Y .
h′
fˆ f
h
Let F be an e´tale abelian torsion sheaf on W whose torsion order is invertible in k. Then
(i) h∗Rf∗F ' Rfˆ∗h′,∗F
(ii) If f is a closed immersion, h∗f∗Rf !F ' fˆ∗Rfˆ !h∗F .
Proof. (i). By Ne´ron–Popescu desingularization [Pop86] and excellence of Y , the natural map
Y ∧y → Y is a cofiltered limit of smooth morphisms. Taking fiber products with Y , we see that
h : Y ∧y → Y is a cofiltered limit of smooth morphisms hν : Yν → Y . For each such morphism, we
have the following fiber square:
W ×Y Yν W
Yν Y .
h′ν
fν f
hν
Let further qν : Y ∧y → Yν denote the canonical morphisms. By smooth base change,
h∗Rf∗F ' hocolim q∗νh∗νRf∗F ' hocolim q∗νRfν,∗h′,∗ν F ' Rfˆ∗h′,∗F.
(ii). Let j : U ↪→ Y be the complement of W with its canonical open substack structure. By (i),
h∗Rj∗j∗F ' Rˆ∗ˆ∗h∗F . Using the exact triangles
h∗f∗Rf !F → h∗F → h∗Rj∗j∗F → and fˆ∗Rfˆ !h∗F → h∗F → Rˆ∗ˆ∗h∗F →,
we see that likewise h∗f∗Rf !F ' fˆ∗Rfˆ !h∗F . 
Proof of Theorem 4.5. The projective system Yn gives rise to the distinguished triangle
hocolim
n
Rpin,∗in,∗Ri!nΛn → hocolimn Rpin,∗Λn → hocolimn Rpin,∗Rjn,∗j
∗
nΛn → .
It suffices to show that H `(hocolimn Rpin,∗in,∗Ri!nΛn) = 0 for all `. This can be checked on the
stalks at all finite type points y0 ∈ Y0(k). By [SP19, Lem. 0CRK] and the cocontinuity of pullback
functors, H `(hocolimn Rpin,∗in,∗Ri!nΛn)y0 ' colimnH `
(
Rpin,∗in,∗Ri!nΛn
)
y0
, so that the assertion
follows from Lemma 4.7. 
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Inspired by Theorem 3.3, one might try to generalize Theorem 4.5 and ask whether for an
arbitrary constructible sheaf F0 on Y0 with pullbacks Fn to Yn, the natural map
colim
n
Hi(Yn, Fn)→ colim
n
Hi(Un, Fn)
is still an isomorphism for all i ≥ 0. Any such hope is quickly shattered by the next example.
Example 4.9. Let Yn := P1k for all n ∈ Z≥0, with the transition maps given by the mock
Frobenii from Example 3.4 and hence p-ramified as in Example 4.3. Let i0 : Spec k ↪→ Y0 be
the inclusion of the closed point [0 : 1] ∈ P1k. The pullback of i0 to Yn is the closed immersion
in : Spec k[x]/
(
xp
n)
↪→ P1k corresponding to the pn-th infinitesimal thickening of [0 : 1] in P1k. For
F0 := i0,∗Fp, we have Fn = in,∗Fp. Let Un be the complement of [0 : 1] in Yn. Then by the
topological invariance of the e´tale site,
colim
n
H0(Yn, Fn) ' colim
n
H0
(
Spec k[x]/
(
xp
n)
,Fp
) ' colim
n
H0(Spec k,Fp) = Fp,
whereas Fn
∣∣
Un
' 0 and thus colimn H0(Un, Fn) ' 0. Hence, the map from Theorem 4.5 is not an
isomorphism in this case.
5. Moduli spaces of curves
5.1. The moduli problems. We review different moduli spaces of curves from the literature, in
part to fix some notation. Let k be an algebraically closed field. Fix an integer g ≥ 2. We begin with
a stack-theoretic version of stable curves, which in this generality is taken from [AOV11, Def. 2.1,
Prop. 2.3].
Definition 5.1. A twisted curve is a flat, proper, tame algebraic stack C → S such that each
geometric fiber Cs¯ satisfies the following conditions:
(i) Cs¯ is purely 1-dimensional and connected;
(ii) The coarse moduli space Cs¯ is a nodal curve;
(iii) The natural map Cs¯ → Cs¯ is an isomorphism over the smooth locus of Cs¯;
(iv) For the strictly henselian local ring OshCs¯,x at a node x ∈ Cs¯, there is m ∈ Z>0 such that
C shs¯,x := Cs¯ ×Cs¯ SpecOshCs¯,x '
[
Spec(k[z, w]/(zw))sh/µm
]
,
where ζ ∈ µm acts on Spec(k[z, w]/(zw))sh by z 7→ ζz and w 7→ ζ−1w.
Definition 5.2 ([ACV03, Def. 6.1.1]). Let m ∈ Z>0. A pre-level-m curve is a twisted curve C → S
whose coarse moduli space is a stable curve and whose geometric fibers have trivial stabilizer at
each separating node and stabilizer µm at each non-separating node.
Pre-level-m curves without non-trivial stabilizers are exactly the curves of compact type.
Definition 5.3. A stable curve C → S is of compact type if each geometric fiber Cs¯ satisfies one of
the following equivalent conditions:
(i) The Jacobian J(Cs¯) is compact;
(ii) All nodes of Cs¯ are separating;
(iii) The dual graph of Cs¯ is a tree.
From now on, we will assume that m ∈ Z>0 is invertible in k. In that case, we can endow
pre-level-m curves with level structures.
Definition 5.4 ([ACV03, § 6]). Let f : C → S be a pre-level-m curve of genus g. A full level-m
structure on C is the choice of a symplectic isomorphism of local systems
R1f∗(Z/mZ) ∼−→ (Z/mZ)2g.
We consider the following smooth Deligne–Mumford stacks:
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Mg moduli stack of smooth curves of genus g over k
M cg moduli stack of curves of compact type of genus g over k
Mg moduli stack of stable curves of genus g over k
Mg[m] moduli stack of smooth curves of genus g over k with full level-m structure
M cg [m] moduli stack of curves of compact type of genus g over k with full level-m structure
Mg[m] moduli stack of pre-level-m curves of genus g over k with full level-m structure.
We use Roman letters (i.e., Mg, M cg , etc.) for the corresponding coarse spaces. By covering space
theory, Mg[m] can be identified with the stack of connected (Z/mZ)2g-torsors over twisted curves
with stable coarse moduli space, rigidified along (Z/mZ)2g [ACV03, Thm. 6.2.4]. There are natural
open embeddings Mg ⊂M cg ⊂Mg. The natural covers Mg[m]→Mg and M cg [m]→M cg are finite
e´tale. Although the cover Mg[m]→Mg is flat, proper, and quasi-finite [ACV03, Cor. 3.0.5], it is
not representable [ACV03, Rem. 5.2.4.(b)] and highly ramified over Mg rM cg (see Lemma 5.11).
5.2. Local structure of Mg[m]. Next, we summarize the description of the complete, local picture
from § 4 for a given point y ∈Mg[m](k) in a sequence of well-known lemmas. Most of what follows
can be found in [ACV03].
Fix m ∈ Z>0 invertible in k. Set G := (Z/mZ)2g. The datum parametrized by y is a pre-level-m
curve C over k of genus g together with a full level-m structure H1(C ,Z/mZ) ∼−→ G, or equivalently
a connected G-torsor P → C . Let C be the coarse space of C . Assume that C has non-separating
nodes x1, . . . , xγ and separating nodes xγ+1, . . . , xδ.
Since Mg[m] is Deligne–Mumford and P → C is e´tale, O∧Mg [m],y is the universal deformation ring
of C . Let C→ SpecO∧
Mg [m],y
be the universal curve.
Lemma 5.5. (i) The completed local ring O∧
Mg [m],y
is regular and of dimension 3g − 3.
(ii) There is an isomorphism O∧
Mg [m],y
' kJt1, . . . , t3g−3K such that the locus over which the node
xi persists in C is {ti = 0}.
Proof. (i). Since O∧
Mg [m],y
is the universal deformation ring of C , both properties follow from the
usual analysis of the deformation theory of C ; see [ACV03, § 3].
(ii). The local-to-global Ext spectral sequence decomposes the tangent space Ext1(Ω1C ,OC ) of
O∧
Mg [m],y
via the short exact sequence
(4) 0→ H1(C ,TC )→ Ext1
(
Ω1C ,OC
)→ δ∏
i=1
Ext1
(
Ω1,∧C ,xi ,O
∧
C ,xi
)→ 0
into a “global contribution” from the left and a “local contribution” from the right term; cf.
[DM69, Prop. 1.5]. To analyze the local part, note that for each node xi, the completed local ring
O∧C ,xi ' kJz, wK/(zw) of C at xi admits the universal formal deformation kJz, w, tiK/(zw− ti). Thus,
the universal deformation ring of the node is given by kJtiK and its tangent space Ext1(Ω1,∧C ,xi ,O∧C ,xi)
is of dimension 1.
Since the O∧C,xi are deformations of O
∧
C ,xi
, there are natural morphisms ϕi : kJtiK → O∧Mg [m],y.
Their completed tensor product
ϕ1⊗̂ · · · ⊗̂ϕδ : kJt1, . . . , tδK→ O∧Mg [m],y
is formally smooth because its tangent map from (4) is surjective. Therefore, we can choose an
isomorphism O∧
Mg [m],y
' Spec kJt1, . . . , t3g−3K so that ϕi is identified with the inclusion of the i-th
coordinate for all 1 ≤ i ≤ δ. In particular, the node xi persists over {ti = 0} in C. 
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Corollary 5.6. The locus Dm := Mg[m]rM cg [m] of curves not of compact type with its reduced
closed substack structure is a normal crossings divisor in Mg[m] whose pullback to O∧Mg [m],y is given
by {t1 · · · tγ = 0} under the isomorphism from Lemma 5.5.(ii).
We refer to Definition 4.1 for the notion of a normal crossings divisor on a smooth Deligne–
Mumford stack.
Lemma 5.7. When m ≥ 3, the automorphism group AutG(P → C ) of the G-torsor P → C is
G×Hy, where Hy is a subgroup of AutC(C ).
Proof. As m ≥ 3, a lemma of Serre shows that AutG(P → C ) is contained in the group AutC(P → C )
of automorphism of P → C which act trivially on the underlying coarse space C [ACV03, Lem. 7.2.1].
By [ACV03, Lem. 7.3.3], the sequence
1→ AutC (P )→ AutC(P → C )→ AutC(C )→ 1
is split exact. Since AutG(P → C ) is the centralizer of AutC (P ) ' G in AutC(P → C ) and G is
abelian, the statement follows with Hy := ker(AutC(C )→ Aut(G)). 
Corollary 5.8. The completion of Mg[m] at y for m ≥ 3 is given by
Mg[m]∧y := Mg[m]×Mg [m] SpecO∧Mg [m],y ' [Spec kJt1, . . . , t3g−3K/Hy] ,
with the open substacks M cg [m] ×Mg [m] Mg[m]∧y and Mg[m] ×Mg [m] Mg[m]∧y corresponding to the
loci
[
(Spec kJt1, . . . , t3g−3Kt1···tγ )/Hy] and [(Spec kJt1, . . . , t3g−3Kt1···tδ)/Hy], respectively.
Proof. As in Lemma 4.7, the proof of [Ols16, Thm. 11.3.1] showsMg[m]∧y '
[
SpecO∧
Mg [m],y
/Aut(y)
]
.
Since Mg[m] is rigidified along G, we have Aut(y) ' Hy by Lemma 5.7. Now use Lemma 5.5. 
We will need a more concrete description of AutC(C ) in Example 6.13.
Lemma 5.9 ([ACV03, § 7.1]). There is an isomorphism
AutC(C ) '
γ∏
i=1
µm;
if U := Spec(k[z, w]/(zw))sh is an e´tale atlas for the strict henselization C shxi at a non-separating
node xi as in Definition 5.1, the automorphisms from the i-th factor act trivially on C r {xi}, and
on C shxi as
AutCshxi C
sh
xi ' (AutU/µm U)/(Aut[U/µm] U) ' µ2m/µm ' µm.
Example 5.10. Lemma 5.9 leads to a hands-on description of Hy when k = C. Let C∆ → ∆ be a
deformation of C over a small polydisc ∆ with smooth general fiber Cη. For 1 ≤ i ≤ γ, let ci be the
vanishing cycle of Cη corresponding to the node xi of C. A full level-m structure on C induces an
isomorphism G ' H1(Cη,Z/mZ). With this identification, we can pick (ζ1, . . . , ζγ) ∈ ∏γi=1 µm '
AutC(C ) such that ζi acts on G via the Dehn twist
H1(Cη,Z/mZ)→ H1(Cη,Z/mZ), α 7→ α+ (α · ci)ci
[ACV03, Lem. 7.3.3]. Since the intersection pairing on H1(Cη,Z) is unimodular and the vanishing
cycles form part of a basis, Hy ' ker
(⊕
i H1(ci,Z/mZ)→ H1(Cη,Z/mZ)
)
.
From the long exact sequence in homology for the pair
(
C,
⋃
i ci
)
, we see further that Hy '
im
(
H2(Cη,
⋃
i ci; Z/mZ) →
⊕
i H1(ci,Z/mZ)
)
. Let ν be the number of irreducible components
of C. Then Cη r
(⋃
i ci
)
has ν − (δ − γ) connected components C1, . . . , Cν−δ+γ . In particular,
H2(Cη,
⋃
i ci; Z/mZ) '
⊕
j Z/mZ · [Cj ], where [Cj ] denotes the fundamental class of the closure of
Cj in Cη.
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Let Γ be the dual graph of C. Let Γ′ be the graph obtained from Γ by contracting all bridges.
Its vertices correspond to the connected components Cj and its edges to the non-separating
nodes xi. After fixing compatible orientations for the ci and Γ′, we can identify the complex
H2(Cη,
⋃
i ci; Z/mZ) →
⊕
i H1(ci,Z/mZ) with the cellular cochain complex C0(Γ′,Z/mZ) →
C1(Γ′,Z/mZ). In particular, Hy is a free Z/mZ-module of rank γ−b1(Γ′) = γ−b1(Γ) = γ−δ+ν−1,
as can also be seen directly from the long exact homology sequence.
5.3. Towers of moduli spaces. Assume char k 6= p. For each n ∈ Z≥0, set Gn := (Z/pnZ)2g. We
have a system of natural flat, proper, quasi-finite maps
· · · →Mg[pn+1]→Mg[pn]→ · · · ,
which are given on S-valued points by
(Pn+1 → Cn+1 = [Pn+1/Gn+1]→ S) 7→ (Pn := Pn+1/(pnZ/pn+1Z)2g → Cn := [Pn/Gn]→ S).
The next lemma, which uses the notion of p-ramified morphisms from Definition 4.2, will allow us
to apply Theorem 4.5 to the moduli spaces of curves from above.
Lemma 5.11 ([BR11, Thm. 5.1.5] or [Ols07a, Rmk. 1.11]). The maps Mg[pn+1] → Mg[pn] are
p-ramified over the normal crossings divisor Dpn from Corollary 5.6.
The proof relies on the description of the completed local rings from Lemma 5.5. The “local
contributions” of the nodes to a map O∧
Mg [pn],yn
→ O∧
Mg [pn+1],yn+1
can be computed using the
universal formal deformations of the nodes described in the proof of Lemma 5.5.(ii); this yields the
desired ramification at every node with non-trivial stabilizer.
6. Vanishing for moduli spaces of curves
In this section, we discuss how to apply the vanshing theorems from § 2, § 3, and § 4 to the
moduli spaces of curves reviewed in § 5. We retain the conventions and notation from § 5.
6.1. The Torelli morphism. The Torelli morphism is the functor
tg : M cg → Ag
which sends a curve of compact type to its (principally polarized) Jacobian. A detailed account
of the construction of tg is, for example, given in [Lan19]. For m ∈ Z>0 invertible in k, let Ag[m]
be the moduli space of principally polarized abelian varieties of dimension g over k with full
level-m structure. Since full level-m structures on curves of compact type correspond to full level-m
structures on their Jacobians, the stack M cg [m] from § 5 fits into a pullback square
M cg [m] Ag[m]
M cg Ag
tmg
pim ρm
tg
and we obtain a Torelli map tmg : M cg [m] → Ag[m] at level m. The scheme-theoretic image of tmg
([SP19, § 0CMH]) is called the Torelli locus Tg[m] ⊆ Ag[m]. Set Tg := Tg[0] and T1 := A1.
Since tmg is only generically finite, we cannot expect that colimn Hie´t(M cg [pn],Fp) = 0 for all
i > dimM cg = 3g − 3, even though Ag[pn] is perfectoid at infinite level; cf. Example 3.6 and
Example 3.8. In this subsection, we instead apply the results from § 2 to tmg . First, we recall two
well-known statements.
Lemma 6.1. The morphism tmg is representable and proper.
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Proof. Representable and proper morphisms are stable under base change, so it suffices to show
both properties for m = 0. To prove that tg is representable, we only have to see that for every
curve C of compact type over an algebraically closed field, the induced group homomorphism
Aut(C)→ Aut(J(C)) is injective; cf. e.g. [AV02, Lem. 4.4.3]. This is [DM69, Thm. 1.13].
Since M cg is of finite type and separated and Ag is locally noetherian with separated diagonal,
properness follows from the existence part of the valuative criterion for all discrete valuation rings
V with fraction field K. Let A ∈ Ag(V ) (suppressing principal polarizations from the notation) and
C ∈M cg (K) such that AK ' J(C). The stable reduction theorem for curves produces an extension
K ⊆ K ′ and a stable curve C over a valuation ring V ′ ⊂ K ′ dominating V with residue field κ
whose generic fiber is isomorphic to CK′ . By Weil’s extension theorem for rational maps into group
schemes, AV ′ is the Ne´ron model of AK′ . In particular, a theorem of Raynaud [Ray70, Thm. 8.2.1]
(cf. also [DM69, Thm. 2.5]) shows that J(Cκ) ' Aκ, so Cκ is of compact type and C ∈M cg (V ′) is
the desired lift of AV ′ . 
Lemma 6.2 (Torelli for compact type curves). Let C and D be two curves of compact type of
genus g over k. Let C1, . . . , Cδ and D1, . . . , Dε be their irreducible components of positive genus. If
tg(C) ' tg(D), then δ = ε and Ci ' Dσ(i) for some permutation σ ∈ Sδ.
Proof. We have ∏δi=1 J(Ci) ' J(C) ' J(D) ' ∏εj=1 J(Dj) as principally polarized abelian varieties.
Since a principally polarized abelian variety over an algebraically closed field uniquely decomposes into
an unordered product of indecomposable principally polarized abelian varieties ([CG72, Lem. 3.20],
[Deb96, Cor. 2]) and the polarization for each Ci and Dj is induced by its irreducible theta divisor,
we must have δ = ε and J(Ci) ' J(Dσ(i)) for some σ ∈ Sδ. The statement now follows from the
usual Torelli theorem for smooth, projective curves. 
In other words, tg(C) determines the irreducible components of C of positive genus, but does not
depend on the position of the nodes or the number of rational irreducible components. A dimension
analysis (keeping in mind the dimensions of the automorphism groups of curves of genus 0 and 1)
then shows the following statement.
Lemma 6.3 ([CV11, Prop. 5.2.1]). Let C be a curve of compact type of genus g over k. Let δ and
δ1 be the number of irreducible components of C of positive genus and genus 1, respectively. Then
dim
((
M cg
)
tg(C)
)
= 2δ − δ1 − 2.
Next, we describe a stratification on |Tg| that is suitable to determine the defect of semi-smallness
of tg (see Definition 2.5).
Lemma 6.4. Let λ = (λ1, . . . , λδ) be a partition of g, that is, λ1 ≥ λ2 ≥ · · · ≥ λδ and
∑δ
i=1 λi = g.
Then the product morphism ξλ :
∏δ
i=1Tλi → Tg is finite.
Proof. We show that ξλ is representable, proper, and locally quasi-finite. Representability follows
from the faithfulness of the product functor [SP19, Lem. 04Y5]. Since the domain is separated and
of finite type and the target has separated diagonal, ξλ is separated and of finite type.
For universal closedness, we can again verify the existence part of the valuative criterion for all
discrete valuation rings V with fraction field K because Tg is locally noetherian. Let A ∈ Tg(V ) and
Ai ∈ Tλi(K) such that AK '
∏
Ai. The Ne´ron–Ogg–Shafarevich criterion [ST68, Thm. 1] and the
compatibility of Tate modules with products show that the Ai have good reduction. Furthermore,
their principal polarizations extend to the integral models; cf. e.g. the argument in [FC90, p. 6]. Since
Tλi ⊆ Aλi is closed, we thus obtain Ai ∈ Tλi(V ) with generic fiber isomorphic to Ai. Separatedness
of Ag gives A ' ∏Ai as wanted.
Finally, to prove that ξλ is locally quasi-finite, we can check that for every morphism Spec(K)→ Tg
from a field K, the space |SpecK ×Tg
∏
Tλi | is discrete [SP19, Lem. 06UA]. Since the base change
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morphism |SpecK ×Tg
∏
Tλi | → |SpecK ×Tg
∏
Tλi | is surjective and integral (hence closed), it
suffices to show that |SpecK ×Tg
∏
Tλi | is discrete. This follows from the uniqueness of the
indecomposable factors of principally polarized abelian varieties used in the proof of Lemma 6.2. 
Below, we will use the partial order on the set of integer partitions given by refinement, as
introduced in [Bir67, Ex. I.8.10].
Definition 6.5. Let λ = (λ1, . . . , λδ) and µ = (µ1, . . . , µε) be two partitions of g. Then µ refines
λ, or µ ≤ λ, if there exists a set partition {1, . . . , ε} = I1 ∪ · · · ∪ Iδ such that λj =
∑
i∈Ij µi for all
1 ≤ j ≤ δ.
Definition 6.6. For each partition λ of g, let Tλ be the scheme-theoretic image of ξλ. Set
Sλ := |Tλ|r
⋃
µ<λ
|Tµ|.
Lemma 6.7. (i) The subspaces Sλ ⊂ |Tg| associated to the partitions λ of g are locally closed
and parametrize the Jacobians of curves of compact type whose geometric fibers have exactly δ
irreducible components of positive genus λi, giving rise to a finite stratification |Tg| = ⊔λ Sλ.
(ii) For each integer partition λ of g into δ parts, we have dimSλ = 3g − 3δ + δ1, where δ1 :=
#{i | λi = 1}.
Proof. (i). Since ξλ is closed by Lemma 6.4, it surjects onto its scheme-theoretic image. Thus,
the closed substack Tλ ⊆ Tg parametrizes those families whose geometric fibers are products of
δ Jacobians of compact type curves of genus λ1, . . . , λδ. By Lemma 6.2, the geometric fibers are
the Jacobians of exactly those curves of compact type that have δ (not necessarily irreducible)
components of genus λ1, . . . , λδ. This yields the first statement as |Tµ| ⊆ |Tλ| if µ ≤ λ and
|Tµ| ∩ |Tλ| = ∅ if not.
(ii). Since ξλ is finite by Lemma 6.4, tλi is generically finite, and Tλ is Deligne–Mumford,
dim|Tλ| = dimTλ =
δ∑
i=1
Tλi =
∑
λi≥2
(3λi − 3) +
∑
λi=1
1 = 3g − 3δ + δ1;
cf. [SP19, Rem. 0DRK]. The number of summands of a partition increases with refinement, hence
dimSλ = dim|Tλ| = 3g − 3δ + δ1. 
Remark 6.8. The preceding arguments also show the existence of a finite stratification of Ag by
number and dimension of indecomposable principally polarized factors.
Proposition 6.9. The Torelli morphism tg : M cg → Ag has maximal fiber dimension g − 2 and
defect of semi-smallness r(tg) =
⌊g
2
⌋− 1.
Proof. The statement about the fiber dimension follows from Lemma 6.3 and Lemma 6.10.(i) below.
For the defect of semi-smallness, we use the stratification from Lemma 6.7.(i). Let λ = (λ1, . . . , λδ)
be an integer partition of g. As before, set δ1 := #{i | λi = 1}. The dimension of Sλ is 3g − 3δ + δ1
by Lemma 6.7.(ii) and the relative dimension of tg over Sλ is 2δ − δ1 − 2 by Lemma 6.3. The
statement about r(tg) is therefore a consequence of Lemma 6.10.(ii) and the equality
2 · (2δ − δ1 − 2) + (3g − 3δ + δ1)− (3g − 3) = δ − δ1 − 1. 
Lemma 6.10. Let C be a curve of compact type of genus g over k. Let δ and δ1 be the number of
irreducible components of C of positive genus and genus 1, respectively. Then
(i) 2δ − δ1 ≤ g
(ii) δ − δ1 ≤
⌊g
2
⌋
and both bounds are sharp.
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Proof. Since both 2δ − δ1 and δ − δ1 do not change under contraction of rational components, we
may assume that C does not have any rational components. Moreover, since both expressions do
not decrease when a component of genus g′ ≥ 3 specializes to a union of a component of genus g′− 2
and 2, we may further assume that all irreducible components of C have genus 1 or 2. In that case,
2δ − δ1 = g and δ − δ1 is maximal when C has
⌊g
2
⌋
irreducible components of genus 2, with one
component of genus 1 if g is odd, yielding the inequalities. 
Corollary 6.11. Let K ∈ D(M cg [m]). Then
(i) Rtmg,∗K ∈ pD(Ag[m])≤n+g−2 if K ∈ pD(M cg [m])≤n and
(ii) Rtmg,∗K ∈ pD(Ag[m])≤b
g
2c−1 if K = F [3g − 3] for some constructible sheaf F of Fp-modules
on M cg [m].
Proof. Since the forgetful maps ρm : Ag[m]→ Ag are finite, the direct image functors ρm,∗ are t-exact
for the perverse t-structure ([BBD82, Cor. 2.2.6.(i)]) and conservative. Consequently, Rtmg,∗K ∈
pD(Ag[m])≤` if and only if ρm,∗Rtmg,∗K ∈ pD(Ag)≤`, and it suffices to show the statement when
m = 0. In that case, it follows from Lemma 6.1, Proposition 2.4, Lemma 2.7, and Proposition 6.9. 
6.2. Proof of the main results. From here on, we additionally assume that k = C. By fixing a
(non-canonical) isomorphism C ' Cp, we then have all results of § 3 at our disposal. We are now
ready to prove Theorem B and Theorem C, which we restate for the convenience of the reader.
Theorem B. Let g ≥ 2 and p be a prime. Let M cg [pn] be the moduli space of curves of compact
type of genus g over C with full level-pn structure. Let pin : M cg [pn]→M cg be the maps “forgetting
the level structure.”
(i) If K ∈ pD(M cg ,Fp)≤0, we have colimn Hie´t(M cg [pn], pi∗nK) = 0 for all i > g − 2.
(ii) If F is a constructible sheaf of Fp-modules on M cg , we have colimn Hie´t(M cg [pn], pi∗nF ) = 0
for all i >
⌊
7g
2
⌋
− 4.
Proof. Let ρn : Ag[pn]→ Ag be the natural maps forgetting the level structure. Since the canonical
maps ρ∗nRtg,∗K → Rtp
n
g,∗pi∗nK are isomorphisms for all n ≥ 0 and all K ∈ D(M cg ) by proper base
change, Corollary 6.11 reduces the assertion to showing that colimn Hie´t(Ag[pn], ρ∗nL) = 0 for all
L ∈ pD(Ag)≤` and all i > `.
As in Example 3.6, we denote by Ag[pn] the toroidal compactifications of Ag[pn] determined
by a fixed smooth, projective GLg(Z)-admissible polyhedral decomposition of the cone of positive
semi-definite quadratic forms on Rg whose null space is defined over Q. Let ρmn : Ag[pm]→ Ag[pn]
be the natural transition maps. The inclusions ιn : Ag[pn] ↪→ Ag[pn] cut out the complement of a
Cartier divisor and are thus affine morphisms. Therefore, Rιn,∗ρ∗nL ∈ pD(Ag[pn])≤` (Theorem 2.3)
and colimm Hie´t(Ag[pm], ρ∗mnRιn,∗ρ∗nL) = 0 for all i > ` by Example 3.6 and Corollary 3.7.
Let J be the “staircase” category corresponding to
{
(m,n) ∈ (Z≥0)2 | m ≥ n
}
, considered as a
partially ordered set via the product order. Let F : J → Z≥0 be the projection onto the second
factor and G : Z≥0 → ∗ be the functor to the terminal category. Fix i > ` and define the J-shaped
diagram
Hmn := Hie´t
(
Ag[pm], ρ∗mnRιn,∗ρ∗nL
)
, (m,n) ∈ J.
Since the diagonal
{
(n, n) ∈ (Z≥0)2 | n ∈ Z≥0
} ⊂ J is cofinal, we have colimn Hie´t(Ag[pn], ρ∗nL) '
colimJ Hmn. However, we can compute colimJ Hmn another way: it is the left Kan extension
LanG◦F H of H along G ◦ F , which is naturally isomorphic to LanG LanF H. By the universal
property of left Kan extensions, the functor LanF H is the inductive system (colimmHmn)n∈Z≥0 of
rowwise colimits, hence
LanG LanF H ' LanG colim
m
Hie´t(Ag[pm], ρ∗mnRιn,∗ρ∗nL) = LanG 0 = 0. 
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Remark 6.12. The reader who wants to avoid the use of Kan extensions in the last paragraph of the
proof of Theorem B can instead extend (Hmn) to a directed system over the index set N×N by
setting
Hmn := Hie´t
(
Ag[pm],Rιm,∗ρ∗mL
)
= Hie´t(Ag[pm], ρ∗mL)
when m < n. The additional “vertical transition maps” Hmn → Hm,n+1 are given by the identity
and the additional “horizontal transition maps” Hmn → Hm+1,n by the pullback morphisms. Since
the diagonal is still cofinal in N×N, we conclude as before
colim
n
Hie´t(Ag[pn], ρ∗nL) ' colimn colimm H
i
e´t(Ag[pm], ρ∗mnRιn,∗ρ∗nL) = 0.
Theorem C. Let Λ0 be an e´tale Fp-local system on Mg, with pullbacks Λn to Mg[pn]. Then for
all i ≥ 0, the natural map
colim
n
Hie´t(Mg[pn],Λn)→ colimn H
i
e´t(M cg [pn],Λn)
is an isomorphism.
Proof. By Corollary 5.6, the locus Dpn ⊂Mg[pn] of curves not of compact type is a normal crossings
divisor. Lemma 5.11 shows that the transition maps Mg[pn+1]→Mg[pn] are p-ramified over Dpn .
Thus, the assertion follows from Theorem 4.5. 
Theorem A is a consequence of these two results.
Theorem A. Let g ≥ 2 and p be a prime. Let M [pn] be one of the following:
(i) the moduli space Mg[pn] of smooth curves of genus g over C with full level-pn structure,
(ii) the moduli space M cg [pn] of curves of compact type of genus g over C with full level-pn
structure, or
(iii) the moduli space Mg[pn] of pre-level-pn curves of genus g over C with full level-pn structure.
Then we have
colim
n
Hie´t(M [pn],Fp) = 0
for all i > 4g − 5 in case (i) and for all i >
⌊
7g
2
⌋
− 4 in cases (ii) and (iii).
Proof. Cases (ii) and (iii) are immediate from Theorem B.(ii) and Theorem C. For (i), note that
Mg[pn] ⊂ M cg [pn] is the inclusion of the complement of a Cartier divisor and the derived direct
image of Fp[3g− 3] is therefore semiperverse by Theorem 2.3. We conclude from Theorem B.(i) and
smooth base change. 
Example 6.13. When pn ≥ 3, the stack M cg [pn] is isomorphic to its coarse space M cg [pn]. Another
compactification Mg[pn] of M cg [pn] due to Mumford is given by the normalization of Mg inside the
function field of M cg [pn]. This is the coarse space of Mg[pn].
Since Mg[pn] is in general singular at the boundary Dpn := Mg[pn] rM cg [pn] (as follows for
example from (5) below), Dpn with its induced reduced subscheme structure cannot be a normal
crossings divisor and it does not make sense to ask if the transition maps of the projective system
Mg[pn] are p-ramified over Dpn . However, one might wonder if methods akin to those of § 4 can
still be used to prove a version of Theorem C. We show now that this is in fact not the case.
Let y ∈ M3(C) be a closed point corresponding to a “wheel” of two smooth genus 1 curves
attached at two points. Let yn ∈M3[pn](C) be a compatible system of lifts of y. For any n, there
is an isomorphism θn : O∧M3[pn],yn ' CJt1, . . . , t6K, with the singular curves parametrized by the
locus {t1t2 = 0}. Since the vanishing cycles corresponding to the two nodes are homologous, the
description of Hyn for k = C via Dehn twists from Example 5.10 shows that Hyn is given by the
antidiagonal in AutC(C ) ' µpn × µpn . By [Ols07a, Lem. 5.3] (or a direct tangent space calculation),
THE COHOMOLOGY OF THE MODULI SPACE OF CURVES AT INFINITE LEVEL 25
θn can be chosen such that the action of
(
ζ, ζ−1
) ∈ Hyn on O∧M3[pn],yn from Lemma 5.7 is identified
with
ti 7→
{
ζ3−2iti if 1 ≤ i ≤ 2,
ti if 3 ≤ i ≤ 6,
and the transition maps become
ti 7→
{
tpi if 1 ≤ i ≤ 2,
ti if 3 ≤ i ≤ 6.
The completed local ring of the coarse moduli space at yn is computed as the Hyn-invariants of
O∧
M3[pn],yn
, and thus in these coordinates as the C-subalgebra of CJt1, . . . , t6K generated by tpn1 , t1t2,
tp
n
2 , and ti for i ≥ 3. In other words,
(5) O∧
M3[pn],yn ' CJtpn1 , tpn2 , t3, . . . , t6, zK/(tpn1 tpn2 − zpn),
with the transition maps given as before and by z 7→ zp. Further, the complement of Dpn in
SpecO∧
M3[pn],yn
is Spec kJt, t3, . . . , t6, zKtz via the isomorphism taking tpn1 to t and tpn2 to zpnt . Here,
the transition maps are (t, t3, . . . , t6, z) 7→ (t, t3, . . . , t6, zp). Thus,
hocolim
(
ıˆn,∗Rıˆ!nΛ̂n
)
yn
' hocolim RΓ˜(S1 × S1,F⊕rp )[−1]
does not vanish.
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