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NULL-CONTROLLABILITY PROPERTIES OF A FRACTIONAL WAVE EQUATION
WITH A MEMORY TERM
UMBERTO BICCARI AND MAHAMADI WARMA
Abstract. We study the null-controllability properties of a one-dimensional wave equation with memory
associated with the fractional Laplace operator. The goal is not only to drive the displacement and the
velocity to rest at some time-instant but also to require the memory term to vanish at the same time,
ensuring that the whole process reaches the equilibrium. The problem being equivalent to a coupled nonlocal
PDE-ODE system, in which the ODE component has zero velocity of propagation, we are required to use
a moving control strategy. Assuming that the control is acting on an open subset ω(t) which is moving
with a constant velocity c ∈ R, the main result of the paper states that the equation is null controllable in a
sufficiently large time T and for initial data belonging to suitable fractional order Sobolev spaces. The proof
will use a careful analysis of the spectrum of the operator associated with the system and an application of a
classical moment method.
1. Introduction, well-posedness and main results
Let T > 0 be a real number, Q := (0, T )× (−1, 1), Qc := (0, T )× (−1, 1)c where (−1, 1)c := R \ (−1, 1),
and let M ∈ R. Of concern in this paper is the analysis of the controllability properties of the following
fractional wave equation involving a memory term:
ytt(t, x) + (−d 2x )sy(t, x)−M
∫ t
0
(−d 2x )sy(τ, x) dτ = 1ω(t)u(t, x) (t, x) ∈ Q,
y(t, x) = 0 (t, x) ∈ Qc,
y(0, x) = y0(x), yt(0, x) = y
1(x) x ∈ (−1, 1).
(1.1)
In (1.1), the memory enters in the principal part, and the control is applied on an open subset ω(t) of the
domain (−1, 1) where the waves propagate. The support ω(t) of the control u at time t moves in space with
a constant velocity c, that is,
ω(t) = ω0 − ct,
with ω0 ⊂ (−1, 1) a reference set, open and non empty. The control u ∈ L2(O) is then an applied force
localized in ω(t), where
O :=
{
(t, x) : t ∈ (0, T ), x ∈ ω(t)
}
.
Moreover, with (−d 2x )s, s ∈ (0, 1), we denote the fractional Laplace operator whose precise definition will
be given in the next section.
Evolution equations involving memory terms are an effective tool for modeling a large spectrum of
phenomena which apart from their current state are influenced also by their history. They appear in several
different applications, including viscoelasticity, non-Fickian diffusion, and thermal processes with memory
(see [22, 23] and the references therein). Fractional order operators have recently emerged as a modeling
alternative in various branches of science. From the long list of phenomena which are more appropriately
modeled by fractional differential equations, we mention: viscoelasticity, anomalous transport and diffusion,
hereditary phenomena with long memory, nonlocal electrostatics, the latter being relevant to drug design,
and Le´vy motions which appear in important models in both applied mathematics and applied probability.
A number of stochastic models for explaining anomalous diffusion have been also introduced in the literature;
among them we quote the fractional Brownian motion; the continuous time random walk; the Le´vy flights;
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the Schneider grey Brownian motion; and more generally, random walk models based on evolution equations
of single and distributed fractional order in space (see e.g. [6, 9, 18, 26, 34]). In general, a fractional diffusion
operator corresponds to a diverging jump length variance in the random walk. We refer to [5, 29] and
the references therein for a complete analysis, the derivation and the applications of the fractional Laplace
operator. For further details we also refer to [7, 8] and their references.
Controllability problems for evolution equations with memory terms have been extensively studied in the
past. Among other contributions, we mention [11, 13, 14, 15, 16, 20, 21, 24] which, as in our case, deal with
hyperbolic type equations. Nevertheless, in the majority of these works the issue has been addressed focusing
only on the steering of the state of the system to zero at time T , without considering that the presence of
the memory introduces additional effects that makes the classical controllability notion not suitable in this
context. Indeed, driving the solution of (1.1) to zero is not sufficient to guarantee that the dynamics of the
system reaches an equilibrium. If we were considering an equation without memory, once its solution is driven
to rest at time T by a control, then it vanishes for all t ≥ T also in the absence of control. On the other
hand, the introduction of a memory term may produce accumulation effects that affect the stability of the
system. For these reasons, in some recent papers (see, e.g., [2, 4, 17]), the classical notion of controllability
for a wave equation, requiring the state and its velocity to vanish at time T , has been extended with the
additional imposition that the control shall shut down also the memory effects, which in our case corresponds
to the condition ∫ T
0
(−d 2x )sy(τ, x) dτ = 0.
This special notion of controllability is generally called memory-type null controllability. The aim of
the present article is to completely analyze the controllability properties of (1.1) in the above mentioned
framework. Our main result states that if 12 < s < 1, then the system (1.1) is memory-type null controllable
for large enough time T . In another words, there exists a control function u such that for T large enough,
the unique solution y of (1.1) satisfies
y(x, T ) = yt(x, T ) =
∫ T
0
(−d 2x )sy(τ, x) dτ = 0 for a.e. x ∈ (−1, 1).
Our approach is inspired from the techniques presented in our recent work [2] for the Laplace operator,
suitably adapted in order to deal with the additional nonlocal features (in addition to the memory effects),
introduced into our model by the fractional Laplacian. In more detail, the technique we will use is based on
a spectral analysis and an explicit construction of biorthogonal sequences. Although this approach limits our
study to a one-dimensional case, it has the additional advantage of offering new insights on the behavior
of this type of problems through the detailed study of the properties of the spectrum. Besides, as in other
related previous works, we shall view the wave model (1.1) as the coupling of a wave-like PDE with an
ODE. This approach will enhance the necessity of a moving control strategy. Indeed, we will show that the
memory-type null controllability of the system fails if the support O of the control u is time-independent,
unless of course in the trivial case where O = Q. We mention that this strategy of a moving control has been
successfully used in the past in the framework of viscoelasticity, the structurally damped wave equation and
the Benjamin-Bona-Mahony equation (see e.g. [3, 19, 25]).
The mains challenges and novelties of the present article are the following.
• Here we have to deal with the fractional Laplace operator which is a nonlocal pseudo-differential
operator, hence, this case is more challenging than the case of the Laplace operator which is a local
differential operator.
• As we have mentioned above, the proof of the controllability result will be based on a careful analysis
of the spectrum of the operator associated to the system. But here, there is no explicit formula for
the eigenvalues and eigenfunctions of the fractional Laplace operator with the zero Dirichlet exterior
condition. This makes it more difficult than the case of the Dirichlet Laplace operator on an interval
where the eigenvalues and eigenfunctions are well-known and very easy to compute.
• This is the first work that studies moving control problems (with or without memory terms) associated
with the fractional Laplace operator.
2
1.1. Functional setting. In this section, we introduce some notations, define the function spaces in which
the wave equation (1.1) with memory is well-posed. We start by giving a rigorous definition of the fractional
Laplace operator. To this end, for 0 < s < 1, let us consider the space
L1s(R) :=
{
u : R −→ R : u measurable ,
∫
R
|u(x)|
(1 + |x|)1+2s dx <∞
}
.
For u ∈ L1s(R) and ε > 0, we set
(−d 2x )sε u(x) = Cs
∫
|x−y|>ε
u(x)− u(y)
|x− y|1+2s dy, x ∈ R.
The fractional Laplacian is then defined by the following singular integral
(−d 2x )su(x) = Cs P.V.
∫
R
u(x)− u(y)
|x− y|1+2s dy = limε→0+(−d
2
x)
s
εu(x), x ∈ R, (1.2)
provided that the limit exists. Here Cs is an explicit normalization constant given by
Cs :=
s22sΓ
(
1+2s
2
)
√
piΓ(1− s) ,
Γ being the usual Euler Gamma function.
We notice that if 0 < s < 12 and u is a smooth function, for example bounded and Lipschitz continuous on
R, then the integral in (1.2) is in fact not really singular near x (see e.g. [5, Remark 3.1]). Moreover, L1s(R) is
the right space for which v := (−d 2x )sε u exists for every ε > 0, v being also continuous at the continuity points
of u. We also mention that the fractional Laplace operator can be also defined as the pseudo-differential
operator with symbol |ξ|2s. For more details on the fractional Laplacian we refer to [5, 27, 29, 30, 32] and
their references.
Let us now define the function spaces in which we are going to work. Let Ω ⊂ R be an arbitrary open set
and 0 < s < 1. We let
Hs(Ω) :=
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|1+2s dxdy <∞
}
be the fractional order Sobolev space endowed with the norm defined by
‖u‖2Hs(Ω) =
∫
Ω
|u|2 dx+
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|1+2s dxdy.
We let
Hs0(Ω) =
{
u ∈ Hs(R) : u = 0 in R \ Ω
}
.
Let (−d 2x )sD be the self-adjoint operator on L2(Ω) associated with the closed and bilinear form
E(u, v) = Cs
2
∫
R
∫
R
(u(x)− u(y))(v(x)− v(y))
|x− y|1+2s dxdy, u, v ∈ H
s
0(Ω).
More precisely,
D((−d 2x )sD) =
{
u ∈ Hs0(Ω) : (−d 2x )su ∈ L2(Ω)
}
, (−d 2x )sDu = (−d 2x )su.
Then (−d 2x )sD is the realization in L2(Ω) of the fractional Laplace operator (−d 2x )s with the zero Dirichlet
exterior condition u = 0 in Ωc := RN \Ω. It is well-known (see e.g. [27]) that (−d 2x )sD has a compact resolvent
and its eigenvalues form a non-decreasing sequence of real numbers 0 < ρ1 ≤ ρ2 ≤ · · · ≤ ρn ≤ · · · satisfying
limn→+∞ ρn = +∞. In addition, the eigenvalues are of finite multiplicity. Let (en)n≥1 be the orthonormal
basis of eigenfunctions associated with (ρn)n≥1, that is,{
(−d 2x )sen = ρnen in (−1, 1),
en = 0 in (−1, 1)c.
(1.3)
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For any real σ ≥ 0 we define the space Hσs (Ω) as the domain of the σ-power of (−d 2x )sD . More precisely,
Hσs (Ω) :=
u ∈ L2(Ω) : ∑
n≥1
∣∣ρσn(u, en)L2(Ω)∣∣2 < +∞
 , (1.4)
and
‖u‖Hσs (Ω) :=
∑
n≥1
∣∣ρσn(u, en)L2(Ω)∣∣2
 12 .
In this setting it is easy to see that H
1
2
s (Ω) = Hs0(Ω) with equivalent norms. We shall denote by
H−σs (Ω) = (Hσs (Ω))
′
the dual of Hσs (Ω) with respect to the pivot space L2(Ω) and we endow it with the norm
‖u‖H−σs (Ω) :=
∑
n≥1
∣∣ρ−σn (u, en)L2(Ω)∣∣2
 12 .
Then we have the following continuous embeddings Hσs (Ω) ↪→ L2(Ω) ↪→ H−σs (Ω).
We shall also need the following asymptotic result of the eigenvalues which proof is contained in [12,
Proposition 3].
Lemma 1.1. Let 12 < s < 1, Ω = (−1, 1) and (ρn)n∈N the eigenvalues of (−d2x)sD. Then the following
assertions hold.
(a) The eigenvalues (ρn)n≥1 are simple.
(b) There is a constant γ = γ(s) ≥ pi2 such that for n large enough,(
ρ
1
2s
n+1 − ρ
1
2s
n
)
≥ γ. (1.5)
1.2. Some well-posedness results. Here we will not consider the case M = 0 which corresponds to a
fractional wave equation without memory for which the well posedness may be easily obtained through
classical semigroup techniques. We have the following existence and continuous dependence result.
Theorem 1.2. Let 0 < s < 1. For any (y0, y1) ∈ H1s(−1, 1) × L2(−1, 1) and u ∈ L2(O), the system (1.1)
has a unique solution y ∈ C([0, T ];H1s(−1, 1)) ∩ C1([0, T ];L2(−1, 1)). Moreover, there is a constant C > 0
(depending only on T ) such that
‖y‖C([0,T ];H1s(−1,1))∩C1([0,T ];L2(−1,1)) ≤ C
(∥∥(y0, y1)∥∥H1s(−1,1)×L2(−1,1) + ‖u‖L2(O)) . (1.6)
Proof. Our proof is based on a standard fixed point argument. Let
Z := C([0, T ];H1s(−1, 1)) ∩ C1([0, T ];L2(−1, 1))
be endowed with the norm
‖y‖Z :=
(∥∥e−αty∥∥2
C([0,T ];H1s(−1,1)) +
∥∥e−αty∥∥2
C1([0,T ];L2(−1,1))
) 1
2
,
where α is a positive real number whose value will be given below. Clearly,
e−αT ‖y‖C([0,T ];H1s(−1,1))∩C1([0,T ];L2(−1,1)) ≤ ‖y‖Z ≤ ‖y‖C([0,T ];H1s(−1,1))∩C1([0,T ];L2(−1,1)).
Therefore, (Z, ‖·‖Z) is a Banach space equivalent to C([0, T ];H1s(−1, 1)) ∩ C1([0, T ];L2(−1, 1)).
Step 1. Define the map
F : Z → Z, y˜ 7→ ŷ,
where ŷ is the solution to (1.1) with
∫ t
0
(−d 2x )sy(τ) dτ being replaced by
∫ t
0
(−d 2x )sy˜(τ) dτ . That is,
ŷtt(t, x) + (−d 2x )sŷ(t, x) = M
∫ t
0
(−d 2x )sy˜(τ, x) dτ + 1ω(t)u(t, x) (t, x) ∈ Q,
ŷ(t, x) = 0 (t, x) ∈ Qc,
ŷ(0, x) = y0(x), ŷt(0, x) = y
1(x) x ∈ (−1, 1).
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We claim that F(Z) ⊂ Z. Indeed, using the well-posedness results for the wave equation with non-
homogeneous terms we can deduce that
‖ŷ‖Z ≤ ‖ŷ‖C([0,T ];H1s(−1,1))∩C1([0,T ];L2(−1,1))
≤ C
[∥∥(y0, y1)∥∥H1s(−1,1)×L2(−1,1) + ‖u‖L2(O) +
∥∥∥∥M ∫ t
0
(−d 2x )s y˜(τ) dτ
∥∥∥∥
L2((0,T );H−1s (−1,1))
]
≤ C
∥∥(y0, y1)∥∥H1s(−1,1)×L2(−1,1) + ‖u‖L2(O) + |M |
(∫ T
0
∥∥(−d 2x )s y˜(t)∥∥2H−1s (−1,1) dt
) 1
2

= C
[∥∥(y0, y1)∥∥H1s(−1,1)×L2(−1,1) + ‖u‖L2(O) + |M |‖y˜‖L2((0,T );H1s(−1,1))] , (1.7)
where C is a positive constant depending only on T . Hence, F(Z) ⊂ Z and the claim is proved.
Step 2. Given ˜˜y ∈ Z, let ̂̂y = F( ˜˜y ) be the corresponding solution to (1.1). Using (1.7) we have that
e−αt
(∥∥∥F( y˜ )(t)−F( ˜˜y )(t)∥∥∥
H1s(−1,1)
+
∥∥∥F( y˜ )t(t)−F( ˜˜y )t(t)∥∥∥
L2(−1,1)
)
≤ e−αt
∥∥∥ŷ − ̂̂y∥∥∥
C([0,t];H1s(−1,1))∩C1([0,t];L2(−1,1))
≤ C|M |e−αt
(∫ t
0
∥∥∥y˜(τ)− ˜˜y(τ)∥∥∥2
H1s(−1,1)
dτ
) 1
2
= C|M |
(∫ t
0
e−2α(t−τ)
∥∥∥e−ατ (y˜(τ)− ˜˜y(τ))∥∥∥2
H1s(−1,1)
dτ
) 1
2
≤ C|M |
(∫ t
0
e−2α(t−τ) dτ
) 1
2 ∥∥∥y˜ − ˜˜y∥∥∥
Z
= C|M |
(
1− e−2αt
2α
) 1
2 ∥∥∥y˜ − ˜˜y∥∥∥
Z
.
This implies that
∥∥∥F( y˜ )−F( ˜˜y )∥∥∥
Z
≤ C|M |√
2α
∥∥∥y˜ − ˜˜y∥∥∥
Z
.
Hence, taking α = 2C2M2 we obtain ∥∥∥F( y˜ )−F( ˜˜y )∥∥∥
Z
≤ 1
2
∥∥∥y˜ − ˜˜y∥∥∥
Z
.
We have shown that F is a contraction.
Step 3. Since F is a contraction, it has a unique fixed point which is the solution to (1.1). Let now y be
this unique solution. Then
‖y(t)‖2H1s(−1,1) + ‖yt(t)‖
2
L2(−1,1)
≤C
(∥∥(y0, y1)∥∥2H1s(−1,1)×L2(−1,1) + ‖u‖2L2(O) + |M |
∫ t
0
‖y(τ)‖2H1s(−1,1) dτ
)
≤C
(∥∥(y0, y1)∥∥2H1s(−1,1)×L2(−1,1) + ‖u‖2L2(O))+ C|M |
∫ t
0
(
‖y(τ)‖2H1s(−1,1) + ‖yτ (τ)‖
2
L2(−1,1) dτ
)
.
Thus, using Gronwall’s inequality we obtain that
‖y(t)‖2H1s(−1,1) + ‖yt(t)‖
2
L2(−1,1) ≤ C
(
1 + C|M |eC|M |t
)(∥∥(y0, y1)∥∥2H1s(−1,1)×L2(−1,1) + ‖u‖2L2(O)) .
We have shown (1.6) and the proof is finished. 
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1.3. The main result. In this section we state the main result of the article. We start by recalling that
in the setting of problems with memory terms, the classical notion of controllability which requires that
y(T, x) = yt(T, x) = 0, is not completely accurate. Indeed, in order to guarantee that the dynamics can reach
the equilibrium, also the memory term has to be taken into account. In particular, it is necessary that also
the memory reaches the null value, that is,∫ T
0
(−d 2x )sy(τ, x) dτ = 0. (1.8)
If instead, we do not pay attention to turn off the accumulated memory, i.e. if (1.8) does not hold, then
the solution y will not stay at the rest after time T as t evolves. Hence, the correct notion of controllability
in this framework is given by the following definition (see e.g., [17, Definition 1.1]).
Definition 1.3. Given σ ≥ 0, the system (1.1) is said to be memory-type null controllable at time T if for
any couple of initial data (y0, y1) ∈ Hσ+1s (−1, 1)×Hσs (−1, 1), there exits a control u ∈ L2(O) such that the
corresponding solution y satisfies
y(T, x) = yt(T, x) =
∫ T
0
(−d 2x )τy(τ, x) dτ = 0, x ∈ (−1, 1). (1.9)
The main result of the present work is the following theorem.
Theorem 1.4. Let 12 < s < 1, γ > 0 be given by (1.5), c ∈ R \ {−γ, 0, γ}, T > 2pi
(
1
|c| +
1
|c+γ| +
1
|c−γ|
)
, ω0
a non-empty open set in (−1, 1) and
ω(t) = ω0 − ct, t ∈ [0, T ].
Then for each (y0, y1) ∈ H3s(−1, 1)×H2s(−1, 1), there exists a control u ∈ L2(O) such that the solution y of
(1.1) satisfies (1.9).
The proof of Theorem 1.4 will be given in Section 5. It will be based on the moment method and a careful
analysis of the spectrum of the operator associated with the system.
The rest of the paper is organized as follows. In Section 2, we give a characterization of the control problem
through the adjoint equation associated to (1.1). Section 3 is devoted to a complete spectral analysis for the
problem which will then be fundamental in the construction of a biorthogonal sequence in Section 4 and the
resolution of the moment problem. Finally, in Section 5 we give the proof of our controllability result.
2. Intermediate results
Here, we give a characterization of the control problem by means of the adjoint system associated with
(1.1). Using a simple integration by parts we have that the following system
ptt(t, x) + (−d 2x )sp(t, x)−M
∫ T
t
(−d 2x )sp(τ, x) dτ −M(−d 2x )sq0(x) = 0 (t, x) ∈ Q,
p(t, x) = 0 (t, x) ∈ Qc,
p(T, x) = p0(x), pt(T, x) = p
1(x) x ∈ (−1, 1),
(2.1)
can be viewed as the adjoint system associated with (1.1).
Let us mention that the term M(−d 2x )sq0(x) takes into account the presence of the memory in (1.1) and
the fact that according to Definition 1.3, the controllability of our original equation is really reached only if
also this memory is driven to zero. We have the following result.
Lemma 2.1. Let 0 < s < 1. Then the following assertions are equivalent.
(i) The system (1.1) is memory-type null controllable in time T .
(ii) For each initial data (y0, y1) ∈ H1s(−1, 1)× L2(−1, 1), there exits a control u ∈ L2(O) such that∫ T
0
∫
ω(t)
u(t, x)p¯(t, x) dxdt =
〈
y0(·), pt(0, ·)
〉
H1s(−1,1),H−1s (−1,1) −
∫ 1
−1
y1(x)p¯(0, x) dx, (2.2)
for any (p0, p1, q0) ∈ L2(−1, 1)×H−1s (−1, 1)×H1s(−1, 1), where p is the unique solution to (2.1).
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Proof. Firstly, we multiply (1.1) by p¯ and we integrate by parts over Q. Taking into account the exterior
condition, we get∫ T
0
∫
ω(t)
u(t, x)p¯(t, x) dxdt =
∫
Q
(
ytt(t, x) + (−d 2x )sy(t, x)−M
∫ t
0
(−d 2x )sy(τ, x) dτ
)
p¯(t, x) dxdt
=
∫ 1
−1
(
yt(t, x)p¯(t, x)− y(t, x)p¯t(t, x)
)∣∣∣T
0
dx
+
∫
Q
y(t, x)
(
p¯tt(t, x) + (−d 2x )sp¯(t, x)
)
dxdt
−M
∫ T
0
∫ 1
−1
(∫ t
0
(−d 2x )sy(τ, x) dτ
)
p¯(t, x) dxdt.
Secondly, we have that
M
∫ T
0
∫ 1
−1
(∫ t
0
(−d 2x )sy(τ, x) dτ
)
p¯(t, x) dxdt
= −M
∫ T
0
∫ 1
−1
(∫ t
0
(−d 2x )sy(τ, x) dτ
)
d
dt
(∫ T
t
p¯(τ, x) dτ + q¯ 0(x)
)
dxdt
= −M
∫ 1
−1
(∫ T
0
(−d 2x )sy(τ, x) dτ
)
q¯ 0(x) dx+M
∫
Q
y(t, x)
(∫ T
t
(−d 2x )sp¯(τ, x) dτ + (−d 2x )sq¯ 0(x)
)
dxdt.
Thirdly, taking into account the regularity properties of the solution y, we obtain∫ T
0
∫
ω(t)
u(t, x)p¯(t, x) dxdt =
∫ 1
−1
yt(T, x)p¯
0(x) dx− 〈y(T, ·), p1(·)〉H1s(−1,1),H−1s (−1,1)
−
∫ 1
−1
y1(x)p¯(0, x) dx+
〈
y0(·), pt(0, ·)
〉
H1s(−1,1),H−1s (−1,1)
−M
∫ T
0
〈
(−d 2x )sy(t, ·), q0(·)
〉
H−1s (−1,1),H1s(−1,1) dt. (2.3)
Now assume that (i) holds. Then (2.2) follows from (2.3) and (1.9). We have shown that (i) implies (ii).
Next assume that (2.2) holds. Then, (2.3) can be rewritten as∫ 1
−1
yt(T, x)p¯
0(x) dx− 〈y(T, ·), p1(·)〉H1s(−1,1),H−1s (−1,1) −M
∫ T
0
〈
(−d 2x )sy(t, ·), q0(·)
〉
H−1s (−1,1),H1s(−1,1) dt = 0.
Since the above identity is verified for all (p0, p1, q0) ∈ L2(−1, 1)×H−1s (−1, 1)×H1s(−1, 1), we can immediately
deduce that (1.9) holds. We have shown that (ii) implies (i) and the proof is finished. 
Let us notice that we shall prove in Lemma 5.1 that the system (2.1) has a solution in the energy space
associated with the initial data.
We also observe that the systems (1.1) and (2.1) can be rewritten as the following systems coupling a
PDE and an ODE. More precisely, (1.1) and (2.1) are equivalent to

ytt(t, x) + (−d 2x )sy(t, x)−Mz(t, x) = 1ω(t)u(t, x) (t, x) ∈ Q,
zt(t, x) = (−d 2x )sy(t, x) (t, x) ∈ Q,
y(t, x) = 0 (t, x) ∈ Qc
y(0, x) = y0(x), yt(0, x) = y
1(x) x ∈ (−1, 1),
z(0, x) = 0 x ∈ (−1, 1),
(2.4)
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and 
ptt(t, x) + (−d 2x )sp(t, x)−M(−d 2x )sq(t, x) = 0 (t, x) ∈ Q,
−qt(t, x) = p(t, x) (t, x) ∈ Q,
p(t, x) = 0 (t, x) ∈ Qc,
p(T, x) = p0(x), yt(T, x) = p
1(x), x ∈ (−1, 1),
q(T, x) = q0(x) x ∈ (−1, 1),
(2.5)
respectively.
In order to prove our controllability result, we introduce the following change of variables:
x 7→ x′ := x+ ct, (2.6)
where the parameter c is a constant velocity which belongs to R \ {−γ, 0, γ} and γ > 0 is a suitable given
constant that we shall specify later. Let
I := (−1 + ct, 1 + ct), Q := I × (0, T ), Qc := Ic × (0, T ),
and
ξ(t, x′) := y(t, x), ζ(t, x′) := z(t, x), ϕ(t, x′) := p(t, x), ψ(t, x′) := q(t, x).
A simple computation shows that, from (2.4), (2.5), (2.6) and after having denoted x′ = x (with some
abuse of notation), we obtain
ξtt(t, x) + c
2ξxx(t, x) + (−d 2x )sξ(t, x) + 2cξxt(t, x)−Mζ(t, x) = 1ω0 u˜(t, x) (t, x) ∈ Q,
ζt(t, x) + cζx(t, x) = (−d 2x )sξ(t, x) (t, x) ∈ Q,
ξ(t, x) = 0 (t, x) ∈ Qc,
ξ(0, x) = y0(x), ξt(0, x) = y
1(x)− cy0x(x) x ∈ I,
ζ(0, x) = 0 x ∈ I,
(2.7)
and 
ϕtt(t, x) + c
2ϕxx(t, x) + (−d 2x )sϕ(t, x) + 2cϕxt(t, x)−M(−d 2x )sψ(t, x) = 0 (t, x) ∈ Q,
−ψt(t, x)− cψx(t, x) = ϕ(t, x) (t, x) ∈ Q,
ϕ(t, x) = 0 (t, x) ∈ Qc,
ϕ(T, x) = p0(x), ϕt(T, x) = p
1(x)− cp0x(x) x ∈ I,
ψ(T, x) = q0(x) x ∈ I,
(2.8)
respectively.
We remark that, after the above change of variables, our new systems are defined in a domain which is
moving with constant velocity c. On the other hand, in this moving framework the control region is now
fixed (that is, it does not depend on the time variable).
Remark 2.2. Contrary to the case of the Laplace operator (s = 1) investigated in [2], in the case of the
fractional Laplacian studied here, after using the change of variable (2.6), the new obtained systems (2.7)
and (2.8) are of higher order in the space variable x. More precisely, we started with the fractional Laplace
operator and after the change of variable our new systems include the Laplace operator. This will require
more regularity on the initial data in order to obtain some well-posedness results. For this this reason, we
need to introduce some new function spaces.
Let (−d2x)D be the realization in L2(I) of the Laplace operator −d2x with the zero Dirichlet boundary
condition. It is well-known that D((−d2x)D) = H2(I) ∩H10 (I) ⊂ H1s(I) = D((−d2x)sD). For σ ≥ 0, we denote
by Hσ1 (I) the domain of the σ-power of (−d2x)D, that is, D((−d2x)σD). We shall also denote by H−σ1 (I) the
dual of Hσ1 (I) with respect to the pivot space L2(I). Then it is easy to see that Hσ1 (I) ⊆ Hσs (I) for every
σ ≥ 0, where we recall that Hσs (I) has been introduced in (1.4). Hence, we have the following continuous
embeddings:
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Hσ1 (I) ↪→ Hσs (I) ↪→ L2(I) ↪→ H−σs (I) ↪→ H−σ1 (I). (2.9)
Next, in analogy to Lemma 2.1 we have the following characterization of our control problem.
Lemma 2.3. Let 0 < s < 1. Then the following assertions are equivalent.
(i) The system (2.7) is memory-type null controllable in time T .
(ii) For each initial data (y0, y1) ∈ H1s(I)× L2(I), there exits a control u˜ ∈ L2((0, T )× ω0) such that∫ T
0
∫
ω0
u(t, x)ϕ¯(t, x) dxdt =
〈
y0(·), ϕt(0, ·)
〉
H1s(I),H−1s (I) −
∫
I
(
y1(x) + cy0x(x)
)
ϕ¯(0, x) dx, (2.10)
for any (p0, p1, q0) ∈ L2(I)×H−1s (I)×H1s(I), where (ϕ,ψ) is the unique solution to (2.8).
Proof. The proof follows the lines of the proof of Lemma 2.1. We omit it for brevity. 
3. Analysis of the spectrum of the operator associated to the systems
In this section we make the spectral analysis of the operators associated to our adjoint systems. This
analysis will be fundamental in the proof of the controllability result.
3.1. Spectral analysis of the operator associated with the system (2.5). We observe that the system
(2.5) can be rewritten as the following first order Cauchy problem{
Y ′(t) +AY = 0 t ∈ (0, T ),
Y (0) = Y 0,
(3.1)
where Y =
 pr
q
, Y 0 =
 p0r0
q0
 and the unbounded operator A : D(A)→ X−σ is defined by
A
 pr
q
 =
 −r(−d 2x )sp−M(−d 2x )sq
p
 .
The spaces X−σ (for σ ≥ 0) and D(A) are given by
X−σ = H−σs (−1, 1)×H−σ−1s (−1, 1)×H−σs (−1, 1), (3.2)
D(A) = H−σ+1s (−1, 1)×H−σs (−1, 1)×H−σ+1s (−1, 1). (3.3)
Theorem 3.1. Let 0 < s < 1 and σ ≥ 0. The spectrum of the operator (D(A),A) is given by
Spec(A) = (µjn)n≥1, 1≤j≤3 ∪ {M}, (3.4)
where the eigenvalues µjn verify the following:
µ1n = M −
M3
ρn
+O
(
1
n4
)
n ≥ 1,
µ2n = −
µ1n
2
+ i
√
3
(
µ1n
2
)2
+ ρn n ≥ 1,
µ3n = µ¯
2
n n ≥ 1.
(3.5)
Each eigenvalue µjn ∈ Spec(A) is double and has two associated eigenvectors given by
Φj±n =

1
−µjn
1
µjn
 e±iρ 12sn x, j ∈ {1, 2, 3}, n ≥ 1. (3.6)
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Proof. We prove the result in several steps.
Step 1. From the equality
A
 φ1φ2
φ3
 =
 −φ2(−d 2x )sφ1 −M(−d 2x )sφ3
φ1
 = µ
 φ1φ2
φ3
 ,
we can deduce that 
φ2 = −µφ1,
φ3 = µ−1φ1,
(µ−M)(−d 2x )sφ1 = −µ3φ1.
Plugging the first two equations from the above system in the third one, we immediately get
(−d 2x )sφ1 =
(
− µ
3
µ−M
)
φ1.
Consequently, µ is an eigenvalue of A if and only if it verifies the characteristic equation
K(µ) := µ3 + ρnµ−Mρn = 0, n ≥ 1. (3.7)
Step 2. We claim that for any κ ∈ R,
(−d 2x )seiκx = |κ|2seiκx. (3.8)
Indeed, by definition of the fractional Laplacian (see (1.2)) we have
(−d 2x )seiκx = Cs P.V.
∫
R
eiκx − eiκy
|x− y|1+2s dy = Cs e
iκxP.V.
∫
R
1− eiκ(y−x)
|x− y|1+2s dy.
Now, applying the change of variables z = κ(y − x), using the definition of principal value and the
expression for the constant Cs given in [5, Section 3], we get
(−d 2x )seiκx = Cs|κ|2s eiκxP.V.
∫
R
1− eiz
|z|1+2s dz = Cs|κ|
2s eiκx lim
ε→0+
∫
|z|>ε
1− eiz
|z|1+2s dz
= Cs|κ|2s eiκx lim
ε→0+
∫ +∞
ε
2− 2 cos(z)
z1+2s
dz = Cs|κ|2s eiκx
∫
R
1− cos(z)
|z|1+2s dz
= Cs|κ|2s eiκxC−1s = |κ|2s eiκx,
and we have shown the claim (3.8).
Step 3. Using (3.8) we can readily check that φ1 takes the form
φ1(x) = eiρ
1
2s
n x, n ≥ 1.
Since −Mρn and M3 have opposite signs and K(0) = −Mρn, K(M) = M3 for each n ≥ 1, it follows that
for each n ≥ 1, (3.7) has a unique real root located between 0 and M . This real root will be denoted by µ1n.
Since µ1n verifies
µ1n = M −
M(µ1n)
2
(µ1n)
2 + ρn
, n ≥ 1,
we have that
µ1n = M −
M3
ρn
+O
(
1
n4
)
, n ≥ 1. (3.9)
Thus, in particular M is an accumulation point in the spectrum and belongs to the essential spectrum.
Step 4. Finally, we analyze the complex roots of the characteristic equation (3.7). Let us write µ = α+ iβ
with α, β ∈ R and β 6= 0. Plugging this value in (3.7) and setting both real and imaginary parts to be equal
to zero, we get that
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{
β2 = 3α2 + ρn,
−8α3 − 2αρn −Mρn = 0.
Hence, −2α is the real root of the characteristic equation (3.7), and we can deduce that
µ2,3n = α
2,3
n + iβ
2,3
n n ≥ 1,
α2n = α
3
n = −
µ1n
2
n ≥ 1,
β2n =
√
3
(
µ1n
2
)2
+ ρn, β
3
n = −
√
3
(
µ1n
2
)2
+ ρn n ≥ 1.
(3.10)
We have identified the three families of eigenvalues µjn, n ≥ 1, j ∈ {1, 2, 3} which satisfy (3.5). To each
eigenvalue µjn, j ∈ {1, 2, 3}, n ≥ 1, they correspond two independent eigenfunctions Φj±n given by the formula
(3.6). The proof is finished. 
Remark 3.2. Notice that taking M = 0 in (3.7), we recover the equation µ3 + ρnµ = 0 whose non-trivial
solutions are µ = ±iρ 12n , n ≥ 1. In other words, as it is expected, we recover the eigenvalues of the fractional
wave operator without memory.
The following result will be used in the analysis of the spectrum of the operator associated with (2.8).
Lemma 3.3. Let 0 < s < 1. The sequence of real numbers
(|µ1n|)n≥1 verifies the estimates
|M |
M2
ρ1
+ 1
≤ ∣∣µ1n∣∣ < |M |, n ≥ 1. (3.11)
Moreover, if 12 < s < 1, then this sequence is increasing.
Proof. We recall that |µ1n| ∈ (0, |M |) is the unique real root of the equation
µ3 + ρnµ− ρn|M | = 0. (3.12)
This implies that
|µ1n|
|M | =
ρn
(µ1n)
2 + ρn
≥ ρn
M2 + ρn
≥ 1
M2
ρn
+ 1
≥ 1
M2
ρ1
+ 1
,
and consequently (3.11) holds. Finally, using (3.12) with µ = |µ1n| and µ = |µ1n+1| we obtain that(|µ1n+1| − |µ1n|) (|µ1n+1|2 + |µ1n|2 + |µ1n+1||µ1n|+ ρn+1) = (ρn+1 − ρn) (|M | − |µ1n|) .
By Lemma 1.1, if 12 < s < 1 the eigenvalues (ρn)n≥1 are simple. This implies that ρn+1 > ρn for all n ≥ 1.
This, together with the fact that |µ1n| ∈ (0, |M |), yields
|µ1n+1| > |µ1n|.
We have shown that the sequence
(|µ1n|)n≥1 is increasing and the proof is finished. 
We conclude this section with the following remark.
Remark 3.4. The spectral properties from Theorem 3.1 has some immediate interesting consequences.
(a) Since there are eigenvalues with positive real part, it follows that the operator A in (3.1) is not
dissipative. However, since all the real parts of the eigenvalues are uniformly bounded, the well-
posedness of the equation is ensured.
(b) The existence of a family of eigenvalues having an accumulation point implies that our initial
equation (1.1) cannot be controlled with a fixed support control ω0, unless we are in the trivial case
ω0 = (−1, 1).
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3.2. Spectral analysis of the operator associated with the system (2.8). We now move to the spectral
analysis for the system (2.8). We recall that c is a parameter which belongs to R \ {−γ, 0, γ} where γ is given
in (1.5). Similarly to the previous section, the system (2.8) can be equivalently written as a system of order
one in the following way: {
W ′(t) +AcW = 0 t ∈ (0, T ),
W (T ) = W 0,
(3.13)
where W =
 ϕη
ψ
, W 0 =
 ϕ0η0
ψ0
 and the unbounded operator Ac : D(Ac)→ X−σ (for σ ≥ 0) is defined
by
Ac
 ϕη
ψ
 =
 −ηc2ϕxx + (−d 2x )sϕ+ 2cηx −M(−d 2x )sψ
cψx + ϕ
 .
The domain D(Ac) is given by D(Ac) = H−σ+11 (I)×H−σ1 (I)×H−σ+1s (I) and here the space X−σ is given
by X−σ = H−σ1 (I)×H−σ−11 (I)×H−σs (I).
We notice that using the embeddings (2.9), by taking σ large enough, D(Ac) can be also defined as
D(Ac) = H−σ+1s (I)×H−σs (I)×H−σ+1s (I) and X−σ = H−σs (I)×H−σ−1s (I)×H−σs (I).
The next two theorems give the spectral properties of the operator Ac.
Theorem 3.5. The spectrum of the operator (D(Ac),Ac) is given by
Spec(Ac) =
(
λjn
)
n∈Z∗, 1≤j≤3 , (3.14)
where the eigenvalues λjn are given by
λjn = µ
j
|n| + i sgn(n)cρ
1
2s
|n|, n ∈ Z∗, 1 ≤ j ≤ 3, (3.15)
and µj|n| are given in (3.5).
Proof. From the equality
Ac
 φ1φ2
φ3
 = λ
 φ1φ2
φ3
 ,
we can deduce that 
φ2 = −λφ1,
λφ3 = cφ3x + φ
1,
c2φ1xx + (−d 2x )sφ1 + 2cφ2x −M(−d 2x )sφ3 = λφ2.
To find the solutions of the above system we write
φ j(x) =
∑
n∈Z∗
anje
i sgn(n)ρ
1
2s
|n|x, 1 ≤ j ≤ 3.
Then, assuming for the moment that n ≥ 1, we can deduce that the coefficients anj verify
an2 = −λan1,
an3 =
an1
λ− icρ 12sn
,
[
−c2ρ 1sn + ρn − 2icρ
1
2s
n λ− Mρn
λ− icρ 12sn
]
an1 = −λ2an1.
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Therefore, λ is an eigenvalues of Ac if and only if it verifies the equation
(λ− icρ 12sn )3 + ρn(λ− icρ
1
2s
n )−M2ρn = 0.
If n ≤ −1, then a similar computation gives the characteristic equation
(λ+ icρ
1
2s
|n|)
3 + ρ|n|(λ− icρ
1
2s
|n|)−M2ρ|n| = 0.
By taking into account that µj|n| are the zeros of (3.7), we obtain that the eigenvalues of Ac are given by
the formula (3.15) and the proof is finished. 
Theorem 3.6. Each eigenvalue λjn ∈ Spec(Ac) has an associated eigenvector of the form
Ψjn =

1
−λjn
1
λjn − i sgn(n)cρ
1
2s
|n|
 ei sgn(n)ρ
1
2s
|n|x, j ∈ {1, 2, 3}, n ∈ Z∗. (3.16)
In addition, for any σ ≥ 0, the set
(
ρσ|n|Ψ
j
n
)
n∈Z∗, 1≤j≤3
forms a Riesz basis in X−σ.
Proof. It is easy to see that to each eigenvalue λjn, j ∈ {1, 2, 3}, n ∈ Z∗, corresponds an eigenfunction Ψjn
given by (3.16). Let us show that
(
ρσ|n|Ψ
j
n
)
n∈Z∗, 1≤j≤3
forms a Riesz basis in X−σ. We proof the result in
several steps.
Step 1. Firstly, we remark that
(
Ψjn
)
n∈Z∗, 1≤j≤3 is complete in X−σ. This follows from the fact that,
given an arbitrary element in X−σ, y0w0
z0
 = ∑
n∈Z∗
 β1nβ2n
β3n
 ρσ|n|ei sgn(n)ρ 12s|n|x,
there exists a unique sequence (ajn)n∈Z∗, 1≤j≤3 such that y0w0
z0
 = ∑
n∈Z∗, 1≤j≤3
ajnρ
σ
|n|Ψ
j
n.
From (3.16), the preceding identity is equivalent to the system
a1n + a
2
n + a
3
n = β
1
n n ≥ 1,
λ1na
1
n + λ
2
na
2
n + λ
3
na
3
n = −β2n n ≥ 1,
a1n
λ1n − i sgn(n)cρ
1
2s
|n|
+
a2n
λ2n − i sgn(n)cρ
1
2s
|n|
+
a3n
λ3n − i sgn(n)cρ
1
2s
|n|
= β3n n ≥ 1.
(3.17)
The matrix associated with the above system is given by
B =

1 1 1
λ1n λ
2
n λ
3
n
1
λ1n − i sgn(n)cρ
1
2s
|n|
1
λ2n − i sgn(n)cρ
1
2s
|n|
1
λ3n − i sgn(n)cρ
1
2s
|n|
 .
Since, for each n ≥ 1, the determinant of B is given by
det(B) =
(λ2n − λ1n)(λ3n − λ1n)(λ3n − λ2n)(
λ1n − i sgn(n)cρ
1
2s
|n|
)(
λ2n − i sgn(n)cρ
1
2s
|n|
)(
λ3n − i sgn(n)cρ
1
2s
|n|
) 6= 0,
we can deduce that for each n ≥ 1, the system has a unique solution (ajn)1≤j≤3.
Step 2. We notice that
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∥∥∥∥∥ ∑
n∈Z∗, 1≤j≤3
ajnρ
σ
|n|Ψ
j
n
∥∥∥∥∥
2
X−σ
(3.18)
=
∑
n∈Z∗
ρ2σ|n|
∥∥a1nΨ1n + a2nΨ2n + a3nΨ3n∥∥2X−σ
= 2
∑
n∈Z∗
[ ∣∣a1n + a2n + a3n∣∣2 + 1ρ2|n|
∣∣λ1na1n + λ2na2n + λ3na3n∣∣2
+
∣∣∣∣ a1n
λ1n − i sgn(n)cρ
1
2s
|n|
+
a2n
λ2n − i sgn(n)cρ
1
2s
|n|
+
a3n
λ3n − i sgn(n)cρ
1
2s
|n|
∣∣∣∣2
]
=2
∑
n∈Z∗
∥∥∥∥∥∥Bn
 a1na2n
a3n
∥∥∥∥∥∥
2
2
,
(3.19)
where the matrix Bn is given by
Bn =

1 1 1
λ1n
ρ|n|
λ2n
ρ|n|
λ3n
ρ|n|
1
λ1n − i sgn(n)cρ
1
2s
|n|
1
λ2n − i sgn(n)cρ
1
2s
|n|
1
λ3n − i sgn(n)cρ
1
2s
|n|

.
Step 3. We claim that there are two constants 0 < a1 < a2, independent of n, such that
σ(B∗nBn) ⊂ [a1, a2], n ∈ Z∗. (3.20)
We notice that Bn is not singular. Indeed, we have
det(Bn) =
(λ2n − λ1n)(λ3n − λ1n)(λ3n − λ2n)
ρ3|n|
(
λ1n − i sgn(n)cρ
1
2s
|n|
)(
λ2n − i sgn(n)cρ
1
2s
|n|
)(
λ3n − i sgn(n)cρ
1
2s
|n|
) 6= 0, (3.21)
which implies that, for each n ∈ Z∗,
min
{
|z| : z ∈ σ(B∗nBn)
}
> 0. (3.22)
On the other hand, we have that B∗nBn := (Bk,`)1≤k,`≤3 with
Bk,k = 1 +
|λkn|2
ρ|n|
+
1∣∣∣λkn − i sgn(n)cρ 12s|n|∣∣∣2 , k = 1, 2, 3
Bk,` = 1 +
λ
k
nλ
`
n
ρ|n|
+
1(
λ
k
n + i sgn(n)cρ
1
2s
|n|
)(
λ`n − i sgn(n)cρ
1
2s
|n|
) = B`,k, k 6= ` = 1, 2, 3.
The above relation, (3.15), and (3.5) imply that
B∗nBn −→ B˜ :=
 1 + c
2 +
1
|M |2 1 + c(c+ 1) 1 + c(c− 1)
1 + c(c+ 1) 1 + (c+ 1)2 1 + (c+ 1)(c− 1)
1 + c(c− 1) 1 + (c+ 1)(c− 1) 1 + (c− 1)2
 as n→∞. (3.23)
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Since det(B˜) = 6M2 6= 0 and B˜ is positive defined, it follows that there are two constants 0 < a′1 < a′2 such
that
Spec(B˜) ⊂ [a′1, a′2]. (3.24)
From (3.22) and (3.24), we can deduce that the claim (3.20) holds.
Step 4. Using (3.18) and (3.20) we get that
a1
(|a1n|2 + |a2n|2 + |a3n|2) ≤
∥∥∥∥∥∥Bn
 a1na2n
a3n
∥∥∥∥∥∥
2
2
≤ a2
(|a1n|2 + |a2n|2 + |a3n|2) . (3.25)
These inequalities together with (3.18) imply that
2a1
∑
n∈Z∗, 1≤j≤3
|ajn|2 ≤
∥∥∥∥∥∥
∑
n∈Z∗, 1≤j≤3
ajnρ
σ
|n|Ψ
j
n
∥∥∥∥∥∥
2
X−σ
≤ 2a2
∑
n∈Z∗, 1≤j≤3
|ajn|2. (3.26)
The estimates (3.26) show that
(
ρσ|n|Ψ
j
n
)
n∈Z∗, 1≤j≤3
is a Riesz basis in X−σ. The proof is finished. 
3.3. Gap properties of the spectrum of the operator associated with the system (2.8). Here we
analyze the distance between the three families composing the spectrum of the operator associated to the
system (2.8). As it is well-known, these gap properties shall play a fundamental role in the proof of our
controllability result.
Since there is no major change in the spectrum if c is replaced by −c, we shall limit our analysis to the
case c > 0. Let us start by studying the distance between the elements of (λ1n)n∈Z∗ and those of (λ
2
n)n∈Z∗
and (λ3n)n∈Z∗ .
Lemma 3.7. Let 12 < s < 1. For any n,m ∈ Z∗ and k ∈ {2, 3} we have that∣∣λ1n − λkm∣∣ ≥ 3|M |2M2
µ1
+ 2
> 0. (3.27)
Moreover, for any n 6= m we have that∣∣λ1n − λ1m∣∣ ≥ c ∣∣∣µ 12s|n| − µ 12s|m|∣∣∣ > 0. (3.28)
Proof. We remark that, if k ∈ {2, 3}, the numbers Re(µ1n) and Re(µkm) have opposite signs. By taking into
account (3.11), we deduce that∣∣λ1n − λkm∣∣ ≥ ∣∣Re (λ1n − λkm)∣∣ = ∣∣∣Re(µ1|n| − µk|m|)∣∣∣ =
∣∣∣∣∣µ1|n| + µ
1
|m|
2
∣∣∣∣∣ ≥ 3|M |2M2
µ1
+ 2
,
and (3.27) is proved. On the other hand, since µ1n ∈ R, for all n 6= m we have that∣∣λ1n − λ1m∣∣ ≥ ∣∣Im (λ1n − λ1m)∣∣ = c ∣∣∣µ 12s|n| − µ 12s|m|∣∣∣ > 0.
The proof of the lemma is complete. 
Lemma 3.7 shows that each element of the sequence (λ1n)n∈Z∗ is well separated from the others elements
of the spectrum of Ac. Let us now analyze the case of the other two families. We define the set
V :=

√√√√3( µ1n
2ρ
1
2s
n
)2
+ ρ
1− 1s
n : n ≥ 1
 , (3.29)
and we will use the notation
S = {(n, j) : n ∈ Z∗, 1 ≤ j ≤ 3}. (3.30)
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Lemma 3.8. Let 12 < s < 1, γ = γ(s) ≥ pi2 the constant given in (1.5) and let c ∈ (0, γ) ∪ (γ,∞). Then the
following assertions hold.
(a) If c /∈ V, then for each n ≥ 1 there exists a constant υ = υ(N, c) > 0 such that∣∣λjn − λkm∣∣ ≥ υ(N, c), (3.31)
for any (n, j), (m, k) ∈ S with (n, j) 6= (m, k), 1 ≤ |n|, |m| ≤ N and j, k ∈ {2, 3}.
(b) If c ∈ V, then there exists a unique nc ≥ 1 such that
λ2−nc = λ
3
nc , (3.32)
and for each n ≥ 1 there exists a constant υ = υ(N, c) > 0 such that∣∣λjn − λkm∣∣ ≥ υ(N, c), (3.33)
for any (n, j), (m, k) ∈ S with (n, j) 6= (m, k), 1 ≤ |n|, |m| ≤ N and j, k ∈ {2, 3}, with the exception
of the cases (n, j) = (−nc, 2) and (m, k) = (nc, 3) given by (3.32).
Proof. For any (n, j), (m, k) ∈ S, we have that∣∣λjn − λkm∣∣ > ∣∣Re(λjn)− Re(λkm)∣∣ = 12 ∣∣∣µ1|n| − µ1|m|∣∣∣ .
Since Lemma 3.3 ensures that the sequence of real numbers
(|µ1n|)n≥1 is increasing, it follows that
inf
{ ∣∣λjn − λkm∣∣ : (n, j), (m, k) ∈ S, |n| 6= |m|, 1 ≤ |n|, |m| ≤ N, 2 ≤ j, k ≤ 3} > 0.
It remains to study the case |n| = |m|. If j ∈ {2, 3} and n ≥ 1, then∣∣∣λjn − λj−n∣∣∣ > ∣∣∣Im(λjn)− Im(λj−n)∣∣∣ = 2cρ 12sn ≥ 2cρ 12s1 > 0.
Moreover, if n ≥ 1, then
∣∣λ2n − λ3n∣∣ > ∣∣Im(λ2n)− Im(λ3n)∣∣ = 2
√
3
(
µ1n
2
)2
+ ρn ≥ 2ρ
1
2
1 > 0
∣∣λ2n − λ3−n∣∣ > ∣∣Im(λ2n)− Im(λ3−n)∣∣ = 2cρ 12sn + 2
√
3
(
µ1n
2
)2
+ ρn ≥ 2ρ
1
2
1 > 0
∣∣λ2−n − λ3−n∣∣ > ∣∣Im(λ2−n)− Im(λ3−n)∣∣ = 2
√
3
(
µ1n
2
)2
+ ρn ≥ 2ρ
1
2
1 > 0.
Finally, we remark that
∣∣λ2−n − λ3n∣∣ > ∣∣Im(λ2−n)− Im(λ3n)∣∣ =
∣∣∣∣∣∣−2cρ 12sn + 2
√
3
(
µ1n
2
)2
+ ρn
∣∣∣∣∣∣ .
The last expression is zero if and only if there exists nc > 0 such that c =
√
3
(
µ1nc
2ρ
1
2s
nc
)2
+ ρ
1− 1s
nc , that is, if
and only if c ∈ V and the proof is complete. 
Remark 3.9. Lemma 3.8 shows that, if c ∈ V, then there exists a unique double eigenvalue λ2−nc . Its
geometric multiplicity is two, since there are two corresponding linearly independent eigenfunctions Ψ2−nc
and Ψ3nc .
Now we analyze the higher part of the spectrum. The properties of the large elements of the sequences
(λ2n)n∈Z∗ and (λ
3
n)n∈Z∗ are described in the following lemma.
Lemma 3.10. Let 12 < s < 1 and γ = γ(s) ≥ pi2 the constant given in (1.5). Then for any  > 0, there exists
N1 ∈ N such that the following assertions hold.
(a) If c ∈ (0, γ), then we have the following.
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• The sequences (Im(λ2n))n≥1 and (Im(λ2−n))n≥N1 are increasing and included in the intervals[
(1 + c)ρ
1
2
1 ,∞
)
and
[(
1− cγ
)
ρ
1
2
1 ,∞
)
, respectively.
• The sequences (Im(λ3n))n≥N1 and (Im(λ3−n))n≥1 are decreasing and included in the intervals(
−∞,
(
−1 + cγ
)
ρ
1
2
1 γ
]
and
(
−∞,−(1 + c)ρ 121
]
, respectively.
Moreover,
Im(λ2n+1)− Im(λ2n) = Im(λ3−n)− Im(λ3−n−1) ≥ cγ −  > 0 for n ≥ N1 ,
Im(λ2−n−1)− Im(λ2−n) = Im(λ3n)− Im(λ3n+1) ≥
(
1− cγ
)(
ρ
1
2
n+1 − ρ
1
2
n
)
−  > 0 for n ≥ N1 ,
Im(λ2−n) ≤ Im(λ2−N1 ), Im(λ
3
n) ≥ Im(λ3N1 ) for 1 ≤ n ≤ N
1
 .
(3.34)
(b) If c ∈ (γ,∞), then we have the following.
• The sequences (Im(λ2n))n≥1 and (Im(λ3n))n≥N1 are increasing and included in the intervals[
(c+ 1)ρ
1
2
1 ,∞
)
and
[(
c
γ − 1
)
ρ
1
2
1 ,∞
)
, respectively.
• The sequences (Im(λ2−n))n≥N1 and (Im(λ3−n))n≥1 are decreasing and included in the intervals(
−∞,
(
1− cγ
)
ρ
1
2
1
]
and
(
−∞,−(c+ 1)ρ 121
]
, respectively.
Moreover,
Im(λ2n+1)− Im(λ2n) = Im(λ3−n)− Im(λ3−n−1) ≥ cγ −  for n ≥ N1 ,
Im(λ2−n)− Im(λ2−n−1) = Im(λ3n)− Im(λ3n+1) ≥
(
c
γ − 1
)(
ρ
1
2
n+1 − ρ
1
2
n
)
−  > 0 for n ≥ N1 ,
Im(λ3n) ≤ Im(λ3N1 ), Im(λ
2
−n) ≥ Im(λ2−N1 ) for 1 ≤ n ≤ N
1
 .
(3.35)
Proof. We first notice that
λ
2
n = −i sgn(n)cρ
1
2s
|n| −
µ1|n|
2
− i
√√√√3(µ1|n|
2
)2
+ n2 = λ3−n, n ∈ Z∗. (3.36)
Hence, we can deduce that Im(λ3n) = − Im(λ2−n). Since the sequence
(
µ1n
)
n≥1 is bounded (by (3.11)),
given any  > 0 there exists N1 ∈ N such that
3
4
(
µ1n
)2√
3
4 (µ
1
n)
2
+ ρn + ρ
1
2
n
≤ , n ≥ N1 . (3.37)
We analyze the cases c ∈ (0, γ) only, the other one being similar.
• For the sequence (Im(λ2n))n≥1, since 12 < s < 1 we have that
Im(λ2n) = cρ
1
2s
n +
√√√√3(µ1|n|
2
)2
+ ρn ≥ cρ
1
2s
n + ρ
1
2
n ≥ (1 + c)ρ
1
2
n ≥ (1 + c)ρ
1
2
1 ,
and, according to (3.37), for any n ≥ N1 , it follows that
Im(λ2n+1)− Im(λ2n)
= c
(
ρ
1
2s
n+1 − ρ
1
2s
n
)
+
3
4
(
µ1n+1
)2√
3
4
(
µ1n+1
)2
+ ρn+1 + ρ
1
2
n+1
−
3
4
(
µ1n
)2√
3
4 (µ
1
n)
2
+ ρn + ρ
1
2
n
+
(
ρ
1
2
n+1 − ρ
1
2
n
)
≥ cγ −  > 0,
for some constant γ ≥ pi2 (see (1.5)).
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• As for the sequence (Im(λ2−n))n≥1 we remark that
Im(λ2−n) = −cρ
1
2s
n +
√√√√3(µ1|n|
2
)2
+ ρn ≥ −cρ
1
2s
n + ρ
1
2
n ≥
(
1− c
γ
)
ρ
1
2
n ≥
(
1− c
γ
)
ρ
1
2
1 ,
and, similarly as above, for any n ≥ N1 , we have that
Im(λ2−n−1)− Im(λ2−n)
= −c
(
ρ
1
2s
n+1 − ρ
1
2s
n
)
+
3
4
(
µ1n+1
)2√
3
4
(
µ1n+1
)2
+ ρn+1 +
√
ρn+1
−
3
4
(
µ1n
)2√
3
4 (µ
1
n)
2
+ ρn +
√
ρn
+
(
ρ
1
2
n+1 − ρ
1
2
n
)
≥
(
1− c
γ
)(
ρ
1
2
n+1 − ρ
1
2
n
)
−  > 0.
Hence, all the desired properties of the sequence
(
Im(λ2n)
)
n∈Z∗ are proved in the case c ∈ (0, γ). Since
Im(λ3n) = − Im(λ2−n), the properties of the sequence
(
Im(λ3n)
)
n∈Z∗ follow immediately from those of(
Im(λ2n)
)
n∈Z∗ . The proof is finished. 
Now we study the possible interactions between the large elements of the sequences
(
λ2n
)
n∈Z∗ and
(
λ3n
)
n∈Z∗ .
Lemma 3.11. Let  > 0 sufficiently small, 12 < s < 1 and γ = γ(s) ≥ pi2 the constant given in (1.5). Then
there exist N ≥ 1 and two positive constants δ(c, ) and δ′(c, ) with the property that for each m ≥ N there
exists nm ≥ N such that the following assertions hold.
(a) If c ∈ (0, γ), then
1− c
2
+ 3 ≥ ∣∣λ2m − λ2−nm∣∣ = ∣∣λ3−m − λ3nm ∣∣ ≥ δ′(c, )ρm , (3.38)
and
inf
{∣∣λ2m − λ2n∣∣ : |n| ≥ N, n 6= −nm} = inf {∣∣λ3−m − λ3n∣∣ : |n| ≥ N, n 6= nm} ≥ δ(c, ). (3.39)
(b) If c ∈ (γ,∞), then
c− 1
2
+ 3 ≥ ∣∣λ2m − λ3nm ∣∣ = ∣∣λ3−m − λ2−nm ∣∣ ≥ δ′(c, )ρm , (3.40)
and
inf
{∣∣λ2m − λ3n∣∣ : |n| ≥ N, n 6= nm} = inf {∣∣λ3−m − λ2n∣∣ : |n| ≥ N, n 6= −nm} ≥ δ(c, ). (3.41)
Proof. Firstly, notice that by (3.5) there exists N2 such that∣∣∣∣Re(λjn) + M2
∣∣∣∣ ≤ 2 , |n| ≥ N2 , j ∈ {2, 3}. (3.42)
Let m ≥ N := max{N1 , N2 }, where N1 is the number given by Lemma 3.10. Let nm ∈ N be such that∣∣∣∣∣∣∣1− cγ ∣∣∣ρ 12nm − (1 + c)ρ 12m
∣∣∣∣ = infn≥1
∣∣∣∣∣∣∣1− cγ ∣∣∣ρ 12n − (1 + c)ρ 12m
∣∣∣∣ . (3.43)
Notice that nm also verifies
− 1
2
+
γ(1 + c)
|γ − c| ρ
1
2
m ≤ ρ
1
2
nm ≤
1
2
+
γ(1 + c)
|γ − c| ρ
1
2
m. (3.44)
We analyze separately the following two cases.
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Case 1. Let c ∈ (0, γ). For each m ≥ N we have that∣∣λ2m − λ2−nm ∣∣ = infn∈Z∗ ∣∣λ2m − λ2n∣∣ , (3.45)
with nm given by (3.43). Indeed, we have that∣∣λ2m − λ2−nm ∣∣ ≤ ∣∣Im(λ2m − λ2−nm)∣∣+ ∣∣Re(λ2m − λ2−nm)∣∣
≤
∣∣∣∣(1− cγ
)
ρ
1
2
nm − (1 + c)ρ
1
2
m
∣∣∣∣+ ∣∣∣(1 + c)ρ 12m − Im(λ2m)∣∣∣+ ∣∣∣∣Im(λ2−nm)− (1− cγ
)
ρ
1
2
nm
∣∣∣∣
+
∣∣Re(λ2m − λ2−nm)∣∣ ,
from which, by taking into account (3.37) and (3.42), we deduce that∣∣λ2m − λ2−nm∣∣ ≤ ∣∣∣∣(1− cγ
)
ρ
1
2
nm − (1 + c)ρ
1
2
m
∣∣∣∣+ 3. (3.46)
On the other hand, from (3.34) and (3.37) we can deduce that
|λ2m − λ2n|
≥ min
{∣∣∣λ2m − λ2|n|∣∣∣ , ∣∣∣λ2m − λ2−|n|∣∣∣} ≥ min{cγ − , ∣∣∣Im(λ2m − λ2−|n|)∣∣∣}
≥ min
{
cγ − ,
∣∣∣∣(1− cγ
)
ρ
1
2
|n| − (1 + c)ρ
1
2
m
∣∣∣∣− ∣∣∣(1 + c)ρ 12m − Im(λ2m)∣∣∣− ∣∣∣∣Im(λ2−|n|) + (1− cγ
)
ρ
1
2
|n|
∣∣∣∣}
≥ min
{
cγ − ,
∣∣∣∣(1− cγ
)
ρ
1
2
|n| − (1 + c)ρ
1
2
m
∣∣∣∣− 2} ,
which, by taking into account (3.44), implies that
|λ2n − λ2m| ≥ min
{∣∣∣∣(1− cγ
)
ρ
1
2
nm − (1 + c)ρ
1
2
m
∣∣∣∣+ 2− , γ − c2 +
∣∣∣∣(1− cγ
)
ρ
1
2
nm − (1 + c)ρ
1
2
m
∣∣∣∣− 2} .
(3.47)
From (3.46)-(3.47) we can deduce that, for  sufficiently small, (3.45) holds true. It follows that, for each
m ≥ N, we have
inf
n∈Z∗, n 6=nm
∣∣λ2m − λ2n∣∣ ≥ δ(, c) := min{2− , γ − c2 − 2
}
, (3.48)
and ∣∣λ2m − λ2−nm ∣∣ ≥ ∣∣Re(λ2m)− Re(λ2−nm)∣∣ ≥ δ′(c, )ρm . (3.49)
Case 2. Let c ∈ (γ,∞). As before, for  small enough and for each m ≥ N, we have that∣∣λ2m − λ3nm∣∣ = infn∈Z∗ ∣∣λ2m − λ3n∣∣ , (3.50)
with nm given by (3.43) and consequently
inf
n∈Z∗
∣∣λ2m − λ3n∣∣ ≥ ∣∣Re(λ2m)− Re(λ3nm)∣∣ ≥ δ′(c, )ρm . (3.51)
The rest of the proof is similar to the case c ∈ (0, γ). 
Remark 3.12. Lemmas 3.7-3.11 show that all elements of the spectrum σ(Ac) =
(
λjn
)
(n,j)∈S are well
separated one from another except for the following special cases.
(a) If c ∈ (0, γ), then the eigenvalues λ2m and λ2−nm have a distance at least of order 1ρm between them
and a similar relation holds for λ3m and λ
3
−nm .
(b) If c ∈ (γ,∞), then the eigenvalues λ2m and λ3nm have a distance at least of order 1ρm between them
and a similar relation holds for λ3−m and λ
2
−nm .
(c) If c ∈ V, then there exists a unique double eigenvalues λ2−nc = λ3nc .
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Even though the asymptotic gap between the elements of the spectrum is equal to zero, the fact that we
know the velocities with which the distances between these eigenvalues tend to zero, this will allow us to
estimate the norm of the biorthogonal sequence associated to
(
e−λ
j
nt
)
(n,j)∈S
that we will study in the next
section.
4. Construction of a biorthogonal sequence
In this section we construct and evaluate a biorthogonal sequence
(
θkm
)
(m,k)∈S in L
2
(−T2 , T2 ) associated
to the family of exponential functions Λ =
(
e−λ
j
nt
)
(n,j)∈S
, where λjn are given by (3.15). In order to avoid
the double eigenvalue, which according to Lemma 3.8 occurs if c ∈ V, and to keep the notation as simple as
possible, we make the convention that, if c ∈ V, we redefine λ2−nc as follows
λ2−nc = −i sgn(nc)cρ
1
2s
|nc| + i
√√√√3(µ1|nc|
2
)2
+ ρ|nc| −
1
2
i+
µ1|nc|
2
. (4.1)
In this way Lemmas 3.7, 3.8 and 3.11 guarantee that all elements of the family
(
λjn
)
(n,j)∈S are different.
Since the biorthogonal sequence has the property that∫ T
2
−T2
θkm(t)e
−λjnt dt = δnjmk,
if we define the Fourier transform of θkm,
θ̂
k
m(z) =
∫ T
2
−T2
θkm(t)e
−izt dt,
we obtain that
θ̂
k
m(−iλ
j
n) = δ
nj
mk, (n, j), (m, k) ∈ S. (4.2)
Therefore, we define the infinite product
P (z) = z3
∏
(n,j)∈S
(
1 +
z
iλ
j
n
)
:= z3 lim
R→∞
∏
(n,j)∈S
|λjn|≤R
(
1 +
z
iλ
j
n
)
, (4.3)
and we study some of its properties in the next theorem. We shall prove that the limit in (4.3) exists and
defines an entire function. This and other important properties of P (z) are given in the following theorem.
Theorem 4.1. Let 12 < s < 1, γ = γ(s) ≥ pi2 the constant given in (1.5), c ∈ R \ {−γ, 0, γ} and let P be
given by (4.3). Then the following assertions hold.
(a) P is well defined, and it is an entire function of exponential type
(
1
|c| +
1
|c+γ| +
1
|c−γ|
)
pi.
(b) For each δ > 0, there exists a constant C(δ) > 0 such that
|P (z)| ≤ C(δ), z = x+ iy, x, y ∈ R, |y| ≤ δ. (4.4)
Moreover, there exists a constant C1 > 0 such that, for any (m, k) ∈ S,∣∣∣∣∣ P (x)x+ iλkm
∣∣∣∣∣ ≤ C11 + |x+ Im(λkm)| , z = x+ iy, x, y ∈ R, |y| ≤ δ. (4.5)
(c) Each point −iλjm is a simple zero of P and there exists a constant C2 > 0 such that∣∣∣P ′(−iλjm)∣∣∣ ≥ C2ρm , (m, j) ∈ S. (4.6)
Proof. The proof is based on the spectral analysis presented in Section 3, and it is totally analogous to the
one in [2, Theorem 5.1]. We thus omit it for brevity. 
The previous theorem allows us to construct the biorthogonal sequence we were looking for.
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Theorem 4.2. Let 12 < s < 1, γ = γ(s) ≥ pi2 the constant given in (1.5), c ∈ R \ {−γ, 0, γ} and let the
constant T > 2pi
(
1
|c| +
1
|c+γ| +
1
|c−γ|
)
. Then there exist a biorthogonal sequence
(
θkm
)
(n,j)∈S associated to
the family of complex exponentials
(
e−λ
j
nt
)
(n,j)∈S
in L2
(−T2 , T2 ) and a constant C > 0 such that∥∥∥∥∥∥
∑
(m,k)∈S
βkmθ
k
m
∥∥∥∥∥∥
2
L2(−T2 ,T2 )
≤ C
∑
(m,k)∈S
ρ2|m|
∣∣βkm∣∣2 , (4.7)
for any finite sequence of complex numbers
(
βkm
)
(m,k)∈S.
Proof. We define the entire function
θ̂jm(z) =
P (z)
P ′(−iλjm)
, (4.8)
and let
θjm =
1
2pi
∫
R
θ̂jm(x)e
ixt dx. (4.9)
It follows from Theorem 4.1 that (θjm)(m,j)∈S is a biorthogonal sequence associated to the family of
exponential functions Λ =
(
e−λ
j
nt
)
(n,j)∈S
in L2
(
−T ′2 , T
′
2
)
, where T ′ = 2pi
(
1
|c| +
1
|c+γ| +
1
|c−γ|
)
. Moreover,
we have that
‖θjm‖L2(−T ′2 ,T ′2 ) ≤ C ρ|m|, (m, j) ∈ S.
An argument similar to [10] (see also [28, Proposition 8.3.9]) allows us to prove that, for any T > T ′, there
exists a biorthogonal sequence (θjm)(m,j)∈S associated to Λ =
(
e−λ
j
nt
)
(n,j)∈S
in L2
(−T2 , T2 ) such that (4.7)
is verified. The proof is finished. 
The following immediate consequence of Theorem 4.2 will be very useful for the controllability problem
that we shall study in the next section.
Corollary 4.3. For any finite sequence of scalars (ajn)(n,j)∈S ⊂ C, we have that
∑
(n,j)∈S
∣∣ajn∣∣2
ρ2|n|
≤ C
∥∥∥∥∥∥
∑
(n,j)∈S
ajne
−λjnt
∥∥∥∥∥∥
2
L2(−T2 ,T2 )
. (4.10)
Proof. We have that
∑
(n,j)∈S
∣∣ajn∣∣2
ρ2|n|
=
∫ T
2
−T2
 ∑
(n,j)∈S
ajne−λ
j
nt
 ∑
(m,k)∈S
akm
ρ2|m|
θkm(t)
 dt
≤
∥∥∥∥∥∥
∑
(n,j)∈S
ajne
−λjnt
∥∥∥∥∥∥
L2(−T2 ,T2 )
∥∥∥∥∥∥
∑
(m,k)∈S
akm
ρ2|m|
θkm
∥∥∥∥∥∥
L2(−T2 ,T2 )
,
from which, by taking into account (4.7), we easily deduce (4.10). 
5. Proof of the main result
In this section we study the controllability properties of Equation (1.1) by proving the main result of the
paper. To do this we need further preparation. Firstly, we shall reduce our original problem to a moment
problem. Secondly, we will solve the moment problem with the help of the biorthogonal sequence that we
have constructed in Section 4. Let us begin with the following result concerning the solutions of (2.8).
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Lemma 5.1. For each initial data ϕ(T, x)ϕt(T, x)
ψ(T, x)
 =
 ϕ0(x)ϕ1(x)
ψ0(x)
 = ∑
(n,j)∈S
b jnΨ
j
n(x) ∈ L2(I)×H−1s (I)×H−1s (I), (5.1)
there exists a unique solution of Equation (2.8) given by ϕ(t, x)ϕt(t, x)
ψ(t, x)
 = ∑
(n,j)∈S
b jne
λjn(T−t)Ψjn(x). (5.2)
Proof. Since (Ψjn)(n,j)∈S is a Riesz basis (by Theorem 3.6), it follows that each initial data in L
2(I) ×
H−1s (I)×H−1s (I) can be written in the form (5.1) with (b jn)(n,j)∈S ∈ `2. We remark that, for (n, j) ∈ S, if
we take as initial data Ψjn, then the solution to (2.8) is given by ϕ(t, x)ϕt(t, x)
ψ(t, x)
 = eλjn(T−t)Ψjn(x). (5.3)
The proof is finished. 
We have the following result which reduces the controllability problem to a problem of moments.
Lemma 5.2. Let σ ≥ 0. Then Equation (2.7) is memory-type null controllable at time T if and only if for
each (y0, y1) ∈ Hσ+1s (I)×Hσs (I),
y0(x) =
∑
n∈Z∗
yn0 e
i sgn(n)ρ
1
2s
|n|x, y1(x) =
∑
n∈Z∗
yn1 e
i sgn(n)ρ
1
2s
|n|x, (5.4)
there exists u˜ ∈ L2(Q) such that∫ T
0
∫
ω0
u˜(t, x)e
−i sgn(n)ρ
1
2s
|n|xe−λ¯
j
nt dxdt = −2
(
µ¯j|n|y
0
n + y
1
n
)
, (n, j) ∈ S. (5.5)
Proof. Recall that, by Lemma 2.3, Equation (2.7) is memory-type null controllable in time T if and only if it
holds the identity
∫ T
0
∫
ω0
u˜(t, x)ϕ¯(t, x) dxdt =
〈
y0(·), ϕt(0, ·)
〉
H1s(I),H−1s (I) −
∫
I
(y1(x) + cy0x(x))ϕ¯(0, x) dx, (5.6)
where, for (p0, p1, q0) ∈ L2(I)×H−1s ×H1s(I), (ϕ,ψ) is the unique solution to (2.8). In fact, it is sufficient to
consider as initial data the elements of the Riesz basis
{
Ψjn
}
(n,j)∈S :
 p
0
p1 − cp0x
q0
 = Ψjn =

1
−λjn
1
λjn − i sgn(n)cρ
1
2s
|n|
 ei sgn(n)ρ
1
2s
|n|x.
Then, by Lemma 5.1, the solution to (2.8) can be written in the form (5.3). Moreover, we can readily
check that ∫
I
(
y1 + cy0x
)
ϕ¯(0, x) dx = 2
(
y1n + i sgn(n)cρ
1
2s
|n|y
0
n
)
eλ¯
j
nT ,
where we have used the orthogonality of the eigenfunctions in L2(I). In a similar way, we also have〈
y0, ϕt(0, ·)
〉
H1s(I),H−1s (I) = −
∑
(n,j)∈S
y0nλ¯
j
ne
λ¯jnT ,
and from (5.6) we finally obtain (5.5). The proof is finished. 
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In order to solve the moment problem (5.5), we shall use the following result (see [33, Chapter 4, Section
1, Theorem 2]).
Theorem 5.3. Let (fn)n be a sequence belonging to a Hilbert space H and (cn)n a sequence of scalars. In
order that the equations
(f, fn)H = cn
admit at least one solution f ∈ H satisfying ‖f‖H ≤M , it is necessary and sufficient that∣∣∣∣∣∑
n
anc¯n
∣∣∣∣∣ ≤M
∥∥∥∥∥∑
n
anfn
∥∥∥∥∥
H
(5.7)
for every finite sequence of scalars (an)n.
We are now ready to give the proof of the main controllability result.
Proof of Theorem 1.4. Using Lemma 5.2, it is sufficient to show that, for each initial data (y0, y1) ∈
H3s(I)×H2s(I) given by (5.4), there exists u˜ ∈ L2(Q) such that (5.5) is satisfied. From Theorem 5.3, this is
equivalent to show that
∣∣∣∣∣∣
∑
(n,j)∈S
(µj|n|y¯
0
n + y¯
1
n)a
j
n
∣∣∣∣∣∣
2
≤ C
∫ T
0
∫
ω0
∣∣∣∣∣∣
∑
(n,j)∈S
ajne
i sgn(n)cρ
1
2s
|n|xe−λ
j
nt
∣∣∣∣∣∣
2
dxdt, (5.8)
for all finite sequence (ajn)(n,j)∈S . We notice that∣∣∣∣∣∣
∑
(n,j)∈S
(µj|n|y¯
0
n + y¯
1
n)a
j
n
∣∣∣∣∣∣
2
≤
 ∑
(n,j)∈S
ρ2|n|
∣∣∣µj|n|y¯0n + y¯1n∣∣∣2
 ∑
(n,j)∈S
|ajn|2
ρ2|n|

≤ C∥∥(y0, y1)∥∥2H3s(I)×H2s(I)
 ∑
(n,j)∈S
|ajn|2
ρ2|n|
 . (5.9)
Let us mention that, if c /∈ V , then all the eigenvalues are simple and the separation of the second term in
the last inequality is not needed. On the other hand, using (4.10) and taking into account that we can have
at most one double eigenvalue λ2−nc (if c ∈ V, see Lemma 3.8), we can deduce that∫ T
0
∫
ω0
∣∣∣∣∣∣
∑
(n,j)∈S
ajne
i sgn(n)cρ
1
2s
|n|xe−λ
j
nt
∣∣∣∣∣∣
2
dxdt =
∫
ω0
∫ T
2
−T2
∣∣∣∣∣∣
∑
(n,j)∈S
ajne
λjn
T
2 e
i sgn(n)cρ
1
2s
|n|xe−λ
j
nt
∣∣∣∣∣∣
2
dtdx
≥ C
|ω0| ∑
(n,j)∈S\{(−nc,2), (nc,3)}
|ajn|2
ρ2|n|
+
∫
ω0
∣∣∣∣a2−nceλ2−nc T2 e−i ρ 12s|nc|x + a3nceλ3nc T2 ei ρ 12s|nc|x∣∣∣∣2 dx
.
Since the map
C2 3 (a, b) 7→
(∫
ω0
∣∣∣∣ae−i ρ 12s|nc|x + bei ρ 12s|nc|x∣∣∣∣2 dx
) 1
2
is a norm in C2, it follows that∫ T
0
∫
ω0
∣∣∣∣∣∣
∑
(n,j)∈S
ajne
i sgn(n)ρ
1
2s
|n|xe−λ
j
nt
∣∣∣∣∣∣
2
dxdt ≥ C
∑
(n,j)∈S
|ajn|2
ρ2|n|
. (5.10)
From (5.9) and (5.10) we immediately obtain (5.8). The proof is finished. 
We conclude the paper with the following observation.
Remark 5.4. We notice the following facts.
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(a) We have proved that the control time has to be larger than
T = 2pi
(
1
|c| +
1
|c+ γ| +
1
|c− γ|
)
.
This result is a consequence of the particular construction on the biorthogonal sequence in Theorem
4.2. The determination of the optimal control time remains an interesting open problem.
(b) Let us mention that the space of controllable initial data is larger than the one given by Theorem
1.4. This is a consequence of the fact that the small weight 1
ρ2|n|
in (5.10) affects only some terms in
the right hand side series. However, it is not easy to identify a larger classical space of controllable
initial data than H3s(I)×H2s(I).
(c) We already anticipated that, as it is expectable, when M = 0 the spectrum of our operator coincides
with the one of the fractional wave operator without memory. For this equation, it was proved in [1]
that null controllability is not achievable for any s ∈ (0, 1) (see also [31], where analogous results were
obtained for a strongly damped fractional wave equation). Nevertheless, in the mentioned papers the
authors always consider controls supported in fixed regions, either in the interior or in the exterior of
the domain. On the other hand, the results we obtained in this work show that controllability may
be achieved for any 12 < s < 1, provided that the control is moving in time.
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