Abstract. Let R be a hypersurface in an equicharacteristic or unramified regular local ring. For a pair of modules (M, N ) over R we study applications of rigidity of Tor R (M, N ), based on ideas by Huneke, Wiegand and Jothilingam. We then focus on the hypersurfaces with isolated singularity and even dimension, and show that modules over such rings behave very much like those over regular local rings. Connections and applications to projective hypersurfaces such as intersections of subvarieties and cohomological criteria for splitting of vector bundles are discussed.
Introduction
The purpose of this note is to continue our investigation of the rigidity and decent intersection of modules over a local hypersurface R done in [Da1] . There we showed that the vanishing of θ R (M, N ), a function introduced by Hochster in [Ho1] , implies the rigidity of Tor for (M, N ). We will apply this to give various new results on modules over hypersurfaces. We also give supporting evidence for the following Conjecture made in [Da1] : Conjecture 1.1. Let R be an hypersurface with an isolated singularity. Assume that dim R is even. Then θ R (M, N ) always vanishes.
This conjecture can be viewed as a consequence of a local version of the following conjecture by Hartshorne on Chow groups of smooth projective hypersurfaces : Conjecture 1.2. (R. Hartshorne, [Ha1] , page 142) Let X be a smooth projective hypersurface in P n C . Then CH i (X) = Z for i < dim X/2.
Note that the original form of Hartshorne's question states that in codimension less than dim X/2, a cycle is homologically equivalent to 0 if and only if it is rationally equivalent to 0. It is not hard to see that Hartshorne's original statement is equivalent to the version stated above. For a K-theoretic discussion of 1.2, see [Pa] (Conjecture 1.5 and Section 6). For more discussions on how 1.2 is related to 1.1, see [Da1] , Section 3. We remark that this connection actually motivated this project, as well as the proof of 4.10 below.
In Section 2 we review the basic notations and preliminary results. In Section 3 we use the procedure invented by Huneke and Wiegand in [HW2] to show that Hom R (M, M ) rarely has good depth. The use of θ R (M, N ) allows us to simplify and strengthen some results in [HW2] (see 3.2 and 3.3, also 4.4 and 4.5).
Section 4 is concerned with two consequences of Conjecture 1.1:
Conjecture 1.3. Let R be an admissible hypersurface (meaningR is a quotient of an unramified or equicharacteristic regular local ring by a nonzero element) with
an isolated singularity . Assume that dim R is even. Let M, N be R-modules such that Tor R i (M, N ) = 0 for some i. Then Tor R j (M, N ) = 0 for all j ≥ i. Conjecture 1.4. Let R be an admissible hypersurface with an isolated singularity. Assume that dim R is even. Let M, N be R-modules such that l(M ⊗ R N ) < ∞. Then dim M + dim N ≤ dim R.
We will prove 1.1 when M is free on the punctured spectrum of R and N = M * (see 4.1). We also prove 1.4 when R is a standard graded local hypersurface and M, N are graded modules (see 4.11). Many applications follow, such as generalizations of results on Hom R (M, M ) over regular local rings by . In that section, the connection with geometry of projective hypersurfaces (which goes both ways) will be exploited. For example, 4.11 will be proved using l-adic cohomology, and from 4.1 we obtain the following (see 4.7): Corollary 1.5. Let k be a field and n an even integer ≥ 4. Let X ⊂ P n k be a nonsingular hypersurface. Let E be a vector bundle on X. If H 1 (X, (E⊗E * )(l)) = 0 for all l ∈ Z, then E splits.
In Section 5, we give some further applications of rigidity. The first is a simple characterization of maximal Cohen-Macaulay modules (see 5.1). The second is a connection between vanishing of Ext n R (M, M ) and pd R M , generalizing a result by Jothilingam (see 5.4).
Notation and preliminary results
Unless otherwise specified, all rings are Noetherian, commutative and local, and all modules are finitely generated. A local ring (R, m, k) is a hypersurface if its completionR has the form T /(f ), where T is a regular local ring and f is in the maximal ideal of T . We say that R is admissible (as a hypersurface) if T is a power series ring over a field or over a discrete valuation ring.
For a ring R and a non-negative integer i, we set
We denote by Y (R) the set X dim(R)−1 , the punctured spectrum of R. We say that R satisfy the condition (R i ) if R p is regular for any p ∈ X i (R). We denote by G(R) the Grothendieck group of finitely generated modules over R and bȳ G(R) := G(R)/[R], the reduced Grothendieck group. Also, we let Sing(R) := {p ∈ Spec(R)|R p is not regular} be the singular locus of R. For an abelian group G, we let
For a non-negative integer n, M is said to satisfy (S n ) if :
(The depth of the 0 module is set to be ∞.).
A pair of R-modules (M, N ) is called rigid if for any integer i ≥ 0, Tor
One defines the finite length index of the pair (M, N ) as :
Let R = T /(f ) be an admissible local hypersurface. The function θ R (M, N ) was introduced by Hochster ([Ho1] ) for any pair of finitely generated modules M, N such that f R (M, N ) < ∞ as:
where e is any integer ≥ d/2. It is well known (see [Ei] ) that Tor R (M, N ) is periodic of period at most 2 after d + 1 spots, so this function is well-defined. The theta function satisfies the following properties (see [Ho1] ). First, if M ⊗ R N has finite length, then:
Secondly, θ R (M, N ) is biadditive on short exact sequence, assuming it is defined. Specifically, for any short exact sequence: 
The following corollary will be used frequently in this note: Corollary 2.2. Let R be an admissible hypersurface and M, N be R-modules such that:
(1) pd Rp M p < ∞ for any p ∈ Y (R), the punctured spectrum of R (in particular, this is always true if R has only isolated singularity).
Proof. The condition on M ensures that θ R (M, N ) can be defined for all R-module N . In other words, θ R (M, −) gives a Z-linear map from G(R) to Z. The conclusions are now obvious (note that θ R (M, R) = 0).
The Pushforward
Let R be a Gorenstein ring and M a torsion-free (equivalent to (S 1 )) R-module. Consider a short exact sequence :
Here λ is the minimal number of generators for M * . Dualizing this short exact sequence and noting that M embeds into M * * we get an exact sequence: 
The depth formula
A result by Huneke and Wiegand showed that when all the high Tor modules vanish, the depths of the modules satisfy a remarkable equation:
Throughout this section R is a local hypersurface. We will call an R module M such that M is locally free over the punctured spectrum of R a vector bundle over Y (R) (or just vector bundle). We observe that for a vector bundle M and any R-module N , θ R (M, N ) is always defined. In this section we will show that for certain modules over admissible hypersurfaces, Hom R (M, M ) and M ⊗ R M * rarely have good depth. We will follow the same procedure as in [HW2] , but with two essential additions : we focus on vector bundles from the beginning and we will exploit the function θ R (M, N ) rather heavily. These will allow us to simplify and strengthen some results in [HW2] .
Proof. The assumptions ensure that M is S 1 . Hence we have the pushforward of
We can tensor with N to get :
Since it embeds into a module of positive depth, Tor
So by 2.1, Tor
The next result is an analogue of Theorem 2.4 in [HW2] Proof. We will use induction on r. If r = 0 the conclusion is trivial. Now we assume r > 0. Then N satisfies (S 1 ) and we have the pushforward:
Tensoring with M we get:
which we break into two short exact sequences:
Since M is a vector bundle, T = Tor 
So by induction we have depth(M ⊗ R N 1 ) ≥ r. Then by 3.1 Tor R i (N 1 , M ) = 0 for all i > 0, so we have the last assertion and an exact sequence:
Proof. By the depth formula we get:
so by ( [Va] , 3.3.16) we must have depth(M ) = depth(M * ) = dim R. On the other hand, the vanishing of all Tor R i (M, M * ) forces one of the modules to have finite projective dimension (see ([HW2] , 1.9). Either way, M must be free (since M, M * are maximal Cohen-Macaulay).
Theorem 3.4. Let R be an admissible hypersurface satisfying condition (R 2 ). Let M be a reflexive R-module such that one of the following is satisfied:
Proof. We use induction on d = dim R. If d ≤ 2 then R is regular, and M , being reflexive, must be free. Assume d ≥ 3 and (by induction hypothesis, since all the conditions localize) that M is free on the punctured spectrum. In other words, M is a vector bundle. Consider the natural map φ :
Since M is a vector bundle, the kernel and cokernel of φ both have finite length. By considering the long exact sequence of local cohomology from the two short exact sequences: Example 3.5. This will be our main example throughout this note. Let R = k [[x, y, u, v] ]/(xu − yv) with m = (x, y, u, v) and M = (x, y). We claim that M * ∼ = (x, v). Any R-linear map φ from M to R is determined by φ(x). Hence M * is isomorphic to {a ∈ R| ya ∈ xR}, which is easily seen to be (x, v) . 
of [HW2]). Using the long exact sequence of local cohomology for the sequence
0 → m → R → k → 0 we get H 1 m (M ⊗ R M * ) = H 1 m (m) = k and H 2 m (M ⊗ R M * ) = H 2 m (m) = 0. Clearly depth(M ⊗ R M * ) = depth(m) = 1. Obviously, M
Isolated hypersurface singularities of even dimensions
In this section we will show some supporting evidence for Conjecture 1.1. Our results indicate that modules over isolated hypersurface singularities of even dimensions behave very similarly to those over regular local rings. We first prove:
Theorem 4.1. Let R be a hypersurface with isolated singularity. Assume that dim R is even. Then for any vector bundle
We need to review the concept of stable (co)homology (for more details, see [Bu] or [AB] ). Let R be a Noetherian ring, a complete resolution of an R-module M is a complex T such that H n (T) = H n (T * ) = 0 for all n ∈ Z and T ≥r = P ≥r for some projective resolution P of M and some integer r. It is known that the modules H i (Hom R (T, N )) and H i (T ⊗ R N ) are independent of the resolution, and one calls * is a syzygy of infinitely high order. We will need the standard and easy results below, reproved for the reader's convenience (some of these could be found in [AB] , but we could not find a full reference):
Lemma 4.2. Let R be a local hypersurface. Let M, N be R-modules such that M is maximal Cohen-Macaulay (MCM).Then we have the following isomorphism:
(1) Tor
Since M is MCM we have M * * = M and Ext n (M * , R) = 0 for all n > 0. So dualizing F we get an exact sequence:
be a minimal free resolution of M . We can splice G and F * together to get an exact sequence:
It is obvious that T is a complete resolution of M . That proves (1) and (2). Since M, M
* are MCM and R is a hypersurface, G, F are periodic of period at most 2. In particular, syz
Thus for any n > 0:
2n−1 → 0 is a free resolution of M . Hence (3) and (4) follow. From the construction, T * [−1] is a complete resolution of M * , and the canonical isomorphism Hom R (T * , N ) ∼ = (T ⊗ R N ) gives (5). Finally, (6) follows from combining (1), (5) and (4).
We will also need the following result by Buchweitz: 
Proof. Since [Bu] is not available publicly, and in any case the assertion was derived there from very general theory, we will summarize a self-contained proof. Let T be the complete resolution of M constructed in the proof of 4.2 and I be an (finite) injective resolution of R over R. One can see that the total complexes associated to the double complexes Hom R (Hom R (T, N ), I) and Hom R (T * , Hom(N, I)) are isomorphic. Note that T * [−1] is a complete resolution of M * . We get two spectral sequences converging to the same limit:
As N is MCM, Ext j R (N, R) = 0 for j > 0, so the second sequence collapses, leaving
On the other hand, M is free on the punctured spectrum, so l( Ext
Putting everything together we get:
Since d is even and taking Matlis dual preserves length, part (4) of 4.2 finishes our proof.
Now we can prove 4.1:
Proof. (of Theorem 4.1) First, we will prove the theorem for the case when M is MCM. In this situation, for any integer i > 0, by (6) of 4.2 we have:
and Tor
. Dualizing the short exact sequence: 0 → K → F → M → 0 we get an exact sequence:
has finite length because M is free on the punctured spectrum of R. We claim that any module of finite length is equal to 0 in G(R) Q . Since any module of finite length is a multiple of [k] , it is enough to prove the claim for one finite length module. If dim R = 0 then there is nothing to prove. If dim R > 0 then pick a prime p such that dim R/p = 1 and a non-unit x / ∈ p. The exact sequence 0
Corollary 4.4. Let R be an admissible hypersurface such that R has an isolated singularity and dim R is an even number greater than 2. Let M be a reflexive
Proof. By localizing on p ∈ Y (R) and using Theorem 3.4 (note that a regular local ring can also be considered a hypersurface) we may assume that M is a vector bundle. The result then follows from 3.4 and 4.1. 
Corollary 4.7. Let k be a field and n an even integer ≥ 4. Let X ⊂ P n k be a nonsingular hypersurface. Let E be a vector bundle on
Proof. This is a straightforward consequence of standard connections between a projective variety and its affine cone (see section 5 in [HW2] ). Let A be the homogenous coordinate ring of X, m be the irrelevant ideal and R = A m . Let N = ⊕ i∈Z H 0 (X, E(i)) and M = N m . Note that the cohomology condition on E translates to: H 2 m (M ⊗ R M * ) = 0. Now we can apply 4.5 to conclude that M is a free R-module, which means E splits. Corollary 4.8. Let R be an admissible hypersurface such that R has isolated singularity and dim R > 2 and is even. Let M be a reflexive R-module. If
Corollary 4.9. Let R be an admissible hypersurface such that R has isolated singularity and dim R > 2 and is even. Let M be an R-module satisfying (S 3 ). If
We now show that Conjecture 1.4 is true in the standard graded case:
Theorem 4.10. Let k be an algebraically closed field and n an odd integer. Let
Proof. We are going to use l-adic cohomology (for basic properties and notations, we refer to [Mi] or [Sha] ). Let l be a prime number such that l = char(k). There is a class map:
This map gives a graded rings homeomorphism CH * (X) → ⊕H 2r (X, Q l (r)) (with the intersection product on the left hand side and the cup product on the right hand side, see [Mi] , VI, 10.7 and 10.8). Let a = dim U and b = dim V , and we may assume a ≥ b. Suppose a + b = dim X = n (if a + b > n, we can always choose some subvariety of smaller dimension inside U or V such that equality occurs). Then 2a ≥ n, but n is odd, so 2a > n. Let h ∈ CH 1 (X) represent the hyperplane section. By Weak Lefschetz Theorem (see, for example, [Sha] , 7.7, page 112) and the fact that 2(n − a) < n, we have:
The latter is generated by a power of the class of the hyperplane section. Thus cl(U ) = cl(h) n−a in H 2(n−a) (X, Q l (n − a)). We then have :
The last term is equal to the degree of h n−a .V ∈ CH n (X), so it is nonzero. But the first term has to be 0 by assumption. This contradiction proves the Theorem. 
Proof. Without affecting matters we may assume k is algebraically closed (it would not affect the isolated singularity condition because k is perfect, so we can compute the singular locus of A by the Jacobian ideal, which would not be changed by extending k to its algebraic closure). Since the minimal primes of a graded modules are homogenous, we may replace M and N with R/P and R/Q, where P, Q are homogenous primes in R. Now let X = Proj(A), U = Proj(A/P ), V = Proj(A/Q) and applying the previous Theorem.
Some other applications
In this section we discuss some further applications of rigidity. The theme is that some strong conditions on a module could be detected by the vanishing of a single Ext or Tor module. We first note a simple characterization of maximal Cohen-Macaulay modules, due to the fact that over an admissible hypersurface, a module of finite length is rigid (see 2.4 in [HW1] Proof. For equivalence of (1) and (2): we may assume R is complete. Then we have a well-known isomorphism (see, for example, page 7 of [EG] (1) and (2) are equivalent. Assume (1). Then since N is rigid, we have Tor Finally, assume (3). Let n = dim R, we can choose a regular sequence x 1 , ..., x n on both M and R (by induction on n). Now, just take N = R/(x 1 , ..., x n ). Then N has finite length and Tor
It would be very interesting to know whether the previous Proposition is true for all local complete intersections. It is not hard to see that this question has intimate connection to the rigidity of modules of finite length over such rings: (2) ⇔ (3). (2) clearly implies (3). Suppose (3) holds, and let M as in (2). We may assume dim R > 1. Then since depth(M ), depth(R) > 0 we can find x ∈ Ann R N such that x is regular on both R and M . Then Tor
So we can replace R, M by R/(x), M/xM and repeat the process until dim R = 1, at which point M is MCM by (3).
(2) ⇒ (4). Suppose M, N are nonzero R-modules such that l(N ) < ∞, pd R N < ∞ and Tor Remark. In [JS] a module M is constructed over a 0-dimensional Gorenstein ring such that M is not rigid. So property (1) fails for Gorenstein rings.
Finally, we want to use our approach to rigidity to prove a connection between vanishing of Ext and projective dimension, generalizing a result by Jothilingam. In [Jot] , the following was proved: Remark. Over a hypersurface, the classes of rigid modules and of modules which are 0 in G(R) Q are incomparable (see [Da1] ).
Proof. We first need to review some notation in [Jot] . Let N be an R-module and let F = ... → F 2 → F 1 → F 0 → N → 0 be a minimal free resolution of N . Then one can define for i ≥ 0:
Note that D i (N ) can be computed, up to free summand, from any resolution of N . We will use induction on dim R. The proof of the Theorem in [Jot] shows that to prove Ext n R (M, M ) = 0 implies pd R (M ) < n one only needs that the pair (D n (M ), M ) is rigid. Let L = D n (M ). We will show that θ R (L, M ) = 0. If dim R = 0 then θ R (−, −) is always defined and equals 0, since all modules have finite length and G(R) Q = 0. Take any prime p ∈ Y (R), the punctured spectrum. By induction hypothesis (syz R n−1 M ) p is free, so L p is a free R p -module. Thus θ R (L, −) is always defined and since M = 0 in G(R) Q we must have θ R (L, M ) = 0. So (L, M ) is rigid by 2.1 and we are done. 
