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МЕТОД ОТОБРАЖЕНИЯ ЗАДАЧ НА РЕКОНФИГУРИРУЕМУЮ АРХИТЕКТУРУ  
ВЫЧИСЛИТЕЛЬНОЙ СИСТЕМЫ 
 
Предложен метод отображения задач на реконфигурируемую архитектуру вычислительной системы и 
приведена его формализация. Отображение осуществляется на основании требований задачи ко времени 
вычисления и возможностей реконфигурируемой вычислительной системы с учетом ограничений, опреде-
ляемых ее архитектурой. 
 
The method of mapping tasks to the reconfigurable architecture of the computer system and its formalization is 
proposed. Mapping is based on the task requirements to computing time and on the opportunities of reconfigurable 
computing system within the constraints defined by the architecture. 
 
1. Введение 
В настоящее время в связи с широким ис-
пользованием программируемых логических 
интегральных схем в качестве элементной базы 
для построения вычислительных систем акту-
альной становится проблема оптимизации 
отображения задачи на архитектуру ВС в част-
ности на ее реконфигурируемую часть. При 
этом возможность физической реконфигурации 
архитектуры такой системы позволяет предло-
жить различные вычислительные топологии 
адаптивные к типам и классам решаемых задач. 
Наиболее явные особенности реконфигурируе-
мой архитектуры оказывают влияние на про-
цесс отображения уже на этапе распараллели-
вания задачи. На этом этапе нет необходимости 
придерживаться жесткой заранее фиксирован-
ной структуры. Достаточно привести задачу к 
некоторому промежуточному виду после чего 
настроить под требования задачи архитектуру 
системы, для наиболее эффективного ее отоб-
ражения. 
Рассмотренная выше проблема отображения 
становится актуальной в контексте решения 
задачи динамической реконфигурации вычис-
лительных систем, построенных на программи-
руемой элементной базе (ПЛИС). Современный 
класс таких систем, называемый реконфигури-
руемыми вычислительными системами (РВС), 
интенсивно исследуется и развивается сообще-
ством высокопроизводительных вычислений с 
целью дальнейшего повышения производи-
тельности суперкомпьютерных и кластерных 
вычислений. Основная концепция создания 
РВС обеспечение адаптивности архитектуры 
согласно требованиям решаемой в данный мо-
мент времени задаче при сохранении черт си-
стем широкого использования и обеспечении 
при этом высокой реальной производительно-
сти. Но вместе с чрезвычайной привлекатель-
ностью перепрограммирования архитектуры 
РВС имеют определенный ряд проблем, поиск 
решений которых обуславливают большую ак-
туальность исследований в данной области. 
Проблемы с одной стороны связаны с динами-
ческими методами и средствами программиро-
вания прикладного уровня для реконфигуриру-
емых архитектур, сложностями низкоуровнево-
го схемотехнического программирования, с 
другой стороны это проблемы физического 
уровня реконфигурации, к которым относятся 
ограничения аппаратного обеспечения, высокие 
накладные расходы и энергозатраты на рекон-
фигурацию. 
 
2. Постановка задачи 
На основании вышесказанного в статье 
предложен метод отображения задач на рекон-
фигурируемую архитектуру вычислительной 
системы и сделана попытка его формализации. 
Предложен следующий подход – отображение 
задачи на реконфигурируемую архитектуру ВС 
осуществляется на основании заранее требуе-
мых параметров качества решения, которые 
определяются требованиями со стороны реша-
емой задачи и возможностями системы с уче-
том ограничений архитектуры. 
Основным требованием со стороны задачи 
является суммарное время вычисления, которое 
состоит из времени настройки архитектуры 
(времени реконфигурации) и времени вычисле-
ния. 
В качестве ограничений со стороны системы 
выступают следующие параметры: ограничения 
аппаратного вычислительного ресурса ПЛИС, 
минимизация времени реконфигурации, мини-
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мизация количества обмена данными на меж-
модульном уровне. 
Любая параллельная задача предполагает 
операции вычисления и операции обмена дан-
ными. Поэтому, для ее представления в рекон-
фигурируемой вычислительной среде необхо-
димо построить такую модель, которая с одной 
стороны не выходит за пределы поставленных 
ограничений и при этом имеет минимальное 
количество связей между уровнями. Данная 
задача может быть сведена к теории графов. 
 
3. Модель задачи 
Для описания модели исходной задачи пред-
лагается модель программирования М-задач [1, 
2], которая используется для структурирования 
параллельных программ со смешанной парал-
лельностью. Смешанная параллельность, ха-
рактерная большинству современных требова-
тельных к продуктивности задач, касается 
наличия в параллельной программе как парал-
лелизма задач так и параллелизма данных. 
Множество М-задач, каждая из которых рабо-
тает над различной частью приложения, объ-
единяется в М-программу. Параллелизм дан-
ных позволяет отдельным М-задачам выпол-
нятся в стиле SPMD на непересекающемся 
наборе процессоров, параллелизм задач (стиль 
MPMD) позволяет множеству М-задач выпол-
няться одновременно, обмениваясь данными 
друг с другом. Преимущество этого подхода, в 
том что он позволяет увеличивать доступную 
степень параллелизма, определяя соответству-
ющее строение М-задачи и ограничивая пере-
дачу данных в ее пределах. Таким образом, 
уменьшая коммуникационные издержки и уве-
личивая масштабируемость. 
Значительные преимущества от смешанного 
параллелизма программ получают многоядер-
ные параллельные вычислительные средства за 
счет высокой степени параллельности своих 
архитектур. Такая парадигма многоядерных 
вычислений может быть расширена до исполь-
зования в реконфигурируемых параллельных 
вычислительных системах, если уровень мно-
гоядерных узлов представить реконфигурируе-
мыми вычислительными структурами [3]. При 
этом, по сравнению с многоядерными архитек-
турами, которые требуют адаптации задачи к 
жёсткой архитектуре системы с сомнительным 
достижением максимальной продуктивности, 
получаем дополнительную степень паралле-
лизма за счет гибкой гетерогенной архитекту-
ры, которая адаптируется к структуре приклад-
ной задачи и позволяет реализовать вычисления 
с максимальной продуктивностью.  
В литературе рассмотрено большое количе-
ство различных методов и средств отображения 
М-задач на архитектуру многоядерных вычис-
лительных структур. Это достаточно актуаль-
ная сегодня область в сфере высокопроизводи-
тельных вычислений. Однако при использова-
нии в РВС эти методы требуют модификаций с 
учетом возможностей реконфигурации вычис-
лительных узлов и ограничений, накладывае-
мых архитектурными особенностями РВС. 
Параллельные части М-программы пред-
ставляются макро-графами потоков данных 
MDG (Macro Dataflow Graphs) с вершинами, 
представляющими крупно-модульные М-
задачи, и с рёбрами, указывающими на зависи-
мости между этими вершинами (рис.1) [1, 2]. 
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Рис. 1. Граф М-программы 
 
В качестве примера рассмотрим граф М-
программы, которая представлена графом 
), ( EVGM  , где V  – множество вершин кото-
рые представляют собой М-задачи программы, 
Е  – множество рёбер, при этом ребро Ee  
соединяет М-задачи 1M и 2M , если между ни-
ми есть отношение по данным или по управле-
нию. 
 
4. Метод отображение задач на  
архитектуру РВС 
Для решения задач со смешанной парал-
лельностью в реконфигурируемых вычисли-
тельных системах с реализацией многоуровне-
вого параллелизма архитектуры предлагается 
разбить процесс отображения задачи на не-
сколько этапов, учитывающих возможности и 
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ограничения каждого уровня параллелизма си-
стемы.  
Основные этапы метода отображения задачи 
на реконфигурируемую архитектуру, предлага-
емого в данной работе представлены на рис. 2. 
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Кластеризация 
 
Оптимизация 
 
Отображение  на 
архитектуру 
 
 
Рис.2. Основные этапы метода  
отображения задачи архитектуру РВС
 
На этапе разбиения графа М-задачи на уров-
ни обеспечиваются такие требования со сторо-
ны задачи, как минимизация времени вычисле-
ния. Со стороны системы данное требование 
обеспечивается минимизацией коммуникаций 
на межмодульном уровне, для достижения чего 
предлагается такое разбиение графа М-задачи, 
которое обеспечивает минимальное количество 
связей между уровнями.  
Один из эффективных подходов отображе-
ния М-программы на архитектуру мультиядер-
ной вычислительной системы, рассмотренный в 
работе [1] – алгоритм отображения по уров-
ням. В рамках которого граф М-программы 
делится на уровни независимых М-задач, и 
каждый уровень отображается один за другим. 
Предложенный способ используется нами на 
первом этапе для разбиения графа. Самая 
большая гибкость для решения задач отобра-
жения достигается при использовании как 
можно меньшего количества уровней. Это мо-
жет быть реализовано при использовании жад-
ного алгоритма, который работает сверху вниз 
по графу М-задачи и помещает так много вер-
шин, насколько это возможно, в текущий уро-
вень [1]. Результат такого разбиения представ-
лен на рис. 3. Данный граф ),( EVG M   будет 
исходным для дальнейших преобразований. 
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Рис. 3. Разделение графа М-задачи на уровни 
 
3.1. Кластеризация 
Алгоритм отображения по уровням, описан-
ный в работе [1] требует модификации для эф-
фективного использования в реконфигурируе-
мой архитектуре. В связи с этим в работе пред-
лагается объединение нескольких уровней гра-
фа G и формирования некоторого множества 
подграфов – кластеризация. Каждый подграф 
реализуется на одном и том же наборе конфи-
гураций ПЛИС. Это приведет к локализации 
операций обмена данными в пределах вычисли-
тельного модуля. В то же время для отображе-
ния уровней в пределах каждого подграфа на 
архитектуру вычислительного модуля остается 
целесообразным реализация отображения по 
уровням.  
Для обеспечения качества сервиса учитыва-
ются такие требования со стороны задачи, как 
минимизация времени вычисления. Со стороны 
системы данное требование обеспечивается 
минимизацией коммуникаций на межмодуль-
ном уровне, минимизацией коммуникаций на 
внутримодульном уровне и уменьшением ко-
личества последовательных реконфигураций 
архитектуры. Для достижения чего предлагает-
ся такое разбиение графа М-задачи на подгра-
фы, которое обеспечивает минимальное коли-
чество связей между кластерами, и минималь-
ное количество уровней подграфа.  
Как видно на графе (рис. 3), общий объем 
связей между М-задачами фиксированный. Со-
гласно модели архитектуры подмножества М-
задач отображаются на один/несколько вычис-
лительных модулей, а в их пределах – на од-
46                                               Вісник НТУУ «КПІ» Інформатика, управління та обчислювальна техніка №59 
ну/несколько конфигураций ПЛИС. Тогда меж-
задачные связи могут быть поделены на два 
типа – внешние межмодульные связи и внутри-
модульные связи между конфигурациями 
ПЛИС одного модуля. Считаем, что при вы-
полнении кластеризации максимизация комму-
таций внутри вычислительного модуля приво-
дит к минимизации межмодульных связей. 
Тогда исходный граф MG  разбивается на 
множество подграфов Mi GС    ( ni ,1 , где n – 
количество подграфов), таким образом что бы 
количество связей внутри подграфа было мак-
симальным [4].  
В качестве альтернативного средства может 
быть предложена кластеризация с минимизаци-
ей количества связей между подграфами на 
базе метода определения минимального сече-
ния подграфа, описанного в работе [5]. 
Полученный граф представлен на рис. 4 а. 
Для внешнего алгоритма управления, реализу-
емого центральным процессором граф М-
задачи соответствует представленному на рис. 
4, б. Количество уровней уменьшилось до трех, 
связи между вершинами соответствуют остав-
шимся межмодульным связям. Граф М-задачи 
будет отображаться на архитектуру системы и 
выполняться согласно алгоритму отображения 
по уровням. В качестве минимальной вычисли-
тельной единицы архитектуры для отображения 
рассматривается вычислительный модуль. 
Управление решением подграфа осуществляет-
ся соответствующими средствами вычисли-
тельного модуля, которые аналогичным обра-
зом реализуют алгоритм отображения по уров-
ням.
 
C1
C4
C3C2
W `1
W `2
W `3
1
2 3 4 5
6 7 8
10
12
119
W1
W2
W3
W4
W5
 Рис. 4. Кластеризация графа М-задачи 
 
Предварительную оценку эффекта от прове-
денной кластеризации можно оценить на осно-
вании параметра выигрыша PCOMM, который 
определяет время межзадачного взаимодей-
ствия, сохраненное за счет максимизации внут-
римодульных связей, и выражается следующей 
формулой [4]: 
2
IO
COMM
COMM B
UP , 
где COMMU  – объем межзадачных связей, пе-
решедших на внутримодульный уровень, IOB  – 
доступная пропускная способность вво-
да\вывода между конфигурациями ПЛИС и 
основной памятью системы. На данном этапе 
для упрощения формализации кластеризации 
мы делаем предположение о том что время 
внутримодульного взаимодействия минимально 
и пренебрегаем этой величиной. Такое предпо-
ложение приемлемо, поскольку топология вы-
числительного модуля еще не рассматривается 
и невозможно оценить соотношение коммуни-
каций между конфигурациями ПЛИС и внут-
рикристальными взаимодействиями, которые 
по времени действительно могут быть сведены 
к нулю. Однако в дальнейшем величина пара-
метра прибыли PCOMM, должна быть откоррек-
тирована с учетом времени внутримодульного 
обмена для связей COMMU  и различных тополо-
гий вычислительных модулей. 
 
3.2. Оптимизация 
Дальнейшая оптимизация структуры класте-
ра локализуется на уровне архитектуры вычис-
лительного модуля. Со стороны задачи учиты-
вается требование минимизации времени вы-
числения, которое обеспечивается системой 
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путем уменьшения времени реконфигурации 
архитектуры, со стороны системы учитываются 
ограничения аппаратных ресурсов вычисли-
тельного модуля за счет введения ограничения 
на количество вершин каждого уровня подгра-
фа  
Не рассматривая на данном этапе топологии 
вычислительных модулей сделаем некоторые 
предположения относительно архитектуры вы-
числительного модуля и введем абстрактный 
шаблон архитектуры. Это позволит формализо-
вать оптимизацию графа М-задачи и в даль-
нейшем рассмотреть наиболее эффективные 
топологии вычислительных модулей для реше-
ния различных классов задач. Определим об-
щее количество вычислительного ресурса одно-
го модуля, как некоторую вычислительную 
площадь },{ SGN  , состоящую из групп G 
взаимосвязанных виртуальных вычислитель-
ных структур S. Количество g групп соответ-
ствует количеству конфигураций ПЛИС одного 
вычислительного модуля, количество s вирту-
альных вычислительных структур ограничено 
аппаратными возможностями одной конфигу-
рации ПЛИС. При этом все вычислительные 
структуры Sl ( sl ,1 ) однотипны, их количе-
ство s в каждой группе одинаково так же, как и 
количество g групп одинаково во всех вычис-
лительных модулях. Модель обобщенной архи-
тектуры вычислительного узла представлена на 
рис.5. 
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Рис. 5. Модель архитектуры РВС 
 
Предопределенное количество вычислитель-
ного ресурса одного модуля, равное )( sg   
вычислительных структур, а исходя из этого, и 
каналов связи между конфигурациями ПЛИС 
ограничивает количество вершин, которые мо-
гут быть размещены на одном уровне подграфа 
Ci. Для достижения цели оптимизации структу-
ры подграфа, согласно ограничениям аппарат-
ных ресурсов, полученный граф может быть 
трансформирован без нарушения структуры 
связей – что подразумевает перемещение вер-
шин с одного уровня на другой (рис. 6). С дру-
гой стороны, согласно алгоритму отображения 
по уровням каждый уровень подграфа будет 
последовательно отображен на архитектуру, 
которая должна быть предварительно реконфи-
гурирована, и выполнен. Таким образом время 
выполнения М-задач каждого уровня подграфа 
будет равно 
maxmax )( reconfVCicommVCiWjsum TTT  ,      (1) 
где WjsumT max  – максимальное суммарное время 
выполнения М-задач, входящих в текущий уро-
вень Wj ( wj ,1 , где w – количество уровней), 
commVCiT  – время вычисления и reconfVCiT  – время 
реконфигурации М-задачи соответствующей 
некоторой вершине V подграфа Ci. Согласно 
этому неограниченное увеличение количества 
уровней подграфа во время трансформации 
приведет к значительному увеличению сум-
марного времени вычисления в первую очередь 
за счет накладных расходов на реконфигура-
цию архитектуры. Это нарушает исходное тре-
бование минимизации суммарного времени 
вычисления. 
В этой связи определим условия оптимиза-
ции структуры подграфа: 
1. Количество вершин в одном уровне – 
максимально возможное, но не больше, чем 
)( max sgv   вершин. 
2. Количество уровней – максимальное ко-
личество уровней ограниченно коэффициентом 
чувствительности ко времени М-задачи КТ: 
 (КТ = 1) – задача требует минимально 
возможного времени вычисления, что выража-
ется в формировании минимально возможного 
количества уровней, возможно, с применением 
дополнительных средств минимизации количе-
ства уровней или уменьшения времени рекон-
фигурации; 
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 (КТ = 0) – задача не чувствительна к вре-
мени вычисления, допускается произвольное 
количество уровней, оптимизация выполняется 
только по критерию 1. 
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 Рис. 6. Оптимизация структуры подграфа К2 
 
Количество задач, возложенных на каждую 
конфигурацию, зависит от выделенных ресур-
сов для каждой задачи. При этом время рекон-
фигурации каждой задачи taskcnfР   равно доле 
времени от полной конфигурации всего FPGA 
устройства FPGAcnfT   и пропорционально коли-
честву используемых задачей ресурсов [4]: 
FPGAcnf
full
reg
taskcnf TS
SР    , 
где Sreq –  ресурсы используемые одной задачей, 
Sfull – полный ресурс FPGA. 
Мы рассматриваем только полную конфигу-
рацию FPGA, при этом отображение по уров-
ням, даже в случае решения нескольких задач 
на одной конфигурации ПЛИС подразумевает 
их одновременную загрузку в микросхему и 
выполнение согласно (1). Тогда )( fullreg SS  и 
для оценки времени реконфигурации использу-
ем следующее выражение:  
FPGAcnftaskcnf TР    . 
При таком подходе обеспечение соответ-
ствия критерию оптимизации 2 возможно толь-
ко путем минимизации количества уровней 
подграфа. Для расширения возможностей с 
точки зрения уменьшения времени реконфигу-
рации можно рассматривать ряд дополнитель-
ных средств. Например, пересмотр структуры 
подграфа с целью уменьшения количества вер-
шин на критичном уровне, расширение вычис-
лительного ресурса за счет ресурсов других 
вычислительных модулей, частичная реконфи-
гурация [6], поиск изоморфных структур и реа-
лизация их на одних и тех же конфигурациях 
ПЛИС [6], кеширование конфигураций [7], 
планирование конфигураций заранее [8], ис-
пользование адаптивных топологий архитекту-
ры вычислительного модуля [6]. Однако это 
выходит за рамки данной работы. 
Что касается учета ограничений внутримо-
дульных коммуникационных связей при опти-
мизации подграфа М-программы, вопрос так же 
остается открытым в данной работе, поскольку 
они напрямую зависят от топологии архитекту-
ры вычислительного модуля, которая на дан-
ном этапе не рассматриваются. 
 
3.3. Отображение 
Этап отображения представлен в общем ви-
де, поскольку принятая за основу абстрактная 
модель архитектуры не детализирует тополо-
гию вычислительных структур и не рассматри-
вает требований к архитектуре со стороны 
классов задач. Отображение М-программы на 
соответствующую реконфигурируемую архи-
тектуру – это отображение F  группы М-задач 
М на структуру A , описывающую архитектуру 
вычислительного модуля, то есть, .: AМF   
Согласно методологии описанной в работе [1], 
определим последовательность физических 
виртуальных вычислительных структур для 
отображения (рис. 5) 
)(21 ,...,, gssss                       (2) 
Отображающая функция F присваивает 
группам М-задач viМ i ,1  ,   (где v – количе-
ство М-задач на одном уровне кластера) физи-
ческие виртуальные структуры из последова-
тельности (2): 
}1,...,,{)(
1
1
11 

 
i
k
kMjjji MjsssMF i . 
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4. Выводы 
1. Предложенный метод отображения парал-
лельных задач на реконфигурируемую архитек-
туру, за счет учета требований со стороны за-
дачи и возможностей вычислительной системы, 
позволяет получить оптимальное отображение 
задачи с целью повышения производительно-
сти. При этом, в качестве основных критериев 
оптимизации отображения задачи приняты ми-
нимизация времени вычисления, значительным 
образом определяемое количеством межмо-
дульных взаимодействий и временем реконфи-
гурации архитектуры, и ограничения аппарат-
ных ресурсов, которые являются критическими 
параметрами, влияющими на производитель-
ность реконфигурируемых вычислительных 
систем. 
2. Для решения задач со смешанной парал-
лельностью в вычислительных системах с реа-
лизацией многоуровневого параллелизма архи-
тектуры, в том числе с возможностью реконфи-
гурации вычислительных узлов, целесообразно 
разбить процесс оптимизации отображения за-
дачи на несколько этапов, учитывающих воз-
можности и ограничения каждого уровня па-
раллелизма системы. Предложенный метод, в 
связи с этим, предполагает нескольких этапов 
выполнения. На этапах разбиения графа задачи 
на уровни и кластеризации осуществляется ми-
нимизация времени вычисления задачи за счет 
уменьшения количества операций обмена дан-
ными на межмодульном уровне. Дальнейшая 
оптимизация структуры кластера локализуется 
на уровне архитектуры вычислительного моду-
ля – учитываются ограничения аппаратных ре-
сурсов вычислительного модуля, осуществля-
ется минимизация времени вычисления, за счет 
уменьшения времени реконфигурации архитек-
туры. Минимизация времени реконфигурации в 
данной работе не рассматривается, для этого 
предлагается использовать известные, описан-
ные в литературе методы. Этап отображения 
задачи представлен в общем виде без детализа-
ции топологии вычислительного модуля. 
3. Топология вычислительных модулей явля-
ется важным фактором, влияющим на продук-
тивность вычислений в реконфигурируемых 
вычислительных системах. В связи с чем даль-
нейшая работа над методом предполагает раз-
работку типовых архитектур эффективных для 
решения различных классов задач и на их осно-
ве модификацию этапа отображения.  
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