What got you interested in neuroscience?
That's a long story! At high school, I loved physics and music, and I had become a reasonably good church organist. Having the whole congregation sing to the tunes I played was quite an experience for a twelve year old, and the job was also well paid. But science attracted me much more and thus I started to study physics in 1980. Around that time, the Green Party was founded and NATO's 'Double-Track Decision' revived the German anti-war movement. Strongly impressed, I wanted to use my skills towards peaceful and sustainable development. Berkeley seemed like a great place to get into solid-state physics and solar-energy research. With that aim in mind, I applied for a Fulbright Scholarship. I did obtain the scholarship but was sent to Atlanta instead. There, it seemed to me that Georgia Tech's semiconductor research was too closely linked to the defense sector. Luckily, the dean allowed me to take courses in advanced theoretical physics. With superb professors and just a handful of graduate students in the class, this was a great experience and made me switch from experiment to theory.
Still no neuroscience! Indeed. When I returned to Munich after a great year that included VW microbus trips across the US, I moved on to quantum fi eld theory and eventually fi nished my diploma studies after two more years. As a conscientious objector, I was then supposed to carry out 20 months of community service: I worked as a computer programmer at the Medical Center of the Technical University of Munich, where I helped to analyze cancer treatments and considered studying medicine.
So that's how you got into neuroscience, right? No, not really. As it turns out, my right eye is pretty bad and there is a law (nobody had told me about) that prohibits you from serving with such a condition because you may sue the government if your eyesight deteriorates further. The army doctor handling the entry check-up must have known that this was the case, but it took about three months until I was informed, and from one day to the next I was out of a job. For the fi rst time in my life, I had no plans for what to do next and searched for an interesting challenge. This was in the summer of 1987. Just a few years earlier, Daniel Amit, Hanoch Gutfreund and Haim Sompolinsky had solved the Hopfi eld model. Their breakthrough demonstrated that methods from spin-glass physics can help in the understanding of the collective properties of large neural networks, and this triggered a huge wave of scientists moving from physics into theoretical neuroscience. Leo van Hemmen was one of the converts, and he, together with Reimer Kühn (a postdoc in the group), taught me how to address biological problems with mathematical models. Generalizing John Hopfi eld's ideas for storing and retrieving static patterns in networks with instantaneous couplings, we found that Hebb's rule for synaptic plasticity provides a simple mechanism to learn temporal pattern sequences in recurrent neural networks with signal delays. Such systems are dreaded because of their chaotic dynamics; Hebbian learning tames them to perform highly useful computations.
Did that research lead to any quantitative insight ? In 1989, I visited Hopfi eld at Caltech to present our fi ndings. The day I was there, Li Zhaoping was visiting too and told me that she had discovered an energy function for networks with time lags. We combined our ideas and, within a few intense weeks, we could show analytically that the memory capacity for periodic pattern sequences is similar to that for static patterns -thanks also to the (still fl edgling) internet that allowed us to exploit the time difference between the US and Germany and work two shifts a day.
What were your next steps? Right before I joined Hopfi eld's group in 1990, I noticed that my PhD work could be extended to solve some open problems on delay differential equations and I eventually published the results in a math journal. However, despite the strong support from an altruistic reviewer, it took me more than two years to turn my heuristic derivations into solid proofs. I concluded that I'd better stick to physics and theoretical neuroscience. Together with Hopfi eld, I then studied the collective dynamics of model networks with spiking neurons. Most interestingly, such systems are almost identical to slider-block models used to describe earthquake faults. In both cases, elementary units slowly integrate external inputs and discharge rapidly when reaching a threshold.
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Current Biology 28, R329-R341, April 23, 2018 R335 How did you study these complex systems? We ran numerical simulations to get an intuition about the system and then tried to understand the collective dynamics at a rigorous mathematical level. One day, Hopfi eld told me that he had come up with a proof that certain systems must approach periodic oscillations. But he didn't tell me the details. This splendid attitude allowed me to fi nd my own solution, which turned out to be complementary to his approach, and to be on a par with him. Seventh heaven! But back to Earth: we also observed that the details of such integrate-and-fi re systems have an enormous effect on their emergent properties. This is truly fascinating from a physics point of view, but it sadly suggested that these networks may not be useful at all for understanding brain dynamics.
How did you cope with this frustration? For over a year, I set neural networks aside and instead focused on the prisoner's dilemma, HIV dynamics and non-coding DNA, working with Maarten Boerlijst, Sebastian Bonhoeffer and Martin Nowak in Robert May's vibrant group at Oxford. However, when I arrived at Humboldt University in 1996, Bernd Ronacher introduced me to the auditory system of grasshoppers and its key role in sexual selection. I realized that valuable insight about the function of an entire neural system can be gained by studying single neurons at the sensory periphery, and I switched from networks all the way to subcellular dynamics. Together with highly gifted students and postdocs, such as Jan Benda, Tim Gollisch, Christian Machens, Ariel Rokem and Hartmut Schütze, we augmented closed-loop techniques with nonlinear dynamics and information theory. We found that iso-response methods can reveal temporal details of mechanosensory transduction at microsecond resolution from responses contaminated with millisecond spiketime jitter. We also contemplated how to extend the concept of an optimal stimulus. Reversing Barlow's effi cientcoding principle, we let the neuron tell us which stimulus ensemble it liked best in terms of transmitted information (not fi ring rates) and observed that the optimal stimulus-sets often resemble behaviorally relevant signals.
How did you experience the divide between experiment and theory?
Thanks to the simplicity of the grasshopper's auditory periphery, everyone in the group (even I) got fi rsthand experience in neurophysiology. This earned us some respect from experimentalists and helped to overcome the language barrier. Together with my two colleagues at the newly founded Institute for Theoretical Biology, Hanspeter Herzel (molecular evolution) and Peter Hammerstein (evolution of organismic systems), we also put a lot of effort into undergraduate teaching in calculus and dynamical systems, and we introduced small tutorials to reach out to every biology student. Do you have any suggestions for biology curricula? Even today, courses on programming and modeling, let alone problem-oriented scientifi c computing or theoretical biology, are often lacking. This shortcoming needs to be overcome, for example, by introducing integrative courses that include biophysics, hands-on experiments, numerical analysis, mathematical modeling and quantitative reasoning.
And any lessons from physics for biology? Neuroscience is still in an exploratory phase. Add the rapidly increasing repertoire of experimental methods, and you understand why not only high-impact journals love papers that present a novel observation decorated with some speculations. In physics, on the other hand, experiments are primarily carried out to test (and ideally refute) a theory. Biology needs to learn that experiments can never 'validate' a model and that a 'nice story' might just be that: a nice or even nicely polished story. To avoid incorrect conclusions and interdisciplinary confusion, we also have to stick to the proper use of terms from mathematics and theoretical physics, such as 'metric', 'chaos' or 'self-organized criticality', and we need to understand the underlying concepts.
Will we ever understand the brain?
The Russian physicist Yakov Frenkel (1894-1952) once said, "A good theoretical model of a complex system should be like a good caricature: it should emphasize those features which are most important and should downplay the inessential details." I think everyone can agree with this statement. Frenkel continues, "Now the only snag with this advice is that one does not really know which are the inessential details until one has understood the phenomena under study." Catch-22! Even worse, as biological organisms are shaped by evolution, we can never know whether some detail is inessential: it may be irrelevant for the particular question at hand but still important for the organism's overall function. As a consequence, there will never be a 'realistic' model of the entire brain; any attempts towards that goal, such as the Human Brain Project, are doomed to fail. What we can achieve, however, is a loose patchwork of models operating at different levels of abstraction, linked by overarching theories that address different and possibly complementary brain functions. Over the years, these models and theories will be refi ned, though they will never become a replica of the real brain.
What does this mean for neuroscience funding?
Minimize top-down programs, support bottomup processes, guarantee a truly independent peer review and do not lure researchers into collaborations they would not consider if it weren't for the money. This does not rule out large-scale funding programs to push new concepts and technologies, as shown by the success of the US Brain an overarching theme, such as 'Neural Representations of Space and Time' for Munich. These themes provide some coherence to foster collaboration but are suffi ciently wide-ranging to support scientifi c diversity and research freedom.
Any advice for the next generation?
Explore your talents, don't follow the beaten track, and let chance strike! If you plan your career too carefully, you are likely to miss out on those unexpected sparkling moments that could change your life forever.
And what are you currently working on? For some time, I have been fascinated by mammalian 'grid cells'. As an animal moves through its environment, each of these neurons responds to multiple positions in space that form a virtual hexagonal lattice tessellating the environment. I want to know how these strikingly periodic and beautiful patterns form and how they help the animal to navigate. To this end, we analyze experimental data from various labs, model the system at different levels of abstraction and develop mathematical theories about its function.
Could you summarize your fi ndings?
We discovered that some unexpected properties -the arrangement of grid cells in modules with discretely spaced spatial grid scales, for instance -are consistent with the framework of population-vector decoding that is well known from motor systems. When Alexander Mathis and Martin Stemmler fi rst showed me their derivation, its conceptual simplicity and predictive power struck me: suddenly, hitherto unexplained experimental fi ndings made perfect sense. It is at these moments -when a seemingly intractable problem reveals its inner beauty -that the value of mathematics for the life sciences is beyond any doubt. Extensive computer simulations may help you to obtain qualitative insight, but it is only mathematics that provides true understanding. 
