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LARGE SELF-SIMILAR SOLUTIONS
OF THE PARABOLIC-ELLIPTIC KELLER–SEGEL MODEL
PIOTR BILER, GRZEGORZ KARCH, AND HIROSHI WAKUI
Abstract. We construct radial self-similar solutions of the, so called, minimal parabolic-
elliptic Keller–Segel model in several space dimensions with radial, nonnegative initial
conditions with are below the Chandrasekhar solution — the singular stationary solution
of this system.
1. Statement of the problem
We begin our discussion of the following minimal Keller–Segel chemotaxis system
(1.1)
ut −∆u+∇ · (u∇ψ) = 0, t > 0, x ∈ Rd,
−∆ψ = u, t > 0, x ∈ Rd,
with d ≥ 3, with noticing that it is preserved by the scaling transformation
(1.2) uλ(t, x) = λ
2u(λ2t, λx), ψλ(t, x) = ψ(λ
2t, λx) for every λ > 0,
namely, if (u, ψ) is a solution to system (1.1) then so is (uλ, ψλ). Each solution invariant
under this scaling, i.e. satisfying
(1.3) u(t, x) = uλ(t, x), ψ(t, x) = ψλ(t, x) for all t > 0, x ∈ Rd, and λ > 0,
is called a self-similar solution to system (1.1). Choosing λ2 = 1
t
in equations (1.3), we
obtain that each self-similar solution has the form
(1.4) u(t, x) =
1
t
U
(
x√
t
)
, ψ(t, x) = Ψ
(
x√
t
)
with
(1.5) U(x) = u(1, x) and Ψ(x) = ψ(1, x).
If a self-similar solution (1.4) corresponds to an initial datum, namely, if the limit
u0(x) ≡ lim
t→0
1
t
U
(
x√
t
)
exists (for example, in the sense of distributions), then the initial datum u0 has to be
homogeneous of degree −2. In the two dimensional case, nonnegative self-similar solutions
of system (1.1) correspond to multiples of the Dirac measure supported in the origin and
the existence of such solutions is well-known – see references to this result in the next
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section. In our main result stated in the following theorem, we consider the case d ≥ 3,
and we construct radial, nonnegative self-similar solutions to system (1.1) corresponding
to initial data of the form u0(x) =
C
|x|2 for some constant C > 0.
Theorem 1.1. Let d ≥ 3. System (1.1) supplemented with the initial condition
(1.6) u0(x) = ε
2(d− 2)
|x|2 with 0 < ε < 1,
has a self-similar solution of the form (1.4), where the self-similar profile U is a nonneg-
ative and radial function satisfying U ∈ C∞(Rd) ∩ L∞(Rd) as well as the estimate
(1.7) sup
R>0
R2−d
∫
{|x|<R}
U(x) dx ≤ 2σdε.
Moreover, we have ∇Ψ = ∇Ed∗U with Ed(x) = 1(d−2)σd |x|2−d, where the number σd = 2pi
d/2
Γ( d2)
denotes the measure of the unit sphere Sd−1 ⊂ Rd.
In this work, we limit ourselves to radial self-solutions, although there are nonradial
self-similar solutions to system (1.1) with d ≥ 3 corresponding to sufficiently small initial
data which are homogeneous of degree −2. We recall such results below, in the next
section.
The upper bound for ε in the initial condition (1.6) is related to the assumption that
u0(x) stays below the singular stationary stationary solution (the Chandrasekhar solution)
system (1.1) explicitly given by
(1.8) uC(x) =
2(d− 2)
|x|2 (with ∇ψC = ∇Ed ∗ uC).
This explicit solution plays an important role in our analysis and, for example, is used to
obtain (with a suitable comparison principle) estimate (1.7) because
R2−d
∫
{|x|<R}
uC(x) dx = 2(d− 2)σdR2−d
∫ R
0
sd−3 ds = 2σd for each R > 0.
Self-similar solutions constructed in Theorem 1.1 describe the large time behavior of a
large class of other solutions to the Cauchy problem for system (1.1) and we discuss it
below in Corollary 5.7.
We postpone further comments on Theorem 1.1 to Section 3, and now we recall results
on the nonexistence of self-similar solutions. Note first that the presence of the singular
self-similar solution (1.8) does not contradict existence of other (not necessarily smooth)
self-similar solutions corresponding to the initial condition (1.6) with either ε = 1 or ε > 1
(see the next section for related comments concerning the semilinear heat equation). The
following remark states, however, that this number cannot be too large.
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Remark 1.2. System (1.1) supplemented with the initial condition (1.6) cannot have any
local-in-time solution (hence, self-similar solutions neither) if
(1.9) ε > C(d) ≡ 16
Γ
(
d
2
) ∫ ∞
0
e−ρ
2
ρd+1(2(d− 2) + 4ρ2)−1dρ,
which follows from [14, Theorem 2.2]. Below, in Proposition 7.1 we show that the integral
defining the constant C(d) in relation (1.9) (which can be expressed in terms of the
incomplete Gamma function) satisfies the estimates
(1.10) 1 <
2
d− 1
(
Γ
(
d+1
2
)
Γ
(
d
2
)
)2
< C(d) <
(
2
d− 2
) 1
2 Γ
(
d+1
2
)
Γ
(
d
2
) < d− 1
d− 2 ≤ 2.
In particular, the integral in expression (1.9) satisfies C(d)→ 1 as d→∞, thus asymptot-
ically for large dimensions, both Theorem 1.1 and Remark 1.2 provide “almost” optimal
assumptions on either the existence or nonexistence of radial, nonnegative self-similar
solutions.
The remainder of this paper is constructed in the following way. In the next section,
we recall our motivations to study the Keller–Segel model (1.1) and its self-similar solu-
tions. In Section 3, we present main ideas of the proof of Theorem 1.1 and we comment
the obtained result on the existence of self-similar solutions. A comparison principle for
radial distributions of sufficiently regular solutions to system (1.1) is proved in Section 4.
Self-similar solutions from Theorem 1.1 are constructed in Section 5 by a suitable approx-
imation procedure. Regularity of self-similar profiles U is shown in Section 6. The proof
of estimates in Remark 1.2 is in Section 7.
2. Review of other results on self-similar solutions
Our motivations to study system (1.1) come from Mathematical Biology, where these
equations are a simplified Keller–Segel system modeling chemotaxis, see e.g. [4, 5, 15].
The unknown variables u = u(t, x) and ψ = ψ(t, x) denote the density of the population
of microorganisms (e.g. swimming bacteria or slime mold), and the density of a chemical
secreted by themselves that attracts them and makes them to aggregate, respectively.
Another important interpretation of system (1.1) comes from Astrophysics, where the
unknown function u = u(t, x) is the density of gravitationally interacting massive particles
in a cloud (of stars, nebulae, etc.), and ψ = ψ(t, x) is the Newtonian potential (“mean
field”) of the mass distribution u, see [3, 8, 18]. System (1.1) can also be interpreted as a
drift-diffusion equation (see equation (3.2) below) with a linear diffusion and a quadratic
nonlocal transport terms.
Self-similar solutions to such an equation play an important role in a study of large
time asymptotics of other solutions to the Cauchy problem and have been already studied
4 P. BILER, G. KARCH, AND H. WAKUI
by several authors. Let us recall some results from previous works where self-similar
solutions have been constructed either to the parabolic–elliptic system (1.1) or to the
doubly parabolic Keller–Segel system when the equation for ψ is replaced by a linear
diffusion equation τψt = ∆ψ + u with a fixed parameter τ > 0.
It is well-known that, in the case d = 2, a self-similar solution to the parabolic-elliptic
system (1.1) exists for each initial datum u(·, 0) = Mδ0 with the Dirac measure δ0 and
for each M ∈ (0, 8pi). Such solutions are unique and smooth for t > 0, moreover, other
global-in-time solutions to the Cauchy problem for (1.1) with initial data satisfying with
M ≡ ∫
R2
u0(x) dx < 8pi have an asymptotically self-similar large time behavior. We refer
to works [28, 29, 30, 15, 10, 17, 1, 19] and to references therein for proofs and for a
discussion of such results.
On the other hand, for the doubly parabolic Keller–Segel system the existence of “large”
self-similar solutions depend in a sensitive way on the value of the coefficient τ > 0, see
[25, 26, 7]. In particular, it is shown in in [7] that there is a unique self-similar radial
solution for each M ∈ [0, 8pi) but for τ ≫ 1 there exist also nonunique self-similar radial
solutions with each M ∈ (8pi,M(τ)), and M(τ)→∞ as τ →∞.
For d ≥ 3, self-similar solutions of the parabolic-elliptic problem (1.1) as well as of
its doubly parabolic counterpart have been constructed for small initial data in various
function spaces with norms invariant under scaling properties (1.2). A construction of
those self-similar solutions heavily depends on the semigroup approach which usually
need smallness assumption imposed on initial data. Several results on the existence of
self-similar solutions with small initial conditions in scaling invariant spaces can be found
e.g. in [3, 4, 6, 21, 22, 24, 30]. We refer also to the work by Senba [33, Theorem 3]
containing a result on “big” self-similar solutions of the parabolic-elliptic model (1.1).
Results of this work have been partially motivated by results on self-similar solutions
of the Cauchy problem for the nonlinear heat equation
ut = ∆u+ |u|αu, t > 0, x ∈ Rd,(2.1)
u(0, x) = εuC(x),(2.2)
where the function uC(x) = A|x|−2/α, with a certain explicit number A = A(d, α) > 0,
is a stationary singular solution to the nonlinear heat equation. For α = 1, this is a
counterpart of the Chandrasekhar solution (1.8) for the Keller–Segel system. For d ≥ 3,
α > 2
d−2 , and ε ∈ (0, 1), problem (2.1)–(2.2) has a smooth self-similar solution, see [20,
Lemma 10.3]. Results on the existence of self-similar solutions to this problem with ε = 1
are contained in [20, Lemma 10.1 and Theorem 10.4]. Moreover, by results in [35], if
2
d−2 < α <
4
d−4−2√d−1 , then there exists ε > 1 (close to 1) such that problem (2.1)–(2.2)
has two smooth self-similar solutions.
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3. Comments on Theorem 1.1 and ideas of its proof
Since the second equation in system (1.1) is not uniquely solved with respect to ψ, we
always assume that
(3.1) ∇ψ = ∇Ed ∗ u with Ed(x) = 1(d−2)σd
1
|x|d−2 for d ≥ 3.
Consequently, we consider in fact the Cauchy problem for the nonlocal transport equation
(3.2) ut −∆u+∇ · (u∇Ed ∗ u) = 0, t > 0, x ∈ Rd.
For radially symmetric solutions, we transform system (1.1) (or equation (3.2)) supple-
mented with an initial condition u(0, x) = u0(x) into the problem for the radial mass
distribution function (see e.g. [8, equation (12)] and calculations in the proof of Theorem
1.1)
(3.3) M(t, r) =
∫
{|x|<r}
u(t, x) dx = σd
∫ r
0
u(t, r)rd−1 dr with r = |x|,
namely, the initial-boundary value problem
(3.4)
Mt −Mrr + d− 1
r
Mr − 1
σdrd−1
MMr = 0, t > 0, 0 < r <∞,
M(t, 0) = 0, t > 0,
M(0, r) =M0(r), 0 < r <∞.
Of course, from relation (3.3) then we have
(3.5) u(t, x) =
1
σdrd−1
Mr(t, r) with r = |x|.
Since system (1.1) has the scaling invariance (1.2), the first equation in (3.4) is also
invariant under the scaling
(3.6) Mλ(t, r) = λ
2−dM(λ2t, λr) for each λ > 0.
Thus, in order to construct self-similar solutions to problem (3.4), we choose the following
initial datum (cf. equation (1.6))
(3.7) M0(r) =
∫
{|x|<r}
ε
2(d− 2)
|x|2 dx = ε2σdr
d−2.
Our approach, based on this alternative formulation of system (1.1) for radially symmet-
ric functions, allows us to deal with more regular functionsM(t, r) satisfying an evolution
PDE in one space variable, however, with singular coefficients. Here, we are carrying our
analysis of solutions to problem (3.4) using some ideas from [37, 13, 11] and, in partic-
ular, a rather subtle new comparison principle in Theorem 4.3 below. This comparison
principle implies that the whole sequence of suitable approximating solutions of problem
(3.4) converges to a solution of the same problem with a singular initial datum (3.7), not
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merely a subsequence. At the same time, this leads to the uniqueness of solutions to prob-
lem (3.4) with the homogeneous initial datum (3.7) as well as to the scaling invariance of
solutions. In that way, self-similar solutions to problem (1.1) and (1.6) are constructed
for ε < 1.
4. Comparison principle for radial mass distribution function
We begin by recalling the recent result from [11] on the existence of global-in-time
solutions to the Cauchy problem for system (1.1) corresponding to sufficiently regular (in
the scale of Morrey spaces) but not necessarily small initial data. Recall here that the
homogeneous Morrey spaces Ms(Rd) are defined by their norms
|u|Ms ≡ sup
R>0, x∈Rd
Rd(1/s−1)
∫
{|y−x|<R}
|u(y)| dy.(4.1)
Moreover, the radial concentration of a locally integrable nonnegative function u is defined
by
(4.2) |||u||| ≡ sup
R>0
R2−d
∫
{|y|<R}
u(y) dy.
Clearly, |||u||| ≤ |u|Md/2 but, in fact, these are equivalent quantities for nonnegative radial
functions, see e.g. [13, Lemma 7.1]. The role of the notion of the radial concentration
and the Morrey space norms in the analysis of the Keller–Segel model is explained and
discussed in [13, 11].
Theorem 4.1 ([11, Theorem 2.1]). Let d ≥ 3. Assume that a radially symmetric non-
negative initial condition u0 ∈Md/2(Rd) satisfies
(4.3) |||u0||| ≡ sup
R>0
R2−d
∫
{|x|<R}
u0(x) dx < 2σd.
There exists p ∈ (d
2
, d
)
such that if, moreover, u0 ∈ Mp(Rd), then the corresponding
global-in-time solution u = u(t, x) of problem (1.1) exists in the space
(4.4) Cw
(
[0, T ),Md/2(Rd) ∩Mp(Rd)
)
∩
{
u : (0, T )→ L∞(Rd) : sup
0<t<T
t
d
2p ‖u(t)‖∞ <∞
}
for each T > 0. Moreover, this solution is smooth, nonnegative, radial, and satisfies the
bound
(4.5) |||u(t)||| = sup
R>0
R2−d
∫
{|x|<R}
u(t, x) dx < 2σd for all t > 0.
Let us formulate certain properties of solutions constructed in Theorem 4.1 in a form
suitable for this work. They are either a direct consequence of Theorem 4.1 or proved in
the paper [11].
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Proposition 4.2. Under assumptions of Theorem 4.1, let u be the radial global-in-time
solution corresponding to the initial datum u0 ∈Md/2(Rd) ∩Mp(Rd). Denote
M(t, r) =
∫
{|x|<r}
u(t, x) dx and M0(r) =
∫
{|x|<r}
u0(x) dx.
Then M has following properties:
(1) M ∈ C1,2((0,∞)× (0,∞)) ∩ C([0,∞)× [0,∞)).
(2) Mr(t, r) ≥ 0 for all t > 0 and r > 0.
(3) There exist p ∈ (d
2
, d
)
, ε ∈ (0, d
2p
)
, and K > 0 such that
0 < M(t, r) ≤ min{ε2σdrd−2, Krd−d/p} for all t > 0 and r > 0.
(4) For each T > 0 and all t ∈ (0, T ] there exist c0 = c0(T ) > 0 and c1 = c1(T ) > 0
such that
M(t, r) ≤ c0t−
d
2p rd and Mr(t, r) ≤ c1t−
d
2p rd−1 for all r ≥ 0.
Proof. The solution u = u(t, x) constructed in Theorem 4.1 is smooth for t > 0, hence,
the regularity in item (1) results immediately from the definition ofM(t, r). The function
u(t, x) is nonnegative thus the property (2) is a consequence of formula (3.5). The upper
bound of M(t, r) in item (3) plays a crucial role in the proof of Theorem 4.1, and it
has been proved in [11, Proposition 4.1]. Since the solution u(t, x) belongs to the space
in (4.4), we have got sup0<t<T t
d
2p‖u(t)‖∞ < ∞ for each T > 0 and consequently the
inequalities in item (4) follow from the definition of M(t, r) and from equation (3.5). 
The main goal of this section is to extend the comparison principle from [11, Propo-
sition 4.1] (a comparison of a subcritical solution with a special barrier function) to the
case of general solutions constructed in Theorem 4.1. Note that the applicability of com-
parison principles is usually restricted to sufficiently regular solutions, or more generally,
sufficiently regular sub- and supersolutions of parabolic problems even with singular or
degenerate coefficients as those in problem (3.4). In the context of equations for evolu-
tion problems for chemotaxis, related comparison principles are shown in [37, Proposition
2.4] and [2, Lemma 5.1], the former in the case of the whole space and u0 ∈ L1(Rd)
densities (so bounded radial mass distribution functions M), the latter in finite domains
(0, T )× (0, R) with R <∞.
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Theorem 4.3 (Comparison principle). Consider functions M , M ∈ C1([0, T ]× [0,∞))∩
W 2,∞loc ((0, T )× (0,∞)) such that
M(t, r) ≤ ε2σdrd−2, M(t, r) ≤ ε2σdrd−2, ε ∈ (0, 1),(4.6)
M r(t, r) ≥ 0 and M r(t, r) ≥ 0,(4.7)
either sup
t>0,r>0
1
σdrd−1
M r(t, r) ≤ b or sup
t>0,r>0
1
σdrd−1
M r(t, r) ≤ b,(4.8)
for some constant b > 0,
M t ≤M rr −
d− 1
r
M r +
1
σdrd−1
MM r a.e. in (0, T )× Rd,(4.9)
M t ≥M rr − d− 1
r
M r +
1
σdrd−1
MM r a.e. in (0, T )× Rd,(4.10)
M(0, r) ≤M(0, r),(4.11)
M(t, 0) ≤M(t, 0),(4.12)
sup
t>0, r>0
r2−d|M(t, r)−M(t, r)| <∞.(4.13)
Then, the following inequality holds true
(4.14) M(t, r) ≤M(t, r) for every (t, r) ∈ (0, T )× (0,∞).
Proof. The idea of the proof of the comparison principle is quite standard but we should
be careful with the minimal regularity assumptions on the functions to be compared.
Note that relation (4.13) is a consequence of inequalities (4.6) but we prefer to keep it
separately from size conditions (4.6). For each µ > 0 and b > 0, ν > d − 2 ≥ 1 (which
will be suitably chosen later on), we consider the auxiliary function
(4.15) z(t, r) =M(t, r)−M(t, r)− µe2bt(r + 1)ν .
We claim that
z(t, r) < 0 for every (t, r) ∈ (0, T )× (0,∞).
This will imply that M(t, r) ≤ M(t, r) for every (t, r) ∈ (0, T ) × (0,∞). The function
z = z(t, r) is a continuous function and due to assumption (4.13) and because ν > d− 2,
there exists (t0, r0) ∈ [0, T ]×[0,∞) such that z(t0, r0) = max(t,r)∈[0,T ]×[0,∞) z(t, r). Suppose
a contrario that
z(t0, r0) = 0 and z(t, r) < 0 for all t < t0, r ≥ 0.
In other words, the equality
(4.16) M(t0, r0)−M(t0, r0) = µe2bt0(r0 + 1)ν
holds true. Note that, in fact, we have (t0, r0) ∈ (0, T ]× (0,∞) by relations (4.11)–(4.12),
since z = z(t, r) is strictly negative on the parabolic boundary of the domain (0, T )×(0, R)
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for sufficiently large R > 0. Therefore, we obtain
zt(t0, r0) ≥ 0 and zr(t0, r0) = 0,(4.17)
so, in particular
(4.18) M r(t0, r0)−M r(t0, r0) = µe2bt0ν(r0 + 1)ν−1.
Using the W 2,∞loc (0,∞) regularity, we obtain
zr(t, r) =
∫ r
r0
zrr(t, ρ) dρ,
possibly except for a set N ⊂ [r0,∞) of measure 0, where inequalities (4.9)–(4.10) can also
be violated. Then, there exists a sequence (r0,∞) \N ∋ rj ց r0 such that zrr(t0, rj) ≤ 0.
Indeed, otherwise zr(t0, r0) > 0 would hold, which contradicts equality in (4.17). Thus,
the inequality
(4.19) M rr(t0, r0)−M rr(t0, r0) ≤ µe2bt0ν(ν − 1)(r0 + 1)ν−2
holds. Now, let us compute
zt =M t −M t − 2bµe2bt(r + 1)ν
≤M rr −M rr −
d− 1
r
M r +
d− 1
r
M r +
1
σdrd−1
(
MM r −MM r
)− 2bµe2bt(r + 1)ν
≤µe2bt0ν(ν − 1)(r0 + 1)ν−2 + d− 1
r
(
M r −M r
)
+
M r
σdrd−1
(M −M) + M
σdrd−1
(M r −M r)− 2bµe2bt(r + 1)ν
for all r = rj ց r0 and t = t0. Observe that M(t,r)σdrd−2 ≤ 2ε, and sup(t,r)∈[t0,T ]×[r0,∞)
Mr
σdrd−1
≤
b <∞ by assumption (4.8) (if we know that only Mr
σdrd−1
in assumption (4.8) is uniformly
bounded, then we write MM r − MM r = M r(M − M) + M(M r − M r) and proceed
analogously). Passing to the limit and taking into account equations (4.16), (4.18) and
inequality (4.19), we obtain
zt(t0, r0) ≤ µν(r0 + 1)ν−2e2bt0
(
ν − 1 + (1 + 2ε− d)r0 + 1
r0
)
− bµe2bt0(r0 + 1)ν .
Now, for ε < 1 we put ν = d−2ε > d−2, we obtain zt(t0, r0) < 0 which is a contradiction
with inequality in (4.17). 
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5. Existence of self-similar solutions
A self-similar solution from Theorem 1.1 is obtained as a limit of smooth solutions
uK = uK(t, x) with a parameter K > 0 corresponding to the truncated initial data
(5.1) uK0 (x) ≡


ε
d
σd
K2, |x| ≤ R(K),
ε
2(d− 2)
|x|2 , R(K) ≤ |x|,
where
R(K) ≡
[
2(d− 2)σd
d
] 1
2
K−1.
Let us state properties of these approximating initial conditions as well as the correspond-
ing solutions to system (1.1).
Lemma 5.1. For every K > 0 and ε ∈ (0, 1), there exists a unique, nonnegative, radially
symmetric and smooth global-in-time solution uK = uK(t, x) to system (1.1) with the
initial datum uK0 = u
K
0 (x).
Proof. Since the initial datum uK0 is bounded and satisfies u
K
0 (x) ≤ εuC(x) for x ∈ Rn,
we have uK0 ∈Md/2(Rn) ∩Mp(Rn) for each p > d/2 together with the estimate
|||uK0 ||| ≤ |||εuC||| = ε2σd < 2σd.
Thus, by Theorem 4.1, the corresponding solution uK to problem (1.1) is unique, non-
negative, radially symmetric and smoooth global-in-time solution. 
For the solutions and their initial data from Lemma 5.1, we define the radial mass
distribution functions
(5.2) MK(t, r) ≡
∫
{|x|<r}
uK(t, x) dx and MK0 (r) ≡
∫
{|x|<r}
uK0 (x) dx
for t > 0 and r > 0, and we study their properties.
Lemma 5.2. Let MK =MK(t, r) be the radial mass distribution function of the solution
obtained in Lemma 5.1. Then
(5.3) MK(t, r) ≤ ε2σdrd−2 for all t > 0, r > 0.
Proof. By Lemma 5.1 and Proposition 4.2, the radial mass distribution function MK
satisfies property (3) of Proposition 4.2. 
Lemma 5.3. For each K > 0 and λ > 0, we have the following scaling property
(5.4) λ2−dMK(λ2t, λr) =MKλ(t, r) for all t > 0, r > 0.
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Proof. We define the rescaled solution uKλ = u
K
λ (t, x) and the rescaled initial datum u
K
0,λ =
uK0,λ(x) as follows
(5.5) uKλ (t, x) ≡ λ2uK(λ2t, λx) and uK0,λ(x) ≡ λ2uK0 (λx).
Thus
uK0,λ(x) =


ε(Kλ)2
d
σd
, |x| ≤ R(Kλ)
ε
2(d− 2)
|x|2 , R(Kλ) ≤ |x|

 = u
Kλ
0 (x)
and, accordingly, by the uniqueness of solutions from Lemma 5.1, we obtain the following
equality for each K > 0 and λ > 0
(5.6) uKλ (t, x) = u
Kλ(t, x) for all t > 0, x ∈ Rd.
Next, we rescale the corresponding radial mass distribution functions as follows
MKλ (t, r) ≡ λ2−dMK(λ2t, λr) and MK0,λ(r) ≡ λ2−dMK0 (λr).
Obviously, it holds that
MK0,λ(r) = λ
2−d
∫
{|x|<λr}
uK0 (x) dx =
∫
{|x|<r}
λ2uK0 (λy) dy =
∫
{|x|<r}
uKλ0 (y) dy =M
Kλ
0 (r).
Thus, by relation (5.6), we obtain identity (5.4). 
Furthermore, the comparison principle from Theorem 4.3 shows that the sequence
{MK(t, r)}K>0 is increasing monotonically with respect to K > 0.
Lemma 5.4. Let {MK(t, r)}K>0 be a sequence of solutions to problem (3.4) with the
initial data MK0 =M
K
0 (r). Then, for 0 < K1 ≤ K2,
MK1(t, r) ≤MK2(t, r) for all t > 0, r > 0.
Proof. First, we observe that uK10 (x) ≤ uK20 (x) for K1 ≤ K2 by definition of uK0 in (5.1).
According to Proposition 4.2, the functions MK1 ,MK2 satisfy assumptions (4.6)–(4.12)
of Theorem 4.3. Moreover, since the estimate (5.3) is valid for all K > 0, we have
|MK1(t, r)−MK2(t, r)| ≤ ε4σdrd−2.
Thus, the uniform estimate (4.13) also holds when (M,M) = (MK1 ,MK2). Applying
Theorem 4.3 we conclude
MK1(t, r) ≤MK2(t, r) for all t ≥ 0, r ≥ 0.

Lemma 5.5. Let {MK(t, r)}K>0 be a sequence of solutions to problem (3.4) with the
initial data MK0 =M
K
0 (r). Then
(5.7) lim
K→∞
MK(t, r) ≡M∗(t, r) ≤ ε2σdrd−2 for all t ≥ 0, r ≥ 0.
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The limit function M∗ has the self-similar property
(5.8) λ2−dM∗(λ2t, λr) =M∗(t, r) for all t ≥ 0, r ≥ 0
for each λ > 0.
Proof. The relations in (5.7) result from Lemma 5.4 by which the sequence {MK(t, r)}K>0
is monotonically increasing in K > 0 and, from Lemma 5.2, where we obtain
(5.9) 0 ≤MK(t, r) ≤ ε2σdrd−2.
Since the family of the solutions {MKλ(t, r)}K>0 coincides with the family {MK(t, r)}K>0,
we observe limK→∞MKλ(t, r) = M∗(t, r) by relation (5.7). Thus, using Lemma 5.3 we
obtain
λ2−dM∗(λ2t, λr) = lim
K→∞
λ2−dMK(λ2t, λr) = lim
K→∞
MKλ(t, r) =M∗(t, r)
for each λ ≥ 0 and all t ≥ 0, r ≥ 0. 
In the next step, we prove suitable Schauder estimates for the family {MKλ(t, r)}K>0
in order to show that the limit function M∗(t, r) is a classical solution of problem (3.4).
Here, we follow an approach proposed in [9, 10].
Theorem 5.6. For every 0 < τ < T and 0 < δ < R there exist α ∈ (0, 1) such that
M∗ ∈ C1+
α
2
,2+α
t,r ([τ, T ]× [δ, R]) and
(5.10) lim
K→∞
‖MK −M∗‖C1+α2 ,2+αt,r ([τ,T ]×[δ,R]) = 0.
Moreover, the function M∗ ∈ C1+
α
2
,2+α
t,r,loc ((0,∞)× (0,∞))∩C([0,∞)× [0,∞)) is a classical
solution to problem (3.4) with the initial datum M0(r) = ε2σdr
d−2.
Proof. By the standard parabolic regularity argument ([23]), there exists a constant
C0(α, τ, δ, R, T ) > 0, independent of K > 0, such that
(5.11) ‖MK‖C1+α2 ,2+αt,r ([τ,T ]×[δ,R]) ≤ C0(α, τ, δ, R, T ).
Estimate (5.11) combined with the Arzela`–Ascoli theorem and the definition of M∗ in
(5.7) imply that M∗ ∈ C1+
α
2
,2+α
t,r ([τ, T ]× [δ, R]) and
(5.12) lim
K→∞
‖MK −M∗‖C1+α2 ,2+αt,r ([τ,T ]×[δ,R]) = 0.
Since all functions MK are unique classical solutions to problem (3.4) with the initial
data MK0 and they converge to M
∗ as K → ∞ in the sense of limit (5.12), we obtain
that the limit function M∗ is a classical solution to problem (3.4) with the initial datum
M0(r) = ε2σdr
d−2. 
We conclude this section by a result on a self-similar asymptotics of some solutions to
problem (3.4).
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Corollary 5.7. Assume that a continuous and nondecreasing initial datum M0 satisfies
MK10 (r) ≤M0(r) ≤MK20 (r) for all r > 0,
some K1 < K2, with M
Ki
0 (i ∈ {1, 2}) given by formulas (5.1) and (5.2). Then, the
corresponding solution M(t, r) of problem (3.4) has self-similar asymptotics, namely,
(5.13) lim
λ→∞
λ2−dM(λ2t, λr) =M∗(t, r),
where M∗ =M∗(t, r) is the self-similar solution of problem (3.4), and the convergence is
uniform on compact subsets of (0,∞)× (0,∞).
Proof. Applying the comparison principle from Theorem 4.3 we obtain
MK1(t, r) ≤M(t, r) ≤MK2(t, r) for all t > 0, r > 0.
Therefore, for every λ > 0, we have
λ2−dMK1(λ2t, λr) ≤ λ2−dM(λ2t, λr) ≤ λ2−dMK2(λ2t, λr).
On the other hand, the scaling property from Lemma 5.3 implies
λ2−dMK1(λ2t, λr) =MK1λ(t, r) and λ2−dMK2(λ2t, λr) =MK2λ(t, r).
Since both families {MK1λ(t, r)}λ>0 and {MK2λ(t, r)}λ>0 coincide with {MK(t, r)}K>0,
we conclude by Theorem 5.6
lim
λ→∞
MK1λ(t, r) = lim
λ→∞
MK2λ(t, r) =M∗(t, r)
uniformly on compact subsets of (0,∞)× (0,∞). 
Remark 5.8. For the reader convenience, let us review results which we have already
proved in this section in terms of solutions to system (1.1). Applying formula (3.5) to the
self-similar solution in Theorem 5.6, we obtain the function
(5.14) u∗(t, x) =
1
σdrd−1
M∗r (t, r) with r = |x| > 0.
By the scaling property (5.8), we have got the equality λ2u∗(λ2t, λx) = u∗(t, x), hence
(see equations (1.3)–(1.4)), we obtain
(5.15) u∗(t, x) =
1
t
U
(
x√
t
)
.
By Theorem 5.6, the self-similar profile U(x) = u∗(1, x), together with its derivatives up
to second order are Ho¨lder continuous on Rd\{0} (by a standard parabolic regularity, this
is in fact a smooth function on Rd \ {0}). In the next section, we prove that u∗(t, x) given
by formulas (5.14)–(5.15) is a self-similar solution of system (1.1) with the self-similar
profile U ∈ C∞(Rd).
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6. Regularity of self-similar profile
In order to study the regularity of M∗ =M∗(t, r) as r → 0, and then the regularity of
the corresponding density u∗(t, x) (see Remark 5.8), we introduce the following auxiliary
linear initial-boundary value problem.
Lemma 6.1. The following initial-boundary value problem on the half-line
(6.1)
mt = mrr − λ
r
mr, t > 0, r > 0,
m(t, 0) = 0, t > 0,
m(0, r) = c0r
d−2, r > 0,
with some λ ∈ (d− 3, d− 1], has the unique solution of the following explicit form
(6.2) m(t, r) =
2d−3−λ
Γ
(
λ−d+3
2
)c0t−λ−d+32 rλ+1e− r24t
∫ 1
0
s
d
2
−1(1− s)λ−d+32 −1e r
2
4t
s ds.
Moreover, for each y∗ ∈ (0,∞), this solution satisfies
(6.3) sup
t>0
∫ √ty∗
0
m(t, r)
rd−1
dr <∞.
Proof. By, e.g., either [16, App. 1, 21. Bessel processes, p. 138] or [32], the solution to
problem (6.1) is explicitly given by the formula
(6.4) m(t, r) =
∫ ∞
0
p(t; r, s)m0(s)s
−λ ds
with m0(s) = c0s
d−2 and with the kernel
(6.5) p(t; r, s) =
1
2t
e−
r2+s2
4t (rs)
λ+1
2 Iλ+1
2
( r
2t
s
)
.
Here, the function Iν = Iν(x) is the modified Bessel function of the first kind
Iν(x) =
∞∑
m=0
1
m!Γ(m+ ν + 1)
(x
2
)2m+ν
.
Integral (6.4) which defines the solution m = m(t, r) of problem (6.1) with m0(s) = c0s
d−2
can be expressed in terms of the confluent hypergeometric function 1F1, see [31, Lemma
2.2]. Indeed, by [31, Lemma 2.2], the identity
(6.6)
∫ ∞
0
sβ−1e−ps
2
Iν (qs) ds =
qν
2ν+1p
β+ν
2
Γ
(
β+ν
2
)
Γ(ν + 1)
1F1
(
β + ν
2
; ν + 1;
q2
4p
)
holds for p, q > 0, β, ν ∈ R, β + ν > 0, ν 6= −1, −2, · · · , where
1F1 (a; b; z) =
Γ(b)
Γ(a)Γ(b− a)
∫ 1
0
sa−1(1− s)b−a−1ezs ds
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with 0 < a < b. Thus, when m0(s) = c0s
d−2, we observe∫ ∞
0
p(t; r, s)m0(s)s
−λ ds =
c0
2
t−1r
λ+1
2 e−
r2
4t
∫ ∞
0
sd−
λ+1
2
−1e−
1
4t
s2Iλ+1
2
( r
2t
s
)
ds
=
c0
2
t−1r
λ+1
2 e−
r2
4t
( r
2t
)
λ+1
2
2
λ+3
2 ( 1
4t
)
d
2
Γ(d
2
)
Γ(λ+3
2
)
1F1
(
d
2
;
λ + 3
2
;
r2
4t
)
=
2d−3−λ
Γ
(
λ−d+3
2
)c0t−λ−d+32 rλ+1e− r24t
∫ 1
0
s
d
2
−1(1− s)λ−d+32 −1e r
2
4t
s ds,
which implies our desired conclusion (6.2). We next prove uniform bound (6.3). Since
λ− d+ 3 > 0 and e r24t s ≤ e r24t for 0 ≤ s ≤ 1, we observe∫ √ty∗
0
m(t, r)
rd−1
dr =Cc0t
−λ−d+3
2
∫ √ty∗
0
rλ−d+2e−
r2
4t
(∫ 1
0
s
d
2
−1(1− s)λ−d+32 −1e r
2
4t
s ds
)
dr
≤Cc0t−λ−d+32
∫ √ty∗
0
rλ−d+2
(∫ 1
0
s
d
2
−1(1− s)λ−d+32 −1 ds
)
dr
=Cc0B
(
d
2
,
λ− d+ 3
2
)
t−
λ−d+3
2
∫ √ty∗
0
rλ−d+2 dr
=
Cc0
λ− d+ 3B
(
d
2
,
λ− d+ 3
2
)
yλ−d+3∗ <∞,
where y∗ ∈ (0,∞), C = C(λ, d) > 0 and B = B(x, y) is the Euler Beta function. 
Remark 6.2. Thanks to the self-similar property of the solution m = m(t, r) to the linear
problem 6.1, the quantity
gy∗(t) ≡
∫ √ty∗
0
m(t, r)
rd−1
dr
is finite, and does not depend on t > 0 when m0(r) = c0r
d−2. Indeed, for each µ > 0, we
observe
gy∗(µ
2t) =
∫ √tµy∗
0
m(µ2t, r)
rd−1
dr =
∫ √ty∗
0
µ2−dm(µ2t, µr)
rd−1
dr =
∫ √ty∗
0
m(t, r)
rd−1
dr = gy∗(t)
for every µ > 0 and t > 0, since µ2−dm(µ2t, µr) = m(t, r) holds for every µ > 0, t ≥ 0
and r ≥ 0. It is easy to check the self-similar property of the function m from the explicit
form (6.2). We also mention the problem of the critical case ε = 1. Since λ = d− 1− 2ε,
we observe λ+2− d = −1, and thus rλ+2−d = r−1 is not integrable near r = 0. Therefore
the uniform bound (6.3) does not hold.
The solution m = m(t, r) to problem (6.1) plays the role of a barrier function of our
original solution M =M(t, r) to problem (3.4).
Lemma 6.3. Let M = M(t, r) be a solution to the initial-boundary value problem (3.4)
with Mr(t, r) ≥ 0 and M(t, r) ≤ ε2σdrd−2 for t ≥ 0, r ≥ 0 and ε ∈ (0, 1). Assume
that the function m = m(t, r) is the solution to linear problem (6.1) with c0 = ε2σd and
16 P. BILER, G. KARCH, AND H. WAKUI
λ = d − 1 − 2ε. Moreover, let m = m(t, r) be also the solution to problem (6.1) with
c0 = ε2σd and λ = d− 1. Then, m(t, r) ≤M(t, r) ≤ m(t, r) holds for t > 0 and r ≥ 0.
Proof. Since the inequality M(t, r) ≤ ε2σdrd−2 holds for those solutions and Mr(t, r) ≥ 0,
equation (3.4) leads to the inequality
Mt ≤Mrr − d− 1
r
Mr +
ε2σd
σdr
Mr =Mrr − d− 1− 2ε
r
Mr.
Therefore, the solution M to problem (3.4) corresponding the initial datum M0(r) =
c0r
d−2 with Mr(t, r) ≥ 0 and M(t, r) ≤ ε2σdrd−2 is a subsolution to linear problem (6.1).
Hence, by the comparison principle, we conclude that M(t, r) ≤ m(t, r) for t ≥ 0 and
r ≥ 0.
We next show that the functionM is a supersolution to linear problem (6.1). According
to the conditions M ≥ 0 and Mr ≥ 0, we observe
Mt =Mrr − d− 1
r
Mr +
1
σdrd−1
MMr ≥Mrr − d− 1
r
Mr.
Thus the function M is a supersolution to problem (6.1). Again by the comparison
principle for linear problem (6.1), we have m(t, r) ≤M(t, r) for t ≥ 0 and r ≥ 0. 
Finally, we prove that the density u∗ corresponding to the self-similar solution M∗ of
problem (3.4) is of the form u∗(t, x) = 1
σd|x|d−1M
∗
r (t, |x|) = 1tU
(
x√
t
)
with some bounded
function U : ‖U‖∞ <∞.
Lemma 6.4. Let ε ∈ (0, 1), M∗ =M∗(t, r) be a solution to problem (3.4) constructed in
Theorem 5.6 with M0(r) = ε2σdr
d−2 and u∗ = u∗(t, x) be a function defined by u∗(t, x) =
1
σd|x|d−1M
∗
r (t, |x|). Then, u∗ is of the form u∗ = 1tU
(
x√
t
)
with some U ∈ L∞(0,∞).
Proof. The function M∗, by property (5.8), has the form
(6.7) M∗(t, r) ≡ t d2−1M
(
r√
t
)
,
On the other hand,
M∗(t, r) =
∫
{|x|<r}
u∗(t, x) dx,
thus
(6.8) M∗(t, r) = t
d
2
−1
∫
{|x|< r√
t
}
U(x) dx
holds for a function U = U(y) such that u∗(t, x) = 1
t
U
(
x√
t
)
.
The function M =M(y) satisfies the equation
(6.9) M′′ + y
2
M′ − d− 2
2
M− d− 1
y
M′ + 1
σdyd−1
MM′ = 0,
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with M(0) = 0 and the new variable y = r√
t
, ′ = d
dy
. Therefore, the function U satisfies
(6.10) U ′(y) +
(
y
2
+
M(y)
σdyd−1
)
U(y) =
d− 2
2
M(y)
σdyd−1
.
According to Lemma 6.3 and property (6.3) in Lemma 6.1, we get∫ y∗
0
M(y)
yd−1
dy =
∫ √ty∗
0
M∗(t, r)
rd−1
dr ≤
∫ √ty∗
0
m(t, r)
rd−1
dr ≤ C(λ, d)yλ+3−d∗ <∞
independently of t > 0 for some y∗ ∈ (0,∞). Now suppose that U(y∗) is finite for some
(in fact, for each) y∗ ∈ (0,∞). We may introduce the integrating factor
(6.11) f(y) = exp
(
y2
4
−
∫ y∗
y
M(s)
σdsd−1
ds
)
,
and thus we rewrite equation (6.10) in the form
(6.12) (Uf)′ = U ′f + f ′U =
d− 2
2
(
f ′ − y
2
f
)
.
Hence, by property (6.3), 0 < f(0) < ∞ holds together with f(y∗) = e 14 y2∗ . Integrating
equation (6.12) over (y, y∗], we conclude
(6.13) U(y)− d− 2
2
=
f(y∗)
f(y)
(
U(y∗)− d− 2
2
)
+
d− 2
4f(y)
∫ y∗
y
sf(s) ds,
which is finite and bounded as y ց 0 since U(y∗) <∞. We claim that, for y∗ > 0,
(6.14)
d
dy∗
[
f(y∗)
f(0)
(
U(y∗)− d− 2
2
)
+
d− 2
4f(0)
∫ y∗
0
sf(s) ds
]
= 0,
which shows that the right hand side of equality (6.13) is independent of y∗ > 0 for the
case y = 0. To see this, we substitute the formula
d
dy∗
∫ y∗
0
sf(s) ds = y∗f(y∗)− M(y∗)
σdy
d−1∗
∫ y∗
0
sf(s) ds
and relation (6.10) into the left hand side of (6.14). Then we immediately obtain our
claim (6.14). Therefore limyց0 U(y) exists and that limit is independent of y∗ > 0.
We note, moreover, that limyց0U(y) > 0. Indeed, since limyց0 U(y) exists, the de
l’Hospital rule shows that
(6.15)
σd
d
lim
yց0
U(y) = σd lim
yց0
U(y)yd−1
dyd−1
= σd lim
yց0
∫ y
0
U(s)sd−1 ds
yd
= lim
yց0
M(y)
yd
.
Let m = m(t, r) solve problem (6.1) with the initial datum m0(r) = ε2σdr
d−2 and λ =
d − 1. Solutions of this problem (6.1) are the integrated radial solutions of the usual
heat equation, so that m(t, r) ≤M(t, r), as in Lemma 6.3. According to formula (6.2) of
Lemma 6.1, m has the form
m(t, r) = ε
σd
2
t−1rde−
r2
4t
∫ 1
0
s
d
2
−1e
r2
4t
s ds.
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Then we have
t
d
2
−1m
(
1,
r√
t
)
= m(t, r) ≤M∗(t, r) = t d2−1M
(
r√
t
)
or equivalently
m(1, y) ≤M(y)
for y > 0, and thus
M(y)
yd
≥ m(1, y)
yd
= ε
σd
2
e−
1
4
y2
∫ 1
0
s
d
2
−1e
1
4
y2s ds.
Since e−
1
4
y2 → 1 and ∫ 1
0
s
d
2
−1e
1
4
y2s ds→ ∫ 1
0
s
d
2
−1 ds = 2
d
as y ց 0, we obtain
(6.16) lim
yց0
M(y)
yd
≥ σd
d
ε.
Relation (6.15) and the lower bound (6.16) finally show that
lim
yց0
U(y) ≥ ε > 0.
This fact indicates that U(y) > 0 for y ≥ 0. Indeed,
0 < f(0) lim
zց0
U(z) = lim
zց0
f(z)U(z) ≤ f(y∗)U(y∗) ≤ f(y)U(y)
for y ≥ y∗ since (Uf)′ = d−22 M(y)yd−1 ≥ 0 for y > 0.
Moreover, U(y) → 0 as y → ∞ holds, and therefore ‖U‖∞ < ∞. To see this, we first
note that the function M =M(y) satisfies
(6.17) 0 ≤M(y) ≤ ε2σdyd−2 for y > 0
from relation (6.7) and the inequality 0 ≤ M∗(t, r) ≤ ε2σdrd−2 for t > 0 and r >
0. According to inequality (6.17) and definition (6.11), it holds that limy→∞
M(y)
σdyd
= 0,
f(y) → ∞ (y → ∞), f ′(y) > 0 (y > y∗) and
∫ y
y∗
sf(s) ds → ∞ (y → ∞). Then, we
observe
lim
y→∞
yf(y)
2f ′(y)
= lim
y→∞
yf(y)
2
(
y
2
+ M(y)
σdyd−1
)
f(y)
= lim
y→∞
1
1 + 2M(y)
σdyd
= 1,
and thus, the de l’Hospital rule shows that
(6.18) lim
y→∞
∫ y
y∗
sf(s) ds
2f(y)
= lim
y→∞
yf(y)
2f ′(y)
= 1.
Combining equation (6.13) and formula (6.18), we obtain
lim
y→∞
U(y)− d− 2
2
= lim
y→∞
f(y∗)
f(y)
(
U(y∗)− d− 2
2
)
− d− 2
2
lim
y→∞
1
2f(y)
∫ y
y∗
sf(s) ds
=− d− 2
2
.
Therefore we conclude that limy→∞ U(y) = 0, which yields that U ∈ L∞(0,∞) and
‖u∗(t)‖∞ = 1
t
‖U‖∞ for t > 0.
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
We state a version of the Strauss type Radial Lemma (see, e.g., [36, Radial Lemma
1]) to deal with radially symmetric solutions to the Poisson equation. We skip its proof
because it can be found in [12, 13].
Lemma 6.5 ([12, Lemma 2.1], [13, Lemma 4.2]). Let f ∈ L1
loc
(Rd) be a radially symmetric
function, such that ψ = Ed ∗ f , solves the Poisson equation −∆ψ = f . Then it holds that
for x ∈ Rd,
(6.19) x · ∇ψ(x) = − 1
σd|x|d−2
∫
{|y|≤|x|}
f(y) dy.
Finally, we prove our main result.
Proof of Theorem 1.1. Since the function M∗ =M∗(t, r) is a classical solution of problem
(3.4), we may differentiate the first equation of problem (3.4) with respect to the variable
r > 0. Then we have
(6.20) M∗rt −M∗rrr + (d− 1)
rM∗rr −M∗r
r2
−
[
M∗r
(
1
σdrd−1
M∗r
)
+M
(
1
σdrd−1
M∗r
)
r
]
= 0.
We note that
(6.21)
M∗r =σdr
d−1u∗, u∗ =
1
σdrd−1
M∗r ,
M∗rt =σdr
d−1u∗t , M
∗
rr = σd
[
(d− 1)rd−2u∗ + rd−1u∗r
]
,
M∗rrr =σd
[
(d− 1)(d− 2)rd−3u∗ + 2(d− 1)rd−2u∗r + rd−1u∗rr
]
.
When we substitute formulas (6.21) in equation (6.20), we obtain
σdr
d−1u∗t − σdrd−1
[
(d− 1)(d− 2)u
∗
r2
+ 2(d− 1)u
∗
r
r
+ u∗rr
]
+ (d− 1)σdrd−1
[
(d− 1)u∗ + ru∗r
]− u∗
r2
− σdrd−1
[
(u∗)2 + u∗r
1
rd−1
∫ r
0
u∗(t, s)sd−1 ds
]
= 0
or equivalently
(6.22) u∗t − u∗rr −
d− 1
r
u∗r − (u∗)2 − u∗r
1
rd−1
∫ r
0
u∗(t, s)sd−1 ds = 0.
Applying formula (6.19) of Lemma 6.5 to radially symmetric solutions ψ∗ = ψ∗(t, x), we
have
(6.23)
ψ∗r(t, r) =
x
|x| · ∇xψ
∗(t, x) =− 1
σd|x|d−1
∫
{|y|≤|x|}
u∗(t, y) dy
=− 1
rd−1
∫ r
0
u∗(t, s)sd−1 ds,
where r = |x|. Combining formula (6.23) with equation (6.22), we observe
−u∗r(t, r)
1
rd−1
∫ r
0
u∗(t, s)sd−1 ds = u∗r(t, r)ψ
∗
r(t, r) = ∇xu∗(t, x) · ∇xψ∗(t, x),
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and thus
u∗t −∆u∗ +∇ · (u∗∇ψ∗) =u∗t −∆u∗ + u∗∆ψ∗ +∇u∗ · ∇ψ∗
=u∗t − u∗rr −
d− 1
r
u∗r − (u∗)2 + u∗rψ∗r = 0,
which indicates the first equation of problem (1.1). Estimate (1.7) is a direct consequence
of estimate (5.3). Moreover, the self-similar property of solution u∗ = u∗(t, x) is implied
by that of the functionM∗ =M∗(t, r), see also (6.8). The profile U = U(x) constructed in
Lemma 6.4 is in the class C∞(Rn) ∩ L∞(Rn) by Lemma 6.4 and the standard application
of the parabolic regularity argument (cf. Theorem 4.1). Hence, we complete our proof of
Theorem 1.1. 
7. Nonexistence of self-similar solutions
In this last section, we give the proof of relation (1.10).
Proposition 7.1. System (1.1) supplemented with the initial condition (1.6) cannot have
any local-in-time solution if ε > C(d). Moreover, for d ≥ 3, it holds that
1 <
2
d− 1
(
Γ
(
d+1
2
)
Γ
(
d
2
)
)2
< C(d) <
(
2
d− 2
) 1
2 Γ
(
d+1
2
)
Γ
(
d
2
) < d− 1
d− 2 ≤ 2.
Proof. It follows from the blowup criterion for equation (1.1) in [14, Theorem 2.2] that
if ε > C(d), then solutions of equation (1.1) with u0 = εuC cannot exist for any T > 0.
Indeed, according to this criterion if
T eT∆u0(0) > C(d)
for some T > 0, then the solution with u0 as the initial datum blows up before time T .
For u0 = εuC this leads to ε > C(d).
Clearly, for d ≥ 3 we have C(d) ∈ (1, 2) as was proved in [14] but a more precise, yet
simple, estimate (1.10) for C(d) is available. To prove the upper bounds, observe that by
the inequalities between harmonic, geometric and arithmetic means, the denominator of
the integrand in (1.9) satisfies
1
2(d− 2) + 4ρ2 ≤
1
4
√
2(d− 2)ρ ≤
1
4
(
1
2(d− 2) +
1
4ρ2
)
with a strict inequality whenever 2(d− 2) 6= 4ρ2. Then, we have
C(d) <
16
Γ
(
d
2
) 1
4
√
2(d− 2)
∫ ∞
0
e−ρ
2
ρd dρ =
(
2
d− 2
) 1
2 Γ
(
d+1
2
)
Γ
(
d
2
) .
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The lower bound for C(d) is obtained using a consequence of the Cauchy inequality(∫ ∞
0
e−ρ
2
ρd dρ
)2
≤
∫ ∞
0
e−ρ
2 ρd+1
2(d− 2) + 4ρ2 dρ×
∫ ∞
0
e−ρ
2
ρd−1
(
2(d− 2) + 4ρ2) dρ
=
Γ
(
d
2
)
16
C(d)
1
2
(
2(d− 2)Γ
(
d
2
)
+ 4
d
2
Γ
(
d
2
))
so that
C(d) ≥ 1
4
Γ
(
d+ 1
2
)
16
Γ
(
d
2
) 2
2(d− 2)Γ (d
2
)
+ 4d
2
Γ
(
d
2
) = 2
d− 1
(
Γ
(
d+1
2
)
Γ
(
d
2
)
)2
.
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