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ABSTRACT 
Edge detection is an important pre-processing step for any image processing application, object recognition and emotion 
detection. Edge detection is very helpful in case of noise free images. But in case of noisy images it is a challenging task. 
Noisy images are corrupted images. Their parameters are difficult to analyze and detect. In this research work different 
filters are used for the filtration of the image and to analyze that what exact difference it makes when it comes to detect the 
edge of the image. It includes the comparative study of various image denoising filters. These Filters are then applied with 
BFO Algorithm and they are compared with one another which help to calculate the parameters of noisy images. The 
comparison parameters which have been taken into contrast are Peak Signal to Noise Ratio, Mean Square Error and 
Noise Suppression Rate. 
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1. INTRODUCTION 
It is quite difficult to predict the edges if the image is noisy. A noise is the disturbance which gets introduced to the image 
due to the medium. There are several kinds of noise like Gaussian Noise, Salt and Pepper Noise, Blurred Noise etc. There 
are an extremely large number of edge detection operators available, each designed to be sensitive to certain types of 
edges [7]. Variables involved in the selection of an edge detection operator include: 
1) Edge orientation: The geometry of the operator determines a characteristic direction in which it is most sensitive to 
edges. Operators can be optimized to look for horizontal, vertical, or diagonal edges. 
2) Noise environment: Edge detection is difficult in noisy images, since both the noise and the edges contain high-
frequency content. Reducing the noise will result in blurred and distorted edges. Operators used in noisy images are 
typically larger in scope, so they can average enough data to discount localized noisy pixels. This results in less accurate 
localization of the detected edges. 
3) Edge structure: Not all edges involve a step change in intensity. Effects such as refraction or poor focus can result in 
objects with boundaries defined by a gradual change in intensity. The operator needs to be chosen to be responsive to 
such a gradual change in those cases. Newer wavelet-based techniques actually characterize the nature of the transition 
for each edge in order to distinguish, for example, edges associated with hair from edges associated with a face. 
There are many ways to perform edge detection. However, the majority of different methods may be grouped into two 
categories: 
 Gradient:  The gradient method detects the edges by looking for the maximum and minimum in the first 
derivative of the image. 
  Laplacian:  The Laplacian method searches for zero crossings in the second derivative of the image to find 
edges. An edge has the one-dimensional shape of a ramp and calculating the derivative of the image can 
highlight its location.  
2. EDGE DETECTION TECHNIQUES 
      2.1 Sobel Operator 
It performs 2-D spatial gradient measurement on an image and so emphasizes regions of high spatial frequency that 
correspond to edges [10].The operator consists of a pair of 3×3 convolution kernels as shown in Figure 1. One kernel is 
simply the other rotated by 90°. 
 
Figure 1: Masks used by Sobel Operator 
These kernels are designed to respond maximally to edges running vertically and horizontally relative to the pixel grid, one 
kernel for each of the two perpendicular orientations. The kernels can be applied separately to the input image, to produce 
separate measurements of the gradient component in each orientation (call these Gx and Gy). These can then be 
combined together to find the absolute magnitude of the gradient at each point and the orientation of that gradient. The 
gradient magnitude is given by:  
 | |  √        
Typically, an approximate magnitude is computed using:   
| |  |  |  |  | 
This is much faster to compute.  
       2.2 Robert’s cross operator: 
The Roberts Cross operator performs a simple, quick to compute, 2-D spatial gradient measurement on an image. Pixel 
values at each point in the output represent the estimated absolute magnitude of the spatial gradient of the input image at 
that point. The operator consists of a pair of 2×2 convolution kernels as shown in Figure 2. 
 
Figure 2: Masks used by Robert’s Cross Operator 
These kernels are designed to respond maximally to edges running at 45° to the pixel grid, one kernel for each of the two 
perpendicular orientations. The kernels can be applied separately to the input image, to produce separate measurements 
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of the gradient component in each orientation (call these Gx and Gy). These can then be combined together to find the 
absolute magnitude of the gradient at each point and the orientation of that gradient. 
The gradient magnitude is given by:  
| |  √           
An approximate magnitude is computed using:  
| |  |  |  |  |  This is much faster to compute.  
        2.3 Prewitt’s operator: 
Prewitt operator is similar to the Sobel operator and is used for detecting vertical and horizontal edges in images [10]. 
Prewitt filter is a fast method for edge detection. The difference with respect to Sobel filter is the spectral response. It is 
only suitable for well-contrasted noiseless images [7].  
                                                                                                             
Figure 3: Masks used by Prewitt’s Operator 
         2.4 Laplacian of Gaussian: 
The Laplacian is a 2-D isotropic measure of the 2nd spatial derivative of an image. The Laplacian of an image highlights 
regions of rapid intensity change and is therefore often used for edge detection [10]. The Laplacian is often applied to an 
image that has first been smoothed with something approximating a Gaussian Smoothing filter in order to reduce its 
sensitivity to noise. The operator normally takes a single gray level image as input and produces another gray level image 
as output.  
The Laplacian L(x,y) of an image with pixel intensity values I(x,y) is given by:  
L(x,y)= 
   
   
 + 
   
   
 
Since the input image is represented as a set of discrete pixels, we have to find a discrete convolution kernel that can 
approximate the second derivatives in the definition of the Laplacian. Three commonly used small kernels are shown in 
Figure 4.  
 
Figure 4: Three commonly used discrete approximations to the Laplacian filter. 
Because these kernels are approximating a second derivative measurement on the image, they are very sensitive to 
noise. To counter this, the image is often Gaussian Smoothed before applying the Laplacian filter. This pre-processing 
step reduces the high frequency noise components prior to the differentiation step.  
         2.5 Canny’s Edge Detection Algorithm 
The Canny edge detector is widely considered the standard method of edge detection. The image is smoothed with a 
Gaussian filter where ‘σ’ is the standard deviation of the filter. Then, the edge direction and strength are computed. The 
edges are refined with non maximal suppression for thin edges and hysteresis thresholding  (low and high) for continuous 
edges. The Canny edge detection algorithm is known to many as the optimal edge detector. Canny's intentions were to 
enhance the many edge detectors already out at the time he started his work [10].  
 
Figure 5: Masks used by Canny Edge Detector 
The magnitude, or edge strength, of the gradient is then approximated using the formula: 
|G| = |Gx| + |Gy| 
Canny’s edge detection algorithm is computationally more expensive compared to Sobel, Prewitt and Robert’s operator. 
However, the Canny’s edge detection algorithm performs better than all these operators under almost all scenarios. 
ISSN 2278-5612 
1087 | P a g e             O c t o b e r ,  2 0 1 3  
The four steps of edge detection are: 
1. Smoothing: suppress as much noise as possible, without destroying the true edges. 
2. Enhancement: apply a filter to enhance the quality of the edges in the image (sharpening). 
3. Detection: determine which edge pixels should be discarded as noise and which should be retained (usually, 
thresholding provides the criterion used for detection). 
4. Localization: determine the exact location of an edge (sub-pixel resolution might be required for some 
applications, that is, estimate the location of an edge to better than the spacing between pixels). Edge thinning 
and linking are usually required in this step.  
3. IMAGE NOISE 
Noise is any undesired information that contaminates an image. Noise appears in image from various sources. The digital 
image acquisition process, which converts an optical image into a continuous electrical signal that is then sampled, is 
primary process by which noise appears in digital image. There are several ways through which noise can be introduced 
into an image, depending on how the image is created [2]. Satellite image, containing the noise signals lead to a distorted 
image and not being able to understand and study it properly, requires the use of appropriate filters to limit or reduce much 
of the noise. It helps the possibility of better interpretation of the content of the image. Noise gets introduced into the data 
via any electrical system used for storage, transmission, and/or processing. Some examples of noise are: Gaussian or 
White, Rayleigh, Shot or Impulse, periodic, sinusoidal or coherent, uncorrelated, and granular. 
Types of Noise  
Following are the different types of image noise:- 
(a) Random Variation Impulsive Noise (RVIN)  
This type of noise is also called the Gaussian noise or normal noise and it randomly occurs as white intensity values [2]. 
(b) Salt & Pepper Noise (SPN)  
This type contains random occurrences of both black and white intensity values, and often caused by threshold of noise 
image. Salt and pepper noise is an impulse type of noise, which is also referred to as intensity spikes. This is caused 
generally due to errors in data transmission.  
(c) Speckle Noise (SPKN) 
Speckle noise is a multiplicative noise. If the multiplicative noise is added in the image, speckle noise is a ubiquitous 
artifact that limits the interpretation of optical coherence of remote sensing image. This type of noise occurs in almost all 
coherent imaging systems such as laser, acoustics and SAR (Synthetic Aperture Radar) imagery. The source of this noise 
is attributed to random interference between the coherent returns [2]. 
(d) Blurred NoiseImage blurring has received a lot of attention in the computer graphics and vision communities. We 
model a blurred, noisy image as the convolution of a latent sharp image with a known shift-invariant kernel plus additive 
white Gaussian noise, whose result is potentially down sampled. Specifically, blur formation is modeled as [3]: 
B =D (I *K) +N, 
Where K is the blur kernel, N is the noise, D (I) down-samples an image by point-sampling I (m, n) = I (sm,sn) at a 
sampling rate s for integer pixel coordinates (m, n).  
4. FILTERS 
1. Mean Filter (MF) 
Mean Filter (MF) is a simple linear filter, intuitive and easy to implement method of smoothing images, i.e. reducing the 
amount of intensity variation between one pixel and the next. It is often used to reduce noise in images. The idea of mean 
filtering is simply to replace each pixel value in an image with the mean (average) value of its neighbours, including itself. 
Moreover, Mean Filter is a linear filter which uses a mask over each pixel in the signal. Each of the components of the 
pixels which fall under the mask are averaged together to form a single pixel. This filter is also called as average filter. 
2. Standard Median Filter (SMF) 
Median filter is the non-linear filter which changes the image intensity mean value if the spatial noise distribution in the 
image is not symmetrical within the window. Median filter reduce is the variance of the intensities in the image. Median 
filter is a spatial filtering operation, so it uses a 2-D mask that is applied to each pixel in the input image. To Apply the 
mask means to centre it in a pixel, evaluating the covered pixel brightness and determining which brightness value is the 
median value. 
3. Adaptive Wiener Filter (AWF) 
Adaptive Wiener Filter (AWF) changes its behaviour based on the statistical characteristics of the image inside the filter 
window. Adaptive filter performance is usually superior to non-adaptive counterparts. But the improved performance is at 
the cost of added filter complexity. Mean and variance are two important statistical measures using which adaptive filters 
can be designed. 
4. Gaussian Filter (GF) 
Gaussian low pass filter is the filter which is impulse responsive, Gaussian filters are designed to give no overshoot to a 
step function input while minimizing the rise and fall time. Gaussian is smoothing filter in the 2D convolution operation that 
is used to remove noise and blur from image. 
5. Adaptive Median Filter (AMF) 
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The Adaptive Median Filter (AMF) is designed to eliminate the problems faced with the Standard Median Filter. The basic 
difference between the two filters is that in the Adaptive Median Filter, the size of the window surrounding each pixel is 
variable. This variation depends on the median of the pixels in the present window. If the median value is an impulse, then 
the size of the window is expanded. 
6. Trilateral filters  
Trilateral filter smoothes images towards a sharply-bounded, piecewise-linear approximation. Unlike bilateral filters or 
anisotropic diffusion methods that smooth towards piecewise constant solutions, the trilateral filter provides stronger noise 
reduction and better outlier rejection in high-gradient regions, Like the bilateral filter, the trilateral filter easily extends to N-
dimensional signals, yet it also offers better performance for many visual applications including appearance-preserving 
contrast reduction problems for digital photography and denoising polygonal meshes. 
Threshold Selection using BFO: 
BFO: Bacterial Foraging Optimization (BFO) is a fascinating artificial intelligence (AI) technique that can be used to find 
approximate solutions to extremely difficult or impossible numeric maximization or minimization problems. The BFO 
methods proceeds through one wave to another and generates the threshold accordingly for every wavelet and finally the 
threshold is decided by summing up of the entire threshold and dividing them by total number of wavelets found in the 
region. 
5. RESEARCH METHODOLOGY 
In our research work we have taken several filters for the filtration of the images .Our filters involve Adaptive mean, Haar 
denoising Method and Hybrid Filter. The threshold is generated according to the BFO which sets the threshold according 
to the regions of the noisy area as a filter and then we compare the PSNR, MSE and Noise Suppression Rate of every 
image after the application of the filters. Further on we compute the edges using Canny edge detector. 
6. CONCLUSION 
Edges characterize boundaries and are therefore a problem of fundamental importance in image processing. Edges in 
images are areas with strong intensity contrasts – a jump in intensity from one pixel to the next. Edge detecting an image 
significantly reduces the amount of data and filters out useless information, while preserving the important structural 
properties in an image. In this paper, various filters for filtering the images has been used. It involves filters like Adaptive 
Mean filter, Haar Denoising method and Hybrid filter and then compare the PSNR, MSE and Noise Suppression Rate of 
every image. Further on the edges are computed using Canny edge detector and Sobel Edge Detector.  
7. RESULTS 
Table 1 depicts the PSNR, MSE, Noise Suppression Rate of images in figure 6 at density level 10%. 
   
(a) Original Image                    (b)                                           (c)                                     (d) 
  
 
                 (e)                                    (f)                                           
 
Figure 6: Comparing the performance of (b) Noisy Lena  by using (c)Adaptive Median Filter, (d) Haar Denoising 
Method, (e) Hybrid Filter and (f) Novel Filter 
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Table 1: Comparison of values of PSNR, MSE and NSR using different filters at density level 10%. 
NOISE 
LEVEL 
NOISE 
ADDED 
FILTER 
TYPE 
PSNR NSR MSE 
10% 17.1346 Adaptive 
Median 
Filter 
20.2247 1.3435 0.18215 
10% 17.1346 Haar 
Denoising 
Method 
54.1561 0.87117 0.39274 
10% 17.1346 Hybrid 
Filter 
54.1561 0.95152 0.35949 
10% 17.1346 Novel 
Filter 
55.8749 2.747 0.34749 
REFERENCES 
[1] Mr. Ankur. N. Shah, Dr. K.H. Wandra, “Introduction to noise, image restoration and comparison of various 
methods of image restoration by removing noise from image” Volume : 2,  Issue 1, ISSN - 2249-555X, October 
2012. 
[2] Mr. Salem Saleh Al-amri, Dr. N.V. Kalyankar
 
and Dr. Khamitkar S.D, “A Comparative Study of Removal Noise 
from Remote Sensing Image” Vol. 7, Issue. 1, No. 1, ISSN : 1694-0784, January 2010.  
[3] Neel Joshi, C. Lawrence Zitnick, Richard Szeliski, David J. Kriegman, “Image Deblurring and Denoising using 
Color Priors”. 
[4] Meenal Jain , Sumit Sharma, Ravi Mohan Sairam, “Effect of Blur and Noise on Image Denoising based on PDE”, 
Volume-3, No-1, Issue-8, ISSN: 2249-727.7, March-2013. 
[5] Bhadauria H S, Dewal M L, “Comparison of Edge Detection Techniques on Noisy Abnormal Lung CT Image 
before and after Using Morphological Filter”, International Journal of Advanced Engineering & Application, Jan. 
2010 
[6] Mamta Juneja, Parvinder Singh Sandhu, “Performance Evaluation of Edge Detection Techniques for Images in 
Spatial Domain” Vol. 1, No. 5, ISSN: 1793-8201, December 2009. 
[7] V G Narendra, K S Hareesh, “Study and comparison of various image edge detection techniques used in quality 
inspection and evaluation of agricultural and food products by computer vision” Vol. 4 No.2, ISSN.1934-6344V, 
June 2011. 
[8] Min C. Shin, Member IEEE, Dmitry B. Goldgof, Senior Member, IEEE, Kevin W. Bowyer, Fellow, IEEE, and 
Savvas Nikiforou, “Comparison of Edge Detection Algorithms Using a Structure from Motion Task”, Vol. 31, No. 
4, August 2001. 
[9] Raman Maini & Dr. Himanshu Aggarwal, “Study and Comparison of Various Image Edge Detection Techniques”, 
International Journal of Image Processing (IJIP), Volume (3), Issue 1. 
[10] M Rama Bai, Dr V Venkata Krishna and J SreeDevi, “A New Morphological Approach for Noise Removal cum 
Edge Detection”, IJCSI International Journal of Computer Science Issues, Vol. 7, Issue 6, November 2010. 
[11] Tzu-Heng Henry Lee and Taipei Taiwan, “Edge detection Analysis”, IJCSI International Journal of Computer 
Science Issues, Vol. 5, Issue 6, No. 1, September 2012. 
[12] D. P. Argialas and O. D. Mavrantza, “Comparison of edge detection and hough transform techniques for the 
extraction of geologic features”, The International Archives of the Photogrammetry, Remote Sensing and Spatial 
Information Sciences, Vol. 34, Part XXX 
[13] Mohamed A.El-Sayed, “A New Algorithm Based Entropic Threshold for Edge Detection in Images”, IJCSI 
International Journal of Computer Science Issues, Vol. 8, Issue 5, No.1, September 2011. 
[14] Manimala Singha and K. Hemachandran, “Content Based Image Retrieval using Color and Texture”, An 
international Journal, Vol. 3, No.1, February 2012. 
