This paper deals with a scalar I~d ! process $ y j %, where the integration order d is any real number+ Under this setting, we first explore asymptotic properties of various statistics associated with $ y j %, assuming that d is known and is greater than or equal to 1 2 _ + Note that $ y j % becomes stationary when d , 1 2 _ , whose case is not our concern here+ It turns out that the case of d ϭ 1 2 _ needs a separate treatment from d . 1 2 _ + We then consider, under the normality assumption, testing and estimation for d, allowing for any value of d+ The tests suggested here are asymptotically uniformly most powerful invariant, whereas the maximum likelihood estimator is asymptotically efficient+ The asymptotic theory for these results will not assume normality+ Unlike in the usual unit root problem based on autoregressive models, standard asymptotic results hold for test statistics and estimators, where d need not be restricted to d Ն 1 2 _ + Simulation experiments are conducted to examine the finite sample performance of both the tests and estimators+
INTRODUCTION
The unit root problem is usually discussed in connection with autoregressivẽ AR! models+ In formulating a nonstationary AR model, it is implicitly assumed that there exists a positive integer d such that differencing the series d times produces a stationary AR process+
In this paper we consider a scalar I~d ! process $ y j %, where the integration order d is any real number+ More specifically we deal with the process $ y j % defined bỹ
where L is the lag operator and $« j % is an independent and identically distributed i+i+d+!~0,s 2 ! sequence that we shall extend to the stationary case later+ It is known~e+g+, Hosking, 1981 ! that $ y j % becomes stationary if d , 
It is seen that the fractional I~d ! process $ y j % with an independent error term is equivalent to the usual I~N d ! process with a long-range dependent error term $v j %+ The model~2! with N d ϭ 1 was discussed by Sowell~1990!, whereas the general case is considered in Chan and Terrin~1995!, where the AR unit root asymptotics discussed in Chan and Wei~1988! are extended to the fractional case+ Jeganathañ 1996! developed inference on fractionally cointegrated systems+ It is noticed that the integration order d * of the error process is restricted to 6d * 6 , 1 2 _ in these studies+
We return to the model~1! that allows for any value of d+ The present model and its extended version with stationary error terms are analyzed in a paper by Robinson~1994!, who considered testing hypotheses for d in the frequency domain, claiming that the analysis is more amenable to the frequency domain approach than to the usual time domain approach+ We, however, find the latter still effective and consider the estimation and also testing problems for d in the time domain+
In Section 2 we first explore asymptotic properties of various statistics associated with $ y j %, assuming that d is known and is greater than or equal to 1 2 _ + Note that $ y j % becomes stationary when d , 1 2 _ , whose case is not our concern here+ It turns out that the case of d ϭ 1 2 _ needs to be treated separately from the case of d .
1 2 _ + Section 3 considers testing for d without restricting the parameter space of d+ We suggest a locally best invariant~LBI! test equivalent to the Lagrange multiplier~LM! or Rao's score test+ It turns out that the resulting statistic tends to normality, unlike in testing for an AR unit root+ The preceding result is parallel to the one obtained in Robinson~1994! by the frequency domain approach+ We shall show that the LBI test is asymptotically uniformly most powerful invariant~UMPI! in the sense that the test achieves asymptotically the highest power or power envelope of all the invariant tests under a sequence of local alternatives+ Section 4 discusses estimation of d, where any value of d is allowed for+ It is shown that the maximum likelihood estimator~MLE! of d tends to normality and is asymptotically efficient+ We then suggest the Wald test based on the MLE, which is also asymptotically UMPI+ Section 5 examines, via simulations, the finite sample behavior of the LBI or LM and Wald tests and the MLE+ Section 6 concludes+ Proofs of theorems and corollaries are given in the Appendix+
ASYMPTOTIC PROPERTIES OF VARIOUS STATISTICS
In this section we explore asymptotic properties of various statistics associated with $ y j % in~1! when d Ն assume, for simplicity, that y k ϭ 0 for k Յ 0, although the other initializations are possible~see Diebold and Rudebusch, 1991 ! and the behavior of $ y j % does depend on the initial condition+ Then, $ y j % is assumed to be generated bỹ
It can be checked that~3! is equivalent to
Alternatively, we can rewrite~3! and~4! as
where B 0 ϭ 1 and
It is seen that $ y j % becomes nonstationary if d Ն 
_
We first construct a partial sum process X T ϭ $X T~t !% defined on @0, 1#, which is given by
where X T~0 ! ϭ 0, X T~1 ! ϭ y T 0s T , and
The process $X T~t !% belongs to the function space C that is the space of all realvalued continuous functions defined on @0, 1#+ Note that s j 2 ϭ O~log j !, as is described in~6!+ The following weak convergence for $X T~t !% holds because of the functional central limit theorem~FCLT! due to Brown~1971!+ THEOREM 2+1+ Let $ y j % be given by~1! whose generating process is defined in~5!, where d ϭ 1 2 _ and $« j % is an i+i+d+~0, s 2 ! sequence+ Then, for the partial sum process X T ϭ $X T~t !% defined in~8!, it holds that, as T r`,
where L~X ! denotes the probability law of X, whereas w ϭ $w~t!% is the standard Brownian motion defined on @0, 1# +
The following results are a consequence of the preceding theorem+ COROLLARY 2+1+ Under the same conditions as in Theorem 2+1, it holds that, as T r`,
The result in~10! is an immediate consequence of Theorem 2+1, whereas~11! comes from the variance of the stationary process $ y j Ϫ y jϪ1 % ϭ $~1 Ϫ L! 102 « j %+ Extensions to the case where the error term is dependent are straightforward+ Suppose that~1! is replaced bỹ
where d ϭ 1 2 _ and
with $« j % ; i+i+d+~0,s 2 !+ Then we apply the Beveridge-Nelson~BN! decomposition~Phillips and Solo, 1992! to get
where $ I « j % is a stationary process defined by
We now have 
where f u~l ! is the spectrum of $u j %+
Case of d .

2 _
Weak convergence results for d .
1 2 _ can be studied in two ways+ One is based on $X T~t !% defined in~8!, and the other is based on another partial sum process in function space C constructed later+ Let us deal with $ y j % defined in~12! and~13!, with d .
1 2 _ + Again using the BN decomposition, we obtain
Thus it can be shown that L~X T ! r L~fw!, where we now have
Proceeding in the same way as in the case of d ϭ 1 2 _ , we obtain the following results for d . 
and, for d Ն 1,
The result in~19! is an immediate consequence of L~X T ! r L~fw!, whereas 20! follows from
The other approach is based on the partial sum process
where y j is defined in~12! and~13! with d .
1 2 _ + When d is a positive integer, it can be shown~see Chan and Wei, 1988; Tanaka, 1996 ! that
where F g ϭ $F g~t !% is the g-fold integrated Brownian motion defined by
When d is any real number greater than 1 2 _ ,~22! still holds with
We have E~F g~t !! ϭ 0 and V~F g~t !! ϭ t 2gϩ1 0~~2g ϩ1!G 2~g ϩ1!! for each fixed t+ Note that~23! and~24! are equivalent when g is a positive integer+
The following properties can be derived on the basis of the FCLT described iñ 22! with F g~t ! defined in~24!+ COROLLARY 2+4+ Under the same conditions as in Corollary 2+3, it holds that, as T r`, 
with f u~l ! being the spectrum of $u j %+
The statistic [ r in~27!-~29! can be interpreted as the least squares estimator LSE! of r applied to the following model:
where the true value of r is 1 and d is greater than 1 2 _ and $u j % is a stationary process defined in~13!+ Noting that
where
it is seen that A T dominates B T when d . 
Graphs of Some Limiting Distributions
In this subsection we present graphically some of the limiting distributions obtained in the previous subsections+ For this purpose we derive the characteristic function~c+f+! of the limiting distribution and then invert it numerically+ Let us first deal with the quantity appearing in~26!:
where d . 
Note that G d is a limit in distribution of the sample second moment arising from the I~d ! process+ It is clear that
which tends to 0 as d r`+ We also have
, and so on+ Figure 1 draws the probability density of G 1 ϭ * 0 1 w 2~t ! dt and Figures 2 and 3 those of G 2 and G 3 , respectively+ These were computed by numerical integration via inversion of the c+f+'s of G d~f or details, see Tanaka, 1996 , Ch+ 6!+ In Figures 2 and 3, we also present approximate distributions of G d , where the approximations are based on the distributional relation
where $Z n % is i+i+d+ normal with common mean 0 and variance 1, which is abbreviated as $Z n % ; NID~0,1! and 0 , l 1~d ! Ͻ l 2~d ! Ͻ {{{ Ͻ are the eigenvalues of the integral equation
Then G d is approximated as Z 1 2 0l 1~d !, where l 1~2 ! ϭ 12+36236 and l 1~3 ! ϭ 121+259~Tanaka, 1996, Ch+ 6!+ It is seen that G 2 and G 3 are well approximated by a constant multiple of x 2~1 !+ Note that G 1 cannot be well approximated in this way because of its nonmonotonic distributional nature+ The reason may be partly explained by considering the ratio of E~Z 1 2 0l 1~d !! to E~G d !:
which is 0+8106 for d ϭ 1, 0+9707 for d ϭ 2, and 0+9896 for d ϭ 3+ We also consider the quantity appearing in~29!: Figure 1 . Probability density of G 1 + Figure 2 . Probability density of G 2 + which is well defined for d .
1 2 _ and is a limit in distribution of 
TESTING FOR d
This section discusses testing for the integration order d without restricting the parameter space of d+ For this purpose we consider the model
where $x j % is a sequence of K ϫ 1 fixed, nonstochastic variables and b is a K ϫ 1 unknown vector, whereas d is any preassigned value and $u j % is a stationary process defined in~13!+ Note that $ y j % becomes stationary when d ϩ u ,
_ , whose case is also treated here+ Then the testing problem considered here is, as in Robinson~1994!~see also Diebold and Rudebusch, 1991!,
Note that $z j % becomes more nonstationary under H 1 :u Ͼ 0, whereas the reverse is true under H 2 :u Ͻ 0+ This is a very general testing problem, allowing for a test of the stationary hypothesis~d , 1 2 _ !, the nonstationary unit root hypothesis~d ϭ 1!, and the I~0! hypothesis~d ϭ 0!+ In Section 3+1 we deal with the simplest case where $u j % in~34! is an i+i+d+ 0,s 2 ! sequence, whereas the stationary case is discussed in Section 3+2+ Our test can be easily adapted to deal with the model
This case will also be discussed as a by-product of the original test+
i.i.d. Case
Let us put u j ϭ « j in~34! and assume that $« j % ; NID~0,s 2 !, though the asymptotic theory developed later will not assume normality+ Because $ y j % is generated by~5! with d replaced by d ϩ u, it follows that
, y ϭ~y 1 , + + + , y T ! ' , and V~u! ϭ V~y!0s 2 with rank~X ! ϭ K~ϽT !+ Note that d is a given constant and the testing problem 35! is invariant under the group of transformations:
where 0 , a Ͻ`and b is a K ϫ 1 vector+ For the model~37!, the log-likelihood L~u, b, s 2 ! is given by
Note that the second line in~38! is an approximated version of the exact loglikelihood given in the first line if d ϩ u , 1 2 _ because of introducing an explicit conditioning on initial values+ We, however, use the approximated version as the true log-likelihood, which does not affect the asymptotic theory developed subsequently+ Then the LBI test is shown to be equivalent to the LM test~Tanaka, 1996, Ch+ 9!+ Thus the LBI test for H 0 :u ϭ 0 against H 1 :u Ͼ 0 rejects H 0 when
becomes large, where
S T 1 can be rewritten more compactly as
where [
« T + It is noticed that the statistic S T 1 has some similarity to the portmanteau Q statistic~Box and Pierce, 1970! for diagnostic checking of time series models, although Q takes the form of an unweighted sum of squares of [ r k 's+ The finite sample distribution of S T 1 is intractable even under H 0 ; so we consider the limiting distribution of S T 1 under a sequence of local alternatives+ THEOREM 3+1+ Under u ϭ d0#T with d fixed, it holds that, as T r`,
which is the limiting value of the normalized Fisher information+ Thus it is seen that standard results apply to the present problem, unlike in the AR unit root test case+ In practice we compute
and compare this with the upper or lower 100a% point of N~0,1!, which gives the right-sided~H 1 : u Ͼ 0! or left-sided~H 2 : u Ͻ 0! LBI test of approximate size a+ The limiting power of the LBI test under u ϭ d0#T can be easily computed+ COROLLARY 3+1+ Let z a be the upper 100a% point of N~0,1!+ Then, it holds that, as T r`under u ϭ d0#T,
where F~z! is the distribution function of N~0,1!+ We next show, following Elliott, Rothenberg, and Stock~1996! and Tanakã 1996!, that the LBI test obtained previously is asymptotically UMPI in the sense that its power attains the highest power of all the invariant tests as T r`under u ϭ d0#T+ For this purpose we assume that the data generating process~DGP! is
where u 0 ϭ c0#T with c~.0! fixed+ We now consider testing for
where d~.0! is a known constant+ This is a test of a simple null against a simple alternative with nuisance parameters b and s 2 that can be eliminated by invariance arguments+ Then we have that the test that rejects H 0 when
becomes large is MPI, where [« j and I « j are residuals under H 0 and H 1 , respectively+
The limiting distribution of M T in~44! as T r`under u 0 ϭ c0#T and u ϭ d0#T is given by the following theorem+ THEOREM 3+2+ The MPI statistic M T in~44! has the following limiting distribution as T r`under u 0 ϭ c0#T and u ϭ d0#T: 
is the LBI statistic for testing H 0 :a ϭ 1 against a , 1 in the MA~1! model: y j ϭ « j Ϫ a« jϪ1 , where « 0 , « 1 , + + + ; NID~0,s 2 !+ The fact that the LBI test for d attains the power envelope, whereas the LBI test for the unit root in the AR~1! or MA~1! model does not, reflects the standard nature of the present problem+
The present test can be easily adapted to test for the integration order in the MA part+ For this purpose we deal with the model
where d is any preassigned value and $« j % ; NID~0,s 2 !, for which the same testing problem as in~35! is considered+
The log-likelihood is now given by
where [ r k is the kth order autocorrelation of residuals
' Z b!+ Note the similar form in~47! to~40! except for the negative sign, which leads us to the following result+ COROLLARY 3+3+ For the model~46!, the test that rejects H 0 :u ϭ 0 against 
Stationary Case
Here we consider the model~34!, where $u j % is assumed to follow an autoregressive moving average~ARMA~p,q!! process, namely, a~L!u j ϭ b~L!« j , where $« j % ; NID~0,s 2 ! and
with a~x! 0 and b~x! 0 for 6 x6 Յ 1+ The log-likelihood is now given by
where c ϭ~a 1 , + + + , a p , b 1 , + + + , b q ! ' , and the LM principle yields the same statistic as S T 1 in~40! but with [« j defined in the present case by
where Z b is the MLE of b under H 0 , whereas [ a~L! and Zb~L! are estimated from
Then we obtain the following result+ THEOREM 3+3+ Consider the statistic
where [ r k is the kth order autocorrelation of residuals [« 1 , + + + , [ « T defined in~48!+ Then it holds that, as T r`under u ϭ d0#T with d fixed,
with c j and d j the coefficients of L j in the expansion of 10a~L! and 10b~L!, respectively, and F the Fisher information matrix for a and b+
Note that this theorem reduces to Theorem 3+1 when u j ϭ « j and no estimation of c is attempted+ Because S T 2 depends on v 2 that is a function of c, we suggest as a test statistic
where [ v is the MLE of v under H 0 , which can be computed from~50! by inserting Z c into the k i 's and G pϩq + Then it holds that S T 2 ' r N~dv,1! as T r`under u ϭ d0#T+
The computation of [ v in the preceding way will become much involved as p ϩ q gets large+ A computationally simpler method will be suggested in Section 5+ For the simplest case where $u j % follows an AR~1! process: u j ϭ au jϪ1 ϩ « j or an MA~1! process:
v is easily computed+ We have v j ϭ av jϪ1 ϩ « j in both cases so that c j ϭ a j and
and [ v can be computed using [ a+ Because of estimating c, the limiting power of the S T 2 ' -test is lower than that of the S T 1 ' -test+ In particular, if we suppose that $u j % follows AR~1! or MA~1! and the DGP of $u j % is $« j %, the asymptotic efficiency of the
The S T 2 ' -test possesses asymptotic properties similar to the S T 1 ' -test; namely, the power function of the former is asymptotically the one given in Corollary 3+1 with %p 2 06 replaced by v+ Moreover, the power function coincides asymptotically with the power envelope of all the invariant tests for the model~34!+ The present test can also be implemented to test for the integration order in the MA part, as in the i+i+d+ case+ The model now takes the form in~36!, and we can easily conduct a test similar to the S T 2 ' -test+ The finite sample performance of the S T 1 ' -test discussed in the previous subsection and the S T 2 ' -test discussed here will be examined in Section 5+
ESTIMATION OF d
Here we discuss the asymptotic theory for the ML estimation of d when d takes any value+ The discussion is divided into two subsections by considering first the i+i+d+ case followed by the stationary case, as in the testing problem+ For simplicity of presentation, however, we concentrate on models without any regressor, and discussions are given on an intuitive basis+ Formal proofs for the asymptotic properties of the MLE are much more involved~see Hosoya, 1997!+
i.i.d. Case
Let us consider the model
where d is any value and $« j % ; NID~0,s 2 !+ The parameters estimated here are d and s 2 , and the concentrated log-likelihood for d is given, except for constants, by
Let d 0 be the true value of d+ Then the maximization of ᐉ~d ! is equivalent to that of
Here it holds that plim 1 
This can be proved along the same lines as in Sargan and Bhargava~1983!, and it is sufficient to show that
Thus it is ensured that the probabilities in~56! and~57! can be made smaller than « by taking d 0 ϭ max~d 1 ,6d 2 6,%60~p 2 «!!+ Then T 0 can be chosen so that~55! holds for all T Ն T 0 + Returning to Theorem 4+1, we can assert that a local maximizer 
06 is the limiting value of the normalized Fisher information for d+ Hence the preceding result turns out to be quite standard, on the basis of which we can also suggest a test for d; namely, for the right-sided alternative
2 exceeds the upper 100a% point of N~0,1!+ The test may be called the Wald test, and it is a test of asymptotic size a+ It holds that the limiting local power of the Wald test is the same as that of the LBI test+ The left-sided Wald test can also be conducted similarly+
Stationary Case
We next consider the model
q with a~x! 0 and b~x! 0 for 6 x6 Յ 1+ The parameters to be estimated are d, c ϭ~a 1 , + + + , a p , b 1 , + + + , b q ! ' , and s 2 + The concentrated log-likelihood for d and c is now given, except for constants, by 
for the model 58!+ Then it holds that, as T r`,
The preceding result is also standard because J turns out to be the limiting matrix of the normalized Fisher information for d and c+ Thus Z d and Z c are asymptotically efficient+ Because we have
it is recognized that the asymptotic efficiency of Z d is decreased in the present case where c is estimated+ The same is true for Z c+ This is because Z d and Z c are asymptotically correlated+ It can also be checked that
where h~l, t! is the spectrumlike quantity for
The expression in~61! is well known~Walker, 1964!, except for the first column and row+ To justify~61!, consider
It is known~see, e+g+, Zygmund, 1968, p+ 180!, that, for any square integrable function f~l!,
where c n 's are coefficients in the Fourier expansion of f~l!: 
SIMULATION EXPERIMENTS
In this section we examine, by simulations, the finite sample performance of the LBI or LM and Wald tests suggested in previous sections+ In the course of the simulations the behavior of the MLE can also be examined+
The models employed here are
where $« j % ; NID~0,s 2 !+ For both models we consider testing for
we fix the sample size at T ϭ 100, the number of replications at 1,000, and the significance level at the nominal 5% based on N~0,1!+ Let us first deal with Model A+ Table 1 reports percentage powers of various tests for
_ , where
Here the statistics S T 1 ' and W T 1 ' are, respectively, the original LBI and Wald statistics suggested before, whereas S T 1 '' and W T 1 '' are their modified versions, which can be justified by observing that
where [« j~d ! is computed under the assumption that the integration order is d+ The value of Dd ϭ 0+001 has been used in our simulation studies+ Note that the partial derivative should be computed under H 0 for S T 1 '' and under H 1 for W T 1 '' + The MLE of d has been obtained from the Gauss-Newton procedure:
To initiate the iterative scheme we need an initial value Z d~0 ! , for which we used the true value of d+
In Table 1 we also report under the heading "Limit" the theoretical limiting powers derived from Corollary 3+1+ It is seen that the power of each test is reasonably well approximated by the limiting power+ In particular, the S T 1 ' -test seems to behave best in the present case+ Note that the column entries corresponding to d ϭ 0+50 are type I errors+ Table 2 reports percentage powers of the left-sided tests for the same model as in Table 1+ The S T 1 ' -test does not behave well in the present case because of size distortion toward 0+ Robinson '' and W T 1 '' , respectively+ Theoretical limiting powers derived from Theorem 3+3, namely, F~Ϫz a ϩ #Tv~d Ϫ d 0 !!, are also reported under the heading "Limit," where T ϭ 100, z a ϭ 1+645, and v 2 is given in~52!+ The general feature of Tables 3-6 is that size distortion is serious+ Hence there is much discrepancy between finite sample and limiting powers+ On the other hand, in Tables 7 and 8 , the finite sample powers are well approximated by the limiting powers+ This is closely related to the fact that the estimators of a and d are negatively correlated and the correlation is much higher for a ϭ 0+6, as Table 9 
8+1
2 1 + 7 3 9 + 7 6 1 + 4 8 5 + 4 Limit 5+0 1 5 + 8 3 5 + 9 6 1 + 0 8 2 + 1 Table 3 
12+1
5 2 + 0 7 8 + 6 9 2 + 2 9 7 + 4 Limit 5+0 1 9 + 4 4 6 + 7 7 5 + 7 9 3 + 0 shows+ Thus the inference on d is affected by the confusing impact of a, though the degree of influence depends on the value of a+ It is also noticed that the limiting powers are quite low in Tables 3-6 , in comparison with those in Tables 7  and 8+ For example, the theoretical power of the test for
is 19+4% in the former, whereas it is 77+8% in the latter+ Given the sample size T, the significance level a, and the distance from H 0 , 6d Ϫ d 0 6, the theoretical power depends only on v and becomes higher as v gets larger or v Ϫ1 gets small+ Note that v Ϫ1 is the standard error of the limiting distribution of 2 ! or N~0, v Ϫ2 !+ Figure 5 is for the i+i+d+ case, whereas the others are for stationary cases+ The behavior of the MLE for the i+i+d+ case agrees quite well with the asymptotic theory, whereas that for stationary cases varies depending on the value of a+ In particular, the performance of the MLE's in Figures 6 and 7 is very poor, where a ϭ 0+6 is assumed, whereas the MLE in Figure 8 performs well, where a ϭ Ϫ0+8 is assumed+ To see why, Table 9 1 + 4 1 0 + 8 5 6 + 6 8 9 + 5 9 9 + 6 S T 2 ''
2+2
6 + 4 3 1 + 1 6 3 + 7 8 9 + 3 W T 2 ' 9 + 8 3 0 + 0 5 2 + 9 8 0 + 5 9 8 + 0 W T 2 '' 16+1 2 8 + 9 5 0 + 2 9 0 + 6 9 9 + 3 Limit 5+0 1 9 + 4 4 6 + 7 7 5 + 7 9 3 + 0 
8+6
2 4 + 7 3 4 + 1 4 7 + 6 5 7 + 3 Limit 5+0 1 9 + 4 4 6 + 7 7 5 + 7 9 3 + 0 Table 9 . Standard errors and correlations associated with the limiting distribu-
"Corr+" It is seen that v Ϫ1 increase with a up to a ϭ 0+7 and then decreases+ Thus d can be estimated much better for a ϭ Ϫ0+8 than for a ϭ 0+6+ It is also noticed that the correlation coefficient is negative for all values of a+ It increases in absolute value with a up to a ϭ 0+7 and then decreases+ This is another source of the poor performance of the MLE in Figures 6 and 7+ The source of the size distortion in the Wald test is also evident+ The nonmonotonic behavior of v Ϫ1 and "Corr" beyond a ϭ 0+7 seems to reflect the AR unit root situation as a approaches 1+ 
CONCLUDING REMARKS
In this paper we dealt with a fractional I~d ! process $ y j % with any real number d+ After investigating asymptotic properties of various statistics associated with $ y j % when d is known and is greater than or equal to 1 2 _ , we discussed, under the normality assumption, testing and estimation for d without restricting the parameter space of d+ It was shown that standard asymptotic results hold for tests and estimators; namely, the LBI and Wald tests are asymptotically UMPI, and the MLE of d is asymptotically efficient+ These asymptotic results hold without the normality assumption+ The finite sample behavior of the tests and estimators was examined by simulations, and the source of different behavior was made clear in terms of the asymptotic theory+ This paper discussed nonseasonal time series only, but the discussion may be extended, as in Chung~1996!, to deal with seasonality by considering
where l~0 Ͻ l Ͻ p! is the seasonal frequency+ The analysis can also be extended to deal with fractional cointegration, as in Jeganathan~1996!, where variables follow I~d ! processes with d greater than or equal to 1 2 _ + As an example, we can consider the following fractionally cointegrated system:
where $u j1 % and $u j 2 % are stationary processes+ As was observed in Section 1, inference on b requires a separate treatment of the two cases d ϭ from which it follows that S T 2 0#T r N~0, v 2 !+ The same asymptotic result holds for the case where u ϭ 0 and there is a regressor~for the proof by the frequency domain approach,
