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Abstract
The goal of this paper is to establish a general approach
for analyzing queueing models with repeated inhomoge-
neous vacations. At the end of a vacation, the server goes
on another vacation, possibly with a different probabil-
ity distribution, if during the previous vacation there have
been no arrivals. In case there have been one or more ar-
rivals during a vacation then a busy period starts after a
warm-up time. In order to get an insight on the influence
of parameters on the performance, we choose to study a
simple M/G/1 queue (Poisson arrivals and general inde-
pendent service times) which has the advantage of being
tractable analytically. The theoretical model is applied to
the problem of power saving for mobile devices in which
the sleep durations of a device correspond to the vacations
of the server. Various system performance metrics such as
the frame response time and the economy of energy are de-
rived. A constrained optimization problem is formulated to
maximize the economy of energy achieved in power save
mode, with constraints as QoS conditions to be met. An il-
lustration of the proposed methods is shown with a WiMAX
system scenario to obtain design parameters for better per-
formance. Our analysis allows us not only to optimize the
system parameters for a given traffic intensity but also to
propose parameters that provide the best performance un-
der worst case conditions.
1. Introduction
Power save/sleep mode is the key point for energy ef-
ficient usage in recent mobile technologies such as WiFi,
3G, and WiMAX. Sleep mode operation enhances lifetime
but on the other hand it forces a trade off in terms of delay
for various QoS services e.g. voice and video traffic. The
mobility extension of WiMAX [5] is one of the most re-
cent technologies whose sleep mode operation is discussed
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in detail and is being standardized.
The IEEE 802.16e standard [5] defines several types of
power saving classes. Type I classes are recommended
for connections of Best-Effort and Non-Real Time Vari-
able Rate traffic. Under the sleep mode operation, sleep
and listen windows are interleaved as long as there is no
downlink traffic destined to the node. During listen win-
dows, the node checks with the base station whether there
is any buffered downlink traffic destined to it in which case
it leaves the sleep mode. Each sleep window is twice the
size of the previous one but it is not greater than a speci-
fied final value. A node may awaken in a sleep window if
it has uplink traffic to transmit. Type II classes are recom-
mended for connections of Unsolicited Grant Service and
Real-Time Variable Rate traffic. All sleep windows are of
the same size as the initial window. Sleep and listen win-
dows are interleaved as in type I classes. However, unlike
type I classes, a node may send or receive traffic during lis-
ten windows if the requests handling time is short enough.
The related operational parameters including the initial and
maximum sleep window sizes can be negotiated between
the mobile node and the base station.
The sleep mode operation of IEEE 802.16e, more specif-
ically the type I power saving class, has received an in-
creased attention recently. In [7], the base station queue
is seen as an M/GI/1/N queueing system with multiple
vacations; an embedded Markov chain models the succes-
sive (increasing in size) sleep windows. Solving for the sta-
tionary distribution, the dropping probability and the mean
waiting time of downlink packets are computed. Analyti-
cal models for evaluating the performance in terms of en-
ergy consumption and frame response time are proposed
in [8, 9]. While [8] considers incoming traffic solely, both
incoming and outgoing traffic are considered in [9]. In [4],
the authors evaluate the performance of the type I power
saving class in terms of packet delay and power consump-
tion through the analysis of a semi-Markov chain.
In this paper, we propose a queueing-based modeling
framework that is general enough to study many of the
power save operations described in standards and in the lit-
erature. In particular, our model enables the characteriza-
tion of the performance of type I and type II power saving
classes as defined in the IEEE 802.16e standard [5]. The
system composed of the base station, the wireless channel
and the mobile node is modeled as an M/G/1 queue with
repeated inhomogeneous vacations. Traffic destined to the
mobile node awaits in the base station as long as the node is
in power save mode. When the node awakens, the awaiting
requests start being served on a first-come-first-served basis.
The service consists of the handling of a frame at the base
station, its successful transmission over the wireless chan-
nel and its handling at the node. Analytical expressions for
the distribution and/or the expectation of many performance
metrics are derived yielding the expected frame transfer
time and the expected gain in energy. We formulate an op-
timization problem so as to maximize the energy efficiency
gain, constrained to meeting some QoS requirements. We
illustrate the proposed optimization scheme through four
application scenarios.
Although we have motivated our modeling framework
using power saving operation in wireless technologies, it is
useful whenever the system can be modeled by a server with
repeated vacations. The structure of the idle period is gen-
eral enough to accommodate a large variety of scenarios.
There has been a very rich literature on queues with va-
cations, see e.g. the survey by Doshi [2]. Our model re-
sembles the one of server with repeated vacations: a server
goes on vacation again and again until it finds the queue
non-empty. To the best of our knowledge, however, all ex-
isting models assume that the vacations are identically dis-
tributed whereas our setting applies to inhomogeneous va-
cations and can accommodate the case when the duration of
a vacation increases in the average upon empty queue.
The rest of the report is organized as follows. Section 2
describes our system model whose analysis is presented in
Sect. 3. Our modeling framework is applied to the power
saving mechanism in a WiMAX standard through four sce-
narios in Sect. 4. Section 5 formulates several performance
and optimization problems whose results are shown and dis-
cussed in Sect. 6. Section 7 concludes the report and out-
lines some perspectives.
2. System model and notation
Consider an M/G/1 queue in which the server goes on
vacation for a predefined period once the queue empties. At
the end of a vacation period, a new vacation initiates as long
as no request awaits in the queue. We consider the exhaus-
tive service regime, i.e., once the server has started serving
customers, it continues to serve the queue until the queue
empties. Request arrivals are assumed to form a Poisson
process, denoted N(t), t ≥ 0, with rate λ. Let σ denote a
generic random variable having the same (general) distribu-
tion as the queue service times.
Note that the queue size at the beginning of a busy pe-
riod impacts the duration of this busy period and is itself
impacted by the duration of the last vacation period. Be-
cause arrivals are Poisson (a non-negative Lévy input pro-
cess would have been enough), the queue regenerates each
time it empties and the cycles are i.i.d. Each regeneration
cycle consists of: (i) an idle period; let I denote a generic
random variable having the same distribution as the queue
idle periods, a generic idle period I consists of ζ vacation
periods denoted V1, . . . , Vζ ; (ii) a warm-up period; it is a
fixed duration denoted Tw during which the server is warm-
ing up to start serving requests; (iii) a busy period; let B
denote a generic random variable having the same distribu-
tion as the queue busy periods.
The distribution of Vi may depend on i, so the repeated
vacations are not identically distributed. They are however
assumed to be independent.
Let X(t) denote the queue size at time t. It will be useful
to define the following instants relatively to the beginning of
a generic cycle (in other words, t = 0 at the beginning of
the generic cycle):
• V̂i refers to the end of the ith vacation period, for i =
1, . . . , ζ; observe that the idle period ends at V̂ζ ; we
have V̂i =
∑i
j=1 Vj and I = V̂ζ =
∑ζ
i=1 Vi;
• TZ refers to the beginning of the busy period B; we
define Z := X(TZ) as the queue size at the beginning
of a busy period;
• Ti refers to the first time the queue size decreases to
the value i (i.e. X(Ti) = i) for i = Z − 1, . . . , 0;
observe that the cycle ends at T0.
The times {Ti}i=Z,Z−1,...,0 delimit Z subperiods in B. We
can write B =
∑Z
i=1 Bi where Bi = Ti−1 − Ti.
The random variable Z is in fact the number of arrivals
from t = 0 until time TZ , even though all of the arrivals
occur between V̂ζ−1 and TZ . Introduce ZI as the number of
requests that have arrived up to time V̂ζ (i.e. during period
I) and Zw as the number of arrivals during the warm-up
period Tw. Hence Z = ZI +Zw. Observe that X(I) = ZI .
A possible trajectory of X(t) during a regeneration cy-
cle is depicted in Fig. 1 where we have shown the notation
introduced so far. The introduction of the notation A, Aw
and QZ is deferred until Sect. 3.5.
3. Analysis
This section is devoted to the analysis of the queueing
system presented in Sect. 2. We will derive the distributions
of ζ and Z, the expectations of ζ, I , Z, B and X(t) and the
second moments of I and Z, and last compute the system
response time. The gain from idling the server is introduced
when applying the model to study the power saving mecha-
































Figure 1. Sample trajectory of the queue size
during a regeneration cycle.
3.1. The number of vacations
To compute the distribution of ζ, the number of vacation
periods during an idle period, we first observe that the event
ζ ≥ i is equivalent to the event of no arrivals during V̂i−1 =
∑i−1
k=1 Vk. Let Ak denote the event of no arrivals during
the period of time Vk, and let A
c
k denote the complementary
event. Denoting by Lk(s) = E[exp(−sVk)] the Laplace
Stieltjes transform (LST) of Vk, we can readily write





= E [1 − exp(−λV1)] = 1 − L1(λ),


















for i > 1, where we have used the fact that arrivals are
Poisson with rate λ. The product
∏b
k=a Lk(λ) is defined as


















3.2. The idle period
The idle period I =
∑ζ
i=1 Vi can be rewritten as I =
∑∞
i=1 Vi1l{ζ ≥ i}. Since Vi does not depend on the event































































































3.3. The initial backlog in busy periods
The number of requests waiting in the queue at the be-
ginning of a busy period is Z = ZI + Zw. Since the arrival
process is Poisson, it is obvious that Zw, the number of ar-
rivals during a warm-up period Tw, is a Poisson variable
with parameter λTw. We then have





= λTw (λTw + 1) . (5)
Proposition 1 The first and second moments of ZI are
E[ZI ] = λE[I], (6)
E[Z2I ] = λ
2E[Ia] + λE[I]. (7)
The distribution of ZI and the detailed derivation of Propo-
sition 1 can be found in [1]. Since ZI and Zw are indepen-
dent random variables, we have (using (4)-(7))






+ λTw + 1. (9)
3.4. The busy period
Recall from Sect. 2 that a busy period is composed of
Z subperiods. These periods are delimited by the times
{Ti}i=Z,Z−1,...,0; see Fig. 1. The busy period can be ex-
pressed as B =
∑Z
i=1 Bi. Observe that B1 is the busy
period of a simple M/G/1 queue without vacations. The
busy periods {Bi}i are i.i.d. and have the same distribution
as the busy period of an M/G/1 queue. Therefore,
E[B] = E [E[B|Z]] = E [ZE[B1]] = E[Z]E[B1]. (10)
Considering the loss free M/G/1 queue, we know that
the load ρ := λE[σ] is equal to the server utilization
E[B1]/(E[B1] + 1/λ). Hence, E[B1] =
E[σ]
1−ρ and using (8),




(E[I] + Tw). (11)
3.5. The queue size
In this section, we focus on deriving the expected queue
size E[X(t)]. For convenience, and without loss of general-
ity, we have let t = 0 at the beginning of a regeneration cy-
cle. The queue is empty until the first customer arrival in the
vacation Vζ , so X(t) = 0 for 0 ≤ t ≤ V̂ζ−1. After the first
arrival, the queue may only increase up to the time TZ , so
X(t) is a non-decreasing step function for V̂ζ−1 < t ≤ TZ .
After time TZ , the queue may decrease or increase accord-
ing to whether a service has ended or a customer has arrived











as the total area under the curve X(t) for the idle, warm-up
and busy periods respectively, as can be seen in Fig. 1. The
subscript Z in QZ expresses the fact that the initial queue
size is Z. We can write
E[X] =
E[A] + E[Aw] + E[QZ ]
E[I] + Tw + E[B]
.
Using (11), we can rewrite E[X] as follows
E[X] = (1 − ρ)
E[A] + E[Aw] + E[QZ ]
E[I] + Tw
. (12)









































The derivation of Propositions 2 and 3 is detailed in [1].
Last, we compute the expectation of Aw. Recall that there
are ZI customers at the beginning of the warm-up period.




E[Aw] = E[ZI ]Tw +
∫ Tw
0
λtdt = λTw(E[I] + Tw/2)
(15)
where (6) is used to get (15).
3.6. The expected sojourn time
Let T denote the expected system response time or,
equivalently, the expected time a customer spends in the
queue. It is straightforward to write T using Little’s for-
mula T = E[X]
λ
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Figure 2. Structure of QZ .
replacement of the elements of E[X] with their respective














where we have used (8), (9), (14) and (15). Observe that
the first three terms of (16) are the contribution of the va-
cation and warm-up periods to the expected sojourn time,
whereas the last two terms are the expected sojourn time
in the M/G/1 queue. At large input rates, the largest con-
tribution to the sojourn time is expected to come from the
waiting time when the server is active (queueing delays).
4. Application to power saving
The model analyzed in Sect. 3 can be used to study en-
ergy saving schemes used in wireless technologies. Con-
sider the system composed of the base station, the wireless
channel and the mobile node. This system can be modeled
as an M/G/1 queue. When the energy saving mechanism
is enabled, the server will then go on repeated vacations un-
til the queue is found non-empty. This models the fact that
the mobile node goes to sleep by turning off the radio as
long as there are no packets destined to it.
In practice, the mobile needs to turn on the radio to check
for packets. This will last for a time called the listen window
and is denoted Tl. During a listen window, the mobile can
be informed of any packet that has arrived before the listen
window. Any arrival during a listen window can only be
notified in the following listen window. To comply with this
requirement, we will make all but the first vacation periods
start with a listen window Tl. The last listen window is
included in the warm-up period Tw (in practice Tw = Tl).
Let Si be a generic random variable representing the
time for which a node is sleeping during the ith vacation
period. We then have V1 = S1 and Vi = Tl + Si for
i = 2, . . . , ζ. In this report, we are assuming Tl to be a
constant. As for the {Si}i, four cases will be considered as
detailed further on. Figure 3 (resp. 4) maps the state of an
M/G/1 queue with repeated vacations (resp. an M/G/1
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Figure 3. Mapping the M/G/1 queue with re-














Figure 4. Mapping the M/G/1 queue to the
normal mode of a mobile node.
4.1. The energy gain under power saving
The performance metric defined in this section comple-
ments the ones derived in Sect. 3, but is specific to appli-
cations in wireless networks, and more precisely, to energy
saving mechanisms. In this section, we will derive the gain
in energy at a node under power saving.
Having in mind the possible node states, we can distin-
guish between four possible levels of energy consumption,
that are, from highest to lowest: Chigh, experienced during
exchanges of packets; Clisten, experienced when checking
for downlink packets; Clow, when the mobile node is inac-
tive; and Csleep, when the mobile node is in sleep state.
In power save mode, during busy periods (that are on
average equal to E[B]), the energy consumption per unit of
time is Chigh. During idle periods, the consumption is Clisten
in listen windows (whose length is Tl) and is equal to Csleep
the rest of the idle period. Observe that there are on average
E[ζ]− 1 listen windows in each idle period; see Fig. 3. The
energy consumption rate is
Esleep :=
E[B]
E[I] + Tw + E[B]
Chigh +
Tl(E[ζ] − 1) + Tw
E[I] + Tw + E[B]
Clisten
+
E[I] − Tl(E[ζ] − 1)
E[I] + Tw + E[B]
Csleep.
Observe that E[B]/(E[I] + Tw + E[B]) = ρ = λE[σ]
because we have assumed an unlimited queue.
When the power save mechanism is not activated, the
energy consumption per unit of time is Clow in idle peri-
ods (whose expectation is 1/λ) and is equal to Chigh dur-
ing the busy periods (whose expectation is E[B1]). Using
ρ = λE[σ] = E[B1]/(1/λ + E[B1]), the energy consump-
tion rate can be written
Eno sleep := ρChigh + (1 − ρ)Clow.
The economy in energy per unit of time should a node
enable its power saving mechanism is Eno sleep −Esleep. The
relative economy, or the energy gain is defined as
G :=
Eno sleep − Esleep
Eno sleep
.
We expect the battery lifetime to increase by the same fac-














ρ + (1 − ρ) Clow
Chigh
. (17)
The energy consumption rate when the power save mecha-










All performance metrics found so far have been derived
as functions of: (i) network parameters: such as the load ρ,
the input rate λ, and moments of the service time (E[σ] and
E[σ2]); (ii) physical parameters: such as the consumption
rates Clow, Chigh and Clisten, neglecting Csleep; (iii) combined
physical and network parameters: such as the listen window
Tl and warm-up period Tw; (iv) the LSTs of the vacation
periods and their first and second moments. In the following
we specify the distribution of the sleep windows {Si}i and
explicitly derive {Li(s)}i, {E[Vi]}i and {E[V
2
i ]}i.
4.2. Sleep windows are deterministic
We will first consider that the sleep windows {Si}i are
deterministic. More precisely, let
Si = a
min{i−1,l}Tmin, i = 1, 2, . . . ,
where Tmin is the initial sleep window size, a is a multi-
plicative factor, and l is the final sleep window exponent or
equivalently the number of times the sleep window could
be increased. We call Tmin, a and l the protocol parameters.
The LSTs of the vacations periods and their first and second
moments can be rewritten
Li(s) =

exp(−Tmins), i = 1
exp(−(amin{i−1,l}Tmin + Tl)s), i = 2, 3, . . . ,
E[V ni ] =

T nmin, i = 1
(amin{i−1,l}Tmin + Tl)
n, i = 2, 3, . . . ,
for n = 1, 2. We will study two cases so as to model type
I and type II saving classes as defined in the IEEE 802.16e
standard (see Sect. 1).
Scenario D-I
This scenario is inspired by type I power saving classes.
We consider a > 1 which implies that the first l + 1 sleep
windows are all distinct. In particular, the value a = 2 is
consistent with IEEE 802.16e type I power saving classes.
Scenario D-II
In order to mimic the type II power saving classes of the
IEEE 802.16e, we set a = 1 in this scenario. Doing so
equates the length of all sleep windows. Note that we could
have alternatively let l = 0; the resulting sleep windows
would then be the same, namely Si = Tmin for any i.
Recall from Sect. 1 that in type II classes, a node may
send or receive traffic during listen windows if the requests
handling time is short enough. Hence, our model applies
to these classes only if we assume that no request is suffi-
ciently small to be served during a listen window Tl.
4.3. Sleep windows are exponentially dis-
tributed
As an alternative to deterministic sleep windows, we
explore in this section the situation when the sleep win-
dow Si is exponentially distributed with parameter µi, for




= amin{i−1,l}Tmin, i = 1, 2, . . . (18)






, i = 1
exp(−sTl)
1+amin{i−1,l}Tmins
, i = 2, 3, . . . ,
E[Vi] =

Tmin, i = 1
amin{i−1,l}Tmin + Tl, i = 2, 3, . . . ,




2T 2min, i = 1




i = 2, 3, . . .
Like in Sect. 4.2, we consider two cases inspired by the first
two types of IEEE 802.16e power saving classes.
Scenario E-I
Similarly to what is considered in scenario D-I, we consider
multiplicative factors that are larger than 1, in other words,
the values {µi}i=1,...,l+1 are different. When a > 1, the
sleep windows increase in average over time. For Tl = 0 we
can find closed-form expressions for all metrics derived in
Sect. 3. However, when Tl > 0, the expected area E[A] can
only be computed numerically, because of the infinite series
composed of the second derivatives of the LSTs; see (13).
Scenario E-II
The last case considered in this report is when the sleep
windows are i.i.d. exponential random variables. This can
be achieved by letting either a = 1 or l = 0 in (18). Hence
µi = 1/Tmin for any i. The LSTs of the {Vi}i and their first








i = 2, 3, . . .
E[Vi] =

Tmin i = 1
Tmin + Tl i = 2, 3, . . .
E[V 2i ] =

2T 2min i = 1
2T 2min + 2TminTl + T
2
l i = 2, 3, . . .
5. Exploiting the analytical results
Beside performance evaluation, we will use our analyti-
cal model to solve a large range of optimization problems.
In the following sections we propose a multiobjective for-
mulation of the optimization problem, where the perfor-
mance objectives are the energy gain and the response time.
We formulate the multiobjective problem as a constrained
optimization one: the energy gain will be optimized under
a constraint on the expected sojourn time.
5.1. Direct optimization
Assume that the traffic parameters information (e.g. the
arrival rate) are directly available, or they can be measured
or estimated. The objective is to optimize the protocol pa-
rameters defined earlier, namely, Tmin, a, and l. We define
the following generic non-linear program:
maximize G
subject to T ≤ TQoS
(19)
where G is given in (17). The program (19) maximizes
the energy gain, or equivalently, minimizes the expected
energy consumption rate, conditioned on a maximum sys-
tem response time TQoS. The value of TQoS is application-
dependent; it needs to be small for interactive multimedia
whereas larger values are acceptable for web traffic.
The decision variables in (19) will be one or more pro-
tocol parameters. For a given distribution of the sleep win-
dows {Si}i, the expected number of vacations E[ζ], the ex-
pected idle period E[I], and subsequently the gain G will
depend on the protocol parameters Tmin, a and l and on the
(fixed) physical parameters Clow, Chigh and Clisten.
We propose four types of optimization program (19). In
the first, denoted P1, the decision variable is the initial ex-
pected sleep window Tmin. The parameters a and l are held
fixed. The second mathematical program, denoted P2, has
as decision variable the multiplicative factor a whereas Tmin
and l are given. The decision variable of the third program,
denoted P3, is the exponent l. The parameters Tmin and
a are given. In the fourth program, denoted P4, all three
protocol parameters are optimized. The corresponding en-
ergy gain G is the highest that can be achieved. These four
mathematical programs will be solved considering (i) deter-
ministic and (ii) exponential sleep windows {Si}i.
5.2. Expectation analysis
Assume that the statistical distribution of the arrival pro-
cess is known. Then we may obtain the protocol parameters
that optimize the expected economy of energy under power
saving. We consider two different constraints on the ex-
pected sojourn time corresponding to the cases where the
application is sensitive either to the worst case value (hard
constraint) or the average value (soft constraint).
Hard constraints
Here, the application is sensitive to the delay, so we need
to ensure that the constraint on the expected sojourn time is
always satisfied no matter the value of λ. The problem is to




subject to T (λ, θ) ≤ TQoS ∀λ.
(20)
Soft constraints
In this problem it is assumed that the application is sensitive
only to the expected sojourn time rather than to its worst






λ p(λ)T (λ, θ) ≤ TQoS.
(21)
5.3. Worst case analysis
When the actual input rate is unknown, then a worst case
analysis can be performed to enhance the performance un-
der the considered time constraint. Let θ represent the pro-
tocol parameter(s) over which we optimize.
Hard constraints
Assume the constraint on the expected sojourn time has to
be satisfied for any value of λ. The problem then is to find
θ that achieves
maxθ minλ G(λ, θ)
subject to T (λ, θ) ≤ TQoS ∀λ.
(22)
Observe that the worst possible gain is the one ob-
tained when the traffic input rate tends to 1E[σ] . Thus
minλ G(λ, θ) ≈ 0. Therefore, the above problem is mean-
ingful only for a restricted range of small values of λ for
which the worst energy gain is far above 0.
Soft constraints
Similar to problem (21), assume that the application is sen-
sitive to the expected delay, the problem is to find θ that
achieves
maxθ minλ G(λ, θ)
subject to
∑
λ p(λ)T (λ, θ) ≤ TQoS.
(23)
Again, the problem is meaningful only when λ is small.
6. Results and discussion
We have performed an extensive numerical analysis to
evaluate the performance of the system in terms of the ex-
pected system response time T given in (16) and the ex-
pected energy gain G given in (17); cf. Sect. 6.1. In ad-
dition we have solved Problems P1–P4 for given values of
the protocol parameters; cf. Sect. 6.2. Instances of the prob-
lems (20), (21), (22) and (23) are provided in Sect. 6.3.
Physical and network parameters have been selected as
follows: Clow/Chigh = Clisten/Chigh = 0.2, Tw = Tl =
1,E[σ] = 1,E[σ2] = 2, and TQoS = 50, 100. Unless other-
wise specified, the protocol parameters are set to the default
values: Tmin = 2, a = 2 and l = 9 in scenarios D-I and E-I,
and Tmin = 2, a = 1 and l = 0 in scenarios D-II and E-II.
We have varied λ in the interval (0, 1), Tmin in (1, 100), a
in (1, 10), and let l take integer values in (0, 10).
6.1. Performance evaluation
Numerical evaluation for the expected sojourn time T
and the expected energy gain have been depicted graphi-
cally in Figs. 5-8 in all four scenarios when sleep windows
are deterministic and exponentially distributed.
To study the impact of Tmin, we set a = 2 and l = 9 in
scenarios D-I and E-I. Figure 5 depicts T and G against λ
and Tmin. The size of the initial sleep window has a large
impact on T for any value of λ. More precisely, T increases
linearly with an increasing Tmin for any λ; see Figs. 5(a),
5(b). As for the gain G, it is not impacted by Tmin, except
for a small degradation at very small values of Tmin, hardly
visible in Figs. 5(c) and 5(d).
We set a = 1 and l = 0 in scenarios D-II and E-II. Fig-
ure 6 depicts T and G against λ and Tmin. About the impact
of Tmin on T and G, we can make similar observations to
those made for type I like power saving classes, to the only
exception that here the degradation of G at very small val-
ues of Tmin is more visible, especially in Fig. 6(c). Observe
that a larger Tmin yields a larger sleep time but it also re-
duces E[ζ] which together explains why the impact on the
energy gain is not significant.
To study the impact of the multiplication factor a, we set
Tmin = 2 and l = 9 in scenarios D-I and E-I. Figure 7
depicts T and G against λ and a. Interestingly enough,
the multiplicative factor a does not impact the gain G. It
impacts greatly T but only at very low input rates. Ob-
serve that T increases exponentially with an increasing a
for small λ which is reflected in Figs. 7(a) and 7(b).
Finally, to study the impact of the exponent l, we set
Tmin = 2 and a = 2 in scenarios D-I and E-I. Figure 8 de-
picts T and G against λ and l. Alike the multiplicative fac-
tor, the exponent l has a large impact on T only for a very
low traffic input rate, and has no impact on G whatever the
rate λ. Observe in Fig. 8(a) that T becomes almost insensi-
tive to l beyond l = 7 (for small λ). Here the initial vacation
window Tmin is 2. We have computed T considering larger
values of Tmin, and have observed that T saturates faster
with l when Tmin is larger. A similar behavior is observed
in the exponential case for higher T ; cf. Fig. 8(b).
Notice that, in D-I, E-I and E-II, as λ increases, T first
decreases rapidly then becomes fairly insensitive to λ up to
a point beyond which T increases abruptly. This can easily
be explained. The sojourn time is essentially composed of
two main components: the delay incurred by the vacations
of the server and the queueing delay once the server is ac-
tive. As λ increases, the first component decreases while
the second one increases. For moderate values of λ, both
components balance each other yielding a fairly insensitive
sojourn time. The large value of T at small λ is mainly due
to the ratio E[Ia]/E[I] (recall (16)), whereas the abrupt in-
crease in T at large λ is due to the term λE[σ
2]
2(1−ρ) , which is the
waiting time in the M/G/1 queue without vacations.
The situation in scenario D-II is different in that T is not
large at small input rates λ. Recall that in this scenario, all
{Si}i are equal to a constant Tmin. As a consequence, the
delay incurred by the vacations of the server is not as large
as in the other scenarios. The balance between the two main
components of the sojourn time stretches down to small val-
ues of λ. As already mentioned, G is insensitive to l and a
for any λ, and sensitive to Tmin up to a certain initial sleep
window size. The expected energy gain G decreases mono-
tonically as λ increases which can be explained as follows.
The larger the input traffic rate λ, the shorter we expect the
idle time to be and hence the smaller the gain.
6.2. Constrained optimization problem
We have solved the constrained optimization program
introduced in Sect. 5.1, as follows: (i) P1 for T
∗
min when
a = 2 and l = 9 (default values) with TQoS = 50 for
D-I and TQoS = 100 for E-I, and when a = 1 or l = 0
with TQoS = 50 for D-II and TQoS = 100 for E-II; (ii)
P2 for a
∗ with Tmin = 2 and l = 9 (default values) with
TQoS = 50 for D-I and TQoS = 100 for E-I; (iii) P3 for l
∗
when Tmin = 2 and a = 2 (default values) with TQoS = 50
for D-I and TQoS = 100 for E-I; (iv) P4 for (Tmin, a, l)
∗
with TQoS = 50 for deterministic {Si}i and TQoS = 100 for
exponential {Si}i.
The optimal gain achieved by the four programs P1–P4
and the gain obtained when using the default values are il-
lustrated in Fig. 9 against the input rate λ, for deterministic
(Figs. 9(a) and 9(b)) and exponential (Figs. 9(c) and 9(d))
sleep windows. The right-hand-side graphs depict the opti-
mal gain (returned by program P1 when a = 1) and the gain
achieved under the default protocol parameter (Tmin = 2).
The most relevant observation to be made on each of
Figs. 9(a) and 9(c) is the match between the curves labeled
“optimal gain” (result of P4) and “gain with T
∗
min” (result
of P1). The interest of this observation comes from the fact
that P4 involves a multivariate optimization whereas P1 is
a much simpler single variate program. This match can be
explained as follows. The program P1 is being solved for
the optimal Tmin. It thus quickly reduces the number of va-
cations E[ζ] to 1 (cf. Fig. 10) and thereby makes the role
of both a and l insignificant. Hence, the energy gain maxi-


























































































(d) scenario E-II, TQoS = 100
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(b) exponential sleep windows
Figure 10. Expected number of vacations E[ζ]
versus λ when parameters are optimally set.
The values of the optimal protocol parameters returned
by programs P1–P4 are given in Table 1. Comparing the
optimal values of Tmin as returned by programs P1 and P4
in the deterministic case (cf. columns 2 and 10 in Table 1),
it appears that they are very close to each other, confirm-
ing our argument that the single variate P1 is a very good
approximation of the multivariate optimization done in P4.
When maximizing the gain by optimizing Tmin we ob-
serve in all scenarios but scenario D-II that, optimally, Tmin
should first increase with the input rate λ then decrease with
increasing λ for large values of λ. This observation is rather
counter-intuitive and we do not have an explanation for it at
the moment. Our intuition that Tmin should decrease as λ
increases is confirmed only in D-II.
Looking at E[ζ], should the optimal value T ∗min be used,
it appears that E[ζ] decreases asymptotically to 1 as λ in-
creases; see Fig. 10. The reason behind this is the energy
consumption during listen windows and warm-up periods.
To maximize the energy gain, one could minimize the fac-
tor multiplying Csleep, in other words minimize E[ζ]. As a
Table 1. Optimal values of the protocol parameters from programs P1–P4
T ∗min from P1 a
∗from P2 l
∗ from P3 P4, deterministic case P4, exponential case
λ D-I D-II E-I E-II D-I E-I D-I E-I Tmin a l Tmin a l
0.02 64 96 20 62 1.5 2.0 15 8 72 1.5 1 27 2.5 2
0.05 94 96 50 74 4.5 3.0 14 6 92 2.0 3 32 1.5 3
0.10 96 96 76 96 5.0 4.0 13 6 92 5.0 1 42 1.5 1
0.20 96 96 92 100 5.0 5.0 12 5 92 5.0 1 47 1.5 9
0.40 94 94 94 100 5.0 5.0 11 4 92 1.5 1 47 1.5 8
0.60 94 94 94 98 5.0 5.0 10 3 92 1.5 1 47 1.5 7
0.90 78 78 92 94 5.0 5.0 9 3 77 1.5 1 42 2.0 6
Table 2. Distribution of the input rate λ
λ 0.02 0.05 0.1 0.2 0.5
p(λ) 0.3125 0.3125 0.1875 0.1250 0.0625
Table 3. Optimal value of Tmin (in frames)
Expectation analysis Worst-case analysis
hard soft hard soft
constraint constraint constraint constraint
D-I 65 92 64 64
D-II 96 97 94 94
E-I 22 50 21 21
E-II 69 79 62 62
consequence, if Tmin is optimally selected, then the initial
sleep window will be set large enough so that the server will
rarely go for a second vacation period, thereby eliminating
the unnecessary energy consumption incurred by potential
subsequent listen windows. As a consequence, the multi-
plicative factor a and the exponent l will have a negligible
effect on the performance of the system.
6.3. Expectation and worst case analysis
In this section, we report the results of an expectation and
a worst case analysis, considering the expected energy gain
as performance metric. We will solve the problems stated
in (20), (21), (22) and (23). The decision variable is the
initial sleep window size Tmin. Each problem is solved for
each of the four scenarios defined in Sects. 4.2 and 4.3. We
consider a = 2 and l = 9 in scenarios D-I and E-I. Recall
that we necessarily have a = 1 and l = 0 in scenarios D-II
and E-II. We consider that λ may take five different values.
These values and the corresponding probabilities p(λ) are
given in Table 2. The values of the parameter Tmin found
for each of the problems are reported in Table 3.
7. Conclusion
In this paper, we have analyzed the M/G/1 queue with
repeated inhomogeneous vacations. In all prior work, re-
peated vacations are assumed to be i.i.d., whereas in our
model the duration of a repeated vacation can come from an
entirely different distribution. Using transform-based anal-
ysis, we have derived various performance measures such
as the expected system response time and the gain from
idling the server. We have applied the model to study the
problem of power saving for mobile devices. The impact
of the power saving strategy on the network performance
is easily studied using our analysis. We have formulated
various constrained optimization problems aimed at deter-
mining optimal parameter settings. We have performed an
extensive numerical analysis to illustrate our results, consid-
ering four different strategies of power saving having either
deterministic or exponentially distributed sleep durations.
We have found that the parameter that most impacts the per-
formance is the initial sleep window size. Hence, optimiz-
ing this parameter solely is enough to achieve quasi-optimal
energy gain.
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(d) energy gain, exponential Si








































































(d) energy gain, exponential Si































































(d) energy gain, exponential Si
































































(d) energy gain, exponential Si
Figure 8. Impact of l on T and G with either deterministic or exponential {Si}i.
