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ABSTRACT 
The paper deals with a fuzzy approach to the control of nonlinear systems. The 
concept of the quasilinear fuzzy model (QLFM) of a dynamic nonlinear system is 
introduced, and the problem of its identification, state-space, and transfer function 
representation is discussed. A numerical example of the application of the pro- 
posed approach for modeling afermentation process is also presented. 
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INTRODUCTION 
There have been a number of contributions to the problem of fuzzy control 
considering the linguistic controllers developed by Mamdani. That approach 
was limited in its further extension to the topics of control theory--stability, 
optimal control, robustness--because of the lack of an explicit model of the 
controlled system. Takagi and Sugeno [1], Sugeno and Kang [2], and Maeda 
and Murakami [3] developed the excellent idea of modeling nonlinear systems 
by their fuzzy decomposition i to fuzzy linear subsystems. They considered 
static nonlinear systems and applied fuzzy theory to find smooth piecewise 
linear approximation of the nonlinearities. It seems, according to Filev [4, 5], 
that their results, combined with the well-known notion of piecewise linear 
models (e.g., Rajbman [6]), make it possible to define a rather new tool in 
nonlinear control--the concept of quasilinear fuzzy models (QLFMs) that 
incorporate the advantages of knowledge-based and control theory methods. 
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THE STATIC SUGENO'S FUZZY MODEL 
Consider the static multiple-input, single-output system 
y = F (u , , ' " ,  u,,) (1) 
the inputs of which are partitioned into fuzzy sets o~,/, i = 1, n; j = 1, k, 
defined by relevant membership functions ~#/(ui). Then the fuzzy model is 
given by the set of logical rules 
Lj: IF u I is q/i' AND. . .  THEN 
Yj = PJo + p~u, + " "  +p~u n, j = 1, k (2) 
For an input (urn, . . . ,  un0), the relevant output is inferred by the weight 
average 
w/ (3) w;= A %- E W i $ 
i 
y = ~ ~jy j  (4) 
J 
The fuzzy identification problem is associated with the subproblems of the 
formulation of logical rules L j  and the identification of parameters of linear 
regression models. 
QUASIL INEAR FUZZY MODELS (QLFMs) OF NONLINEAR 
DYNAMICAL  SYSTEMS 
Let us consider a single-input, single-output, generally nonlinear dynamical 
system, in which input u and/or some of states x~,. •., x n are partitioned into 
fuzzy sets Y/J, f [ , .  •., Ar~ in such a way that the nonlinear system S may be 
approximated by linear systems S i on the fuzzy regions defined by the 
Cartesian products ~i = ~J  x At1 t X "'" X W~ t, i = 1 , ' " ,  m. We denote 
the input, output, and state variables, which are used to determine the fuzzy 
regions ~,., the markers of the system S. 
Then the model of the nonlinear system S may be treated as a collection of 
logical relations describing the fuzzy regions ~i  and a relevant set of linear 
models presenting the dynamics of the linear subsystems S i defined on ~i. 
The model output is defined as a weighted sum of linear subsystem outputs 
with weights vi characterizing the measure of markers belonging to fuzzy 
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regions ~i where 
wi (5a) 
I)i -- E Wi 
i 
and 
W i = °g i (U)  A f l i (X,)  A ' ' "  A y i (Xn)  (5b) 
The question of interpretation f system (2), (4) seems to be the basic one in 
the informal extension of Sugeno's results to the modeling of nonlinear 
dynamical systems by QLFM. 
INTERPRETATION 1 By replacing the linear regression model in (2) with a 
difference quation model, we obtain the following fuzzy model: 
L i :  IF u is q/i AND x I is W/ AND . . .  AND x ,  is Y'/, THEN 
y i (g )  = bo iu (k )  4- " . .  +bn iu(k  - n) 
- a l iY i (k  - 1) . . . . .  a , , iY i (k  - n )  (6a) 
y(k )  = ~ v iY i (k ) ;  i = 1, m (6b) 
i 
This fuzzy model with v i defined by (5) may be thought of as a parallel 
connection of the linear subsystems S i with gains % With the z-transforma- 
tion of the linear difference quations in (6a), the overall nonlinear system is 
presented by the transfer function 
S(Z  -1 )  = u1S I (Z - '  ) "]- . . .  --~-omSm(Z -1)  
where the transfer function Si(z -~) are obtained from the difference quations 
in (6a). The gains v i of subsystems S i are defined by the marker values 
according to (5); therefore they are generally nonlinear functions of the state 
and inputs. The block diagram of the fuzzy system is presented on Figure 1. 
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Figure 2. 
virtual subsystems S i as subsystems with the same state and different parame- 
ters, determined by the dynamics of fuzzy regions ~i: 
L i: IF u is d~i AND x i is ~'1 i AND . . .  AND x n is ~ i  THEN 
y i (k )  = bo iu (k )  + . . "  +bn iu (k -  n) 
- a l iY (k  - 1) . . . . .  an iY (k -  n )  (7a) 
y(k )  = ~ v iY i (k ) ;  i = 1, m.  (7b) 
i 
Equations (7a), (7b) can be rewritten in the form 
y(k )  = Y]~ v ibo iu (k )  q- . . .  q- ~ o ibn iu(k  - n)  - ~ V ia l iY (k  - 1)" .  
i i i 
= Y~ V ian iY  (k  - n ) ,  i = 1, m (8) 
i 
where the weights v i, like those of (7), and defined by (5), are dependent on 
current marker values. The block diagram of (8) is depicted on Figure 2. 
For crisp disjunct regions ~ both interpretations coincide with the piece- 
wise linear models of (Rajbman [6]). These interpretations of Sugeno's fuzzy 
model for dynamical systems may not seem to correspond directly to one of the 
known types of linear models, because of the general nonlinearity of vi, 
i = 1 , ' . - ,  m. Some speculations concerning possible applications of these 
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interpretations to the modeling of nonlinear systems follow from the depen- 
dence of the stability of the fuzzy model on the original system. 
Interpretation 1 of Sugeno's fuzzy model leads to a parallel connection of 
Hamerstein-type models. It is clear that the stability of the overall system is 
implied by the stability of relevant subsystems independently of marker (state 
and input) values. 
The virtual subsystems for Interpretation 2 of Sugeno's fuzzy model have 
parameters that are manipulated in every step based on the marker values. It is 
easy to demonstrate hat the instability of some of the virtual subsystems and 
the stability of the overall fuzzy system may occur for different marker values. 
Evidently the stability of the fuzzy model is influenced by the marker (state and 
input) values. 
The fuzzy model (8) is called the quasilinear fuzzy model (QLFM). Note 
that the QLFM is a regression type of model with deterministic parameters. 
The current values of the parameters are defined by the current value of 
markers o i, i = 1 , ' " ,  m, according to (5). The fuzziness of the OLFM is 
contained in the fuzzy definition of the regions ~i and persists in the marker 
dependence of the model parameters. 
The first interpretation (Figure 1) is more convenient for modeling linear 
time-variant systems because the stability of the overall system is guaranteed 
by the stability of the linear subsystems S t (their poles are not affected by the 
marker values). The stability properties of a system described by such a model 
are not dependent on input and state. In the case of the second interpretation, 
the stability of the overall system depends on the marker (state and input) 
values. This is the reason for assuming the second interpretation of Sugeno's 
fuzzy model as one closer to the basic features of a nonlinear system. 
IDENTIFICATION OF THE QLFM 
The problem of fuzzy modeling of complex systems by the QLFM can be 
transformed to the following two subproblems: 
(i) Decomposition of the input and/or state space into fuzzy regions ~i, 
i = 1, - . . ,  m, in which the model has a simple structure that can be 
approximated by a linear model 
(ii) Parameter identification of linear subsystem odels. The problem of 
decomposition f the input and/or state space into fuzzy regions remains 
the same as in the case of the static model. This was discussed by Filev 
[4], Maeda and Murakami [3], and Rajbman [6]. Here the second 
problem of identification of the parameters of linear subsystem odels 
will be discussed. 
Given a set of K input/output samples u i, Y i ,  i = 1," • . ,  K ,  of a complex 
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system. According to (8), 
y(k)  = zr (k )V  
where 
z r (k )  = [ (v , , . . . ,vm)u(k ) - (v l , ' " ,V r~)Y(k -  1) 
(V l , ' " ,Vm)U(k -  1) " "  (V l , . . . , o , , )u (k -  n)] 
and 
P = [ b01 ' ' '  born all "'" aim "'" b,,,] r 
For k = 1, 2," • ", K, we obtain the matrix equation 
BP = Y (9)  
( I )11 , ' ' ' ,  I)ml)U(l ) - ' "  ( i )11 , . . .  , I )ml)0 
B = (I)12,'' ', 13m2)U(2 ) .." (i)12,..., I)m2)O 
(VlK,...,V,,K)U(K) "" (V,K,' ' ' ,VmK)U(K-- n) 
where 
P= [bol . ' .  bor n a,, "" a,m "" bnm]r; 
Y= [y(1) y(2) "'" y(K)]  r 
In the realistic ase of noisy data, a square root filter REFIL (Peterka [7]) is 
used to obtain a recursive solution to matrix equation (9). Denote by d(j) the 
jth row of composed matrix [Y , -  B]. Then an estimation of P - -  
G2(j)/GI(j) minimizing the sum of the squares of residuals e(j) 
J j 
J ( j )  = ~ eE( j -  k) = ~ [1 Pr ]d ( J -  k )d ( j -  k)r[1 PT] r 
k=0 k=O 
= [1 p~]V(j)[1 p~]~ 
is given by the factorization of triangular matrix G: 
G,(j) o 
G( j )  = 
G2(J)  G3( j )  
where 
Y -~( j )  = G(j)G( j )  r and V( j )  = V( j  - 1) + d( j )d ( j )  ~ 
A Fortran procedure for updating matrix G( j )  is given by Peterka in [7]. 
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Table 1. Some of the Experimental Data 
s(t) I~(t) s(t) ~(t) 
1.93 0.218 1.25 0.251 
1.87 0.248 0.80 O. 148 
1.76 0.275 0.59 O. 171 
1.60 0.281 2.20 0.221 
1.38 0.265 2.12 0.224 
1.12 0.233 1.81 0.232 
0.82 0.1808 1.74 0.234 
2.23 0.250 1.23 0.227 
1.81 0.204 1.00 0.214 
1.75 0.265 0.75 0.183 
EXAMPLE A model of the specific growth rate of a fermentation process is 
obtained by using the concept of QLFM. The specific growth rate /z(t) is 
usually modeled as a nonlinear function of current substrate concentration s in 
the fermenter and is known as a kinetic characteristic of the process. Recently 
it was shown that a more realistic model o f / , ( t )  than the static nonlinear one 
contains not only current but also some of the previous values of the substrate, 
taking into account in this way the memory of the subprocesses in the cell. Due 
to the lack of a structural model describing the functional dependence between 
the specific growth rate #(t) and substrate concentrations s(t), s ( t -  1), a 
simple fuzzy model is introduced. After analyzing the experimental data (some 
of which are shown in Table 1), the values of substrate concentration are 
partitioned into two fuzzy sets: 
o~ 1 = {low substrate concentration} 
and 
~2 = {high substrate concentration} 
with relevant membership functions hown in Figure 3. 
4 ~2 
t25 25 S 
Figure 3. 
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Table 2. Specific Growth Rates Measured and Simulated by the Fuzzy Model 
s(t) t~(t) ~(t) 
1.93 0.229- 0.219 
1.93 0.229 0.,215 
1.89 0.231 0.213 
1.71 0.233 0.234 
1.54 0.235 0.256 
1.30 0.234 0.255 
1.07 0.223 0.219 
0.53 0.141 0.137 
0.32 0.084 0.094 
0.22 0.051 0.033 
Then the input space is decomposed into three fuzzy regions: 
~,  : {high s(t)} × {low s(t)} 
~2 = {high s ( t -  1)} X {low s(t)} 
~3 = {high s ( t -  1)} × {low s(t)} 
Because of mutual decreasing of s(t), the fuzzy region 
~4 = {low s ( t -  1)} × {high s(t)} 
is not considered. By using the square root filter, the following parameters of 
subsystems S~, S 2, S 3 defined on fuzzy regions ~,  ~z, ~3 are calculated: 
/xl(t ) = -0 .03  + 0.36S(t - 1) - 0.23S(t) 
#2(t) = 0.01 -0 .80S( t -  1) + 1.17S(t) 
tz3(t ) = 0.11 - 0.31S(t - 1) + 0.36S(t) 
Some of the data ~(t) obtained by simulation of the fuzzy model and a 
sequence of measured ata are listed in Table 2. 
TRANSFER FUNCTION AND STATE-SPACE DESCRIPTION OF 
QLFM 
The following equivalent descriptions of the QLFM may be obtained from 
(8): 
1. Transfer function of QLFM: 
Y(Z -1) (Y~viboi) q- . . .  +(~vibni )Z  -n (10) 
U(Z-'--'-----~ = 1 + (Zv ia , i ) z - '  + ".. +(Y~viani)z -n 
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2. State-space model in controllability and observability canonical forms: 
x (k+ 1)=ASx(k )+BSu(k)  s=c ,O (11) 
y(~) = CSx(k) + I~Su(~) 
0 1 " "  0 
AC= 0 0 1 
- -Y~Viani - -~Oian_ l ,  i . . . .  ~Uia l i  
Cc =l  Y~oi(bni - aniboi)  " "  Y~v~(b ,~ - a, ,bo i ) [  
n c--- ~l) ibo i  
-- ~o ia l i  1 0 " " " 0 
A 0 = - ~o ia2 i  0 1 • • • 0 
" ~4 a~,  6 o ' : :  - "o 
= ~° i (b | i -  a l iboi  ) 
B 0 ~o i (b i i -  a2iboi ) 
C 0 = ] 1 0 0 "'" 01 ,  DO = ~o ibo i  
The weights v i in(4), (5) are defined by (3) as functions of membership 
of the current marker values in the relevant fuzzy regions ~i- 
From the definition of the weights o i (5) it is clear that 
v i = 1; A s= Zv ia~,  B ~= ~ vinci, 
i i 
CS= E oi CS, DS= Evi Ds 
i 
where AS/, B s, C~, D] are state-space r presentations of the relevant virtual 
subsystems. 
The QLFMs (10), (11) are linear with time-variant parameters. These 
models reflect a fact well-known in engineering practice--a nonlinear system 
can be represented by a linear time-variant model. Its further application for 
the analysis and synthesis of complex systems i  associated with the methods of 
linear nonstationary control. 
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CONCLUSION 
This study shows that there are new alternative ways to solve one of the 
basic problems in system theory--that of nonlinear control. The concept of 
QLFM introduces the advantages of fuzzy theory to modern control theory. 
The new type of state and transfer function representations of complex systems 
seem to be quite similar to linear systems, but they incorporate the a priori 
knowledge about the formation of fuzzy regions into the methods commonly 
used in engineering practice. Further extension of the application of QLFM to 
the optimal control, multivariable systems analysis, and synthesis of linguistic 
controllers hould be considered in the future. 
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