A matching in a graph is induced if no two of its edges are joined by an edge, and finding a large induced matching is a very hard problem. Lin et al. (Approximating weighted induced matchings, Discrete Applied Mathematics 243 (2018) 304-310) provide an approximation algorithm with ratio ∆ for the weighted version of the induced matching problem on graphs of maximum degree ∆. Their approach is based on an integer linear programming formulation whose integrality gap is at least ∆ − 1, that is, their approach offers only little room for improvement in the weighted case. For the unweighted case though, we conjecture that the integrality gap is at most (1), and that also the approximation ratio can be improved at least to this value. We provide primal-dual approximation algorithms with ratios (1 − ǫ)∆ + 1 2 for general ∆ with ǫ ≈ 0.02005, and 7 3 for ∆ = 3. Furthermore, we prove a best-possible bound on the fractional induced matching number in terms of the order and the maximum degree.
Introduction
We consider finite, simple, and undirected graphs, and use standard terminology. A set M of edges of a graph G is an induced matching in G if no two edges in M are adjacent or joined by an edge, that is, M is an independent set of the square L 2 (G) of the line graph L(G) of G. The induced matching number ν s (G) of G is the maximum cardinality of an induced matching in G.
The problem to find a maximum induced matching in a given graph does not allow an efficient approximation algorithm with approximation factor n 1/2−ǫ for some positive ǫ, unless P = N P [10] , and it is APX-complete for ∆-regular bipartite graphs [1] . Several efficient approximation algorithms have been proposed for ∆-regular graphs: Duckworth, Manlove, and Zito [2, 12] showed that a simple greedy strategy has approximation ratio ∆ − O (1) . Combining the greedy strategy with local search, Gotthilf and Lewenstein [6] improved this to 0.75∆ + 0.15. For ∆-regular {C 3 , C 5 }-free graphs, Rautenbach [11] showed that the algorithm from [6] has approximation ratio 0.7083∆+0.425. Finally, for ∆ = 3, that is, for cubic graphs, Joos, Rautenbach, and Sasse [8] described an efficient algorithm with approximation ratio 9 5 . All these approximation ratios for ∆-regular graphs rely on the simple upper bound
which fails for not necessarily regular graphs of maximum degree ∆.
Only very recently, Lin, Mestre, and Vasiliev [9] improved the straightforward approximation ratio of 2(∆ − 1) of the greedy algorithm [12] applied to a graph of maximum degree ∆. Their approach relies on linear programming and a local ratio technique. They actually consider the weighted version of the problem, and provide an efficient algorithm with approximation ratio ∆. As they show that the integrality gap of their integer linear programming formulation of the weighted induced matching problem is at least ∆ − 1, there is not much room for improvement of the approximation ratio using their approach.
In order to phrase the integer linear programming formulation of the maximum induced matching problem, we introduce some notation. Let G be a graph. For a vertex u of G, let δ G (u) be the set of edges of G that are incident with u. For an edge uv of G, let δ G (uv) = δ G (u) ∪ δ G (v), and let C G (uv) =
Note that a set M of edges in G is an induced matching in G
• if and only if f ∈ C G (e) for every two distinct edges e and f in M
• if and only if δ G (e) contains at most one edge from M for every edge e of G.
The second equivalence motivates the following (unweighted version of the) integer linear program from [9] :
Clearly, the value of (2) equals ν s (G), and {e ∈ E(G) : x e = 1} is an induced matching for every feasible solution (x e ) e∈E(G) of (2). We consider the relaxation (P ) of (2) together with its dual linear program (D):
x e s.th.
y e s.th.
Let ν * s (G) and τ * s (G) denote the optimum values of the linear programs (P ) and (D), respectively. If (x e ) e∈E(G) is some feasible solution of (P ) or (D), and F ⊆ E(G), then let x(F ) = e∈F x e , in particular,
By linear programming duality,
If G is ∆-regular, then setting x e = 1 2∆−1 for every edge e of G yields optimal solutions for (P ) and (D) of value m(G) 2∆−1 , which implies that (1) follows immediately from (3). The results of Lin et al. [9] imply that the integrality gap of the weighted version of (2) is at most ∆ and at least ∆ − 1.
We conjecture that this can be improved considerably for unweighted graphs.
, if ∆ is even,
, if ∆ is odd
with equality in (4) if and only if G arises by replacing the five vertices of the cycle C 5 of order five with independent sets of cardinalities for all remaining edges e yields optimal solutions for (P ) and (D), which explains the specific value in Conjecture 1.
Gotthilf and Lewenstein [6] obtain the approximation ratio 0.75∆ + 0.15 by providing a polynomial time algorithm that computes an induced matching of size at least
in a given not necessarily regular graph G of maximum degree ∆ (cf. also [5] choosing f = 3∆ 2 /2 − ∆/2 and g = 0 in Theorem 2(ii) and in the proof of Corollary 3). For ∆-regular graphs, it follows that the integrality gap of (2) is as most
We proceed to our results; all proofs are postponed to the following sections. Our first result is a best-possible upper bound on the fractional induced matching number. Let T * be the tree that arises by subdividing each edge of the star K 1,∆ of order ∆ + 1 once. Theorem 1. If G is a graph of maximum degree at most ∆ such that no component of G has order at most 2, then ν * s (G) ≤ ∆ 2∆+1 n(G) with equality if and only if each component of G is isomorphic to T * .
Combining Theorem 1 with the main result from [8] yields an approximation ratio of 18/7 for subcubic graphs. Our second result improves this.
Theorem 2.
There is an efficient algorithm that, for a given subcubic graph G, produces an induced matching M in G as well as a feasible solution (y e ) e∈E(G) of (D) with |M | ≥ 3 7 y(E(G)).
Our final result concerns general maximum degrees.
Theorem 3.
There is an efficient algorithm that, for a given graph G of maximum degree at most ∆ for some ∆ ≥ 3, produces an induced matching M in G with
where ǫ ≈ 0.02005.
The last two theorems imply, in particular, that the problem to find a maximum induced matching in the considered graphs can be approximated in polynomial time within ratios of 7 3 and (1 − ǫ)∆ + 1 2 , respectively. Theorem 3 allows an interesting corollary.
where ǫ ≈ 0.02005, where ν(G) denotes the matching number of G.
Proof. Let M be some maximum matching in G. Setting x e = 1/2 for every edge e in M , and x e = 0 otherwise, yields a feasible solution of (P ). This implies ν * s (G) ≥ x(E(G)) = |M |/2. Now, Theorem 3 implies the statement.
We close the introduction with some notation. Let G be a graph. We denote by n(G), m(G), and ∆(G) the order, size, and maximum degree of G, respectively. For a set X of vertices of G, let
For two disjoint sets X and Y of vertices of G, let G[X] be the subgraph of G induced by X,
Finally, for a set F of edges of G, let V (F ) be the set of vertices of G that are incident to some edge in F .
Proof of Theorem 1
Let G be a graph of maximum degree ∆ such that no component of G has order at most 2, in particular, ∆ ≥ 2. Note that ν * s (T * ) = ∆ = ∆ 2∆+1 n(T * ). Therefore, by (3) , it suffices to show the existence of a feasible solution (y e ) e∈E(G) of (D) with
for every vertex u of degree less than ∆, and
such that (ii) holds with equality if and only if every component of G is isomorphic to T * . We call such a feasible solution good, and we show the existence of a good solution by induction on the order n(G). Since the considered quantities are all additive with respect to the components, we may assume that G is connected. If G is ∆-regular, then setting y e = 1 2∆−1 for every edge e of G yields a good solution. Hence, we may assume that the minimum degree of G is less than ∆.
Let u be a vertex of minimum degree δ.
Case 1. δ = 1, and no component of G − N G [u] has order at most 2.
Let v be the unique neighbor of u in G, let w be some neighbor of v distinct from u, and let G ′ = G − {u, v, w}. Let I 1 be the set of isolated vertices in G ′ , and let I 2 be the set of vertices of the components of order 2 in G ′ . By induction, there is a good solution (
. Since the graph G − {u, v} has no component of order at most 2, each component of G[I 1 ∪ I 2 ] sends at least one edge to w. Hence, we obtain
Let M be a set of edges in E G ({w},
is incident with exactly one edge in M . Let
, if e ∈ M ∪ E G (I 2 ) ∪ {uv, vw}, and 0 , otherwise.
It is easy to see that (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). By induction and (6), we obtain that
Now, we assume that y(E(G)) = ∆ 2∆+1 n(G), and that G is not isomorphic to T * . Equality in the above inequality chain implies |I 1 | + |I 2 | = 2(∆ − 1), which, by (6) , implies that I 1 = ∅, |I 2 | = 2(∆ − 1), and d G (w) = ∆. It follows that each component of order 2 in G ′ sends exactly one edge to w. Moreover,
which implies that every component of G ′ − (I 1 ∪ I 2 ) is isomorphic to T * . Since G is not isomorphic to T * , the vertex v has a third neighbor y distinct from u and w, which either belongs to I 2 or to
First, we assume that y ∈ I 2 . Let M be a set of edges in E G ({v, w}, I 1 ∪ I 2 ) such that each component of G[I 1 ∪ I 2 ] is incident with exactly one edge in M , and vy ∈ M . Let
, if e ∈ M ∪ E G (I 2 ) ∪ {uv}, and 0 , otherwise.
It is easy to see that (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). As above, we obtain
which completes the proof in this case. Hence, we may assume that v has no neighbor in I 2 , which implies
containing y is isomorphic to T * . Let f be the unique edge of H that is incident to the vertex of degree ∆ in H, and has minimum distance to y. Let
, if e ∈ E G (I 2 ) ∪ δ G (w) \ {vw} ∪ {uv, vy} ∪ E(H) \ {f } , and 0 , otherwise.
It is easy to see that (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). Furthermore,
which completes the proof in the first case.
Case 2. Case 1 does not apply.
, let I 1 be the set of isolated vertices in G ′ , and let I 2 be the set of vertices of the components of order 2 in G ′ . Note that G ′ differs slightly from Case 1.
sends at least one edge into N G (u). If δ ≥ 2, then each vertex in I 1 sends at least δ many edges into N G (u) while each vertex in I 2 sends at least δ − 1 edges into N G (u). Hence, we obtain that
If δ = 1, then this implies that |I 1 | + |I 2 | ≤ 2(∆ − 1) < 2∆ − δ. If δ ≥ 2, then this implies that
and, since ∆ > δ, equality in this last inequality chain only holds if δ = 2, I 1 = ∅, and
, if e ∈ M ∪ E G (I 2 ) ∪ δ G (u), and 0 , otherwise. For δ ≥ 2, it is easy to see that (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). If δ = 1, then, in view of Case 1, the set I 1 ∪ I 2 is non-empty, which implies that the unique neighbor, say v, of u is incident with an edge vw such that w ∈ I 1 ∪ I 2 and y vw = 1 2 . Hence, also in this case, (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). By induction and (7), we obtain that
Now, we assume that y(E(G)) = ∆ 2∆+1 n(G), and that G is not isomorphic to T * . Equality in the above inequality chain implies |I 1 | + |I 2 | = 2∆ − δ. As observed above, this implies δ = 2, I 1 = ∅, and |I 2 | = 2(∆ − 1). It follows that every vertex in I 2 has degree exactly 2, every vertex in N G (u) has degree ∆, and G ′ − (I 1 ∪ I 2 ) is empty. Let f be an edge incident with u. Let
, if e ∈ E G (N G (u), I 2 ) ∪ δ G (u) \ {f } , and 0 , otherwise.
Since ∆ ≥ 3, it follows that (y e ) e∈E(G) is a feasible solution of (D) that satisfies (i). Furthermore,
which completes the proof.
Proof of Theorem 2
Let G be a graph of maximum degree at most 3. In view of the 9 5 -approximation algorithm for cubic graphs given in [8] , we may assume that G is not cubic. Clearly, we may assume that G has no isolated vertices. We will describe an efficient recursive algorithm that constructs an induced matching M in G together with a feasible solution (y e ) e∈E(G) of the linear program (D) such that
for every vertex u of degree at most 2 in G, and
We call the pair M, (y e ) e∈E(G) a good solution pair for G.
The algorithm performs the following steps:
(1) Select an edge v 0 v 1 of G incident with a vertex v 0 of minimum degree.
In view of the above assumptions, the minimum degree d G (v 0 ) is either 1 or 2. Let I be the set of isolated vertices of
(2) Apply the algorithm recursively to G ′ to obtain a good solution pair
Note that M is an induced matching in G by construction.
(4) Specify values y e for all edges e in E(G) \ E(G ′ ) such that:
(a) y (δ H (e)) ≥ 1 for every edge e of H. . Condition (i) for the good solution pair P ′ for G ′ and condition (b) together imply y (δ G (e)) ≥ 1 for every edge e of G between V (H) and V (G ′ ). This together with condition (a) implies that (y e ) e∈E(G) is a feasible solution of (D). Condition (ii) for P ′ and conditions (b) to (e) together imply conditions (i) and (ii) for the pair P = M, (y e ) e∈E(G) . Altogether, it follows that P is a good solution pair for G.
It remains to show that step (4) is possible, more precisely, that the values y e can be specified in such a way that conditions (a) to (e) hold. We show this by considering all 56 possibilities for the structure of H shown in Figures 1 and 2 . Figure 1 
Within the figures, we also show suitable values for the y e satisfying conditions (a) to (e), multiplied by 3 for the sake of readability.
It is a tedious yet routine matter to verify that the figures show all possibilities for the structure of H, and that the conditions (a) to (e) indeed hold. Steps (1), (3), and (4) can clearly be performed in polynomial time, which yields an overall polynomial running time, and completes the proof of Theorem 2. The conditions (i) in the proofs of Theorem 1 and Theorem 2 are very similar; they both allow that good solutions/good solution pairs for the considered subgraphs do not have to be changed when constructing the solution for the entire graph. Unfortunately, for larger values of ∆, this approach seems not to lead to improved approximation ratios. Suppose that we impose a condition like y(δ G (u)) ≥ c for some positive constant c and every vertex u of degree less than ∆. If G arises from K ⌈ 
. This is also not surprising as combining the best-possible lower bound on the induced matching number for graphs of bounded maximum degree [7] with the best-possible Theorem 1 does not lead to an improved approximation ratio; both results are tight for different graphs.
Proof of Theorem 3
For simplification, we are not trying to optimize the non-leading terms of the approximation ratio. For the rest of this section, let (ǫ, c) be an optimal solution of the following quadratic program:
Standard software yields ǫ ≈ 0.02005 and c ≈ 0.85838.
Note that verifying that these values yield a feasible solution for (Q) is a simple matter of calculation, and, in fact, all our arguments only use the feasible of this solution. Throughout this section, the parameter f is chosen as follows:
A key ingredient for the proof of Theorem 3 is the following lemma.
Lemma 1.
If G is a graph of maximum degree at most ∆ for some ∆ ≥ 3, and (x e ) e∈E(G) is a feasible solution for (P ) that satisfies x(C G (e)) ≥ f for every edge e of G, then
We postpone the proof of Lemma 1 to the end of this section. The condition in Lemma 1 will be ensured by the following Local Ratio Preprocessing, which is similar to the technique used in [9] . Note that Local Ratio Preprocessing needs to solve the linear program (P ) only once, while [9] requires to solve a linear program in each iteration.
Input: A graph G. Output: An induced matching M and a subgraph of
Let (x e ) e∈E(G) be an optimal solution of (P ); 4 while G has an edge e satisfying x(C G (e)) ≤ f do Proof of Theorem 3. Let G be as in the statement of the theorem. Applying Local Ratio Preprocessing to G produces in polynomial time an output (M, G ′ ), where
Furthermore, the restriction to E(G ′ ) of the optimal solution (x e ) e∈E(G) of (P ) chosen in line 3 is a feasible solution for the linear program (P ) on the graph G ′ that satisfies x(C G ′ (e)) ≥ f for every edge e of G ′ . Let M = {e 1 , . . . , e k }, where the edges were added to M in the order e 1 , . . . , e k . The choice of the edges within Local Ratio Preprocessing implies x C G (e j ) \
, and, hence,
Let M ′ be an induced matching in G ′ of size at least
As noted in the introduction, we can find such an induced matching in polynomial time [5, 6] . By construction, M ∪ M ′ is an induced matching in G. The choice of f and Lemma 1 imply
and, hence,
We proceed to the proof of Lemma 1.
Proof of Lemma 1. For notational convenience, we introduce one further parameter:
Claim 1. If u is in I and v is a neighbor of u, then
Proof of Claim 1. Let v ′ be a neighbor of u maximizing x (δ G (v ′ )). For every neighbor w of v ′ , the constraints in (P ) imply
which, by the definitions of f and g, implies
Since g < 1, we obtain that
By the definitions of f and g, this implies that
which completes the proof of the claim.
The condition ǫ ≤ (1 − c) 2 within (Q) implies 1 − g ≥ c. Therefore, Claim 1 implies that the set I is independent, and that
By Claim 1, each edge uv in E G (N G (I)) satisfies
Note that e ′ ∈ δ G (e) if and only if e ∈ δ G (e ′ ) for every two edges e and e ′ of G, and double-counting implies e∈E(G)
x(δ G (e)) = e∈E(G)
x e |δ G (e)|.
For every edge e of G, we obtain that f ≤ x (C G (e)) ≤ x e |δ G (e)| ≥ f x(E G (I, N G (I))) + 2c∆x(E(G) \ E G (I, N G (I))).
Since 2c ≈ 1.71676 and ∆ ≥ 3, we have 2c∆ ≥ f . Furthermore, 2g + (2c − 1 + ǫ)g 1 − g ≈ 0.40467 < 1, and, by (Q) and the definition of g,
Using these inequalities together with (8) and (9) , and let ∆ be sufficiently large such that 0.75∆ is an integer. Let G be a bipartite graph with partite set A and B such that each vertex in A has degree 0.75∆ + 2, each vertex in B has degree ∆, and G has girth at least 6. It is well-known that such graphs exist, cf. e.g. [4] . Setting x e = 1 1.75∆+1 for every edge e of G yields a feasible solution of both program (P ) and (D), that is, (x e ) e∈E(G) is optimal. The girth condition and (1.75∆ + 1)(1 − ǫ) < 1.5∆ imply that , that is, Lemma 1 fails whenever ǫ ≥ 
