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Abstract. In this paper we consider the one-dimensional fourth-order dispersive cubic nonlinear Schro¨dinger
equation with mixed dispersion. Orbital stability, in the energy space, of a particular standing-
wave solution is proved in the context of Hamiltonian systems. The main result is established by
constructing a suitable Lyapunov function.
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1. Introduction. In this paper we consider the cubic fourth-order Schro¨dinger equation
with mixed dispersion
(1.1) iut + uxx − uxxxx + |u|2u = 0,
where x, t ∈ R and u = u(x, t) is a complex-valued function. Equation (1.1) was introduced in
[15] and [16], and it appears in the propagation of intense laser beams in a bulk medium with
Kerr nonlinearity when small fourth-order dispersions are taken into account. In addition,
(1.1) has been considered in connection with the nonlinear fiber optics and the theory of
optical solitons in gyrotropic media. From the mathematical point of view, (1.1) brings some
interesting questions because it does not enjoy scaling invariance.
The n-dimensional counterpart of (1.1),
iut +Δu−Δ2u+ |u|2u = 0,
and the biharmonic cubic nonlinear Schro¨dinger equation
iut + Δ
2u+ |u|2u = 0,  = ±1,
has attracted the attention of many researchers in the past few years (see [4], [9], [10], [13], [20],
[21], [22], [28], [29], [30] and the references therein). In most of the mentioned manuscripts,
the authors are concerned with local and global well-posedness and formation of singularities
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FOURTH-ORDER DISPERSIVE NLS EQUATION 1327
as well. In particular, in various scenarios, such equations present similar dynamics as the
standard cubic nonlinear Schro¨dinger equation.
In this paper, we are particularly interested in the existence and nonlinear stability of
standing-wave solutions for (1.1). To the best of our knowledge, this issue has not been
addressed in the current literature and such a study could lead us to a better understanding
of the dynamics associated with (1.1). Standing waves are finite-energy waveguide solutions
of (1.1) having the form
(1.2) u(x, t) = eiαtφ(x),
where α is a real constant and φ : R → R is a smooth function satisfying φ(x) → 0, as
|x| → +∞. From the numerical point of view, the existence of standing-wave solutions and
stability with respect to both small perturbations and finite disturbances for the generalized
equation
(1.3) iut + uxx − uxxxx + |u|2pu = 0
were addressed, for instance, in [15] and [17]. The numerical investigation shows the existence
of standing waves for any integer p ≥ 1. In addition, such solutions are stable if 1 ≤ p ≤ 2
and unstable otherwise.
Here, we specialize (1.3) in the case p = 1 and exhibit an explicit solution for a suitable
value of the parameter α. Indeed, by substituting (1.2) into (1.1), we obtain the fourth-order
nonlinear ODE
(1.4) φ′′′′ − φ′′ + αφ− φ3 = 0.
The ansatz φ(x) = a sech2(bx) produces, for
(1.5) α =
4
25
,
the solution (see also [17] and [25])
(1.6) φ(x) =
√
3
10
sech2
(√
1
20
x
)
.
Hence our main interest in the present paper is to show that the standing wave (1.2) with φ
given in (1.6) is orbitally stable in the energy space, complementing the results in [17].
Roughly speaking, we say that the standing wave φ is orbitally stable if the profile of
an initial datum u0 for (1.1) is close to φ; then the associated evolution in time u(t), with
u(0) = u0, remains close to φ, up to symmetries, for all values of t (see Definition 4.1 for
the precise definition). As pointed out in [17], the problem of stability is closely related with
the stabilization of the self-focusing and the collapse by high order dispersion. This brings
fundamental importance to the nonlinear wave dynamics.
The strategy to prove our stability result is based on the construction of a suitable Lya-
punov functional. In fact, we follow the leading arguments in [24], where the author established
the orbital stability of standing waves for abstract Hamiltonian systems of the form
(1.7) Jut(t) = H
′(u(t))
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1328 FA´BIO NATALI AND ADEMIR PASTOR
posed on a Hilbert space X, where J is an invertible bounded operator in X. In particular,
it is assumed in [24] that (1.7) is invariant under the action of a one-dimensional group.
This enabled the author to prove the orbital stability of standing waves for a large class of
nonlinear Schro¨dinger-type equations with potential. It should be noted, however, that the
general theory presented in [24] cannot be directly applied to our case because (1.1) is invariant
under phase and translation symmetries. This implies that (1.1) is invariant under the action
of a two-dimensional group. Hence, in the present, we modify the approach in [24] in order to
enclose our problem.
It is well-understood by now that the general stability theory developed in [11] and [12] is a
powerful tool to prove the orbital stability of standing-wave solutions for abstract Hamiltonian
systems. One of the assumptions in such a theory is that the underlying standing wave belongs
to a smooth curve of standing waves, α ∈ I → φα, depending on the phase parameter α. In
the meantime, (1.4) does not possess another solution of the form (1.6) for α = 4/25. This
prevents us from using the stability theory in [11], [12] as well as the classical theories in [6],
[5], and [26]. The method we use below does not require this type of information.
As is well-known, most of the general results in the stability theory rely on a deep spectral
analysis for the linear operator arising in the linearization of the equation around the standing
wave. In our context, such an operator turns out to be a matrix operator containing fourth-
order Schro¨dinger-type operators in the principal diagonal. To obtain the spectral properties
we need, we make use of the total positivity theory developed in [1], [2], and [14].
At last, we point out that, from the mathematical point of view, orbital stability and
instability of standing and traveling waves for fourth-order equations were studied in [8] and
[19], where the authors studied, respectively,
iut +Δ
2u+ V (x)u+ |u|2σu = 0
and
utt +Δ
2u+ u+ f(u) = 0
under suitable assumptions on the potential V and the nonlinearity f . In particular the
classical variational approach introduced by Cazenave and Lions was used. It should be
noted, however, that, since uniqueness is not known, the variational approach provides the
orbital stability of the set of minimizers and not the stability of the standing wave itself.
This paper is organized as follows. In section 2 we introduce some notation and give
the preliminary result. In particular, we review the total positivity theory for the study
of the spectrum of linear operators given as pseudodifferential operators. Such a theory is
fundamental to establish the spectral properties given in section 3. Section 4 is devoted to
showing our main results, where we construct a suitable Lyapunov function and prove our
stability result for the standing wave (1.2).
2. Notation and preliminaries. Let us introduce some notation used throughout this
paper. Given s ∈ R, by Hs := Hs(R) we denote the usual Sobolev space of real-valued
functions. In particular H0(R) 	 L2(R). The scalar product in Hs will be denoted by (·, ·)Hs .
We set
L
2 = L2(R)× L2(R) and Hs = Hs(R)×Hs(R).
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FOURTH-ORDER DISPERSIVE NLS EQUATION 1329
Such spaces are endowed with their usual norms and scalar products.
It is not difficult to see that (1.1) conserves the energy
(2.1) E(u) =
1
2
∫
R
(
|uxx|2 + |ux|2 − 1
2
|u|4
)
dx
and the mass
(2.2) F (u) =
1
2
∫
R
|u|2 dx.
Equation (1.1) can also be viewed as a real Hamiltonian system. In fact, by writing
u = P + iQ and separating real and imaginary parts, we see that (1.1) is equivalent to the
system
(2.3)
{
Pt +Qxx −Qxxxx +Q(P 2 +Q2) = 0,
−Qt + Pxx − Pxxxx + P (P 2 +Q2) = 0.
In addition, the quantities (2.1) and (2.2) become
E(P,Q) =
1
2
∫
R
(
P 2xx +Q
2
xx + P
2
x +Q
2
x −
1
2
(P 2 +Q2)2
)
dx,(2.4)
F (P,Q) =
1
2
∫
R
(P 2 +Q2) dx.(2.5)
As a consequence, (2.3) or, equivalently, (1.1) can be written as
(2.6)
d
dt
U(t) = JE′(U(t)), U =
(
P
Q
)
,
where E′ represents the Fre´chet derivative of E with respect to U , and
(2.7) J =
(
0 −1
1 0
)
.
It is easily seen that
(2.8) J−1 = −J.
Note that (1.1) is invariant under the unitary action of rotation and translation; that is,
if u = u(x, t) is a solution of (1.1), so are e−iθu and u(x− r, t) for any real numbers θ and r.
Equivalently, this means if U = (P,Q) is a solution of (2.6), so are
(2.9) T1(θ)U :=
(
cos θ sin θ
− sin θ cos θ
)(
P
Q
)
and
(2.10) T2(r)U :=
(
P (· − r, ·)
Q(· − r, ·)
)
.
D
ow
nl
oa
de
d 
05
/0
4/
16
 to
 1
43
.1
06
.1
08
.1
63
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1330 FA´BIO NATALI AND ADEMIR PASTOR
The actions T1 and T2 define unitary groups in H
2 with infinitesimal generators given,
respectively, by
T ′1(0)U :=
(
0 1
−1 0
)(
P
Q
)
≡ −J
(
P
Q
)
and
T ′2(0)U := ∂x
(
P
Q
)
.
In this context, a standing-wave solution having the form (1.2) becomes a solution of (2.3)
of the form
(2.11) U(x, t) =
(
φ(x) cos(αt)
φ(x) sin(αt)
)
.
Thus, the function U in (2.11), with α and φ given, respectively, in (1.5) and (1.6), is a
standing-wave solution of (2.3).
It is easy to see, from (1.4), that (φ, 0) is a critical point of the functional E+αF ; that is,
(2.12) E′(φ, 0) + αF ′(φ, 0) = 0.
To simplify the notation, in what follows we set
(2.13) Φ := (φ, 0)
and
(2.14) G := E + αF
in such a way that (2.12) becomes G′(Φ) = 0.
Let us now introduce the linear operator
(2.15) L :=
⎛⎝ L1 0
0 L2
⎞⎠ ,
where
(2.16) L1 := ∂4x − ∂2x + α− 3φ2
and
(2.17) L2 := ∂4x − ∂2x + α− φ2.
This operator appears in the linearization of (2.3) around the wave Φ. The knowledge of its
spectrum is the cornerstone in the analysis to follow.
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FOURTH-ORDER DISPERSIVE NLS EQUATION 1331
2.1. Review of the total positivity theory. To study the spectrum of the above mentioned
operators, we use the total positivity theory established in [1], [2], and [14]. To begin with,
let us recall the framework put forward in [1], [2]. Let T be the operator defined on a dense
subspace of L2(R) by
(2.18) T g(x) = Mg(x) + ωg(x) − ϕp(x)g(x),
where p ≥ 1 is an integer, ω > 0 is a real parameter, ϕ is a real-valued solution of
(M + ω)ϕ =
1
p+ 1
ϕp+1
having a suitable decay at infinity, and M is defined as a Fourier multiplier operator by
M̂g(ξ) = m(ξ)ĝ(ξ).
Here circumflexes denote the Fourier transform, and m(ξ) is a measurable, locally bounded,
even function on R satisfying
(i) A1|ξ|μ ≤ m(ξ) ≤ A2|ξ|μ for |ξ| ≥ ξ0;
(ii) m(ξ) ≥ 0,
where A1, A2, and ξ0 are positive real constants and μ ≥ 1. Under the above assumptions we
have the following lemma.
Lemma 2.1. The operator T is a closed, unbounded, self-adjoint operator on L2(R) whose
spectrum consists of the interval [ω,∞) together with a finite number of discrete eigenvalues
in the interval (−∞, ω], in which all of them have finite multiplicity. In addition, zero is an
eigenvalue of T with eigenfunction ϕ′.
Proof. See Proposition 2.1 in [1] for the proof.
In order to obtain additional spectral properties of T , let us introduce the family of
operators Sθ, θ ≥ 0, on L2(R) by
Sθg(x) = 1
wθ(x)
∫
R
K(x− y)g(y)dy,
where K(x) = ϕ̂p(x) and wθ(x) = m(x) + θ + ω. These operators act on the Hilbert space
(2.19) X =
{
g ∈ L2(R); ‖g‖X,θ =
(∫
R
|g(x)|2wθ(x)dx
)1/2
< ∞
}
.
Since Sθ is a compact, self-adjoint operator on X with respect to the norm ‖ · ‖X,θ (see
Proposition 2.2 in [1]), it has a family of eigenfunctions {ψi,θ(x)}∞i=0 forming an orthonormal
basis of X. Moreover, the corresponding eigenvalues {λi(θ)}∞i=0 are real and can be numbered
in order of decreasing absolute value:
|λ0(θ)| ≥ |λ1(θ)| ≥ · · · ≥ 0.
Let us recall some results of [1] and [2]. The first one is concerned with an equivalent
formulation of the eigenvalue problem associated with T .
Lemma 2.2. Suppose θ ≥ 0. Then −θ is an eigenvalue of T (as an operator on L2(R))
with eigenfunction g if and only if 1 is an eigenvalue of Sθ (as an operator on X) with
eigenfunction ĝ. In particular, both eigenvalues have the same multiplicity.
D
ow
nl
oa
de
d 
05
/0
4/
16
 to
 1
43
.1
06
.1
08
.1
63
. R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1332 FA´BIO NATALI AND ADEMIR PASTOR
Proof. See Corollary 2.3 in [1] for the proof.
The second result is a Krein–Rutman-type theorem.
Lemma 2.3. The eigenvalue λ0(0) of S0 is positive and simple and has a strictly positive
eigenfunction ψ0,0(x). Moreover, λ0(0) > |λ1(0)|.
Proof. See Lemma 8 in [2] for the proof.
Recall that a function h : R→ R is said to be in the class PF(2) if
(i) h(x) > 0 for all x ∈ R;
(ii) for any x1, x2, y1, y2 ∈ R with x1 < x2 and y1 < y2, there holds
h(x1 − y1)h(x2 − y2)− h(x1 − y2)h(x2 − y1) ≥ 0;
(iii) strict inequality holds in (ii) whenever the intervals (x1, x2) and (y1, y2) intersect.
A sufficient condition for a function to be in class PF(2) is that it is logarithmically
concave. More precisely, we have the following lemma.
Lemma 2.4. A twice differentiable positive function h : R → R that satisfies (log h(x))′′ <
0, x = 0, belongs to the class PF (2).
Proof. See Lemma 4.3 in [1] or Lemma 10 in [2] for the proof.
The main theorem in [1] reads as follows.
Theorem 2.5. Suppose ϕ̂ > 0 on R and ϕ̂p =: K ∈ PF (2). Then T satisfies the following:
(P1) T has a simple, negative eigenvalue κ;
(P2) T has no negative eigenvalue other than κ;
(P3) the eigenvalue 0 of T is simple.
Proof. See Theorem 3.2 in [1] for the proof.
2.2. Local and global well-posedness. Before we leave this section let us recall the local
and global well-posedness results for (2.3), or, equivalently, for (1.1).
Theorem 2.6. Given U0 ∈ H2, there exist t0 > 0 and a unique solution U ∈ C([0, t0];H2)
of (2.3) such that U(0) = U0. The solution has conserved mass and energy in the sense that
F (U(t)) = F (U0) and E(U(t)) = E(U0), t ∈ [0, t0],
where F is defined in (2.5) and E is defined in (2.4). If t∗ is the maximal time of existence
of U , then either
(i) t∗ = ∞, or
(ii) t∗ < ∞ and limt→t∗ ‖u(t)‖H2 = ∞.
Moreover, for any s < t∗ the map data-solution U0 → U is continuous from H2 to C([0, s];H2).
Proof. See Proposition 4.1 in [20] for the proof.
The conservation of the energy and the Gagliardo–Nirenberg inequality imply the follow-
ing.
Corollary 2.7. Given U0 ∈ H2, the solution u obtained in Theorem 2.6 can be extended to
the whole real line.
Proof. See Corollary 4.1 in [20] for the proof.
3. Spectral analysis. In this section we use the total positivity theory to get the spectral
properties we need to follow. Since L is a diagonal operator, its eigenvalues are given by
the eigenvalues of the operators L1 and L2. Thus, roughly speaking, it suffices to know the
spectrum of L1 and L2.
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3.1. The spectrum of L1. Attention will be turned to the spectrum of the operator L1.
Let φ be the standing wave given in (1.6) and define
ϕ =
√
3φ.
The operator L1 then reads as
(3.1) L1 = ∂4x − ∂2x + α− ϕ2.
We now can prove the following proposition.
Proposition 3.1. The operator L1 in (3.1) defined on L2(R) with domain H4(R) has a
unique negative eigenvalue, which is simple with positive associated eigenfunction. The eigen-
value zero is simple with associated eigenfunction φ′. Moreover, the rest of the spectrum is
bounded away from zero and the essential spectrum is the interval [α,∞).
Proof. First of all, note that, from (1.4), ϕ′ is an eigenfunction of L1 associated with the
eigenvalue zero. Also, from Lemma 2.1, the essential spectrum is exactly [α,∞). Now observe
that L1 is an operator of the form (2.18) with m(ξ) = ξ4 + ξ2 ≥ 0. It is easy to see that
|ξ|4 ≤ m(ξ) ≤ 2|ξ|4, |ξ| ≥ 1.
Hence, the operator L1 satisfies the assumptions in subsection 2.1 with A1 = 1, A2 = 2,
μ = 4, and ξ0 = 1. In view of Lemma 2.1 and Theorem 2.5 it suffices to prove that ϕ̂ > 0 and
ϕ̂2 ∈ PF (2). Since
( sech2(·))∧(ξ) = πξ
sinh(πξ2 )
=: ρ(ξ) > 0
and ϕ =
√
3φ, it is clear that ϕ̂ > 0. On the other hand, by the properties of the Fourier
transform, ϕ̂2 is the convolution of a function similar to ρ with itself. Since ρ is logarithmically
concave (see the proof of Theorem 4.6 in [1]) and the convolution of logarithmically concave
functions is also logarithmically concave (see [7, section 4]), we obtain that ϕ̂2 ∈ PF (2). The
fact that the eigenfunction associated with the negative eigenvalue can be taken to be positive
follows as in [3, Proposition 2].
3.2. The spectrum of L2. As before, let φ be the solitary wave given in (1.6). Observe
that L2 is of the form (2.18), but φ′ is not an eigenfunction at all. Thus the theory developed
in the last paragraphs cannot be applied directly to L2. On the other hand, to L2 we can
still associate a family of operators Sθ, θ ≥ 0, as in subsection 2.1. A simple inspection in the
proofs of [1] reveals that Lemmas 2.2 and 2.3 above remain true here.
As a consequence, concerning the operator L2 we have the following spectral properties.
Proposition 3.2. The operator L2 in (2.17) defined on L2(R) with domain H4(R) has no
negative eigenvalue. The eigenvalue zero is simple with associated eigenfunction φ. Moreover,
the rest of the spectrum is bounded away from zero and the essential spectrum is the interval
[α,∞).
Proof. Although this result was not stated, it is reminiscent of the theory in [1]. The fact
that the essential spectrum is [α,∞) can be proved as in [3, Proposition 1]. In view of (1.4)
it is clear that zero is an eigenvalue with eigenfunction φ. Thus, Lemma 2.2 implies that 1 is
an eigenvalue of S0 with eigenfunction φ̂.
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Claim. If λ0(0) is the first eigenvalue of S0, we have λ0(0) = 1.
Indeed, assume by contradiction that λ0(0) = 1 and let ψ0,0 be the associated eigenfunc-
tion. By Lemma 2.3 we have ψ0,0 > 0. Since φ̂ > 0 (see proof of Proposition 3.1), the scalar
product in L2(R) between ψ0,0 and φ̂ is then strictly positive, which contradicts the fact that
the eigenfunctions are orthogonal.
The above claim together with Lemma 2.3 imply that 1 is a simple eigenvalue of S0.
Therefore, it follows from Lemma 2.2 that zero is a simple eigenvalue of L2.
It remains to show that L2 has no negative eigenvalues. To do so, it is sufficient, from
Lemma 2.2, to prove that 1 is not an eigenvalue of Sθ for any θ > 0. We already know that
lim
θ→∞
λ0(θ) = 0
and θ ∈ [0,∞) → λ0(θ) is a strictly decreasing function (see [1, page 9]). Thus, for θ > 0 and
i ≥ 1,
|λi(θ)| ≤ λ0(θ) < λ0(0) = 1.
This obviously implies that 1 cannot be an eigenvalue of Sθ, θ > 0, and the proof of the
proposition is completed.
3.3. The spectrum of L. We finish this section by stating the spectral properties of
the “linearized” operator L. Indeed, a combination of Propositions 3.1 and 3.2 gives us the
following theorem.
Theorem 3.3. The operator L in (2.15) defined on L2(R) × L2(R) with domain H4(R) ×
H4(R) has a unique negative eigenvalue, which is simple. The eigenvalue zero is double with
associated eigenfunctions (φ′, 0) and (0, φ). Moreover, the essential spectrum is the interval
[α,∞).
4. Orbital stability. Let us start this section by making clear our notion of orbital stability.
Taking into account that (2.6) is invariant by the transformations (2.9) and (2.10), we define
the orbit generated by Φ (see (2.13)) as
ΩΦ = {T1(θ)T2(r)Φ; θ, r ∈ R}
	
{(
cos θ sin θ
− sin θ cos θ
)(
φ(· − r)
0
)
; θ, r ∈ R
}
.
(4.1)
In H2, we introduce the pseudometric d by
d(f, g) := inf{‖f − T1(θ)T2(r)g‖H2 ; θ, r ∈ R}.
Note that, by definition, the distance between f and g is the distance between f and the orbit
generated by g under the action of rotations and translations. In particular,
(4.2) d(f,Φ) = d(f,ΩΦ).
Definition 4.1. Let Θ(x, t) = (φ(x) cos(αt), φ(x) sin(αt)) be a standing wave for (2.6). We
say that Θ is orbitally stable in H2 provided that, given ε > 0, there exists δ > 0 with the
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FOURTH-ORDER DISPERSIVE NLS EQUATION 1335
following property: if U0 ∈ H2 satisfies ‖U0 − Φ‖H2 < δ, then the solution U(t) of (2.6) with
initial condition U0 exists for all t ≥ 0 and satisfies
d(U(t),ΩΦ) < ε for all t ≥ 0.
Otherwise, we say that Θ is orbitally unstable in H2.
4.1. Positivity of the operator G′′(Φ). Before proving our main result we need some
positivity properties of the operators appearing in (2.15)–(2.17). To do so, we utilize the
spectral properties established in section 3.
Lemma 4.2. There exists δ2 > 0 such that
(4.3) (L2Q,Q)L2 ≥ δ2‖Q‖2L2
for all Q ∈ H4 satisfying (Q,φ)L2 = 0.
Proof. Write L2 = [φ] ⊕M , where φ ⊥ Q for all Q ∈ M . Since φ belongs to the kernel
of L2 it follows from Theorem 6.17 in [18] that the spectrum of the part L2|M coincides with
σ(L2) \ {0}. Proposition 3.2 and the arguments in [18, page 278] imply that there exists a
δ2 > 0 such that L2 ≥ δ2 on M ∩H4. Now, if Q ∈ H4 satisfies (Q,φ)L2 = 0 we have Q ∈ M
and the conclusion of the lemma then follows.
Lemma 4.3. Let γ be defined as
γ = inf{(L1P,P )L2 ; P ∈ H4, ‖P‖L2 = 1, (P, φ)L2 = 0}.
Then γ = 0.
Proof. By defining
(4.4) a0 := inf{〈L1P,P 〉; P ∈ H2, ‖P‖L2 = 1, (P, φ)L2 = 0}
with
〈L1P,P 〉 =
∫
R
(
P 2xx + P
2
x + αP
2 − 3φ2P 2)dx,
it suffices to prove that a0 = 0 and that the infimum in (4.4) is achieved, because in this case
the Lagrange multiplier theory implies that γ = a0.
First of all, note from Proposition 3.1 that L1 is bounded from below; thus, a0 is finite.
Moreover, since L1φ′ = 0 and (φ, φ′)L2 = 0, we deduce that a0 ≤ 0. We shall prove that
a0 = 0, by showing that a0 ≥ 0. To accomplish this, we recall the following result due to
Weinstein [26] (see also [23, Chapter 6]).
Lemma 4.4. Let A be a self-adjoint operator on L2(R) satisfying the following:
(i) A has exactly one negative simple eigenvalue with positive associated eigenfunction,
say, ϕ;
(ii) zero is an isolated eigenvalue;
(iii) there is ψ ∈ [Ker(A)]⊥ such that (ψ,ϕ)L2 = 0 and
−∞ < a0 := min{〈Af, f〉; ‖f‖L2 = 1, (f, ψ)L2 = 0},
where 〈A·, ·〉 denotes the quadratic form associated with A.
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1336 FA´BIO NATALI AND ADEMIR PASTOR
If I := (A−1ψ,ψ)L2 ≤ 0, then a0 ≥ 0.
Now we turn back to the proof of Lemma 4.3 and apply Lemma 4.4 with A = L1 and
ψ = φ. First, it should be noted that it is implicitly assumed in Lemma 4.4 that a0 is achieved
for a suitable function. Thus, in what follows, we prove that the infimum in (4.4) is achieved.
This is well-known by now, but for the sake of completeness we bring some details (see also
[2, Appendix] or [23, Chapter 6]).
Let {Pj}j∈N ⊂ H2 be a minimizing sequence, that is, a sequence satisfying ‖Pj‖L2 = 1,
(Pj , φ)L2 = 0 for all j ∈ N, and
(4.5) 〈L1Pj , Pj〉 → a0 as j → +∞.
Since ‖Pj‖L2 = 1, it is easily seen that
(4.6) 0 < α ≤ ‖Pj,xx‖2L2 + ‖Pj,x‖2L2 + α‖Pj‖2L2 = 〈L1Pj , Pj〉+ 3
∫
R
φ2P 2j dx.
Because φ is bounded, we see at once that the right-hand side of (4.6) is bounded. Hence,
there is a constant C > 0 such that ‖Pj‖H2 ≤ C for all j ∈ N. So, there is a subsequence,
which we still denote by {Pj}, and P ∈ H2 such that Pj ⇀ P in H2. On account of the weak
convergence in L2, we have (P, φ)L2 = 0.
Taking into account the compactness of the embedding H2(−R,R) ↪→ L2(−R,R) for all
R > 0, a standard Cantor diagonalization argument allows us to obtain a subsequence, which
we still denote by {Pj}, such that Pj → P in L2loc(R). By writing, for a fixed large R > 0,
(4.7)
∫
R
φ2(P 2j − P 2)dx =
∫
|x|≤R
φ2(P 2j − P 2)dx+
∫
|x|>R
φ2(P 2j − P 2)dx,
we see that first term in the right-hand side of (4.7) goes to zero, as j → ∞, because φ is
bounded and Pj → P in L2loc(R). Also, taking the advantage that φ(x) → 0, as |x| → ∞,
the second term in the right-hand side of (4.7) can be made sufficiently small if we choose R
sufficiently large. As a consequence, we deduce that
(4.8)
∫
R
φ2P 2j dx →
∫
R
φ2P 2dx as j → +∞.
Now, we claim that P = 0. On the contrary, suppose that P = 0. Then, (4.8) implies
that
∫
R
φ2P 2j dx → 0 as j → ∞. By taking the limit in (4.6), as j → ∞, we obtain, in view of
(4.5),
0 ≤ α ≤ a0.
This fact generates a contradiction and, therefore, P = 0.
Next, (4.5), (4.8), and the lower semicontinuity of the weak convergence yield
〈L1P,P 〉 = a0 and ‖P‖L2 ≤ 1.
We now prove that the infimum in (4.4) is achieved. Indeed, by defining Q = P‖P‖L2 , we see
that ‖Q‖L2 = 1 and (Q,φ)L2 = 0. Moreover,
(4.9) a0‖P‖2L2 ≤ ‖P‖2L2〈L1Q,Q〉 = 〈L1P,P 〉 = a0.Do
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Since a0 ≤ 0, we consider two cases.
Case 1. a0 < 0. Here, (4.9) immediately gives ‖P‖L2 ≥ 1. Therefore, ‖P‖L2 = 1 and the
infimum is achieved at the function P .
Case 2. a0 = 0. In this case, since 〈L1P,P 〉 = 〈L1Q,Q〉 = 0 and ‖Q‖L2 = 1, the infimum
is achieved at the function Q.
Finally, from arguments due to Albert [1, page 17] (see also Remark 4.6 below), we deduce
that the quantity I defined in Lemma 4.4 is negative. An application of Lemma 4.4 then gives
us a0 ≥ 0. The proof of the lemma is thus completed.
Lemma 4.5. Let
(4.10) δ1 := inf{(L1P,P )L2 ; P ∈ H4, ‖P‖L2 = 1, (P, φ)L2 = (P, φ′)L2 = 0}.
Then δ1 > 0.
Proof. Since {(L1P,P )L2 ; ‖P‖ = 1, (P, φ)L2 = 0, (P, φ′)L2 = 0} ⊂ {(L1P,P )L2 ; ‖P‖ =
1, (P, φ)L2 = 0}, we get from Lemma 4.3 that δ1 ≥ 0. In addition, by using similar arguments
as in Lemma 4.3, we get that the infimum is achieved at a function κ. Next, assume by
contradiction that δ1 = 0. From Lagrange’s multiplier theorem there are m,n, r ∈ R such
that
(4.11) L1κ = mκ+ nφ+ rφ′.
Now, (L1κ, κ)L2 = δ1 = 0 immediately implies m = 0. On the other hand, from the self-
adjointness of L1, we see that 0 = (L1φ′, κ)L2 = r(φ′, φ′)L2 and r = 0. These facts allow us to
deduce that L1κ = nφ. We now consider two cases.
Case 1. n = 0. Here, we have L1κ = 0. Since ker(L1) = [φ′] we obtain κ = μφ′ for some
μ = 0. This fact generates a contradiction because κ⊥φ′.
Case 2. n = 0. In this case, the Fredholm theory implies that the equation L1χ = φ has a
unique solution satisfying (χ, φ′)L2 = 0. Since n = 0, one sees that such a solution is χ = κ/n.
This allows us, in view of the definition of κ, to deduce that I := (χ, φ)L2 = 0. On the other
hand, since I does not depend on the choice of χ satisfying L1χ = φ, the arguments in [1]
give us that I = 0 (see Remark 4.6), which is a contradiction.
The lemma is thus proved.
Remark 4.6. In the proofs of Lemmas 4.3 and 4.5, we used that I := (χ, φ)L2 < 0. The
theory established in Albert [1] presents the construction of a function χ satisfying L1χ = φ.
Actually, Albert has considered more general differential operators having the form
L = M + α− φp,
where M is a differential operator of order 2n, α is a real number, p is an integer, and φ is
an 2np -power of the hyperbolic-secant function. The number I is still defined by I = (χ, φ)L2 ,
with χ satisfying Lχ = φ. We briefly discuss the method of how to show that I < 0 by
defining
η =
∞∑
i=0,i =1
(
1
1− λi(0)
)〈
φ̂
w0
, ψi,0
〉
X
ψi,0,
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1338 FA´BIO NATALI AND ADEMIR PASTOR
where X is the space defined in (2.19) and 〈·, ·〉X stands for its usual inner product. Standard
arguments enable us to deduce that the series converges in X, and so η ∈ X. Thus, we
can choose χ ∈ L2(R) such that χ̂ = η. A direct computation gives L̂χ = φ̂. By using the
orthogonality of Gegenbauer’s polynomials (which give explicitly all the eigenfunctions ψi,0,
i = 0, 1, 2, . . .) one deduces that
I = a
∞∑
j=0
(
λ2j
1− λ2j
){
Γ(2j + 1) · (2j + n+ r − 12
Γ(2j + 2n + 2r − 1)
}{
Γ(j + n)Γ(j + n+ r − 12
Γ(j + 1)Γ(j + r + 12)
}2
,
where a =
(2n+r−1Γ(r)
πΓ(n)
)2
, r = 2np , and Γ represents the well-known Gamma function. For n = 2
(which is our case), by using numerical computations, Albert showed that I < 0 as long as
p < 4.82 (approximately). In our case, p = 2.
Remark 4.7. The construction presented in Remark 4.6 is useful when we do not have
a smooth curve of standing waves, depending on the parameter α. As is well-known in the
current literature, when dealing with a general nonlinear dispersive equation, the existence of
a smooth curve of standing waves, say, c ∈ I → φc, I ⊂ R, parametrized by the wave velocity
c is sufficient to construct an explicit χ in terms of dφcdc (see, e.g., [1], [3], [23], [6], [5], [11],
[12], [24], [26] and the references therein). As we have mentioned in the introduction, here we
do not have a smooth curve of explicit standing waves.
Corollary 4.8. Assume that v = (P,Q) ∈ H4 is such that
(4.12) (Q,φ)L2 = (P, φ)L2 = (P, φ
′)L2 = 0.
Then, there is δ > 0 such that
(4.13) (Lv, v)L2 ≥ δ‖v‖2L2 .
Proof. From Lemmas 4.2 and 4.5 there are δ1, δ2 > 0 such that (L2Q,Q)L2 ≥ δ2‖Q‖2L2 and
(L1P,P )L2 ≥ δ1‖P‖2L2 . Since Lv = (L1P,L2Q), it is sufficient to take δ = min{δ1, δ2}.
Lemma 4.9. There exist positive constants ε and C such that
(Lv, v)L2 ≥ ε‖v‖2H2 − C‖v‖2L2
for all v = (P,Q) ∈ H4.
Proof. From Garding’s inequality (see [27, page 175]), there exist positive constants
ε1, ε2, C1, and C2 such that
(L1P,P )L2 ≥ ε1‖P‖2H2 − C1‖P‖2L2 , (L2Q,Q)L2 ≥ ε2‖Q‖2H2 − C2‖Q‖2L2 .
By the definition of L it suffices to choose ε = min{ε1, ε2} and C = max{C1, C2}.
Remark 4.10. It is not difficult to see that L is the unique self-adjoint linear operator such
that
(4.14) 〈G′′(Φ)v, z〉 = (Lv, z)L2 , v ∈ H6, z ∈ H2,
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where G′′ represents the second order Fre´chet derivative of G. In particular, G′′(Φ)v = ILv,
v ∈ H6, where I : H2 → H−2 is the natural injection of H2 into H−2 with respect to the inner
product in L2; that is,
(4.15) 〈Iu, v〉 = (u, v)L2 , u, v ∈ H2.
See Lemma 3.3 in [24] for details.
Lemma 4.11. Assume that v = (P,Q) ∈ H2 is such that
(Q,φ)L2 = (P, φ)L2 = (P, φ
′)L2 = 0.
Then, there is δ > 0 such that
〈G′′(Φ)v, v〉 ≥ δ‖v‖2
H2
.
Proof. By density it suffices to assume that v belongs to H6. From Corollary 4.8 and
Lemma 4.9, one infers that (
1 +
C
δ
)
(Lv, v)L2 ≥ ε‖v‖2H2 ;
that is,
(Lv, v)L2 ≥
εδ
C + δ
‖v‖2
H2
.
The conclusion then follows from (4.14).
In what follows, let R : H2 → H−2 be the Riesz isomorphism with respect to inner product
in H2; that is,
(4.16) 〈Ru, v〉 = (u, v)H2 , u, v ∈ H2.
Lemma 4.11 establishes the positivity of G′′(Φ) under an orthogonality condition in L2.
The next lemma shows that the same positivity holds if we assume the orthogonality in H2.
Lemma 4.12. Let I be the operator defined in Remark 4.10 and J is as in (2.7). Let
Z = {JΦ,Φ′,R−1IΦ}⊥
= {z ∈ H2; (z,Φ)H2 = (z,Φ′)H2 = (z,R−1IΦ)H2 = 0}.
(4.17)
Then, there exists δ > 0 such that
(4.18) 〈G′′(Φ)z, z〉 ≥ δ‖z‖2
H2
, z ∈ Z.
Proof. We start by defining
ϕ1 = − 1‖JΦ‖L2
JΦ, ϕ2 =
1
‖Φ′‖L2
Φ′, ψ1 = Jϕ1, ψ2 = Jϕ2.
It is clear that ‖ϕ1‖L2 = ‖ϕ2‖L2 = ‖ψ1‖L2 = ‖ψ2‖L2 = 1. In addition, since J is skew-
symmetric,
(4.19) (ϕ1, ψ1)L2 = (ϕ2, ψ2)L2 = 0.
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1340 FA´BIO NATALI AND ADEMIR PASTOR
Also, from the definition, we promptly deduce that
(4.20) (ϕ1, ϕ2)L2 = (ψ1, ϕ2)L2 = 0.
Take any z ∈ Z and define
v := z − (z, ϕ1)L2ϕ1 − (z, ϕ2)L2ϕ2 − (z, ψ1)L2ψ1.
Let us show that v satisfies the assumptions in Lemma 4.11. Indeed, from (4.19) and (4.20),
it is not difficult to see that
(v, ϕ1)L2 = (v, ϕ2)L2 = (v, ψ1)L2 = 0.
If we assume that v writes as (P,Q), these last equalities reduce to
(Q,φ)L2 = (P, φ)L2 = (P, φ
′)L2 = 0.
An application of Lemma 4.11 yields the existence of δ > 0 such that
(4.21) 〈G′′(Φ)v, v〉 ≥ δ‖v‖2
H2
.
In view of (4.16), (4.21) is equivalent to
(4.22) (R−1G′′(Φ)v, v)H2 ≥ δ‖v‖2H2 .
Note that, from (4.15) and (4.16),
(4.23) (f, g)L2 = 〈If, g〉 = (R−1If, g)H2 , f, g ∈ H2.
Hence, by hypotheses,
(z, ψ1)L2 =
1
‖JΦ‖L2
(Φ, z)L2 =
1
‖JΦ‖L2
(R−1IΦ, z)H2 = 0,
which implies that
(4.24) v := z − (z, ϕ1)L2ϕ1 − (z, ϕ2)L2ϕ2.
Since ϕ1 and ϕ2 are smooth functions and Lϕ1 = Lϕ2 = 0, from (4.14) one infers that
G′′(Φ)ϕ1 = G′′(Φ)ϕ2 = 0. Therefore, (4.24) gives
(4.25) G′′(Φ)z = G′′(Φ)v.
To simplify notation, let us set α1 = (z, ϕ1)L2 , α2 = (z, ϕ2)L2 , and S : H
2 → H2 the self-adjoint
operator defined by S := R−1G′′(Φ). Thus, from the assumption,
‖z‖2
H2
= (z, v + α1ϕ1 + α2ϕ2)H2 = (z, v)H2 + α1(z, ϕ1)H2 + α2(z, ϕ2)H2 = (z, v)H2 .
The Cauchy–Schwarz inequality then implies
‖z‖2
H2
= |(z, v)H2 | ≤ ‖z‖H2‖v‖H2 ,
that is, ‖z‖H2 ≤ ‖v‖H2 . Also, since S is self-adjoint, it follows from (4.25) that
(Sz, z)H2 = (Sv, v)H2 + α1(Sv, ϕ1)H2 + α2(Sv, ϕ2)H2 = (Sv, v)H2 .
Finally, combining this last equality with (4.22),
(Sz, z)H2 = (Sv, v)H2 ≥ δ‖v‖2H2 ≥ δ‖z‖2H2 ,
which is our statement (4.18) in view of (4.16).
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4.2. Lyapunov function and stability. Before proceeding, let us introduce a notation.
Given any real number ε > 0, by ΩεΦ, we denote the ε-neighborhood of ΩΦ; that is,
ΩεΦ = {v ∈ H2; d(v,ΩΦ) < ε}.
In what follows, the following lemma will be necessary.
Lemma 4.13. There exists R > 0, depending only on Φ, such that for all ρ ∈ (0, R) and
v ∈ ΩρΦ, there exist r1, θ1 ∈ R satisfying
(4.26) ‖v − T1(θ1)T2(r1)Φ‖H2 < ρ
and
(4.27)
(
v − T1(θ1)T2(r1)Φ, JT1(θ1)T2(r1)Φ
)
H2
=
(
v − T1(θ1)T2(r1)Φ, T1(θ1)T2(r1)Φ′
)
H2
= 0.
Proof. For all θ, r ∈ R, we have
‖Φ− T1(θ)T2(r)Φ‖2H2 = ‖φ− φ(· − r) cos θ‖2H2 + ‖φ(· − r) sin θ‖2H2
= 2‖φ‖2H2 − 2 cos θ
(
φ, φ(· − r))
H2
.
(4.28)
Using the Lebesgue convergence theorem, it is easy to see that
(
φ, φ(·−r))
H2
→ 0 as |r| → ∞.
Choose r̂ > 0 such that |(φ, φ(· − r))
H2
| ≤ ‖φ‖2H2/2 for all r ∈ R with |r| ≥ r̂. Thus, in view
of (4.28),
(4.29) ‖Φ− T1(θ)T2(r)Φ‖2H2 ≥ 2‖φ‖2H2 − ‖φ‖2H2 = ‖φ‖2H2 ,
for all r ∈ R with |r| ≥ r̂, uniformly with respect to θ ∈ R.
Fix R = ‖φ‖2H2/2. If ρ ∈ (0, R) and v ∈ ΩρΦ, then by definition there exist θ0, r0 ∈ R,
satisfying ‖v − T1(θ0)T2(r0)Φ‖H2 < ρ; that is, T1(θ0)T2(r0)Φ ∈ Bρ(v), where Bρ(v) denotes
the open ball in H2 centered at v with radius ρ. Let Λ be the largest connected open set in
R
2 containing the point (θ0, r0) such that T1(θ)T2(r)Φ ∈ Bρ(v) for all (θ, r) ∈ Λ.
Claim. Λ is bounded.
Indeed, first note that
‖Φ− T1(±π/2)T2(r)Φ‖2H2 = ‖φ‖2H2 + ‖φ(· − r)‖2H2 ≥ ‖φ‖2H2 ;
that is, for all r ∈ R,
(4.30) ‖Φ− T1(±π/2)T2(r)Φ‖2H2 ≥ 2R.
Hence,
‖v−T1(θ0 ± π/2)T2(r + r0)Φ‖H2
≥ ‖T2(r0)Φ − T1(±π/2)T2(r + r0)Φ‖H2 − ‖v − T1(θ0)T2(r0)Φ‖2H2
≥ ‖Φ− T1(±π/2)T2(r)Φ‖H2 − ρ
≥ 2R− ρ
> ρ.
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This means that Λ is contained in the strip
{(θ, r) ∈ R2; |θ − θ0| ≤ π/2}.
On the other hand, from (4.29),
‖v−T1(θ + θ0)T2(r0 ± r̂)Φ‖H2
≥ ‖T2(r0)Φ− T1(θ)T2(r0 ± r̂)Φ‖H2 − ‖v − T1(θ0)T2(r0)Φ‖2H2
≥ ‖Φ − T1(θ)T2(±r̂)Φ‖H2 − ρ
≥ 2R − ρ
> ρ.
This shows that Λ is a subset of {(θ, r) ∈ R2; |r − r0| ≤ r̂} and completes the proof of our
claim.
Next, define the function f(θ, r) = ‖v−T1(θ)T2(r)Φ‖2H2 . Since φ is smooth, it is clear that
f is a C1 function on R2. Therefore,
f(θ1, r1) := min
Λ
f(θ, r) ≤ f(θ0, r0) < ρ2.
The continuity of f then implies that (θ1, r1) is an interior point of Λ. Consequently, ∇f(θ1, r1)
= 0 is equivalent to (4.27) and the proof of the lemma is completed.
Definition 4.14. A function V : H2 → R is said to be a Lyapunov function for the orbit ΩΦ
if the following properties hold:
(i) There exists ρ > 0 such that V : ΩρΦ → R is of class C2 and for all v ∈ ΩΦ,
V (v) = 0 and V ′(v) = 0.
(ii) There exists c > 0 such that for all v ∈ ΩρΦ,
V (v) ≥ c[d(v,ΩΦ)]2.
(iii) For all v ∈ ΩρΦ, there hold
〈V ′(v), Jv〉 = 〈V ′(v), ∂xv〉 = 0.
(iv) If U(t) is a global solution of the Cauchy problem associated with (2.6) with initial
datum U0, then V (U(t)) = V (U0) for all t ≥ 0.
Next, we will show the existence of a Lyapunov function to ΩΦ. As in the proof of Lemma
4.12, we denote by S : H2 → H2 the self-adjoint operator defined as S := R−1G′′(Φ).
Lemma 4.15. There are positive constants M and δ such that(
Sv, v
)
H2
+ 2M
(R−1IΦ, v)2
H2
≥ δ‖v‖2
H2
for all v ∈ {JΦ,Φ′}⊥ = {v ∈ H2; (JΦ, v)
H2
=
(
Φ′, v
)
H2
= 0}.
Proof. From (4.23), we infer that
(4.31)
(R−1IΦ, JΦ)
H2
= (Φ, JΦ)L2 = 0
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and
(4.32)
(R−1IΦ,Φ′)
H2
= (Φ,Φ′)L2 = 0.
Let w := R−1IΦ/‖R−1IΦ‖H2 . Thus, given any v ∈ {JΦ,Φ′}⊥, we can find real constants
a, b, and c such that
(4.33) v = aw + bJΦ+ cΦ′ + z,
with z ∈ {JΦ,Φ′,R−1IΦ}⊥. By taking the scalar product in (4.33) with JΦ and Φ′, respec-
tively, it is easily seen that b = c = 0. As a consequence,
v = aw + z,
with a = (v,w)H2 . Since z ∈ {JΦ,Φ′,R−1IΦ}⊥, Lemma 4.12 implies(
Sv, v
)
H2
= a2
(
Sw,w
)
H2
+ 2a
(
Sw, z
)
H2
+
(
Sz, z
)
H2
≥ a2(Sw,w)
H2
+ 2a
(
Sw, z
)
H2
+ δ‖z‖2
H2
.
(4.34)
But, from Cauchy–Schwarz and Young’s inequalities,
2a
(
Sw, z
)
H2
≤ δ
2
‖z‖2
H2
+
2a2
δ
‖Sw‖2
H2
.
Therefore, (
Sv, v
)
H2
≥ a2(Sw,w)
H2
−
(δ
2
‖z‖2
H2
+
2a2
δ
‖Sw‖2
H2
)
+ δ‖z‖2
H2
.
Let σ := ‖R−1IΦ‖H2 . In this way,(R−1IΦ, v)
H2
= σ
(
w, v)H2 = aσ.
Also, choose M > 0 large enough such that
(4.35)
(
Sw,w
)
H2
− 2
δ
‖Sw‖2
H2
+ 2Mσ2 ≥ δ
2
.
Note that M does not depend on v. Now, from (4.35), we can write(
Sv, v
)
H2
+ 2M
(R−1IΦ, v)2
H2
≥ a2(Sw,w)
H2
−
(δ
2
‖z‖2
H2
+
2a2
δ
‖Sw‖2
H2
)
+ δ‖z‖2
H2
+ 2Ma2σ2
= a2
((
Sw,w
)
H2
− 2
δ
‖Sw‖2
H2
+ 2Mσ2
)
+
δ
2
‖z‖2
H2
≥ δ
2
(
a2 + ‖z‖2
H2
)
=
δ
2
‖v‖2
H2
.
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The last equality follows because w and z are orthogonal in H2. The proof of the lemma is
thus completed.
Let us set
q1 = G(Φ), q2 = F (Φ).
Given any positive constant M , define V : H2 → R by
(4.36) V (v) = G(v) − q1 +M(F (v) − q2)2.
We now prove the main result of this subsection.
Proposition 4.16. There exists M > 0 such that the functional defined in (4.36) is a Lya-
punov function for the orbit ΩΦ.
Proof. Since E and F are smooth conserved quantities of (2.6) and the Cauchy problem
associated with (2.6) is globally well-posed (see Corollary 2.7), it is clear that part (iv) in
Definition 4.14 is satisfied and V is of Class C2. Since V (Φ) = 0 and the functionals E and
F are invariant by the transformations (2.9) and (2.10), we have V (v) = 0 for all v ∈ ΩΦ. In
addition, because
(4.37) 〈V ′(u), v〉 = 〈G′(u), v〉 + 2M(F (u) − q2)〈F ′(u), v〉
for all u, v ∈ H2, and Φ is a critical point of G (see (2.12)), it also clear that V ′(Φ) = 0. By
observing that T1(θ)T2(r)Φ is also a critical point G, it then follows that V
′(v) = 0 for all
v ∈ ΩΦ. Part (i) of Definition 4.14 is also established for any ρ > 0.
Taking the advantage that
F (T1(θ)v) = F (v), E(T1(θ)v) = E(v)
and
F (T2(r)v) = F (v), E(T2(r)v) = E(v)
for all θ, r ∈ R and v ∈ H2, by taking the derivatives with respect to θ and r it is not difficult
to see that part (iii) in Definition 4.14 is also satisfied for any ρ > 0.
Finally, let us check part (ii). From (4.37), we obtain
〈V ′′(u)v, v〉 = 〈G′′(u)v, v〉 + 2M(F (u) − q2)〈F ′′(u)v, v〉 + 2M〈F ′(u), v〉2.
In particular,
〈V ′′(Φ)v, v〉 = 〈G′′(Φ)v, v〉 + 2M〈F ′(Φ), v〉2
=
(R−1G′′(Φ)v, v)H2 + 2M(R−1F ′(Φ), v)2H2
=
(
Sv, v)H2 + 2M
(R−1F ′(Φ), v)2
H2
.
Now recall that
F (U) =
1
2
(U,U)L2 =
1
2
(R−1IU,U)H2 =
1
2
〈IU,U〉
which implies that F ′ = I. Hence,
〈V ′′(Φ)v, v〉 = (Sv, v)H2 + 2M(R−1IΦ, v)2H2 .Down
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Thus, from Lemma 4.15 we deduce the existence of positive constants δ and M such that
(4.38) 〈V ′′(Φ)v, v〉 ≥ δ‖v‖2
H2
for all v ∈ {JΦ,Φ′}⊥. Since V is of class C2, a Taylor expansion gives
V (v) = V (Φ) + 〈V ′(Φ), v − Φ〉+ 1
2
〈V ′′(Φ)(v − Φ), v − Φ〉+ h(v),
where h is a function satisfying
lim
v→Φ
h(v)
‖v − Φ‖2
H2
= 0.
Thus, if R is the constant appearing in Lemma 4.13, without loss of generality, we can select
ρ ∈ (0, R/2) such that
(4.39) |h(v)| ≤ δ
4
‖v − Φ‖2
H2
for all v ∈ Bρ(Φ).
By noting that V (Φ) = 0 and V ′(Φ) = 0, and using (4.38) and (4.39), it follows that
V (v) =
1
2
〈V ′′(Φ)(v − Φ), v − Φ〉+ h(v)
≥ δ
2
‖v − Φ‖2
H2
− δ
4
‖v − Φ‖2
H2
=
δ
4
‖v − Φ‖2
H2
≥ δ
4
[d(v,ΩΦ)]
2,
(4.40)
provided that ‖v −Φ‖H2 < ρ and v − Φ ∈ {JΦ,Φ′}⊥.
Now take any v ∈ ΩρΦ. Since ρ < R/2 < R, from Lemma 4.13 there exist θ1, r1 ∈ R such
that u := T1(−θ1)T2(−r1)v ∈ Bρ(Φ) and(
v − T1(θ1)T2(r1)Φ, JT1(θ1)T2(r1)Φ
)
H2
=
(
v − T1(θ1)T2(r1)Φ, T1(θ1)T2(r1)Φ′
)
H2
= 0,
which mean that ‖u− Φ‖H2 < ρ and u− Φ ∈ {JΦ,Φ′}⊥. Consequently, (4.40) implies
V (v) = V (u) ≥ δ
4
[d(u,ΩΦ)]
2 =
δ
4
[d(v,ΩΦ)]
2.
This proves part (ii) and completes the proof of the lemma.
4.3. Orbital stability in the energy space. Now we prove our main orbital stability result.
Theorem 4.17. Let α = 4/25. Let φ be the solution of (1.4) given in (1.6). Then, the
standing wave
Θ(x, t) =
(
φ(x) cos(αt)
φ(x) sin(αt)
)
is orbitally stable in H2.
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Proof. The proof is similar to that of Proposition 4.1 in [24]. For the sake of completeness
we provide some details. Fix ε > 0 and let V : ΩρΦ → R be the Lyapunov function given in
Proposition 4.16. Since V (Φ) = 0 and V is continuous, there exists δ ∈ (0, ρ) such that
V (v) = V (v)− V (Φ) < cmin
{
ρ2
4
, ε2
}
, v ∈ Bδ(Φ),
where c > 0 is the constant appearing in Definition 4.14. The invariance of V with respect to
the symmetries in (2.9) and (2.10) then yields
(4.41) V (v) < cmin
{
ρ2
4
, ε2
}
, v ∈ ΩδΦ.
Let U0 ∈ H2 be a function such that U0 ∈ Bδ(Φ). From Corollary 2.7, the solution, say U(t),
of the Cauchy problem associated to (2.6) with initial datum U0 is defined for all t ≥ 0. Let
I be the interval defined as
I = {s > 0; U(t) ∈ ΩρΦ for all t ∈ [0, s)}.
The fact that δ ∈ (0, ρ) and the continuity of U(t) imply that I is a nonempty interval with
inf I = 0. We want to show that I is the whole positive semiline; that is, s∗ := sup I = ∞.
Assume by contradiction that s∗ < ∞. Parts (ii) and (iv) in Definition 4.14 give
c[d(U(t),ΩΦ)]
2 ≤ V (U(t)) = V (U0) < cρ
2
4
for all t ∈ [0, s∗), where in the last inequality we have used the fact that U0 ∈ Bδ(Φ) and (4.41).
Thus, we deduce that d(U(t),ΩΦ) < ρ/2 for all t ∈ [0, s∗). It is clear that the continuity of
U(t) implies the continuity of the function t → d(U(t),ΩΦ). Consequently, d(U(s∗),Φ) ≤ ρ/2.
The continuity of U(t) implies again that sup I > s∗, which is a contradiction. Therefore,
I = [0,∞) and
c[d(U(t),ΩΦ)]
2 ≤ V (U(t)) = V (U0) < cε2
for all t ≥ 0. The proof of the theorem is thus completed.
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