We have developed an exact model and algorithm for the delay-constrained minimum cost loop problem (DC-MCLP) of finding broadcast loops from a source node. While the traditional minimum cost loop problem (MCLP) deals with only the traffic capacity constraint served by a port of source node, the DC-MCLP deals with the mean network delay and traffic capacity constraints simultaneously. The DC-MCLP consists of finding a set of minimum cost loops to link end-user nodes to a source node satisfying the traffic requirements at end-nodes and the required mean delay of the network. In the DC-MCLP, the objective function is to minimise the total link cost. We have formulated the DC-MCLP and proposed an exact algorithm for its solution. The proposed algorithm is composed of two phases: in the first phase, it generates feasible paths to satisfy the traffic capacity constraint; in the second phase it finds the exact loop topology through matching and allocating optimal link capacity to satisfy the mean delay constraint. In addition, we have derived several properties including the memory and time complexity of the proposed algorithm. Performance evaluation shows that the proposed algorithm has good efficiency for networks with less than thirty nodes and light traffic. Our proposed algorithm can be applied to find the broadcast loops for real-time multimedia traffic.
Introduction
Network topology is defined as the configuration of connecting computers in a network. Topology affects important factors such as communication cost and transmission speed of a network. Thus, topology discovery is an important research area in computer networks.
Modern computer networks consist of backbone networks that serve as major highways to transfer large volumes of communication traffic, and local networks that feed traffic between backbone nodes and end-user nodes connected to the backbone. Several researchers have proposed algorithms for discovering the topology of the Internet backbone [1] [2] [3] [4] [5] . A local area network (LAN) connected to a backbone node, can be regarded as an end-user node. A local network, therefore, consists of a backbone node and several end-user nodes hanging off a LAN. Examples of local network are campus networks or enterprise networks that are composed of gateway routers connected to outer backbone networks such as the Internet, and internal users such as host computers, switching hubs etc.
In a local network, the total traffic volume of end-user nodes that can be served by a port of the backbone node is limited. So, the local network consists of a backbone node (source) and several trees or rings that cover all end-user nodes to satisfy the constraints on traffic volume.
Topology discovery is required to find all the trees or loops in a local network that satisfies the constraints.
Issues related to topology discovery for local network has been classified into two problems in the literature: capacitated minimum spanning tree problem (CMSTP) [6, 7] and minimum cost loop problem (MCLP) [8] . The CMSTP finds a set of minimal spanning trees with a capacity constraint. In the MCLP, end-user nodes are linked together by a loop that is connected to a port in the backbone node. The links connecting end-user nodes have a finite capacity and can handle a restricted amount of traffic, thus limit the number of end-user nodes that can be served by a single loop. The objective of the design is to form a collection of loops that serve all user nodes with a minimal connection cost [9, 10] . The MCLP is known to be NP-hard [11] , and consists of finding a set of minimum cost loops rooted at the source node satisfying the traffic constraint only. The MCLP considers the traffic capacity constraint, but communication delay between end-user nodes deteriorates quality of service (QoS) of users as the network size grows. To solve this issue, it is necessary to consider the traffic capacity and the mean network delay constraints together. However, no previous work has been reported on the delay-constrained minimum cost loop problem (DC-MCLP). We, therefore, present the DC-MCLP in this paper.
A similar problem is the QoS routing problem, which is to select feasible paths that satisfy various QoS requirements of applications in a network. Multiple additively constrained QoS routing problem is referred to as multiple constrained path selection (MCPS) [12 -14] . Delay constrained least cost (DCLC) path selection problem [15, 16] is to find a path that has the least cost among the paths from a source to a destination for which the delay remains under a given bound. To solve the above problems, network configurations such as link connectivity, link cost, and delay should be available. Alternatively, the proposed DC-MCLP is to find the network configuration composed of several loops to satisfy the network delay constraint. Since the problem definition of DC-MCLP is different from those of MCPS and DCLC, solutions to MCPS and DCLC cannot be applied to DC-MCLP. Another similar problem is the vehicle routing problem (VRP) [17] in transportation science. However, existing algorithms for MCLP and VRP [18 -20] do not consider network mean delay. Without modification, they cannot be applied to the DC-MCLP that has additional constraint, that is, the mean delay of network should be within the desired time. Although algorithms [21 -24] for the topological design of backbone networks consider the network mean delay, they do not consider the traffic capacity constraint. Thus, they are not useful for the DC-MCLP.
The objective of this paper is to formulate the DC-MCLP and to develop an exact algorithm to solve the problem. We propose a dynamic programming-based exact algorithm for the solving the DC-MCLP. To investigate the feasibility of the algorithm for real networks, we carry out a performance evaluation of the algorithm. Our proposed algorithm solves the DC-MCLP in two phases: in the first phase, the algorithm uses dynamic programming to generate feasible solutions to satisfy the traffic capacity constraint. In the second phase, it finds exact loop topology based on the matching and the optimal link capacity allocation to the set of capacitated loops in order to satisfy the desired mean network delay constraint. Computational complexity shows that our algorithm can be effectively applied to problems where the number of nodes is less than thirty and traffic volume is light.
Our performance evaluation results obtained from simulation of analytical model shows that the execution time of our algorithm takes a maximum 200 seconds for the worst case with 30 nodes and heavy traffic volume. If the number of nodes is less than thirty, or the total traffic volume is not heavy, the execution time becomes less. We, therefore, suggest using our exact algorithm for small local networks (less than thirty nodes), and heuristic methods [10] can be used for large local networks. The main contributions of this paper are: (i) formulation of the DC-MCLP, (ii) proposing and evaluating its exact solution, and (iii) determining the threshold in choosing between heuristic methods and the exact algorithm depending on the size of the local network.
The suggested algorithm reduces the total cost in a short computation time. In addition, it can be applied to the design of synchronous optical network and the finding of broadcast loops from the source node in order to transfer the message to end-user nodes in the local network. An earlier version of this paper was presented in [25] .
The rest of the paper is organised as follows. Section 2 presents the mathematical formulation of the DC-MCLP. Section 3 describes our proposed dynamic programming based modelling and exact algorithm for the DC-MCLP. Section 4 evaluates the computational complexity and execution time of our proposed algorithm. Finally, concluding remarks are given in Section 5.
Formulation of the DC-MCLP
In this section, we first describe the mathematical formulation of the MCLP, which is related to the DC-MCLP. Then we present the mathematical formulation of the DC-MCLP.
MCLP and DC-MCLP
To aid in better understanding the DC-MCLP formulation, we first familiarise the readers with the formulation of the MCLP. The MCLP (see Fig. 1 ) is concerned with finding a set of minimal cost loops that are used form the broadcast paths for real time traffic, such as multimedia. The end-user nodes are linked together by a loop connected to a port in the backbone node, where the links connecting the end-user nodes have finite capacity, i.e. they can handle limited amount of traffic (Q). This translates to restricting the number of end-user nodes served by a single loop. The solution of the MCLP results in a collection of loops that serve all end-user nodes with a minimal connection cost. We now consider the modelling of MCLP. Assume that there is graph, G ¼ (V, E), where V ¼ f0, 1, 2, . . . , ng, traffic requirement at node is W i (i [ V 2 f0g) and link cost between node i and node j is d ij ( j [ V 2 f0g and (i, j) [ E). Q represents maximum traffic served by a single loop. Index 0 represents the source node and can be viewed as an object such as the backbone router with several ports. End-user nodes originate traffic and can be regarded as hosts or switching hubs. The problem formulation of MCLP is described by (1) . The objective of the MCLP is to find a collection of least-cost loops rooted at node 0. L p is the pth loop ( p ¼ 1, 2, . . . , lcnt: where lcnt is the number of loops in the solution) whose two of nodes are connected the source node. A particular case occurs when each W i is equal to one. In that case, the constraint means that no more than Q nodes can belong to any loop of the solution. With this constraint, we can confine the fault to the loop only in which it occurred.
Since MCLP is NP-hard [19] , optimal solutions for a large problem cannot be obtained in a reasonable amount of computing time. Moreover, no exact algorithm for MCLP has been reported in the literature. Therefore, heuristic methods [18, 20] have been developed to obtain approximate solutions for the problem. Heuristics for MCLP are to convert a given TSP tour into feasible loops, with the constraint that the maximum number of nodes to be included in a single loop is less than the predefined threshold. However, heuristic algorithms consider neither mean delay constraint nor allocate the link capacity. Thus, they supply only a collection of loops with a minimal distance.
While MCLP deals with only traffic capacity, DC-MCLP deals with both traffic capacity and network mean delay constraints simultaneously. The objective of the DC-MCLP is to find a collection of least-cost loops rooted at the source node. Since the number of nodes that a port can serve is limited in a real environment, several loops have to be found. In addition, network mean delay constraint, QoS parameter of end-user nodes is added to the problem. In this case, we have to consider the capacity allocation for links included in the loops to meet the required mean delay constraint. In DC-MCLP (see Fig. 2 ), the computed mean network delay (T ) should be less than or equal to the predefined threshold (Delay). In the rest of this section, we formulate the DC-MCLP.
Notation
We will call our algorithm (to be presented in Section 3) the DC-MCLP algorithm, and use the following notations to formulate the DC-MCLP problem: 
weight of link k in topology obtained by the second phase of DC-MCLP algorithm
f k ( j, S) the minimum distance (cost) for a loop that covers set S composed of k nodes from the source node to node j to satisfy the traffic capacity constraint Q (k represents the number of nodes included in the set, S) P m set, f jg < S which is composed of the same elements ignoring the order f 0 k (P m ) the minimum cost among f k ( j, S) corresponding to the set, P m R m node sets corresponding to f 0 k (P m ) considering the order loop x set of loops connecting of two end-nodes in R m to the source node (x ¼ 1, 2, . . . , l) f (loop x ) total link cost corresponding to loop x R set of optimal loops T mean delay time of network (s) T k mean delay time of link k (s) v total traffic between source-destination pairs 1/m average packet length (bits/packet) C k the capacity of link k obtained by the second
Assumptions
We make the following assumptions to formulate the DC-MCLP in the next section. The traffic generated at a node cannot exceed the maximum traffic served by one loop (Max fW i g Q, 1 i n) and the total traffic exceeds the maximum traffic served by a loop ( P i¼1 n W i . Q). In addition, an arrival of packet is based on a Poisson distribution and service time of packets is exponentially distributed.
Problem formulation
We formulate the DC-MCLP in order to satisfy the mean delay constraint (total network mean delay time is less than the desired mean delay) in addition to satisfying the traffic capacity limitation imposed by the existing MCLP. Generally, the mean delay time (T ) of the network is given by (2) .
Since each link k can be regarded as an independent M/M/1 queue, mean delay time (T k ) at link k can be obtained from queuing theory as follows. Substituting (3) into (2) gives the network mean delay
The total link cost for the specific loop x (x ¼ 1, 2, . . . , l) is assumed to be a linear function as given by (5) .
Having defined the network mean delay (4) and the objective function (5), the DC-MCLP can be formulated by (6)- (10) Minimise
s:t:
The objective function of DC-MCLP is to find a collection of loops with minimal link cost (6) . Constraints of DC-MCLP are: (i) average traffic flow on the link should be smaller than capacity of the link (7), (ii) mean delay time of network (T ) has to be dropped within allowable mean delay time (Delay) (8) and, (iii) maximum traffic flow on one loop must be below Q (9) . If the number of nodes to be included in a loop should be less than a specific value (Q), we change W i to 1, 8i in (9). Equation (10) represents that m links have to be included in the solution.
x ij represents a link between node i and j (i, j: i ¼ 1, 2, . . . , n; j ¼ 1, 2, . . . , n). If link (i, j) is included in any loop (L p ) of the solution, then x ij is set to 1.
Solution of the DC-MCLP
Having formulated the DC-MCLP in the previous section, we now develop the solution for the problem. Our solution consists of two phases: feasible path generation phase and matching and link capacity allocation phase as described below.
Feasible path generation phase
To generate the feasible paths for DC-MCLP using dynamic programming, we define stage variable and state variables.
, is the number of nodes required to form a path rooted at the source node to any arbitrary node j. † State variables, j and S, are the node index to be connected and the set of node indexes included in the path in order to connect node j, respectively. Then, using the principle of optimality, the recurrence relation can be obtained as shown in (11) If
In (11), f k ( j, S) represents the least cost to connect node j when the number of nodes included in S is k. f k ( j, S) is set to infinity when the sum of traffics at end-user nodes (
Since boundary condition (BC) represents the cost to connect from the source node to node j directly without intermediate nodes, BC is defined by (12) .
To obtain a feasible solution, we compute f 1 ( j, S) for all ( j, S) satisfying P q[S W q þ W j Q by using f 0 . Then, f 2 ( j, S) is computed using f 1 . By repeating this procedure, we reach the phase where
Q, for all ( j, S). Since f k ( j, S) are infinity for all ( j, S) at such a phase, we set L ¼ k. This means that the loop cannot be extended any further. So, paths obtained at the previous stage k (0, 1, 2, . . . , L 2 1) are feasible solutions.
Matching and link capacity allocation phase
At stage k of the path generation phase, f k ( j, S) represents the cost of the path that is composed of the same elements as j < S, but the order of elements included in the set is different. Among f k ( j, S), the minimum cost, f 0 k (P m ) is computed. That is, the cost for P m at stage k, f 0 k (P m ) is as follows.
The value of f 0 k (P m ) from (13) represents the cost of the loop including the connection cost to the source node, which is composed of the same node indexes of different order. Node set of the optimal policy, R m corresponds to f 0 k (P m ). R m is the set of node indexes included in the loop rooted from the source node and represents the node sequence of loop. We find the set of loops containing the source node by adding the source node index (0) to the both end-side indexes of R m as (14) .
Then, we compute f(loop x ), the corresponding cost to loop x . f(loop x ) represents the cost for each loop x (x ¼ 1, 2, . . . , l ) after allocating link capacities optimally and computing the total cost( P dd k C k ). In order to obtain the optimal link capacity for each link k, we use fixed routing to first find the mean arrival rate (l k : k ¼ 1, 2, . . . , m) of links on the capacitated loop (loop x : x ¼ 1, 2, . . . , l). The reason to use fixed routing is that, in order to transfer the traffic to the backbone node, each node in the loops has to send it to the neighbor node on the loop. Using the desired network mean delay (Delay), we can allocate link capacities optimally [20] 
The global optimal value, F, is the least value among the cost, f(loop x ) corresponding to loop x .
Property of DC-MCLP algorithm
We present the following lemmas in order to show the properties of the proposed algorithm.
Lemma 1: Feasible path generation phase ends in the finite stages.
Proof: When the path generation phase ends depends on the relationship between P i¼1 n W i and Q. In the worst case ( P i¼1 n W i ' Q), we might generate maximum feasible paths. In such a case, k is close to n. The maximum of k (¼L) can be nearly the same as n 2 1, but not more than or equal to n. If L is equal to n, we will find a single loop like travelling salesman tour. This is against our assumptions ( P i¼1 n W i . Q). Thus, we can finish the path generation phase in at most n21 stages.
A Lemma 2: The number of additions and comparisons in the feasible path generation phase are n(n 2 1)2 L and n(n 2 2)2 L respectively.
, we have to add n21 C k for n nodes, and compare n21 C k for the previous stage and n nodes. Therefore, the number of additions
The upper bound for the number of additions and comparisons in the matching and link capacity allocation phase are n(n 2 1)2 L and n(n 2 2)2 L , respectively.
Proof: In the matching and link capacity allocation phase, we do not consider the sequence of nodes unlike in the feasible path generation phase. It is natural for this to make the amount of computations less in most cases. However, since there might exist the case that the amount of computation is same according to the traffic capacity constraint ( P i¼1 n W i Q) regardless of the consideration for node sequence, we can state that the number of additions and comparisons in the matching and link capacity allocation phase is same as those in the feasible path generation phase at most. Thus, the upper bound for the number of additions and comparisons in the matching and link capacity allocation phase are n(n 2 1)2 L and n(n 2 2)2 L respectively. A Lemma 4: DC-MCLP algorithm produces the optimal solution.
Proof: In the feasible path generation phase, we enumerate the feasible paths by using the optimality principle of dynamic programming. So, there can be no other feasible paths except our solutions. In the matching and link capacity allocation phase, we first find partitions of which unions compose of the node set, N 0 ¼ f1, 2, . . . , ng. Next, we generate loops composed of the above partitions. These loops are found by adding the index of the source node to indexes of both end nodes included in the partition. They are candidates for optimal solutions. Then, we find all the costs of loops by allocating the optimal link capacities satisfying the mean delay constraint (Delay). These costs are sub-optimal solutions because they represent the optimal cost for the specific corresponding loops. Finally, since we select the least cost solution among sub-optimal solutions, it is natural for that solution to be the global optimal solution. A
Optimal DC-MCLP algorithm
From the above model, the optimal DC-MCLP algorithm is described as the following. 
Matching and link capacity allocation
for all i and j do add W i for each i included in loop x up to C k . end for end for for all k such that k ¼ 1, 2, . . . , L 2 1 do compute l k by using the fixed routing. end for for all loop x such that
] end for find the set of optimal loops (R) corresponding to F.
Variables:
Refer to notation in section 2.2
Performance evaluation
Having formulated the DC-MCLP and its solution in Sections 2 and 3, in this section, we evaluate the performance of the algorithm in terms of its computational complexity.
Numerical example
To facilitate better understanding our DC-MCLP algorithm, we provide below a simple example. We consider the problem that the maximum traffic (Q) per loop is eight, traffic requirement at each node are 1, 2, 3 and 4 (W i : i ¼ 1, 2, 3, 4). Mean network delay constraint (Delay) is 1 ms. Also, assume that mean packet length (1/m) is 1000 bits/packet, with d set to 1. Index of the source node is 0. Distance matrix (D) is non-symmetric as shown in Table 1 . The computing steps of the optimal DC-MCLP algorithm are shown in Table 2 for the feasible path generation phase and Table 3 for matching and link capacity allocation phase. The optimal policy in Table 2 shows the node index with the least cost in the previous stage to connect node j. Numbers in f g in Table 3 represent R m .
In Table 3 , f(loop x ) represents cost for each loop x (x ¼ 1, 2, . . . , 6) after allocating link capacities and computing the total cost( P dd k C k ). d k and C k are the distance cost and the link capacity for link k respectively. For example, Table 4 shows the result after allocating link capacities to loop 2 . Capacities and delay times for each link to meet the total network mean delay (1 ms) are also presented. Through the optimal link capacities, we find the optimal cost (F ¼ 64.31) which is the minimum among f(loop x ) (x ¼ 1, 2, . . . , 6) in Table 3 . Thus, the corresponding optimal loops are (0-2-4-1-0) and (0-3-0).
Computational complexity and mean execution time
We first consider the amount of computation in the stage variable (k). It is maximum when the traffic requirement at each node is one (W i ¼ 1, 8i) and the maximum traffic per single loop is Q. First, for any stage (k), f k ( j, S) must be computed for k Â n C n21 different ( j, S) pairs. Since such computation requires k additions and k 2 1 comparisons, where k ¼ 1 to L, the number of additions and comparisons in the feasible path generation phase are n(n 2 1)2 L and n(n 2 2)2 L respectively by Lemma 2 in Section 3.3. In addition, we also represent that the upper bound for number of additions and comparisons in the feasible path generation phase are n(n 2 1)2 L and n(n 2 2)2 L respectively by Lemma 3 in Section 3.3. Table 5 shows that the number of nodes and maximum Q corresponding to the sum of the number of additions and comparisons for number of nodes (n) being 30 and Q ¼ 29. Step In order to evaluate the proposed algorithm, we wrote a program in C and carried out the computational experiments on an IBM PC. We assumed that the traffic requirements at end-nodes are have Poisson distribution. If X is an exponentially distributed random variable, and l is the average traffic rate of the network, they can be related by the following expression and the following expression is obtained.
In (18), U is an uniformly distributed random variable between 0 and 1. Using (18) , n Poisson random number were generated and used as traffic requirements (W i : i ¼ 1, 2, . . . , n). 10, 20, and 30 were used as the number of nodes (n). Maximum traffic (Q) handled in a single loop for three different cases (heavy traffic-
n W i , and light traffic-Q ¼ 1/4 P i¼1 n W i ) were used. Fig. 3 shows the mean real execution time of our proposed algorithm for three different cases. For each case, ten problems were randomly generated and executed on an IBM PC. Our proposed algorithm shows the best efficiency when the sum of the traffics is much less than Q. That is, when the number of nodes is 10, mean execution times for light, medium, and heavy traffic cases are 0.3, 0.3, and 0.2 seconds respectively. Alternatively, when the number of nodes is 30, mean execution times for light, medium, and heavy traffic cases are 60, 134 and 200 seconds respectively. In Table 5 , we observe that the theoretical number of computations for (n ¼ 30, Q ¼ 29) and (n ¼ 100, Q ¼ 25) are almost the same, but the real execution time is different. This is because k Â n C n21 storage spaces are required in each stage k to store f k ( j, S), i.e. as the number of nodes becomes large, memory access time increases sharply because the main memory cannot maintain all the results from the previous computation. Thus, the execution time is sharply increased as the number of nodes becomes larger. In addition, the reason for the less execution time in the light traffics is that since the L value in the algorithm becomes small in the light traffic case, the amount of computations for our DC-MCLP algorithm also becomes small. To summarise, the proposed DC-MCLP algorithm is affected by the traffic volume and Q, and is effective in the case when the number of nodes is less than thirty and the traffic volume is light. Since the execution time increases exponentially as the number of nodes is more than thirty, it is desirable to use the heuristic method for the network with large nodes or heavy traffic.
Conclusions
In this paper, we have presented the problem formulation and an exact algorithm for DC-MCLP, which has not been reported in any previous work. The proposed exact Step algorithm minimises the total cost to discover the optimal loop topology with additional mean network delay constraint. It consists of generating the feasible paths using dynamic programming, and finding the exact loop topology by matching and allocating the optimal link capacities to meet the network mean delay constraint. Several measures about the performance of our algorithm were derived, and through experiments, it was shown that the proposed algorithm is effective when the number of nodes is less than thirty and the total traffic volume is much smaller than the maximum traffic to be served by a port of the source node. Our proposed algorithm can be used by network designers for topological design, and applied to any network regardless of its configuration. In addition, it can be used to discover the broadcast loops for real-time multimedia traffic. Future work consists of developing a heuristic algorithm applicable to local networks with large number of nodes, in addition to an alternative exact algorithm for the small networks with further reduced computation time requirements. 
