Abstract. In SMP clusters it is not always convenient to switch from pure message-passing code to hybrid software designs that exploit shared memory. This paper tackles the problem of restructuring an existing MPI code through the insertion of OpenMP directives. The choice of the best code is carried out with a performance-oriented approach, predicting the effect of application hybridization in the MetaPL/HeSSE simulation environment, without writing and running any hybrid software. The technique is validated by applying the devised changes to the code, and comparing the predicted results to actual running time measurements.
Introduction
Symmetrical multiprocessor (SMP) hardware currently is pervasive in high performance computing environments. The availability of relatively low-cost SMP nodes, originally targeted at the demanding high-end server market, has given a boost to the diffusion of networks of SMP workstations and clusters of SMPs networked by high-speed switches, or by inexpensive commodity networks [1] . Now that computing nodes made up of multiple processors sharing a common memory are commonly available, it is natural to wonder if it is worth to switch to software designs exploiting shared memory, given that most current software was developed with shared-nothing architectures in mind. The literature reports many experiences of adoption of a two-tier programming style, based on shared memory for communication between processes running in the same node, and on message-passing for outer-world communications. Even if special programming models have been purposely developed for such systems [2] , the joint use of MPI and OpenMP is emerging as a de facto standard. In the hybrid MPI-OpenMP model, a single message-passing task communicating using MPI primitives is allocated to each SMP processing element, and the multiple processors with shared memory in a node are exploited by parallelizing loops using OpenMP directives and runtime support.
Neither the development from scratch of hybrid MPI-OpenMP applications, nor the restructuring of existing MPI code by the addition of OpenMP directives are particularly complex. The problem is to understand, before any significant development or code restructuring step is taken, if the resulting performance is worth the effort. There is a wide body of literature pointing out that sometimes a standard single-layer MPI application is the best performing solution [3, 4] . In fact, exploiting coarse parallelism at task level and fine-or medium-grain parallelism at loop level is an attractive solution, but its performance depends heavily on architectural issues (type of CPUs, memory bandwidth, caches, ...) and, above all, on the application structure, code and data dimension. Therefore it may be sometimes preferable to use a canonic MPI decomposition, allocating on each node a number of tasks equal to the number of CPUs. By the way, this means simply not to restructure existing MPI applications.
Due to its higher architectural complexity and to the multiplicity of software layers, a hybrid OpenMP/MPI environment makes particularly hard to cope with the wide range of computational alternatives to be explored to obtain high performance [5, 6] . In a previous paper [7] , we have shown that simulation-based tools can be successful to model and to predict the performance of existing (i.e., fully developed) hybrid OpenMP/MPI applications. The focus in this paper will instead be on the restructuring of traditional MPI code. The objective is to apply performance prediction techniques to MPI code to understand from the start if the use of hybrid programming techniques will lead to a performance improvement. The decision to switch to a hybrid software design will possibly be taken by examining the performance results obtained in a performance-oriented development environment. This environment, based on the use of the MetaPL description language [8] , will make it possible to insert interactively OpenMP directives in the code and to evaluate immediately the final effect on overall system performance by running HeSSE [9] simulations of the modified code.
After a brief overview of the HeSSE/MetaPL modeling technique, this paper will go on to describe their application to an existing MPI program, showing how to predict the effects of the insertion of OpenMP directives (hybridization) in the target software. The application model (not the real code) will be modified and simulated, predicting the effects of the hybridization, and helping the developer to choose the best way to parallelize. Then the real application code will be modified, following the indications given by the analysis, and the predicted application performance will be compared to the actual results obtained in the real cluster environment. After a discussion on the accuracy of the model used, the paper closes with an examination of related work and the conclusions.
The HeSSE/MetaPL Modeling Technique
In order to predict the effects of hybridization, i.e., of the insertion of OpenMP directives in an existing MPI code, the very first step is to set up a model of the given application and of the target computing environment. The adopted simulation framework, HeSSE (Heterogeneous System Simulation Environment), is a component-based simulation environment, which builds simulation models by composition of more specialized simulation models, modeling subsystems of a heterogeneous distributed system [9] [10] [11] . Simulation components are able to reproduce both the functional (services offered to the system) and behavioral (time spent in performing actions) actions of the different portions of the system. Components can be passive (waiting for service requests from other simulation components), or active (at simulation start, they send service requests to the environment). Active components are mainly used to describe system evolution; they are usually fed by pre-collected or synthetic trace files. Trace files are essentially a low-level description of the system inner behavioral characteristics.
A very interesting possibility offered by software development in simulation environments [8] is the iterative refinement and performance evaluation of program prototypes. Prototypes are incomplete program designs, skeletons of code where the computations interleaved between concurrent process interactions are not fully specified. In a prototype, these "local" computations are represented for simulation purposes by delays equal to the (expected) CPU time that will be spent in the actual code. The use of prototypes has shown that this synthetic way of describing the behavior of a parallel program is very powerful: it is languageand platform-independent, shows only essential features of the software, and can successfully be used for performance analysis at the early development stages.
These considerations led to the development of the MetaPL language [8, 12] , a notation system designed to be the evolution of the concept of prototypes. MetaPL is an XML-based Tag language, and provides predefined elements for the description at different levels of detail of generic parallel programs. Using XML extension characteristics, the capabilities of the language can be expanded whenever necessary. The use of a single, flexible notation system may help the development of CASE tools and data interchanging between them. Furthermore, its suitability for simulation promotes performance analysis techniques in the early stages of the software development cycle. MetaPL promotes the use of a transformational approach: a description can be translated into different ones, less general but more detailed, or in other types of system descriptions, such as diagrams or documents. We call the transformation engines MetaPL filters; depending on the target of the transformation, filters can operate silently, or can query the user for the information required to perform the translation process.
The link between the MetaPL description language and the HeSSE simulation environment is the production of trace files through a suitable filter [8, 12] . In fact, the joint use of MetaPL and HeSSE works as follows:
-the behavior of the system (software application, middleware, . . . ) is described in MetaPL language; -the system is described as a simulator configuration (this is carried out using the HeSSEgraphs tool [12] ); -the behavioral level description is filtered, translating it into a set of trace files, representing the executions to be analyzed; -simulation is carried out and the obtained performance results are used to drive the further development or the optimization (depending on whether the software is only in prototypal form or has been fully developed).
Application Analysis and Hybridization
As mentioned in the introduction, the objective of this paper is the analysis of an existing MPI program, finalized at understanding if the insertion of OpenMP directives will improve the application performance or not. The use of an integrated modelling/simulation environment makes it possible to predict the effects of hybridization, without any change in the real code and with limited use of the target system, which is involved in the development process only for the initial measurement of timing data. Throughout the paper, we will adopt as case study an existing MPI code [13] solving the well-known N-body problem, which simulates the motion of n particles under their mutual attraction. Of course, the objective of this paper is not to present an ultimate solution for the N-body problem, but just to use an existing, not trivial, MPI code as the basis for possible OpenMP parallelization steps. It should be explicitly noted that these steps are not necessarily trivial, and that sometimes they require clever code restructuring.
The proposed approach is made up of the following steps, described orderly in the following subsections:
1. application and system modeling; 2. model enrichment with timing data; 3. model hybridization and performance analysis.
At the end of these three steps, on the basis of performance data obtained only by simulation, it can be taken the decision if to adopt a hybrid code, or to use an MPI-only code with multiple tasks per SMP node.
Application and System Modeling
The system used as testbed for the chosen application is the Cygnus cluster at the Parsec Laboratory, 2 nd University of Naples. This is a Linux cluster of biprocessor Xeon SMP nodes, with a Fast Ethernet Switched network. Figure  1 shows a screenshot of the description of four nodes of the system within the visual tool HeSSEgraphs. The description can be automatically translated into a HeSSE configuration file. The configuration needs only to be tuned with parameters taken from the real environment. In [10] we showed how to obtain this information, whether the system is available for measurements, or not.
Simulation of hybrid applications in HeSSE needs the adoption of specific components, which reproduce the services that OpenMP offers to the application. It is out of the scope of this paper to describe these simulation components. It is only worth to point out that, when OpenMP applications are simulated, HeSSE uses an additional trace file containing all the OpenMP directives. Process trace files contain references to the OpenMP specific trace file. During the simulation, when a simulated process finds an OpenMP directive, asks for the proper service to an OpenMP Simulator Component, which manages the local threads according to the semantics of OpenMP [7] .
Fig. 1. Cygnus model in the HeSSEgraph environment
The MetaPL application model can be built using the Eclipse environment with suitable XML plugins. This environment can be of great help to ease the analysis process. Figure 2 shows a screenshot of a high level MetaPL description of the target MPI application. After the addition of timing information to the original MPI code description, it will be possible by means of MetaPL filters (composition of XSLTs) to generate simulation traces that describe the application execution on the target cluster. In the chosen environment an Ant project was built, which applies the required transformations in the right order, producing the trace files that can be directly simulated, as the simulator is considered an external tool.
Model Enrichment with Timing Data
In the following, the MetaPL model will be used to generate the traces used by the simulator for the generation of the application performance predictions. Traces contains the timed sequence of call for services issued by each application process (MPI primitives, OpenMP directives, O.S. calls, . . . ) and of CPU bursts. They do not contain communication timing, which will be generated at simulation time taking into account the actual communication workload. Hence the trace generation process requires service parameters (e.g., the dimensions of data for an MPI send primitive), which can be easily obtained from the model, and the duration of CPU bursts, which have to be evaluated by direct measurement. Careful measurement and tuning make it possible to take (partially) into account the effects of the target memory system.
The CPU burst measurements have been carried out by instrumenting the relevant sections of code (roughly speaking, the long computation sequences between two MPI communications) by a simple library developed on the top of PAPI [14] . This just made it possible to evaluate the (CPU) time spent in each application code region. It should be explicitly noted that the model contains no timing information about the duration of MPI communications (protocol software overhead, transmission over a loaded network media, . . . ). These depend on the hardware system configuration and will be instead automatically generated by simulating the given target configuration driven by the traces that contain only "local" timing information. Figure 3 shows a sample view of the resulting MetaPL model, namely the main application loop. The application is made up of three basic computation steps, to be iterated a fixed number of times: ComputeTree, ComputeForce, Update. Before and after each of these steps, there is an MPI communication among the worker tasks. The main loop, repeated three times, starts with a barrier synchronization, followed by the first code region (ComputeTree), which in its turn is subdivided in two sections (ComputeTree 1, ComputeTree 2). Both of them are not fit for OpenMP parallelization, because they or do not contain loops at all, or contain only while loops iterated a number of times not known at compilation time. Even if the code could be transformed, in order to make it possible to apply OpenMP parallelization, we will ignore this problem here, assuming for simplicity's sake that Compute tree is simply not parallelizable.
The second code region (ComputeForces), performs the computation of the positions of the n bodies and is the most computation-intensive section. Its actual response time is directly dependent on the problem dimension. Unlike ComputeTree, ComputeForces is made up of loops directly parallelizable with OpenMP. It is followed by an MPI Reduce and by the last code region (Update), which is composed of two steps (NewV and NewX), which update particle speed and positions. Also these code sections can be easily parallelized with OpenMP.
Model Hybridization and Performance Analysis
The objective of the third and last modeling step is to understand whether it is useful to insert OpenMP directives in the MPI code and to resort to a hybrid OpenMP-MPI code, or it is better to launch as many MPI tasks as available CPUs in each computing node (two tasks per node, in our case). The most important point is that this comparative analysis is performed only on simulated data. In other words, the development decisions will be taken by running only scaled-down code fragments (to obtain the model timing data). Neither the actual MPI code with multiple tasks per node, nor the hybrid OpenMP-MPI code will be executed. To be precise, the latter does not even exist, since it can be developed after, if simulation data have proven the validity of the hybrid approach. Further details on this technique and on its limits are discussed in [7] .
From the code description, we have seen that it is possible to parallelize with OpenMP Forces, NewX, and NewY. It should be noted that the last three sections have response times dependent on the number of particles assigned to each task. Hence, the use of multiple tasks per node and the consequent reduction of the number of particles per task will surely reduce the overall response time. Stated another way, the analysis performed in the simulator should point out if it is better to have a lot of particles per node and to parallelize loops, or to reduce the their number and to tolerate a higher degree of intra-node communications.
In order to judge if OpenMP parallelization is useful or not, we will modify the application model introducing one by one possible OpenMP loop parallelization directives (at MetaPL description level, not writing actual code), and evaluating by simulation the application response time when only one of the loops shown is parallelized. Table 1 shows the times spent in the code regions by the hybrid and MPI (8 tasks) versions. The first column contains the name of the region in which the OpenMP directive was introduced, the second one the response time for MPI with eight tasks, the last one the hybrid (4 tasks) response time. All these times were obtained by simulation.
The analysis of the figures in the table shows that the introduction of the OpenMp directives in Tree 2 reduces the response time by less then 20%. Considered that we can expect a measurement error of about 10% (more on this later), the parallelization of Tree 2 does not appear convenient by itself (it can be convenient if applied along with further OpenMP parallelization, of course). On the other hand, Forces performs slightly better in the MPI-only version, whereas both NewV and NewX benefit from OpenMP parallelization.
The net result (adding all contributions to response time) is that the hybrid model seems the best solution. However, the performance improvement obtained is likely to increase if the overall response time is considered. In fact, the analysis of the response time of the single sections of code does not take into account the effect of communication, which is surely higher for a 8-task decomposition than for a 4-task one. The simulation of the whole application (with the effect of communication) leads to the results shown in the first and third column of Table 2 for several problem dimensions. These point out that communications heavily affects the MPI-only version of the code, and that the hybrid version is a good choice. The analysis steps should actually stop here, at the decision to adopt a hybrid code structure. However, in order to evaluate the accuracy of the simulated results obtained, we have actually written the hybrid code and executed it, along with the MPI-only version on the real target hardware. Table 2 also shows the performance results obtained by measurements on actual code executions (columns 2 and 4). The relative error of the simulated figures compared to the real ones, plotted in Fig.4 , is always below 10%. This is a particularly interesting result, considered that the OpenMP simulations have been performed on fictitious code (e.g., not yet developed).
Related Work
There is a wide body of literature discussing pros and cons of the hybrid OpenMP-MPI programming model [3, 4, 7, 15] . Most existing work compares hybrid and traditional code by measurements taken on fully-developed code on the actual target execution environments. In our knowledge, the approach followed here, i.e., the use of a development environment to find if hybridization may be useful and where, is completely new. A companion paper [7] is focused on the details of the hybrid OpenMP-MPI simulation process, details that have been omitted here. Performance-driven development [16] and prediction techniques [7, 9] are not new, but have been mainly applied for "traditional" code, hardly ever in the context of high performance computing.
Conclusions
In this paper we have presented a performance-oriented technique that helps the developer to decide if the use of hybrid OpenMP-MPI code is performanceeffective for execution on an SMP cluster. The available literature shows that this is not always the case, and that application/system characteristics have to be considered to choose between hybrid and MPI-only solutions. Our technique is composed of two main steps: modeling of hardware and MPI-only software, and prediction of the effect of hybridization. The modeling approach is based on the use of the MetaPL description language and environment, while the simulations are carried out by means of the HeSSE simulator. We have shown that the effects of the introduction of OpenMP parallelism in different code sections can be evaluated with errors less then 10%, without writing and executing the actual code. In light of the above, we think that this contribution stands as a viable and effective technique for analysis and possible restructuring of existing MPI code.
