Objective-To study hospital admission rates for fractures of the proximal femur over a period when incidence is reported to have increased, compensating for known lack of precision in coding, excluding nonemergency admissions and transfers, and modelling for age, period, and cohort effects. Design-Validation of coding of a sample of hospital admissions followed by study oftwo sets ofroutinely collected statistical abstracts of hospital records; graphical analysis and statistical modelling were used to search for period and cohort effects. Setting-Oxfordshire and west Berkshire in 1968-86, covered by the Oxford record linkage study (ORLS), and England in 1968-85, covered by the hospital inpatient enquiry (HIPE). The ORLS and HIPE datasets are almost independent (ORLS contributed about 1.8% of the HIPE data). Subjects-Records of patients aged 65 and over.
covered by the hospital inpatient enquiry (HIPE). The ORLS and HIPE datasets are almost independent (ORLS contributed about 1.8% of the HIPE data). Subjects-Records of patients aged 65 and over.
Outcome measures-Admission rates for fractured neck of femur and fracture of other and unspecified parts offemur (N820 and N821), and evidence of period and cohort effects. Results-The validation study indicated that it was important to combine the codes 820 and 821 in this age group. Admission rates increased over the period studied in both HIPE and ORLS datasets. In HIPE the pattern was of two plateaux separated by a period of rapid rise in the late 1970s. In the ORLS data there was a more steady rise. Statistical analysis showed significant period and cohort effects but much of this was attributable to the component of the model common to both period and cohort effects (termed "drift"). Conclusions-The finding that admission rates increased in both datasets, combining relevant codings and restricting analysis to emergency admissions, strongly suggests that the rise was real. At least part of the period effect in the HIPE data, however, might be attributable to a sampling artefact.
The cohort effect in incidence rates of femoral fracture has not been previously shown and would be compatible with a number of aetiological hypotheses.
(J7 Epidemiol Community Health 1997;51: [424] [425] [426] [427] [428] [429] Proximal femoral fracture (PFF) comprises fractures of the cervical and trochanteric regions of the femur. It is one of the three main "osteoporotic fractures" of later life (the others being of the distal forearm and the vertebrae), although it can occur at younger ages following severe trauma. In later life it is thought to differ significantly in aetiology from fractures of the femoral shaft, with which it may be confounded in routine health service statistics owing to coding errors.
An increase in the incidence of PFF has been reported from a number of countries over recent decades but the timing and the pattern of the increase has varied. The explanation remains elusive but suggestions abound including patterns of physical exercise,' dietary changes including calcium intake,2 smoking,3 change in body habitus,4 and variation in ultraviolet exposure determined by atmospheric ozone concentrations.5 Some of these factors would be expected to increase rates mainly through differences between successive cohorts, others more through period effects affecting different age cohorts simultaneously. Analysis of the secular trends in PFF incidence to ascertain the contributions of period and cohort effects is therefore potentially useful.
Most of the reports of increasing incidence have been based on routinely collected hospital admission data which are subject to a range of diagnostic and other errors. We report here trends for the period 1968-86 in data from the Oxford record linkage study (ORLS) after evaluation of samples of patients' records from the beginning, middle, and end of the study period to assess diagnostic error. We also present data for similar diagnostic groupings from national hospital inpatient enquiry (HIPE) data. HIPE was intended to be based on a random 1 in 10 sample of all inpatient episodes in England. In practice the sample was not invariably random or 1 in 10 With the permission ofthe relevant consultants, the hospital notes were then sought and the diagnosis re-coded on the basis of radiographic or operative reports. Cases were then allocated to one ofthe four categories of "fractured femur correct coding", "fractured femur incorrect coding" (N820 should have been N821 or vice versa), "identification error" (hospital notes traced on the basis of hospital number found to relate to wrong patient on the basis of age or sex discrepancy), and "notes untraceable". There were no cases found in which the diagnosis was not fractured femur.
The results of this validation exercise are presented in table 1 . The comparatively high number of irretrievable records due to wrong identification numbers in the first of the three periods studied is probably due to merging of the numbering systems of the records departments of the hospitals involved, one of which has since closed. Assuming no bias due to the untraced cases, 32% (83/260) of the true cases of PFF had been coded as fractures of other or unspecified parts of the femur. Of the 171 cases that had been coded to N821, 83 (48.5%) were cases of PFF that should have been coded to N820. Incorrect coding of other femoral fractures as PFF was rarer; only 14 (7.3%) of the 191 cases coded to N820 should have been N821. There was no evidence of any trend in coding practice over the period but the magnitude of the error was such that we deemed it appropriate for the two categories to be combined in an examination of secular changes. For individuals aged 65 and over, codes of N820 outnumbered those of N821 by about 5.7 to 1 in ORLS data for the years 1979-85. On the basis ofourvalidation exercise therefore we estimate that in hospital discharge data at that time around 86% of the two categories combined were true PFF.
The full ORLS dataset was searched for cases admitted in each calendar year from 1967-86 and the age and sex of all patients admitted with a diagnosis coded to N820 or N821 were identified. Analysis was restricted to cases coded as being immediate admissions in order to exclude inter-hospital transfers. Cases with codes indicating admission for late effects of fractures (in 820.9 and 821.9 from 1968 to 1978 and 905.3 and 905.4 from 1979 to 1986) were excluded. "Populations at risk" for each calendar year were calculated from census data for 1971 and 1981 with interpolations from OPCS estimates. The number of districts contributing to the ORLS database increased over the period but our analysis was restricted to data from the two districts providing data for the full period of our study.
Data were also extracted from HIPE tapes for immediate admissions of patients with a diagnosis coded as N820 or N821 over the period 1968 to 1985 after which data ceased to be available. Codes for late effects of fractures were excluded. Hospital admission rates were calculated for each year of HIPE using appropriate populations and published multiplication factors for the precise fraction of records in the HIPE sample.
STATISTICAL METHODS
The effects of age, period, and cohort were estimated by fitting log-linear models as described by Clayton and Schiffilers."1'2 Unfortunately, period and cohort effects are not independent. If the period effect is a trend in which the ratio of age-specific rates is constant across age groups and across time periods then the age-period model is equivalent to the agecohort model in which the ratio between adjacent birth cohorts is constant. Clayton and Schifflers termed this regular trend "drift". We have followed their recommendation and assessed the significance of cohort and period effects after adjustment for the drift component so that each can be tested for significance independently of the common component. This was done by adding period effects to the age + drift model and noting the improvement in fit by assessing whether the change in de- Figure 3 presents the HIPE data for women but plotted for overlapping birth cohorts. This gives the a visual impression of an interaction of cohort df= and period effects in incidence. explanation since our analysis combined codes N820 and N82 1 and a significant loss in HIPE of cases of PFF into codes other than N821 seems implausible. We speculate that the lower rates in HIPE in the early part of the period 3 studied was due to selective under-representation of admissions for fractured femur 2 in the sample forming the basis of the HIPE 1 dataset. For example, a study in Newcastle upon Tyne in 1976 (J Grimley Evans unpublished observations) suggested that patients transferred (with their clinical notes) for rehabilitation or long-stay care to peripheral hospitals following PFF were under-sampled in HIPE. This particular problem would be more likely to affect women than men given the difference between the sexes in rates of widowhood and consequent lack of support at home. Some of the increase in HIPE rates in the late 1970s that brought them up to the 85-levels of the ORLS dataset (derived from 100% recording of hospital admissions) could then be due to improvement in sampling practice.
r Such a change would be expected to generate a period effect in apparent incidence.
In formal statistical analysis of the HIPE data significant cohort and period effects were found after exclusion of the "drift" factor ie change dent da-which is not attributable specifically to period or isodes in cohort effects." Part at least of the period effect overed by might be attributable to the improvement in )ximately HIPE sampling of PFF admissions suggested in Eng-above. In the smaller dataset from ORLS, neither ave con-period nor cohort effects alone was statistically significant after exclusion of the shared "drift" des used component, although the estimated parameters he main were broadly similar in the two datasets. The FF data. ORLS data suggest that rates may have conions and tinued to rise, albeit slowly, in the 1980s, but ffects of this trend is not seen in HIPE. The cohort prevent component was apparent (subject to the statbetween istical limitations already noted) in both datasets previous for births from '6 Increase in height may therefore have contributed to the observed cohort increase in PFF incidence but is an insufficient explanation given the magnitude of the differences between cohorts. '7 Other possible contributors to cohort effects in femoral fracture incidence include dietary calcium intake in childhood,2 cigarette smoking,"38 and levels of physical activity. '9 The possible importance of low vitamin D intake in the genesis of osteoporosis and PFF has recently been explored in observational and interventive studies.202' Secular changes in vitamin D intake or in exposure to ultraviolet radiation5 could produce cohort or period effects or both. Deficiency of vitamin D activity sufficient to produce osteomalacia seems to have become rarer rather than more common in recent decades in patients with PFF. 22 Much of the period effect detected in the HIPE data involves the abrupt stepwise increase from 1974-79. This is probably attributable, at least in part, to some form of artefact as it is difficult to conceive of an environmental factor that could produce so dramatic a change in several age groups and both sexes simultaneously and over so short a period.
In conclusion, the problem of "drift" and the consequent impossibility of identifying changes in incidence specifically with period or cohort effects is apparent in both the datasets we have analysed. After removing the component of "drift" there is evidence in both the datasets of period and cohort effects in the recent increase in the incidence of PFF in England, although these effects were only statistically significant in the larger set. The period effect is stronger statistically but in the ORLS data may have been partly due to a sampling artefact. Although less prominent statistically the cohort effect is biologically more plausible. 
