Abstract. An a.s. functional LIL is proved for stationary Gaussian sequences taking values in a Hubert space.
1. Introduction. In [5] it was proved that a stationary real-valued Gaussian sequence obeys Strassen's LIL if the correlation coefficients go to zero fast enough. It was also shown there that if the limit set is to be the Strassen's set then the condition on the correlation sequence cannot be significantly relaxed. The object of this note is to extend this result to stationary Gaussian sequences taking values in a Hilbert space.
T. L. Lai [11] discovered other Strassen-type theorems for a real-valued Wiener process. More general normalizing constants were introduced by Csörgö and Révész in [4] and finally Chan, Csörgö and Révész [3] give a theorem which includes Strassen's and Lai's theorems as particular cases.
It is in this more inclusive form of [3] that we extend the result in [5] to //-valued sequences. The method of proof employed is based on the elegant work of Kuelbs [9] and Carmona and Kôno [2] . As a by-product of this method of proof we also quickly obtain Theorem 2 below which extends the results in Kuelbs and Lepage [10] and in [3] . 2. Main results. H is a real separable Hilbert space throughout with inner product < , >. Let X be an //-valued, zero-mean Gaussian random variable. Then the distribution of x is completely determined by its covariance operator K defined by (Ku,v) = E{(u,X)(v,X)}, \/u,vEH.
If X, Y are two //-valued r.v's having joint (i.e. on H X H) zero-mean, Gaussian distribution then the joint distribution of (X, Y) is completely determined by the marginal covariance operators of X, Y and their cross-covariance operator KXY defined by
The covariance as well as the cross-covariance operators are trace-class operators.
The covariance operators, in addition, are positive. These operators are discussed in Baker [1] . Facts about general trace-class operators (e.g. that they form a Banach space under the trace-norm) which we need can all be found in [7] .
Let CH[0, 1] be the Banach space of all continuous functions from the unit interval [0, 1] into H equipped with the supremum norm. If p is a zero-mean, Gaussian measure on H, there exist a p-Wiener process [W(t): 0 < t < 1} with sample paths in CH[0, 1] i.e. W has independent increments with W(0) = 0 and the probability law of (t2 -t2)~x/2[W(t2) -W(tx)] is p for all 0 < r, < t2 < 1. The
Gaussian measure induced on CH[0, 1] by W is supported by the closure of its RKHS and let us denote by U the compact subset of CH[0, 1] which is the unit ball of this RKHS. A nicely detailed discussion of this is given in [10] . Now let (Xn: n > 1) be a stationary sequence of zero-mean, //"-valued, Gaussian random variables. Denote by K0 the covariance operator of Xn and by Kn the cross-covariance operator of Xm and Xm+n. We will assume that trace-norm of Kn = 0(n~l~ß) for some ß > 0.
The covariance operator of n~l/2Sn = n~1/22"_, X¡ is given by K0 + 2"-/(i -i/n)(K¡ + K?) where Kf is the transpose of K¡. Under our condition (1) this covariance operator of n~l/2Sn is easily seen to converge in the trace-norm topology to the covariance operator L = KQ + 2^Li(Ä, + Kf), the series here being convergent in the trace-norm topology. Let p be the zero-mean Gaussian measure corresponding to the operator L and 1/ be as defined above.
Now consider a sequence of integers (an) satisfying (i) an < n, a^cc and (ii) an/n is decreasing. Write b" = {log(n/a") + log log n} and gn(t) = (2anbnyl/2{Sn_a¡¡+a¡¡, -S"_ J, t = i/an, 0 < i < an, = linear for other t, 0 < t < 1.
The main result of this note is Theorem 1. Under condition (1), with probability one, the sequence of random elements (g") in CH[0, 1] is relatively compact and has Up as its set of limit points.
We will only sketch the proof of this theorem. First some lemmas. Lemma 1. Let (p") be a sequence of zero-mean Gaussian measures on H with associated covariance operators Tn. If Tn's converge in the trace-norm topology to an operator T then p^s converge weakly to a zero-mean Gaussian measure p on H whose covariance operator is T.
Proof. This is probably well known. In any case it follows easily from Lemma 5.1 on p. 182 of Parthasarathy [13] .
Lemma 2. Let (Xn, Yn) have joint zero-mean Gaussian distribution on H X H with marginal covariance operators Tn, T'n respectively and cross-covariance operator Kn. Suppose in the trace-norm topology we have Tn -> T, T'n -* 7" and Kn->0 (i.e. the trace norm of Kn goes to zero). Then the distribution of (Xn, Yn) converges weakly to the product measure v X v' where v, v' are the zero-mean Gaussian measures on H with the covariance operators T, T respectively.
Proof. Straightforward.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Considering separately the cases when X/y4s0 is < 1 or > 1 and substituting s0 = (8ct2)-1 the assertion of the lemma is easily seen to follow. Proof. We have already seen that the covariance operators of Sn/Vn converge in the trace-norm topology and therefore have their trace-norms bounded by a finite constant, say B. We now apply the preceding lemma and the elegant Theorem 1 of Móricz [12] and see that we can take A to be 16 X 125. Note that although Móricz [12] deals only with real-valued sequences his Theorem 1 extends directly to our set-up since only the triangle inequality is involved.
Returning now to the proof of Theorem 1 let us first show that the sequence of random processes (gn\/2bn ) converges weakly in C^O, 1] to the p-Wiener process. For this we need to verify convergence of finite-dimensional distributions and tightness. Convergence of one-dimensional distributions follows from Lemma 1. Asymptotic independence of increments over strictly separated intervals is easily seen to follow from Lemma 2. The usual moment condition for tightness extends directly to the set-up here as is shown in Theorem 2, p. 410 of Gihman and Skorohod [8] . This theorem applies here with a = 4 and ß = 2, thereby establishing tightness.
To prove the upper and lower class results in Theorem 1 we introduce two sequences of integers. Let e > 0. Define nk = nk(e) and mk = mk(e) by 
In the case limn(an/n) = c > 0, (2) is trivial and (3) follows because an > nc. Now let \imn(an/ri) = 0. In this case we first verify cn+\ -cn> l/-»+i where c" = n log n/a".
Indeed define the function a(x) on the interval [n, n + 1] by a(n) = an, a(n + 1) = an+x and linear in between. Then a(x) is increasing on [n, n + 1] and it is trivial to check that the condition an+x/a" < (n + l)/n implies that the function f(x) = x/a(x) is also increasing on [n, n + 1]. Now the derivative of fix) log x is at least f(x)/x since/'(x) > 0. Hence by the mean-value theorem, cn+\ ~ cn ^f(x*)/x* for some x* G[n, n + 1) = l/a(x*) > l/an+x. This is (4). Now to prove (2) and (3) in this case we have 1 < an+x/a" < (n + l)/n implies an+x ~ a" and so cn+x -cn. Thus c^ -1 < ke < c^ implies c^ -ke and hence b"t = log c^ -log k. This proves (2) . Also e = (k + \)e-ke> c^+i -c>
by (4) and because a"|. Hence nk+x -nk -1 < ea^+1-Dividing through by nk+x and noting that a"/nj,0 we get nfc+1 ~ nk and since an/n\, we find a ~ a . Hence nk + x -nk < 1 + eant+i < 2ea^ for all large k. Thus (2) and (3) are completely proved.
Let us now show that the sequence (g") is relatively compact in QJO, 1] and in fact d(gn, Up) -* 0 a.s. where d is the usual distance of a point from a set. For this purpose we want to apply Theorem 4.1 of Carmona and Kôno [2] to the sequence Yk = g"ky2bnk . We have already seen that ( Yk) converges to the distribution of the p-Wiener process. In the case an/n4,0, the subsequence nk, however, may not be sparse enough to yield the condition (4.2) of [2] . However notice that even if one drops the condition (4.2) in Theorem 4.1, compactness of ((2 log k)~x^2Yk) is established without using (4.2). Given the relative compactness one can apply part I of Theorem 3.1 of Kuelbs [9] since the condition (3.1) of [9] is automatically satisfied here because of the convergence of the Gaussian sequence (Yk). Thus we see that d(gn , i/M) -»0 a.s. Now as shown e.g. in equations (2.6), (2.7) of [12] the bound on the moment generating function in Lemma 4 yields a corresponding bound on the tail of the distribution. Using this and (3) we easily conclude that given 5 > 0 we can find e > 0 such that (with nk = nk(e)) max^<n<Bk+i|| g" -gj| exceeds 8 only finitely often with probability one. Thus d(gn, U^) -* 0 a.s. completing the upper-half part of the proof.
For the lower-half part of the proof we use the subsequence mk = mk(e). We show that Theorem 4.1 of Carmona and Kôno [2] applies to the sequence Yk = g y2b . We have only to check the condition (4. •'o This is given e.g. in Theorem 5, p. 389 of Dinculeanu [6] . It follows from this that
where we have written K,r(s, t) for the cross-covariance operator between Yt(s) and Yr(t). Thus to verify the condition (4.2) of [2] it certainly suffices to show that lim sup sup {trace norm of Kir(s, t)} =0.
/-►oo 0<i, r<l r-i->oo
Consider first the case limn(a"/«) = 0. In this case it follows from our definition of mk that (mk+x -am ) -mk > k* > 1. Hence using the arguments leading to (6) in Deo [5] it is clear that (under our condition (1)) with I <T sup (trace norm Kir(s, t)} = 0(a~f).
0<i, r< 1
Hence (5) follows. In the case lim"(an/«) > 0 the arguments leading to (6) and (7) in [5] show that the left-hand expression in (6) above is dominated by a constant multiple of [(1 + ef'n/2 + (1 + e)-'"]. Again (5) above follows. Thus Theorem 4.1 of [2] applies to Yk. Note that if \in\n(an/n) > 0 then 6^ ~logA: and if limn(an/«) = 0 then b^ ~ (1 + e)log k. Thus in the former case we get the cluster of (gn) contains U a.s. and in the latter case that the cluster set of (gn) contains (1 + e)-|/2t/M a.s But since e > 0 is arbitrary the proof of Theorem 1 is completed. D Let B be a separable Banach space and p a zero-mean Gaussian measure on B and {rV(t): 0 < t < oo} a p-Wiener process. Let I/, be the unit ball in the RKHS of { W(t): 0 < / < 1}. Up is a compact subset of C^O, 1]. Let the constants a", b" be as before and write gn(t) = (2a"¿?")"1/2{ W(n -an + ant) -W(n -a")}, 0 < t < 1. Then the method of proof employed for Theorem 1 easily yields Theorem 2. In the above framework, with probability one, the sequence ( g") is relatively compact in CB[0, 1] and has U^ as its set of limit points.
Note that Theorem 2 extends the results in [3] , [10] and [11] .
3. Concluding remarks. It would be possible to obtain an analog of Theorem 1 for 5-valued, stationary Gaussian sequences. However because of the absence of a nice sufficient condition (cf. Lemma 1) for convergence of Gaussian measures on B it is unlikely that such a theorem will have a neat form.
It should be noted that even in the case H = R, our Theorem 1 cannot be obtained from the theorem in [3] and the a.s. invariance principle for Gaussian sequences in [14] . The order of approximation in the latter is not fine enough.
