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Executive summary
The use of tools has always conditioned and been 
conditioned by humans and their societies. From  
stone-age implements, to writing and printing, to the 
mechanisation of manufacturing, technology design and 
use have always been entwined with the evolution of 
human capabilities. Digital technologies are transforming 
human experiences, and significant questions about how 
individuals interact with digital technologies, and how 
these technologies mediate interactions between people, 
follow. To explore the implications of this wave of 
technological change, the Royal Society convened a 
series of workshops in 2019. 
Digital technologies are creating new ways of 
experiencing the world. New applications of virtual reality 
technologies are emerging across a range of research 
domains. As these become more sophisticated – with 
more senses integrated and with more convincing 
simulations of the physical environment – the more likely 
it will be that the line between virtual and physical worlds 
becomes blurred for their users. As the virtual world 
becomes more accessible, it becomes part of the ‘real 
world’, with consequences for how individuals 
interact with it. 
Interactions between individuals and the online 
environment are also changing, with intensive targeting 
of news, products or services, and the use of 
sophisticated fake images and videos. These online 
interactions, however, are embedded in broader social 
relationships: both technological and social factors 
influence who interacts with whom, and filtering 
effects influence how people respond to the information 
they see. These are not yet well-understood. 
Digital technology also affects the physical environment. 
As concerns about the impact of climate change grow, so 
too does awareness of the environmental impact of 
systems that can be both resource and energy-intensive 
in their manufacture and use. Research is offering ways of 
creating more energy-efficient technologies, as well as 
opportunities to deploy digital technologies to optimise 
patterns of energy use in ways that reduce overall carbon 
emissions. Further action is required to develop and 
deploy such responses in order to reduce the impact of 
digital technologies on the environment.
The early days of digital technology brought much 
excitement about their potential to build new bridges 
between individuals. Digital platforms have offered a 
forum in which to develop new connections: individuals 
have an opportunity to communicate to and with much 
broader – or much narrower – groups in ways that were 
not previously possible. However, there are also harmful 
consequences, for example, the effect of the content of 
on-line material on vulnerable groups, the formation of 
extreme groups and polarisation. 
Interactions between individuals and digital technologies are 
developing across all spheres of daily life: automation and 
increasingly sophisticated remote working are transforming 
the workplace; digital technologies are transforming the 
classroom by giving teachers and students new tools for 
learning; in the home, assistive robots can help those in 
need of care to live independently for longer. These 
technologies are economically disruptive, displacing existing 
modes of production with more efficient ways of working 
and boosting productivity across all sectors and industries, 
with potentially profound implications for employment. 
While it seems clear that digital technologies will transform 
human lives and experiences, the nature of these changes 
is less clear: do digital tools provide a temporary extension? 
Or are there longer-term changes to human capabilities that 
have not yet been uncovered? The political and social 
challenge is to manage such changes to minimise short-term 
social disruption and to maximise longer term social benefit.
The potential for digital technology to foster new forms of 
over-dependence or over-reliance is an emerging ethical 
concern. Responsible design is important to ensure that 
technologies empower users and help them build 
capabilities rather than lose them. From computer science 
to sociology, interdisciplinary insights can help to 
understand better the types of disruption that can arise 
when individuals interact with technology, and how, as a 
result, they interact with each other. 
People and technology co-adapt, and the boundaries of 
what is technologically feasible and socially acceptable 
are in flux. As digital technologies advance and their role 
in daily life changes, new understandings of their harms 
and benefits will be needed, and further dialogues about 
the nature of the transformations to human lives, 
capabilities, and experiences that they may bring. 
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Introduction
From writing and printing to the mechanisation of 
manufacturing, technology design and use has long 
been entwined with the evolution of human capabilities. 
Data-enabled technologies are creating new 
opportunities to expand and shape human experience: 
digitally-connected devices and platforms enable new 
forms of connection and interaction; artificial intelligence 
(AI)-enabled technologies are automating tasks and 
processes, changing the nature of work; education 
technologies are supporting new approaches to learning 
and remembering; and augmented reality and prosthetic 
technologies are shaping how their users move through 
and sense the environment around them. 
Significant questions about how individuals interact 
with digital technologies, and how these technologies 
mediate interactions between people, follow. Society 
could stand on the edge of a new age of digital 
enlightenment, with digital technologies democratising 
access to information and global networks fostering new 
connections between individuals and communities. In 
parallel, there is a risk that these technologies could 
entrench existing social inequalities and biases, with 
the benefits of technological change concentrated 
amongst the few. 
In 2012, a joint project between the Royal Society, 
Academy of Medical Sciences, British Academy, and 
Royal Academy of Engineering explored how advances in 
science and engineering could enhance human abilities, 
and the implications of these enhancements for the future 
of work. Since this study, advances in digital technologies 
have progressed at pace: AI technologies are achieving 
or surpassing human-level performance at some tasks; 
platform-based services are fuelling the digital economy; 
and a range of new device or robotics-based tools have 
entered the home and workplace. 
To explore the implications of this wave of technological 
progress – from cloud computing to virtual reality, and 
home robotics to global platforms – the Royal Society 
convened a series of workshops in 2019 on the topic of 
‘Digital Technologies and Human Transformations’. These 
workshops set out to explore the ways in which digital 
technologies are shaping human lives, experiences, and 
capabilities. They considered:
•	  Moving and sensing: in what ways are technologies 
influencing how individuals move through and sense 
the world around them?
•	  Remembering and learning: how can digital technology 
support learning, and human cognitive functions?
•	  Working and earning: what are the implications of 
digital technologies for patterns of working, earning, 
and economic activity?
•	  Connecting and depending: what forms of connection 
and interaction are digital technologies enabling, and 
what dependencies potentially follow?
The report that follows summarises the key themes from 
these discussions, and their implications for human lives 
and capabilities. It considers:
•	  How technologies are enabling new forms of interaction 
between individuals and their environments;
•	  The ways in which interactions between individuals are 
mediated by digital technologies; and
•	  Interactions between individuals and technology, and 
their implications for human capabilities. 
This note summarises discussions at these workshops. 
It is not intended as a verbatim record and does not 
reflect an agreed position by workshop participants 
or the Royal Society.
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Patterns of interactions between digital 
technologies, individuals, and groups
Interacting with the environment
The intersection of virtual and physical worlds
Technologies can interact with human senses in different 
ways: they can restore or provide a substitute for an 
absent sense; they can extend existing senses, making 
them more acute; or they can alter or augment the 
senses. A range of technologies today offer new ways for 
people to perceive and move through their surroundings, 
in many cases opening windows into phenomena that 
were previously imperceptible. In so doing, these 
technologies change the interfaces between individuals 
their environment, offering new perspectives on the 
world, and new forms of reality.
Advances in virtual and augmented reality (VR and AR) 
technologies offer new ways of perceiving and interacting 
with the world. As hardware costs fall, compute power 
increases, and research advances, VR and AR 
technologies are becoming more accessible, with new 
applications emerging across a range of research domains. 
Applications in healthcare, for example, offer particular 
promise. VR and AR technologies can help clinicians to 
simulate ‘real life’ experiences within the safe 
environment of the consulting room, for a range of 
purposes. For patients with severe anxiety, these 
technologies allow exploration of stressful environments, 
with clinicians providing support as they encounter 
potentially difficult experiences. Virtual environments 
can also help prosthetics users to practice interacting 
with a prosthesis before it is fitted, helping ensure that 
the user and the physical device are subsequently able 
to interact more effectively. 
Simulated environments also open opportunities for new 
scientific research, for example creating representations of 
molecules with which researchers can interact, with the 
aim of better understanding their structure and function, 
and aiding nanoscale engineering and design (Box 1). 
Challenges in implementing these technologies remain. 
While simulations can produce compelling representations 
of well-characterised environments, it is more difficult to 
create good representations of environments that are 
poorly understood – the conditions on other planets, for 
example. It also remains challenging to integrate inputs in 
ways that allow users to interact with these virtual 
environments using multiple senses – combining sound, 
vision, and touch, for example. Such sensory integration 
plays an important role in replicating the nature of human 
experiences in the physical world, and will be necessary to 
create natural-seeming virtual experiences. Even in areas 
where there have been research advances in recent years 
– such as the ability to manage motion sickness in VR 
systems – further work remains to translate these insights 
into design principles that are widely implemented. 
As they enter more areas of life, these technologies could 
disrupt distinctions between the ‘real’ and ‘digital’ worlds. 
The more effective they become – with more senses 
integrated, with more convincing simulations of the 
physical environment, and with AR more integrated into 
day-to-day tools – the more likely it will be that the line 
between virtual and physical worlds becomes blurred for 
their users. As the virtual world becomes more 
accessible, it potentially becomes part of the ‘real world’, 
with consequences for those that move through it. 
78% of people report having heard of, 
and understanding a little about, virtual 
reality technologies.
61% of people think digital technologies 
could be ‘very useful’ in healthcare over 
the next 10 years.
1.  The statistics in this document refer to polling carried out online by YouGov on behalf of the Royal Society. Details are in Annex 1.
2.  See, for example: Valmaggia, L., Latif, L., Kempton, M. and Rus-Calafell, M. (2016) Virtual reality in the psychological treatment for mental health 
problems: A systematic review of recent evidence. Psychiatry Research 236, 189-195
3.  See, for example: BBC (2016) Virtual reality to help prosthetic limb use, available at: https://www.bbc.co.uk/news/av/uk-england-south-
yorkshire-37766373/virtual-reality-to-help-prosthetic-limb-use
6  Digital technologies and human transformations
Designing multi-sensory environments for nanoscale engineering and design
Molecules are imperceptible to human senses – they 
exist in the nanoscale – meaning that researchers 
typically relate to them at an abstract level, using 
mathematical representations or simulations to build 
models of how they fit together and function. These 
models play an important role in research: the structure 
of molecules affects how they function, and 
understanding this structure has implications for their 
use across a range of areas – including materials, 
medicines, and energy. Better understanding how and 
why molecules behave the way they do could make 
nanoscale engineering and design more effective. 
One approach to developing this understanding is to 
create virtual environments for nanoscale engineering. 
The Intangible Realities Laboratory at the University of 
Bristol, for example, has created a VR environment in 
which researchers can interact with simulations of how 
molecules behave, based on their known physical 
properties. These simulations allow researchers to 
interact with representations of molecules – moving 
them, twisting them, tying them in knots – to test how 
they respond to different manipulations. This type of 
environment allows complex modelling tasks to be 
carried out in a more intuitive way, helping researchers 
generate new insights into the structure and 
characteristics of different molecules. 
Extending this work, the lab is exploring new ways of 
making nanoscale phenomena perceptible across 
multiple senses, for example through adding sound 
effects to the simulation that illustrate changes to 
molecular energy states, or using e-textile gloves that 
add a sense of touch to these interactions. 
BOX 1
Alternative realities and the information environment
Other interactions between digital technologies and their 
users are constructing alternative realities in more subtle 
ways, through changes to the information environment that 
contributes to how an individual understands the world. 
The development of AI technologies that personalise 
recommendations for news, products or services, 
coupled with the dominance of advertising as a source of 
business revenue for some digital companies, has 
opened new debates about how technology is changing 
the information to which individuals are exposed on a 
daily basis. These changes have led to concerns about 
the extent to which individuals are targeted with a limited 
range of online information as a result of the development 
of so-called filter bubbles. 
The term ‘filter bubbles’ describes a mechanism by which 
algorithmic tailoring of online information results in 
individuals being exposed only to content that is tailored to 
their anticipated pre-existing preferences or beliefs. These 
bubbles could enhance connections between members of 
a community and allow new connections. They could, 
however, also contribute to the spread of misinformation, 
the narrowing of political debate, or hardening of particular 
worldviews. Individuals are brought together, but in ways 
that potentially deepen social divisions by reinforcing 
existing beliefs and reducing the extent to which they have 
the opportunity to interact with others that hold different 
views – essentially reducing the diversity of views to which 
they are exposed. 
12% of people think that the benefits 
of social media as a news source 
outweigh the risks; 37% think that 
the risks outweigh the benefits.
4.  O’Connor, M, Deeks, H, Dawn, E, Metatla, O, Roudaut, A, Sutton, M, Thomas, LMM, Glowacki, BR, Sage, R, Tew, P, Wonnacott, M,  
Bates, P, Mulholland, A & Glowacki, D, 2018, Sampling molecular conformations and dynamics in a multiuser virtual reality framework,  
Science Advances, vol 4.
5.  O’Connor, M., Bennie, S., Deeks, H., Jamieson-Binnie, A., Jones, A., Shannon, R., Walters, R., Mitchell, T., Mulholland, A. & Glowacki, D. (2019) 
Interactive molecular dynamics from quantum chemistry to drug binding: an open-source multi-person virtual reality framework. J. Chemical 
Physics 150, 224703
6.  Glowacki, D. (2019) Perceptions at the nanoscale.  Nature Nanotechnology, 14, 403
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Grouping of individuals around content and messaging 
on a particular issue, theme or political position – forming 
information echo chambers in the process – is not new: 
individuals have long chosen the lens through which they 
engage with the world by selecting specific newspapers, 
for example. However, the information environment is 
changing: people increasingly access information about 
news, current affairs, and science through social media; 
AI tools are enabling the creation of more convincing fake 
images, text, and audio, and these tools are becoming 
more widely accessible; meanwhile media industry 
consolidation potentially plays a role in influencing the 
number of different sources to which individuals are 
exposed; and malicious actors are seeking to influence 
online debates via misinformation or disinformation 
campaigns for political or economic gain. 
These patterns of digital information consumption interact 
with existing human cognitive biases, such as the 
processes by which the human brain stores memories. 
Memories are moulded by patterns of information 
retrieval and use; these patterns of use attach different 
retrieval cues to different memories, which influence how 
and when that memory is recalled (see Box 2). Memories 
with stronger retrieval cues are more likely to surface, 
and information that is more frequently or recently 
accessed becomes more accessible, while other 
memories are supressed or forgotten.
Cognitive neuroscience and the mechanisms of memory
Forgetting is not simply a passive process – a by-
product of the passage of time or cognitive decline – 
but one shaped by active mechanisms that determine 
the accessibility of memories and knowledge. Research 
at the Memory Control Laboratory at the University of 
Cambridge’s MRC Cognition and Brain Sciences Unit 
has shown some of the ways in which people 
remember – or forget – information.
The brain processes vast amounts of information every 
day, and for every important piece of information there 
will often be competing, less salient memories. These 
competing memories are associated with different 
signals that influence how they are stored: information 
associated with strong retrieval cues – for example, 
relating to recent events – is more readily accessed by 
the brain. Selectivity in the frequency with which 
information is accessed and used foregrounds some 
memories and diminishes others. This process is known 
as adaptive forgetting: over time, the brain gradually 
tunes the state of memory, keeping information that is 
more likely to be needed in a state of activity, and the 
things that would otherwise distract from relevant 
information in a state of suppression until they are 
ultimately forgotten.
This type of retrieval-induced forgetting has been 
demonstrated in a wide range of circumstances and for 
different types of memories. When police interview an 
eye-witness to a crime, for example, and selectively ask 
about only a few features of an event, that witness is more 
likely to forget the things that they are not asked about.
In groups, these processes can result in a phenomenon 
called socially-shared retrieval-induced forgetting: 
individuals can induce forgetting in each other through 
selectivity in the way that they communicate their 
experiences. By discussing some information more 
readily – and backgrounding other information – the 
memories of individuals in a group can become 
aligned; they tend to remember the same things, and 
forget the same things. 
BOX 2
7.  See, for example: Coman, A. and Hirst, W. (2015). Social Identity and Socially Shared Retrieval-Induced Forgetting:  
The Effects of Group Membership. Journal of experimental psychology. 144
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Such processes have implications for both how 
individuals remember events, and also how groups share 
experiences. By recalling only certain aspects of a shared 
experience, groups begin to selectively retrieve 
information relating to that experience, with some 
memories being gradually sculpted away and dominant 
framings emerging: as a result, over time, the memories 
of individuals in the group become more alike. 
While the factors that produce and shape human 
memories are well-studied in neuroscience, the 
interactions between these cognitive processes and the 
ways in which information is shared, amplified or 
suppressed in the online environment remains relatively 
unexplored. The social and political consequences, too, 
are not yet clear, and there may be significant 
implications for political polarisation and social cohesion. 
Digital technologies and the environment
Many of the impressive advances in the capabilities of 
digital technologies in recent years are due to their ability 
to leverage growing computing power to rapidly analyse 
vast amounts of data. However, as society’s concerns 
about the impact of climate change grow, so too does 
debate about the environmental impact of digital 
technologies that can be both natural resource and 
energy-intensive to develop and use. 
New research is pointing to ways of creating more 
energy-efficient technologies, as well as opportunities to 
deploy digital technologies to optimise patterns of energy 
use in ways that reduce overall carbon emissions. Further 
action is required to develop and deploy such responses, 
in order to reduce the impact of digital technologies on 
the environment. 
Interacting with each other
The early days of digital technology development brought 
much excitement about their potential to generate new 
connections, building new bridges between individuals 
and helping form new communities. 
Digital platforms offer a forum in which to develop new 
connections. However, the processes by which these 
develop are embedded in broader social interactions: 
ranking effects from technology and existing social 
relationships shape who interacts with whom, and filtering 
effects that shape how people respond to the information 
they see. These technological and social factors can affect 
how individuals interact with each other in complex ways 
across different environments. For example: 
•	  At work, organisations are able to standardise tasks and 
workflows in ways that allow them to be administered 
by automated systems. As a result, in some workplaces, 
interactions with human managers can be replaced by 
digital interfaces with standardised performance 
measures, and workers can be monitored more 
extensively, facing new pressures to optimise their 
performance in order to be able to attract new work. 
•	  At home, individuals are potentially exposed to new 
forms of harmful material or forms of abuse, with 
implications for the health and welfare of vulnerable 
groups. It is now possible, for example, for groups with 
extreme political views to connect and raise the profile 
of their cause in ways that previously would have 
required centralisation of resources.
Technologies create the opportunity to communicate to 
and with much broader audiences, as well as to target 
much more specific groups, in ways that were not 
previously possible. However, these interactions tend to 
support connection without the means to collectivise – 
users are highly connected, frequently interacting with 
platforms or online services, but in ways that do not 
necessarily lead to connections between users.
50% of people aged 55+ report having 
a good understanding of social media 
platforms, compared to 82% of 18 – 24 
year olds.
8.  Coman, A., Momennejad, I., Drach, R. and Geana, A. (2016) Mnemonic convergence in social networks: the emergent properties  
of cognition at a collective level. PNAS 113 (29) 8171 – 8176 
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In some ways, digital technologies are therefore 
reinforcing the need for new spaces for civic interactions 
offline. Such spaces might:
•	  Offer access to reliable, accurate information;
•	  Allow people to collaboratively design and develop 
technologies for civic purposes;
•	  Open up further opportunities for democratic debates 
about the development of digital technologies as a 
form of civic architecture.
Interacting with technology
Digital technologies are shaping all spheres of daily life.
Technology-enabled changes might be encountered in 
the workplace, for example through
•	  new tools to support customer service, for example, or 
systems that automate routine tasks; or 
•	  new ways of working, with more advanced 
technologies to enable remote working. 
Employees might also experience wider changes to their 
relationship with work, drawing from multiple sources of 
income that include both regular jobs and gig working. 
These portfolio careers pose a challenge to current 
notions of ‘working life’, with implications for professional 
identities, the connections between workers and 
employers, and how work relates to an individual’s sense 
of personal identity and self-esteem. 
Organisations, meanwhile, may need to develop 
alternative business models or reorganise their means of 
production in order to make best use of the 
transformative potential of data and digital technology. 
They may need to build teams with different mixes of 
skills, and develop alternative approaches to managing 
those teams. As people work for longer and younger 
generations enter the workforce, teams might also have 
different demographic profiles, with five generations 
working together.
The tools of the digital transformation comprise a 
‘general purpose technology’, which are rare in history. 
It is a technology that continually transforms itself, 
progressively penetrating new domains, boosting 
productivity across all sectors and industries because of 
its cost effectiveness, and with profound economic and 
social implications. It is economically disruptive, rapidly 
displacing existing modes of production with more 
efficient ways of working, with implications for 
employment. The political and social challenge is to 
manage such changes to minimise short-term social 
disruption and to maximise longer term social benefit.
In the classroom, digital technologies are giving teachers 
and students new tools for learning. These might include, 
for example, tools to give personalised feedback to 
students, or platforms for collaboration between students 
and teachers. The most effective of these take insights 
from neuroscience about how individuals learn, and 
combine them with innovative approaches to education 
delivery, boosting both learning outcomes in the near-
term and the ability of students to learn in the longer 
term. Creating these systems will require new 
collaborations to design tools that work well in different 
learning environments, and to support teachers in their 
application. They will also require approaches to data 
governance that manage tensions between individual 
and group benefits, and between concerns about privacy 
and the benefits of data use.
5% of people report having a good 
understanding of ‘co-bots’, robots that 
work alongside people to carry out a 
task in the workplace.
57% of people think digital technologies 
could be very useful in education in the 
next 10 years.
9.  See, for example: Linn, M., Eylon, B., Kidron, A., Gerard, L., Toutkoushian, E., Ryoo, K., Bedell K, Swearingen A, Clark DB, Virk S, Barnes J, Adams 
D, Acosta A, Slotta J, Matuk C, Hovey C, Hurwich T, Sarmiento JP, Chiu JL, Bywater J, Hong J, Ben-Horin H, Kali Y, Sagy O, Tal T, Osborne J, 
and Laurillard, D. (2018). Knowledge integration in the digital age: Trajectories, opportunities and future directions. Proceedings of International 
Conference of the Learning Sciences, ICLS, 2 (2018-June), 1259-1266.
10.  There is evidence, for example, that giving feedback, developing metacognition, practising recall, using spaced repetition, and deliberative 
practice support effective learning.
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In the home, the development of assistive robots offers 
ways of supporting individuals to live independently for 
longer. Such technologies can offer support for memory 
or cognitive decline, such as guidance in taking 
medication; for sensory or physical impairments, for 
example offering mobility support; or for rehabilitation, 
by helping with exercise plans and individual motivation. 
A range of such tools already exist, from telepresence 
robots that provide remote access to medical advice to 
emotional support robots that can help calm patients (Box 
3). As these begin to enter wider usage, there will be 
important questions about the ethics of their deployment, 
including the ways in which they collect data from the 
home, and their implications for the privacy, autonomy, 
and dignity of their users. 
Across these areas, it seems likely that new or unexpected 
forms of interaction between individuals and technologies 
will emerge. This might include different forms of 
coordination – for example, as human drivers and 
autonomous vehicles encounter each other on the roads 
– or incidents in which human behaviours do not follow 
expected patterns (Box 4). Technologies will need to be 
resilient in the face of such shifting patterns of interaction, 
with their design taking into account the broader context 
and consequences of their use (or mis-use). 
Examples of assistive robots
Different forms of robotic support for care at home 
already exist. These include:
•	  Robotic beds, which can convert from a bed to a 
wheelchair, meaning users can become mobile 
more easily. 
•	  Robotic arms to help people with paraplegia move 
their wheelchair using head control, eye movement, 
or limited hand movements.
•	  Exoskeletons that provide physical support to care 
workers in lifting and moving the people for whom they 
care, and that could help those with spinal injuries walk. 
•	  Emotional support robots, which are believed to 
help calm patients who are distressed or dealing 
with anxiety. 
•	  Home care assistants that can provide meal 
preparation assistance or support dressing.
BOX 3
59% of people think that the benefits of 
technology that helps people with dementia 
and memory loss outweigh the risks.
11.  See, for example: CNET (2009) Panasonic’s robotic bed transforms into a wheelchair, available at: https://www.cnet.com/news/panasonics-
robotic-bed-transforms-into-wheelchair/
12.  See, for example: IEEE Spectrum (2019) Jaco is a low-power robotic arm that hooks to your wheelchair, available at:  
https://spectrum.ieee.org/the-human-os/robotics/medical-robots/robot-arm-helps-disabled-11-year-old-girl-show-horse-in-competition
13.  See, for example: IEEE (2019) Cyberdyne’s HAL exoskeleton helps patients walk again in first treatments at US Facility, available at:  
https://spectrum.ieee.org/the-human-os/biomedical/bionics/cyberdynes-hal-medical-exoskeleton-helps-patients-walk-again-at-first-us-facility
14.  See, for example: The Guardian (2014) How Paro the robot seal is being used to help UK dementia patients, available at:  
https://www.theguardian.com/society/2014/jul/08/paro-robot-seal-dementia-patients-nhs-japan
15.  Chance, G., Camilleri, A., Winstone, B., Caleb-Solly, P. and Dogramadzi, S. (2016) An assistive robot to support dressing – strategies for planning 
and error handling. In: 2016 6th IEEE International Conference on Biomedical Robotics and Biomechatronics (BioRob), Singapore, 26-29 June 
2016., pp. 774-780
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People and technology co-adapt, and the boundaries of 
what is technologically feasible and socially acceptable 
are in flux. Across a range of different tools and 
applications, however, emerging patterns of interaction 
between individuals and digital technologies point to new 
ethical challenges, such as the negative effects of 
dependency on technology. 
For some, digital technology is an empowering force. 
A task-based work platform might, for example, offer an 
opportunity for additional casual income to someone 
who was not previously able to participate in the labour 
market. However, in other cases their impact might be 
de-skilling. There are indications, for example, that 
people remember information that is digitally-mediated 
less effectively than that received by other means, with 
implications for how individuals store and understand 
different forms of knowledge. 
Careful design of the points of interaction between 
individuals and technology is important in shaping the 
extent to which technologies support individual 
autonomy or foster undesirable dependencies. If digital 
technologies could be developed in ways that help build 
the metacognitive ability of their users, they could both 
support daily tasks, while also helping people build 
stronger capabilities in the longer-term. Creating this 
switch will require investment in understanding user 
needs, as well as research advances that help develop 
more effective systems (Box 5).
BOX 4
Cooperation and competition between humans and digital technologies
Travelling on the road requires negotiations between a 
range of different actors – vehicle drivers, pedestrians, 
cyclists – as each tries to optimise their journey. These 
behaviours create a variety of coordination challenges, 
in which these actors judge the intent of other road 
users, and take action accordingly – at junctions, road 
crossings, or roadworks, for example. 
Behavioural sciences have long used game theory to 
understand how individuals are likely to act in situations 
where there are opportunities to cooperate or compete 
to achieve different outcomes. As a result, individual 
behaviour in these circumstances is now relatively 
well-understood: human road users do not give way to 
all threats, but make judgements about how others are 
likely to behave as they compete for space on the roads. 
It is not clear, however, that these behaviours still hold 
when human road users interact with autonomous 
vehicles and AI-enabled systems. Will a human still opt 
for a mutually beneficial compromise with a self-driving 
car? Findings from emerging, unpublished research at 
LMU’s Cognition, Valuation and Behaviour (CVBE) and 
Crowd Cognition (http://crowdcognition.net) groups 
suggest not; that people are less likely to cooperate 
spontaneously with an AI agent in the same 
circumstances as they would with another human. 
There are already examples of these unexpected 
patterns of interaction developing as humans and 
autonomous vehicles interact on the road. In a 2018 
incident, for example, a collision between an 
autonomous car and a municipal bus was attributed in 
part to a prediction made by the autonomous vehicle 
that the bus would slow or allow it to pass. 
These interactions raise questions for further research, 
for example: what game theory paradigms would best 
describe likely human-AI interactions? And in what 
circumstances might these coordination problems arise? 
16.  Camara, F., Romano, R., Markkula, G., Madigan, R., Merat, N. and Fox, C. (2018) Empirical game theory of pedestrian interaction for autonomous 
vehicles. In: Grant, R, Allen, T, Spink, A and Sullivan, M, (eds.) Proceedings of Measuring Behaviour 2018. Measuring Behaviour 2018:  
11th International Conference on Methods and Techniques in Behavioural Research
17.  Scientific American (2018) Google says it bears “some responsibility” after self-driving car hits bus, available at:  
https://www.scientificamerican.com/article/google-says-it-bears-some-responsibility-after-self-driving-car-hit-bus/
18.  See, for example: Tamir, D., Templeton, E., Ward, A., and Zaki, J. (2018) Media usage diminishes memory for experiences,  
Journal of Experimental Social Psychology, 76, 161 – 168 
19.  The term ‘metacognition’ typically refers to ‘thinking about thinking’ or an individual’s ability to understand and control their cognitive abilities.
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Technology and cognition
Studies of human memory have shown that the brain 
responds in different ways to different types of training 
or learning behaviours. London taxi drivers, for 
example, who memorise over 85,000 streets as part of 
their licensing requirements, have been found to have 
increased the size of their posterior hippocampus, the 
part of the brain responsible for spatial memory. 
Recent research from UCL’s Spatial Cognition 
Laboratory suggest that mapping applications may 
have changed how people engage their brain to 
navigate, with implications for how the brain perceives 
and remembers the world. For example, in one study, 
researchers investigated activity in areas of the brain 
responsible for memory and navigation (hippocampus) 
and planning and decision-making (prefrontal cortex) in 
people navigating London’s Soho district. They found 
these brain regions were tracking spatial information 
when they were using their memory, but not when they 
followed GPS-guided instructions on a screen. This 
may underpin why memory for environments is often 
much worse after using GPS-guided navigation.
Other studies also suggest that human cognitive 
capabilities could be influenced by interactions with 
technologies. For example:
•	  In a study of the impact of search engine use on 
memory, researchers investigated the cognitive 
consequences of having a digital ‘memory’ readily 
available, finding that users were less likely to 
remember content for which they had 
searched online. 
•	  A study of how people viewed a painting found that 
smartphone use influenced memory production: 
users that took a photo of the picture were less likely 
to remember its detail than those who studied it 
directly for a short period, and this held true even 
when an individual both studied the picture and 
took a digital record. 
BOX 5
20.  Maguire, E., Woollett, K. and Spiers, H. (2006) London taxi drivers and bus drivers: a structural MRI and neuropsychological analysis, 
Hippocampus, 16 (12) 1091 - 1101
21.  Javadi, A., Emo, B., Howard, L., Zisch, F., Yu, Y., Knight, R., Silva J., and Spiers, H. (2017) Hippocampal and prefrontal processing of network 
topology to simulate the future. Nature Communications 8, 14652
22.  Hejtmánek, L., Oravcová, I., Motýl, J., Horáček, J., & Fajnerová, I. (2018). Spatial knowledge impairment after GPS guided navigation:  
Eye-tracking study in a virtual town. International Journal of Human-Computer Studies, 116, 15-24.
23.  See, for example: Sparrow, B., Liu, J. and Wegner, D. (2011) Google effects on memory: cognitive consequences of having information  
at our fingertips. Science, 333 (6043), 776 – 778
24.  Soares, J. and Storm, B. (2018) Forget in a Flash: A Further Investigation of the Photo-Taking-Impairment Effect.  
Journal of Applied Research in Memory and Cognition, 7 (1) 154 – 160
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Digital technologies and 
human transformations
Interactions between technology and the wider social, 
political, and cultural context 
Technology is not a unique or overwhelming force, but 
one subject to wider social, political, and cultural factors.
Online information sharing, for example, is shaped by 
factors including the economics of the media information 
environment, patterns of social interactions and social 
divisions between users offline, and cognitive biases 
towards – or against – different types of information. 
Wider influences over who or what is considered a 
trustworthy information source also play a role in this 
environment, especially as AI-generated media becomes 
more sophisticated and it becomes challenging to 
distinguish between ‘real’ and ‘fake’. At the same time, 
the data infrastructures that underpin the web are 
becoming more centralised, and further technology 
development is necessary to create system architectures 
that decentralise data access and use in ways that can 
empower a wider range of groups and individuals. 
The impact of digital technologies on work and the 
economy, meanwhile, is influenced by trends that pre-
date the digital revolution: the relationship between 
capital and labour, the unequal distribution of financial 
wealth, and the disruptive potential of technology have 
long influenced patterns of economic growth and 
wellbeing. For more than a decade, economic and 
technology developments have contributed to the spread 
of internet-enabled devices, globalisation of supply 
chains, and the growth of online platforms, with labour 
patterns changing as a result. It is clear that digital 
technologies will influence work, but the nature of these 
changes is less clear. 
There are many plausible paths along which digital 
technologies could progress, and researchers, 
policymakers, and publics all play a role in shaping how 
they affect human lives and experiences. Dialogues 
between these communities will be important in shaping 
the values embedded in technology development, and 
the extent to which all in society are able to benefit from 
advances in digital technologies. 
The nature of digital transformation 
While it seems clear that digital technologies will 
transform human lives and experiences across many 
spheres of life, the full implications of these 
transformations are not yet well-understood. Do digital 
tools provide a temporary enhancement to human 
abilities? Or are there longer-term changes to human 
capabilities that have not yet been uncovered? 
The ability to offload cognitive tasks to technological 
tools – extending the capacity of the mind – is a hallmark 
of human intelligence. As individuals and technologies 
change, new capabilities emerge, and some capabilities 
might be lost. Experience of previous waves of emerging 
technologies seems to show that it is not the nature of 
the tools themselves that change human capabilities, but 
the ways in which these tools are put to use. 
The potential for digital technology to foster new forms of 
over-dependence or over-reliance is an important 
emerging ethical concern, with implications for both 
individuals and communities. Part of the challenge today 
lies in identifying ways in which technology could 
empower their users and support their autonomy, creating 
compelling and imaginative visions for the future in which 
digital technologies could be deployed in the service of 
society. There is an opportunity to redefine how individuals 
and digital technology interact, optimising these systems 
to empower their users and support beneficial social 
outcomes. To create this future, technologies need to be 
designed for desirable outcomes, with these outcomes 
defined through dialogue with diverse stakeholders and 
developed through collaborations across research 
disciplines and with publics. 
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Insights from computer science, economics, sociology, 
behavioural sciences, human-computer interactions, and 
more, can help better understand the types of disruption 
that can arise as digital technologies are deployed in 
different areas of life. These can help address questions 
such as:
•	  What factors are most important in making technology 
accessible to a wide range of users? 
•	  What spaces can support collaborative technology 
development?
•	  How does technology affect human cognition, and 
how can technologies support users to strengthen 
their metacognition and empower their users?
•	  What architectures, infrastructures, or supporting 
technologies are needed to avoid further 
concentration of the web?
•	  What forms of information provenance or management 
are necessary to help users distinguish between 
authentic and synthetic information sources? For 
example, how can viewers more easily identify fake 
video, images, or audio?
•	  What influence do filter bubbles have on individuals 
and communities? What are the wider implications for 
society?
•	  What are the environmental impacts of digital 
technologies, and how can research address this?
The relationship between individuals and technology 
Perceptions about the role of technology in society – 
and in day-to-day life – and the risks and benefits it brings 
shape how people relate to it. As digital technologies 
become more pervasive, these conceptualisations are 
evolving, raising questions such as:
•	  Should digital technologies be a form of civic 
architecture? To what extent are data and the tools 
to use it part of public infrastructure? What does this 
require in terms of technological capabilities, the 
values embedded in technology design, and access 
to technology?
•	  What are the boundaries of augmentation, and at what 
point does technology become an extension of an 
individual, rather than an outside augmenting force?
•	  Are the natures of the potential benefits and harms 
different to what technologies have brought in the past? 
As digital technologies advance and their role in daily life 
evolves, new understandings of their harms and benefits 
will be needed, and further dialogues about the nature of 
the transformations to human lives, capabilities, and 
experiences that they may bring. 
Digital technologies and human transformations
Data and digital technologies are already transforming 
the way individuals live, work and learn. As research 
advances and new applications emerge, further 
transformations will follow. 
These technologies and applications can make a great 
contribution to human flourishing. Ensuring the best 
possible environment for the safe and rapid deployment 
of these technologies will be essential for enhancing the 
UK’s economic growth, wellbeing, and security. 
They also, however, present significant choices and 
dilemmas: as technologies advance, researchers, 
policymakers, and publics will need to consider how to 
balance the distribution of benefits and risks for 
individuals, communities, and society. Careful 
stewardship will be necessary to help ensure that the 
benefits of digital technologies are shared across society.
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Graphic representations of ‘Digital Technologies 
and Human Transformation’ workshops 
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Annex 1: Polling results reported in this report
The statistics quoted in this summary are drawn from polling carried out by YouGov on behalf of the Royal Society. 
Total sample size was 2034 adults. Fieldwork was undertaken between 29 March – 1 April. The survey was carried 
out online. The figures have been weighted and are representative of all GB adults (aged 18+). The questions asked 
in this polling were:
QUesTIOn 1
Before taking this survey, how much, if anything, did you feel you knew about each of the following 
technologies? (Please select the option that best applies on each row)
virtual reality (vr) (i.e. a computer-generated simulation 
of an environment, story or experience that can be 
interacted in a seemingly real way, by a person wearing 
special goggles or headset)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
augmented reality (ar) (i.e. a technology that layers a 
computer-generated image on a user’s view of the real 
world, e.g. on their phone or tablet)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
artificial intelligence (aI) (i.e. intelligence demonstrated 
by machines, or the ability for computer systems to carry 
out tasks that would require some level or type of 
intelligence in humans
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
Blockchain (i.e. a digital ledger in which transactions 
made in bitcoin or another cryptocurrency are recorded 
chronologically and publicly)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
cloud computing (i.e. a network of remote servers 
hosted on the Internet to store, manage, and process 
data, rather than a local server or a personal computer)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
neural interfaces/ brain-computer interfaces (i.e. 
technology which allows the brain to control real-world 
applications directly)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
co-bots (i.e. collaborative robot, a robot that is capable of 
learning multiple tasks so it can assist human beings)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
social media platforms (e.g. Twitter, Facebook, 
Instagram, Snapchat etc.)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
Internet of things (IoT) (i.e. devices that are connected 
over the internet so they can ‘talk’ to us, applications, and 
each other. For example, a smart fridge that could tell you 
it was out of milk by texting you if its internal cameras saw 
there was none left)
	I had heard of it, and have a good understanding of it
 I had heard of it, and understand it a little
 I had heard of it, but only by name
	I had not heard of it
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QUesTIOn 2
Overall, how useful, if at all, do you think digital technologies could be in each of the following 
industries over the next 10 years (i.e. between now 2029)? (Please select the option that best 

















	Not at all useful
	Don’t know
QUesTIOn 3
Which ONE of the following comes closest to your views regarding the benefits and risks for each 
of the following uses of digital technology? (Please select the option that best applies on each row)
Digital games for school education
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
Prosthetics that give people the 
sense of touch (i.e. prosthetic hands)
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
new ways to access to transport 
services (e.g. through Uber, 
cityMapper etc.)
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
social media as a source of news 
(e.g. through posts from people you 
follow, posts from news 
organisations etc.)
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
Technology that helps people with 
dementia and memory loss (e.g. 
communication aids, home care 
robots, reminder messages etc.)
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
Digital tools for people 
management and work allocation 
(e.g. apps which delegate jobs 
within teams or ways of finding 
work, for example Taskrabbit.)
	The benefits outweigh the risks
	The benefits and risks are equal
	The risks outweigh the benefits
	Don’t know
Please read the text below carefully before answering the 
question that follows. 
With digital technology being used or proposed in more 
areas of everyday life, there are discussions about the 
risks and benefits of its use.
Some benefits often discussed are that processes are 
becoming quicker and more efficient, as well as there 
being new and innovative ways of approaching things and 
in some instances proving to be more effective. 
The risks often discussed are processes being distanced 
from humans, with computers taking  a greater role in 
traditional human roles or tasks. Privacy might also be an 
issue, with people having to give out personal information 
or data to be able to use some technology.
The following question will present 6 ways in which digital 
technology is being used in everyday life. For each one, 
please consider the risks and benefits you think might be 
associated before answering the question.
For the following question, by ‘digital technologies’, we mean any digital or computer device which have 
practical uses in everyday life.
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Annex 2: Royal Society Steering Group
steering group
The members of the Steering Group involved in this report are listed below. Members acted in an individual and not a 
representative capacity. Members contributed to the project on the basis of their own expertise and good judgement.
royal society staff
workshop participants
The Digital Technologies and Human Transformation workshop series ran in February and March 2019, and was 
conducted under the Chatham House rule. The Society would like to express its thanks to all those who presented 
and participated at these workshops.
steering group
Professor Geoffrey Boulton OBE FRS FRSE, Regius Professor of Geology Emeritus, University of Edinburgh
Professor Chris Frith FRS FBA FMedSci, Professor Emeritus, Wellcome Trust Centre for Neuroimaging,  
University College London
Professor Uta Frith DBE FRS FBA FMedSci, Emeritus Professor of Cognitive Development,  
University College London
Professor Abigail Sellen FREng, Deputy Director, Microsoft Research Cambridge
Professor Sir Nigel Shadbolt FRS FREng, Principal, Jesus College, and Professorial Research Fellow  
in the Department of Computer Science, University of Oxford
royal society staff
Dr Natasha McCarthy, Head of Policy, Data
Jessica Montgomery, Senior Policy Adviser
Connie Burdge, Policy Adviser
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The Royal Society is a self-governing Fellowship  
of many of the world’s most distinguished scientists  
drawn from all areas of science, engineering, and 
medicine. The Society’s fundamental purpose, as it 
has been since its foundation in 1660, is to recognise, 
promote, and support excellence in science and to 
encourage the development and use of science for  
the benefit of humanity.
The Society’s strategic priorities emphasise its 
commitment to the highest quality science, to  
curiosity-driven research, and to the development  
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