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Introduction
We consider the problem of finding the global minimizers of multi-dimensional nonlinear functions. Our algorithm is based on the method of Hansen [-5] . The algorithm computes enclosures for all global minimizers and for the global minimum value of a twice continuously differentiable function in a given interval vector.
Classical numerical global optimization methods for the multi-dimensional case start from some approximate trial points and iterate. Thus, classical optimization methods sample the objective function at only a finite number of points. There is no way to guarantee that the function does not have some unexpectedly small values between these trial points.
Hansen's algorithm uses interval arithmetic to evaluate the objective function and its first-and second-order partial derivatives over a continuum of points, including those points that are not finitely representable on a computer. Interval analysis supplies the prerequisite for solving the global optimization problem with automatic result verification, i.e. with the guarantee that the global minimum points and the global minimum value have been found.
Let f: R" --, R be a twice continuously differentiable function, and let I-x] s I ~". We address the problem of finding all points x* in the interval vector l,x] such that f(x*) = min f(x).
(1)
x ~ [x]
We are interested in both the global minimizers x* and the minimum value f* = f(x*).
We use the branch-and-bound method of E. Hansen [5, 6] with the modifications described in [15] , [16] , and [4] . Our method 9 starts from an initial box I-x] ~ I R", 9 subdivides Ix] and stores the subboxes in a list, and 9 discards subintervals which are guaranteed not to contain a global minimizer, until the desired accuracy of the intervals in the list is achieved.
The power and speed of the method comes not so much from the ability to find the answer as from the ability to discard from consideration regions where the answer is not. The tests we use to discard pending subboxes are 9 midpoint test, 9 monotonicity test, 9 concavity test, and 9 interval Newton Gauss-Seidel step.
The midpoint test determines or improves an upper bound f for f* and discards all intervals from the list L for which f is lower than the lower bound of the corresponding interval function evaluation. The value f is also used to check whether a newly subdivided interval is to be entered in the list L.
The monotonicity test determines whether the function f is strictly monotone in an entire subinterval [y] . If f is strictly monotone in [y], then I-y] cannot contain a global minimizer in its interior. The concavity test (non-convexity test) examines the concavity off. Iff is not convex in a subinterval [y], then I-y] cannot contain a global minimizer in its interior.
For details on these tests and on the method itself, see [4] , [6] , or [16] . The basic features for our method are extended interval arithmetic and differentiation arithmetic, where the latter is applied to compute the values of the derivatives of the objective function. An introduction to these features is given in [4] .
The algorithm is implemented in PASCAL-XSC [-12 ], a portable PASCAL compiler extension including interval arithmetic. Therefore, the tests presented in this paper produce identical results on the different platforms for the PASCAL-XSC system (e.g. PC, Workstation). 
Global Optimization Algorithm
In the following, we give a simplified algorithmic description and an overview on our global optimization method. In G I obalO ptimize, we first compute an upper bound for the global minimum value, and we do some initializations.
Step 3 is the main iteration. Here, we first do a bisection of the actual box [y] . Then in Step 3(b), we apply a function value check, the monotonicity test, the concavity test, and the interval Newton step to the bisected boxes [ul] and [u2] . The interval Newton step results in p boxes. We have to handle them all in Step 3(b)viii, where we again apply a function value check and a monotonicity test. If the actual box [V]j has not been discarded, then it is still a candidate for a minimizer, and we store it in L.
In
Step 3(d), we remove the first element from the list L, i.e. the element of L with the smallest lower bound of the interval function evaluation, and we perform the midpoint test. Then, we check the tolerance criterion for the new actual interval. If the desired accuracy is achieved, we store this interval in the result list Lres. Otherwise, we go to the bisection step.
When the iteration stops because the pending list L is empty, we compute a final enclosure If*] for the global minimum value in Step 4, and we return Lr~s and If*].
The closer the upper bound fis to the global minimum value f*, the more intervals we can delete in the midpoint test (Step 3(d)ii of Algorithm 1). Thus, the method can be improved by incorporating an approximate local search procedure, to try to decrease the value j( See [6] , [9] , or [14] for the description of such local search procedures.
Interval Gauss-Seidel Step
In our global optimization method, we apply one step of the extended interval Newton Gauss-Seidel method (cf. [1] or [8] ) to the nonlinear system
The In the following theorem, we summarize the most important properties of the interval Newton Gauss-Seidel method. For proofs, see [6] or [13] .
In a practical realization of the interval Newton Gauss-Seidel method (4) This strategy we suggested in [16] , and the Newton step results in at most n + 1 boxes. We give the details in the following paragraph. 3. Use at most three gaps to split the box [y] .
Splitting Strategies
This strategy was suggested by Hansen [6] , and the Newton step results in at most 2 3 = 8 boxes.
Use all 9aps
to split the box [y] .
As far as we know, nobody uses this strategy, because the Newton step results in at most 2" boxes causing a proliferation of subboxes.
Let us now have a closer look on Strategy 2 suggested in [16] and also used in [4] . 
Continue with next i.
As an example, we now handle a box of dimension n = 3 assuming that the interval Gauss-Seidel step produces a gap in each component. Incorporating the above strategy, the three component steps of the method split the actual box [y] in the following manner:
[y] = IEyll, f vll I [Evil, fEvl l 1
Each step i is marked by a numbered arrow. The vertical arrows correspond to the storing of a subbox, whereas the horizontal arrows correspond to the updating of the actual box in the i-th component. Thus, the interval Gauss-Seidel step results in 4 boxes, i.e. the 3 boxes in the second row and the outmost right box in the first row of the graphic.
In the following, we give an algorithmic description of the interval Gauss-Seidel step incorporating this strategy. 
Algorithm 2: IntervalGaussSeidelStep(f, [y], [H], [ V],p).

z]:=(Q-([b]i+,=l~ [A]iJ'[Yc]J)/[A]u) n[y]i; {[z]=[zl]u[z2]}
Preeonditioners
As already mentioned, the interval Gauss-Seidel method generally works better if we first apply a preconditioning. A preconditioner matrix R commonly recommended in the literature is the inverse of the midpoint of the interval matrix [HI. In Algorithm 2, we also use this kind of preconditioner, that is, we compute R ~ (rn(EH])) -1.
In our test results we refer to this case as "InvMid". For our tests, we also use Algorithm 2 without any preconditioning, i.e. with R set to the identity matrix 1.
In [10] , Kearfott introduced the concept of contracting and splitting preconditioners in the context of root-finding problems. In our special case of global optimization problems, we investigated a combination of two kinds of these precon-ditioners: width optimal contractino preconditioners and pivoting splitting preconditioners as suggested by Kearfott and Hu [11] . We give only a very brief description of these preconditioning techniques.
The width optimal preconditioners are part of a class of preconditioners which can be computed as solutions of linear programming problems I An algorithmic scheme for the interval Gauss-Seidel step with special preconditioners looks as follows: 
Results
We use an implementation of Algorithm 1 including some minor modifications (cf.
[16]) to compare the different versions of the interval Gauss-Seidel step. That is, in
Step 3(b)vii either I ntervalGaussSeidelStep (Algorithm 2) or PreconGaussSeidelStep (Algorithm 3) is called. In the following, we present results for problems which have been used previously in testing global optimization methods in [-16 ].
In our tables, we distinguish the results with different splitting strategies and preconditioners by the maximum number of subboxes (splittings) which could be generated in the interval Gauss-Seide! step and by a shorthand description of the preconditioning used, respectively. Furthermore, we give informations on evaluation effort for the function, gradient, and Hessian values and on the maximum number of elements in our pending list. The total time for optimizing the corresponding test function is given in STUs, where the standard time unit STU is the -computation time to evaluate the $5 test function (as usual real function) 1000 times. In detail, we use the following rows of information in the tables below: 
within the initial box specified by -500 < xi < 600, i = 1, ..., 5. We see that the use of our special splitting strategy improves the performance of the global optimization method, by drastically decreasing the number of Hessian and gradient evaluations.
G5
Very interesting results come from testing our method with the three functions of Shekel (SS, $7, Sl0), where x ~ R '~ and These test results show clearly that our special splitting strategy is more important for the efficiency of the algorithm than the use of preconditioners. Especially, we see that we get the best performance if we use our special splitting strategy without any preconditioner in the Gauss-Seidel step. Kearfott's optimal linear programming preconditioners work much better than the inverse midpoint preconditioner with the standard splitting strategy (Strategy 1). Another interesting result is given by the increasing evaluation effort of the Sm-functions for increasing values of m. If the standard splitting strategy is used, then the evaluation effort increases drastically. If our special technique is used, we have only a slightly increasing evaluation effort. The initial box is given by 0 < xi < 1, i = 
