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Abstract i
A Research on the Design of Statistical Objective Functions
for Estimating Acoustic Information using Deep Learning
Yuma Koizumi
Abstract
This research aims to estimate “acoustic information”, which is information related
to a target sound source such as the source signal, the direction and the state, from the
acoustic signal observed by microphones. Two engineering problems are investigated in
this thesis: “sound source enhancement” which is the source signal estimation problem,
and “anomalous sound detection” which is the state estimation problem.
In recent years, deep learning (DL) has been applied to acoustic information esti-
mation and estimation accuracy has been greatly improved. In DL-based approach, a
neural network is used as a nonlinear mapping function from observation signals to tar-
get acoustic information. In most cases, the neural network is trained with supervised
learning; the neural network is trained to maximize/minimize the “objective function”
which evaluates the estimation accuracy of acoustic information such as mean squared
error (MSE).
The design of the objective function in acoustic information estimation is equivalent
to defining the properties and the estimation accuracy of the target acoustic informa-
tion. Therefore, it is difficult to estimate acoustic information which cannot be defined
its properties and estimation accuracy with a deterministic objective function such as
squared error and cross-entropy. For example, the target source which maximizes per-
ceptual sound quality cannot be estimated, because MSE-based objective function does
not necessarily improve perceptual quality. As another example, anomalous state of the
sound source cannot be also estimated, because anomalous sound due to danger situation
rarely occurs and it is difficult to collect label data.
We deal through this paper with the problem of designing the objective function to
estimate acoustic information with deep learning. We tackle to design objective functions
by defining the statistical properties of the target acoustic information such as probability
density function.
ii Abstract
In Chapter 3, to estimate target source with a small deep neural networks (DNNs),
an objective function to select informative acoustic-features for collecting target sources
in noisy environments is proposed. Wiener filtering is a powerful framework for sound-
source enhancement. In order to estimate Wiener-filter with a small DNNs, it is es-
sential to find informative acoustic features that provide effective cues for Wiener-filter
estimation. In this study, we measured the informative-ness of acoustic features using
mutual information between acoustic features and supervised Wiener-filter parameters,
e.g., prior signal-to-noise ratios, and developed a method for automatically selecting in-
formative acoustic features from a large number of feature candidates. To automatically
select optimum features, we derived a differentiable objective function in proportion to
mutual information based on the kernel method. Since the higher-order correlations
between acoustic features and Wiener-filter parameters are calculated using the kernel
method, the statistical dependence of these variables is accurately calculated; thus, only
meaningful acoustic features are selected. Through several experiments conducted on a
mock sports field, we confirmed that the signal-to-distortion ratio score improved when
various types of target sources were surrounded by loud cheering noise.
In Chapter 4, to improve sound quality of output signals of DNN-based sound source
enhancement, an objective function to maximize sound quality measure is proposed.
Conventional DNN-based sound source enhancement is trained with mean-squared-error
based objective function. Since MSE-based objective function does not necessarily im-
prove perceptual quality, the quality of output signal is degraded. In Chapter 4, we
apply a quantitative metric that reflects a human’s perceptual score (perceptual score)
to objective function, instead of explicitly giving label data. In the objective tests, we
confirmed that DNN was trained to maximize audibility perceptual score by using pro-
posed objective function. In the subjective tests, it was confirmed that the output sound
quality of proposed method outperformed the conventional method. These result suggest
that the proposed method enable to train DNN with various quantity metrics such as
auditory score which could not be used in conventional objective function.
In Chapter 5, to detect anomalous sound whose label data cannot be collected, an
objective function for anomalous sound detection (ASD) is proposed. Most ASD sys-
tems adopt outlier-detection techniques because it is difficult to collect a massive amount
of anomalous sound data. To improve the performance of such outlier-detection-based
ASD, it is essential to extract a set of efficient acoustic features that is suitable for iden-
tifying anomalous sounds. However, the ideal property of a set of acoustic features that
Abstract iii
maximizes ASD performance has not been clarified. By considering outlier detection-
based ASD as a statistical hypothesis test, we defined optimality as an objective function
that adopts Neyman-Pearson lemma; the acoustic feature extractor is optimized to ex-
tract a set of acoustic features which maximize the true positive rate under an arbitrary
false positive rate. The variational auto-encoder is applied as an acoustic feature extrac-
tor and optimized to maximize the objective function. We confirmed that the proposed
method improved the F-measure score from 0.02 to 0.06 points compared to those of con-
ventional methods, and ASD results of some real-environment show that the proposed
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方向などの物理的かつ顕在的な音源情報を推定することで，音声会議システム [1, 2, 3]











して音声認識ができる [12, 13, 14]．また，大歓声に包まれたサッカースタジアムで特定の
選手の声やボールのキック音だけをクリアかつ選択的に抽出することで，まるでサッカー









































がされてきた [27, 28, 29, 30, 31, 32, 33, 34]．統計的機械学習に基づく音源情報推定で





















した畳み込みニューラルネットワーク（CNN: convolutional neural network）[39, 40]や，
時系列情報の時間方向の関係性をモデル化する再帰型ニューラルネットワーク（RNN:
recurrent neural network）[41, 42]などのネットワーク構造の研究を応用した研究もおこ
なわれている．これらの研究では，ネットワーク構造に局所的なスペクトルの変化 [43]や








































































































ら取り組まれており，音声会議システム [1, 2, 3]，雑音下での音声認識 [12, 13, 14]，ス




short-time Fourier transform）したXm,ω,τ ∈ CM×Ω×T を，Sω,τ ∈ CΩ×T とK 個の雑音
Nk,ω,τ ∈ CK×Ω×T が重畳されたものとして以下のように記述する．










8 2.1 節 音源強調
音源強調の代表的な手法として，複数のマイクロホンを用いて観測信号を解析するア






























ら 1の値を持つ時間周波数マスクGω,τ ∈ [0, 1]を観測信号Xω,τ に掛け合わせることで，
源信号が強調された信号 Sˆω,τ ∈ CΩ×T を得る（図 2.1）．
Sˆω,τ = Gω,τXω,τ (2.4)
つまり，時間周波数マスクを用いた音源強調は，観測信号を時間周波数マスクGω,τ やそ
の設計のためのパラメータへの写像関数を求める問題に帰着する．








































音比（SNR: signal-to-noise ratio）ξω,τ を推定することで，ウィナーマスクの近似計算を


















































1 x > 00 x ≤ 0 (2.16)
バイナリマスクも，ウィナーマスクや IRMと同様に，IRMも源信号と雑音のパワース
ペクトルどちらか一方から近似計算できる．



































Noise source #2 (voice)
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図 2.2: 局所 PSD推定法による時間周波数マスク設計．
なおバイナリマスクの設計法には式 (2.15)の他にもさまざまな方法が提案されており，
代表的な方法として，信号の 2チャネルへの到達レベル差を利用してバイナリマスクを
設計する SAFIA (sound source Segregation based on estimating incident Angle of each














































|Yl,ω,τ |2 = D(l,0)ω |Sω,τ |2 +
K∑
k=1





















































を推定できるが，図 2.2のように，所望の源信号と雑音 (Noise source # 1) が空間的に
近接した位置に存在する場合，感度行列がランク落ちを起こすため一般化逆行列の計算


















































まず，観測信号から音響特徴量 fτ ∈ RDを抽出する．
fτ =M(xτ |ΘM) (2.25)
ここでMは音響特徴量を抽出する関数（音響特徴量抽出関数）であり，ΘMはそのパラ
メータである．音響特徴量 fτ には例えば，メル周波数ケプストラム係数（MFCC: mel-
frequency cepstrum coefficient）や線スペクトル対（LSP: line spectral pairs）などを利
用することが一般的である．次に正常モデル p(f |z = 0,ΘL)を用いて，異常度L(fτ )を
正常モデルの負の対数尤度として計算する．
L(fτ ) = − ln p(fτ |z = 0,ΘL), (2.26)
ここで離散変数 z ∈ {0, 1, ...,∞}は観測信号が正常音である時に z = 0となる確率変数，
p(fτ |z = 0,ΘL)は正常モデルでありΘLは分布のパラメータである．代表的な正常モデル
の実装例は混合ガウス分布（GMM: Gaussian mixture model）であり以下のようになる．
p(f |z = 0,ΘL) =
C∑
c=1
wcN (f |µc,Σc) , (2.27)
ここでCは混合数，wc，µc，Σcはそれぞれ混合比と c番目のガウス分布の平均ベクトル
と共分散行列を表す．つまりΘL = {wc,µc,Σc|c = 1, ...,C}である．最後に異常度L(fτ )
第 2 章 音源強調と異常音検知の従来研究 15
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H(L(fτ ), φ) =
0 (正常音) L(fτ ) ≤ φ1 (異常音) L(fτ ) > φ (2.28)
2.2.2 異常音検知と音響特徴量設計
外れ値検知に基づく異常音検知において具現化すべき関数は，音響特徴量抽出関数M











かつ持続時間が 1.0秒の単一正弦波とした（図 2.4, (a)）．異常音は周波数が 1200Hzか
つ持続時間が 1.0秒の単一正弦波（異常音 1，図 2.4, (b)）と高さが 500Hzかつ持続時間
16 2.3 節 音源情報推定の定式化























yˆ =M (x|ΘM) (2.29)






Mの条件: 観測信号 xと音源情報 yの関係性を正しく表現できる写像であること







 Waveform (Sound source enhancement)












てきた [29, 30, 31, 32, 33, 34]．統計的機械学習に基づく音源情報推定では，Mを物理的
な制約を緩和した非線形な写像関数として記述する．特に教師あり学習に基づく音源情
報推定では，事前に収集された観測信号のデータX = {xτ |τ = 1, ..., T}と所望の音源情
報のデータY = {yτ |τ = 1, ..., T}の関係性を表現するようにΘMを学習することで複雑
な写像を表現する．また目的関数は，音源情報の推定精度が高いほど大きな値を返す評
価関数R (y, yˆ) の平均値として表現することが一般的である．
ΘM ← arg max
ΘM
J (ΘM) (2.31)
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とバイアスベクトルである．つまりDNNのパラメータはΘM = {W(l),b(l)|l = 2, ..., L}
である．また σθと σMは活性化関数と呼ばれる非線形関数であり，シグモイド関数やラ






























図 2.7: L = 4の全結合多層ニューラルネットワークにおける誤差逆伝搬．
ンプ関数が用いられる．なお z(1)τ = xτ であり，音源情報推定において入力xτ は，観測
信号の周波数情報と時間情報の両方を考慮するために，観測信号Xω,τ ∈ CΩ×T の時間周
波数要素を並べたベクトルとすることが多い [38, 81]．
xτ = (Xτ−Pb , ...,Xτ , ...,Xτ+Pf )
⊤ (2.36)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.37)
ここで ω = {1, 2, ...,Ω}と τ = {1, 2, ..., T}は，周波数と時間のインデックスを表す変数













法 [82]”が提案された．誤差逆伝搬では，図 2.7のように，l+ 1層の誤差を l層へ逆方向
に伝搬させ勾配を計算する．詳細な導出については [37]などの専門書に譲り，ここでは
実行のアルゴリズムを簡潔に示す．まず，表記の簡単のためにU(l) = (u(l)1 ,u(l)2 , ...,u(l)T )，













U(l) =W(l)Z(l−1) + b(l)1⊤T (2.40)
と書き換える．ここで 1T は 1を T 個並べたベクトルである．まず目的関数内の評価関
数R (yτ ,M (xτ |ΘM))を最終層の入力 u(L)τ で偏微分した値を並べた行列である∆(L)を
計算する．
δ(L)τ =





























W(l) ←W(l) + λ∂W(l) (2.46)
b(l) ← b(l) + λ∂b(l) (2.47)
なお，アルゴリズムの収束の安定化や高速化のために，式 (2.46)(2.47)の第二項の勾配項
を調整する手法として，AdaGrad [83]や Adam [84]などの手法が提案されている．また，
ΘMの学習は勾配法で行われるため，求まる解はその初期値に依存する．そこで，ΘMの







network）[39, 40] と再帰型ニューラルネットワーク（RNN: recurrent neural network）
[41, 42]を概説する．
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レームは 10フレーム程度であるといわれている [42]．そこでより長期の記憶を扱うため
に，外部記憶装置を持たせた長短記憶（LSTM: long short-term memory）ネットワーク
[42]や，微分可ニューラルコンピュータ（DNC: differentiable neural computers）[90] な












的関数に，二乗誤差最小化（MMSE: minimum mean square error）と交差エントロピー
がある．
MMSEは回帰の問題に広く用いられる目的関数であり，評価関数R (y, yˆ)を yと yˆの
二乗誤差としたものである．音源情報推定の中では，音源強調などの源信号を推定する
問題などで用いられる．MMSEに基づく J (ΘM)は，yτ は源信号のスペクトルなどを
表すベクトルとして，


















zτ,k lnM (xτ |ΘM)k (2.51)
のように記述できる．























ln p(x) = KL [qΘM(z|x)||p(z|x)] + L(ΘM,ΘG|x) (2.52)
第一項はKLD，第二項は変分下界と呼ばれる値であり，KLDは以下のように計算できる．














= −KL [qΘM(z|x)||p(z)] +
∫
qΘM(z|x) ln pΘG(x|z)dz (2.55)























JVAE(ΘM,ΘG) = L(ΘM,ΘG|x) (2.56)












1なお，2つのニューラルネットワークを用いて qΘM(z|x)と pΘG (x|z)を表現し，変分下界を最大化す
るようにニューラルネットワークを学習する考え方は，Dayanらが Helmholtz Machine [96, 97]として
1995年に発表している．






















pˆ(x) ln (1−M(x|ΘM)) dx (2.58)
ΘM ← arg min
ΘM
JGAN(ΘM,ΘG) (2.59)
































画面）を得た下で，有限個の行動の候補A = {a1, a2, ..., aA}（ゲームのボタン操作）の中
からどの行動を選択するべきかを判断する関数Q(xτ , a)を学習する2．ここでQ(xτ , a)は
Q関数と呼ばれ，“xτを観測したときに行動 aを選択し，その後も現在の方策にしたがい
行動を続けた際に得られる報酬の和の期待値を返す関数 [98]” を表し，簡潔に言えばxτ
の下で行動 aを取るメリットを返す関数である．DQN（Deep Q-network）[100, 101]で
は，Q関数をニューラルネットワークを用いてM(xτ |ΘM) = (Q(xτ , a1), ..., Q(xτ , aA))
2行動の選択問題から，行動の生成問題へ拡張した研究もある [102]．
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で表現する（図 2.10）．時刻 τ における行動は
















































































[47, 48, 33, 34, 70]．DNNを学習するために，観測信号Xω,τとラベルデータyτ ∈ RD（時
間周波数マスクを計算するためのパラメータ）を生成する．式 (2.3)からわかるように，
観測信号は源信号 Sω,τ と雑音Nk,ω,τ のデータから生成できるため，深層学習に基づく音
源強調に必要な学習データは源信号 {Sτ |τ = 1, ..., T}と雑音 {Nτ |τ = 1, ..., T}である．
ただし



















徴量は観測信号Xω,τ の時間周波数要素を並べたベクトルとすることが多い [38, 81]．
xτ = (Xτ−P , ...,Xτ , ...,Xτ+P )⊤ (2.66)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.67)
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一方学習データが十分にない場合は，隠れ層や隠れユニットの数を削減するために，事
前に人手で選択した音響特徴量を抽出し，xτ とすることもある．この音響特徴量には，
メル周波数ケプストラム係数（MFCC: mel-frequency cepstrum coefficient）や線スペク
トル対（LSP: line spectral pairs）などが用いるられる．
次に，DNNの出力である，時間周波数マスクを計算するためのパラメータを並べたD
次元ベクトルを yτ ∈ RDを定義する．例えば源信号の振幅スペクトル |Sω,τ |から時間周
波数マスクを計算する場合は，
yτ = (|S1,τ |, |S2,τ |, ..., |SΩ,τ |)⊤ (2.68)
である．
最後にDNNの順伝搬の式 (2.33)(2.34)(2.35) を利用し，以下のように yτ を推定する．

















ΘM ← arg max
ΘM
J (ΘM) (2.72)












時系列のモデル化 [32, 91, 103]や，振幅スペクトルの非負性のモデル化など，音響信号
の物理的性質を記述するものが多い．これは，音は物理現象であるため，物理的な性質
を利用した方が観測信号と音源情報の関係性を記述するモデルを設計しやすいと考えら
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して，非負値行列因子分解（NMF: non-negative matrix factorization）がある [72] の構
造をニューラルネットワークの一種であるオートエンコーダを用いて表現する，非負オー







間周波数方向に並べた行列（振幅スペクトログラム）X ∈ RΩ×T0≤ を，源信号と雑音の振
幅スペクトルの U個の基底を表す基底行列W ∈ RΩ×U0≤ とその混合強度を表す強度行列
Z ∈ RU×T0≤ に分解する手法である（図 2.12 ）．NMFによる振幅スペクトルの分解は，以
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下のように記述できる．
X ≈WZ (2.74)
X = (X1, ...,XT ) (2.75)
Xτ = (|X1,τ |, ..., |XΩ,τ |)⊤ (2.76)
W = (w1, ...,wΩ)
⊤ (2.77)
wω = (wω,1, ..., wω,U)
⊤ (2.78)
Z = (z1, ..., zT ) (2.79)













































D(xτ , (Sˆτ + Nˆτ )) (2.85)
ここで Sˆτ と Nˆτ は式 (2.64)(2.65)で表現される源信号と雑音の振幅スペクトルの推定値，
Ws ∈ RΩ×U0≤ とWs ∈ RΩ×U0≤ は事前に学習された重み行列，ReLUはランプ関数，Dは二
乗誤差や一般化KLダイバージェンスなどの評価関数を表す．そして式 (2.85)の目的関
数を用いて学習されたWs ∈ RΩ×U0≤ を用いて，観測信号から Sˆτ を推定し，時間周波数マ

























があり，1つが時間周波数マスクと目的関数の複素数への拡張 [32, 91]，もう 1つが目的






ク計算のための目的関数である，位相鋭敏フィルタ (PSF: Phase sensitive filter)[32, 91]
が提案されている．
PSFと従来のニューラルネットワークを用いた時間周波数マスク計算との間には異な
る点が二つある．一つは，ニューラルネットワークで時間周波数マスクGω,τ ∈ [0, 1]を
直接求める点，もう一つが目的関数を複素領域の絶対誤差の二乗和としている点である．
まず時間周波数マスクGω,τ ∈ [0, 1]を直接求めるために，時間周波数マスクを並べたベ
クトルをGτ = (G1,τ , G2,τ , ..., GΩ,τ )⊤とする．そして出力層の活性化関数をシグモイド関
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数としたニューラルネットワークを用いてGτ を推定する．














R(Sω,τ −Gω,τXω,τ )2 + I(Sω,τ −Gω,τXω,τ )2 (2.87)









































N (yτ |M (xτ |ΘM, ID)) (2.88)
ここでN (x|µ,Σ)は平均 µ，共分散行列Σをパラメータにもつ多変量ガウス分布，ID
はD次元単位行列である．ここで着目すべき考え方は，ニューラルネットワークの出力

































































































































習に必要なデータは観測信号Xω,τ である．そしてDNNへの入力ベクトル xτ には，観
測信号自身の時間周波数構造を利用したいため，観測信号Xω,τ の時間周波数要素を並べ
たベクトルとする．
xτ = (Xτ−P , ...,Xτ , ...,Xτ+P )⊤ (2.90)
Xτ = (ln |X1,τ |, ..., ln |XΩ,τ |) (2.91)
最後に観測信号 xˆτ から音響特徴量 fτ を抽出するニューラルネットワークMと，音響
特徴量 fτ から観測信号 xˆτ へ復元するニューラルネットワーク Gを用いて，再構成二乗
誤差を最小化するように学習する．Mと GをDNNで実装すると以下のようになる．
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ここでΘM = {W(l),b(l)|l = 2, ..., L}，ΘG = {W(l,G),b(l,G)|l = 2, ..., L}，であり，σθと
σθ,Gは活性化関数である．また z(1)τ = xτ，z(1,G)τ = fτ である．そして目的関数は以下の
ようになる．
ΘM,ΘG ← arg max
ΘM,ΘG
JAE (ΘM,ΘG) (2.98)











































Atmos [116]，SAOC (spatial audio object coding) [117]，MPEG-H [118]，MPEG-4 Audio



















ように，スポーツフィールドでは，キック音などの所望の源信号Sω,τ ∈ CΩ×T を取り囲む
ように無数の歓声雑音Nk,ω,τ ∈ CK×Ω×Tが存在している．ここでKは雑音源数を表す．全
方向から到来する雑音の影響を低減するために，スポーツフィールドでの収音では，指向
性マイクロホンやマイクロホンアレイを用いることが一般的である [4, 5, 6, 122, 123]．今，
M本の指向性マイクロホンで構成されるマイクロホンアレイでの観測信号Xm,ω,τ ∈ CΩ×T
を以下のように記述する．











































































ただしこの事前 SNRの定義は，事前 SNRに対数をとっている点で 2章での事前 SNR
の定義とは異なる．この理由は，スポーツフィールドでは雑音の音量が大きく，事前
SNRの学習データの大半の時間周波数成分が 0に近い値をとるため，誤差計算の安定の
ために事前 SNRに対数をとっている．本節では，式 (3.4)で定義した事前 SNR[70, 33]
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号の推定精度が低下する．そこで本節では過適合を回避するために，観測信号から事前

















fτ ← F (xτ |ΘF) (3.5)
そして事前 SNRを以下のDNNで推定する．









ここで z(1)τ = fτ であり，L，W(l)，b(l)，ΘM，σθの定義は 1章で説明したものと同じで
ある．本章では，音響特徴量選択関数のパラメータを最適化するための目的関数を設計
する．




































p(F(x|ΘF), ξ) ln p(ξ|F(x|ΘF))dxdξ (3.12)
∝
∫∫
p(F(x|ΘF), ξ) ln p(F(x|ΘF), ξ)
p(F(x|ΘF))p(ξ)dxdξ. (3.13)








ΘF ← arg max
ΘF
∫∫
p(F(x|ΘF), ξ) ln p(F(x|ΘF), ξ)
p(F(x|ΘF))p(ξ)dxdξ (3.14)




ここで g ∈ RQを，MFCCや LSPなどのxから抽出した音響特徴量候補を並べたベクト
ル gτ = (g1,τ , ..., gQ,τ )⊤ とする．特徴量選択を採用すると，特徴量抽出関数F(x|ΘF)は
以下のように記述することができる．
F(x|ΘF) = Ag (3.15)
ここでAは，各行ベクトルが 1つの非零要素を持つ特徴量選択行列である．例えばQ =





a1 0 0 0





























−Tr [Φξ (Φg + ϵIK)−1] , (3.18)
1ガウス分布は 2次モーメントまでで分布形状が決定するため，3次以上の入出力の相関構造を計量す
ることができない．
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ここで ϵ > 0は正則化パラメータ，Φξと Φgは，以下で計算される中心化グラム行列で
ある．
Φξ = PΨξP , (3.19)
Φg = PΨgP , (3.20)
ここで 1 = (1, 1, ..., 1)T，P = IK − 1K11T，ΨξとΨgは ξとAgのグラム行列である．
Ψξ =













ψg(AgK ,Ag1) · · · ψg(AgK ,AgK)
 , (3.22)
ここで ψξ(ξi, ξj)と ψg(Agi,Agj) は ξとAgの任意の半正定値カーネル関数である．式
(3.18)の右辺は条件付き共分散作用素（NTCCO: the negative-trace of the conditional





せで音の性質を表現するものが多く，例えば Q = 256，D = 48，aq ∈ {0, 1}であれば，



















Feature selection matrix 










(1-1) Training: Feature selection (proposed method)
























































































(gk − gk′)TATA(gk − gk′)
}
, (3.25)
と簡潔に記述することができる．ここでATA ∈ RQ×QはAの平方和積和行列 (SSCP
matrix: sum of squares and cross-product matrix)である．音響特徴量選択行列を構成
する各行ベクトルは，一つの非零要素のみをもつベクトルであるため，その平方和積和
行列は対角行列となる．たとえば，Q = 4の中から，1,3,4番目の音響特徴量が選択され
































トル a = (a1, ..., aQ)Tで微分可能なことがわかる．また，音響特徴量選択行列の目的関
数である式 (3.18)において，音響特徴量選択行列が出現するのはグラム行列中のカーネ











g = (g1, ..., gU) (3.28)











J = −Tr [Φξ (Φg + ϵI)−1] (3.31)
ただし λ > 0は正則化パラメータであり，|u|は u番目のグループの音響特徴量の次元数
を表す．
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式 (3.30)の最適化には，近接勾配法のうち ISTA(iterative shrinkage-thresholding algo-
rithm) [131]と呼ばれるアルゴリズムを利用することができる．ISTAは勾配法によるJ
の最大化と，閾値を用いた aの縮退を組み合わせたアルゴリズムである．まず勾配法に
































































































= −aq(gq,k − gq,k′)2ψg(Agk,Agk′). (3.35)
のように求めることができる．勾配法の収束を早めるために，提案法の最適化には，慣
性項を付与した AdaDelta [133] 法を適用する．すると，勾配法による J の最大化は以
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下のように実行できる．


















sq ← γsq + (1− γ)r˜2q (3.38)
νq ← ηνq + (1− η)r˜q (3.39)
aq ← aq + ανq, (3.40)
ただし 1 > γ > 0と 1 > η > 0は慣性項である．次に，式 (3.30)の閾値 λを用いて aを
縮退させる．
au ←
0 (||au||2 < λ|u|)(au − λ) au||au||2 (otherwise) . (3.41)
以上を収束条件を満たすまで繰り返すことで，aを数値的に最適化することができる．




kHz で収録された 1時間の音声データであり，それを窓長 30 ms，シフト長 15 ms の条











とを客観的に示すために，信号対歪比 (SDR: signal-to-distortion ratio) [134]を用
いた性能比較を行った．
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Algorithm 1 ISTAによる aの更新アルゴリズム
1: Input: Training dataset ξ1,...,K , g1,...,K , validation dataset ξ1,...,Kv , g1,...,Kv , param-
eters for update process α, γ, η, λ and parameters for validation process Jcount-max
2: Output: a
3: Initialize a, r, s and ν
4: Set validation parameter: Jvmax ← −∞ and Jcount ← 0
5: while true do
6: {% Update process}
7: Separate the training dataset ξ1,...,K and g1,...,K into Z mini-batches
8: for All mini-batch z = 1, ...,Z do
9: Calculate Φs and Φg with z-th mini-batch with (3.19)–(3.22).
10: Update a by (3.36)–(3.40) (gradient method)
11: Update a by (3.41) (Soft thresholding)
12: end for
13: {% Validation process for early-stopping}
14: Calculate Jv using ξ1,...,Kv , g1,...,Kv by (3.31)
15: if Jv < Jvmax then
16: α← 0.5× α
17: Jcount ← Jcount + 1
18: else
19: Jvmax ← Jv
20: end if









4: D← Non-zero element count(a > 0)
5: Initialize A← 0D×Q, d = 1
6: for q = 1, ...,Q do
7: if aq > 0 then
8: Ad,q ← aq













的音方向に鋭い指向性を持つショットガンマイクロホン (m = 1) と，雑音方向に高い指
向性を持つ単一指向性マイクロホン (m = 2) の 2本のマイクロホンで構成した．
実験で比較した音響特徴量抽出法と事前 SNRの推定法を表 3.1 にまとめた．提案法で
は，選択した音響特徴量を事前 SNRに変換するためにGMM回帰 (3 : pGMM)とDNN回





1 : CCA− GMM 　　　音響特徴量候補を正準相関分析（CCA: Canonical Correlation Anal-






Target sources used in subjective evaluation




(a): Arrangement of microphone array and loudspeakers (top view)








Shotgun microphone,   1
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表 3.1: 実験で比較した音響特徴量と回帰関数の一覧．
Name Acoustic feature Mapping
1 : CCA− GMM Compressed using CCA GMM-based mapping
2 : GMM− all All candidates GMM-based mapping
3 : pGMM Selected using proposed method GMM-based mapping
4 : CCA− DNN Compressed using CCA DNN-based mapping
5 : DNN− all All candidates DNN-based mapping
6 : pDNN Selected using proposed method DNN-based mapping
7 : DNN− M
32 log-mel-filterbank out-
puts of two microphones by
concatenating five consecu-
tive (current and four pre-
vious) frames
DNN-based mapping
8 : IRM None Ground truth
ysis）[135]で次元圧縮し，それをGMM回帰で事前 SNRを推定する．圧縮後の特
徴量の次元数は，3 : pGMMに用いる音響特徴量と同じ次元数とする．
2 : GMM− all 　　　 すべての音響特徴量候補を用いて，GMM回帰で事前 SNRを推定
する．
4 : CCA− DNN 　　　 音響特徴量候補をCCA[135]で次元圧縮し，それをDNN回帰で事
前 SNRを推定する．圧縮後の特徴量の次元数は，6 : pDNNに用いる音響特徴量と
同じ次元数とする．
5 : DNN− all 　　　 すべての音響特徴量候補を用いて，DNN回帰で事前 SNRを推定
する．
提案法と従来法の違いは音響特徴量の選択法である．1 : CCA− GMMおよび 2 : GMM− all
と比べ 3 : pGMMが，また 4 : CCA− DNNおよび 5 : DNN− allと比べ 6 : pDNNの，音源強
調の性能が向上するならば，提案法による音響特徴量選択が源音源の推定に適している
といえる．また事前に音響特徴量を抽出しない方法として，メルフィルタバンク出力を
音響特徴量としDNN回帰で事前 SNRを推定する手法 [70]も評価した 7 : DNN− M．メル
フィルタバンク数は B = 32 とし，以下のように，2つのマイクロホンでの観測信号を過
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去 5フレーム分連結させたものを音響特徴量とした．
fτ = ln(X1,1,τ−4, ..., X1,B,τ−4, X2,1,τ−4,
..., X2,B,τ−4, X1,1,τ−3, ..., X2,B,τ )⊤,
(3.42)
ここで Xm,b,k は，Xm,(1,...,Ω),kを b番目のメルフィルタバンクで分析した出力である．ま







環境で個別に収録した．収録時の標本化周波数は 48 kHz とした．FOOT と BASE の学習
データ数は 1200サンプル（目的音 100種類，再生箇所 3箇所，雑音レベル 4種類の組
み合わせ）とした．また，SHOUT の学習データ数も 1200サンプル（目的音 50種類，再
生箇所 3箇所，雑音レベル 4種類，雑音の種類はサッカー場と野球場の 2種類の組み合
わせ）とした．学習データ量が少ないため，事前 SNRは B = 32 で圧縮したものを推定
し，ウィナーフィルタの設計の際に事前 SNRをスプライン補間で線形周波数に補間し












DNNは MMSE基準の discriminative pre-training [86]を用いて初期化し，その後 fine-
tuningした．また，GMM回帰およびDNN回帰のすべての手法で，音響特徴量の各次元




空間情報に基づく音響特徴量を計算するために，局所 PSD推定法 [24] を用いた．この
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表 3.2: 実験条件．
Parameters for signal processing
Sampling rate 48.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of microphones 2
# of mel-filterbanks B 32
Training SNR (dB) -25, -20, -15, -10
Parameters for ISTA
Total dimensions of potential acoustic feature Q 238
Mini-batch size Kz 512
Kernel parameter ς2ξ 10
−3
Regularization coefficient ϵ 10−3
Initial value of a 10−2 × 1Q
Initial value of r 0Q
Initial value of s 0Q
Initial value of ν 0Q
Early-stopping parameter Jcount-max 7
Initial stepsize α 10−2
AdaDelta parameter γ 0.9
Momentum parameter η 0.9
Soft threshold parameter λ 5 ×10−3
Training parameters for DNN-based mapping
# of hidden layers for DNNs 2
# of hidden units for DNNs 128
Initial stepsize 10−3
Stepsize threshold for early stopping 10−6
Dropout probability (input layer) 0.2
Dropout probability (hidden layer) 0.5
Training parameters for GMM-based mapping
# of mixture C 32
56 3.3 節 評価実験
表 3.3: 音響特徴量候補．
Group Acoustic feature Dim.
/1/ Log-spatial PSD (target region) 32
/2/ Log-spatial PSD (noise region) 32
/3/ ∆ Spatial PSD (target region) 32
/4/ ∆ Spatial PSD (noise region) 32
/5/ MFCC (target region) 23
/6/ MFCC (noise region) 23
/7/ Log-mel-filterbank outputs (shotgun mic.) 32










この式からわかるように，Γ1,b,τ と Γ2,b,τ は，|X1,b,τ |2 と |X2,b,τ |2 から，各方向に存在す
る音源群の PSDを強調したものともみなせる．ただし Hm,θ,b には，無響室で測定した
各マイクロホンの指向特性を用いた．また，Γ1,b,τ と Γ2,b,τ の推定値が負の値をとった場
合，その値は 10−3 で置き換えた．音響特徴量候補は以下のようになる．
 ln Γ1,b,τ と ln Γ2,b,τ のメルフィルタバンク出力，およびその時間方向への一回差分
 Γ1,b,τ と Γ2,b,τ から計算したMFCC
 マイクロホン m1 の観測信号のメルフィルタバンク出力 ln |Xm1,b,τ |
 Γ1,b,τ と Γ2,b,τ から計算したウィナーフィルタ（Γ1,b,τ/(Γ1,b,τ + Γ2,b,τ )）





















































量候補に対する重み aq を可視化した．重み aq が非零となる音響特徴量が，選択された
音響特徴量であることを示す．図 3.5から，全ての競技音で， /1/ ln Γ1,b,τ と /2/ ln Γ2,b,τ
が選択されており，また /7/ ln |Xm1,b,τ | が選択されていないことがわかる．/1/ ln Γ1,b,τ
と /7/ ln |Xm1,b,τ | は，両者とも目的音方向の対数スペクトルの音響特徴量であり，その
違いは局所 PSD推定による目的音方向の事前強調処理の有無だけである．このことか
ら，スポーツ場のように，目的音方向が事前に既知であるならば，/1/ ln Γ1,b,τ と /2/
ln Γ2,b,τ のように目的音方向のスペクトルを事前に強調した音響特徴量（音源の空間情
報）を用いることが有効なことがわかる．さらに，FOOT と BASE では，/3/ ∆Γ1,b,τ が選
択されている．FOOT や BASE は，音のパワーが時間方向に急激に変化する突発音である
ため，そのパワーの時間変化を示すスペクトルの時間差分（音源の時間変化情報）を音



























の NTCCO [128, 129] を評価する．提案法 6 : pDNN の NTCCO を，CCA による次元圧
縮 4 : CCA− DNN および，観測信号のメルフィルタバンク出力 7 : DNN− M と比較した．
NTCCO は相互情報量と比例するのため，提案法で選択した音響特徴量の NTCCO が
従来法よりも増加するならば，提案法は従来法よりも，事前 SNRとの相互情報量が大き
い音響特徴量を選択できるといえる．NTCCO を簡便に計算するために，学習データの
各ミニバッチから計算したNTCCOの中央値（mNTCCO: median of the NTCCO）を
評価した．
mNTCCO = median
{−Tr [Φξz (Φgz + ϵI)−1]}z , (3.44)
ここで Φξz と Φgz は，z番目のミニバッチから計算した，音響特徴量と事前 SNRの中心
化グラム行列である．図 3.6 にmNTCCO の計算結果を示す．全ての競技音で，提案法





SDR = 10 log10
 |Sω,τ |2∣∣∣Sω,τ − Sˆω,τ ∣∣∣2
 (3.45)
SDR の計算には E. Vincentらが公開している “BSS EVAL Toolbox [134]”を用いた．
FOOT と BASE の学習データ数は 15サンプル（目的音 5種類，再生箇所 3箇所）とした．
また，SHOUT の学習データ数は 30サンプル（目的音 5種類，再生箇所 3箇所，雑音 2種
類）とした．また雑音レベルは信号対雑音比が -10 と -20 dB の 2種類で実験した．








































































1: CCA-GMM, 2: GMM-all, 3: pGMM, 
4: CCA-DNN, 5: DNN-all, 6: pDNN
7: DNN-M, 8: IRM
* : p < 0.05
** : p < 0.01
1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8 1 2 3 4 5 6 7 8
SNR: -20dB
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図 3.7 に提案法と従来法の SDR を示す．提案法と従来法の比較では，全ての競技音
および雑音レベルにおいて 6 : pDNN の SDRが最も高かった．また t検定で各射影関数
ごと，つまり 3 : pGMM は 1 : CCA− GMM および 2 : GMM− all，6 : pDNN は 4 : CCA− DNN
および 5 : DNN− allと有意差を評価した結果，いくつかの競技音および雑音レベルにお














である．ゆえに学習データが十分に存在するならば，2 : GMM− all と 3 : pGMM ，および
















– ほぼ同じ，+3 – 非常に良い，の 7段階の評点を用いた．
被験者の身体的な負担を考慮し，主観評価試験の対象は提案法 6 : pDNNと，CCAによ
る音響特徴量選択の従来法 4 : CCA− DNN，およびベースライン 7 : DNN− M とウィナー
フィルタリングの性能限界である 8 : IRM の 4種類とした．比較音は各手法で 22サンプ
ルとした．また目的音の変化を考慮するために，目的音は指向性マイクの焦点方向から




















































Times (s) Times (s) Times (s)
図 3.8: 音源強調結果の波形例．(a) 源信号，(b) 観測信号，(c) 4 : CCA− DNNの出力信
号，(d) 5 : DNN− allの出力信号，(e) 6 : pDNNの出力信号．
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* : p < 0.05
** : p < 0.01
5: CCA-DNN, 6: pDNN
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ずらしたスピーカから再生した（図 3.4(a)）雑音レベルは，SNR が -10 dB となるよう
に設定した．
図 3.9 にCMOS試験の結果を示す．明瞭度の比較において，提案法 6 : pDNN の評点は
ベースライン 7 : DNN− M および従来法 4 : CCA− DNN の評点よりも高くなった．また t
検定で有意差を評価した結果，いくつかの競技音において有意差が認められた．さらに





一方音質の評価では，提案法 6 : pDNNの評点は0を下回っており，従来法 4 : CCA− DNN
の評点と比べほぼ同等である．さらに，有意差検定を行った結果，ウィナーフィルタリ
























































式 (3.10)で定義される事前 SNRの推定誤差分布を各メル周波数バンド e(1,...,B),τ で調
査した．調査には 3.3章の評価実験で用いたデータを利用した．条件は 6 : DNN− allの
ものと同じとし，xτ と ξb,τ は平均 0，分散 1となるように事前に正規化した．










5]）．Fを次元圧縮で実装するため，Fの実装方法は本文と類似したf = F(x|ΘF) = A⊤g













Number of mel-filterbank [b]






































































図 3.10: 事前 SNRの誤差の分布形状の調査．(a) b = 20バンドにおける事前 SNRの推
定誤差のヒストグラムと平均 0のガウス分布（赤線），(b) 全バンドにおける事前 SNR
の推定誤差の平均と分散，(c) 全バンドにおける事前 SNRの推定誤差の歪度と尖度．
であるが，Aはすべての要素に値を持つ圧縮行列であることに注意されたい．
GMM回帰では，ξと f の同時確率密度関数をGMMで表現し，f を得た下での ξの
条件付き確率密度関数を求めることで回帰を実行する．まず，ξと f の結合ベクトルを















(ζ − µ)TΣ−1 (ζ − µ)
}
(3.48)











ここでµξi とµfi は i番目の分布における ξと f の平均ベクトル，Σξξi とΣffi は i番目の
分布における ξと f の分散共分散行列である．ξと f の同時確率密度関数を式 (3.47)で















































i −Σξfi (Σffi )−1Σfξi (3.53)
MMSEを最小化するのは平均値であるため，GMM回帰は以下のように実装できる．





















p(F(xτ |ΘF), ξτ )




ln p(ξτ |A⊤gτ )− ln p(A⊤gτ ) (3.56)
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記述できることに着目すれば，Aの各行ベクトル (a1,...,Q) は以下のように勾配法で最適
化できる．
























dξ,i,τ = ξτ − µξi (3.59)
df,i,τ = A




















































た．聴覚フィルタなどを利用し，PESQ (perceptual evaluation of speech quality) [50]






ルネットワークを学習できる枠組みである [98, 99, 100, 101, 102]．強化学習では，明示
68
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4.2 時間周波数マスクの選択に基づく音源強調
図 4.2に，提案する時間周波数マスクの選択に基づく音源強調の枠組みを示す．一般
的な強化学習の枠組みでは，事前に有限個の “行動”A = {a1, ..., aA}を定義する必要が
ある [98]．時間周波数マスキングを有限個の行動として表現するために，本節では時間
周波数マスクテンプレート G1,...,A を事前に用意し，行動を a番目の時間周波数マスク
Ga = (G1,a, ..., GΩ,a)⊤の選択として定義する．時間周波数マスクは，観測信号xτ と時間
周波数マスクの選択方針（方策関数）であるM(xτ , a|ΘM)に従って選択される．
Gˆτ ← Gaτ (4.1)
aτ ← arg max
a∈A





式 (4.1)(4.2)では，M(xτ , a|ΘM)は聴感評点を最大化する時間周波数マスクテンプレー
ト Gaτ を識別しているとみなすこともできる．そこで，M(xτ , a|ΘM)は，観測信号 xτ
を得た下での a番目の時間周波数マスクテンプレートが聴感評点を最大化する事後確率
を返しているとみなす．
p(a|x) =M(x, a|ΘM) (4.3)
式 (4.3)を利用すると，式 (4.2)は聴感評点を最大化する事後確率を最大化する行動を選


































R(a1,...,T ) = tanh
{
α
(ZRL −ZMMSE)} , (4.7)




るために行った音源強調（行動）は正しかったと判断することができる（R(a1,...,T ) > 0）．
一方，ZRLがZMMSEより小さいということは，MMSEに基づく音源強調よりも，強化学
習で学習した現在の方策の方が音質が低いということであり，ZRLを求めるために行っ


















|ln |Gω,aτXω,τ | − ln |Sω,τ ||2 . (4.10)
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式 (4.9)(4.10)から見て取れるように，時変係数 0 < Ek < 1 はDNN-RLの出力と所望の
源信号の正規化二乗誤差である．
そして，報酬 rτ を用いて方策関数の目標値 Q˜(xτ , aτ )を計算する．
Q˜(xτ , aτ ) =
rτ +maxa∈AM(xτ , aτ |ΘM) (R(a1,...,T ) > 0)M(xτ , aτ |ΘM) (other) (4.11)
ここで，もし aτ ̸= aMMSEk の場合，Q˜(xk, aMMSEk )は以下のように再計算する．
Q˜(xτ , aMMSEτ ) =
M(xτ , a
MMSE
τ |ΘM) (R(a1,...,T ) > 0)
M(xτ , aMMSEτ |ΘM)− rτ (other)
, (4.12)
ここで aMMSEτ はMMSE基準で選択されるマスクであり，以下のように求める．




||Sω,τ | − |Gω,aXω,τ ||2 . (4.13)
ただしM(xτ , aτ |ΘM)はソフトマックス関数の出力である事後確率を表しているため，
方策関数の出力の目標値 Q˜(xτ , a)は Q˜(xτ , a) ≥ 0を満たすように切り上げを行った後
に∑Ai=1 Q˜(xτ , i) = 1となるように正規化される．また式 (4.12)による報酬の計算は，一
般的な方策学習では用いられない計算である．この式の意図は，もしDNN-MMSEの方
が音質が高い場合（R(a1,...,T ) < 0），現在の方策に基づく行動 aτ よりもMMSEベー
スの行動 aMMSEτ の方が音質が高くなると考えられる点にある．そこで，負の報酬 rτ を
Q(xτ , aMMSEτ )から減算することで，MMSEベースの行動 aMMSEτ の行動確率を高めるこ
とを目的としている．
最後にニューラルネットワークの出力M(xτ , aτ |ΘM) が方策関数の目標値 Q˜(xτ , aτ )
となるようにニューラルネットワークのパラメータを更新する．ゆえに時間周波数マス
クの選択に基づく音源強調の目的関数は以下のようになる．



























































































|Sω,τ |2 + |Nω,τ |2 (4.15)
そして，Gidealτ = (Gideal1,τ , ..., GidealΩ,τ )⊤ を k-meansアルゴリズムでクラスタリングし，その
クラスタ中心を時間周波数マスクテンプレート G1,...,Aとする．次いで，DNNパラメー
タΘMをMMSEベースの時間周波数マスクテンプレートを正解とした識別基準で事前
学習する．つまり，xτ を入力すると aMMSEτ を選択するようにDNNを初期化する．なお，






測信号を確率的に生成する．次いで，式 (4.1)(4.2)および ϵ-greedy アルゴリズムを用い
て時間周波数マスクを選択し，出力信号を得る．ここで ϵ-greedy アルゴリズムは，確率











の雑音データセット [142]より，“cafes”，“street junctions”，“public transport (buses)”，





数 64とした．また時間周波数マスクのテンプレート数はA = 32とした．報酬係数αは，








の対数振幅スペクトル ln |Sω,k| を推定した [47]．また過適合を防ぐためにドロップアウ
ト [47]を利用し，初期化には discriminative pre-training [86] を利用した．各手法におい
て，入力xのコンテキスト窓の大きさはPb = Pf = 5とした．DNNの入出力の次元数を
抑えるために，Xτ とGτ は B = 64のメルフィルタバンクで圧縮し，時間周波数マスク
設計の際にスプライン補間で線形周波数に補間した．短時間フーリエ変換のフレームサ
イズは 512 サンプルとし，シフト幅は 256 サンプルとした．その他詳細な実験条件を表
4.1にまとめた．
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表 4.1: 実験条件．
Parameters for signal processing
Sampling rate 16.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of mel-filterbanks B 64
context window size Pf , Pb 5, 5
Training SNR (dB) 0, 3, 6
Training parameters for DNN-RL
# of hidden layers for DNNs 2
# of hidden units for DNNs 64
activation function sigmoid
# of T-F mask templates A 32
ϵ-greedy parameter ϵ 0.01
reward coefficient α (PESQ, PEASS) 20.0, 1.0
Training parameters for DNN-MMSE
# of hidden layers for DNNs 2
# of hidden units for DNNs 128
activation function sigmoid
Dropout probability (input layer) 0.2










6 dB，および聴感評点: PEASS-OPS，SNR: 0 dBの条件では，評価結果の上下 5% の外
れ値を除外した対応のない片側 t検定において有意差が認められた（有意水準 5%）．









































































0 dB，(b) 聴感評点: PESQ，SNR: 6 dB，(c) 聴感評点: PEASS-OPS，SNR: 0 dB，(d)
聴感評点: PEASS-OPS，SNR: 6 dB．
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表 4.2: MOSの一覧．
Method PESQ PEASS-OPS DNN-MMSE
# of episodes 500 5,000 50,000 500 5,000 50,000 -














































1        2        3
4        5        6 7
Method
1: PESQ, 500 episodes
2: PESQ, 5,000 episodes
3: PESQ, 50,000 episodes
4: PEASS, 500 episodes
5: PEASS, 5,000 episodes





を行った．主観評価には，5段階の平均オピニオン評点 (MOS: mean-opinion-score) を
利用した（1 – 非常に悪い，3 – 普通，5 – 非常に良い）．7名の正常な聴力を持つ被験
者が，DNN-RLとDNN-MMSEの出力音を評価した．エピソードの増加による音質の向
上を確かめるために，DNN-RLは 500，5,000，50,000エピソード目の，3つのエピソー





















































的音の条件付き確率密度関数 p(Sτ |Xτ ,ΘM)のパラメータを推定するための関数として
用いられる．まず，目的音Sω,τ と観測信号Xω,τ を，各時間フレーム毎に周波数方向にま
とめてベクトル化したものを以下のように定義する．
Sτ := (S1,τ , ..., SΩ,τ )
⊤ (4.16)
























∇ΘM ln p(Sτ |Xτ ,ΘM), (4.21)














図 4.6: 複素ガウス分布として p(Sτ |Xτ ,ΘM)を設計するためのDNNM(xτ |ΘM)の例．
ここで∇xは xに関する偏微分を表す．
式 (4.21)を解析的に計算可能な p(Sτ |Xτ ,ΘM)のモデル化法として，Sω,τ の推定誤差
分布を平均 0，分散 σ2ω,τ の複素ガウス分布でモデル化する方法がある．これは，目的音
Sω,τ と出力音 Sˆω,τ の二乗誤差を複素平面上で最小化する時間周波数マスクを求める，位
相鋭敏スペクトル近似マスク (PSA: phase sensitive approximation) の確率的モデルへ
の拡張とみなすことができる．ここで時間周波数マスクを用いた音源強調では，出力音
Sˆω,τ が Gˆω,τXω,τ で求められることに着目すると，p(Sτ |Xτ ,ΘM)は複素ガウス分布を用
いて以下のように記述できる．







∣∣∣Sω,τ − Gˆω,τXω,τ ∣∣∣2
2σ2ω,τ
 . (4.22)
式 (4.22)において，未知パラメータは時間周波数マスク Gˆω,τ と分散 σ2ω,τ であるため，




































ラメータはΘM = {W(µ),W(σ),b(µ),b(σ),W(l),b(l)|l ∈ (2, ..., L− 1)}となる．また，関
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数 φg，φσ，φhは活性化関数であり，従来法では，φgはシグモイド関数 [32, 91]，φσは指









































































B(Sˆ(k)τ ,Xτ )∇ΘM ln q(Sˆ(k)τ |Xτ ,ΘM), (4.34)






1つの値しか求まらない．そのため，聴感評点から値の求まる評価関数 B(Sˆ(k)τ ,Xτ )や，
式 (4.34)の勾配はは各時間フレーム τ ごとに求まらない．そこで期待値を近似するため
の平均値を，時間フレーム τ ではなく，I個の発話データに関して求める．まず，i番目
の観測音をX(i) := (X(i)1 , ...,X(i)T (i))，i番目の観測音に基づきサンプリングした k番目の




















∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM) (4.37)


































出力音 S˜(i,k)ω,τ を生成する．次いで，時間周波数マスク Gˆ(i,k)ω,τ を，仮の出力音と S˜(i,k)ω,τ 時間


















ここで φ(S˜(i,k))ω,τ と φ(X
(i))
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 DNNが推定する時間周波数マスク Gˆ(i)ω,τ とサンプリングされた時間周波数マスク
Gˆ
(i,k)

































また，∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM)の分散は，DNNが推定した聴感評点を最大化する出
力音のMAP推定量 Gˆ(i)ω,τXˆ(i)ω,τと，サンプリング法で生成した出力音 Gˆ(i,k)ω,τ Xˆ(i)ω,τの差分が大
きくなるほど増大する．そこで，∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM)の分散を低減させるために，
DNNが推定する時間周波数マスク Gˆ(i)ω,τ とサンプリングされた時間周波数マスク Gˆ(i,k)ω,τ
の差分である∆Gˆ(i,k)ω,τ = Gˆ(i,k)ω,τ − Gˆ(i)ω,τ が区間 [−λ, λ]に収まるようにクリッピング処理を
行う．








ω,τ (−λ ≤ ∆Gˆ(i,k)ω,τ ≤ λ)
−λ (∆Gˆ(i,k)ω,τ < −λ)
(4.43)






















































































ここで Iは 2 × 2の単位行列であり，ℜとℑは複素数の実部と虚部を表す．そして時間
周波数マスク Gˆ(i,k)ω,τ を式 (4.38)および式 (4.42)–(4.44)で求める．ただし，学習の収束を
早めるために，各時間周波数ビンごとに，確率 1− ϵで，DNNが推定した時間周波数マ
































から男性 11名，女性 11名による全 6640発話を利用した．雑音は CHiME-3の雑音データ
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表 4.3: 実験条件．
Parameters for signal processing
Sampling rate 16.0 kHz
FFT length 512 pts
FFT shift length 256 pts
# of mel-filterbanks 64
Smoothing parameter β 0.3
Lower threshold Gmin 0.158 (= −16 dB)
Training SNR (dB) -6, 0, 6, 12
DNN architecture
# of hidden layers for DNNs 3
# of hidden units for DNNs 1024
Activation function (T-F mask, φg) sigmoid
Activation function (variance, φσ) exponential
Activation function (hidden, φh) ReLU
Context window size P 5
Variance regularization parameter Cσ 10
−4
Parameters for ML-based DNN training
Initial step-size 10−4
Step-size threshold for early-stopping 10−7
Dropout probability (input layer) 0.2
Dropout probability (hidden layer) 0.5
L2 normalization parameter 10
−4
Parameters for proposed DNN training
Step-size 10−6
# of utterance I 10
# of T-F mask sampling K 20
Clipping parameter λ 0.05
ϵ-greedy parameter ϵ 0.05
88 4.3 節 時間周波数マスクの生成に基づく音源強調
セット [142]より，“cafes”，“street junctions”，“public transport (buses)”，“pedestrian
areas”の 4種類を用いた．これらのデータは 16kHzでサンプリングした．テストデータ
には，所望の源信号は学習データとは異なる男性 3名，女性 3名による全 300発話，雑
音には空港，アミューズメントパーク，オフィス，パーティ会場で収録した環境雑音を




（DNN）を用いた．DNNの構造は隠れ層 3層，隠れユニット数 1024とした．xτ は，各
次元が平均 0，分散 1となるよう正規化した．活性化関数 φg，φσ，φhにはそれぞれ，シ
グモイド関数，指数関数，ランプ関数（ReLU: rectified linear unit)を用いた．コンテキ
スト窓は P = 5とし，またCσ = 10−4とした．勾配法にはAdam法 [84]を用いた．また








力層が 0.2，隠れ層が 0.5 とした．また，早期終了は 3章で利用したものと同様のアル
ゴリズムを用いた．
提案法の学習は，最尤推定法で学習したDNNパラメータを初期値として行った．ス
テップサイズは 10−6とし，∇ΘJ (Θ)を求めるためのいてレーションパラメータはI = 10，
K = 20とした．また ϵ-greedyアルゴリズムのパラメータは ϵ = 0.05とし，時間周波数
マスクのクリッピングパラメータは λ = 0.05とした．聴感評点には音声品質の指標であ
るPSEQと，音声明瞭度の指標である short-time intelligibility measure (STOI) [146]を
用いた．これらの聴感評点は，最小値が 0，最大値が 100となるように正規化して利用
した．


























































































Gˆω,τ ← βGˆω,τ + (1− β)Gˆω,τ−1 (4.48)
ただし，時間周波数マスクのフロア値はGmin = 0.158とし，平滑化パラメータは β = 0.3






したDNNから求めた出力音の聴感評点との差分（PSI: perceptual score improvement）
を利用した．この理由は，提案法の初期化は最尤推定法で行うため，学習回数 0の PSI
は 0となり，学習が成功しているならば PSIが正の値をとるためである．
図 4.9に PSEQと STOIの PSIを示す．学習回数に応じて PSIが向上していることが
確認できる．このことから，提案法は聴感評点などのブラックボックスな評価指標を向
上させるようにニューラルネットワークのパラメータを学習できることがわかる．


































Input SNR: -6 dB Input SNR: 0 dB Input SNR: 6 dB Input SNR: 12 dB Average
(b) M
SE
































































ω=1 |Sω,τ − Sˆω,τ |2
, (4.50)
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表 4.4: 評価結果（平均 ± 標準偏差）．各アスタリスクは，そのスコアが他の手法のス
コアと比べて有意に高いことを表す．
Input SNR: -6 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 5.77± 1.97 1.89± 0.25 73.9± 5.50
ML (4.20) 5.76± 2.13 1.92± 0.24 75.2± 5.77
Prop. (PESQ) 5.61± 2.32 ∗2.03± 0.25 76.8± 5.55
Prop. (STOI) 4.45± 2.42 1.78± 0.25 ∗79.5± 5.15
Input SNR: 0 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 10.4± 1.81 2.33± 0.20 85.1± 4.00
ML (4.20) 10.7± 1.86 2.36± 0.19 86.3± 3.81
Prop. (PESQ) 10.7± 1.84 ∗2.48± 0.19 86.7± 3.92
Prop. (STOI) 10.42± 2.01 2.27± 0.19 ∗89.1± 3.52
Input SNR: 6 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 14.4± 1.80 2.67± 0.18 91.7± 2.94
ML (4.20) 15.1± 1.67 2.72± 0.17 92.8± 2.67
Prop. (PESQ) 14.8± 1.57 ∗2.84± 0.17 92.5± 2.91
Prop. (STOI) ∗15.5± 1.83 2.65± 0.16 ∗94.6± 2.51
Input SNR: 12 dB
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
MMSE [91] 17.9± 1.88 2.95± 0.18 95.1± 2.23
ML (4.20) 19.2± 1.59 3.05± 0.15 96.2± 1.94
Prop. (PESQ) 18.4± 1.57 ∗3.15± 0.16 95.5± 2.24
Prop. (STOI) ∗20.3± 1.65 3.00± 0.14 ∗97.3± 1.85
表 4.4に，評価結果を示す．表中のアスタリスクは，そのスコアが他の手法のスコア
と比べて，対応のある片側 t-検定において有意差が認められたことを表す (α = 0.05)．


















表 4.5: 図 4.11の出力音の定量評価値．
Performance measurement
Objective function SDR [dB] PESQ STOI [%]
ML (4.20) 11.9 2.44 88.4
Prop. (PESQ) 11.3 2.62 87.4
Prop. (STOI) 10.2 2.25 89.4
4.3.7 時間周波数マスクの生成に基づく音源強調のまとめ
本節では，強化学習に基づき時間周波数マスクの生成するためのニューラルネットワー






















































































































∇ΘM ln q(Sˆ(i,k)τ |X(i)τ ,ΘM) (4.57)
ただし，各発話ごとの時間フレーム数 T (i)を正規化するために，元の勾配に 1/T (i)を乗
じた．すると，式 (4.36)は式 (4.54)(4.57)を用いて求められる．
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図 4.11: 推定された時間周波数マスクの例．上左図は観測信号 Xω,τ，上右図は目的音
Sω,τ のスペクトログラムを表す．下左図は推定された時間周波数マスク Gˆω,τ，下右図は



















































































































p(M(xτ |ΘM)|z = 0,ΘL)から生成されたサンプルである確率が非常に小さい音” として
いるといえる．つまり，外れ値検出に基づく異常音検知は，帰無仮説と対立仮説を以下
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とした，仮説検定の一種であるとみなせる．
帰無仮説: 抽出された音響特徴量M(xτ |ΘM)は，正常モデル p(M(xτ |ΘM)|z = 0,ΘL)
から生成されたサンプルである．






性質とは，偽陽性率 (FPR: false positive rate) を ρ と固定したときに，真陽性率 (TPR:
true positive rate) を最大にすることある．異常音検知において，TPR と FPR は以下
の式で計算できる．
TPR(ΘM, φ) = E [H(L(M(xτ |ΘM)), φ)]x|z ̸=0 (5.2)
FPR(ΘM, φ) = E [H(L(M(xτ |ΘM)), φ)]x|z=0 (5.3)
ただし E[·]x は x に関する期待値演算を表す．いま，φρ が FPR(ΘM, φρ) = ρ を満たす
閾値とする．すると検出力を最大化する検知器は，以下の値を最大化する検知器となる．
TPR(ΘM, φρ) + {ρ− FPR(ΘM, φρ)} . (5.4)
ここで問題の簡単のために，φρをΘMに関係のない定数とすると，ΘMを最適化する目
的関数は以下のように書ける．
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化により学習可能となる．まず，p(M(xτ |ΘM)|z = 0) は，ΘMについて微分可能な形で
実装されていることを仮定する．この仮定を満たす実装には，たとえば式 (2.27)の混合
ガウス分布（GMM: Gaussian mixture model）などがある．次に，ΘMについて微分不
可能なステップ関数である H(L(xτ ), φ) を，シグモイド関数を用いて微分可能な形に近
似する．
H˜(L(M(x|ΘM))), φ) = 1
1 + exp{L(M(x|ΘM))− φ} (5.6)
また，ΘMを学習データから最適化するために，TPR と FPR の算出に用いる期待値演
算を，正常音の学習データ x(d)k と異常音の学習データ x(a)k
D = {x(d)k ∈ RQ|k = 1, ..., Kd} (5.7)
A = {x(a)k ∈ RQ|k = 1, ..., Ka} (5.8)
の算術平均で近似する．ただし，Q = Ω× (Pb + Pf + 1) であり Kd, Ka は，正常音の学
習データと異常音の学習データの総サンプル数を表す．また，FPR(ΘM, φρ) = ρ を満た
すために閾値 φρは，正常音の学習データDから求めた異常度を降順ソートしたものの
























O = {x(o)k ∈ RQ|k = 1, ..., Ko}. (5.10)

































|  0,1, … ,∞

Generated data





















while L(f˜ (a)k ) ≤ φρ do
f˜
(a)




外で収録した大量かつ様々な機器動作音であり，Ko ≫ Kdである．そして p(M(x|ΘM))
から乱数生成し，p(M(x|ΘM)|z = 0,ΘL) を用いてそのデータが正常音の音響特徴量で
ある尤度を計算する．そして，その尤度が一定値以下であったなら，そのデータを異常








異常音の音響特徴量 f˜ (a)k の生成手順を簡素化し，さらに音響特徴量抽出関数の逆関数
G を精度よく求めるために，M と G の実装に，変分オートエンコーダを応用する [94]．
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図 5.2に提案法の概要を示す．本実装では p(M(x|ΘM))からの乱数生成を容易にするた
めに，p(M(x|ΘM))がN (f (o)|0D, ID)となるように変分オートエンコーダを学習する．
ここで 0Dと IDはそれぞれ，Dのゼロベクトルと単位行列である．N (f (o)|0D, ID)から






































W(l),b(l),W(µ),b(µ),W(σ),b(σ)|l = 2, ..., L− 1
}
(5.16)
のように実装する．ただし z(1)k = xkであり，またMを音響特徴量抽出関数として用い





















W(l,G),b(l,G)|l = 2, ..., L
}
(5.20)
ただし z(1,G)k = fkである．
M(x|ΘM)の出力を多次元ガウス分布パラメータとした場合，変分オートエンコーダ
の目的関数は再構成誤差EとM(x|ΘM)の出力とN (f |0D, ID)のKLダイバージェンス
を同時に最小化することになる．本研究では，p(M(x|ΘM))がN (f (o)|0D, ID) となるよ
うに変分オートエンコーダを学習するために，あらゆる機器の正常な機器動作音や異常
な機器動作音Oを用いてΘM,ΘGを学習する．すなわち式 (2.56)における目的関数以下
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Algorithm 4 提案法の学習アルゴリズム
Input: D and O
Output: ΘM and ΘL
Initialize ΘM, ΘG and ΘL





1,...,K ← Random draw K samples from D and O





ΘL ← EM-algorithm using f (d)1,...,Kd
φρ ← ⌊ρKd⌋th value of descend sorted L(f (d)1,...,Kd)
x
(a)
1,...,K ← Generate K samples using Algorithm 3 and G
ΘM ← Maximize J using x(d)1,...,K and x(a)1,...,K
end while
のように具現化する．










k ) + σ(x
(o)
k )⊙ ϵk (5.23)




























響特徴量 f (d)1,...,Kdを用いて，期待値最大化（EM: expectation-maximization）アルゴリズ
ムで更新する．次いでFPRが ρとなるように異常判定閾値φρを更新するために，正常音
の学習データDの全てのデータから計算した異常度L(f (d)1,...,Kd)を降順ソートし，⌊ρKd⌋




















1正常音データのデータ数が多い場合，ΘL の更新は D の一部のデータのみから行ってもよい．また，
勾配法のステップサイズを小さく設定する場合は，勾配法の毎ステップごとにΘLを更新しなくてもよい．
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5.2.1 実験条件
音響特徴量の次元数はD = 32とし，フレーム結合サイズはPb = Pf = 10とした．全て
の手法においてMは隠れ層数 3，隠れユニット数 512，活性化関数がランプ関数（ReLU:
rectified linear unit）の DNNで実装した．また G はMの逆向きの DNN構造とした．
CE− VAEの識別のネットワーク構造は正常の確率と異常の確率を出力するために，隠れ
層数 3，隠れユニット数 512，活性化関数が ReLU，出力層がユニット数 2で活性化関数
が softmaxのDNNで実装した．DNNの入出力の次元数を抑えるために，Xτ とGτ は
B = 64のメルフィルタバンクで圧縮し，時間周波数マスク設計の際にスプライン補間で
線形周波数に補間した．すなわち，xの次元数は Q = 64 × (Pb + Pf + 1) = 1344とな
る．勾配法のアルゴリズムには Adam [84] を用いた．また過適合を防ぐために正則化パ
ラメータが λ = 10−5 の L2 正則化と，入力層のドロップ確率が 0.2，隠れ層のドロップ
確率が 0.5のドロップアウトを利用した．ミニバッチサイズはK = 100とし，500 が終
了した段階で学習を終了した．FPRの設定値は実験的に ρ = 0.05とした．正常モデルに
用いたGMMの混合数は C = 16とし，学習の安定のために共分散行列は対角行列に制
限した．全てのデータは 16 kHz でサンプリングし，短時間フーリエ変換のフレームサ







のデータ量はそれぞれ 1時間と 20時間とした．異常音データは 45種類の音を用い，15種
類のエンジンの回転音，15種類のエンジンの加速音， また 15種類の金属やコンクリー
トのぶつかり音を用いた．これらの異常音は正常音との SNRが -10，-5，0，5 dB とな
るようにテストデータと重畳した．
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表 5.1: 実験結果．
SNR (dB) -10 dB -5 dB 0 dB 5 dB
score Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1
AE 0.62 0.98 0.76 0.94 0.76 0.84 0.95 0.87 0.91 0.98 0.91 0.94
VAE 0.51 0.94 0.67 0.52 1.0 0.68 0.61 0.98 0.75 0.86 0.84 0.85
CE− VAE 0.51 0.94 0.67 0.78 0.80 0.79 0.94 0.73 0.83 0.95 0.78 0.85
PROP 0.76 0.91 0.82 0.84 0.96 0.90 0.96 0.89 0.93 0.92 1.0 0.96























































図 5.3: 各 SNRでのROC曲線．
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Target source Microphone
図 5.4: 3Dプリンタの全体像（左）とマイクロホンの配置位置（右）．
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値と相関の高い音質評価値 [50, 51, 52]を利用して学習するための目的関数を設計した．


























































































































時間周波数マスクを設計するために，|Nω,τ |をM − 1個のマイクロホンの観測を用い
て記述する．m番目の雑音源の近傍にはm番目のマイクロホンが配置されているとす




























































る．するとm番目のマイクロホンの近傍では，|S(m)ω,τ | ≫ |S(1,...,M, ̸=m)ω,τ | が成り立ち，その
観測信号X(m)ω,τ は近似的に，











ここで a(m)ω,k = |A(m)ω,k | ∈ R+である（以降，伝達ゲインと呼ぶ）．式 (A.4)より，各雑音源
の時間フレーム差P2,...,M と伝達特性ゲインa(2,...,M)1,...,K が推定できれば，雑音の振幅スペク
トルが推定できるため時間周波数マスクでき，音源強調が可能になる（図A.2）．次節で
は，Θ = {a(2,...,M)1,...,K , P2,...,M}を推定するため枠組みを説明する．
A.2 雑音推定のための目的関数の設計
本節では，Θ = {a(2,...,M)1,...,K , P2,...,M}を推定する．Θの事前分布とΘを得た下での観測信
号の確率分布を設定し，事後確率最大化推定の枠組みで P2,...,M と a(2,...,M)1,...,K を推定する．




|X(1)ω,τ | = |S(1)ω,τ |+ |Nω,τ | (A.5)
すると式 (A.5)は以下の行列演算で表現できる．
X(1)τ ≈ S(1)τ +Nτ (A.6)


















|S(i)1,τ |, |S(i)2,τ |, ..., |S(i)Ω,τ |
)⊤
(A.10)



















































が成り立つ．この仮定からX(1)τ の確率分布を，Nτ を平均，共分散行列 diag(σ)を持つ
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ガウス分布N (Nτ , diag(σ2))でモデル化する．
X(1)τ ∼ N
(










(X(1)τ −Nτ )⊤Λ(X(1)τ −Nτ )
}
(A.19)
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ここで αkはフレームの経過に従って減少させるために，以下のように計算する．
αk = max(α− βk, ϵ) (A.24)




J = p(Θ|X1,...,T ) ∝ p(X1,...,T ,Θ)































J subject to 0 ≤ a(2,...,M)1,...,Ω,1,...,K (A.30)
J = ln p(X1,...,T |Θ) + ln p(a(2,...,M)1,...,K ) + ln p(P2,...,M) (A.31)
ここで各要素は以下のように記述できる．





























− ln(Pm!) + Pm ln(Dm)−Dm (A.34)
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以上の変形により，J を構成する各尤度関数の最大化は容易になった．しかし式 (A.30)
は P2,...,M と a(2,...,M)1,...,K の 2変数の関数であり，2変数に関して同時に最適化を行うことは
困難である．そこで本手法では，式 (A.30)を cordinate descent (CD)法を用いて最大化
する．具体的には尤度関数を，a(2,...,M)1,...,K に関する項と P2,...,M に関する項に分解し，
Ja = ln p(X1,...,T |Θ) + ln p(a(2,...,M)1,...,K ) (A.35)








Ja subject to 0 ≤ a(2,...,M)1,...,Ω,1,...,K (A.37)













(−X(1)τ + Xτa)−α (A.39)
α =
































される音源距離の最小値 φmin2,...,M と最大値 φmax2,...,M を入力し，そこからPmのとりえる最大
値と最小値を計算する．音源距離の最大値と最小値は，φminm = φm− 20，φmaxm = φm+20
程度に設定する．
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図 A.5: 時間フレーム差（P2 = 2）と伝達ゲインの推定結果．


























































図 A.6: 処理結果例．左図が波形，右図がスペクトログラムを表す．各図はそれぞれ (a)
源信号，(b) 観測信号，(c) 出力信号である．
















1,...,Ω,1,...,K ← max(0, a(2,...,M)1,...,Ω,1,...,K)
P2,...,M ← arg max
P2,...,M










含まれており，またm1とm2の間にはマイク間距離（約 12.0 m）に応じた 28 ms程度
の時間差が生じている．
目的音の学習データにはATR音声データベース [141] から男性 4名，女性 4名による
全 400発話を利用した．また，テストデータには New Japan 音声データベースより男




学習の SNRは -12 dB，-6 dB，0 dB，6 dB，12 dBとし，評価は-6 dB，0 dB，6 dB，
12 dBで行った．パラメータの次元数を抑えるために観測信号はB = 64のメルフィルタ
バンクで圧縮し，時間周波数マスク設計の際にスプライン補間で線形周波数に補間した．
短時間フーリエ変換のフレームサイズは 512 サンプルとし，シフト幅は 256 サンプルと
した．また学習に用いた各種パラメータは実験的に α = 1.0，β = 5.0× 10−2，K = 10，
λ = 10−5とした．
まず，時間フレーム差と伝達ゲインの推定結果を図 A.5に示す．時間フレーム差は











































PESQ SDR (dB) STOI
Input Output Input Output Input Output
図 A.7: PESQ，SDR，STOIの定量評価結果．縦軸はそれぞれの評価値の大きさを表す．
各 4つの箱ひげ図は左から，観測信号の SNRが-6dB, 0dB, 6dB, 12dBの結果を表す．
P2 = 2と推定された．これは本実験条件においては 1フレームが 16 ms (256 pts /16000
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