ABSTRACT Several object tracking convolution networks have been proposed in recent years. Despite their favorable performance, the balancing of tracking accuracy and efficiency remains challenging. In this paper, we propose a real-time online tracking method based on complementary tracking models: the convolutionbased discriminative model (CDM) that can predict the center location of an object and the convolution-based generative model (CGM) that estimates the scale of the target. In the CDM model, we leverage a simple convolution operation to model the correlation between the apparent features (gradient and color features) of the object and its background. Then, the center location is predicted by maximizing the response value of the convolution. In the CGM model, a two-layer convolution network is proposed to learn geometric structural information, and the target scale is estimated by selecting the best candidate extracted from the foreground of the target through the observation model. Moreover, online updating and the fast Fourier transform are adopted for fast learning and detection. Despite its surprisingly lightweight structure, the proposed tracker performs favorably against the state-of-the-art methods in terms of efficiency, accuracy, and robustness on the CVPR2013 tracking benchmark data set.
I. INTRODUCTION
Object tracking is an important problem in computer vision. Such tracking has been widely used in video surveillance, human computer interaction and automatic driving. The aim of tracking is to estimate the center position and corresponding bounding box in given sequences. Recently, object tracking has been intensively investigated, but it is still challenging to design an efficient and robust tracker because of illumination variation, scale variation, occlusion, deformation, etc.
The most crucial component of a tracker is the selection of suitable features as the appearance model [1] , which means using methods to convert input pictures into more informative representations. Holistic templates [2] , [3] based on raw image intensity have been widely used in object tracking. Benefiting from simple operations, some fast trackers have employed the raw image intensity as the apparent model [4] , [5] . Considering that raw image data are insufficient to handle the complex tracking environment, a model with customized and automated features was recently introduced for object tracking. Customized features aim to extract more efficient feature representation with fixed formulas, such as color histograms [6] , histograms of oriented gradients (HOG) [7] , the scale-invariant feature transform (SIFT) [8] , and local binary patterns (LBP) [9] . Compared with raw image intensity, customized features can significantly improve the tracking accuracy but slow the tracking speed. On the other hand, unsupervised methods such as principal component (PCA) and supervised methods such as linear discriminative analysis (LDA) are used to learn automated features from input images. For instance, some recent trackers like local linear coding [10] , sparse spatiotemporal representation [11] , and sparse coding [12] , [13] have achieved favorable performance because the learned spare representations is robust to various object variations. However, most automated features trade real-time efficiency for robustness because of heavy computations. Thanks to advances made by hardware development, deep learning is proposed to learn more powerful features. Indeed, some state-of-the-art trackers [14] , [15] have been obtained by deep learning. However, the high computational cost of offline training is so time-consuming that most deep learning trackers cannot satisfy the real-time requirements without a Graphics Processing Unit (GPU). In summary, it is still an important task to design apparent models that balance efficiency and accuracy.
Tracking models, which are used to verify state predictions, can be divided into generative and discriminative. In generative models, trackers focus specifically on the foreground of the target object, and the tracking process is formulated to search a region that is most similar to the target template. Three main types of generative models exist: tracking based on templates [16] , [17] , tracking based on subspace [18] , [19] , and tracking based on sparse representation [20] - [22] . These generative models place emphasis on the invariance of the target foreground, thus addressing the variation of the target itself. However, by ignoring negative samples in the background, the models are vulnerable to background confusion. Different from generative models, discriminative models aim to separate the target from the background by machine learning techniques such as structured output SVM [23] , [24] , booting [25] , and ridge regression [5] , [7] . Benefiting from the background information, discriminative models can indeed estimate the center position accurately. However, because of the insufficient attention given to the eigen basis of the foreground, most discriminative trackers incorrectly classify results when the target foreground changes dramatically, as occurs with scale variation. Therefore, a superior tracking model should take advantage of the capabilities of both generative and discriminative models [26] , [27] .
In this paper, we propose a real-time and robust convolution tracking algorithm (RTC) that combines discriminative and generative methods. Figure 1 presents an overview of the proposed tracking model. Different from the approach used to design traditional tracking models, we consider the tracking problem in two steps based on a Bayesian framework. In the first step, the center position is computed by maximizing the confidence map and the convolution-based discriminative model (CDM) is proposed to denote the spatial correlations between the center position and its local background by solving a convolution problem. After prediction of the center position of an object is achieved, a set of foreground candidates is extracted to estimate the scale of the object by taking advantage of the convolution-based generative model (CGM). A simple convolution network, which is fully feed-forward and combined with the sparse representation, is proposed to encode the local structural and geometric layout information. The main contributions of this paper are summarized as follows:
1) We present a CDM to predict the center position; this model integrates the gradient and color features as an apparent model.
2) To estimate the scale of the object, a CGM is proposed to exploit the local structural and geometric layout information, where a two-layer convolution network is combined with sparse representation.
3) The proposed tracker operates at frame rates beyond real time for online tracking and, despite the lack of offline and deep convolution networks, achieves competitive results on the CVPR2013 tracking benchmark dataset against current state-of-the-art methods
II. RELATED WORK
Convolutional neural networks (CNN) can self-learn hierarchical features from raw data and have been successfully applied to several applications in computer vision, such as object recognition [28] , sentiment analysis [29] , and image classification [30] . Different from traditional methods, the features learned by deep neural networks rely on largescale training. However, the object state is accurate only in the first frame, and only hundreds of samples can be used in the later frames. Consequently, object tracking is an online learning problem suitable for small samples, whereas deep learning always takes advantage of big data. Considering that the features learned by deep learning are transferable, some researchers have employed a type-specific convolutional network that has already been trained by a large-scale image database to extract the features from the tracking object. For instance, Wang et al. [15] presented empirically obtained crucial properties of CNN and proposed a tracking method based fully on CNN that is pre-trained on the image classification task. Wang et al. [31] trained a nine-layer CNN offline on ImageNet and then transferred the rich feature hierarchies learned to online tracking. Bertinetto et al. [32] proposed a novel fully convolutional Siamese network trained end-toend on the ILSVRC15 dataset for video object detection. The above tracking methods based on deep convolution networks pay particular attention to the offline learning of a large amount of auxiliary data; however, the offline learning incurs high computational cost that is highly undesirable for practical applications.
To remove offline training from the process, some researchers have attempted to design a convolution network with a lightweight structure by changing the architecture of traditional CNN. Li et al. [33] proposed online convolution networks that included two convolutional layers and two down-sampling layers by using the local regularization and gradient image as input. Zhang et al. [34] presented two-layer convolution networks without training (CNT) that differed from traditional CNN by employing the k-means algorithm to extract a set of normalized patches as fixed filters. Both methods based on low layers have successfully achieved online tracking; however, their tracking speed cannot ensure real-time performance, and the tracking accuracy needs to be improved. For efficiency consideration, additional special CNN designs are still needed.
III. REAL-TIME ONLINE TRACKING BASED ON THE COMPLEMENTARY MODEL
In this paper, the tracking process is formulated by the following two steps: computing the confidence map c(X ) that can predict the object center position X (t) and estimating the scale of the bounding box Z (t) according to the center position X (t) in frame t.
where X = (x, y) is the object location; Z = (α, β) is the bounding box of the tracking object, and its parameters correspond to the length and width of the bounding box.
To solve Equation (1), a complementary model is proposed in the next section.
A. CONVOLUTION-BASED DISCRIMINATIVE MODEL (CDM)
Considering that the background and foreground information are reflected in discriminative model, it is more helpful in estimate the target location in consecutive frames according to the local background information. Then, the confidence map is defined as
Here, O = (a, b) is the region of interest (ROI), which is a rectangle box twice the size of the bounding box (e.g., Figure 2 ), and F(X ) is the apparent model that denotes the surrounding context information of the target. Before predicting the center position, we first design a suitable apparent model. 
1) APPARENT MODEL
A satisfactory apparent model should have the following two basic properties: strong feature discriminative degree and low computational cost. As mention earlier, we use VOLUME 6, 2018
customized features to construct the apparent model to balance the tracking accuracy and efficiency. Note that various single customized features have been widely used in some trackers [6] - [9] . To enhance the tracking appearance representation, we simply concatenate the color and gradient features as the apparent model.
a: COLOR FEATURE
The color feature can reflect the overall change of the target, which is robust to deformation and rotation. In this paper, the color name (CN) can be used to describe the object as the following 11 basic colors: white, purple, orange, gray, blue, yellow, red, pink, green, brown and black, according the RGB values. When the input ROI is given, its CN probabilities are defined by
Here, R(x, y), G(x, y) and B(x, y) correspond to the RGB values of the input images, c is the index of CNs, and Map (.) indicates that the mapping matrix is automatically learned from the images retrieved by a Google Images search.
Considering that the color feature by pixel-to-pixel matching may be sensitive to noise, we employ a local average pooling method that is computed by taking the mean of a cell gird of size n s × n s ,
As the gradient feature exists mainly in the edge of the object and in the region where the gradients change significantly, the feature is robust to motion blur and illumination variation. In this paper, an improved gradient feature is proposed to combine the color features. First, the gradients in pixels are computed as
where O is the input ROI and I = [−1, 0, 1] is the cell convolution kernel. Therefore, the value of gradient G(x, y) and orient gradient α(x, y) in each pixel is computed as follows:
Then, the gradient orientation is divided into R = 11 equal orientations (θ = 0, ±π/R, ±2π/R, . . . , , ±(R − 1)π/R, π). When α(x, y) belongs to the range of corresponding gradient orientations, the magnitude G(x, y) is set as the approximate response of gradient feature H(x, y, θ) as
We also employ the local average pooling method to retain the features that are biased to change:
To take advantage of the complex frequency signal information of the fast Fourier transform (FFT) to reduce the required computations by almost half, the gradient feature is incorporated into the color feature through the real and imaginary parts. In summary, the apparent model is
In particular, F C (X ) is set to 0 if the input image is gray.
2) CENTER POSITION PREDICTION
Considering that the ROI O = (a, b) is divided into a set of no overlapping cell grids, designated = { 1 , 2 , . . . , s }, s = a/n s × b/n s , the confidence map can be computed by marginalizing the joint probability P(X , F(X )|O) as follows:
where the conditional probability P(X |F(X ), O) denotes the spatial relationship between the object position and cell grid ; the prior probability P(F(X )|O) denotes the appearance of each cell grid in the ROI. Equation (10) can be modeled as a convolutional operation,
Here, the conditional probability P(X |F(X ), O) is modeled by the convolution kernel W corresponding to the correlation between the center position and local context, and the prior probability P(F(X )|O) is modeled by feature map S(X ), which should match the extracted feature of the cell grid and its adjacent region in the ROI. As the background information in the ROI is varied in different frames, kernel W cannot be fixed. To adjust the value of kernel W , supervised learning is used to minimize error in training set (i.e., in the previous frame) [7] . First, we employ the Gaussian-like tuning function as the outputs of the convolutional operation, which means the confidence map is modeled as
where σ is a fixed parameter and (x o , y o ) is the center position of the object. According to the convolution theorem [35] , the convolution of the kernel and images can be computed by the corresponding inverse transformation, which means that the kernel value can be adjusted through the inversed transformation of the confidence map,
where F[ ] denotes the FFT function. The feature map S(X ) should pool over afferent F(X ) within its receptive field in the training process [36] . In this paper, this process is modeled by matching the extracted feature of cell grid and its adjacent region in the ROI. Briefly, given a new input F(X ), which is extracted from the ROI and the stored prototypeF(X ), a radial basis function on the Euclidean distance is regarded as the response of the feature map S(X ),
Note that a kernel method can be employed in (14) based on the radial basis function; therefore, S(X ) can be rewritten as (15) when the radial basis function is a standard function.
F(X ) T F(X ) andF(X ) TF (X ) are self-correlation operations and are nearly constant, that is,
F(X ) TF (X ) is roughly located in the linear region of the exponential function, and the linear kernel is less time-consuming than the radial basis function. Therefore, a linear function is used as
where F(X ) is the new input apparent mode andF(X ) is the stored apparent model. Note that the convolution operations can be efficiently computed by the FFT:
where is the element-wise product. Then, the object center position X t in the frame t is determined by maximizing the new confidence map,
where
B. CONVOLUTION-BASED GENERATIVE MODEL (CGM)
After prediction of the center position in frame t, the next objective is to estimate the scale of the object to determine the size of the tracking bounding box:
Note that the bounding box of the previous frame Z t−1 is independent of the center position X t in current frame, that is,
Since the center position X t of frame t has already been predicted, P(X t ) is a constant. Then,
Here, P(Z |Z t−1 ) is the dynamic model, which denotes the variation of the bounding box between the consecutive frames, and P(X t |Z ) is the observation model, which models the matching degree between the bounding box and the center position. For the generative model, trackers select the most similar candidate region within the foreground of the target. By taking advantage of this method, the bounding box dynamics are simply modeled by Brownian motion; thus, each parameter in Z is modeled as a Gaussian distribution,
where ψ = diag(σ α , σ β ) is a diagonal covariance matrix whose elements correspond to the parameter variances.
According to the dynamic model, we can select a set of candidate bounding boxes Z = {Z 1 , Z 2 , . . . , Z k }, as shown in Figure 3 . Then, the observation model P(X t |Z ) in (22) is defined as
where Z i is the holistic template of image intensity andẐ is the corresponding target template in frame t. Considering that the goal of this study is to estimate the scale of the target, each candidate should encode the local structural and global geometric layout information. Nevertheless, a simple holistic template of image intensity Z is insufficient to reflect these characteristics. Thereby, we propose a simple convolution network with two layers to extract geometric features from image intensity Z in the following.
1) CONVOLUTION NETWORK a: PREPROCESSING
Each candidate area Z i is converted to gray and warped to a fixed size with m × m. Then, we employ a sliding window with size n s × n s to obtain L = (m − n s − 1) × (m − n s − 1) overlapping local image patches:
Here, each patch Y i ∈ R n s ×n s denotes the local feature of the object corresponding to the local reception field. To eliminate the influence of the illumination variation, each patch subtracts the mean and L2 normalization.
b: CONVOLUTIONAL LAYER
The first layer is the convolutional layer, which is used to reflect the similarity of the local structures. Given an input candidate Z, the convolutional layer is defined as
where D is the designed filter. In addition, it is straightforward to show that filter D is critical in this layer. Noting that the candidate areas Z contain mainly foreground information, we can extract some local patches in the first frame as a fixed filter. In this paper, an over-complete dictionary extracted from the local patches of the target is employed as the filter, as inspired by recent research on sparse representations [37] . The cover-complete sparse representation can obtain image representation as sparse as possible and provide more high-resolution local information than other non-adaptive methods. Given the bounding boxẐ in the first frame, the corresponding dictionary D of target patchesŶ is given bŷ Y = DX (27) where X is the coefficient matrix, which is as sparse as possible according to the dictionary D. That is,
where T o is a presupposed sparse degree. To solve this formula, the dictionary D should first be fixed, and the orthogonal matching pursuit (OMP) algorithm is used to find the suboptimal solution,
Note that DX is the product of each column d i in D and the corresponding row x T i in X; therefore, we can update dictionary D column-by-column, (30) where N is the presupposed size of the dictionary. From (28) and (30) , it follows that the objective function is given by
where E k is the error matrix. When d i is updated, other columns are invariant. Therefore, an orthogonal vector, which is calculated by the singular value decomposition (SVD) of matrix E k , is used to update d i and x T i . However, the sparseness of is corrupt when using SVD for E k ; thus, a special approach is used to solve this problem:
where U k×L is a sparse matrix whose elements consist of the nonzero elements in x T i . Then, a sparse E k can be computed after using SVD for E k .
In summary, the convolutional layer is redefined by
Note that FFT can be used for fast convolution. Then,
c: OUTPUT LAYER
The convolutional layer reflects the similarity of the local features; however, this approach is less applicable for estimating the scale of the target because of the lack of global geometric information. Therefore, a 3D tensor [34] is used to construct the output layer, which simply stacks N convolutional layers S i in (34) .
The output layer constructs the global geometric information, which is used to select the most conforming candidate according to the observation model. We do not employ the pooling process in this convolution network because the sparse representation is used in this method to extract the local patches with high-resolution information. This extraction is useful to preserve the local geometric features; however, the high-resolution information may be lost due to pooling operations.
2) SCALE ESTIMATION
Combining (21), (23), (24) and (35), we can select the best candidate as the bounding box,
whereP denotes the output layer of the target templateẐ and P(Z i ) denotes the output layer of the i-th candidate Z i .
C. MODEL UPDATE
Depending on the online updating [38] , the RTC template should be updated incrementally to accommodate foreground and background changes over time for robust tracking. At frame t, the RTC tracker is updated by
where ρ is a learning parameter andF t ,P t and F(W t ) denote the apparent model, output-layer template and kernel frequency model, respectively.
The proposed real-time RTC is presented in algorithm 1.
Algorithm 1 RTC Tracker
Input: image sequences (a total of T frames) and the bounding box in the first frameẐ. Output: position X t = (x t , y t ) and scale Z t = (α t , β t ).
Set c(
2. For t = 1, 2, . . . , T F C (X ) is calculated by (3)(4). F H (X ) is calculated by (5)(6)(7)(8).
Scale Estimation:
Obtain candidates Z = {Z 1 , Z 2 , . . . , Z k } by (23) .
End For

IV. EXPERIMENTS AND ANALYSIS
A. EXPERIMENTAL CONFIGURATION
The proposed RTC tracker is implemented in MATLAB and runs at more than 36 frames per second (fps) on an Intel i7 7700 2.66 GHz CPU with 16 GB RAM. The size of the cell We tested the proposed tracker on the CVPR2013 object tracking benchmark (OTB) [39] , which includes 50 video sequences. Furthermore, all video sequences are marked with 11 challenging factors, including scale variation (SV), background clutters (BC), fast motion (FM), deformation (DEF), out-of-plane rotation (OPR), in-plane rotation (IPR), illumination variation (IV), occlusion (OCC), low resolution (LR), out-of-view (OV) and motion blur (MB). Following the setting [39] , the results are reported using the one-pass evaluation (OPE) strategy. To analyze the strengths and weaknesses of the tracker, we compare our results with those of 9 state-of-the-art trackers, namely, SRDCF [40] , Staple [41] , fDSST [42] , FCNT [15] , CNT [34] , SAMF [43] , CSR-DCF [44] , Struck [23] and ACFN [45] . Here, Struck, SAMF, SRDCF and Staple are the baseline experimental trackers in the VOT challenge. CSR-DCF, ACFN and fDSST are high-speed, state-of-the-art trackers. FCNT is a deep learning baseline with offline training, and CNT is a low convolution network baseline without training.
B. QUANTITATIVE ANALYSIS
Two basic metrics are used to evaluate the accuracy of different trackers in OTB, including precision plots and success plots. The precision plot is based on the center location error (CLE), which is defined as
where (x t , y t ) is the center location computed by the trackers and (x s , y s ) is the given center location. The precision plot illustrates the percentage of frames whose CLE are within a given threshold, and the precision score is defined as the threshold equal to 20 pixels. To evaluate the scale estimation accuracy, the overlap rate is defined as
where R t is the tracked bounding box and R s denotes the given target rectangle. The success plot illustrates the percentage of frames with S > t o throughout all thresholds t o ∈ [0, 1], and VOLUME 6, 2018 the ranking of tracking algorithms is based on the area-underthe-curve (AUC) [39] score. Figure 4 illustrates the overall performances of 10 trackers according to the precision and success plots. Furthermore, the precision and AUC scores in each plot are shown in the label bar. The proposed RTC ranks 1st based on precision plot and success plot. In the precision plot, the precision score of RTC is 0.792, whereas the 2nd ACFN is 0.787 and the 3rd FCNT is 0.767. Moreover, in the success plot, the AUC score is 0.650, which outperforms the 2nd SRDCF by 2.4% and the 3rd ACFN by 4.3%. Note that the proposed RTC employs only simple convolution networks. However, the RTC tracker achieves competitive performance to FCNT, which trains the networks offline, and CNT, which is also based on simple convolution networks but uses only generative methods. The results of the precision and success plots demonstrate that even without offline training and deep networks, the simple convolutional algorithm with discriminative and generative models can still perform favorably against several state-of-the-art algorithms. Figures 5 and 6 show the precision and corresponding success plots of sequences with 11 challenges. Clearly, the proposed RTC tracker ranks within the top 3 for most attributes in the precision and success plots, especially for IV, OPR, SV, OCC, IPR and BC. Note that RTC outperforms FCNT and CNT on most challenges except LR because the proposed tracker is based on customized features and spare representation that aims to extract the local patches with high-resolution information. However, LR makes it challenging to extract effective customized features and spare patches with high resolution from the targets, thus leading to undesirable results.
In contrast, FCNT and CNT can extract useful features from raw data across traditional CNN and hence accommodate LR satisfactorily. Figure 7 shows several screenshots of the tracking results in three sequences where the targets undergo illumination variations. In the Singer2 sequence, a singer sings on the stage, where the background brightness changes over time (e.g., #0080, #0275, and #0349). The RTC tracker can track the target well, whereas the ACFN, SAMF and Struck trackers drift away when the background brightness changes suddenly at frame #0023. The target in the Trellis sequence crosses over a trellis, leading to a large illumination change and casting shadows (e.g., #0182, #0370, and #0435). Although the RTC tracker successfully tracks the target, the trackers FCNT, CSR-DCF and Struck cannot accommodate the deformations (e.g., #0276, #0408, and #0517). In the Shaking sequence, the target undergoes sharp illumination changes several times from changes in background lighting (e.g., #0059, #0145, and #0301), which causes most trackers except RTC, FDSST and FCNT to drift away to the background. The proposed RTC responds satisfactorily to the illumination variations because the gradient features, which contribute to the illumination robustness, are used in the apparent model to predict the center position. Couple sequence, a couple crosses the road with appearance deformation and fast motion. Only the RTC, SRDCF, FCNT and ACFN trackers can track the target stably. The target in the Basketball sequences is a running basketball player whose appearance changes significantly due to non-rigid body deformation. The CNT and Struck methods suffer from severe drift (e.g., #0028 and #0651), whereas the RTC and ACFN trackers perform much better than the others. In the Soccer sequence, the target jumps continuously and moves far from the camera, leading to dramatic deformation and scale variation, thereby increasing the difficulty to track the target accurately. In frame #0063, the Struck, CNT, FDSST and CSR-DCF trackers drift away due to deformation and plane rotation. The FCNT and Staple trackers also drift in the following sequences (e.g., #103 and #120). Only RTC, ACFN and SRDCF perform well throughout the sequences. The proposed RTC tracker responds to deformation well because it employs pooling operations in the apparent model and sparse local features with a learning dictionary, which can effectively filter out the varying appearance.
C. QUALITATIVE ANALYSIS 1) ILLUMINATION VARIATION
3) SCALE VARIATIONS Figure 9 demonstrates tracking results over three sequences in which the targets have scale variations. In the Singer1 sequence, the camera moves away from the tracking person, who undergoes background illumination variations. The Struck, CSR-DCF and FCNT trackers suffer from severe drift (e.g., #0015, #0068, and #0202). The RTC, ACFN and SRDCF trackers can estimate the scale accurately. In the Walking2 sequence, the tracking target moves far from the camera, resulting in considerable scale variation as time progresses. The CSR-DCF and Struck drift away (e.g., #0205 and #0371) because of occlusion by another person. Although most trackers successfully track the target, only RTC, ACFN and CNT can accurately estimate the scale of the target. In the Car4 sequence, the tracking target is a car, which undergoes prominent scale variations. Most trackers (including RTC, ACFN and SRDCF) perform well except for CSR-DCF and Struck. RTC can estimate the scale accurately because of a special convolutional layer that is employed where the output layer can construct the global geometric information. Figure 10 shows screenshots of 10 trackers in three sequences. In the Jogging-1 sequence, the tracking target jogs past a lamppost, causing heavy occlusion (e.g., #0074 and #0081). The FDSST, Staple, Struck and CSR-DCF trackers cannot detect the target again when it reappears (e.g., #0085, #0095, and #0265). In the FaceOcc2 sequence, a man is almost occluded by a book (e.g., #0170, #0492, and #0653). The RTC, ACFN, SRDCF and FDSST trackers achieve more favorable results than the other trackers. The Liquor sequence involves long-term tracking (total #1741) with several challenging aspects, including heavy occlusion (e.g., #0505, #0732, #1186, and #1603), motion blur (e.g., #0875 and #1095), and scale variation (e.g., #0880 and #1011). The SAMF, Struck and FCNT trackers lose the target when the target is occluded by another, similar object (e.g., #0507, #0730, and #760). In frame #0876, the FDSST and CNT drift away to another object due to motion blur and scale variation. Only RTC, SRDCF and ACFN can track the target stably and estimate the scale accurately. All these methods employ discriminative methods or local features, which are robust to occlusion.
4) HEAVY OCCLUSIONS
D. TRACKING EFFICIENCY ANALYSIS
The experiments were all performed on an Intel i7 7700 2.66 GHz CPU with 16 GB RAM. The average speed (in fps) is defined as the average fps over the 50 sequences, and we consider a tracking speed of more than 16 fps to be suitable for a real-time tracker. Table 1 and Figure 11 illustrate the average tracking speed and AUC score of the success plot on OTB2013. Note that the RTC, SRDCF and ACFN trackers rank in the top 3 according to the AUC score of the success plot. However, RTC can track the target at a real-time speed of 36.4 fps, which is significantly faster than SRDCF (6.5 fps) and ACFN (21.1 fps). In addition, the Staple, fDSST and RTC trackers rank in the top 3 according to the average speed; the AUC score of RTC is 0.650, outperforming Staple by 5.7% and fDSST by 9.6%. In summary, RTC strikes a balance between tracking accuracy and efficiency, which may be more suitably used in specific applications.
E. TRACKING MODEL ANALYSIS
According to the experimental results, the proposed RTC can perform well because of a suitable apparent model that fuses the gradient and color features and a complementary tracking model that combines the discriminative and gener- ative methods. To verify the effect of these key components, we present the following variants of RTC: RTC without special feature (RTC with raw data), RTC without discriminative model (RTC without CDM) and RTC without generative model (RTC without CGM). For the generative model only (RTC without CDM), the output is not only the bounding box but also the center position. Then, the state at time t consists of four parameters Z t = (x t , y t , α t , β t ), where (x t , y t ) denotes the center position and (α t , β t ) denotes the scale of the bounding box. Moreover, the diagonal covariance matrix ψ in the motion model P(Z |Z t−1 = N (Z : Z t−1 , ψ) is set to ϕ = (σ x , σ y , σ α , σ β ) = (3, 3, 0.05, 0.05), whose elements are the corresponding parameter variances. Figure 12 illustrates the precision plot and success plot on the benchmark dataset. With the raw data, the precision score of the precision plot significantly decreases by approximately 19.9%, and the AUC score of the success plot reaches only 0.455. This result indicates that a satisfactory apparent model is the most important component of an RTC tracker. In addition, RTC with or without a generative model cannot affect the position prediction, but RTC with CGM dramatically improves the scale estimation accuracy (approximately 18%). The reason is that the generative method can address the foreground information, which extracts the generic layout information of the object. However, RTC without CDM suffers from decreases in both the precision score and success rate (8% and 5.7%, respectively), which demonstrates that the background information is still critical for effective tracking
V. CONCLUSION
In this paper, we proposed a convolution-based complementary model including a CDM and CGM that is powerful enough to achieve real-time online tracking. In this tracker, the first step is to predict the center position of the object, in which the CDM is modeled by a simple convolution operation, which enables the tracker to learn the correlation between consecutive frames. We also integrated gradient and color features as the apparent model to improve the position prediction accuracy. Based on the first step, we proposed a two-layer convolution network, where the spare representation is employed to extract various local patches as the fixed filters and to learn the geometric information of the target. Then, the CGM is used to estimate the scale of the object. The proposed approach is tested on OTB2013 in comparison with nine state-of-art trackers, and the result show that the proposed tracker achieves mean overlap rate of 0.65 and average speed of 36.4 fps.
Several possible directions exist to improve tracking performance. First, more effective apparent models incorporating features extracted by deep learning could be used in position estimation. Second, it would be interesting to incorporate the proposed CGM into other trackers that cannot currently accommodate scale variation.
