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Almost perfect nonlinear (APN) mappings are of interest for applica-
tions in cryptography We prove for odd n and the exponent d=22r+
2r&1, where 4r+1#0 mod n, that the power functions xd on GF(2n) is
APN. The given proof is based on a new class of permutation polynomials
which might be of independent interest. Our result supports a conjecture
of Niho stating that the power function xd is even maximally nonlinear or,
in other terms, that the crosscorrelation function between a binary maxi-
mum-length linear shift register sequences of degree n and a decimation
of that sequence by d takes on precisely the three values &1, &1\2(n+1)2.
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I. INTRODUCTION
This work is the second part of a systematic study of APN (almost perfect non-
linear) power functions on finite fields of characteristic 2. We shall first summarize
briefly what is known about the classification of APN power functions (a more
detailed treatment can be found in the first part of [5]) and then confirm that Niho
power functions are APN.
Recently cryptographers became interested in APN mappings, because they offer
an optimal (i.e., extremely low-valued) differential spectrum. While high values in
this spectrum form a potential target for the famous differential attack of
BihamShamir. In finite geometry, coding and information theory APN mappings
were studied for some time. Niho conjectured in his 1972 thesis [13] that certain
power functions are maximally nonlinear. If this is true then these power functions
are APN. Although we do not settle the Niho conjecture here, we shall show that
at least the APN property is satisfied.
Our proof requires extensive algebraic computations which can only be worked
out with the help of a computer and an efficient strategy to factorize multivariate
polynomials over GF(2). It would be interesting to find an essentially shorter proof.
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A mapping F from GF( pn) to GF( pn) is called almost perfect nonlinear (APN)
if each equation
F(t+a)&F(t)=b, a # GF( pn)*, b # GF( pn)
has at most two solutions t in GF( pn). A recent study of APN power functions on
GF( pn) is due to Helleseth, Rong, and Sandberg [9] (see also [8]). In this paper
we shall exclusively consider the binary case p=2, where minus coincides with plus
and therefore the restrictive meaning of the attribute ‘‘almost’’ in APN is not
justified, since solutions of F(t+a)+F(t)=b occur always as pairs t=t0 , t0+a.
Natural concrete objects for the study of the APN property are power functions.
APN power functions on GF(2n) and their applications in cryptology were studied,
e.g. by Beth and Ding [1], Chabaud and Vaudenay [2], Helleseth, Rong and
Sandberg [9], and Nyberg [14].
Being APN is a ‘‘differential’’ property. Nevertheless for odd n it is closely related
to another extremal kind of nonlinearity, namely being ‘‘maximally nonlinear’’,
which refers to the Hamming distance to affine mappings (see, e.g. [5]). If
F(x)=xd is a one-to-one power function on GF(2n) for odd n=2m+1 then the
latter condition, translated into the context of crosscorrelation functions, means
that for the decimation d the crosscorrelation function of binary maximum-length
linear shift register sequences of degree n takes on precisely the three values
&1, &1\2m+1.
The following theorem can be derived from Theorem 4 of Chabaud and
Vaudenay [2]:
Theorem 1. If n is odd and F is maximally nonlinear, then F is APN.
If for an exponent d the power function xd is maximally nonlinear (resp. APN),
then the same is true for 2id mod 2n&1 (i<n) and for 1d mod 2n&1 if xd is one-
to-one. In this sense each such d gives in fact an equivalence class of exponents for
which xd is maximally nonlinear (resp. APN). This class consists of 2id mod 2n&1
(cyclotomic coset) and, if xd is one-to-one, of 2id mod 2n&1 (cyclotomic coset of
the inverse exponent).
Table 1 lists all known and conjectured maximally nonlinear power functions for
n odd. (The case n even is considered in [4].) The restrictions 1km and
TABLE 1
Maximally Nonlinear Power Functions xd on GF(2n), n=2m+1
Case Exponents (reduced modulo equivalence) Status
(I) d=2k+1, gcd(k, n)=1 (1km) Proven by Gold, 1968 [7]
(II) d=22k&2k+1, gcd(k, n)=1 (2km) Proven by Kasami, 1971 [11]
(III)? d=2m+3 Conjectured by Welch, 1972 [13]
(IV)? d=22r+2r&1 for 4r+1#0 mod n Conjectured by Niho, 1972 [13]
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TABLE 2
APN Power Functions xd on GF(2n)
Case Exponents (reduced modulo equivalence) Condition for n and references
(I) d=2k+1, gcd(k, n)=1 (1k<n2) [14]
(II) d=22k&2k+1, gcd(k, n)=1 (2k<n2) Tbl. 1, [10, 5]
(III) d=2m+3, m=(n&1)2 n odd [5]
(IV) d=22r+2r&1, 4r+1#0 mod n n odd, see Section II
(V) d=&1 n odd [14], [1]
(VI)? d=24s+23s+22s+2s&1, s=n5 5 divides n, conjecture [5]
2km in (I) and (II) of Table 1 are made to avoid equivalent exponents, e.g.,
2k+1 is equivalent to 2n&k+1 and 2k+1=22k&2k+1 for k=1. Note that the
power functions listed in Table 1 are all one-to-one.
According to Theorem 1, cases (I) and (II) of Table 1 give us also APN power
functions. Proving (III) and (IV) would imply that the Welch power functions
x2m+3, m=(n&1)2,
and the Niho power functions
x22r+2r&1, 4r+1#0 mod n,
are APN. Both Welch’s conjecture (III) and Niho’s conjectures (IV) were found
and are supported by computational experiments. In [5] we verified that the Welch
power function is in fact APN. In the present paper this will be shown for Niho
power functions.
Table 2 gives an overview about known and conjectured APN power functions.
There is no analogue or substitute for Theorem 1 in the even case. Note also that
no APN power function xd is one-to-one for even n. (The reason is that x3 is the
only APN power function on GF(4) and it maps onto GF(2). More generally it is
easy to see that every APN power function maps three-to-one on GF(2n)* if n is
even.) It is an open problem whether there is any APN permutation if n is even.
We conjecture that Tables 1 and 2 are already complete. In fact a computer
search has confirmed this for n20. An explicit list of the occurring exponents for
n13 can be found in Appendix A of [9]
II. NIHO POWER FUNCTIONS ARE ALMOST PERFECT NONLINEAR
The APN property of Niho power functions is based on the following theorem
which gives a new class of permutation polynomials.
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Theorem 2. Let L=GF(2n), n=2m+1 odd. Set r=m2 if m is even, resp.
r=(3m+1)2 if m is odd. I.e., we define r<n such that 4r+1#0 mod n. Then,
q(x)=x22r+1+2r+1+1+x22r+1+2r+1&1+x22r+1+1+x22r+1&1+x (1)
is a permutation polynomial on L.
Proof. Suppose that we have fixed elements z, Z # L with
q(Z)=z. (2)
We shall prove that z has no other preimage under q than Z, thus confirming that
q is a permutation polynomial.
Our approach is similar to that for the Welch case [5]. We shall determine a
polynomial 8 of bounded degree not depending on n (it is at most nine in our
case), whose coefficients depend only on z and which serves to capture all
q-preimages of z in L as a subset of its roots. Then we shall analyze the polynomial
9(t)=8(t)(t+Z) in order to show that no root of 9 can be a preimage of z.
The basic idea is that, loosely speaking, under certain circumstances the elements
x, x2r, x22r, ..., x2(l&1) r
of GF(2n) behave as if they were algebraically independent, where l is constant, r
depends on n, and gcd(n, r)=1 (here we have l=4 and r=&14 mod n). To
exploit this situation we have to deal with multivariate polynomials over GF(2). In
particular we have to treat the following standard problems:
 decomposition into irreducible factors,
 solving equational systems.
In our concrete case the above-mentioned 9 is considered as polynomial in five
independent variables and is rather big. However, the decomposition of 9 is needed
explicitly in order to check certain properties. This can be accomplished only by a
combination of mathematical techniques and the support of computer algebra.
The following notations are useful:
x*=x2r,
A=Z*, B=Z**, C=Z***,
a= z*, b=z**, c=z***.
The assumption 4r+1#0 mod n means
(x****)2=x
for all x # L; in particular,
(C*)2=Z,
(c*)2=z.
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Clearly q(0)=0 and q(1)=1. Throughout the remainder of the proof we assume
Z{0, 1; that is,
Z, A, B, C{0, 1.
Below we shall see that then also z{0, 1, which means that 0 and 1 have no
q-preimages in L"[0, 1].
Equation (1) can be written as
A2=
Z2+zZ
B2(Z2+1)
+1. (2)
Consequently,
B2=
A2+aA
C2(A2+1)
+1, (3)
C2=
B2+bB
Z(B2+1)
+1, (4)
Z=
C2+cC
A(C2+1)
+1. (5)
Squaring (3) and substituting in it A2 and C 2 according to (2) and (4) yields
B2(a2Z2+a2+z2+1)(Z 2+1)=(Z+z)(a2Z3+(a2+b2) Z+b2z). (6)
This implies
z, a, b, c{0, 1.
In fact z{0 is obvious. Also z=1 is impossible, since otherwise B2(Z+1)3=Z3+1.
Applying ** gives Z(B+1)3=B3+1; that is B=1, a contradiction.
Substituting (6) into (2) gives
A2(a2Z3+(a2+b2) Z+b2z)(Z+z)=((b2+z2+1) Z+b2z)(Z+z).
Z+z=0 is impossible, since otherwise B(a+1)2 (z+1)4=0 by (6). Thus,
A2(a2Z3+(a2+b2) Z+b2z)=(b2+z2+1) Z+b2z. (7)
We want to exploit (6) and (7). To this end we define the polynomials occurring
in these equations, where Z is replaced by the variable t:
P(t)=(b2+z2+1) t+b2z,
Q(t)=a2t3+(a2+b2) t+b2z,
U(t)=(t+z) Q(t),
V(t)=(a2t2+a2+z2+1)(t2+1).
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Claim 1. Z is not a zero of Q and not a zero of V.
Equations (7) and (6) can therefore be stated as
A2=
P(Z)
Q(Z)
, (8)
B2=
U(Z)
V(Z)
. (9)
Claim 1 will be proven later, together with a series of further claims.
Given a polynomial
p(t)=ak tk+ } } } +a1 t+a0
over L, we use the notations
p2(t)=a2k t
k+ } } } +a21 t+a
2
0 ,
p*(t)=ak* tk+ } } } +a1* t+a0*.
For instance,
P*(t)=(a2+c2+1) t+ac2.
We have U(Z)V(Z)=B2=P(Z)*Q(Z)*=P*(A)Q*(A) and, therefore,
U(Z)2
V(Z)2
=
P*2(A2)
Q*2(A2)
.
Substituting A2 by P(Z)Q(Z) gives
U(Z)2
V(Z)2
=
(a4+c4+1)
P(Z)
Q(Z)
+a2c4
b4
P(Z)3
Q(Z)3
+(b4+c4)
P(Z)
Q(Z)
+a2c4
.
Thus, defining the polynomial
8(t)=V(t)2 ((a4+c4+1) P(t)+a2c4Q(t))
+(t2+z2)(b4P(t)3+(b4+c4) P(t) Q(t)2+a2c4Q(t)3). (10)
we can state
Claim 2. Z is a zero of 8.
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It remains to be shown that no other zero of 8 than Z itself lies in L and is a
preimage of z. In the Welch case [5] it has turned out that there is no zero of 8
in L different from Z. In the present proof the latter is not true, and consequently
the required analysis of 8 is more difficult. Also the necessary computations are
much more involved here and can be accomplished only with a computer algebra
tool. In what follows phrases like ‘‘one computes’’ mostly mean ‘‘one computes with
a computer algebra system.’’
We have
8(t)=V(t)2 P*2 \P(t)Q(t)+ Q(t)+U(t)2 Q*2 \
P(t)
Q(t)+ Q(t)
=V(t)2 P*2 \P(t)Q(t)+ Q(t)+(t2+z2) Q*2 \
P(t)
Q(t)+ Q(t)3
=a2c4Q(t)(V(t)2+Q(t)2 t2)+(a4+c4+1) P(t) V(t)2
+(b4P(t)3+(b4+c4) P(t) Q(t)2) t2
+z2(b4P(t)3+(b4+c4) P(t) Q(t)2+a2c4Q(t)3).
Since P(t) is linear, Q(t) has degree 3, and V(t)+Q(t) t is quadratic, we conclude
that 8 has (at most) degree 9. One computes that
8(t)=,9 t9+,8t8+ } } } +,1 t+,0
has the coefficients:
,9=a4(za2c2+(a+b+1)2 (b+z+1))2,
,8=a4b2z(a+b+1)4,
,7=a4(c4a2z2b2+c4+z2c4b2+b4z2+a4c4+z2c4
+z4b4+c4b4+c4a4z2+z2b6),
,6=a4b2z(ac2+b2+c2)2,
,5=1+z2+b2+c4+a4+b4z2+z4+z6+b4+b6
+c4b2+c4z2+z4c4+z4a4+a4b2+a4z2
+a8c4+z6c4+z6a4+b4z4+b4z6+b6a4+b4a4
+b6z4+c4b6+c4b4+c4a2b2+z2c4a4+a4c4b2+z4b2
+a6c4b2+z4c4b2+z4a4b2+z4c4a4+c4a2b6
+c4a8z2+c4a4b4+b4z2a4+c4z2b4+z4c4a2b2,
63ALMOST PERFECT NONLINEAR POWER FUNCTIONS
,4=b2z(a2c2+b2+z2+z2ac2+1+a2+a3c2+ac2+b2c2
+b2a2+c2+c2z2+b2c2a+b2z2+z2a2)2,
,3=z2b6a4+b4z6+b4z2a4+c4a4z4b4+c4a4+c4a8z2+b4z4
+z2a4c4b2+b4z2+b6z2+z2c4a4+z4b4a4
+c4a6z2b2+a8c4+z6b6+z8b4,
,2=b2z3(b2z2+b2+b2a2+a3c2+a2c2)2,
,1=1+z2+b2+c4+z4+a8+z6+c4b2+c4z2+z4c4+z4a4+a8b2
+a8z2+a8c4+z6c4+z6a4+c4a2b2+z2c4a4+a4c4b2
+z4b2+a6c4b2+z4c4a2b2+z4c4b2+z4a4b2+z4c4a4
+c4z4b4+z4c4b6+z6c4b4+c4a4z4b4+c4a2z4b6,
,0=b2z(1+a)2 (c2z2b2+(a+z+1)2 (a+c2+1))2.
We shall verify the following series of claims which ends in the desired conclusion
that [‘ # L : q(‘)=z]=[Z].
Claim 3. 8 has only simple zeros if and only if (z3+z+1)(z5+z3+1){0.
If z3+z+1=0, which implies that z is a primitive element of GF(8), then 8 splits
completely into linear factors over GF(8).
If z5+z3+1=0, which implies that z is a primitive element of GF(32), then 8
splits completely into linear factors over GF(32).
Claim 4. If { is a zero of 8 with Q({){0 then also
S({)=\P({)Q({)+
***
is a zero of 8. Z is a fixpoint of S.
Remark. Suppose that 8 has no common zero with Q and with V then S
induces a permutation on the zeros of 8:
(S b S)({)=\U({)V({)+
**
,
(S b S b S b S)({)={.
This can be shown similarly as Claim 4.
Claim 5. 8 can be decomposed over L,
8(t)=(t+Z) 81(t) 82(t),
such that if { is a zero of 81 with Q({){0 then S({) is a zero of 82 and vice versa.
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Claim 6. If q(‘)=z for ‘ # L then ‘=Z.
We still have to verify Claim 1. We begin, however, with Claim 3, since it is
applied in the proof of Claim 1.
Proof of Claim 3. Suppose that { is a multiple zero of 8; i.e. 8({)=8$({)=0.
Then { is a common zero of the polynomials
F(t)= f4 t4+ f3 t3+ f2 t2+ f1t+ f0 ,
G(t)=g4 t4+ g3 t3+ g2t2+ g1 t+ g0 ,
where the fi and gi are polynomial expression in z, a, b, c given by the equations
f 2i =,2i+1 , g
2
i =,2i (b
2z), i4.
We have
8(t)=F(t)2 t+G(t)2 b2z,
and therefore 8$(t)=F(t)2. The resultant Res(F, G) of F and G is zero if and only
if F and G have a common zero. (Note that Res(F, G) is essentially the discriminant
of 8.) It is defined as the determinant
Res(F, G)=
f4 f3 f2 f1 f0 0 0 0
.
0 f4 f3 f2 f1 f0 0 0
0 0 f4 f3 f2 f1 f0 0
0 0 0 f4 f3 f2 f1 f0
g4 g3 g2 g1 g0 0 0 0
0 g4 g3 g2 g1 g0 0 0
0 0 g4 g3 g2 g1 g0 0
0 0 0 g4 g3 g2 g1 g0
We compute
Res(F, G)=z2a8b4c10(z+1)10 (a+1)6 (b+1)4 (a(b2+z+1)+b2+z2+1)3.
Thus, 8 has multiple zeros if and only if
a(b2+z+1)=b2+z2+1. (11)
Applying ** gives
c(z+b+1)=z+b2+1,
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and by multiplication with (11) we conclude
ac(b+z+1)(b2+z+1)+(b+z+1)2 (b2+z+1)=0.
We can divide by the nonzero factor (b+z+1)(b2+z+1):
ac+b+z+1=0.
Using again * successively and squaring if necessary we obtain the three conjugated
equations:
b2z+c2+a2+1=0,
c2a+z+b2+1=0,
zb+a+c2+1=0.
In these three equations we substitute z=ac+b+1. Then we take the second of
them to eliminate a in the first and third, thus getting two equations in b and c.
Their combination (more precisely the computation of their resultant with respect
to c) shows that b and, hence, z is a zero of a polynomial which can be decomposed
into irreducible factors as:
t8(t+1)9 (t3+t+1)(t5+t3+1).
Thus z3+z+1=0 or z5+z3+1=0.
In the first case z # GF(8) and in the second z # GF(32). Note that x*=x4 for
x # GF(8) if 3 divides n, since r#4r#&1#2 mod 3. Similarly x*=x2 for
x # GF(32) if 5 divides n. Hence one can compute 8 explicitly and decompose it,
8(t)=(z2+z+1)(t+z2)3 t(t+z2+z+1)(t+z2+1)(t+1)(t+z2+z)
for z3+z+1=0;
8(t)=z(t+z4+z3+z2+z+1)3 (t+z+1)(t+z3+z2+z+1)
_(t+z4+z)(t+z2+1)(t+z2+z)(t+z4)
for z5+z3+1=0. This confirms that 8 splits completely over GF(8), resp. GF(32),
and that 8 has multiple zeros if (z3+z+1)(z5+z3+1)=0.
Proof of Claim 1. Suppose Q(Z) V(Z)=0. In view of (P(t)+Q(t))(t2+1)=
V(t)t and Eqs. (6) and (7) we see that Z is a zero of P, Q and V. Thus Z is a multi-
ple (at least threefold) zero of 8 (see(10)) and according to Claim 3
(z3+z+1)(z5+z3+1)=0.
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We have
Z=
a+z+1
a
,
since Z is a zero of V. Computing q(Z) explicitly in GF(8) or GF(32) (see proof
of Claim 3), respectively, shows however q(Z){z.
Proof of Claim 4. Define the polynomial
3(t)=,9*
2P(t)9+,8*
2P(t)8 Q(t)+ } } } +,0*
2Q(t)9
=8*2(P(t)Q(t)) Q(t)9.
One verifies that 8 divides 3, when the coefficients are considered as polynomials
of z, a, b, and c. Thus 8({)=0 implies 8(S({))=0. Z is a fixpoint of S by Eq. (8).
Proof of Claim 5. The assumption q(Z)=z implies that the constants z, a, b, c
and Z, A, B, C are connected by
z=
A2B2Z2+A2B2+B2Z2+Z2+B2
Z
,
a=
B2C2A2+B2C2+C2A2+A2+C2
A
,
b=
C 2ZB2+C2Z+ZB2+B2+Z
B
,
c=
ZAC2+ZA+AC 2+C2+A
C
.
The first step to decompose 8 is to substitute z, a, b, c according to these equations.
In order that the coefficients are polynomial expressions in Z, A, B, C we have to
multiply 8 with Z8A8B6C 4; i.e., we define the polynomial
8 (t)=Z8A8B6C48(t).
This polynomial is too large to be written here.
We shall now derive how to decompose 8 (t). It is important to note that this
decomposition is even valid if Z, A, B, C are independent variables (and x*, which
stands concretely for the automorphism x2r, is considered as an operator exchang-
ing the variables of a polynomial). This point of view will be assumed throughout
the remainder of the proof of Claim 5. Note that an application of the operator *
only makes sense if the variable C occurs with an even exponent.
We know that 8(Z)=0. Even 8 (Z)=0 is valid, interpreted as a polynomial
identity, as can be verified by direct computation. We define and compute the
polynomial 9,
9(t)=
8 (t)
t+Z
,
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which has 10.368 monomials and absolute degree 96. The coefficients of ti (i8) in
9 are denoted by
i=i (Z, A, B, C).
We are looking for a decomposition 9(t)=91(t) 92(t) with
9i (t)=: (i)4 t
4+: (i)3 t
3+: (i)2 t
2+: (i)1 t+:
(i)
0 (i=1, 2),
: (i)j =:
(i)
j (Z, A, B, C).
To find the unknown polynomials : (i)j we use
: (1)0 :
(2)
0 =0 (12)
: (1)4 :
(2)
4 =8 (13)
\ :
4
i=0
: (1)i +\ :
4
i=0
: (2)i +=9(1) (14)
\ :
4
i=0
: (1)i Z
i+\ :
4
i=0
: (2)i Z
i+=9(Z) (15)
: (1)0 :
(2)
1 +:
(2)
0 :
(1)
1 =1 (16)
: (1)4 :
(2)
3 +:
(2)
4 :
(1)
3 =7 . (17)
The right sides of these equations are known polynomials in Z, A, B, C. Next we
decompose 0 , 8 , 9(1), and 9(Z) into irreducible factors,
0=1 21 1
2
2(A+1)
2 H 2Ab
2(- z~ )2 Z2,
8=(1 1*)2 (1 2*)2 (- a~ )8 Z 6,
9(1)=1 2***1 1
2***
2 (Z+1)
4 H 5Z b
4A6,
9(Z)=24Z 2B4(Z+1)8 (B+1)4 A6(- z~ )2 (- a~ )4 b 2c~ 4,
where - z~ , - a~ , b , c~ , HZ , HA , 11 , 12 , 2 are the irreducible polynomials in
Z, A, B, C:
- z~ =- Zz=ABZ+AB+BZ+Z+B,
- a~ =- Aa=BCA+BC+CA+A+C,
b =Bb=C2ZB2+C2Z+ZB2+B2+Z,
c~ =Cc=ZAC2+ZA+AC 2+C2+A,
HZ=
Z+z~
Z+1
=A2B2Z+A2B2+B2Z+B2+Z,
HA=
A+a~
A+1
=B2C 2A+B2C2+C2A+C2+A,
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11=(B4A2+B4A2C4+B4A4+C4A4B4+A4B2+A4B2C4+A2
+A2C 4) Z 4+(C4A4B4+B4A3C4+B4AC 4+B4C4+A4B2C4
+A4B2+B2A3C4+B2A3C2+B2A2C4+C2B2A2+B2AC4
+A2C 4+A2+C 4) Z2+B4A4+B4A2,
12=(B2+1)(C2+1)2 A3(B2A2+B2+1) Z4+(C4A4B4+B4A2C4
+A4B2C4+B2C2A4+B2A3C2+A3B2+B2A2C4) Z2
+(A3B2+B2A3C4+B2A2C4+B2AC 4+B2C4+A3+A3C4
+A2C 4+C2A2+AC4+AC2+C4) B2(A+1)2,
2=B2A2+B2A2Z+B2ZC2A+B2A+AZB2+ZC2B2
+AZC2+AZ+ZC 2.
We mention that a first decomposition of 0 and 8 is induced by the decomposi-
tion of ,0 and ,9 into irreducible factors. But, of course, this does not suffice. An
example is
1=A3z~ 2b 2c~ 2+B2(Za~ +Az~ +ZA)2 (C2a~ +Ac~ 2+AC2)
=Z2A3B2C 2(z2b2c2+(a+z+1)2 (a+c2+1)),
where 1=11 12 , while z2b2c2+(a+z+1)2 (a+c2+1) is an irreducible polynomial
in z, a, b, and c. We have found the decomposition of 1 by the same strategy which
is described here for 8 . (Unfortunately a decomposition of 1 seems to lie beyond
the scope of standard computer algebra systems like Maple or Mathematica.)
We only have a restricted set of possible solutions according to Eqs. (12)(15).
Each collection of decompositions of 0 , 8 , 9(1), 9(Z) induces a collection of
candidates for : ( j)0 , :
( j)
4 , i :
( j)
i , i :
( j)
i Z
i ( j=1, 2). The correct one can easily be
found by trying them in a concrete field, for instance GF(213), which was used by
the author. After all this leads first to
: (1)0 =1
2
1 H
2
A Z
2,
: (2)0 =1
2
2 b
2z~ (A+1)2,
: (1)4 =1 2*
2a~ 2Z 2,
: (2)4 =1 1*
2a~ 2Z 4,
:
4
i=0
: (1)i =1 2
2***b 2(Z+1)2 H 2Z A
4=91(1),
:
4
i=0
: (2)i =1 1
2***b 2(Z+1)2 H 3Z A
2=92(1),
:
4
i=0
: (1)i Z
i=a~ 2c~ 4Z2B4(Z+1)4 (B+1)4 (A+1)4=91(Z),
:
4
i=0
: (2)i Z
i=24z~ b 2(Z+1)4 (A+1)2=92(Z).
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Hence we conclude
: ( j)1 +Z:
( j)
3 =
(9 j (1)+: ( j)0 +:
( j)
4 ) Z+(9j (Z)+:
( j)
0 +:
( j)
4 Z
4)Z
Z+1
. (18)
The right sides of these equations can be computed explicitly and reduce to
polynomials. Next we substitute : ( j)1 in (16) according to (18). This gives
: (1)0 :
(2)
3 +:
(2)
0 :
(1)
3 =R
with known right side R. Together with (18) we get
: ( j)3 =
: ( j)4 R+:
( j)
0 7
: (1)0 :
(2)
4 +:
(1)
4 :
(2)
0
.
Hence we know also : ( j)1 and then
: ( j)2 =9j (1)+:
( j)
0 +:
( j)
1 +:
( j)
3 +:
( j)
4 .
Unfortunately the computed : ( j)i are too lengthy to be printed here.
Finally, one checks that with the computed coefficients, in fact, a decomposition
9=9192 is given, such that
9i(t) divides 9 j*
2
(P (t)Q (t)) Q (t)4
for i{ j, where we define P (t)=A2B2Z2P(t) and Q (t)=A2B2Z2P(t) in order that
the coefficients of P and Q can be considered as polynomials in Z, A, B, C. Thus if
i{ j then 9i (‘) implies 9j (S(‘)), as stated.
If we again return to consider Z, A, B, C as constant elements of L then the
polynomials 9i are, up to constant factors, the desired polynomials 8i in Claim 5.
Proof of Claim 6. Let ‘ # L be a q-preimage of z. Note that the statements
about Z in Claims 1, 2, and 4 are also valid for ‘, since P, Q, V, and 8 only depend
on z (and not on Z) and, therefore Z represents here an arbitrary q-preimage of z
in L:
Q(‘){0, 8(‘)=0, S(‘)=‘.
First, suppose (z3+z+1)(z5+z3+1){0. Then 8 has only simple zeros by
Claim 3. We consider the decomposition of 8 in Claim 5,
8(t)=(t+Z) 81(t) 82(t).
If ‘{Z then ‘ is a zero of 81 and S(‘) is a zero of 82 or vice versa. Thus ‘ is a
double zero of 8, since S(‘)=‘, a contradiction.
It remains to consider the exceptional cases z3+z+1=0 and z5+z3+1=0. In
the first case we set K=GF(8) and in the second K=GF(32). Claim 3 shows that
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8 splits completely over K. On the other hand, ‘ and Z are zeros of 8 by Claim 2;
hence ‘, Z # K. It is easily verified that q=qn is a permutation polynomial for n=3
and n=5. Moreover, qn restricted to GF(2m) induces the same mapping as qm if m
divides n. This proves ‘=Z, which completes the proof of Claim 6 and thereby
Theorem 2. K
Theorem 3. Let L=GF(2n), n=2m+1 odd. Set r=m2 if m is even, resp.
r=(3m+1)2 if m is odd, i.e. 4r+1#0 mod n. Then the Niho power function
x22r+2r&1
is almost perfect nonlinear on L.
Proof. We have to show that the polynomial
p(t)=(t+1)d+td
maps two-to-one. A routine computation verifies that
p(t)=
1
q((t2r+t)2r&1+1)
+1
for the permutation polynomial q of Theorem 2. Thus we can represent the
mapping induced on L by p as the composition of the (linear) mapping x [ x2r+x,
which is two-to-one since gcd(n, r)=1, and the one-to-one mapping x [
(q(x)2r&1+1)&1+1 (with the convention 10=0). K
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