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1. Introduction 
Hansen [3] has described an algorithm H for determining the global minimizers of a twice 
continuously differentiable function f : R n + R’ in a box that is a closed parallelepiped with 
sides parallel to the coordinate axes. In the algorithm H, an interval form of Hansen’s method 
for determining critical points of f, together with monotonicity and convexity tests and a 
continually-updated upper bound on the least value of f in the box are used to delete sub-boxes 
which cannot contain global minimizers of f. 
In [6], Shearer and Wolfe have described some computable existence and uniqueness tests for 
solutions of systems of nonlinear algebraic equations, and they have also described an improved 
form, KMSW [7] of the Krawczyk-Moore algorithm. 
The purpose of this paper is to describe how some of the ideas due to Hansen [3], Shearer and 
Wolfe [6,7] have been used in an algorithm HM for computing and bounding the global 
minimizers of f:lR”+lR’ in a given box that is a parallelepiped with sides parallel to the 
coordinate axes. 
2. Notation 
An interval number, which is denoted by x, and is defined by 
[Xi, xs] = {x]xi~~~xs}, 
where xi and xs are called infimum and supremum, respectively. 
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An n x 1 interval vector (a box) x = (xi)nxl E I(Rn) has ith element xi = [xi*, xis] E I(R). 
An n X n matrix A = (~l,,),,~~ E I( M(R”)) has (i, j)th element uii = [a;jI, aijs] E I(R). The 
magnitude 1 . 1, width w( .) and midpoint m( *) mappings for x E I(R) are defined by 
1x1 =max{ IxIL IxdL w(x) = xs - XI and m(x) = 4(x, + xs), 
respectively; for x E I(R”) they are defined by 
1x1 =(IXllLxl~ +> = bbJLx1 and ~(4 = (~b,>).,,~ 
respectively; and for A E I( M(W”)) they are defined by 
IAI = ( I%jl),x.~ 44 = (+i;))nxn and m(A) = (m(ai,)),,,,~ 
respectively. 
The norm mappings I] * II are defined by 
IIXII = /yaxn{ IXilL -NW, . . 
and 
A E I( M(W)). 
3. The global optimization problem 
Let f : D c [w n -+ R’ be a given function with f E C*(b), where b c D is an open convex set. 
The global optimization problem which is considered in this paper may be expressed as follows: 
minimize f(x), XE R”, 
subject to x E s, 
where S c D is a box. 
4. Preliminary results 
Let x be a sub-box of E E I(R “). Suppose that .I( X) = J( x, x) denotes the Jacobian matrix 
with elements 
J,(X) X)=aiaif(X1,...,xj_l, Xj, Xj+l,..., X,), i, j=l,..., n, 
where 
ajaif = axjax, 
Lf 
. 
As shown in [3], the Hessian matrix G(x) = G(x, x) has the elements 
i <j, j=l )...) n; i= l)...) j- 1, 
i=j, i, j=l 7.**, n, 
i >j, i=l,..., n; j=l,..., i-l. 
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5. Boundary points 
When we choose an initial box 4, we do not know whether the global minimizer x* is in the 
interior of f (x * E int( i)) or x * is on the boundary of f (x* E b(i)). 
Now, let x be a current sub-box of f. As our algorithms proceed, we shall use many strategies, 
as discussed in the next sections, to delete some or the whole box x including the boundary 
points of f which lie in x. Therefore, in our implementations, we test both algorithms in the two 
cases (a) x * E int( -6) and (b) x * E f separately. For case (a) we are free to delete boundary 
points if our strategies do, but for case (b) we need to take care of it by doing as follows. 
Suppose that for case (b) one of our strategies is applied to a sub-box x and we obtain a new 
box x’ contained in x. A simple way to proceed is to retain the smallest box containing both x’ 
and all boundary points of f which are in x. As an illustration consider the case for n = 2 as 
- (a) * (W 
x2 
x - 
2s 
’ I 
x - 
21 
; (d) 
I 
L_ El tX 
Fig. 1. (a) x’ = x; (b) x’ = x; (c) x’ = ([.qlr x1,], x,)~; (d) x’ = 8. 
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follows. The smallest box x’ containing the boundary points of 4 which lie in x is given by the 
configurations as shown in Fig. 1. 
There are three other configurations similar to (a) and one other configuration similar to (b). 
In both (a) and (b) and similar configurations x’ = X. There are three other configurations 
similar to (c), where in all of these configurations x’ c x and in configuration (c) x’ = 
([x11, xii], x~)~. In configuration (d) x’ = 0. 
Furthermore, for n > 2, if x and f share at least two common faces, then x’ = x; if x and P 
share exactly one common face, then x’ c x; and if x and f share no common face, then x’ = 0. 
6. Ideas due to Hansen 
The monotonicity and convexity tests which are described in Sections 9 and 5 of [3], 
respectively, are used in HM. 
The interval form of Hansen’s method which is used in H [3] and also in HM has the form 
k-l 
yk=xk- bkk)-’ bk+ c akj(X;-Xj) + t akj(x, - xj> ) 
J=l j=k+l i 
XbYknxky ICE {l,...,n}, 
where 
A = bJnxn = bm-‘J~ 
and 
Xk=m(x,), k=l,..., n. 
If 0 4 a,&, then y, consists of one interval and hence XL consists of at most one interval 
provided that x; # 0; but if 0 E ukk, then yk COnSiStS Of at IIIOSt tW0 intemdS (Say) yi” and JJ~*’ 
[A]. Therefore, Hansen [3] uses (6.1) and (6.2) for the cases 0 E ukk and 0 E akk, dealt with 
separately. 
In H and HM, f is evaluated at various points in P. Let f denote the currently smallest value 
of f found so far. In practice we cannot generally evaluate f(x) exactly because of the rounding 
errors [2]. Hence we do the evaluation using interval arithmetic. Therefore f, which is determined 
initially from J= f( m( f)), where f : I(D) -+ I(R) is a continuous inclusion monotonic interval 
extension of f : D + IL!, is a degenerate interval of the form [f,, f,]. Clearly f * <f,, where f * is 
the globally minimum value of f in f. Therefore, when we evaluate f(x) (x E x), we update f 
by replacing it by a degenerate interval [( f(x)),, ( f( x))s] only if ( f(x)) s < fi. In this way, we 
assure that f is always an upper bound for f *. This degenerate interval is used to delete 
sub-boxes x of P such that f(x) > f * (Vx E x), using, in particular, the so-called quadratic 
method which is described in [3, Section 71. The method consists of solving the quadratic relation 
(6.3) 
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where 
ak= t$(x)Zj+; t t Gjj(x)f;ij-E, 
j=l j=l i=j 
j#k j#k i#k 
Pk ‘f;(x) + ; ‘2:’ Gkj(x)Zj + ; i Gjk(x)_fj, 
J=l j=k+l 
yk = :G,,(X)> 
J=y-x (x, VEX), fi=xi-xi (i=l,...,n) and I?=?-f(x)-e, (~~20). The detailed 
explanation is given in [3]. 
According to [3, Section 71, by using (6.3), xk can be reduced to at most two intervals. If 
0 < (G,,( x, x)) r, xk can be reduced to at most one interval except one case where xk can be 
reduced to two intervals [3]. However, in his algorithm [3], for those values of k E { 1,. . . , n} for 
which 0 < (G,,( x, x)),, Hansen considers only the cases where xk is reduced to one interval 
save one case where xk is reduced to two intervals. However, in our implementation we leave xk 
unchanged because Hansen says nothing about what to do for this case. If (Gkk( x, x)) I < 0, xk 
can be reduced to at most two intervals (say) zy) and zp’ Therefore, Hansen [3] uses (6.3) for 
the cases 0 6 (G,,( x, x)) I and (Gkk( x, x)) r < 0, dealt with separately. 
As shown in his algorithm, Hansen [3] intersects the results from the methods given by (6.1) 
(6.2) and (6.3) for those components xk for which both methods divided xk into two intervals. 
That is, find the intersection of yir’ uyi2) and zp) U zp’. The details are given in [3]. 
However, in HM we do not separate these cases as Hansen has done because beside the reason 
that there is one case for which O<(G,,(x, x)),, xk, kE {l,...,n}, can be reduced to two 
intervals, our code algorithm can handle all the cases which are yield by the methods given by 
(6.1), (6.2) and (6.3). 
7. The symmeteric operator test 
Let xc i. Let 
R=(I;j)nxn=I-BJ, 
x=m(x), 
b = W+(x)), 
K(x)=x-b+R(x-x), 
i-l 
Hi(X) =xi-bi+ C ~j(~j’(x) -xj) + ~ ~j(~j-xj), 
j=l j=i 
Q’(X) =&(x) nx, i= I,..., n, 
‘i(X) =xi-bi+ J$lqj(H;(X) -xj) + J=~+lCj(S,.(,) -xj), 
Si’(x)=Si(x)nHi’(x), i=n ).“) 1, 
where I is the identity matrix and B = {m(J)} -l. 
Then K, H and S are the Krawczyk, Hansen and symmetric operators, respectively. 
(7.1) 
(7.2) 
(7.3) 
(7-4 
(7.5) 
(7.6) 
U-7) 
(7.8) 
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Lemma 1. With the preceding hypotheses and notations, 
S(x) GH(x) 0&X). 
Proof. Firstly, we show that H(x) G K(x). By (7.6), for i = 1,. . . , n, Hi’(x) s xi. So by (7.3, for 
i = 1,. . . , n, 
i-l 
Hi(X)LXi-bi+ c qj(xj-xj) + iqj(xj-xj) 
j=l j=i 
=xi-bi+ i qj(xj-xj) =iq(x). 
j=l 
Secondly, we show that S(x) G H(x). By (7.7), (7.5) and (7.6), since H,‘(x) c x,, 
S,(x) =x, - b, + rl: rnj(Ezj’(x) - Xj) 
j=l 
n-1 
=x n -bn+ C r,j(H,'(X)-Xj)+r,,(H,'(X)-X,) 
j=l 
n-1 
cx,,-b,,+ c r~j(H,‘(x)-xj)+r~,,(x~-x,)=H,(x). 
j=l 
Suppose that for some t>O, S,_,(x)cH,,_,(x) (k=O,...,t). Then S.‘(X)CH~(X)GX, 
(j=n,...,n-t), so 
n-r-l 
S~-r-~(X)=X,_,_l-b~_~_~ + C &_lj(H;(X)-Xj) 
j=l 
+i G-t-lj(S,'Cx) -xj) 
j=n-1 
n-r-l 
Gx,_I_l -b,_t_l+ C rn_r_lj(Hj'(X)-Xj) 
j=l 
+ t r,-,_lj(Xj- Xj) 
j=n-t 
=H,_,_,(x). 
Sobyfiniteinductionon t, S,_,(x)cH,_,(x)(k=O,...,n-l),whenceS(x)GH(x). 0 
By (7.4), K(x) g x and by (7.5), H(x) g x. So by (7.7), S(x) g H’(x) = W(x) n x. But by 
Lemma 1, S(x) E H(x). Therefore we can conclude that S(x) p x. 
The following lemmas and theorems are proved in [6]. 
Lemma 2. Let the hypotheses of Lemma 1 be valid. Then 
(i) if S(x) G x, then S(x) cH’(x); 
(ii) if S(x)cint(x) and 3J~{i,...,n} such that lqj,l +O (i=l,_..,n), then w(S(x))< 
w-w)). 
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Lemma 3. Let the hypotheses of Lemma 1 be valid. Let P : D + R” be defined by 
P(x) = x - Bf ‘(x). 
(i) If x E S(x) and S(x) c H’(x), then P(x) E S(x). 
(ii) If x E x, then P(x) E K(x). 
(iii) Zfx*Exandf’(x*)=O, thenx*ES’(x). 
Theorem 4. Let the hypotheses of Lemma 1 be valid. If (1) B E M(R”) exists, (2) S(x) +fl, (3) 
S(x) E x, then 3x* E S(x) such that f ‘(x*) = 0. 
Theorem 5. Zf the hypotheses of Lemma 1 are valid and if also w(S( x)) < w( H’( x)), then 
3x* E S(x) such that f ‘(x*) = 0 and x* is unique in x. 
Theorem 6. Let the hypotheses of Lemma 1 be valid. Zf (1) S(x) # 8, (2) S(x) c x, (3) 
w( S( x)) < w( H ‘( x)), (4) the sequence ( xCk)) is generated from 
x(k+l) =x(k) - Bf ‘(x(Q), k 2 0, P-9) 
with x(O) E S(x) arbitary, then xCk) E S(x) (V/C 2 0) and xCk) + x* (k -+ 00) where x* is the 
unique zero off ’ in x. 
By Lemmas 1 and 3(iii), if H’(x) = fl or if S’(x) = 0, there is no zero of f ’ in x, so x may be 
deleted from f provided that x and f do not share any common boundary. If S(x) G x and 
w( S( x)) -C w( H ‘( x)), then x is replaced with S’(x) provided that x and f do not share any 
common boundary because by Theorem 5, S(x), and so S’(x), contains the unique zero x * of 
f’ in x. Also, by Theorem 6, the sequence ( xCk)) generated from (7.9) with x(O) = m(S’(x)) 
remains in S’(x) and converges to x *. The procedure (7.9) may be used to update f by 
iterating, until for some k > 1, 
Ix 
(k) _ X(k-l)) 
GC3, (7.10) 
where 0 < e3 < 1. If xCk) satisfies (7.10) and (f(~‘~‘))~ <fr, then f is replaced with 
[ ( fw% ( fW”‘))s] * 
If S(x) E x but w( S( x)) = w( H ‘( x)), then x is replaced with S’(x) because by Lemma 3(iii) 
and Theorem 4 every zero of f ’ in x lies in S’(x) and there is at least one zero of f ’ in x. If 
S(x) # 0, then x is replaced with S’(x) because, by Lemma 3(iii), if x * E x and f ‘( x * ) = 0, 
then x * E S’(x). Note that in order to replace x with S’(x) we must make sure that x and $ 
do not share any common boundary. 
The preceding ideas constitute the symmetric operator test, which is used in HM to delete 
sub-boxes of 2 which do not contain the zeros of f ’ and to update f. If B does not exist, then 
the symmetric operator test cannot be used. 
8. A sub-box deletion test 
Let x(‘) (i = 1, 2) be sub-b oxes of x G f which are produced either from solving the quadratic 
relation given by (6.3), whose detailed explanation is given in [3, Section 71, or from the interval 
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form of Newton’s method given by (6.1), (6.2). It is possible to delete at least one of x(j) 
(i = 1, 2) as follows. 
Let f(j) =f( x”‘) (i = 1, 2). 
If for i E { 1, 2}, fs -c fi”, then delete xci). 
If fi2) -c f$‘), then delete x (‘) If (f(m(~(~))))~ <fi, then f is replaced by [( f(m(~(~))))~, . 
( f(~(~(29)M. 
If fi’) < fi2), then delete x (2) If ( f(m(x(l))))s <fi, then f is replaced by [( f(m(x(‘)))>,, .
(f(~W9M. 
If f12) <f,“), fi2) < fs”) and ( f( m( ~‘~‘)))s <f:“, then delete x(l). If ( f( m( x’~‘)))~ <fi, then f 
is replaced by K f(m(~(~))))s, (f(m(~(~))))Sl. 
If fr”’ 6 fj2’, fJ”’ < fi2’ and (f(m(x(‘)))), < fj2’, then delete xc2). If ( f(m(x(‘)))), <fi, then i 
is replaced by K f(m(x(‘))))~, (f(m(x(‘)))>~l- 
These tests have also been used by Ichida and Fujii [5]. 
9. Numerical results 
The algorithm HM, which incorporates the preceding ideas, and the algorithm H, have been 
implemented in Triplex ‘S-algol [l] on a VAX-11/785 computer. 
The main differences between algorithms H and HM are as follows. 
(1) In H, Hansen uses (6.1) and (6.2) for cases 0 @ ukk and 0 E ukk treated separately, whereas 
in HM, we do not separate these cases. 
(2) In H, Hansen uses the cases 0 < (G,,(x, x))i and (G,,( x, x))i < 0 treated separately (see 
Section 6), whereas in HM, we do not separate these cases. 
The reasons for (1) and (2) are given in Section 6. 
(3) In HM, the symmetric operator test is used to locate the stationary points of f, but not in 
H. 
(4) In HM, f is updated_ at various points as Hansen has done in H. In addition HM uses the 
procedure (7.9) to update f. 
(5) The ideas which are described in Section 8 are used in HM but not in H. 
Convergence is considered to have occurred when each global minimizer x * is bounded within 
a box x* such that I] w(x*) ]] < 10e6 and the global minimum value f * of f is bounded within 
an interval f * such that w( f *) < 10m6. 
The following examples illustrate the behaviour of H and HM. 
Example 7 (Hansen [2]). 
f(x) = 2x; - 1.05 x1” + ix; - XIX2 + x,2, 
f = ([ -4,21)2x1. 
The function has one global minimizer in the interior of f. 
Example 8. 
f(x) = lOO( x2 - x:)’ + (1 - x1)2, 
z= (FL 4)2x1. 
The function has one global minimizer in the interior of f. 
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Table 1 
x * E int( .i?) 
Example 
1 
2 
Algorithm nf *g nHd nH “J T 
H 80 120 51 25 31.5 
HM 64 16 43 16 21 24.9 
H 1353 2121 900 - 450 584.0 
HM 882 770 484 219 242 320.0 
Table 2 
X*Ef 
Example Algorithm nf ne nHd nH nJ T 
1 H * * * * > 600 
HM 118 103 48 26 31 38.2 
2 H 1353 2121 880 - 450 584.0 
HM 903 172 472 223 246 322.0 
Table 3 
n x* E int(.C) X*Ef 
H HM H HM 
2 5.9 5.17 66.6 39.9 
3 19.9 14.2 298.0 47.7 
4 47.1 30.2 748.0 159.0 
5 125.0 222.0 2820.0 462.0 
Example 9. 
n-l 
fCx) = (l - x1>2 + (l - xn)2 +,Fl (x2 - xi+l)2> 
f = ([0.5, U>,,I. 
The function has one global minimizer on the boundary of f. 
In Tables 1-3, n, is the number of objective function evaluations, ng is the number of 
gradient evaluations, n nd is the number of Hessian diagonal element evaluations, nn is the 
number of Hessian evaluations, n, is the number of Jacobian evaluation and T is the CPU-time 
in seconds. We do not need compute the Hessian for the algorithm H. 
In Table 2, * means that the computations need more than 600 seconds. Table 3 contains the 
CPU-times, in seconds, corresponding to Example 9 for n = 2, 3, 4 and 5. 
Clearly from the computational results with few exceptions, HM requires fewer evaluations of 
f, f’ and f" than H. This might explain the increasing superiority of HM over H as n increases 
for Example 9, which is illustrated in Table 3. 
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