 ,
x → ∞ (1)
from the estimation p≤x f (p) log p p = o(log x), x → ∞.
(2)
Here n is a positive enteger, p is a prime number. Let us denote the right-side sum in formula (2) by m(x). B. V. Levin and A. S. Finelabe had proved that the statement (2) did not emply the statement (1). The function f (n) of their conterexample is such that m(x) is bounded.
But if m(x) is not bounded that Wirsing problem is opened. Two the Tauberian theorems is proved in this paper and it is istablished that if m(x) is not bounded that the condition (2) is equivalent that m(e t ) is slowly variating with the residual. 
Для мультипликативной функции f (n) обозначим через F (s) сумму ее ряда Дирихле
Тауберовы теоремы
Начнем с определения медленно изменяющейся с остатком функции, которое взято из книги [4, с. 100]
И так же, как в [4] , множество медленно меняющихся на бесконечности с остатком σ(t) функций обозначим через K(σ), а множество медленно меняющихся в смысле Караматы через K.
В дальнейшем нам потребуются некоторые вспомогательные утверждения.
Сравнивая (2) и (3), получим утверждение леммы. 2
Если α ∈ K(σ), то
Доказательство. Так как
Следовательно, γ(t) = O(tσ(t))). Теорема доказана. 2
Для произвольного фиксированного δ ∈ (0, 1) обозначим
Доказательство. Прежде всего, интегрированием по частям получаем (σ(t) ).
А так как σ(t) медленно изменяется, в силу леммы 1, последний интеграл есть O(σ(t)). Таким образом,
Обозначим
Из условия (4) следует, что
Тогда с одной стороны для δ ∈ (0, 1)
.
что означает, что L α (1/t) ∈ K(σ). Так как h δ (t) ∈ K, то, на основании леммы 1, 
Для применения доказанных теорем к мультипликативной функции f (n) положим
то при Доказательство состоит в перефразировке теоремы 2 подобно тому, как это было сделано с теоремой 1. 
