In this paper we present a method for testing a system against a non-deterministic stochastic finite state machine. As usual, we assume that the functional behaviour of the system under test (SUT) is deterministic but we allow the timing to be nondeterministic. We extend the state counting method of deriving tests, adapting it to the presence of temporal requirements represented by means of random variables. The notion of conformance is introduced using an implementation relation considering temporal aspects and the limitations imposed by a black-box framework. We propose an algorithm for generating a test suite that determines the conformance of a deterministic SUT with respect to a non-deterministic specification. We show how previous work on testing from stochastic systems can be encoded into the framework presented in this paper as an instantiation of our parameterized implementation relation. In this setting, we use a notion of conformance up to a given confidence level.
Introduction
Formal analysis techniques rely on the idea of constructing a formal model that represents the critical aspects of the system under study. These models allow the developer to perform a systematic analysis that would be harder, or ever impossible, to apply to the system itself. The model can also be used to define the specification of a system being constructed. In order to use a formal technique, we need a model of the system under study expressed using a formal language. During the last two decades, the original formal languages have become more expressive. Thus, a new generation of languages have appeared to allow the explicit representation of non-functional aspects of systems (for example, the probability of performing a task [12,8,5,28,23,?] or the time consumed by the system while performing tasks, being either given by fixed amounts of time [34, 27, 13] or defined in probabilistic/stochastic terms [18, 1, 15, 22, 2] ).
One of the advantages of using a formal approach to develop complex systems is that we can check the system's correctness with respect to the specification by comparing its empirical behaviour with that of the model. In this context, formal testing techniques [21,30,3,?] provide systematic procedures to check implementations in such a way that the coverage of critical parts/aspects of the system under test depends less on the intuition of the tester. In particular, they allow us to test the correctness of a system with respect to a specification. Formal testing originally targeted the functional behaviour of systems, such as determining whether the tested system can, on the one hand, perform certain actions and, on the other hand, does not perform some unexpected ones. While the relevant aspects of some systems only concern what they do, in some other systems it is equally relevant how they do what they do. Thus, after the initial consolidation stage, formal testing techniques started also to deal with non-functional properties. In particular, the work on formal testing applied to timed systems has attracted a lot of attention during the last years. In fact, there are already several proposals for timed testing (e.g. [25,7,37,36,9,10,20,4,?,?] ). In these papers, time is usually considered to be deterministic, that is, time requirements follow the form "after/before t time units...".
A suitable representation of the temporal behaviour is critical for constructing useful models of real-time systems. In this paper we consider an extension of finite state machines (FSMs), Stochastic Finite Sate Machines (SFSMs), where (stochastic) time information is included. The duration of the actions are stochastically defined by means of random variables. That is, instead of having expressions such as "the action o takes t time units to be performed" we will have expressions such as "the time taken to perform action o will be drawn from distribution ξ." The use of stochastic time introduces several technical difficulties. For example, since the time that the system takes to perform an action may vary in different executions, even in the absence of (functional) non-determinism, the same sequence of actions may take different amounts of time in different runs of the system. In addition, we have to reformulate the notion of correctness; when testing from a SFSM we have to take into account not only the actions that the machine performs but also the temporal require-ments. One possibility is to consider equivalence, that is, the system under test (SUT) is correct if and only if the sets of input/output sequences allowed by the SUT and the specification are identical and the delay associated with each sequence that can be performed by the SUT has a random variable with the same distribution as the corresponding random variable in the specification. An alternative notion of correctness, which is more appropriate when the specification is non-deterministic, relaxes this to allow the input/output sequences in the SUT to be a subset of those in the specification.
When testing from an FSM it is normal to make certain assumptions and a checking experiment is a test suite that is guaranteed to determine correctness under these assumptions. These assumptions are phrased in terms of the SUT behaving like an unknown element of a fault model. Most approaches for selecting a test suite from a non-deterministic FSM are based on state counting [38, 33, 32] . This paper considers the case where the specification may be a non-deterministic SFSM and extends the state counting based test selection method to the case of SFSMs. This is proven to provide full fault coverage on implementations whose functional behaviour is deterministic when using the standard assumption that we have a known upper bound on the number of states of a minimal SFSM that models the SUT.
Regarding temporal conformance, we have to take into account the fact that, in a black-box testing framework, we cannot access the random variables of the SUT. In fact, if we would consider equivalence of random variables, we would need an infinite number of observations from a random variable of the implementation (with an unknown distribution) to assure that this random variable is distributed as another random variable from the specification (with a known distribution). In addition, there are different notions of a random variable ξ in the SUT following a probability distribution function F conforming to a random variable ξ in the specification following a probability distribution function F . We give an implementation relation that is parameterized with a definition ≤ of what it means for a distribution in the SUT to conform to a distribution in the specification. For example, we may require the distributions to be equivalent or instead for them to have the same mean and thus allowing different choices for ≤ effectively makes SFSMs a more expressive formalism.
The main problem with the framework explained so far is that, by keeping such a high abstraction level, it makes it difficult to realize how the framework can be useful in black-box testing. In particular, by considering that implementation relations are parameterized by a certain relation among random variables, it might seem that we really need to have access to the random variables, specifically to their distributions, that appear in the implementation. In this line, the work presented in [29] , and its subsequent adaptations to other frameworks [26,?] , presents a more realistic approach. There, the idea is to check that for all appropriate input/output sequences, the execution time values observed while testing the SUT fit the random variables indicated by the specification. In testing terms we sample from the distribution ξ in the SUT and use results from statistical sampling theory to compare the set of observations with ξ. However, the proposal introduced in [29] has a big drawback: It is not implementable in practice. This is because the test suite produced by the test derivation algorithm is, in general, infinite. Thus, in practice, we cannot emit a verdict regarding the correctness of the SUT. However, the ideas underlying [29] can be used to provide an interesting instantiation of the general method introduced in this paper. Essentially, by combining the notions of sampling and fitting with the adaption of state counting to a stochastic model, we will be able to define a new framework where we can provide a verdict, up to a certain confidence level, regarding implementations having a bound on its number of states. This paper thus makes the following contributions. First, it defines a parameterizable implementation relation that allows us to capture a range of notions of conformance. Second, it gives an algorithm that, for a standard fault model and such an implementation relation, produces a test suite that allows us to determine whether the SUT conforms to the specification up to a required level of confidence. Finally, it shows that the notion of testing from stochastic systems presented in [29] can be implemented within the scope of the general method presented in this paper.
The rest of the paper is organized as follows. In the next section we introduce basic concepts and the notion of SFSM. In Section 3 we introduce a class of implementation relations that take into account both functional and timed aspects. In Section 4 we review the notions of reaching and distinguishing states that will be applied in the State Counting method and develop these for SFSMs. In Section 5 we establish the relationship between a construct called the Product Machine and the implementation relation defined in Section 3. In Section 6 we show how we can generate a finite test suite that can distinguish faulty implementations. In Section 7 we describe how previous work on testing from SFSMs can be appropriately represented in the general framework previously introduced. Finally, in Section 8 we present our conclusions and some lines of future work. In the appendix of the paper we formally define how hypothesis contrasts can be performed.
Preliminaries
In this section we introduce the main basic concepts that we will use in the paper. Specifically, we will give notation regarding finite automata as well as the languages recognized by them, we will introduce the notions of random variable and sample, and we will define the stochastic extension of the finite state machine model that we will use in this paper.
Alphabets and sequences
Throughout this paper, X denotes the set of inputs for the model and Y denotes the set of possible outputs for the model. Given a set A, A * denotes the set of sequences composed of elements of A, including the empty sequence . In this paper, a variable that represents a sequence will have a bar over it, an example beingx.
Finite Automata
A finite automaton (FA) is defined by a tuple F = (S, A, h, s 0 , S F ) in which S is a finite set of states, A is the finite alphabet, h is the state transfer relation of type S × A ↔ S, s 0 ∈ S is the initial state and S F ⊆ S is the set of final states. If s ∈ h(s, a) then (s, a, s ) is a transition and this means that if F receives a when in state s then it can move to state s . F is a deterministic FA (DFA) if for all s ∈ S and a ∈ A there is at most one state s ∈ S such that s ∈ h(s, a).
The FA F defines a language L(F ): The set of sequences that can take F from its initial state to some final state in S F . Thus, we have
Similarly, the state s of F has the corresponding language, defined as the set
Two FA or states are equivalent if they define the same language. It is known that every FA is equivalent to a DFA (see, for example, [11] ).
Random variables and samples
We will denote by V the set of random variables. Let ξ be a random variable. We define its probability distribution function as the function
, where P (ξ ≤ x) is the probability that ξ assumes values less than or equal to x. In order to avoid side-effects, we will always assume that all the random variables appearing in the definition of a system are independent. Let us note that this condition does not restrict the distributions to be used. In particular, there can be random variables identically distributed even though they are independent.
We will use samples to denote any multiset of positive real numbers. We denote the set of multisets in IR + by ℘(IR + ). Let ξ be a random variable and Smp be a sample. We denote by γ(ξ, Smp) the confidence of ξ on Smp. In our framework, samples will be associated with time values that implementations take to perform actions. We have that γ(ξ, Smp) takes values in the interval [0, 1]. Intuitively, bigger values of γ(ξ, Smp) indicate that the observed sample Smp is more likely to be produced by the random variable ξ. That is, this function decides how similar the probability distribution function generated by Smp and the one corresponding to the random variable ξ are. In the appendix of this paper we show how confidence is formally defined.
Stochastic Finite State Machines
A Stochastic Timed Finite State Machine can be seen as an FSM in which every transition also has a random variable that represents the expected distribution of times to execute the transition. Even though we use a slightly different notation to represent these machines, the underlying model coincides in fact with the one presented in [29] .
Definition 1 A Stochastic (Timed) Finite State Machine (SFSM) M is defined by a tuple (S, X, Y, δ, s 0 ) in which S is a finite set of states, X is the finite input alphabet, Y is the finite output alphabet, δ is the state transfer relation of type S × X ↔ Y × V × S, and s 0 ∈ S is the initial state. If (y, ξ, s ) ∈ δ(s, x) then (s, x, y, ξ, s ) is a transition of M .
Throughout this paper we assume that we are testing against an SFSM M = (S, X, Y, δ, s 0 ) with n states. A transition (s, x, y, ξ, s ) should be interpreted in the following way: If M receives input x when in state s then it can take this transition in which case it outputs y, moves to state s , and introduces a delay t given by ξ.
Example 1 Let us consider the machine depicted in Figure 1 in which the initial state is s 1 . Each transition has an associated random variable. In the following we explain how these random variables are distributed. We consider that ξ 1i , for all 1 ≤ i ≤ 4, are uniformly distributed in the interval [0, 5] . Uniform distributions assign equal probability to all the times in the interval. The random variables ξ 2i , for all 1 ≤ i ≤ 3, follow a Dirac distribution in 4. The idea is that the corresponding delay will be equal to 4 time units. Finally, the random variables ξ 3i , for all 1 ≤ i ≤ 3, are exponentially distributed with parameter 2. Let us consider the transition (s 3 , a, 1, ξ 12 , s 4 ). Intuitively, if the machine is in state s 3 and receives the input a then it will produce the output 
where the random variables ξ 11 , ξ 12 , ξ 13 , ξ 14 follow F 1 , the random variables ξ 21 , ξ 22 , ξ 23 follow F 2 , and the random variables ξ 31 , ξ 32 , ξ 33 follow F 3 . 1 after a time given by ξ 12 . Since ξ 12 follows a uniform distribution in the interval [0, 5], we will have, for example, that this time will be less than 1 time unit with probability 1 5 , it will be less than 3 time units with probability 3 5 , and so on. Finally, once 5 time units have passed we know that the transition has been performed (that is, we have probability 1).
Any SFSM M can be represented by a FA F (M ) = (S, A, h, s 0 , S) in which A = X × Y × V and s ∈ h(s, (x, y, ξ)) if and only if (y, ξ, s ) ∈ δ(s, x). The SFSM M is said to be deterministic if for all s ∈ S and x ∈ X we have that |δ(s, x)| ≤ 1. The SFSM M is input-enabled if for all s ∈ S and x ∈ X, δ is defined on (s, x). In this paper we assume that any SFSM considered is inputenabled. Let us remark that this is not a real restriction on the expressivity of the model. In fact, any non input-enabled machine can be easily transformed into an input-enabled one just by adding a transition (s, x, null, ξ, s) to each state s that originally did not have a transition labelled by x, where null / ∈ Y is a new output and ξ ∈ V is any random variable. Thus, it is not difficult to relax the assumption that M is input-enabled: Essentially, in this paper we use input sequences that distinguish states of the SFSM and care would be required in defining what it means for an input sequence to distinguish two states.
We define two functions that are projections of δ. The function δ 1 models the state transfers and thus for all s ∈ S and x ∈ X we have that
Similarly, δ 2 models the outputs and delays and thus for all s ∈ S and x ∈ X we have that
We can extend these to take input sequences using the following recursive rules in which x ∈ X andx ∈ X * :
Since the specification SFSM can be non-deterministic, δ 1 and δ 2 can return sets that contain more than one element.
If we apply an input x when in state s of M and execute a transition that has output y then we use δ y (s, x) to denote the set of possible next states. Thus, we have δ y (s, x) = {s ∈ S|∃ξ ∈ V.(y, ξ, s ) ∈ δ(s, x)} Naturally we can extend these definitions in a similar manner to δ 1 and δ 2 . Thus, for x ∈ X,x ∈ X * ,ȳ ∈ Y * , y ∈ Y we have
. . y k , with x i ∈ X and y j ∈ Y , and δȳ(s 0 ,x) is defined then we say that M can perform the sequence x 1 /y 1 , x 2 /y 2 , . . . , x k /y k and we say that this sequence is an evolution of M . We denote by NTEvol(M ) the set containing all the evolutions of M .
We can define another function, also taking as basis the different δ functions, to compute the random variable that we can obtain after performing a nonempty sequence. Formally,
Let us remark that this function will be undefined if either the sequences have different lengths or one of the transitions cannot be performed. Ifx =
If for all s ∈ S, x ∈ X and y ∈ Y there do not exist 
Conformance and Fault Models
In order to reason about test effectiveness it is normal to introduce a fault model that contains a set of models with the property that it is believed that the SUT is equivalent to some (unknown) element of this set. The fault model used in this paper is defined in Section 3.1. In order to test against a specification M it is necessary to say what it means for the SUT to conform to M . The notion of conformance used is represented by an implementation relation. In Section 3.2 we describe the implementation relation used in this paper.
Fault models for SFSMs
A fault model Φ is a set of models with the property that the tester believes that the SUT is equivalent to an unknown element of Φ [19] . It is normal to describe the elements of the fault model using the formal language used to define the specification and thus the fault model will contain SFSMs. It is also usual to assume that we know the set of possible inputs and outputs of the SUT and in order to simplify the exposition we assume that these are the sets X and Y respectively. If we believe that the SUT could produce certain outputs that M cannot then we can extend Y . The implementation relation used in this paper ensures that we do not have to consider input values that are not in X. As usual in conformance testing, we assume that there is a given integer m such that it is known that the SUT has no more than m states (see, for example, [6, 32] ). These assumptions lead to the following fault model.
contains the set of deterministic input-enabled SFSMs that have input alphabet X, output alphabet Y , and at most m states.
We thus assume that the SUT can be modelled by an unknown deterministic SFSM M I = (U, X, Y, δ I , u 0 ) that has at most m states. Let us recall that the condition that M I is deterministic requires that the state transitions are deterministic but does not force the time delay for a transition to be a constant. It thus requires the functional behaviour of M I to be deterministic but allows stochastic temporal behaviour.
The implementation relation
Given the fact that the delay in a transition t of M is represented by a random variable ξ, it seems that a natural notion of conformance is to require the corresponding transition of the SUT to also have a delay represented by ξ. We then have the following definition of conformance.
Note that Definition 3 requires the transitions in the SUT to have identical distributions to the corresponding transitions in the specification.
In general, we cannot determine the random variable ξ associated with a transition in the SUT through testing. However, we can assume that there is such a distribution ξ in the SUT and thus that either the SUT M I conforms to M or it does not. The problem then is to try to decide whether M I conforms to M in black-box testing, where all we can do is to record the delays that the implementation needs to perform the transition and estimate ξ on the basis of this. The approach described in this paper involves multiple executions of a transition, each execution leading to a time being recorded. The resultant set of times can then be compared with the expected distribution ξ using results from statistics. In this paper we use hypothesis contrasts, as presented in the Appendix, to decide up to a certain degree of confidence whether the observed times could be produced by the distribution governing the behavior of ξ. In testing we will therefore check that the distribution in the SUT conforms to the distribution in the specification up to a given confidence level, the tester choosing the required confidence level based on factors such as risk.
We have observed that Definition 3 requires the execution times of the transitions in the SUT to have the same distributions as the corresponding transitions in the specification. However, we can use weaker notions since timing requirements can be looser than this. For example, we might require that a random variable ξ in the SUT has the same mean as the corresponding random variable ξ in the specification but to not insist that ξ and ξ have the same distribution. As a consequence we might use a weaker notion of a random variable ξ in M I conforming to a random variable ξ in M and in order to make the results in this paper more widely applicable we simply denote this ξ ≤ ξ. Thus, the use of the ≤ relation between random variables does in fact constitute a general framework that can be instantiated, by giving a specific definition of ≤, when needed. We can now parameterize our definition of conformance with ≤.
This new notion of conformance makes SFSMs more expressive since, by choosing an appropriate instance of this conformance relation, we can express properties such as "the mean transition execution time should be 1 second" while if we restrict ourselves to the conformance relation traditionally used with SFSMs then we cannot express such requirements.
We can also say what it means for a sequence in (Y × V)
* to ≤-conform to another sequence in (Y × V)
* .
We say thatz ≤-conforms toz if for all 1 ≤ i ≤ k we have that y i = y i and ξ i ≤ ξ i . This is denotedz conf ≤z .
Reaching and distinguishing states
This section discusses how we can produce input sequences to reach and distinguish states; these sequences will be used in the test generation algorithm given in Section 6. When testing from a deterministic FSM, it is normal to test a transition t by applying an input sequence that reaches the starting state of t, then the input from t and finally input sequences that distinguish between the ending state of t and all other states of the FSM (see, for example, [6, 14, 17, 35] ). However, for non-deterministic FSMs there need not exist an input sequence that is guaranteed to reach a particular state s. Further, there may be no input sequence that is guaranteed to distinguish between non-equivalent states s and s , since we may have that every input/output sequence that is possible from one of these states is also possible from the other state despite these states not being equivalent. Similar issues arise when testing from SFSMs, but are complicated by the presence of random variables governing the timed behaviour of transitions.
If there is an input sequence that is guaranteed to take SFSM M from s 0 to state s then s is said to be deterministically-reachable. This sequence allows us to reach a state of the SUT that should conform to the state s of M . Due to non-determinism in the specification there may be a state s of M such that there is no input sequence that is guaranteed to take M from s 0 to s. Other sequences allow us to distinguish between states of M . For example, the input sequencex allows us to distinguish between s and s if no output sequence that can be produced by applyingx in state s can also be produced by applyinḡ x in state s . We can extend this to using sets of input sequences or adaptive test cases, leading to a more general concept, r-distinguishable states. Next, we formally define both of these concepts in the context of SFSMs.
Definition 6 Let M = (S, X, Y, δ, s 0 ) be a SFSM and s ∈ S. We say that s is deterministically-reachable ( d-reachable) if there is an input sequencex s such that δ 1 (s 0 ,x s ) = {s} and thenx s is said to deterministically-reach ( d-reach) s.
Example 2
The state s 4 in the machine represented in Figure 1 It is also useful to be able to reason about the state of the SUT reached by a given sequence. It transpires that this is assisted by using input sequences that distinguish between states of M in a manner that guarantees that they distinguish between the corresponding states of the SFSM M I that models the SUT if no failure is observed in testing. In order to distinguish between two states it is first worth considering how we can distinguish between two transitions t 1 = (s 1 , x, y 1 , ξ 1 , s 1 ) and
and t 2 = (s 2 , x, y 2 , ξ 2 , s 2 ) of M are distinguishable if either of the following hold:
• they produce a different output and so y 1 = y 2 ; or • we can distinguish between ξ 1 and ξ 2 through it not being possible for a random variable ξ ∈ V to conform to both ξ 1 and ξ 2 , that is, for all ξ ∈ V we have that
In this case we also say that (y 1 , ξ 1 ) and (y 2 , ξ 2 ) are distinguishable and otherwise they are compatible. Similarly, if t 1 and t 2 are not distinguishable then we say that they are compatible. 
We can now define what it means for an input sequencex ∈ X * to distinguish between states s and s of M and a natural way of doing this is to insist that we have no compatible sequences of transitions from s and s withx. This can be generalized by applying a similar approach as with un-timed finite state machines, inductively defining a set of input sequences (see, for example, [32] ). An alternative is to use a set of finite adaptive test cases [16] , where an adaptive test case σ is either the adaptive test case null, that involves no testing, or a pair (x, f ) in which x is the next input to apply and f is a mapping from outputs to adaptive test cases. In the use of σ = (x, f ), first x is applied to the SUT, the resultant output y is observed and then the adaptive test case f (y) is applied. Adaptive test cases thus correspond to finite decision trees. For example, the first tree in Figure 2 shows an adaptive test case in which the first input applied is a, represented by the contents of the 'top' node. If output 1 is observed in response to testing then the adaptive test case has ended, as represented by the arc with label 1 to an empty node. If instead 0 is observed then we next apply a and then the adaptive test case stops irrespective of the next output observed.
For a given input set X and output set Y , the set T (X, Y ) of finite adaptive test cases can be recursively defined in the following way (see, for example [16] ).
Definition 8 Each element of T (X, Y )
is either null or a pair (x, f ) in which x ∈ X and f is a mapping from Y to T (X, Y ).
In some situations it will be useful to define an adaptive test as a sequence of inputs followed by an adaptive test. The idea is that we do not explicitly consider the outputs that we receive while applying the initial input sequence because they do not influence our choices regarding future input. For example, if we have a state s being d−reached by an input sequencex and we are testing a transition from this state, we can apply first this sequence of inputs and then start the proper testing of the transition. In particular, we will use this notion in Section 6 when we produce test suites.
Definition 9 Let σ ∈ T (X, Y ) be an adaptive test case andx be a sequence of inputs. We recursively define the adaptive test casexσ as:
If A is a set of input sequences and T is a set of adaptive test cases then we let AT denote the set of adaptive test cases formed by composing each input sequence in A with each adaptive test case from T .
We can define what it means for an adaptive test case to r-distinguish two states. While from this it is straightforward to also produce a set of input sequences that r-distinguishes two states, in this paper we use adaptive test cases since they can lead to fewer sequences being applied in testing.
Definition 10 Let M = (S, X, Y, δ, s 0 ) be a SFSM. We say that states s 1 and s 2 of M are r (1) 
• there exists 1 ≤ j < k such that s 1 and s 2 are r(j)-distinguished by σ; or Example 3 Let us consider the FSM presented in Figure 1 and the adaptive test cases σ 1 and σ 2 given in Figure 2 . The states s 1 and s 2 are not r-distinguishable since input a can take both states to s 2 with output 0 and two delays identically distributed (that is, ξ 31 and ξ 32 ) while input b can take both states to s 4 with output 1 and two delays identically distributed (that is, ξ 22 and ξ 23 ). Adaptive test case σ 1 r-distinguishes s 4 from all of the other states and r-distinguishes s 2 and s 3 . Further, σ 2 r-distinguishes s 1 from s 3 and s 4 and so W = {σ 1 , σ 2 } r-distinguishes all r-distinguishable states of the SFSM.
Test effectiveness and the Product Machine
A number of methods for generating test suites from (un-timed) non-deterministic finite state machines have been based on the notion of a Product Machine (see, for example, [32, 16, 31] ). In this section we extend the concept of a Product Machine to the situation in which we have stochastic delays.
The Product Machine can be thought of as the specification M and the (un-known) model M I of the SUT running in parallel. Let us consider a state (s, u) of the Product Machine and a transition (u, x, y, ξ , u ) of M I . If M has a transition of the form (s, x, y, ξ, s ) where ξ ≤ ξ then the Product Machine contains the transition ((s, u), x, y, ξ , (s , u )); otherwise the Product Machine contains the transition ((s, u), x, y, ξ , F ail) for a special state F ail. The state F ail thus represents the possibility of taking a transition in the SUT M I for which there currently is no compatible transition in the specification M . Since M I is unknown, the Product Machine is also unknown, however, it can be used in reasoning about test effectiveness.
and there does not exist a state s ∈ S and ξ such that (y, ξ, s ) ∈ δ(s, x) and ξ ≤ ξ then (y, ξ , F ail) ∈ δ P ((s, u), x).
Note that the Product Machine need not be input-enabled since, in particular, no transitions are defined from the state F ail. An immediate consequence of the definition is that since M I is deterministic, and so δ I is a function, and M is observable the Product Machine is also deterministic. Proof : Let us suppose that (s, u) is a state of the Product Machine and that (y, ξ , (s , u )) ∈ δ P ((s, u), x) for some x ∈ X. It is sufficient to prove that δ P ((s, u), x) contains no other elements. By definition, since δ I is a function the state F ail is not reachable from (s, u) using input x. Next we proceed with the proof by contradiction: Let us suppose that (y 1 , ξ 1 , (s 1 , u 1 )) ∈ δ P ((s, u), x) for some (y 1 , ξ 1 , (s 1 , u 1 )) = (y, ξ , (s , u )). First, since δ I is a function we have that y 1 = y, ξ 1 = ξ , and u 1 = u . Second, since M is observable and y = y 1 we must have that s 1 = s . This provides a contradiction as required.
Next we prove the announced result, that is, the SUT conforms to M if and only if the state F ail of the Product Machine is not reachable. Proof : First let us assume that the state F ail of the Product Machine is reachable. We will use proof by contraction. Thus, let us suppose that M I does ≤-conform to M . Letx denote a minimum length input sequence that can take P (M, M I ) from p 0 to the state F ail and letx =x 1 x for x ∈ X, x 1 ∈ X * . Thusx 1 reaches a state (s, u) of the Product Machine such that there exist y ∈ Y and ξ ∈ V such that (y, ξ ) = δ I 2 (u, x) and there is no (y, ξ) ∈ δ 2 (s, x) such that ξ ≤ ξ. Letz = δ I 2 (u 0 ,x 1 ) and letz denote the unique element of δ 2 (s 0
By the definition of δ P , F ail = δ P 1 ((s, u), x) and so, since (s, u) is reachable, the state F ail is reachable. This provides a contradiction as required.
Testing can thus be seen as a process of executing the SUT in order to determine whether the state F ail of the unknown Product Machine is reachable. In Section 6 we show how state counting can be adapted in order to produce a test suite T with the property that the state F ail of the Product Machine is reachable if and only if it is reached by some element of T . This allows us to test in order to determine whether the SUT conforms to M with a given confidence.
The following result says that an input sequencex reaches the state F ail of the Product Machine if and only if it triggers a sequence of transitions in the SUT with a labelz such that there is no corresponding sequence of transitions in M : If we observez in testing then we have observed a failure.
If an input sequencex reaches state F ail of the Product Machine P (M, M I ) then it triggers a sequence of transitions in M I with a labelz such that there is no sequencez ∈ L(F (M )) such thatz conf ≤z .
Proof : Proof by induction on the length ofx. Since F ail is not reachable by the empty sequence, the result holds for the base case . The inductive hypothesis is that the result holds for all input sequences of length less than k and letx be an input sequence of length k that reaches the state F ail. Let x =x 1 x for x ∈ X. Ifx 1 reaches the state F ail then the result follows from the inductive hypothesis. We therefore assume thatx 1 reaches a state (s, u) of the Product Machine.
The following result shows how we can use a set W of adaptive test cases, as described in Section 4, in order to explore certain aspects of the structure of the SUT. Proof : By definition, the result holds if and only if it holds for adaptive test cases that r(k)-distinguish states, for all k ≥ 1. The proof will proceed by induction on k. The base case, with k = 1, holds immediately.
Let us consider the inductive hypothesis that the result holds for all k < l, for some l > 1. It is sufficient to prove that it holds for k = l and we therefore assume that σ r(l)
. Since the state F ail is neither reached byx 1 σ nor byx 2 σ, and s 1 and s 2 are not r(1)-distinguishable, there exist some ξ and s 1 , s 2 ∈ S such that (y, ξ, s i ) = δ(s i , x) and ξ ≤ ξ (i ∈ {1, 2}). Thus, we conclude δ P ((s i , u i ), x) = (y, ξ , (s i , u i )), for i ∈ {1, 2}. By definition, since σ r(l)-distinguishes s 1 and s 2 , there exists 1 ≤ j < l such that the states s 1 and s 2 are r(j)-distinguished by f (y) and so, from the inductive hypothesis, we derive that u 1 = u 2 . The result thus follows from M I being deterministic.
Test suite generation
We have seen that testing can be represented as a process of trying to determine whether the state F ail of the (unknown) Product Machine is reachable. In this section we assume that we are testing against an SFSM M with m states using the fault model Φ m M . Thus the Product Machine has at most mn + 1 states and so the state F ail of the Product Machine is reachable if and only if it can be reached using an input sequence of length at most mn. We could thus use the test suite X mn formed by applying Definition 9 to the composition of the input sequences of length mn and the adaptive test null. This section shows how we can use a smaller test suite if there are states that are d-reachable and/or states that are r-distinguishable.
The test suite will be developed using a breadth-first search starting from the d-reachable states of M . We need a termination criterion for this search and the criterion is based on the idea of searching for a minimal sequence that reaches F ail. Let us consider a d-reachable state s of M and a sequencex s used to d-reach s. The termination criterion is satisfied by an input sequencē x followingx s if we can show thatx cannot be a prefix of a minimum length input sequence that reaches the state F ail when followed by an element of W . The reasoning used to achieve this is based on an approach called state counting. We place a lower bound on the number of states that M I must have if the input sequence, followed by any element of W , does not reach F ail and no state of the Product Machine has been repeated (and so the input sequence can be the prefix of a minimal sequence that, when followed by an element of W , reaches F ail). We stop when this exceeds the upper bound on the number of states of M I . We now introduce notation that will be used in state counting.
LetŜ denote the set of d-reachable states of M . Further, for each s ∈Ŝ we letx s denote an input sequence that d-reaches s and we fixx s 0 = . For each state s ∈Ŝ letz s denote the sequence (x 1 , y 1 , ξ 1 
. . x k . We let V = {x s |s ∈Ŝ} be the set ofx s for s ∈Ŝ; this set contains exactly one input sequence for each d-reachable state of M including the empty sequence . Given a set S ⊆ S of states,Ŝ = S ∩Ŝ denotes the d-reachable states belonging to S .
We assume that W is the set of adaptive test cases used to pairwise distinguish states of M . We let S 1 , . . . , S k denote the maximal sets of states that are pairwise distinguished by W . We can now adapt the notion of state counting [32] .
Let us recall that given SFSM M , F (M ) is the corresponding FA and for a state s of M , L s (F (M )) denotes the language of sequences from X × Y × V defined by the paths in M from s. Givenz = (x 1 , y 1 , ξ 1 ) . . . (x r , y r , ξ r ) ∈ L s (F (M )) we say thatz visits the states δ y 1 (s, x 1 ), δ y 1 y 2 (s, x 1 x 2 ), . . . , δ y 1 ...yr (s, x 1 . . . x r ).
Given a d-reachable state s ∈Ŝ, a set T r(s) (called a traversal set in [32] ) can be defined:
• On the basis of the successor tree, generate the set F s ⊆ L s (F (M )) of sequences from (X × Y × V) * defined by: F s is the set ofz ∈ L s (F (M )) such that there exists 1 ≤ i ≤ k wherez visits states from S i exactly m − |Ŝ i | + 1 times from s and this condition does not hold for any proper prefix ofz.
• T r(s) is the set of input sequences such that there is some corresponding sequence in F s : T r(s) = {x 1 . . . x r ∈ X * |∃y 1 , . . . , y r ∈ Y, ξ 1 , . . . , ξ r ∈ V. (x 1 , y 1 , ξ 1 ) . . . (x r , y r , ξ r ) ∈ F s }.
The test suite is formed in the following way: For each s ∈Ŝ and sequencē x ∈ T r(s) we include each element of {x s }pre(x)W where pre(x) is the set of prefixes ofx, including the empty sequence . Given state s ∈Ŝ we let T (s) = {x s } ∪x ∈T r(s) pre(x). Then we get the following test suite:
If no adaptive test case in T reaches the state F ail of the Product Machine P (M, M I ) then the state F ail of P (M, M I ) is not reachable.
Proof : We will prove the result by contradiction. Thus, let us suppose that no adaptive test case in T reaches the state F ail of the Product Machine P (M, M I ) but that the state F ail of P (M, M I ) is reachable. Let us consider s ∈Ŝ andx ∈ X * such that F ail = δ P 1 ((s 0 , u 0 ),x sx ) andx is minimal. In this situation there does not exist s ∈Ŝ andx ∈ X * such that F ail = δ P 1 ((s 0 , u 0 ),x s x ) andx is shorter thanx. Since ∈ V there exists some such s andx. Letx = x 1 . . . x l and letz = z 1 . . . z l = δ
Since no adaptive test case in T reaches the state F ail of the Product Machine P (M, M I ), we must have that there is nox 1 ∈ T r(s) such thatx ∈ pre(x 1 ). Let x 1 = x 1 . . . x k denote the longest prefix ofx in T r(s) and letz 1 = z 1 . . . z k denote the corresponding prefix ofz . By the definition of T r(s), there ex-
is contained in F s and the inclusion of this in F s is based on some set S r .
For each s i ∈ S r let n i = {x s x 1 . . . x j |1 ≤ j ≤ k ∧ s i = δ y 1 ...y j (s, x 1 . . . x j )} be the non-empty prefixes ofx 1 that visit s i from state s in M . By the minimality ofx no state of the Product Machine is repeated and so the states of M I reached by sequences in n i must be distinct. Further, if s i ∈Ŝ r then the state of M I reached byx s i must not be reached by a sequence contained in n i . Let n i be defined by: If s i ∈Ŝ r then n i = n i ∪ {x s i }; otherwise n i = n i . Then the states of M I reached by sequences in n i must be distinct.
Further, since W pairwise distinguishes the states in S r , by Proposition 2, for allx i ∈ n i andx j ∈ n j , for states s i , s j ∈ S r with s i = s j , we have that δ I (u 0 ,x i ) = δ I (u 0 ,x j ). Thus, M I must have at least s i ∈Sr |n i | states. Therefore, by the definition of F s , M I must have at least m − |Ŝ r | + 1 + |Ŝ r | = m + 1 states. Since M I has at most m states, this provides a contradiction as required. Example 4 Let us consider the machine depicted in Figure 1 . Previously we showed that all the states except s 2 are d-reachable. We choose a deterministic state cover V = { , b, ba}. The states s 1 and s 2 are not r-distinguishable and the set of adaptive tests W = {σ 1 , σ 2 } r-distinguishes the rest of states. We have two maximal sets of pairwise r-distinguishable states S 1 = {s 1 , s 3 , s 4 } and S 2 = {s 2 , s 3 , s 4 }. The states in S 1 are d-reachable therefore |Ŝ 1 | = 3. Nevertheless the state s 2 in S 2 is not d-reachable and so |Ŝ 2 | = 2.
We assume that the implementations has no more than 4 states (m = n = 4). F ail of the Product Machine then it triggers a sequence of transitions in the SUT with a labelz such that there is no sequencez ∈ L(F (M )) such that z conf ≤z . We therefore have to test to check this property for everyx ∈ T and in the following section we explain how hypothesis contrasts can be used.
The most important benefit of the result in Theorem 2 is that the definition of conformance is in terms of an infinite set of input sequences and we have shown that it is sufficient to consider a finite set T .
Implementing other notions of conformance
In this section we show how the testing framework presented in [29] can be adequately encoded into the framework described in this paper. However, these two approaches are not exactly the same and we have to deal with the differences in order to make a proper adaption. There are two main differences between them, in both cases, related to conformance regarding stochastic time.
On the one hand, while conformance is established in [29] by considering the random variable obtained by adding all the random variables taking part in a sequence, in this paper we consider random variables for each transition of the sequence. On the other hand, the main notion of conformance given in [29] does not really compare random variables of the specification and the implementation, but it compares random variables of the specification with observed time values from testing the implementation.
We will do the encoding in two steps. First, we will consider an approximation that deals only with the first of the differences and then we will show how the previous study can be modified to take into account the second difference. 
A new notion of test
There are two main differences between tests as introduced in [29] and adaptive test cases as considered in this paper. First, in [29] , after applying an input, the testing process can continue only after the reception of one specific output while in the current framework adaptive test cases can continue after one of several outputs. Second, in [29] , once the testing process finishes we can return two verdicts, pass and fail, while adaptive test cases do not explicitly return a verdict. A schematic representation of tests can be seen in Figure 4 . In addition, we have to modify the notion of test given in [29] to deal with the framework developed in this paper. Specifically, time will be observed not only when the testing process successfully finishes but also in all the intermediate phases.
Definition 12 A test is a tuple T = (S, X, Y, δ, s in , S I , S O , S F , S P , C T ) where S is the set of states, X and Y are disjoint sets of input and output actions, respectively, δ ⊆ S ×(X ∪Y )×S is the transition relation, s in ∈ S is the initial state, and the sets S I , S O , S F , S P ⊆ S are a partition of S. The transition relation and the sets of states fulfill the following conditions:
• S I is the set of input states. We have that s in ∈ S I . For all input state s ∈ S I there exists a unique outgoing transition (s, x, s ) ∈ δ. For this transition we have that x ∈ X and s ∈ S O . • S O is the set of output states. For all output state s ∈ S O we have that for all y ∈ Y there exists a unique state s such that (s, y, s ) ∈ δ. In this case, s / ∈ S O . Moreover, there do not exist x ∈ X and s ∈ S such that (s, x, s ) ∈ δ.
• S F and S P are the sets of fail and pass states, respectively. We say that these states are terminal. That is, for all state s ∈ S F ∪ S P there do not exist z ∈ X ∪ Y and s ∈ S such that (s, z, s ) ∈ δ.
Finally, C T : (S P ∪S I −{s in }) −→ V is a function associating random variables with pass and input states.
Letē = x 1 /y 1 , . . . , x r /y r be an input/output sequence and s T ∈ S. We write Tē =⇒ s T if there exist states s 12 , s 21 , s 22 , . . . s r1 , s r2 ∈ S such that for all 2 ≤ j ≤ r we have (s j1 , x j , s j2 ) ∈ δ, for all 1 ≤ j ≤ r − 1 we have (s j2 , y j , s (j+1)1 ) ∈ δ, and {(s in , x 1 , s 12 ) , (s r2 , y r , s T )} ⊆ δ.
We say that a test T is valid if the graph induced by T is a tree with root at the initial state s in . We say that a set of tests T st = {T 1 , . . . , T n } is a test suite.
If we are testing an implementation with input and output sets X and Y , respectively, tests are deterministic acyclic X ∪ Y labelled transition systems with a strict alternation between input actions and output actions. After an output action we may find either a leaf or another input action. Leaves can be labelled either by pass or by fail. In addition, we add random variables to both pass and input states. Let us remark that we do not consider a random variable in the initial state of the test because, at that point, the testing process has not started yet.
From now on we will assume that when we talk about tests we refer only to valid tests. Next we define the application of a test to an implementation. Let us recall that NTEvol(M I ) is the set of input/output sequences from paths that start at the initial state of M I .
Definition 13 Let T = (S , X, Y, δ , s in , S I , S O , S F , S P , C T ) be a valid test and M I = (S, X, Y, δ, s 0 ) be a deterministic input-enabled SFSM. We denote the application of the test T to M I by M I T . Let s T ∈ S be a state of T . We
We say that M I passes T , denoted by pass(M I , T ), if for allē ∈ NTEvol(M I ) we have that M I Tē =⇒ s T implies s T does not belong to S F . We say that M I stochastically passes T , denoted by pass sto (M I , T ), if pass(M I , T ) and
Let T S be a test suite. We say that M I passes T S, denoted by pass(M I , T S), if for all T ∈ T S we have pass(M I , T ). We say that M I stochastically passes T S, denoted by pass sto (M I , T S), if for all T ∈ T S we have pass sto (M I , T ).
Since we are assuming that implementations are input-enabled, the testing process will conclude only when the test reaches either a fail or a pass state. Moreover, if we are applying a test consisting of k inputs, in order to check whether a test is successfully passed we only need to consider those evolutions of M I having at most k inputs. Finally, let us remark that in the definition of passing a test the states s T cannot be output states since they are reached after performing an input/output sequence. Thus, either s T is a fail state or
We conclude this section by showing the relation between adaptive test cases, as introduced in Definition 8, and the alternative notion of test given in Definition 12. On the one hand, an adaptive test case can be used to bring the SUT to a point where it will perform a transition forbidden by the specification. On the other hand, the tests introduced in this section will return fail if they detect an erroneous, with respect to the specification, behaviour. Next we will show that, due to the nature of adaptive test cases, each adaptive test case will be represented by a test suite, the adaptive test case and the test suite having the same discriminatory power as shown in the forthcoming Proposition 3.
Definition 14
Let (x, f ) ∈ T (X, Y ) be a non-empty adaptive test case and M be a SFSM. We define the test suite generated by (x, f ) with respect to M , denoted by Generate((x, f ), M ), as the set of tests that can be produced by applying the algorithm given in Figure 5 . Given a set T S of adaptive test cases we let Generate(T S, M ) denote the test suite generated by the elements of T S with respect to M and so Generate(T S, M ) = T ∈T S Generate(T, M ).
Let us remark that a single application of the algorithm given in Figure 5 returns one test. However, by taking into consideration the different alternatives of the algorithm, iterative applications will produce the desired test suite.
The algorithm works as follows. It keeps a set of auxiliary states of the test that have not been completed yet. Each of these states can be considered a pass state (step (1) of the algorithm). In addition, at most one of these states can be used to continue the testing process (step (2) of the algorithm). In this case, we add a branch labelled by the input of the auxiliary adaptive test case and consider all the possible outputs. If the sequence performed from the initial state (that is, e aux followed by the last input/output pair) cannot be performed by the specification then the considered output reaches a fail state. If this sequence can be performed but the adaptive test case concludes (that is, after the output we get null) then the considered output reaches a pass state. In the remaining case, the reached state is added to the set of auxiliary states and the rest of auxiliary variables are updated accordingly. In addition, in the last two cases, the random variable associated with the reached state (this state will be either a pass or an input state) is set to a random variable extracted from the specification.
Example 5 In Figure 4 , {T 1 , T 2 } is the test suite generated by applying Definition 14 to the adaptive test case σ 1 given in Figure 2 with respect to the SFSM given in Figure 1 . Similarly, {T 3 , T 4 } is the test suite generated from σ 2 .
Input: A non-empty adaptive test case (x, f ) and a SFSM M = (S, X, Y, δ, s 0 ).
• Choose one of the following two alternatives:
{Second alternative can be chosen only if S aux is singleton} (1) If e aux = then {s T will be a pass state} (a) S aux := S aux − {(s T , e aux , (x aux , f aux ))}; S P := S P ∪ {s
{These outputs lead to a fail state since they are not expected by the specification} (iv) If e aux · x aux /y ∈ NTEvol(M ) and f aux (y) = null then S P := S P ∪ {s y }; C T (s y ) := δ V (s 0 , e aux · x aux /y). {These outputs lead to a pass state since they are expected but the adaptive test case finished here} (v) If e aux · x aux /y ∈ NTEvol(M ) and f aux (y) = null then {These outputs are expected. In subsequent traversals of the loop, at most one of them will lead to an input state where the test continues; the rest will lead to pass states}
{New auxiliary adaptive test case, f aux (y), is continuation of the previous one after y} The proof of the following is easy but cumbersome. It only consists in showing that an adaptive test case reaches F ail in the Product Machine if and only if the test suite is not passed. The proof follows from the fact that we have generated tests by taking into account the paths of the adaptive test case that are allowed by the specification. Thus, null adaptive test cases are correctly replaced by either pass or fail states.
, and (x, f ) be a non-empty adaptive test case. We have that no sequence in the adaptive test case (x, f ) reaches the state F ail of the Product Machine P (M, M I ) if and only if we have pass sto (M I , Generate((x, f ), M )).
Test derivation in the new framework
Input: A SFSM M = (S, X, Y, δ, s 0 ) having n states. Output: A test T = (S , X, Y, δ , s in , S I , S O , S F , S P , C T ).
S := {s in }; δ , S I , S O , S F , S P := ∅; len := 0;
• Choose one of the following two alternatives: (1) S aux := S aux −{(s M , s T )}; S P := S P ∪{s T }. {s T will be a pass state} As explained in Section 6, if we are checking the conformance of an implementation belonging to Φ m M , that is, a deterministic, input-enabled machine having at most m states, with respect to the specification M having n states, then we know that it is enough to consider all the tests having at most nm inputs. In the new framework we can also notably reduce this set by considering only relevant behaviours of the specification. Our derivation algorithm, given in Figure 6 , is an adaption of the one given in [29] . The basic idea consists in traversing the specification in order to get all the possible evolutions in an appropriate way. By considering the possible available choices we get a test suite extracted from M . We denote this test suite by tests(M ). Next we explain how our algorithm works. A set of pending situations S aux keeps track of those states of the test whose outgoing transitions have not been completed yet. More precisely, a pair (s M , s T ) ∈ S aux indicates that we did not complete the state s T of the test and the current state in the traversal of the specification is s M . The set S aux initially contains only a pair with the initial states of both SFSM and test. For each pair belonging to S aux we may choose one possibility. It is important to remark that the second step can be applied only when the set S aux becomes singleton. So, our derived tests correspond to valid tests as introduced in Definition 12. The first possibility simply indicates that the state of the test becomes a pass state. The second possibility takes an input and generates a transition in the test labelled by this input. This possibility can be taken only if the test is not too long, since we know that it is enough to restrict tests to have a number of inputs less than or equal to nm. Then, the whole sets of outputs is considered. If the output is not expected by the SFSM (step 2.(d) of the algorithm) then a transition leading to a fail state is created. This could be simulated by a single branch in the test, labelled by else, leading to a fail state (in the algorithm we suppose that all the possible outputs appear in the test). For the expected outputs (step 2.(e) of the algorithm) we create a transition with the corresponding output, add the appropriate pair to the set S aux , and add the random variable labelling the corresponding transition of the specification.
Let us note that finite tests are constructed simply by considering a step where the second inductive case is not applied.
We now show that the test suites derived from specifications identify faults in a SUT if and only if the SUT does not conform to the specification. The proof of the result is based on the original proof [29] and taking into account Proposition 3. If we put together the previous result and Theorem 2 we obtain the following result that shows the relation between the test derivation algorithms given in Sections 6 and 7. It is straightforward to show that Generate(T , M ) ⊆ tests(M ) and thus that we make testing more efficient by basing it on the test suite produced using state counting.
Another testing framework: Recording observed time values
As we commented before, there are two important differences regarding how testing is applied in [29] and in this paper. The first one, to consider random variables in all the intermediate states of the testing process, was treated in the previous section. In this section we show how the previous development has to be modified to deal with the second difference: To compare random variables of the specification with observed time values from the SUT.
When we test the SUT with respect to a SFSM we need to check not only that the emitted output after we apply each input of the test is the same as that specified. Systems with temporal requirements expressed by means of random variables require us to also check that time values that the SUT takes for producing each output fit with the random variable associated with the corresponding transition in the specification. In order to do this, we will collect a sample of time values and compare this sample with the random variable. By comparison we mean that we will apply a criterion to decide, with a certain confidence α, whether the sample could be generated by the corresponding random variable. We only need to assume that there exists a way to observe the time that the SUT takes to perform each step in testing. This will allow us to register the observed time executions obtained from the interaction with the implementation. Then, we will check that each sample matches the corresponding random variable up to an established confidence level. The notion of matching corresponds to the application of a hypothesis contrast to decide whether the sample could be generated by the corresponding random variable. In the appendix of this paper we show how such hypothesis contrast can be formally performed. In the following, given a sequencet = t 1 , . . . , t l and 1 ≤ j ≤ l we let π k (t) = t k denote the k-th element oft.
Definition 15
Let M I be a SFSM. We say that x 1 /y 1 /t 1 , . . . , x l /y l /t l is an observed timed execution of M I if the observation of M I shows that for all 1 ≤ j ≤ l, the time elapsed between the acceptance of the input x j and the observation of the output y j is t j time units. We will sometimes refer to x 1 /y 1 /t 1 , . . . , x l /y l /t l as (ē,t) whereē = x 1 /y 1 , . . . , x l /y l andt = t 1 , . . . , t l . Finally, let 1 ≤ k ≤ l. We denote by preseq k (ē) the prefix ofē having length t 1 ) , . . . , (ē p ,t p )| } be a multiset of timed executions and Υ = {ē 1 , . . . ,ē m } be a set of input/output sequences. We say that the function Sampling
Timed executions are input/output sequences together with the time that it took to perform each transition. Regarding the definition of sampling applications, we just associate each proper prefix of an input/output sequence with the observed execution time values of the last step of the subsequence.
M , J be a multiset of timed executions, and 0 ≤ α ≤ 1. Let us consider the set Υ = {ē | ∃t.(ē,t) ∈ J}. We say that M I (α, J) ≤-conforms to M if for allē = x 1 /y 1 , . . . , x l /y l ∈ Υ there exists some (
Intuitively, the observed time values corresponding to each prefix of the considered input/output sequencesē match the definition of the corresponding random variable, that is, for all 1 ≤ k ≤ |ē| we have γ(ξ k , Sampling
This implementation relation cannot be compared with the previous one since the methodologies are completely different: On the one hand we compare random variables while, on the other hand, we compare random variables and time values. Next, we have to modify the notion of passing a test given in Definition 13. The idea consists of applying time conditions to the set of observed timed executions, not to timed evolutions of the implementations. We need a set of test executions, associated with each evolution, to determine whether they match the probability distribution function associated with these random variables. In order to increase the degree of reliability, we will put together all the observations so that we have more instances for each evolution. In particular, some observations will be used several times. In other words, an observation from a given test may be used to check the validity of another test sharing the same observed sequence.
Definition 17 Let M I be a deterministic, input-enabled SFSM, T be a test, and s
T be a state of T . We write M I Tē =⇒t s T if Tē =⇒ s T and (ē,t) is an observed timed execution of M I . In this case we say that (ē,t) is a test execution of M I and T . We say that a set of test executions of M I and T is a test execution sample of M I and T .
Let T st = {T 1 , . . . , T n } be a test suite and J 1 , . . . , J n be test execution samples of M I with T 1 , . . . , T n , respectively. Let J = n i=1 J i , Υ = {ē | ∃t.(ē,t) ∈ J} and let us consider 0 ≤ α ≤ 1. We say that M I (α, J)-passes the test suite T st if pass(M I , T st ) and for allē ∈ Υ and all T ∈ T st such that
Intuitively, a SUT passes a test if there does not exist an evolution leading to a fail state. Once we know that the functional behaviour of the implementation is correct with respect to the test, we need to check time conditions. The set J corresponds to the observations of the (several) applications to M I of the tests belonging to the test suite T st . Let us intuitively explain the process. We will apply each test belonging to the test suite to the implementation several times. If we find an unexpected output then we stop the testing process and conclude that the implementation is faulty. If we do not find such an error, for each test we collect several observed timed executions corresponding to each time that the application of the test reached a pass state. Thus, we obtain for each test T i a multiset {|(ē
These multisets, more exactly the time values corresponding to each different evolution, will be used to make the hypothesis contrast. Thus, we have to decide whether, for each evolutionē, the observed time values corresponding to the last step of the evolution (that is, Sampling |ē| (J,Υ) (ē)) match the definition of the random variables appearing in the state of the test corresponding to the execution of that evolution (that is, C T (s T )).
The proof of the following result is a simple adaption of a similar result in [29] . 
Conclusions
In this paper we have extended the state counting method of deriving tests from a non-deterministic finite state machine (FSM) to the case of nondeterministic stochastic FSMs. This model allows us to easily introduce time requirements for the performance of actions by associating random variables with the transitions. The notion of conformance has been represented by means of an implementation relation where functional and temporal conditions are considered, taking into account the restrictions imposed by a black-box framework. The timing aspects of the definition of conformance used is parameterizable, allowing the techniques developed in this paper to be applied using a range of implementation relations.
We have proposed a test generation algorithm, based on the presence of d-reachable and r-distinguishable states in the specification and the notion of the Product Machine. This algorithm allows us to obtain a test suite T that determines the conformance of a deterministic SUT with respect to a nondeterministic specification with a given confidence. The required level of confidence can be chosen by the tester and testing then involved repeatedly applying each element of T a sufficient number of times, the number of times being determined by standard results from statistical sampling theory.
Finally, we have shown how previous relevant work on testing from stochastic systems can be considered as a particular case of the work developed in this paper. We have introduced a new notion of test to capture the alternative testing framework. In this line, we have proved that an adaptive test case has the same discriminatory power as a certain set of tests derived from the specification.
There are a number of areas of future work. While many implementations are deterministic, some are nondeterministic and so it would be interesting to extend the results to the testing of a non-deterministic SUT. In testing from an FSM it has been shown that sets of prefixed of sequences from a characterising set W can be used in state identification, leading to the Wp-method [24] , and it seems likely that such an approach could be extended to SFSMs. The test effort depends both on the size of the test suite and the number of times each adaptive test case must be applied in order to provide the required level of confidence. One approach to optimisation is to produce a minimal test suite and then apply each adaptive test case a minimum number of times and this is essentially what we do in this paper. However, the number of times we have to apply an adaptive test case depends both on the required confidence and the distributions associated with the adaptive test case. It thus seems likely that better results will be provided by considering both aspects in one optimisation phase. Finally, we have not considered the problem of finding a set W that minimises the test effort.
Appendix -Statistics background: Hypothesis contrasts.
In this appendix we introduce one of the standard ways to measure the confidence degree that a random variable has on a sample. In order to do so, we will present a methodology to perform hypothesis contrasts. The underlying idea is that a sample will be rejected if the probability of observing that sample from a given random variable is low. In practice, we will check whether the probability to observe a discrepancy lower than or equal to the one we have observed is low enough. We will present Pearson's χ 2 contrast. This contrast can be applied both to continuous and discrete random variables. The mechanism is the following. Once we have collected a sample of size n we perform the following steps:
• We split the sample into k classes which cover all the possible range of values. We denote by O i the observed frequency at class i (i.e. the number of elements belonging to the class i).
• We calculate the probability p i of each class, according to the proposed random variable. We denote by E i the expected frequency, which is given by E i = np i .
• We calculate the discrepancy between observed frequencies and expected frequencies as X 2 = k i=1
. When the model is correct, this discrepancy is approximately distributed as a random variable χ 2 .
• We estimate the number of freedom degrees of χ 2 as k − r − 1. In this case, r is the number of parameters of the model which have been estimated by maximal likelihood over the sample to estimate the values of p i (i.e. r = 0 if the model completely specifies the values of p i before the samples are observed).
• We will accept that the sample follows the proposed random variable if the probability of obtaining a discrepancy greater or equal to the discrepancy observed is high enough, that is, if X 2 < χ 2 α (k − r − 1) for some α high enough. Actually, as the margin to accept the sample decreases as α increases, we can obtain a measure of the validity of the sample as max{α | X 2 < χ 2 α (k − r − 1)}.
According to the previous steps, we can now present an operative definition of the function γ which is used in this paper to compute the confidence of a random variable on a sample.
Definition 18
Let ξ be a random variable and J be a multiset of real numbers representing a sample. Let X 2 be the discrepancy level of J on ξ calculated as explained above by splitting the sampling space into k classes C = {[0, a 1 ), [a 1 , a 2 ), . . . , [a k−2 , a k−1 ), [a k−1 , ∞)} where k is a given constant and for all 1 ≤ i ≤ k − 1 we have P (ξ ≤ a i ) = i k . We define the confidence of ξ on J with classes C, denoted by γ(ξ, J), as max{α | X 2 < χ 2 α (k − 1)}.
The previous definition indicates that in order to perform a contrast hypothesis, we split the collected values in several intervals having the same expected probability. We compute the value for X 2 as previously described and check this figure with the tabulated tables corresponding to χ 2 with k − 1 freedom degrees (see, for example, www.statsoft.com/textbook/sttable.html).
Let us comment on some important details. First, given the fact that the random variables that we use in our framework denote the passing of time, we do not need classes to cover negative values. Thus, we will suppose that the class containing 0 will also contain all the negative values. Second, let us remark that in order to apply this contrast it is strongly recommended that the sample has at least 30 elements while each class must contain at least 3 elements.
Example 6 Let us consider a device that produces real numbers belonging to the interval [0, 1]. We would like to test whether the device produces these numbers randomly, that is, it does not have a number or sets of numbers that have a higher probability of being produced than others. Thus, we obtain a sample from the machine and we apply the contrast hypothesis to determine whether the machine follows a uniform distribution in the interval [0, 1]. First, we have to decide how many classes we will use. Let us suppose that we take k = 10 classes. Thus, for all 1 ≤ i ≤ 9 we have a i = 0.i and P (ξ ≤ a i ) = Let us suppose that the multiset of observed values, after we sort them, is: 
Since the sample has 48 elements we have that the expected frequency in each class, E i , is equal to 4.8. In contrast, the observed frequencies, O i , are 4, 3, 7, 4, 4, 3, 7, 6, 5, 5. Next, we have to compute
Finally, we have to consider the table corresponding to χ 2 with 9 degrees of freedom and find the maximum α such that 4.08333 < χ 2 α (9). Since χ 2 0.9 (9) = 4.16816 and χ 2 0.95 (9) = 3.32511 we conclude that, with probability at least 0.9, the machine produces indeed random values.
