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We analyse the use of wavelet transform in quantum field theory models written in infinite mo-
mentum frame. In a recent paper [1] the author used x+ variable as ’time’, and applied wavelet
transform to the ’spatial’ coordinates only. This makes the theory asymmetric with respect to space
and time coordinates. In present paper we generalize the concept of continuous causal path, which
is the basis of path integration, to the sequences of causally ordered space-time regions, and present
evaluation rules for Feynman path integrals over such sequences in terms of wavelet transform. Both
the path integrals and the wavelet transform in our model are symmetric with respect to the light-
cone variables (x+, x−). The definition of a space-time event in our generalization is very much like
the definition of event in probability theory.
I. INTRODUCTION
Feynman’s path integral is the basic tool of quantum
field theory and statistical mechanics. Having initially
originated from the Dirac’s idea that the transition of
a quantum system from initial state qi at the time in-
stant ti to the final state qf at the time tf can be rep-
resented by the integral over all possible intermediate









[2]. Feynman has successfully ap-
plied the Dirac’s method to generate a self-consistent
Lorentz-invariant perturbation theory in quantum elec-
trodynamics (QED) from an infinite-dimensional integral
over all possible field configurations in Minkowski space
[3].
Unfortunately, the Green functions calculated by the
Feynman’s expansion suffer from divergences and cannot
be compared to experimental results, unless a special pro-
cedure, called renormalization is applied to get rid of UV
divergences. The physical reason for UV divergences is
that due to the Heisenberg uncertainty principle no phys-
ical quantity can be measured sharp at a point x. Van-
ishing uncertainty in position ∆x → 0 implies an infinite
momentum transfer ∆p ∼ ~∆x , which would certainly de-
stroy the measured system. The quantum fields used in
theoretical models of local quantum field theory (QFT)
are generalized functions, the distributions, that can take
infinite values. The fields that can be actually measured
in experiments are functions of finite-size regions, rather
than points.




of the functional space, we have an option to formu-
late the quantum field theory models in terms of scale-
dependent fields, i.e. in terms of the fields that depend
on regions rather than on points [4]. This is a non-trivial
problem. To define the path integral in terms of the
fields that can be observed over a finite-size regions, we
first need to define what are these paths. In standard
approach, a Feynman path is a causally-ordered contin-
uous set of points of the Minkowski space, with each
point (t,x) considered as a label for a potential event,
such as particle creation, or particle annihilation. This
definition, adopted in local QFT, has no respect to the
finiteness of the space-time region, where something can
be measured. To define the path integral in terms of
the potentially measured quantities we need something
similar to the σ-algebra of events adopted in probability
theory [5]. At the same time the construction should be
invariant under the Lorentz transformations, providing
the speed of light to be the same in any inertial frame of
reference.
In the present paper we make an endeavour to define
the causal paths in the space of events using the light-
cone coordinates in Minkowski space and a set of ba-
sic functions which provide the construction of wavelet
transform in light-cone variables. Our model is essen-
tially different from usual construction of path integral
in terms of the light-cone variables, where the x+ vari-
able is used as a ’time’, which orders the events, with the
x− variables being considered as a ’spatial’ coordinate
[6]. The path integral, which describes the transition
amplitude from the initial field configuration defined on
a space-time region A to the final field configuration de-
fined on a space-time region B, so that B is inside the
forward light-cone of A, is completely symmetric with re-
spect to the x+ and the x− variables, and hence is sym-
metric with respect to space and time in any Lorentzian
frame of reference.
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The remainder of this paper is organized as follows.
In Sec.II we remind the basic constructions of the Feyn-
man’s path integration in quantum field theory and their
relations causal sets. In Sec.III we analyse the con-
cept of region causality, initially introduced in context
of quantum gravity, in its relation to quantum field the-
ory models made with the help of wavelet transform.
Sec.IV presents a discrete toy model of the Feynman inte-
gral over finite box constructed with orthogonal wavelets.
Sec.V reminds the application of the continuous wavelet
transform to the construction of divergence-free quan-
tum field theory models in Euclidean space. In Sec.VI
we analyse construction of quantum field theory models
in the light-cone variables using wavelet transform. We
present the construction of a massive scalar field quan-
tum field theory model with the wavelet transform ap-
plied symmetrically, in both the x+ and x− directions.
The virtues and the problems of our approach are sum-
marized in Conclusion.
II. FEYNMAN INTEGRAL IN QUANTUM
FIELD THEORY
In the Schrödinger’s picture of non-relativistic quan-
tum mechanics the time evolution of the state vector
|Ψ〉 ∈ H in the Hilbert space of states is described by
the unitary evolution operator Û(t):
|Ψ(t)〉 = Û(t)|Ψ(0)〉 = e−ıtĤ |Ψ(0)〉, (1)
where Ĥ is the Hamiltonian operator, and the Planck
constant is set to unity ~ = 1. In coordinate represen-
tation, when a vector |q〉 ∈ H designates the state of
the system with fixed coordinate q, the canonical coor-
dinate q and the conjugated momentum p, the classical
Hamiltonian h = h(p, q) depends upon, are substituted
by operators:
Q̂ = x, Q̂|q〉 = q|q〉, P̂ = −ı d
dx
, (2)
where |q〉 = δ(x − q) is the wave function of a system
localized sharp at q, written in coordinate representation,
and 〈q′|q〉 = δ(q′− q) is the orthogonality condition. The
classical Poisson bracket turns into the commutator of
operators [Q̂, P̂ ] = ı.
If the system was initially prepared in a state q at the
time t = ti, the probability amplitude of finding it in a
state q′ at the time t = tf > ti is 〈q′|Û(tf − ti)|q〉. If the
time difference ∆t = tf − ti is small the exponent in the
evolution operator (1) can be substituted by 1 − ı∆tĤ,





















The equation (3) is certainly not valid for finite values
of time interval ∆t. However, each finite interval can be
partitioned into N small time slices δN t = ∆t/N , where
N → ∞. At each intermediate time instant ti < t1 <






〈qf |qn〉dqn〈qn|qn−1〉 . . . 〈q2|q1〉dq1〈q1|qi〉.
(4)
In the continuous limit, for a Hamiltonian system de-
scribed by the classical Hamiltonian h(p, q), where q is a
generalized coordinate, and p is the conjugated momen-
tum, using the equation (3) for each transition amplitude























dtL(q(t), q̇(t)) is the action of the
system along the trajectory q(t); Dq = ∏∞i=1 dq(ti) is a
formal infinite-dimensional measure of integration, and
N is a formal constant [7].
In the simplest case, when q(t) is a real-valued Carte-
sian coordinate, the integral (5) is a sum over all possible
trajectories, i.e., all continuous single-valued functions
of time t, connecting the points (qi, ti) and (qf , tf ), see
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FIG. 1. Feynman paths connecting the points (qi, ti) and







, where we have restored the
Planck’s constant ~ in the denominator. The classical
trajectories, that satisfy the Euler-Lagrange equations
and provide a minimum to the action S[q(t)] dominate
in the limit ~ → 0. There are no limitations on the rate
of the coordinate change in non-relativistic quantum me-
chanics, and thus the derivative q(t+δt)−q(t)δt , may take
arbitrary values, including those exceeding the speed of
light. Thus a trajectory in the Feynman integral defini-
tion is any single-valued continuous mapping of the time
interval (ti, tf ) to the coordinate space q ∈ Rd.
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Feynman path integral approach assumes that a quan-
tum particle travels from its initial state to its final state
in parallel along all possible trajectories, which therefore
are in quantum superposition. However this approach
does not initially assume the operator nature of quan-
tum observables. The latter implies that the eigenvalues
of operators that do not commute cannot be measured
simultaneously with arbitrary high precision. Say, for the
momentum p and the coordinate q this gives the Heisen-
berg uncertainty relation ∆p∆q ≥ ~2 . The measurement
destroys quantum superposition, but the conditions of
measurement are not taken into account by the Feynman
path integral approach.
In case of quantum field theory, instead of a single
degree of freedom q = q(t), we deal with a continuous
set of field values φ(x), labelled by the points of four-
dimensional Minkowski space x ≡ (t,x) ∈ R1,3. The
fields φ(x) are the operator-valued functions acting on
vacuum state |0〉 ∈ H to create and to annihilate different
particles. The operator-valued fields generally do not
commute: φ(x)φ′(x′) 6= φ′(x′)φ(x).
Similarly to the case of non-relativistic quantum me-
chanics, the transition amplitude between different quan-
tum field configurations is determined by the exponent of
the action functional, calculated between these configura-
tions by integration over all possible trajectories between
the initial and the final states:








where the integration is constrained to specific spatial
configurations, at the initial and the final instants of time:
φi(t,x) ≡ φi(x), φf (t,x) ≡ φf (x).
Regardless the transition amplitudes of the type (6) are
manifestly Lorentz-covariant, they suffer from a number
of fundamental problems. First of all, two events sepa-
rated by a space-like interval should not be causally con-


















with T being the time ordering operation, ought to van-
ish on space-like intervals (x1 − x2)2 < 0. This means
that the contribution of non-causal trajectories should
be essentially suppressed in (7).
Second, the functional integrals of the type (7) are for-
mally divergent. To provide finite values for the Green
functions different regularization methods, lacking direct
physical interpretation, are usually applied. The most
common method of regularization is the analytic contin-
uation from the Minkowski space R1,3 to the Euclidean
space R4 followed by dimensional regularization [8]. The
reason for the UV divergences, surviving after analytical
continuation to Euclidean space, is the attempt of the
UV limit to describe something happening sharp at a
single point. Instead, anything which is really measured
is attributed to a space-time region of finite size, rather
than point. For instance, for a massive scalar field φ, the







is UV divergent at x → x′.
If a particle was created at a space-time point Pi =
(ti,xi) and annihilated another point Pf = (tf ,xf ),
the corresponding transition amplitude 〈f |i〉 includes
the integration over all possible time-ordered paths in
Minkowski space, where xµ(s) = Pµi , x
µ(s′) = Pµf , such
that
s < s′ ⇒ x0(s) < x0(s′).
Discretizing the time argument into n time slices we have
the equation for the Green’s function
G(xf − xi) =
∫
G(xf − xn)G(xn − xn−1) . . .
. . . G(x1 − xi)d4x1 . . . d4xn, (8)
where x0f > x
0




i . At each intermediate
point xk the physical field φ(xk) could be measured, at
least in principle. Thus a causal path xµ(s) can be con-
sidered as an ordered set of events – potential measure-
ments. The equation (8) is an analogue of the probability
of a Markovian process:
P (xf |xi) =
∫
P (xf |xn)P (xn|xn−1) . . .
. . . P (x1|xi)dx1 . . . dxn,
where the transition probability depends only on current
state and the target state, but not on the history of pre-
vious transitions.
In discrete settings, adopted for quantum gravity, a
path can be considered as a causal set defined as a set C,
endowed with a binary relation≺ possessing the following
properties [9]:
1. transitivity (∀x, y, z ∈ C)(x ≺ y ≺ z ⇒ x ≺ z)
2. irreflexivity (∀x ∈ C)(x ⊀ x)
3. local finiteness (∀x, z ∈ C)(card{y ∈ C|x ≺ y ≺
z} < ∞)
III. ”THE WHOLE - THE PART” CAUSALITY
In standard quantum field theory approach, where the
Feynman’s path of integration is understood as a contin-
uous set of spacetime points, there is only one type of
causality – the signal causality. Two events happening
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at two distinct spacetime points x and x′, separated by a
space-like interval (x − x′)2 < 0 cannot be causally con-
nected. If two events A and B are separated by a time-
like interval (xA − xB)2 > 0, then the event A causally
affects the event B if B is within the forward light cone





FIG. 2. Event A can causally affect event B only within the
future-directed light cone.
a change of matter fields that can be measured (at least
in principle); the events should be defined on finite-size
regions, rather than points. This means, that beyond
the signal causality, when two events A and B have an
empty intersection A ∩ B = ∅, there is another option:
A ⊂ B, i.e, A is a part of B. Surprisingly, we are not
very certain about what is the vicinity of an event hap-
pening at a point x in the Minkowski space [10]. On one
hand, it should be limited by the length of signal propa-
gation during the event ∆x ∼ c∆t. On the other hand,
it should be limited by quantum uncertainty of the event
measurement ∆p∆x ∼ ~2 .
Since each of the events is associated with some mea-
suring process, the latter case is easy to imagine in a
non-relativistic settings. Let B be some measurement of
a nucleon, and let A be some measurement on a con-
stituent quark of that nucleon. The measurement on a
quark (which is a part of the nucleon) is enabled by means
of some preparation, or a measurement procedure, which
have been performed on the nucleon. For instance, if the
measured spin projection of nucleon to a given axis is + 32 ,
it is completely impossible for either of its constituents
quarks to have to have the projection of spin − 12 to the
same axis. Thus, the knowledge of the state of the whole
constrains possible states of its parts, i.e., the state of
the whole is a cause for the states of its parts. Exactly
this type of causality is manifested in the EPR-type ex-
periments [11], when measuring the spin of one particle
we automatically get the value of its space-like separated
remote partner’s spin – tacitly exploiting the fact these
two have been the parts of a common parent particle of
spin zero.
It is rather easy to imagine such measurements in a
non-relativistic case: the measurement domain of the
part is just inside the measurement domain of the whole
and the time difference between the measurements is re-
garded to be negligible. However, it is not easy to de-
scribe this situation in relativistic case. The reason is
that the measurements performed at the same time for
one observer, will be regarded as happening at different
times for another observer. This also implies the prob-
lem of defining the event vicinity in Minkowski space. In
Euclidean space a point x ∈ Rd has a ǫ-vicinity given by
the Euclidian metrics:
Vǫ(x) = {y ∈ Rd|
√
(x − y)2 ≤ ǫ}.
In Minkowski space, if we use the interval
sxy =
√
gµν(xµ − yµ)(xν − yν), gµν = diag(1,−1),
as a distance between x and y, it will be positively defined
only within the future light-cone V +(x) – the set of points
which can be causally affected by x, and the past light-
cone V −(x) – the set of points that can causally affect x.
Thus we can separately define the future ǫ-vicinity and
the past ǫ-vicinity of x:
V +ǫ (x) = {y ∈ R1,3|y0 − x0 ≥ 0, 0 ≤ (x− y)2 ≤ ǫ2},
(9)
V −ǫ (x) = {y ∈ R1,3|y0 − x0 ≤ 0, 0 ≤ (x− y)2 ≤ ǫ2},
with the only intersection V +ǫ (x) ∩ V −ǫ (x) = x. The
points belonging to the light cone are separated from x
by zero (light-like) interval (x − y)2 = 0. In this sense,
any event on the light cone is indistinguishable from x,
since in the coordinate system moving at the speed of
light it is represented by the same point.
The vicinity Vǫ(x) := V
+
ǫ (x) ∪ V −ǫ (x) is inconvenient
for description of intersecting of events, one of which
is the subset of the other. If we observe an event at
P = (x0, x1) during the time interval ∆t in a rest frame,
our observation starts at P− = (x
0 − ∆t2 , x1) and ends
at P+ = (x
0 + ∆t2 , x
1). This means the beginning of our
observation potentially affects the forward light cone of
P−, thus the space-like separated events at the middle
time x0 from (x0, x1− c∆t2 ) to (x0, x1+ c∆t2 ) may be cor-




– that is the intersection of causal future of (x0 − ∆t2 , x1)
with the causal past of (x0 + ∆t2 , x
1) – as a causal ∆t-
vicinity of the event P = (x0, x1). This set of vicinities
is symbolically shown in Fig. 3.
In the general relativity theory a causal path connect-
ing two space-time events is a continuous curve xµ =





ds ≥ 0 [12]. That is a causal path is a contin-
uous set of space-time points such that xµ(s) ≺ xµ(s′) if
s < s′.
The concept of causal paths has been already extended
in mathematics to the discrete sequences of non-empty
regions [13, 14]:
A1 ≺ A2 ≺ . . . ≺ An, (10)
where Ai ≺ Aj means that ∀x ∈ Ai, y ∈ Aj , x ≺ y, in
the sense that y is in the forward light cone of x. The
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FIG. 3. Forward and backward vicinities of the event P =
(0, 0) drawn in arbitrary units ǫ = ∆t
2
= 1. V ±ǫ (P ) are shown
in dash-dot line. Dashed lines indicate the light cone x1 =
±x0.
region causality relations [13] are based on two binary
partial order relations: the preceding ≺ and the subset
⊂ relations.
Definition 1 A set of regions A,B,C,D, . . . ∈ Z with
two partial orders, such that:
1. The subset relation ⊂ is a partial order on the set
of regions:
A ⊂ B and B ⊂ C implies A ⊂ C,
A ⊂ A,
A ⊂ B and B ⊂ A implies A = B
2. The partial order ⊂ has a minimum element ∅,
which is contained in any region.
3. The partial order ⊂ has unions:
A ⊂ A ∪B and B ⊂ A ∪B,
if A ⊂ C and B ⊂ C then A ∪B ⊂ C
4. The preceding relation ≺ induces a strict partial or-
der on the non-empty regions:
A ≺ B and B ≺ C implies A ≺ C,
A ⊀ A.
5. ∀A,B,C:
A ⊂ B and B ≺ C implies A ≺ C,
A ⊂ B and C ≺ B implies C ≺ A,
A ≺ C and B ≺ C implies A ∪B ≺ C.
is called a causal site.
(Here we have simplified the definition 2.2 given in [13],
reducing some requirements, redundant for the present
consideration.) Causal sites generalize the concepts of
topology using the background of the category theory [15].
They were intended to describe quantum geometry in the
settings of quantum gravity, but they were not yet related
to any measurement procedure aimed for the quantum
fields defined on regions.
Technically, the definition of fields that take their val-
ues on finite regions can be given in terms of a functional
basis of test functions {χi(x)}, with good localization















where the basic function χi is shifted by b, Lorentz-
rotated by Λ and scaled by a, optimally cover the region
of interest in R1,3. φ are assumed to be operator-valued
functions on R1,3, acting on the Hilbert space of states.
For simplicity, we consider φ(x) to be a Lorentz-scalar,
generally, a distribution. Functions (11) are also known
as wavelet coefficients of a function φ in Minkowski space
with respect to the basis χi [17, 18]. Thus, the region-
defined fields φia,Λ(b) are characterized by the type of the
basic function (χi), its location in Minkowski space (b),
its orientation (Λ), and the size of the test domain (a).
For the usual local function φ(x) ∈ L2(R1,3) the point-
dependent value can be formally restored from the set


























where χ̃i is a basic function dual to χi [19], Cχi are nor-
malization constants, and dµ(Λ) is the integration mea-
sure on the Lorentz group, see [17, 18] for details. In
general case the integral (12) may not exist.
In non-relativistic case, when the coordinate x takes
its values in Euclidean space x ∈ Rd, and the time t is a
universal parameter, there exists a direct analogy of the
scale-dependent fields φia(b). This is the Kadanoff block-
ing of the Ising ferromagnet [20]. The test function is
then the indicator function of a unit d-dimensional cube.
The n-point correlation functions
〈φ(i1)a1 (b1; t1) . . . φ(in)an (bn; tn)〉
are understood as the expectation of joint measurement
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of the spins, or magnetic moments, of the blocks of dif-
ferent sizes a1, . . . , an, centred at b1, . . . , bn, measured at
different time instants t1, . . . , tn. The corresponding set
of such events is graphically shown in Fig. 4. At coincid-
b
t




FIG. 4. Supports of the basic functions with time t treated
as independent parameter. Each event also extends in the
direction of scale a, but this is not shown. The typical spatial
widths of each measurements are a1, a2, a3, respectively. The
time duration of each measurement is assumed to be negligi-
ble.
ing time arguments the correlators can be evaluated us-
ing the ensemble averaging common in statistical physics.
The set of events, corresponding to the measurements
of the field values φai(bi), has no mutual intersection of
events.
In other settings, when the measured fields do not de-
pend on time – this happens in ergodic conditions when
time averaging can be substituted by ensemble averag-
ing, and only the spatial dependence is essential – there
may be another relation between two measurements. The
latter is shown in Fig. 5. For instance, let the event A
Α Β
FIG. 5. Events in probability theory
consist in measuring the fluctuations of certain field φ
over a sufficiently large spatial domain (let it be, for defi-
niteness, the turbulent fluid velocity as described in [21]).
Let the event B consist in measuring the average velocity
in some smaller domain B, which is inside the domain A.
The typical scales of fluctuations a in the smaller domain
are also within the range of fluctuations in the larger one.
In this case, the probability of a given field configuration
in a smaller domain obeys the chain rule:
P (φB) =
∫
P (φB|φA)P (φA)DφA. (13)
Thus, our measurement events turn to be the events in
the common sense of an event algebra in probability the-
ory [5].
Any real physical measurement takes place in a cer-
tain spacetime domain of finite size. The idealization
shown in Fig. 5, related to space only, obtained by an
ensemble averaging, is impossible for instrumental mea-
surement, because the limit ∆t → 0 cannot be achieved.
Hence, we face a topological question: What sequences
of spacetime regions can comprise a path in the space of
measurements, compatible with both the relativistic in-
variance an the event algebra of the probability theory?
The Fig. 5, which totally ignores the finite time of mea-
surement, but calculates the probability of the measure-
ment result on a smaller region (B) conditionally to the
state of fields on its parent region (A), is too strong ex-
aggeration for the quantum world. Each quantum mea-
surement is associated with a certain physical interaction.
The lower is the energy of this interaction, the higher is
the uncertainty in the coordinate and the longer is time
of measurement. To measure the state of an electron
in atom, we first localize the atom by certain soft mea-
surement of typical size L, and only then perform the
measurement on the electron itself. The time and the
space uncertainty in the electron position may be kept
deeply within the atom position l ≪ L, see Fig. 6.
Even if the atom localization starts with a point in-
teraction at (0, 0) and continues for the time 2T , the
measurement can be affected by the information from
the whole spacetime diamond of size 2T shown in Fig. 6.








FIG. 6. Sequential measurements of an electron inside an
atom performed in the rest frame of the atom
be a measurement event is restricted by the causal dia-
mond of the measuring setup. The distance between the
beginning of the atom preparation and the measurement
performed on the electron is given in the rest frame of the
atom. However, the time difference between the different
events depends on the choice of Lorentz frame.
There are at least two ways to describe such hierar-
chic measurements. First, if the initial configuration
of the measured system have been prepared of some
equal-time hypersurface Σt0 at the time instant t0, we
can slice the Minkowski spacetime into an ordered se-
quence of hypersurfaces Σt0 ≺ Σt1 ≺ . . .Σtn , such that
t0 < t1 < . . . < tn. This instant-type description is based
on a partially-ordered set: B ⊂ A ⊂ Σt implies that A is
a cause of B, but if the sets A ∩B = ∅ are separated by
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a space-like interval they cannot be causally ordered. To
build a continuous trajectory of such sets A1 ≺ A2 ≺ . . .
the distance between sequential sets ought to vanish:
A1 ≺ A2, lim
t2−t1→0
d(A1, A2) = 0, (14)
d(A1, A2) :=
√
min |(t1 − t2)2 − (x1 − x2)2|.
The quantization scheme based on the ordering (14) is
quite straightforward: the time-slices Σt are ordered ac-
cording to the time argument; the field operators corre-
sponding to different domains of the same slice are or-
dered according to the rule ”the bigger domain acts on
vacuum first” [4]. However since the size of the time
lag ∆t = tn − tn−1 has no relations to the spacial size of
the domains Ai this procedure does not manifest Lorentz
covariance [1].
Second, to construct a Lorentz-invariant description,
i.e., to be able to calculate the quantum transition ampli-
tudes independently of the Lorentz frame, we can change





















0 1 0 0
1 0 0 0
0 0 −1 0





so that x+ = x
−, x− = x
+, x2,3 = −x2,3,
x2 = (x0)2 − (x1)2 − (x2)2 − (x3)2 = 2x+x− − (x⊥)2.
The factor
√
2 in the definition (15) corresponds to the
Kogut and Soper convention [6], and can be lifted with
appropriate rescaling of gαβ .
To make our causal description totally symmetric with
respect to the space (x1 ≡ x) and the time (x0 ≡ t) coor-
dinates, we can consider the following construction. Let
the observer be capable of observing a region of typical
time span 2T , and hence the maximal spatial size 2cT ,
and let his best resolution be ∆t = T , i.e., the observer
is capable of discriminating the observed object to be in
the left, or right part of the observed domain – in the
space or in the time direction, respectively. The stan-
dard (signal) ordering implies a partial order on the set
Θ = A ∪B ∪ C ∪D, see Fig. 7:
A ≺ B ≺ C,A ≺ D ≺ C.
The regions, B and D, being separated by a space-like
interval, are not causally ordered. In the picture shown
in Fig. 7, the B and D are simultaneous, but in other
Lorentz frames it may be either B ≺ D, or D ≺ B.
To define paths on the set of regions independently of
the Lorentz frame we need a set of test functions, which








FIG. 7. Binary discriminated region Θ in Minkowski plane. If
the system was initially prepared in the domain A and finally
registered in the domain C, there are 3 possible trajectories
between these regions: (ABC), (ADC), (AC). The light-cone
coordinates x+ = t+x√
2
, x− = t−x√
2
enable symmetric partition
of the spacetime region Θ.
such basic functions in terms of the light-cone variables.
Let us consider a wavepacket of constant shape φ(·) mov-
ing in the positive direction of the x axis at the speed of
light (c = 1): φ = φ(t−x). This wavepacket can scan the
spacetime points in the vicinity of the light-front t ≈ x,
and the only way to discriminate the records of such
events is to use the complementary variable x+ = t+x√
2
as
a time coordinate. Launching similar packets from differ-
ent ”space locations” x− one can scan different spacetime
regions. Perhaps, by voluntary choice of the right-moving
direction x−, we have violated the parity symmetry, but
in this settings we can use the complementary variable x+
as the time coordinate for the construction of the Feyn-
man functional integration. This change of variables is
advantageous in collider experiments, with their prefer-
able direction of the beam of relativistic particles.
In the light-cone variables (x−, x+) the diamond,
shown in Fig. 7, turns to be a rectangle, the points of
which can be ordered along the ”time” direction x+.
Having this done, we can construct the equal-x+ commu-
tation relations for the fields at different x−-locations.
In the case of the scale-dependent theory, when the
causal trajectory is understood as a sequence of possible
measurements performed on different spacetime regions,
the operators defined on spacetime regions should first
be ordered with respect to the subset relation (⊂), and
only then according to the signal causality relation (≺).
For instance, if we observe a quantum system described
by a single coordinate q = q(t) during the time inter-
val t ∈ [0, T ) with the best time resolution ∆t = T4 , the
operators should be ordered as shown in Fig. 8. First,
we locate the system, or a particle, at the beginning of
the trajectory by registering its existence on intervals
1 → 2 → 3, then the movement 3 → 4 is registered.
The transport of the system to the next time cell ’6’ is







FIG. 8. Ordering of hierarchical events on a one-dimensional
interval.
the right half-interval ’5’, and then located in the left
quarter ’6’. The physical fields characterising such sys-
tem q[0,T ), q[0,T/2), q[T/2,T ), . . . can be measured using the
waves of different frequencies.
IV. INTEGRATION OVER THE EVENT
REGIONS
To illustrate the causal ordering of the fields shown in
Fig. 8, let us consider a simple quantum system with a
single degree of freedom, say a harmonic oscillator. The
amplitude of a quantum transition of such system from
initial quantum state |Q〉 at time t = 0 to the final quan-








where L[q] is the Lagrangian of the system.
To calculate the transition amplitude (5) the time
interval [0, T ] should be divided into small time-slices







(ti − ti−1) → 0
Since q(t) can be considered as a quantum field on
the one-dimensional interval [0, T ], we can introduce the
region-defined fields using the wavelet transform (11).
For the compact manifold [0, T ] it is natural to use the
discrete wavelet transform using compactly supported
wavelets [22, 23]. The simplest wavelet with compact
support is the Haar wavelet, which is characterized by
two basic functions {χi(x)} = {ϕ(x), χ(x)}, where the
scaling function ϕ(x) [23] is the indicator function of the
unit interval, and χ(x) is the Haar wavelet:
ϕ(x) =
{








+1, 0 ≤ x < 1/2
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FIG. 9. The Haar wavelet χ(x) and its scaling function ϕ(x)
In case of the discrete wavelet transform [22] the inte-












in which we have symmetrized the scale factor a
−m2
0 to
be present in both the forward (11) and the inverse (12)
wavelet transform, with a0 = 2 being the common choice.










q(t)dt ≡ 〈χmn|q〉. (18)
For simplicity let us consider the field q(t) on the
time interval [0, T ] written as a sequence of 2N val-
ues q0, q1, . . . , q2N−1,at sequential time instants, where
q0 = q(0) and q2N−1 = q(T ). Using the discrete wavelet
transform we have the mapping
q0, . . . , q2N−1 → d10 . . . d12N−1−1, d20 . . . d22N−2−1, . . . dN0 cN0 ,












, j ∈ N
(19)
with the initial data qk ≡ c0k. The algorithm (19) con-
serves the number of independent degrees of freedom and
is linearly invertible.
In the toy model of N = 2 we get a mapping
q0, q1, q2, q3 → d10, d11, d20, c20, with a two-scale decompo-









q0 + q1 − q2 − q3
2
, c20 =
q0 + q1 + q2 + q3
2
.
The last coefficient c20 is merely the mean value of the field
q, which can be eliminated in continual limit N → ∞.
The wavelet coefficient d20 is responsible for the global dy-
namics of the field q on the whole time interval [0, T ]. The
9
coefficients d10 and d
2
1 are responsible for the dynamics of
the field q on the left and the right half-intervals, respec-
tively. Thus, instead of integration over q1 and q2 (at





the remaining wavelet coefficients. If the coefficients dmn
are operators, they can be naturally ordered according to
the tree shown in Fig. 8.
Now we can consider similar hierarchic ordering in the
partition of the square [0, T ]⊗[0, T ] in the (x+, x−) plane,
considering x+ as the time and x− as the space variable.
In two dimensions to store the information written in












where χ(·) is the basic wavelet and ϕ(·) is the scaling
function. In our case χ is the Haar wavelet, and ϕ is the
indicator function of the unit interval, see Fig. 9.

















































The first coefficient c is proportional to the mean values
of the field in the 4 cells it inherits. d(1) is sensitive to
the movement in the x− direction, d(2) is sensitive to
the movement in x+ direction, and d(3) is sensitive to
time-like movement. So, this hierarchic description in
terms of the light cone variables x+ and x− is absolutely
symmetric with respect to the ”time” x+ and the ”space”
x−. The movements are allowed in all three directions.
The change to the next cell is performed by increasing
the hierarchy level j → j + 1, followed by appropriate
localization of the subcell.
In local quantum field theory the propagation of a par-
ticle described by the quantum field φ between the space-
time points x, y ∈ R1,3 is given by the Green function (7):
G(x − y) = 〈0|T (φ(x)φ(y))|0〉,
where the time ordering operation gives
T (A(x)B(y)) = θ(x0−y0)A(x)B(y)±θ(y0−x0)B(y)A(x),
(22)
with the sign depending on whether A,B are the Bose or
the Fermi field operators.
Since it is not well defined what is a creation or anni-
hilation of a particle described by the field φ sharp at a
point x, the quantum fields are described by the super-
position of quantum states with given momenta, i.e. in
terms of Fourier transform. For instance, for the massive
scalar field













the operators a(k) = φ(k)|k0>0 , a†(k) = φ(−k)|k0>0
are understood as the annihilation and the creation op-
erators describing the quanta of field φ. As it follows
from the translational properties of the field φ(x):
φ(x − a) = e−ıakPkφ(x)eıakPk , (24)





the creation and annihilation operators satisfy the the
following commutation relation with the momentum op-
erator Pm = −ı ∂∂xm :
[a†(k), Pm] = −kma†(k), [a(k), Pm] = kma(k). (25)
The operator a†(k) increases the momentum of the quan-
tum state by k, the operator a(k) decreases the momen-
tum by the same amount. The energy of the vacuum
state cannot be decreased. For this reason
a(k)|0〉 = 0, 〈0|0〉 = 1 (26)
is used as a definition of vacuum state. Thus for x0 > y0
only the 〈0|φ+(x)φ−(y)|0〉 contribute to the Green func-
tion. The equations for the Green functions G(x− y) are
formally divergent because the integration is performed
over all values of the momentum, including infinite mo-
mentum.
The problem of divergences becomes softer if we con-
sider the operator-valued fields defined on finite-size re-
gions, rather than points. Suppose we consider a one-
dimensional hierarchic toy model shown in Fig. 8. Let
the particle, described by a quantum field φ, be initially
prepared in a region labelled by ’4’ and then propagates
to the region labelled by ’6’. The preparation of the ini-
tial state consists of a number of localizations: first we
create an excitation in a region ’1’, then in its subregion
’2’, and then in ’4’:
|in〉 = φ4|42〉+ φ2|21〉+ φ1|10〉,
the states of different scales are not necessarily orthogo-
nal to each other. Similarly, the final state, in which we
expect to register the system, can be defined as:
|out〉 = φ6|62〉+ φ5|51〉+ φ1|10〉,
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where the subscripts denote the scale argument, i.e. the
hierarchy level. The Green function for the propagation






The decomposition of the type (27) is a decomposition of
an operator G in wavelet basis [24]. It can be easily gen-
eralized to the continuous case when there is no need of
causal ordering of operators, such as in Euclidean quan-
tum field theory, where space and time are completely
equivalent.
V. MULTISCALE DESCRIPTION IN
EUCLIDEAN QUANTUM FIELD THEORY
The Euclidean quantum field theory models are ob-
tained by changing the time argument x0 in Minkowski
space into the imaginary time argument τ = ıt. This
changes the hyperbolic equations in Minkowski space
R1,d−1 into elliptic equations in Euclidean space Rd. The
exponential factor eı
∫
Ldtdx turns into the factor e−SE [φ]
in the positively defined Euclidean measure.
For instance, considering the massive scalar field with




























where x̄ is the coordinate in Euclidean space Rd.
Eq.(29) is an isotropic, translationally-invariant func-
tional, similar to the Ginzburg-Landau free energy func-
tional in the theory of phase transitions [25]. It coin-
cides with the extrapolation of the energy of a classical
interacting Ising spin system to a continual limit in Rd
[26, 27].
The connected Green functions in the Euclidean QFT
have no poles, but suffer from UV divergences. The con-
nected Green functions are derived as functional deriva-
tives of the generating functional
G(n)(x1, . . . , xn) =
δn lnZ[J ]












with N being a formal normalization constant. In sta-
tistical sense the functions G(n) have the meaning of the
n-point correlation functions [28].
Considering the action functional (29), one can easily
see that the two-point Green function
G
(2)







is divergent at x=y for d ≥ 2.
A common way for getting rid of divergences and ob-
taining physically tractable results is to use the renor-
malization group technique [26, 29]. Wavelet transform
provides for alternative means of getting tractable re-
sults from the field theory models finite by construction.
A simple way to get rid of UV divergences in Euclidean
QFT is to substitute the local (point-dependent) fields
φ(x) by their expressions in terms of continuous wavelet
transform, restricted to a minimal size of the region of
observation [4, 30].
The expression of a local field φ(x) ∈ L2(Rd) in terms
of its wavelet coefficients is a known task of harmonic
analysis in the Hilbert spaces, described by the following
theorem [31–33]:
Theorem 1 Let H be the Hilbert space. Let G be a Lie
group, acting transitively on H, and let |χ〉 ∈ H be a







where dµ(ν), ν ∈ G is a left-invariant measure on G, and
U(ν) is a unitary representation of the group G in the






where |χ〉 ∈ H is referred to as an admissible vector, or
a mother wavelet.
The coefficients 〈χ|U∗(ν)|φ〉 are referred to as wavelet
coefficients of the vector φ with respect to the mother
wavelet χ.
If the group G is Abelian, the wavelet transform (33)
with G : x′ = x+ b′ coincides with Fourier transform.
The next to the Abelian group is the group of affine
transformations of the Euclidean space Rd:
G : x′ = aR(θ)x + b, x, b ∈ Rd, a ∈ R+ (34)
where R(θ) ∈ SO(d) is the rotation matrix. We define
unitary representation of the affine transform (34) with
respect to the basic wavelet χ(x) as follows:










(We use L1 norm [19, 34] instead of usual L2 to keep the
physical dimension of wavelet coefficients equal to the
dimension of the original fields).
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Thus the wavelet coefficients of the function φ(x) ∈
L2(Rd) with respect to the basic wavelet χ(x) in Eu-













The wavelet coefficients (36) represent the result of the
measurement of function φ(x) at the point b at the scale
a with an aperture function χ rotated by the angle(s) θ
[35].
The function φ(x) can be reconstructed from its























The left-invariant measure dµ(θ) on the rotation group




















Restricting the scale integration in (37) to the finite range
∫ a=∞
a=A
we obtain the value of the field φ on a region of
























Cutting the scale integration by the minimal scale A is
a kind of regularization procedure, advantageous in com-
parison to the momentum cutoff because the integration
in each interaction vertex is performed over the whole
momentum range, from zero to infinity, without any vi-
olation of translational invariance. Considering, for sim-
plicity, the case of the isotropic basic wavelets χ, we can






to the direct (36) and the inverse (37) wavelet transform.
In Fourier representation the wavelet decomposition of











Substituting now the local fields φ(x) in terms of their
scale components φa(x) into Euclidean action SE [φ(x)]
we get a non-local action functional SW [φa(x)], where the
integration in each argument x ∈ Rd is extended to the
integration over affine group: ddx → daddxCχa . For instance,































with D(a1, a2, x1−x2) and V a1,...,a4x1,...,x4 denoting the wavelet
images of the inverse propagator and that of the inter-
action potential [4]. The Green functions for scale com-


















– will certainly drive us
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back to the known divergent theory. All scale-dependent
fields [φa(x)] in Eq.(41) still interact with each other with
the same coupling constant λ, but their interaction is now




Doing so, we have the following modification of the
Feynman diagram technique [30]:
1. Each field φ̃(k) is substituted by the scale compo-
nent φ̃(k) → φ̃a(k) = χ̃(ak)φ̃(k).
2. Each integration in the momentum variable is ac-











3. Each interaction vertex is substituted by its wavelet
transform; for the N -th power interaction vertex,





According to these rules, the bare Green function in
wavelet representation takes the form
G
(2)




The finiteness of the loop integrals is provided by the
following rule: There should be no scales ai in internal
lines smaller than the minimal scale of all external lines
[4, 30]. Therefore, the integration in ai variables is per-
formed from the minimal scale of all external lines up to
infinity.
The generating functional ZW [Ja(x)] is a partition
function of a statistical model with a probability mea-
sure e−SW [φa(x)]Dφa(x) defining a probability of each
field configuration {φa(x)}a∈R+,x∈Rd . The Green func-
tions
〈φa1 (x1) · · ·φan(xn)〉c =
δn lnZW [Ja]







are cumulants of the field φa(x) with respect to this mea-
sure.
If a given model with the ’action’ SW [φa(x)] was de-
rived from a local QFT model with polynomial inter-
action, then each internal line, connecting the i-th and














where p is the momentum of the line. This results in










for isotropic wavelets [4]. An evident normalization con-
dition f(0) = 1 corresponds to the common divergent
theory in the infinite resolution limit A → 0.
This factors f2(Ap) present in each internal line sup-
press the UV divergences and make the scale-dependent
QFT models with the generating functional (41) finite
by construction. The renormalization group equations
in the scale-dependent theory turn to be the logarithmic
derivatives of the effective coupling constants, or effective
parameters with respect to the logarithm of the observa-
tion scale − ∂∂ lnA [36].
As usual in functional renormalization group technique
[37], we can introduce the effective action functional






the functional derivatives of which are the vertex func-
tions.










(A)(a1, b1, . . . , an, bn)×








The subscript (A) indicates the presence in the theory of
minimal scale – the observation scale.
In analytical calculations it is convenient to use deriva-
tives of the Gaussian as mother wavelets. The simplest





This results in the wavelet cutoff factor fχ1(x) = e
−x2 .













In four dimensions in the relativistic limit s2 ≫ 4m2
we get the following scaling equation for the coupling











where µ = − lnA+ const, α = As, s = p1 + p2. The
details of calculations are given in [4, 36].
In the limit of infinite resolution (A → 0) the scaling
behaviour of the coupling constant (46) coincides with
standard RG result. As it was shown in the recent paper
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[38], the same is true for quantum electrodynamics: the
asymptotic behaviour at small scales is independent on
the particular type of the mother wavelet χ, and coincides
with the known RG behaviour. For finite scales A >
0, the type of the mother wavelet χ certainly matters,
because the scale components φa(x) have been defined
with respect to a given χ.
VI. QFT IN LIGHT-CONE COORDINATES
Euclidean QFT models supplied with wavelet decom-
position of the fields into scale components φa(x), as
described in the previous section, provide finite correla-
tion functions between the fields defined on finite regions
in Rd, but these regions cannot be directly interpreted
as space-time regions. In the Minkowski space, in con-
trast, we cannot define a vicinity of a spacetime point
x ∈ R1,d−1 using a single mother wavelet. This is because
the group of the Lorentz SO(1, 1) transformations of the
pseudo-Euclidean plane R1,1 is not a simply-connected
group, unlike the group of SO(2) rotations of the Eu-
clidean plane R2, but includes four connected compo-
nents
(
cosh η sinh η




cosh η − sinh η




− coshη sinh η




− cosh η − sinh η
− sinh η − cosh η
)
,
parametrized by the Lorentz boost angle tanh(η) = v/c
– the rapidity. The light-cone boundaries between these
domains are unpassable for the Lorentz boosts. Thus,
according to [17], instead of a single mother wavelet χ(x),
the wavelet transform in pseudo-Euclidean plane requires







different from each other by their support in momentum
space:
A1 : |ω| > |k|, ω > 0, A2 : |ω| > |k|, ω < 0,
A3 : |ω| < |k|, ω > 0, A4 : |ω| < |k|, ω < 0. (48)
Possible solution for tracing the propagation of a quan-
tum particle from a finite spacetime region of its prepara-
tion to the finite region of its registration, in a way com-
patible with both the Lorentz invariance and the causal
site structure, is the use of light-cone coordinates (15).
To some extent, what we want is a Lorentz-invariant the-
ory with the space-time regions being spanned by some
wavelet basis in a way totally symmetric with respect to
the space and the time variables.
Quantum field theory in the light-cone variables, also
referred to as QFT in the infinite momentum frame,
is a reformulation of the standard QFT formalism in
Minkowski space but using the variables (x+, x−, x2, x3),
with x± = x
0±x1√
2
instead of common (x0, x1, x2, x3). Two
characteristics x+ = 0 and x− = 0 describe the fronts of
two plane waves emitted from x = 0 plane and travelling
at the speed of light in the left and the right directions,
respectively.
It has been shown by many authors [6, 39, 40] that
QED can be formulated consistently by considering x+
as a ’time’ variable, and x− as a ’space’ variable, there-
fore constructing the Feynman integrals in terms of the
x+-time-ordering, and establishing the equal-x+ commu-
tation relations for the field operators. This describes the
quantization of fields in the reference frame travelling at
the speed of light, i.e. in a reference frame having an
infinite momentum.
The quantization on a non-spacelike surface has a num-
ber of advantages. Dirac [41] has shown, that in the
”front form” of Hamiltonian dynamics, a maximum num-
ber of Poincare generators become independent of inter-
action, including certain Lorenz boosts. Quantization in
a plane, tangential to the light cone can be formulated ir-
respectively to any Lorentz frame. The most remarkable
feature of the light-cone quantization is the simplicity of
the light-front vacuum [42]. In many theories the vac-
uum state of the free Hamiltonian is also an eigenstate
of the full light-cone Hamiltonian. The Fock expansion
constructed on this vacuum state provides a complete
relativistic many-particle basis for diagonalization of the
full theory. This is specially important for quantum chro-
modynamics [43], where the light-cone Fock state expan-
sion provides precise definition of the parton model. The
light-cone quantization has also an apparent disadvan-
tage – a voluntary choice of ’time’ variable x+, which
violates the symmetry between left and right.
The advantages of the QFT formulated in light-cone
variables stem from the fact that the fields restricted to
the light front hyperplane x+ = const are irreducible,
in the sense that the creation and annihilation opera-
tors for a free field can be constructed from the field
restricted to the light front. The interactions that com-
mute with the interaction-independent subgroup of the
Poincare group leave the Fock vacuum invariant. There
are UV (p+ → ∞) and IR (p+ → 0) singularities in the
light-cone Hamiltonian P̂−, which defines the evolution
of quantum fields in x+ ’time-direction’. However, after
the regularization, performed in the same x+ = const
light-front hyperplane, the Fock vacuum and the Hamil-
tonian can still be represented in terms of the fields de-
fined on the light front.
For this reasons, in his paper [1], the author has sug-
gested a representation of quantum fields in a form of
a discrete wavelet transform calculated on the three-
dimensional light-front hyperplane, at the fixed value of
the ’time’ x+:
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where l,m, n are multiindices denoting both the position
and the scale arguments of the Daubechies wavelets.
This idea is definitely good to resolve the field fluctu-
ations confined in the light-front hyperplane, where the
time is ’frozen’, and may be also good to describe rela-
tivistic systems, e.g. hadrons, moving in a fixed direction.
However, it is hardly useful to resolve the space-time evo-
lution of arbitrary quantum particles from the space-time
region of preparation to the region of registration. In the
latter case, we need a description symmetric with respect
to the space and the time to keep wit the Lorentz invari-
ance. In other words, we need a wavelet sampling of the
full four-dimensional continuum, rather than its three-
dimensional hypersurface.
A. Instant-time quantization
In instant form of QFT, where initial and final configu-
ration of fields are defined on a t = const hyperplanes in
Minkowski space R1,3, the operator-valued fields φ(x) can
be divided into the positive- and the negative-frequency
parts (23), where the operators ak and a
†
k are under-
stood as the annihilation and creation operators of the
field quanta carring momentum k. Consideration simi-
lar to the instant form can be performed in the light-cone
coordinates, considering x+ as a ’time’ argument [44, 45].










the separation into the positive- and the negative-
frequency parts can be done with respect to k−. Having
















where the creation and the annihilation operators
ak = φ̃(k), a
†
k = φ̃(−k), k+ > 0




+(2π)3δ(k+ − q+)δ2(k⊥ − q⊥). (52)
The creation and annihilation operators satisfy usual
commutation relation with the momentum operator (25),
and have the same interpretation as in the instant form
theory: vacuum is defined as the state nullified by all
annihilation operators ak|0〉 = 0.
The essential difference of the light-front form is that
the time ordering in functional integration goes along the
x+-time direction. For this reason, the Green function
〈0|T+(φ(x)φ(0))|0〉 = ı∆F (x) (53)
describes the propagation of the field φ from the space-
time point ’0’ along the positive direction of x+ axis of
the light cone, but does not describe the propagation along
the other axis (x−), see Fig. 7. The roots of this asymme-
try lie in Hamiltonian approach (with respect to the time
x+) used for the construction of the Feynman integrals.
Considering, for simplicity, a model of a locally inter-







φ2 − V (φ), (54)










φ2 − V (φ), (55)


















φ2 + V (φ)
]
dx−d2x⊥ (57)
is the generator of evolution in x+ direction, and the




with the Lagrangian density given by (55), and









attributed to each causal path, is more fundamental than
the Hamiltonian evolution it was derived from. There
are a number of reasons for this preference discusses in
textbooks [46]. In general, we can say that there are
no least action principle in Hamiltonian theory, but the
Lagrangian description is based on it. Lagrangian de-
scription can be easily written in a Lorentz-invariant
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form. The Lagrangian description can be also extended
to open systems by changing the action to more general
functionals. That is why, to calculate Green function
for a field propagating from the spacetime region A to
the spacetime region B we ought to integrate over all
causal paths, including that in x− direction. Moreover,
since the causal paths are, in general case, the ordered
sequences of spacetime regions in R1,3, such that A ≺ B
iff ∀xA ∈ A, xB ∈ B either x+A < x+B , or x−A < x−B,
or B ⊂ A, we should integrate Dφa(x) over all regions
within the forward light cone our trajectories of interest
belong to. In the light-cone coordinates this is 4d cube
of size cT , where T is maximal time span of observation.
To exploit this method we can start with a (1 + 1)-
dimensional scalar field theory with φ4-interaction, writ-
ten in light-cone coordinates, see, e.g. [47]. Consider-
ing the action functional on the square domain D =
[0, T ] ⊗ [0, T ] in the (x+, x−) plane, and using the La-





















We can formally decompose the field φ(x+, x−) into the
scale components φa,η(b), corresponding to different do-
mains of typical size a, centred at b with an aperture χ
















The Green functions, corresponding to the propagation of
the region-defined field fluctuations φa,η(b) can be then














To obtain a self-consistent description of fields on
the compact domain D we ought to restrict the general
form inverse wavelet transform (59) defined on the affine
Poincare group, to its discrete version defined in terms
of orthogonal wavelets with compact support, restricting
the continuous scale transformations to the discrete scale
doubling a → 2a, exactly as it was done in [1] along the
x−-space direction. In our case we are going to do it
symmetrically, in both the ’time’ x+ and the ’space’ x−
directions.
Let us briefly remind the basics of the discrete wavelet
transform [22, 23]. The implementation of the discrete
version of wavelet transform is intimately related to the
Mallat multiresolution analysis [48]. Having been used in
signal processing for quite some time before wavelets, the
multiresolution analysis in the Hilbert space of square-
integrable functions L2(R),or
Definition 2 The Mallat sequence, is an increasing se-
quence of closed subspaces {Vj}j∈Z, Vj ∈ L2(R), such that
1. . . . ⊂ V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ L2(R)
2. closL2 ∪j∈Z Vj = L2(R)
3. ∩j∈ZVj = ∅
4. The spaces Vj and Vj+1 are ”similar” in a sense
that
f(x) ∈ Vj ⇔ f(2x) ∈ Vj+1, j ∈ Z.
The property 4) is a key feature of the MRA sequence:
If a set of functions ϕ0k ≡ ϕ(x− k) forms a Riesz basis in




forms a basis in Vj . Due to the inclusion property 1),









V1 = V0 ⊕W0,
which is the definition of the orthogonal complement of
V0 to V1. Similarly,
V2 = V1 ⊕W1, V2 = V0 ⊕W0 ⊕W1,
and so on.
The basic functions ϕjk in Vj spaces are usually referred
to as the mother scaling functions. The basic functions
in orthogonal complements Wj := Vj+1 \ Vj are referred




The spaces Vj and Wj have clear physical interpretation:
If V0 is a space of functions measured with the most rough
resolution L0, then V1 has a twice better resolution L0/2;
Wj represents the details to be lost by the coarse-graining
from Vj+1 to Vj .
Requirements of the orthonormality of basic functions
and compactness of their support on [0, 2N − 1] for some
N ∈ N enables the iterative construction of the basic














gkϕ(2x− k), gk = (−1)kh2N+1−k. (62)
The functions ϕ(x) and χ(x), except for the simplest
Haar wavelet (16),N = 1, defined by a pair of coeffi-
cients h0 = h1 =
1√
2
, usually do not have any simple
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form, but are defined recursively. Nevertheless, the ex-
istence of the exact relation (62), expressing the bases
in the orthogonal complement spaces Wj in terms of the
scaling function allows for fast and efficient numerical al-
gorithms, when each space Vm is restricted to the space
of functions piecewise constant on [2mn, 2m(n+ 1)].
Provide the chain 1) is bounded from above by the
best resolution space VM , consisting for definiteness of
2M values
(cM0 , . . . , c
M
2M−1),
one can easily decompose this dataset into projections on
WM−1 ⊕ . . .⊕W2 ⊕W1 ⊕W0 ⊕ V0
















where cji are coefficients of the projection on Vj ,d
j
i are co-
efficients of the projection onWj , and periodic conditions
are assumed in the discrete coordinate i.
The generalization to the space of square-integrable
functions L2(Rd) is performed by taking the direct prod-




ϕ(xn − kn), see e.g. Eqs.
(20,49). Considering the action functional (58), which
is symmetric with respect to the x+ and x− variables,
we can chose the space V0 to be the space of functions
on 0 ≤ x+ ≤ T, 0 ≤ x− ≤ T spanned by φ(x+)φ(x−). In
this case the basis in W0 will be given by three functions:
ϕ(x+)χ(x−), χ(x+)ϕ(x−), χ(x+)χ(x−).









where the upper indices m1,m2 ∈ [h, g] designate the
type of basic function: χh ≡ ϕ, χg ≡ χ. Similar de-
composition can be written for a full four-dimensional
case of φ(x+, x−,x⊥). The advantage of the orthogo-
nal wavelet bases is that supports of these functions do
not have partial intersection: they are either disjoint, or
one within another. This agrees with the space-time pic-
ture of quantum measurements, which can be performed
either in separate space-time regions, or the state of a
subregion is inferred from the measurement on the whole
region.
Using the bases of orthogonal wavelets in L2(R) the
summation over all basic functions provides the partition



















The other terms in the action (58) are expressed in terms
of the so-called wavelet connection coefficients. The ki-
netic term is expressed as a product of two identical co-




























































are presented for instance in [1, 49, 50]. Thus the whole
generating functional can be written as the integral over
all wavelet coefficients spanning the domain [0, T ]⊗ [0, T ]
















Here the functional integration symbol D means the
product of differentials of all wavelet coefficients. To
make the generation functional (65) and corresponding
Green functions finite, the set of wavelet coefficients by
certain best resolution scale j = Jmax. The restriction of
the number of scales is a usual thing in numerical wavelet
transform. In the case of quantum field theory this is a
kind of lattice regularization [51].
C. Commutation relations
In traditional quantization procedure the establish-
ing of equal-time commutation relations stems from the
change of the classical Poisson bracket {q, p} = 1 of the
canonical variables q and p to the commutator of cor-
responding operators [q̂, p̂] = ı. The Poisson bracket
describes the time evolution of a mechanical system in
phase space (q = q(t), p = p(t)):
q̇ = {q,H}, ṗ = {p,H}, (66)











is the Poisson bracket. The Hamiltonian H = H(p, q) is
therefore the generator of the evolution (66).
In the case of infinite-dimensional systems considered
in quantum field theory, instead of a discrete set of co-
ordinates qi, we have a continuum of values given by




L(q, q̇)dt is more fundamental than Hamiltonian
H(p, q), we can see that the Hamiltonian, which describes
the evolution (66) in time direction, is the result of the
Legendre transform with respect to the field gradient in
this time direction:
H(p, q) = pq̇ − L(q, q̇), p = ∂L
∂q̇
.






depends on on the gradients of the field φ in all possi-
ble directions. Thus performing the Legendre transform
in either of these directions, we can construct a formal
evolution operator density
Hµ(pµ, φ) := pµ
∂φ
∂xµ
− L(φ, ∂µφ) (68)
(no summation over µ), generating the ’evolution’ in xµ






= {pµ, Hµ}µ (69)








We can expect the properties of the µ-bracket like
{φ(x), pµ(x′)}µ = δd−1µ (x− x′). (71)
Respectively, changing the µ-bracket to commutator, we
expect
[φ(x), pµ(x′)] = ıδd−1µ (x− x′), (72)
where δd−1µ (x− x′) means ’all except xµ.














The coefficients a+−(k−, k+) are not present, because
due to the mass-shell δ-functions the k+ and k− should









corresponding to the evolution in x+ and x− directions,
respectively.

























































































] = 2k+2πδ(k+ − k+′),
(77)













] = 2k−2πδ(k− − k−′),
(78)
for x− evolution.
In usual quantization procedure the separation of a
field into the positive and the negative frequency parts
is related to the fact, that ’energy cannot be negative’.
This just means that particles should propagate forward
in time. In the case of light-cone coordinates we can ex-
pect that the particles should propagate forward in x+-
time, and also forward in x−-time. That is why we can
expect x+-positive frequencies and also x− positive fre-
quencies. The equation (73) is a light-cone generaliza-
tion of separation of the field into the positive and the
negative-frequency parts.
D. CWT in light-cone coordinates
In contrast to the CWT defined on L2(Rd), the CWT
cannot be defined globally on the Minkowski space. In-
stead we need four different basic functions (47), different
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from each other by their support in Fourier space [17],
belonging to either of the domains (48)
A1 : k
+ > 0, k− > 0, A2 : k
+ < 0, k− > 0,
A3 : k
+ > 0, k− > 0, A4 : k
+ < 0, k− < 0. (79)
The Poincare affine group acts on arbitrary scalar func-
tion u(x), x ∈ R1,3 in the same way as the affine group
acts in Rd:
x′ = aM(η, φ)x+ b, a ∈ R+, x, x′, b ∈ R1,3. (80)
The difference is in the presence of the Lorentz boosts –





eη 0 0 0
0 e−η 0 0
0 0 cosφ sinφ





where φ is the rotation angle in the plane orthogonal to
the Lorentz boost.
The representation of (80) on a scalar function u(x) is










where M−1(η, φ) = M(−η,−φ), and we have changed
the standard normalization 1/a2 to 1/a4 to keep the same
physical dimensions for the fields and their wavelet trans-
form [52]. Thus for an arbitrary field f(x) defined on
Minkowski space we have four different sets of wavelet
coefficients:





















The choice of mother function χ̃(k), which generates
four basic wavelets χj(x) wavelets, is always a subtle
question, specially in quantum field theory. (The best
choice, as it was already emphasized in [4], would be
the apparatus function of a classical measuring device
interacting with quantum system.) Some basis is always
tacitly assumed. Even describing the massless photons,
which are not localized anywhere, by plane waves, the
possibility of photon registration by photomultiplier im-
plies its interaction with electron, and hence some scale
and some localization. In practice, if the continuous
wavelet transform is used in place of the Fourier trans-
form the choice of the basic function is constrained by the
feasibility of the analytical integration in Feynman dia-
grams on one hand, and by the possibility to understand
this basic function as a localized (quasi) particle.
The problem with the choice of the basic wavelet in
Minkowski is the non-compactness of the group of ro-
tations given by M(η, φ). If we wish the basic wavelet







cosh η sinh η






in the same way as an isotropic wavelet is invariant with
respect to SO(d) rotations in Rd, its Fourier transform χ̃j
should be a function of k2 only. Considering, for simplic-








shown in Fig. 10, as an analogue of the Mexican Hat
wavelet in R2. In contrast to the Mexican hat wavelet in
R2, wavelet (86) is anisotropic, since k+k− is invariant






















FIG. 10. Minkowski space analogue of the Mexican hat







admissibility condition [17] applied to the mother wavelet


















where the integration have been performed over first
quadrant, k+ > 0, k− > 0 only.
Geometrically, the inconvenience of using Lorentz-
invariant wavelets stems from the fact that the points
related to each other by Lorentz transform belongs to
different inertial frames, but the notion of a trajectory is
related to a given frame. For this reason, it is natural
to sample trajectories in the (x+, x−) plane with some
well localized functions sensitive to the boost direction.
This may be either a product of wavelets in x+ and x−
directions, see Eq. (20), or it may be a basis of wavelets,
sensible to boost direction, like that shown in Fig. 10.
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This exactly meets the approach of Euclidean QFT where
wavelets are used for regularization [4, 18, 38, 53]. In the
light-cone coordinates (x+, x−) , each trajectory connect-
ing the starting and ending points by a set of events with
appropriate vicinities is supplied by appropriate statisti-
cal weight, given by the action integral on this set.
VII. CONCLUSION
In present paper we considered the application of
wavelet transform to the quantum field theory models
written in light cone variables. In a recent paper [1] the
author uses the x+ variable as ’time, for time-ordering
only, but applies wavelet transform to the remaining ’spa-
tial’ coordinates (x−,x⊥) to resolve details of different
scales. This approach, although being favourable in high-
energy physics settings with prescribed beam direction,
introduces an asymmetry between x+ and x−, and hence
an asymmetry between the forward and backward motion
along the x-axis.
If we assume the action functional S[φ] to be more fun-
damental than the Hamiltonian dynamics of the fields,
the quantum field theory models can be written in light-
cone variables in a way totally symmetric with respect
to x+ and x−. Feynman path integral in our approach
turns to be the sum over all possible sequences of events
between the initial and the final space-time region sup-
plied with operator-valued measure, which describes the
quantum field that can be potentially measured on this
region. The representation of this measure in terms of
wavelet transform is symmetric with respect to x+ and
x− variables. Its value is limited by the scale parameter
– the best resolution of measurement, – i.e. the minimal
size of space-time domain the measurement can be car-
ried on. This leads to quantum field theory models finite
by construction.
In our approach the causal ordering of events takes
place not only in time (x+ or x−), as usual, but also
by inclusion: the event φB is constrained by event φA if
B ⊂ A, where A and B are two space-time regions. As
a matter of fact, our approach generalises the notion of
space-time event happening at P ∈ R1,3 to more general
definition adopted in probability theory.
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