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Abstract
Brain Computer Interfacing (BCI) also called Brain Machine Interfacing (BMI)) is a challenging problem that forms part of a
larger research area, called the Human Computer Interfacing (HCI), which interlinks thoughts to action. In BCI systems, the user
messages or commands do not depend on the normal output channels of the brain. Therefore the main objective of BCI is to
process the electrical signals generated by the neurons in the brain and generate the necessary signals to control some external
systems. This paper investigates the feasibility of using Bayesian Spatio Spectral Filter Optimization algorithm for motor imagery
classiﬁcation in a multiclass scenario.
c© 2016 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the organizing committee of ICETEST - 2015.
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1. Introduction
The Brain computer interface is technology that converts neuronal activity recorded from brain into commands for
controlling a computer or some other external device. The most common method for recording brain signal is elec-
troencephalogram (EEG).The great potential of BCI for applications in diﬀerent areas ranging from neuroprosthetics
to gaming makes it an important area of research.
However decoding every intention or mental sate of human is impossible due to high complexity of human brain
and low SNR of EEG signals. Generally only a small subset of brain states are only considered for development
of BCI systems. The analysis of EEG signals generated by imagination of movement of diﬀerent body parts has
received great attention in recent past. The brain activity while a person is at rest includes idle rhythms locates over
various cortical areas. An example is α rhythm (8-12 Hz) observed over visual cortex region in occipital lobe. The
perirolandic sensorimotor cortex shows μ rhythm with spectral energy peak around 9-14 Hz and sensorimotor rhythm
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with a spectral peak around 20 Hz. The α rhythm, being more prominent can be easily observed whereas in order to
observe μ rhythm suitable signal processing is required.
The event-related synchronization/ event-related desynchronization (ERD/ERS) pattern in EEG signal can be used
eﬀectively for classiﬁcation motor imagery. The steps for extracting feature vector from EEG signals are spectral
ﬁltering, spatial ﬁltering and calculation of log transformed variance. Spectral ﬁltering will help in removing outliers
and selecting frequency band of interest. The spatial ﬁltering, usually done using Common Spatial Pattern (CSP)
algorithm [1],[2], is used for extracting discriminative information between diﬀerent classes. The purpose of taking
log of transformed signal’s variance is to reduce dynamic range. In order to perform motor imagery classiﬁcation ﬁrst
a subject speciﬁc frequency band should be selected and then a set of spatial ﬁlters should be found out. Recently the
simultaneous optimization of spatial and spectral ﬁlter is an issue of research in motor imagery classiﬁcation.
Lemm et al. proposed the common spatio spectral ﬁlter optimization where an EEG signal is augmented with time
delayed version of itself resulting in doubling of number of channels [4].Zhang et al. proposed the common sparse
spectral spatial pattern where a temporal FIR ﬁlter is optimized simultaneously with a spatial ﬁlter. However in con-
trast to CSSP only one temporal ﬁlter of higher order is used[5]. Ang et al. tried to construct optimum spatiospectral
ﬁlter using a ﬁlterbank approach [3],[6]. The broadband frequency range was divided into small non-overlapping
band and CSP was applied to each band. Only selected features were used to train the classiﬁer.
The aim of this work is to perform multi-class classiﬁcation of EEG signal by extracting discriminative feature
in discriminative frequency band. A probabilistic framework was used for the purpose. The discriminative feature
is extracted using spatial ﬁltering of band-pass ﬁltered EEG signal. Spectral ﬁltering gives the discriminative fre-
quency band .Thus the overall problem becomes a spatio-spectral ﬁlter optimization problem. The spatio-spectral
ﬁlter optimization is formulated as a posterior pdf estimation problem in a Bayesian framework and is tackled with
help of factored sampling technique. The spatial ﬁltering is done using Common Spatial Pattern algorithm. The
CSP algorithm is a data driven approach to ﬁnd set of spatial ﬁlter. Finally the discriminative feature is classiﬁed
using SVM. This method was formulated as a multiclass extention of Bayesian Spatio Spectral Filter Optimization
algorithm (BSSFO) proposed by Lee et al.[7].
2. Neurophysiological Background
Corresponding to each part of human body there exist a region in motor and somatosensory area of brain [? ].
This mapping is termed as homunculus. Neighboring part of body is represented by adjacent regions in brain and
hence this mapping of brain and body part preserves topography. According to concept of homunculus the region that
controls left hand is on right hemisphere and that which controls right hand is on left hemisphere. The region of feet
is in center of cortex. When a person is not involved in any limb movement, a large population of neuron in respective
cortex region ﬁre in rhythmical synchrony producing idle brain rhythms. When a subject imagines movement of limb
the synchrony in ﬁring of neural population is lost and consequently attenuation in idle rhythm occurs. This is termed
as event related desynchronization (ERD). On relaxation an increase in brain activity occurs which is termed as event
related synchronization (ERS). The dissimilarities in spatio-spectral topographies of attenuation of μ and β rhythm
can be used for discriminating diﬀerent body parts.
The strength of sensorimotor rhythm as well as ERD and ERS is known to vary strongly from person to person.
Thus there is a high inter-subject variability on accuracy with which ERD based BCI works.
3. Algorithm
Let eRdxT represent a single trial EEG recorded during a motor imagery. T and d denote respectively the number
of samples per channel and number of channels used for recording EEG signals. Given a single trail EEG our task
is to predict the class label.While using ERD/ERS as pattern, the three steps performed in order are spectral ﬁltering,
spatial ﬁltering and feature extraction.The spatial ﬁltering is done using one-vs-rest CSP algorithm [9]. The CSP
based spatial ﬁltering optimization is dependent on frequency range selected by spectral ﬁltering and hence is not
optimal in itself. Thus relevance of simultaneous spatio-spectral ﬁlter optimization comes into focus.In this paper
spatio-spectral ﬁlter optimization is done using a probabilistic approach.
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Consider a ﬁlterbank B = (B1,B2, ...BN), where Bn = (bsn, ben), bsn < ben is nth frequency band with start frequency
bs and end frequency be.The problem of ﬁnding optimal spatio-spectral ﬁlter can be thought of as a pd f estimation
problem.The probability of a particular band Bn is deﬁned as probability of correctly classifying Bn bandpass ﬁltered
signal. Given a single trial EEG, using Bayes rule the posterior can be estimated as
p(Bn|zn) = p(zn|Bn)p(Bn)p(zn) (1)
where zn is e bandpass ﬁltered in Bn. The likelihood function, p(zn|Bn),denotes the probability that Bn bandpass
ﬁltered signal can be correctly classiﬁed.p(zn) is the evidence. Since the feature fn is deterministically obtained from
zn the likelihood computation becomes,
p(Bn|zn) = p(Bn|fn) = p(fn|Bn)p(Bn)p(fn) (2)
where fn is feature extracted from zn.
3.0.1. Likelihood Computation
Likelihood computation is done using mutual information. It measures the mutual dependence of two random
variables.
p(fk|B) = exp(I(fk;Ω)) (3)
I(fk;Ω) denotes mutual information between feature vector, fk, and class label, Ω. It is calculated as:
I(Fk;Ω) = H(Fk) −H(Fk | Ω) (4)
Given a feature vector Fk =
{
fik
}D
i=1
, the entropy and the conditional entropy can be approximated by
H(Fk)  − 1DΣ
D
i=1log(p(f
i
k)) (5)
H(Fk | ω = c)  − 1DcΣ js.tω j=clog(p(f
j
k | ω = c)) (6)
where c {+,−}, D denotes the total number of trials, and Dc denotes the number of trials of the class c.
Given the feature vector set Fk, the density function p(fk)is estimated by
p̂(fk) =
1
D
ΣDi=1ϕ((fk − fik), ν) (7)
where ϕ() is a window function and ν is a window width parameter determining the smoothness of the window
function. With the appropriate selection of ϕ() and ν, the estimated density function converges to the true density.
Here, we use a multivariate Gaussian window function deﬁned as
ϕ(a, ν) =
1
2πd/2νd |Σ|0.5 exp(
−aTΣ−1a
2ν2
) (8)
where Σ denotes a covariance matrix, a denotes a d dimensional random vector, and ν denotes a width of the window
function.
3.0.2. Posterior Estimation
Sampling based approximation method is employed to estimate the posterior pdf of equation 1.In this paper we
employ a particle ﬁltering algorithm which was originally used to estimate the state of non stationary dynamic system.
The unknown pdf is represented using a weighted particle set (Bn,wn), n = 1, 2, ...N. Bn is a particle representing a
frequency band and wn corresponding weights. In the original particle ﬁltering algorithm the weight is updated every
time a new observation is received. However here we update posterior pdf to obtain a stabilized pdf. The weight of
each band is calulated as
wn =
p( fn|Bn)
ΣNm=1p( fm|Bm)
(9)
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3.1. Classiﬁcation
The Bayesian framework outputs a particleset{bk, πk}Kk=1 , to represent class discriminative ﬁlterbank and a set of
spatial ﬁlters, {Wk}Kk=1. Before training the classiﬁer a frequency band selection procedure is applied. Band selection
is performed based on the weight of particle. The following rule is used to obtain a set of class discriminative ﬁlter
bank.
S =
⋃
k
(πk > τ) (10)
where τ is the threshold parameter.
Once the frequency bands are selected, for each of the band a Support Vector Machine (SVM) is trained with
spectrally and spatially transformed data as feature. The class label of a given single trial EEG, x∗ is determined by
linearly combining outputs from multiple classiﬁers with corresponding weight assigned to the frequency band.
ĉ = argmaxc{+,−}
{
Σ
|S |
k=1πkΦ
c
k(f
∗
k)
}
(11)
where |S | denotes the size of the optimal ﬁlter bank S , fk∗ denotes the feature vector from the input single-trial EEG
x∗, and Φck(f
∗
k) is the score of an SVM which classiﬁes the EEG into the class c, in the kth frequency band.
4. Result
The experiments were performed on BCI competition IV Dataset 2a. BCI Competition IV Dataset 2a comprises
of EEG recordings from four classes of motor imagery experiments performed by 9 subjects, namely, left hand, right
hand, feet, and tongue. A session includes 6 runs separated by short intervals, and each run is further composed of 48
trials; there are 12 trials per motor imagery task and a total of 288 trials per session [11]. The EEG data was acquired
using 22 AG/AgCl electrodes (Fig.1) and sampled at 250 Hz. The signals were bandpass ﬁltered between 0.5 Hz
and 100 Hz and an additional 50 Hz notch ﬁlter was used to suppress line noise at the time of recording. The timing
scheme of the experimental paradigm is illustrated in Fig.2.
Fig. 1. Electrode montage for dataset
Fig. 2. Timing scheme of paradigm
For the experiment, the EEG signals were bandpass-ﬁltered between 4Hz and 40Hz covering both α (8-14Hz) and
β (14-30Hz) rhythms that are known to be related to motor imageries. A baseline correction procedure was applied by
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subtracting the average signal over a period of 0s to 1s before the cue-onset to compensate for slow shifts that occur
in EEG signal at the time of recording. For the following steps, the signals between 0.5s and 2.5s after the onset of
the stimulus is only considered for both training and evaluation. The ﬁrst 0.5 s interval after the cue-onset is known
to contain the spontaneous responses to the visual stimulus and so is excluded.
The prior used for generating particles were taken as mixture of Gaussian deﬁned as
p(B) =
1
2
N(μ,Σμ) +
1
2
N(β,Σβ) (12)
where μ and β denote, respectively, the μ rhythm and β rhythm, and the covariances Σ was set to be diagonal. The
experiment was repeated 20 times to obtain statistically robust result. The mean weight of the particles was set as
threshold in in selection of required frequency bands. One vs Rest CSP algorithm was used to obtain an optimal
spatial ﬁlter in each frequency band. A radial basis function (rbf) kernel based one vs one SVM classiﬁer was used
for classiﬁcation.
Table 1. Mean Eﬃciency and kappa values.
Subject Righthand Lefthand Foot Tongue Mean Eﬃciency (in %) Kappa
1 68.47 68.19 70 55.83 65.62 0.54
2 65.43 63.14 81.28 66.14 69 0.58
3 70.85 81.42 76.57 73.14 75.5 0.67
4 74.11 75.73 76.02 74.26 75.03 0.66
5 67.89 75.78 80.15 74.53 72.57 0.62
6 55 65.51 72.5 67.24 65 0.53
7 66.91 71.91 81.61 70.59 72.75 0.63
8 71.21 82.87 61.21 66.21 70.37 0.6
9 62.42 67.74 66.77 72.90 67.46 0.56
The classiﬁcation accuracy obtained for four subjects for diﬀerent classes as well as the value of Kappa coeﬃcient
is shown in Table 1. The kappa coeﬃcient is evaluated as kappa = acc−
1
c
1− 1c
where acc is the classiﬁcation accuracy
which is equal to the ratio of number of correctly classiﬁed examples to total number of examples in testing set and
c(= 4) is the number of classes.
Fig. 3. Selected spatial ﬁlters for subject 1
Further analysis was performed by plotting selected spatial patterns of the CSP feature pairs from Subject 1s
training data in Fig.3. The left hand motor imagery resulted in the activation of the region around the right motor
cortex and vice versa. The foot motor imagery resulted in the activation of the region closer to the midline. For the
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tongue motor imagery, activation around the motor cortex was also detected. These ﬁndings were consistent with the
CSP scalp topographies in and the concept of the motor homunculus.
5. Conclusion
This paper investigated the classiﬁcation of multiclass motor imagery for electroencephalogram (EEG)-based
Brain-Computer Interface (BCI) using the Bayesian Spatio Spectral Filter Optimization (BSSFO) algorithm. The
BSSFO algorithm classiﬁes EEG signals into diﬀerent classes based on features extracted from subject dependent fre-
quency band. However, the BSSFO algorithm was only applied to binary-class motor imagery classiﬁcation. Hence,
this paper proposes an approach to multi-class extension to the BSSFO algorithm by using one-vs-rest CSP algorithm.
The study was conducted on the BCI Competition IV dataset IIa, which comprises single-trial EEG data recorded from
9 subjects performing 4- classes of motor imagery viz., left-hand, right-hand, foot and tongue actions. The obtained
results conﬁrmed that the multi-class BSSFO algorithm has the capability to extract features that concurred with the
neurophysiological knowledge.
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