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Abstract—The index coding problem has been generalized
recently to accommodate receivers which demand functions of
messages and which possess functions of messages. The con-
nections between index coding and matroid theory have been
well studied in the recent past. Index coding solutions were first
connected to multi linear representation of matroids. For vector
linear index codes discrete polymatroids which can be viewed as
a generalization of the matroids was used. It was shown that a
vector linear solution to an index coding problem exists if and
only if there exists a representable discrete polymatroid satisfying
certain conditions. In this work we explore the connections
between generalized index coding and discrete polymatroids.
The conditions that need to be satisfied by a representable
discrete polymatroid for a generalized index coding problem
to have a vector linear solution is established. From a discrete
polymatroid we construct an index coding problem with coded
side information and shows that if the index coding problem has
a certain optimal length solution then the discrete polymatroid
satisfies certain properties. From a matroid we construct a similar
generalized index coding problem and shows that the index coding
problem has a binary scalar linear solution of optimal length if
and only if the matroid is binary representable.
I. INTRODUCTION
The broadcast nature of the wireless medium is utilized by
many applications such as multimedia content delivery, audio
and video on-demand and ad-hoc wireless networking. The
index coding problem introduced by Birk and Kol [1] aims
to increase the throughput of wireless networks. The model
considered in [1] involves a source which possesses a set
of messages and a set of receivers which demand messages.
Each receiver knows a subset of messages which is referred
to as the side information. The source also knows the side
information available to the receivers. It uses this knowledge
to develop proper encoding techniques to satisfy the demands
of the receivers at an increased throughput. An index code
is a encoding scheme developed by the source to satisfy all
the receivers. An encoding scheme with minimum number of
transmissions which enables all the receivers to decode its
demanded messages is referred to as an optimal index code.
Bar-Yossef et al. [2] studied a special case of index coding
problem and found that the length of the optimal linear index
code is equal to the minrank of a related graph which is an NP-
hard problem. Graph theory techniques were used to find the
optimal index codes for certain class of index coding problems
in [3] and [4].
An instance of the conventional index coding problem
involves a source which possesses all the messages and a
set of receivers. Each receiver possesses a subset of messages
called the side information or the Has-set and demands another
subset of messages called the Want-set. The wireless broadcast
channel is assumed to be noiseless. The source is aware
of the messages possessed by each receiver and it aims to
reduce the number of transmissions required to satisfy the
demands of all the receivers. The conventional index coding
has been generalized to functional index coding in [5]. In a
functional index coding problem, the Has-set and the Want-set
of users contain functions of messages rather than subsets of
messages. Note that the conventional index coding is a special
case of the functional index coding problem. The problem
with the Has-sets being linear combinations of messages was
studied in [6], [7] where it was called as index coding with
coded side information. This was motivated by the fact that
certain clients may fail to receive some coded transmissions
possibly due to power outage. The clients will now possess
few coded transmissions as side information and the new
problem is an index coding with coded side information. Dai
et al. [8] considered both the Has-sets and Want-sets to be
linear combinations of the messages which is referred to as
generalized index coding problem (GIC).
The connection between multi-linear representation of ma-
troids and index coding was studied in [9]. It was shown in
[10] that a vector linear solution to an index coding problem
exists if and only if there exists a representable discrete
polymatroid satisfying certain conditions which are determined
by the index coding problem. In this work we explore the
connections between the generalized index coding and discrete
polymatroids. The major contributions of this paper are as
follows.
• We establish a connection between vector linear index
code for a generalized index coding problem and a
representable discrete polymatroid in Section IV. It
is shown that the existence of a linear solution for a
generalized index coding problem is connected to the
existence of a representable discrete polymatroid satis-
fying certain conditions determined by the generalized
index coding problem.
• From a discrete polymatroid we construct a gener-
alized index coding problem and show that if the
generalized index coding problem has a vector linear
solution of optimal length over the binary field then
the discrete polymatroid is representable over the
binary field. An example to illustrate that the converse
of the above result is not true is also provided.
• A generalized index coding problem is constructed
from matroids and it is shown that the constructed
problem has a binary scalar linear solution if and only
if the matroid is binary representable. Also, it is shown
that certain generalized index coding problems do not
have a binary scalar linear solution of optimal length
using the above result.
The organization of the paper is as follows. In Section II we
review the definitions of functional index coding. In Section
III, basic results of matroids and discrete polymatroids are
reviewed. In Section IV the connections between generalized
index coding and discrete polymatroids are established. In
Section V a generalized index coding problem is constructed
from discrete polymatroids and it is shown that the index
coding problem constructed has a vector linear solution only
if the discrete polymatroid is representable. In Section VI,
we construct an index coding with coded sided information
problem from matroids and show that the constructed index
coding problem has a binary scalar linear solution if and
only if the matroid is binary representable. We conclude and
summarize the results in Section VII.
Notations: The set {1, 2, . . . ,m} is denoted as ⌈m⌋ and
Z≥0 denote the set of non-negative integers. A vector of length
r whose ith component is one and all others components are
zeros is denoted as ǫi,r. For a vector v of length r and A ⊆
⌈r⌋, v(A) is the vector obtained by taking only the components
of v indexed by the elements of A. For u, v ∈ Zr≥0, u ≤ v if
all the components of v − u are non-negative and u < v if
u ≤ v and u 6= v. For a set S, |S| denotes the cardinality of
the set S and for a vector v ∈ Zr≥0, |v| denotes the sum of
components of v. For u, v ∈ Z≥0, u ∨ v is the vector whose
ith component is the maximum of the ith components of u
and v. For a vector v ∈ Z≥0, (v)>0 denotes the set of indices
corresponding to the non-zero components of v. For a matrix
M , Mi denotes the i
th column of matrix M and for a set
S, MS denotes the submatrix obtained by concatenating the
columns of M indexed by the set S.
II. FUNCTIONAL INDEX CODING
An index coding problem I(X,R) includes
• a set of messages X = {x1, x2, . . . , xm} and
• a set of receiver nodes R ⊆ {(x,H);x ∈ X,H ⊆
X \ {x}}.
For a receiver node R = (x,H) ∈ R, x denotes the
message demanded by R and H denotes the side information
possessed by R. Each one of the messages xi, i ∈ ⌈m⌋ belongs
to finite field Fnq .
An index code over Fq of length l and dimension n for
the index coding problem I(X,R) is a function f : Fmnq →
F
l
q, which satisfies the following condition. For every receiver
R = (x,H) ∈ R, there exists a function ψR : F
n|H|+l
q → Fnq
such that ψR((xi)i∈H , f(y)) = x, ∀y ∈ Fmnq . The function ψR
is referred to as the decoding function at receiver R. An index
coding solution for which n = 1 is called scalar solution and
if n > 1 it is called a vector solution. An index code is called
linear if the function f is linear.
The index coding problem was generalized to functional
index coding problem in [5]. In functional index coding
problem the side information and the demands of the receivers
may be functions of messages rather than only a subset of
the messages. The information possessed by the receivers
is described by a Has-set which consists of functions of
messages. The demands of the receiver are described by a
Want-set. Each receiver Ri is described by a tuple (Wi,Hi),
where Wi,Hi are sets of functions from Fmnq to Fq.
In this paper we consider those generalized index coding
problems for which the functions demanded and possessed by
the receivers are linear combinations of the messages.
Definition 1: An instance I(X,R) of a generalized index
coding problem comprises of
1) A source equipped with the message vector X =
(x1, x2, . . . , xm), where xi ∈ Fnq , ∀ i ∈ ⌈m⌋.
2) A set of clients or receivers R = {R1, R2, . . . , R|R|},
where Ri = (Wi,Hi) for all Ri ∈ R. For any receiver
Ri,Hi = {hi,1(X), hi,2(X), . . . , hi,|Hi|(X)} is the Has-
set where hi,j : F
mn
q → Fq for 1 ≤ j ≤ |Hi| and
Wi = {wi,1(X), wi,2(X), . . . , wi,|Wi|(X)} is the Want-set
where wi,k : F
mn
q → Fq for 1 ≤ k ≤ |Wi|.
Since the functions in the Has-set of a receiver Ri are
linear it can be represented by vectors. Each function hi,j ∈
Hi can be expressed as the inner product hi,j(X) = X.Ki,j
whereKi,j ∈ Fmnq . For the receiver Ri we have |Hi| functions
in the Has-set each represented by a vector Ki,j, 1 ≤ j ≤
|Hi|. All the functions in the Has-set of receiver Ri can be
represented by a knowledge matrix Ki ∈ F
mn×|Hi|
q . Note that
Ki = [Ki,1,Ki,2, . . . ,Ki,|Hi|]. Similarly the demand functions
in Wi can be represented by demand vectors. Each function
wi,j ∈ Wi can be expressed as wi,j(X) = X.Di,j where
Di,j ∈ Fmnq and all the functions in the Want-set of receiver
Ri can be described by the mn× |Wi| demand matrix Di =
[Di,1, Di,2, . . . , Di,|Wi|].
An index code over Fq of length l and dimension n for the
generalized index coding problem I(X,R) is a function f :
F
mn
q → F
l
q , which satisfies the following condition. For every
receiver Ri = (Wi,Hi) ∈ R, there exists a function ψRi :
F
|H|+l
q → F
|Wi|
q such that ψRi(X.Ki, f(X)) = X.Di, ∀X ∈
F
mn
q . The definitions of linearity, scalar and vector index codes
remains same as that of conventional index codes.
When the index code f for a generalized index coding
problem is linear it can be described as f(X) = XL, ∀X ∈
F
mn
q , where L is a matrix of ordermn× l over Fq. The matrix
L is called as the matrix corresponding to the linear index code
f and the code f is referred to as the linear index code based
on L.
For an index coding problem I(X,R), define µ(I(X,R))
as the maximum number of receivers having the same Has-
set. The length l and dimension n of an index coding solution
for the index coding problem I(X,R) satisfy the condition
l/n ≥ µ(I(X,R)) [9].
Definition 2 ( [9]): An index coding solution for which
l/n = µ(I(X,R)) is defined to be a perfect index coding
solution.
Example 1: Consider the generalized index coding prob-
lem with the message vector X = [x1 x2 . . . x5], xi ∈ F2.
There are five receivers R1 = (x1, {x2}), R2 = (x2, {x1 +
x5}), R3 = (x3, {x1, x4}), R4 = (x4, {x1 + x2 + x3}) and
R5 = (x5 + x4 + x3, {x2, x1 + x3}). Consider receiver
R5 = (W5,H5). The knowledge matrix K5 and demand
matrix D5 are as given below.
K5 =

0 1
1 0
0 1
0 0
0 0
 , D5 =

0
0
1
1
1
 .
The source can satisfy the demands of all the receivers by
transmitting three messages x1+x2, x3+x4 and x5. The index
code is linear and is described by the matrix
L =

1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
 .
III. MATROIDS AND DISCRETE POLYMATROIDS
A. Matroids
In this subsection we list few basic definitions and results
from matroid theory. For a comprehensive treatment, the
readers are referred to [11], [12].
Definition 3: Let E be a finite set. A matroid M on E
is an ordered pair (E, I), where the set I is a collection of
subsets of E satisfying the following three conditions
(I1) φ ∈ I
(I2) If X ∈ I and X ′ ⊆ X , then X ′ ∈ I.
(I3) If X1 and X2 are in I and |X1| < |X2|, then there
is an element e ∈ X2 −X1 such that X1 ∪ e ∈ I.
The set E is called the ground set of the matroid and is
also referred to as E(M). The members of set I are called the
independent sets of M. Independent sets are also denoted by
I(M). A maximal independent subset of E is called a basis
of M and the set of all bases of M is denoted by B(M). A
minimal dependent set C ⊆ E is referred to as a circuit. The
set of all circuits of matroid M is denoted by C(M). With
M, a function called the rank function is associated, whose
domain is the power set of E and codomain is the set of non-
negative integers. The rank of any X ⊆ E in M, denoted by
rM(X) is defined as the maximum cardinality of a subset X
that is a member of I(M). The rank of matroid is the rank
of its ground set.
The rank function of the matroid satisfies the following
properties.
(R1) rM(X) ≤ |X |, for all X ⊆ E.
(R2) rM(X) ≤ rM(Y ), for all X ⊆ Y ⊆ E.
(R3) rM(X ∪ Y ) + rM(X ∩ Y ) ≤ rM(X) + rM(Y ), for
all X,Y ⊆ E.
Note that the rank of an independent set is equal to the
cardinality of the independent set. A matroid is fully described
by its rank function and a matroid M on ground set E with
rank function rM is denoted as M(E, rM).
A matroid M is said to be representable over Fq if there
exists one-dimensional vector subspaces V1, V2, . . . V|E| of a
vector space V such that dim(
∑
i∈X Vi) = rM(X), ∀X ⊆ E
and the set of vector subspaces Vi, i ∈ ⌈|E|⌋, is said to form
a representation of M. The one-dimensional vector subspaces
Vi, i ∈ ⌈|E|⌋, can be described by a matrix A over Fq whose
ith column spans Vi.
A matroidM with matrix A as its representation is called
the vector matroid of A and is denoted by M(A). Each
element in the ground set of M(A) corresponds to a column
in A. For a subset S of ground set E(M), AS denotes the
submatrix of A with columns corresponding to the elements
of ground set in S.
Multi-linear representation of matroids was introduced in
[13], [14].
Definition 4: A matroid M on the ground set E is said
to be multi-linearly representable of dimension n over Fq if
there exist vector subspaces V1, V2, . . . , V|E| of a vector space
V over Fq such that dim(
∑
i∈X Vi) = nrM(X)), ∀X ⊆ E.
The vector subspaces V1, V2, . . . , V|E| are said to form a multi-
linear representation of dimension n over Fq for the matroid
M. The vector subspaces Vi, i ∈ ⌈|E|⌋ can be described by
matrices M1,M2, . . . ,M|E| ∈MF(kn, n), where k is the rank
of the matroid. LetM be the matrix obtained by concatenating
the matricesM1,M2, . . . ,M|E|,M = [M1 M2 . . . M|E|]. For
every subset X ⊆ E, rank(MX) = nrM(X).
B. Discrete Polymatroids
In this subsection we review the definitions and results from
discrete polymatroids. A discrete polymatroid D is defined as
follows:
Definition 5 ( [15]): A discrete polymatroid D on the
ground set ⌈m⌋ is a non-empty finite set of vectors in Zm≥0
satisfying the following conditions:
• If u ∈ D and v < u, then v ∈ D.
• For all u, v ∈ D with |u| < |v|, there exists w ∈ D
such that u < w ≤ u ∨ v.
Let 2⌈m⌋ denote the power set of the set ⌈m⌋. For a discrete
polymatroid D, the rank function ρ : 2⌈m⌋ → Z≥0 is defined
as ρ(A) = max{|u(A)|, u ∈ D}, where ∅ 6= A ⊆ ⌈m⌋
and ρ(∅) = 0. Alternatively, a discrete polymatroid D can
be written in terms of its rank function as D = {x ∈
Z
m
≥0 : |x(A)| ≤ ρ(A), ∀A ⊆ ⌈m⌋}. A discrete polymatroid
is completely described by the rank function. So the discrete
polymatroidD on ⌈m⌋ is also denoted by (⌈m⌋, ρ). The ground
set of discrete polymatroid is also denoted by E(D).
A function ρ : 2⌈m⌋ → Z≥0 is the rank function of a
discrete polymatroid if and only if it satisfies the following
conditions [16]:
(D1) For A ⊆ B ⊆ ⌈m⌋, ρ(A) ≤ ρ(B).
(D2) ∀A,B ⊆ ⌈m⌋, ρ(A ∪ B) + ρ(A ∩ B) ≤ ρ(A) +
ρ(B).
(D3) ρ(∅) = 0.
A vector u ∈ D for which there does not exist v ∈ D such
that u < v, is called a basis vector of D. Let B(D) denote
the set of basis vectors of D. The sum of the components of a
basis vector of D is referred to as the rank of D, denoted by
ρ(D). Note that ρ(D) = ρ(⌈m⌋). For all the basis vectors, sum
of the components will be equal [17]. A discrete polymatroid
is nothing but the set of all integral subvectors of its basis
vectors.
Consider a discrete polymatroid D with rank function
ρ on the ground set ⌈m⌋. Consider the function ρ′(X) =
nρ(X), ∀X ⊆ ⌈m⌋. The function ρ′ satisfies the conditions
(D1),(D2) and (D3). The discrete polymatroid on the ground
set ⌈m⌋ with the rank function ρ′ is denoted by nD.
Definition 6 ( [16]): A discrete polymatroid D on the
ground set ⌈m⌋ with rank function ρ is said to be representable
over Fq if there exists vector subspaces V1, V2, . . . , Vm of a
vector space E over Fq such that dim(
∑
i∈X Vi) = ρ(X),
∀X ⊆ ⌈m⌋. The set of vector subspaces Vi, i ∈ ⌈m⌋, is
said to form a representation of D. A discrete polymatroid is
said to be representable if it is representable over some field.
D(V1, V2, . . . , Vm) denotes a representable discrete polyma-
troid on ⌈m⌋ with V1, V2, . . . , Vm as its representation. Each
Vi can be expressed as the column span of a ρ(⌈m⌋)× ρ({i})
matrix Ai. The concatenated matrix A = [A1 A2 . . . Am] is re-
ferred to as the representing matrix of the discrete polymatroid
D.
Definition 7: [10] For a discrete polymatroid D with rank
function ρ on the ground set ⌈m⌋, a vector u ∈ Zm≥0 is said
to be an excluded vector if the ith component of u is less than
or equal to ρ({i}), ∀i ∈ ⌈m⌋ and u /∈ D. The set of excluded
vectors for the discrete polymatroid D is denoted by D(D). An
excluded vector u ∈ D(D) is said to be a minimal excluded
vector, if there does not exist v ∈ D(D) for which v < u. The
set of minimal excluded vectors for the discrete polymatroid
D is denoted by C(D).
Discrete polymatroids can be viewed as a generalization of
matroids [10], [15], [17]. There is a one-to-one correspondence
between the independent sets, basis sets, dependent sets and
circuits of a matroid to the vectors of an associated discrete
polymatroid. For a matroid M there is an associated discrete
polymatroid D(M). Consider an independent set I of the
matroid M. Corresponding to the set I there exists a unique
vector
∑
i∈I ǫi,r belonging to D(M). Discrete polymatroid
D(M) can be written as {
∑
i∈I ǫi,r : I ∈ I} where I is the
set of independent sets of matroid M.
For a basis set B of a matroid M, the vector
∑
i∈B ǫi,r
is a basis vector of D(M) and for a basis vector b of D(M),
the set (b)>0 is a basis set of M. For a dependent set D of
M, the vector
∑
i∈D ǫi,r is an excluded vector of D(M) and
conversely for an excluded vector d ∈ D(D(M)), the set (d)>0
is a dependent set ofM. Similarly the set of minimal excluded
vectors of D(M) and circuits ofM are also related as follows.
The set of circuits of matroid M is given by {(u)>0 : u ∈
C(D(M))}. For a circuit C of matroidM the vector
∑
i∈C ǫi,r
is a minimal excluded vector for D(M).
IV. GENERALIZED INDEX CODING PROBLEM AND
DISCRETE POLYMATROIDS
In this section we explore the connections between gener-
alized index coding problem and representable discrete poly-
matroids. Theorem 1 below connects the existence of a linear
index code of length l and dimension n for a generalized index
coding problem to the problem of representation of a discrete
polymatroid satisfying certain conditions.
Theorem 1: A linear index code over Fq of length l and
dimension n exists for a generalized index coding problem
I(X,R) if and only if there exists a discrete polymatroid D =
(⌈m+1⌋, ρ) representable over Fq with ρ(D) = mn and with
A1, A2, . . . , Am+1, as the representation matrices satisfying
the following conditions :
(C1) ρ({i}) = n, ∀i ∈ ⌈m⌋, ρ(⌈m⌋) = mn and ρ({m +
1}) = l.
(C2) For every receiver Ri = (Wi,Hi) ∈ R described by
(Di,Ki), rank ([ADi AKi Am+1]) = rank ([AKi Am+1]),
where A = [A1 A2 . . . Am].
Proof: First we prove the ’if’ part. Consider a dis-
crete polymatroid D of rank mn representable over Fq with
representation A1, A2, . . . , Am+1, satisfying conditions (C1)
and (C2). The matrix A is the concatenation of matrices
A1, A2, . . . , Am. Condition (C1) implies that Ai is mn × n
matrix for i ∈ ⌈m⌋ and Am+1 is mn × l matrix. From (C1)
we have that rank(A) = mn making it invertible. Define
A′i = A
−1Ai, i ∈ ⌈m + 1⌋. Consider the map f : F
mn
q → F
l
q
given by f(X) = XA′m+1. We show that the map f forms
an index code of length l and dimension n over Fq. Consider
any receiver Ri = (Wi,Hi) described by (Di,Ki). From (C2)
we have that the column span of the matrix ADi belongs to
the span of columns of AKi and Am+1. Matrix ADi can be
written as [AKi Am+1]Mi where Mi is an (|Hi|+ l)× |Wi|
matrix. Premultiplying by A−1, we have [Ki A
′
m+1]Mi = Di.
Hence XDi can be obtained at receiver Ri from XKi and
XA′m+1.
To prove the ’only if’ part, we assume that a vector linear
index code f over Fq of length l and dimension n exists for the
generalized index coding problem I(X,R). The vector linear
index code f can be written as f(X) = XAm+1 where Am+1
is a matrix of size mn× l. Let I be the identity matrix of size
mn×mn. For i ∈ ⌈m⌋, let Ai be the matrix obtained by taking
only the i(n − 1) + 1th to inth columns of I . Let Vi be the
column span of Ai. We claim that the discrete polymatroid
D(V1, V2, . . . , Vm+1) satisfies the condition (C1) and (C2).
Since the concatenation of matrices Ai, i ∈ ⌈m⌋ forms an
identity matrix condition (C1) is satisfied. Consider a receiver
(Di,Ki) ∈ R. Since the vector index code XAm+1 satisfies
the receiver, XDi can be obtained from XKi and XAm+1.
Since A is identity matrix condition (C2) is satisfied.
Theorem 1 is a generalization of the result obtained in [10]
where vector linear solution of a conventional index coding
problem was connected to discrete polymatroids. The result in
[10] can be obtained from this result by imposing the restric-
tion on the structure of matrices Di and Ki. For conventional
index coding the only non zero entries of Di matrix will form
an identity matrix and the non zero entries of Ki matrix forms
a collection of identity matrices each corresponding to the
message known at the receiver. By imposing the restrictions,
condition (C2) can be expressed in terms of the elements of the
ground set. In the remaining part of this section, we illustrate
Theorem 1 with an example.
Example 2: Consider the generalized index coding prob-
lem of Example 1. There are five messages and since the
solution is scalar, dimension is one. Consider the set of
matrices
A1 =

1
0
0
0
0
 , A2 =

0
1
0
0
0
 , A3 =

0
0
1
0
0
 , A4 =

0
0
0
1
0
 , A5 =

0
0
0
0
1
 .
Also let A6 = L, the matrix corresponding to the index
code of Example 1. Let Vi denote the column span of Ai for
i ∈ ⌈6⌋. The discrete polymatroid D(V1, V2, . . . , V6) satisfies
the conditions (C1) and (C2) of Theorem 1. Rank of the
discrete polymatroid is equal to five since the vector spaces
V1, V2, . . . , V5 are linearly independent. Rank of the vector
space V6 is equal to three which is the length of the index
code. We illustrate condition (C2) for receiver R5. The matrix
AD5 =

0
0
1
1
1
 , AK5 =

0 1
1 0
0 1
0 0
0 0
 , A6 =

1 0 0
1 0 0
0 1 0
0 1 0
0 0 1
 .
Clearly AD5 lies in the column span of the matrix [AK5 A6].
Condition (C2) can be similarly verified for every receiver.
V. GENERALIZED INDEX CODING FROM DISCRETE
POLYMATROIDS
Discrete polymatroids can be viewed as a generalization of
matroids as explained in Section III. In [9], an index coding
problem was constructed from a matroid and relationship
between multilinear representation of matroids and vector
linear solution of the constructed index coding problem was
obtained. This was generalized to the construction of index
coding problems from discrete polymatroids in [10]. In this
section we show the construction of a generalized index coding
problem from a discrete polymatroid. The construction is
similar to the construction in [10]. The difference is in the set
of receivers constructed from minimal excluded vectors of the
discrete polymatroid D and that these receivers possess linear
functions as Has-set. A generalized index coding problem
ID(Z,R) is constructed from the discrete polymatroid D. A
connection between a perfect linear solution for the generalized
index coding problem ID(Z,R) and the representability of the
discrete polymatroid D is established in this section.
Consider a discrete polymatroid D on the ground set ⌈r⌋
with rank function ρ and ρ(⌈r⌋) = k. The generalized index
coding problem ID(Z,R) is given below.
(i) The set of source messages Z = X ∪ Y ,
where X = {x1, x2, . . . , xk} and Y =
{y11 , y
2
1 , . . . , y
ρ{1}
1 , . . . , y
1
r , y
2
r , . . . , y
ρ{r}
r }.
(ii) The set of receivers R is a union of three types
of receivers R1, R2 and R3 defined below. Let
ζi = {y1i , y
2
i , . . . , y
ρ({i})
i }.
Receivers in R1 : For a basis vector
b =
∑
i∈⌈r⌋ biǫi,r ∈ B(D), we define the set
S1(b) = {(xj , ∪
l∈(b)>0
ηl) : j ∈ ⌈k⌋, ηl ⊆ ζl.|ηl| = bl}.
R1 = ∪
b∈B(D)
S1(b) is the union of all such receivers
for every basis of the discrete polymatroid D.
Receivers in R2 : For a minimal excluded vector c =∑
i∈⌈r⌋ ciǫi,r ∈ C(D), j ∈ (c)>0 and p ∈ ⌈ρ({j})⌋,
define the set S2(c, j, p) as below.
S2(c, j, p) = {(y
p
j ,
∑
y
y∈Γ1∪Γ2
) : Γ1 = ∪
l∈(c)>0\{j}
ηl,
ηl ⊆ ζl, |ηl| = cl,Γ2 ⊆ ζj \ {y
p
j }, |Γ2| = cj − 1}.
Define R2 = ∪
c∈C(D)
∪
j∈(c)>0
∪
p∈⌈ρ({j})⌋
S2(c, j, p).
Receivers in R3 : Define R3 = {(y
j
i , X) : i ∈ ⌈r⌋, j ∈
⌈ρ({i})⌋ }.
Note that the minimum number of transmissions required
by the above problem is n
∑
i∈⌈r⌋ ρ({i}). This can be seen
from the receivers in the set R3. We connect the problem of
representation of the discrete polymatroid D to the existence
of a linear index coding solution of certain length for the
constructed index coding problem ID(Z,R) in Theorem 2.
Theorem 2: If a perfect linear index coding solution of
dimension n over F2 exists for the generalized index cod-
ing problem ID(Z,R), then the discrete polymatroid nD is
representable over F2.
Proof: Let t = k +
∑r
i=1 ρ({i}) denote the number of
messages in the index coding problem ID(Z,R). If a perfect
linear index coding solution of dimension n over Fq exists
for the index coding problem ID(Z,R), then from Theorem
1, there exists a discrete polymatroid D′ representable over
Fq satisfying conditions (C1) and (C2). Discrete polymatroid
D
′ has rank nt and is over the ground set ⌈t + 1⌋. Let
V1, V2, . . . , Vt+1 be the vector spaces over Fq which forms the
representation of D′. The vector spaces Vi, i ∈ ⌈t⌋ can be ex-
pressed as the column span of matrices Ai of order nt×n. The
vector space Vt+1 can be written as the column span of At+1
of order nt×n
∑r
i=1 ρ({i}). The matrix B = [A1, A2, . . . , At]
is invertible from (C1). We can assume it to be identity without
loss of generality. Otherwise, define A′i = B
−1Ai, i ∈ ⌈t+1⌋
and vector spaces given by column spans of A′i will form a
representation of D′.
The matrix At+1 is a nt × n
∑r
i=1 ρ({i}) matrix and we
can also assume the matrix to have a specific structure. This is
because the presence of receivers belonging to R3. Let At+1 =
[CTDT ]T where C is of order nk × n
∑r
i=1 ρ({i}) and D is
of the order n
∑r
i=1 ρ({i}) × n
∑r
i=1 ρ({i}). The matrix D
has to be full rank because of the presence of receivers in
R3. We can assume D to be identity because if not we can
define A′t+1 = AtD
−1 and it still continues to be a valid
representation. Let Ci, i ∈ ⌈r⌋, denote the matrix obtained
by taking only the (n
∑i−1
j=1 ρ({j}) + 1)
th to (n
∑i
j=1 ρ(i))
th
columns of C. Let Ci,j , j ∈ ⌈ρ({i})⌋ denote the nk×n matrix
obtained by taking the (j−1)n+1th to jnth columns of Ci. Let
V ′i denote the column span of Ci and V
′
i,j denote the column
span of Ci,j . We show that the vector subspaces V
′
i , i ∈ ⌈r⌋
forms a representation for the discrete polymatroid nD.
Consider a set S ⊆ ⌈r⌋. Let b = argmax
b∈D
|b(S)|. Let
bSi denote the i
th component of bS . Choose bSi vector sub-
spaces from the set Vi = {V ′i,j : j ∈ ⌈ρ({i})⌋}, denoted
as V ′i,o1 , V
′
i,o2
, . . . , V ′i,o
bS
i
for every i ∈ ⌈r⌋. Let V̂i =∑
j∈⌈bS
i
⌋ V
′
i,oj
and Ĉi =
∑
j∈⌈bS
i
⌋Ci,oj . Ĉi is a column vector
which is the sum of |bSi | column vectors of matrix Ci. From the
fact that (C2) needs to be satisfied for the receivers belonging
to S1(bS), we have dim(
∑
i∈⌈r⌋ V̂i) = n rank(D). This
implies that dim(
∑
i∈S V̂i) = n|b
S(S)|. Since the vector space
V̂i is a subspace of V
′
i , we have dim(
∑
i∈S V
′
i ) ≤ nρ(S).
Let S = {s1, s2, . . . , sm} ∪ {sm+1, sm+2, . . . sl}, where
bSsi < ρ({si}) for i ∈ ⌈m⌋ and b
S
si
= ρ({si}) for i ∈
{m+1,m+2, . . . , l}. Consider the vector u = (bSs1+1)ǫs1,r+∑
i∈S\{s1}
bSi ǫi,r. Since the vector does not belong to the
discrete polymatroid it is an excluded vector. This implies
that there exists a minimum excluded vector um for which
um ≤ u. The sth1 component of um has to be b
S
s1
+ 1. The
vector um can be written as (b
S
s1
+ 1)ǫs1,r +
∑
i∈S\s1
cSi ǫi,r,
where cSi ≤ b
S
i . Consider the receivers belonging to the set
S2(um, s1, p), where p ∈ ⌈ρ({s1})⌋ \ {o1, o2, . . . , obSs1
}, it
follows that
Cs1,p =
( ∑
i∈(um)>0\{s1}
Ĉi
)
+ Ĉs1 .
This is true for every p ∈ ⌈ρ({s1})⌋ \ {o1, o2, . . . , obSs1
}.
Note that the vector space Vs1,p is the column span of
matrix Cs1,p. It is true for any |b
S
s1
| columns chosen in
Ĉs1 . It follows that the vector space V
′
s1,p
is a subspace of∑
i∈(um)>0
V̂i for all p ∈ ρ({s1}). From this, we obtain that∑
p∈⌈ρ({s1})⌋
V ′s1,p ⊆
∑
i∈(um)>0
V̂i ⊆
∑
i∈S V̂i. By a similar
reasoning, V ′sj ⊆
∑
i∈S V̂i, ∀j ∈ ⌈m⌋. Since b
S
sj
= ρ({sj}),
for j ∈ {m+1,m+2, . . . , l}, we have V ′sj = V̂sj for j ∈ {m+
1,m + 2, . . . , l}. From the above facts we have
∑
i∈S V
′
i ⊆∑
i∈S V̂i. Hence, dim(
∑
i∈S V
′
i ) ≤ dim(
∑
i∈S V̂i) = nρ(S).
Thus we have established that dim(
∑
i∈S V
′
i ) = nρ(S) for an
arbitrary subset S ⊆ ⌈r⌋.
In Theorem 2, a generalized index coding problem is
constructed from a discrete polymatroid and then it is shown
that the discrete polymatroid is representable over the field
F2 if a perfect linear index coding solution exists for the
constructed generalized index coding problem. We illustrate
the theorem in Example 3. The converse of this result is
however not true. In Example 4, from a binary representable
discrete polymatroid we construct a generalized index coding
problem for which there is no perfect linear index coding
solution.
Example 3: Consider the discrete polymatroid D on the
ground set ⌈3⌋ with the rank function ρ given by ρ{1} =
ρ{2} = 1, ρ{1, 2} = ρ{3} = 2 and ρ{1, 3} = ρ{2, 3} =
ρ{1, 2, 3} = 3. From the discrete polymatroid D we construct
the generalized index coding problem ID(Z,R).
The set of messages possessed by source is Z =
{x1, x2, x3} ∪ {y11, y
1
2 , y
1
3 , y
2
3}. The set of receivers are
constructed as in the theorem above. The set of ba-
sis vectors of the discrete polymatroid D is B(D) =
{(1, 1, 1), (1, 0, 2), (0, 1, 2)}. We have,
S1((1, 1, 1)) = {(xi, {y
1
1, y
1
2 , y
j
3}) : i ∈ ⌈3⌋, j ∈ ⌈2⌋},
S1((1, 0, 2)) = {(xi, {y
1
1, y
1
3 , y
2
3}) : i ∈ ⌈3⌋},
S1((0, 1, 2)) = {(xi, {y
1
2, y
1
3 , y
2
3}) : i ∈ ⌈3⌋}, and
R1 = S1((1,1, 1)) ∪ S1((1, 0, 2)) ∪ S1((0, 1, 2)).
There is only one excluded vector (1, 1, 2). We have,
S2((1, 1, 2), 1, 1) = {(y
1
1, {y
1
2 + y
1
3 + y
2
3})},
S2((1, 1, 2), 2, 1) = {(y
1
2, {y
1
1 + y
1
3 + y
2
3})},
S2((1, 1, 2), 3, 1) = {(y
1
3, {y
1
1 + y
1
2 + y
2
3})},
S2((1, 1, 2), 3, 2) = {(y
2
3, {y
1
1 + y
1
2 + y
2
3})}, and
R2 =
⋃
j∈(c)>0
⋃
p∈⌈ρ({j})⌋
S2((1, 1, 0), j, p).
Third set of receivers R3 is a collection of four receivers
(y11 , X), (y
1
2, X), (y
1
3 , X), (y
2
3, X) where X = {x1, x2, x3}.
Note that µ(ID(Z.R)) = 4. Consider the perfect index
code in which the source transmits y1 + x1, y2 + x2, y
1
3 + x3
and y23 + x1 + x2 + x3. It can be verified that the index code
satisfies the demands of all the receivers and by Theorem 2
that the discrete polymatroid D has a representation given by
the representing matrix
A =
[
1 0 0 1
0 1 0 1︸︷︷︸
A1
0 ︸︷︷︸
A2
0 ︸︷︷︸
A3
1 1
]
.
Example 4: Consider the discrete polymatroid D on the
ground set ⌈3⌋ with the rank function ρ given by ρ{1} =
ρ{2} = ρ{2, 3} = 2, ρ{3} = 1 and ρ{1, 2} =
ρ{1, 3} = ρ{1, 2, 3} = 3. The generalized index coding
problem ID(Z,R) constructed from the discrete polymatroid
is given below. The set of messages Z = {x1, x2, x3} ∪
{y11 , y
2
1 , y
1
2, y
2
2 , y
1
3}. There are three types of receivers R1, R2
and R3 which is given below.
The set of basis vectors for the problem is B(D) =
{(1, 1, 1), (1, 2, 0), (2, 0, 1), (2, 1, 0)}. We have,
S1((1, 1, 1)) = {(xi, {y
j
1, y
k
2 , y
1
3}) : i ∈ ⌈3⌋, j, k ∈ ⌈2⌋},
S1((1, 2, 0)) = {(xi, {y
j
1, y
1
2 , y
2
2}) : i ∈ ⌈3⌋, j ∈ ⌈2⌋},
S1((2, 0, 1)) = {(xi, {y
1
1 , y
2
1, y
1
3}) : i ∈ ⌈3⌋},
S1((2, 1, 0)) = {(xi, {y
1
1 , y
2
1, y
j
2}) : i ∈ ⌈3⌋, j ∈ ⌈2⌋} and
R1 = S1((1,1, 1)) ∪ S1((1, 2, 0)) ∪ S1((2, 0, 1)) ∪ S1((2, 1, 0)).
The set of minimal excluded vectors of D are c1 =
(0, 2, 1), c2 = (2, 1, 1) and c3 = (2, 2, 0). We have,
S2(c1, 2, 1) = {(y
1
2 , {y
2
2 + y
1
3})},
S2(c1, 2, 2) = {(y
2
2 , {y
1
2 + y
1
3})},
S2(c1, 3, 1) = {(y
1
3 , {y
1
2 + y
2
2})},
S2(c2, 1, 1) = {(y
1
1 , {y
2
1 + y
i
2 + y
1
3}) : i ∈ ⌈2⌋},
S2(c2, 1, 2) = {(y
2
1 , {y
1
1 + y
i
2 + y
1
3}) : i ∈ ⌈2⌋},
S2(c2, 2, 1) = {(y
1
2 , {y
1
1 + y
2
1 + y
1
3})},
S2(c2, 2, 2) = {(y
2
2 , {y
1
1 + y
2
1 + y
1
3})},
S2(c2, 3, 1) = {(y
1
3 , {y
1
1 + y
2
1 + y
i
2}) : i ∈ ⌈2⌋},
S2(c3, 1, 1) = {(y
1
1 , {y
2
1 + y
1
2 + y
2
2})},
S2(c3, 1, 2) = {(y
2
1 , {y
1
1 + y
1
2 + y
2
2})},
S2(c3, 2, 1) = {(y
1
2 , {y
1
1 + y
2
1 + y
2
2})},
S2(c3, 2, 2) = {(y
2
2 , {y
1
1 + y
2
1 + y
1
2})} and
R2 =
⋃
c∈{c1,c2,c3}
⋃
j∈(c)>0
⋃
p∈⌈ρ({j})⌋
S2(c, j, p).
Third set of receivers R3 is a collection of five re-
ceivers (y11 , X), (y
2
1 , X), (y
1
2 , X), (y
2
2, X), (y
1
3 , X) where X =
{x1, x2, x3}.
The discrete polymatroid D has a binary representation
given by the representing matrix
A =
[
1 0 0 1 0
0 1 0 1 0︸︷︷︸
A1
0 0 ︸ ︷︷ ︸
A2
1 1 ︸︷︷︸
A3
1
]
.
Though the discrete polymatroid has a binary represen-
tation, the generalized index coding problem ID(Z,R) con-
structed from it does not have a perfect binary solution.
Suppose there exists a scalar perfect linear solution over F2.
From Theorem 2, a scalar perfect linear solution exists only if
D is representable over F2. Every scalar perfect linear solution
for ID(Z,R) can be written as f(Z) = [y11 y
2
1 y
1
2 y
2
2 y
1
3 ]A+
[x1 x2 x3]G where A is a 5 × 5 matrix over F2 and G is a
3 × 5 matrix over F2. The matrix A needs to be full rank to
ensure that the receivers belonging to R3 are satisfied which
allows us to assume A to be identity matrix. It can be shown by
checking all possible solutions that there does not exist a 3×5
matrix G over F2 which solves the generalized index coding
problem. We provide an alternate proof here. Let Gi denote
the ith column of G. The first three columns of the matrix G
can be assumed to be the columns of 3 × 3 identity matrix.
The column G5 has to be [1 1 1]
T . The column G5 cannot
be [1 0 0]T , [0 1 0]T and [1 1 0]T , since dim(V1 + V3) = 3.
If G5 = [0 1 1]
T , the receivers (xi, {y21, y
1
2 , y
1
3}), i ∈ ⌈3⌋
fails to decode the demands. Similarly if G5 = [0 1 1]
T
receivers (xi, {y11, y
1
2 , y
1
3}), i ∈ ⌈3⌋ fails and if G5 = [1 0 1]
T
the receivers (xi, {y11 , y
1
2 , y
1
3}), i ∈ ⌈3⌋ fails to decode the
demands. From the restrictions dim(V2 + V3) = 2 and
dim(V2) = 2, the column vector G4 has only two possibilities
[1 1 0]T and [1 1 1]T . If G4 is equal to [1 1 0]
T then receivers
(xi, {y11 , y
2
1 , y
2
2}) fails and if G4 = [1 1 1]
T then receivers
(xi, {y11 .y
2
2 , y
1
3}) fails to decode the demands. This shows that
there does not exist a perfect scalar linear solution over F2 for
ID(Z,R).
VI. MATROIDS AND GENERALIZED INDEX CODING
PROBLEM
In this section we construct a generalized index coding
problem from a matroid. The construction explained in Section
V is more general than this since discrete polymatroids can
be viewed as a generalization of matroids. However for the
generalized index coding problem constructed from matroids,
there is an if and only if relationship between the constructed
index coding problem and the represent ability of the matroids
as shown in Theorem 3. The index code constructed from the
matroid is similar to the construction provided in [9]. Receivers
belonging to the set R2, which are constructed from the circuits
of matroid are different as explained below.
Definition 8: Given a matroid M(Y, r) of rank k over
ground set Y = {y1, . . . , ym}, we define a corresponding
index coding with coded side information problem IM(Z,R)
as follows:
1) Z = Y ∪X , where X = {x1, . . . , xk},
2) R = R1 ∪R2 ∪R3 where
a) R1 = {(xi, B);B ∈ B(M), i = 1, . . . , k}
b) R2 = {(y,
∑
yj∈C\{y}
yj);C ∈ C(M), y ∈ C}
c) R3 = {(yi, X); i = 1, . . . ,m}
Theorem 3: Consider a matroid M(Y, r) on the ground
set Y = {y1, . . . , ym}, and IM(Z,R) be the corresponding
generalized index coding problem constructed from it. Then,
the matroidM has a linear representation over F2 if and only
if there exists a perfect scalar linear index code for IM(Z,R)
over F2.
Proof: Let ξ = (x1, . . . , xk) ∈ Fk2 , and χ =
(y1, . . . , ym, x1, . . . , xk) ∈ F
(m+k)
2 .
We first assume that the matroid M is representable and
show the existence of a perfect scalar linear index code for
the index coding problem IM(Z,R). Let M be the matrix
representing the matroid M. Since the matroid M is of rank
k, matrix M is a k ×m matrix.
Consider the following linear map f(χ) =
(f1(χ), . . . , fm(χ)) where
fi(χ) = yi + ξMi ∈ F2, i = 1, . . . ,m.
Note that f is a map from Fm+k2 to F
m
2 . We show that f is a
perfect scalar linear index code for IM(Z,R). To show this
we show that all the receivers are able to satisfy their demands
using their Has-sets and the transmitted messages.
• Receiver R1 : Consider a basis B = {yi1 , . . . , yik} ∈
B(M), and let ρi = (xi, B) ∈ R1, i = 1, . . . , k. We
have fij (χ) = yij +ξMij , j = 1, 2, . . . , k. Combining
these equations we obtain
[fi1(χ) fi2(χ) . . . fik(χ)] =[yi1 yi2 . . . yik ]+
ξ[Mi1Mi2 . . .Mik ].
Since {yi1 , . . . , yik} ∈ B(M) the matrix formed by
concatenation of Mi1 ,Mi2 , . . . ,Mik is invertible. Let
B = [Mi1 Mi2 . . . Mik ]. The receivers can obtain ξ
using the relation that
ξ = [fi1(χ)− yi1 fi2(χ)− yi2 . . . fik(χ)− yik ]B
−1.
• Receiver R2 : Let C = {yi1 , . . . , yic} ∈ C(M) and
ρ = (yi1 ,
∑
yj∈C\{yi1}
yj) ∈ R2. Let C′ = C \ yi1 . We
have fij (χ) = yij + ξMij , j = 1, 2, . . . , c. From this
we can establish the relation
fi2(χ) + . . .+ fic(χ) =yi2 + . . .+ yic+
ξ(Mi2 + . . .+Mic).
Since the matroid is representable over a binary field
we have Mi1 = Mi2 +Mi3 + . . .+Mic . Receiver can
decode its demanded message yi1 using the relation
yi1 = (fi1(χ) + fi2(χ) + . . .+ fic(χ))+
(yi2 + . . .+ yic).
In a similar way all receivers belonging to R2 can
decode their demanded messages.
• Receiver R3 : For all ρ = (yi, X) ∈ R3, receivers
can obtain its demanded message using the relation
yi = fi(χ)− ξMi.
The index code is clearly linear and also µ(IM(Z,R)) = m.
Hence the code defined by the map f is a perfect linear index
code.
Now, suppose that there exists a perfect scalar linear index
code for IM(Z,R). We have to show that this will induce a
linear representation of the matroid M over F2.
Let g : (F2)
m+k −→ (F2)m be a perfect scalar linear index
code for IM(Z,R) over the field F2. The index code g can
be written as
g(χ) = [x1 x2 . . . xk]A+ [y1 y2 . . . ym]B
where A is a k×m matrix and B is a m×m matrix over F2.
Since all the receivers belonging R3 are satisfied by the
index code the matrix B is invertible. Consider the function
f : (F2)
m+k −→ (F2)m, given by f(χ) = g(χ)B−1, ∀χ ∈
(F2)
m+k. Note that f is a valid index code for IM(Z,R).
The function f can be written as
f(χ) = [y1 y2 . . . ym] + [x1x2 . . . xk]C,
where C is a k×m matrix over F2. We show that the matrix C
represents the matroidM. We need to show that rank(CX) =
r(X) for all X ⊆ ⌈m⌋. It suffices to show for all subsets
which forms the bases and circuits of matroid M.
Let B ∈ B(M) a basis. Then the receivers (xj , B), j =
1, . . . , k, belonging to R1 will be able to decode their re-
quired messages if and only if CB is invertible. Therefore,
rank(CB) = k = r(B).
Consider a circuit S ∈ C(M). Consider a receiver ρ ∈ R2
which demands a message corresponding to an element in
circuit and possess the sum of messages corresponding to
the remaining elements in circuit. Let the receiver ρ =
(yi1 ,
∑
yj∈S\{yi1}
yj) ∈ R2. The existence of the binary lin-
ear decoding function for the receiver implies that Ci1 =∑
i∈S\{yi1}
Ci. Consider the set S
′ = S \ yi1 . The set S
′ is
an independent set of matroid M since S is a circuit. The
set S′ can be extended to a basis from which it follows that
rank(CS′) = |S′|. We also have rank(CS) = rank(CS′) from
which we obtain that rank(CS) = |S| − 1 = r(S). Since the
circuit and the demanded element of the circuit was chosen
arbitrarily it completes the proof.
Theorem 3 shows the existence of a relationship between
binary representability of matroids and the solution to certain
index coding problems. We use this to show that not every
generalized index coding problem has a binary solution in
Example 6. Other examples are also provided which illustrates
the theorem.
Example 5: The uniform matroid U2,3 is defined on a
ground set Y = {y1, y2, y3} of three elements, such that
∀I ⊆ Y and |I| ≤ 2, r(I) = |I|, and r(Y ) = 2. Consider
a binary linear representation of U2,3 :
M =
[
1 0 1
0 1 1
]
.
The index coding with coded side information problem cor-
responding to this matroid has the source messages set χ =
{y1, y2, y3, x1, x2}, where each message belongs to the finite
field F2. There are three sets of receivers and they are given
below.
• Receivers in R1 : {x1, {y1, y2}}, {x2, {y1, y2}},
{x1, {y1, y3}}, {x2, {y1, y3}}, {x1, {y2, y3}},
{x2, {y2, y3}}.
• Receivers in R2 : {y1, {y2 + y3}}, {y1, {y2 +
y3}},{y1, {y2 + y3}}
• Receivers in R3 : {y1, {x1, x2}},
{y2, {x1, x2}},{y3, {x1, x2}}
The perfect linear index coding solution for the index coding
problem is given by the map f : F52 → F
3
2 given by
f(χ) = [y1 y2 y3] + [x1 x2]M
. The index code is as follows.
• c1 = y1 + x1
• c2 = y2 + x2
• c3 = y3 + x1 + x2
It can be verified that all the receivers are able to decode
its demands using the transmissions and the Has-sets available
to it. Decoding procedure at receivers is given in Tables I, II
and III.
TABLE I. DECODING PROCEDURES FOR RECEIVERS IN R1 OF
EXAMPLE 5.
Receivers in R1 Decoding Procedure
{x1, {y1, y2}} c1 + y1
{x2, {y1, y2}} c2 + y2
{x1, {y1, y3}} c1 + y1
{x2, {y1, y3}} c3 + c1 + y3 + y1
{x1, {y2, y3}} c3 + c2 + y3 + y2
{x2, {y2, y3}} c2 + y2
Example 6: Consider the following index coding problem
with coded side information I(Z,R):
TABLE II. DECODING PROCEDURES FOR RECEIVERS IN R2 OF
EXAMPLE 5.
Receivers in R2 Decoding Procedure
{y1, {y2 + y3}} y2 + y3 + c1 + c2 + c3
{y2, {y1 + y3}} y1 + y3 + c1 + c2 + c3
{y3, {y1 + y2}} y1 + y2 + c1 + c2 + c3
TABLE III. DECODING PROCEDURES FOR RECEIVERS IN R3 OF
EXAMPLE 5.
Receivers in R3 Decoding Procedure
{y1, {x1, x2}} x1 + c1
{y2, {x1, x2}} x2 + c2
{y3, {x1, x2}} x1 + x1 + c3
The set of messages Z = {y1, y2, y3, y4, x1, x2}.
The set of receivers are given below.
• Receivers in R1 :
{(xi, {y1, y2}), i ∈ ⌈2⌋}, {(xi, {y1, y3}), i ∈ ⌈2⌋},
{(xi, {y1, y4}), i ∈ ⌈2⌋}, {(xi, {y2, y3}), i ∈ ⌈2⌋},
{(xi, {y2, y4}), i ∈ ⌈2⌋}, {(xi, {y3, y4}), i ∈ ⌈2⌋}.
• Receivers in R2 : {y1, {y2 + y3}}, {y2, {y1 +
y3}},{y3, {y1 + y3}},{y1, {y2 + y4}},{y2, {y1 +
y4}}, {y4, {y1 + y2}},{y1, {y3 + y4}},{y3, {y1 +
y4}},{y4, {y1+ y3}},{y2, {y3+ y4}},{y3, {y2+ y4}}
and {y4, {y2 + y3}}
• Receivers in R3 : {(yi, {x1, x2, x3, x4), i ∈ ⌈4⌋}}.
The above index coding problem is constructed from the
uniform matroid U2,4. The uniform matroid is defined on a
ground set Y = {y1, y2, y3, y4} such that ∀I ⊆ Y and |I| ≤
2, r(I) = |I|, and r(Y ) = 2. The matroid U2,4 does not have
a binary representation. The matroid has a representation over
ternary field GF (3) :
V1 =
[
1
0
]
, V2 =
[
0
1
]
, V3 =
[
1
1
]
, V4 =
[
1
2
]
.
It can be verified that the above generalized index coding
problem does not have a perfect scalar binary linear solution
as implied by Theorem 3. Since the matroid does not have a
linear representation over binary the generalized index coding
problem constructed from it does not have a scalar perfect
linear solution.
Example 7: Consider the generator matrix
G =
1 0 0 0 0 1 10 1 0 0 1 0 10 0 1 0 1 1 0
0 0 0 1 1 1 1
 of a [7, 4, 3] Hamming
code. The vector matroid of G is a matroid having a ground
set Y = {y1, y2, . . . , y7}. Rank of the matroid M(G) is
four. Consider the index coding with coded side information
problem IM(G)(Z,R) corresponding to the matroid M(G).
The set of messages possessed by the source is the set
Z = {y1, y2, y3, y4, y5, y6, y7} ∪ {x1, x2, x3, x4}.
There are twenty eight bases to the above matroid. Each
basis gives rise to four receivers in the corresponding
index coding problem. The circuits of the matroid
are {y1, y2, y4, y7}, {y1, y2, y5, y6}, {y1, y3, y4, y6},
{y1, y3, y5, y7}, {y2, y3, y4, y5}, {y2, y3, y6, y7} and
{y4, y5, y6, y7}. Each of these circuits give rise to four
receivers in the corresponding index coding problem. There
are seven more receivers belonging to set of receivers
R3 = {(yi, {x1, x2, x3, x4}); i = 1, . . . , 7}. The matroid has
a scalar linear representation and the corresponding index
coding problem obtained from the matroid has a perfect linear
solution. The length of the perfect linear index code is seven
and the perfect linear index code is given by the matrix
[
I
G
]
.
The index code is as follows.
• c1 = y1 + x1
• c2 = y2 + x2
• c3 = y3 + x3
• c4 = y4 + x4
• c5 = y5 + x2 + x3 + x4
• c6 = y6 + x1 + x3 + x4
• c7 = y7 + x1 + x2 + x4
Details of all the receivers and the decoding procedure are
given in Table IV, V and VI. From the tables it is clear that
the above index code is a perfect scalar linear code.
VII. CONCLUSION
In this work we establish few connections between gen-
eralized index coding and discrete polymatroids. It is shown
that the existence of a linear solution for a generalized index
coding problem is connected to the existence of a representable
discrete polymatroid satisfying certain conditions determined
by the generalized index coding problem. From a discrete
polymatroid a corresponding generalized index coding problem
is constructed and it was shown that a representation to the
discrete polymatroid exists if a perfect vector linear solution
exists for the generalized index coding problem. An example
is provided in the paper to illustrate that the converse of the
above result is not true. When a similar generalized index
coding problem is constructed from the matroids we show that
a binary representation to the matroid exists if and only if the
constructed index coding problem has a binary scalar linear
solution. The connection is helpful in determining whether
the index coding problem has a perfect binary scalar linear
solution.
The results of this paper could be extended in the fol-
lowing directions. The construction explained in Section V is
general and can be applied to any discrete polymatroid. A
generalized index coding problem can be constructed from a
non representable discrete polymatroid and further connections
could be explored. Also for the constructed index coding
problem, certain receivers (belonging to the set R2) possesses
the sum of certain elements as its Has-set. The elements of
the Has-set can be made into any other linear combinations
and further study could be done. Similar extensions can be
considered to Theorem 3. Connections between the matroids
representable over non binary field and the generalized index
coding problems constructed out of those matroids could also
be explored.
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TABLE IV. DECODING PROCEDURE FOR RECEIVERS IN R1 OF EXAMPLE 7.
Receivers Decoding Procedure Receivers Decoding Procedure
{(xi, {y1, y2, y3, y4}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y2, y3, y5}), i ∈ ⌈4⌋}
c1 + y1
c2 + y2 c2 + y2
c3 + y3 c3 + y3
c4 + y4 c5 + c2 + c3 + y2 + y3 + y5
{(xi, {y1, y2, y3, y6}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y2, y3, y7}), i ∈ ⌈4⌋}
c1 + y1
c2 + y2 c2 + y2
c3 + y3 c3 + y3
c6 + c1 + c3 + y6 + y1 + y3 c7 + c1 + c2 + y7 + y1 + y2
{(xi, {y1, y2, y4, y5}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y2, y4, y6}), i ∈ ⌈4⌋}
c1 + y1
c2 + y2 c2 + y2
c5 + c2 + c4 + y5 + y2 + y4 c6 + y6 + c1 + y1 + c4 + y4
c4 + y4 c4 + y4
{(xi, {y1, y2, y5, y7}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y2, y6, y7}), i ∈ ⌈4⌋}
c1 + y1
c2 + y2 c2 + y2
c5 + y5 + c7 + y7 + c1 + y1 c6 + y6 + c7 + y7 + c2 + y2
c7 + y7 + c1 + y1 + c2 + y2 c7 + y7 + c1 + y1 + c2 + y2
{(xi, {y1, y3, y4, y5}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y3, y4, y7}), i ∈ ⌈4⌋}
c1 + y1
c5 + y5 + c3 + y3 + c4 + y4 c7 + y7 + c1 + y1 + c4 + y4
c3 + y3 c3 + y3
c4 + y4 c4 + y4
{(xi, {y1, y3, y5, y6}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y3, y6, y7}), i ∈ ⌈4⌋}
c1 + y1
c5 + y5 + c6 + y6 + c1 + y1 c7 + y7 + c6 + y6 + c3 + y3
c3 + y3 c3 + y3
c6 + y6 + c1 + y1 + c3 + y3 c6 + y6 + c1 + y1 + c3 + y3
{(xi, {y1, y4, y5, y6}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y4, y5, y7}), i ∈ ⌈4⌋}
c1 + y1
c5 + y5 + c6 + y6 + c1 + y1 c7 + y7 + c1 + y1 + c4 + y4
c6 + y6 + c1 + y1 + c4 + y4 c7 + y7 + c5 + y5 + c1 + y1
c4 + y4 c4 + y4
{(xi, {y1, y4, y6, y7}), i ∈ ⌈4⌋}
c1 + y1
{(xi, {y1, y5, y6, y7}), i ∈ ⌈4⌋}
c1 + y1
c7 + y7 + c4 + y4 + c1 + y1 c6 + y6 + c5 + y5 + c1 + y1
c6 + y6 + c1 + y1 + c4 + y4 c7 + y7 + c5 + y5 + c1 + y1
c4 + y4 c7 + y7 + c6 + y6 + c5 + y5
{(xi, {y2, y3, y4, y6}), i ∈ ⌈4⌋}
c6 + y6 + c3 + y3 + c4 + y4
{(xi, {y2, y3, y4, y7}), i ∈ ⌈4⌋}
c7 + y7 + c2 + y2 + c4 + y2
c2 + y2 c2 + y2
c3 + y3 c3 + y3
c4 + y4 c4 + y4
{(xi, {y2, y3, y5, y6}), i ∈ ⌈4⌋}
c6 + y6 + c5 + y5 + c2 + y2
{(xi, {y2, y3, y5, y7}), i ∈ ⌈4⌋}
c7 + y7 + c5 + y5 + c3 + y3
c2 + y2 c2 + y2
c3 + y3 c3 + y3
c5 + y5 + c3 + y3 + c2 + y2 c5 + y5 + c3 + y3 + c2 + y2
{(xi, {y2, y4, y5, y6}), i ∈ ⌈4⌋}
c6 + y6 + c5 + y5 + c2 + y2
{(xi, {y2, y4, y5, y7}), i ∈ ⌈4⌋}
c7 + y7 + c4 + y4 + c2 + y2
c2 + y2 c2 + y2
c5 + y5 + c4 + y4 + c2 + y2 c5 + y5 + c4 + y4 + c2 + y2
c4 + y4 c4 + y4
{(xi, {y2, y4, y6, y7}), i ∈ ⌈4⌋}
c7 + y7 + c4 + y4 + c2 + y2
{(xi, {y2, y5, y6, y7}), i ∈ ⌈4⌋}
c6 + y6 + c5 + y5 + c2 + y2
c2 + y2 c2 + y2
c7 + y7 + c6 + y6 + c2 + y2 c7 + y7 + c6 + y6 + c2 + y2
c4 + y4 c7 + y7 + c6 + y6 + c5 + y5
{(xi, {y3, y4, y5, y6}), i ∈ ⌈4⌋}
c6 + y6 + c4 + y4 + c3 + y3
{(xi, {y3, y4, y5, y7}), i ∈ ⌈4⌋}
c7 + y7 + c5 + y5 + c3 + y3
c5 + y5 + c4 + y4 + c3 + y3 c5 + y5 + c4 + y4 + c3 + y3
c3 + y3 c3 + y3
c4 + y4 c4 + y4
{(xi, {y3, y4, y6, y7}), i ∈ ⌈4⌋}
c6 + y6 + c4 + y4 + c3 + y3
{(xi, {y3, y5, y6, y7}), i ∈ ⌈4⌋}
c7 + y7 + c5 + y5 + c3 + y3
c7 + y7 + c6 + y6 + c3 + y3 c7 + y7 + c6 + y6 + c3 + y3
c3 + y3 c3 + y3
c4 + y4 c7 + y7 + c6 + y6 + c5 + y5
TABLE V. DECODING PROCEDURE FOR RECEIVERS IN R2 OF EXAMPLE 7.
Circuits Receivers Decoding Process
{y1, y2, y4, y7}
{(y1, {y2 + y4 + y7}) y7 + y4 + y2 + c7 + c4 + c2 + c1
{(y2, {y1 + y4 + y7}) y7 + y4 + y1 + c7 + c4 + c1 + c2
{(y4, {y1 + y2 + y7}) y1 + y2 + y7 + c7 + c4 + c2 + c1
{(y7, {y1 + y2 + y4}) y1 + y2 + y4 + c7 + c4 + c2 + c1
{y1, y2, y5, y6}
{(y1, {y2 + y5 + y6}) y2 + y5 + y6 + c6 + c5 + c2 + c1
{(y2, {y1 + y5 + y6}) y1 + y5 + y6 + c6 + c5 + c2 + c1
{(y5, {y1 + y2 + y6}) y1 + y2 + y6 + c6 + c5 + c2 + c1
{(y6, {y1 + y2 + y5}) y1 + y2 + y5 + c6 + c5 + c2 + c1
{y1, y3, y4, y6}
{(y1, {y3 + y4 + y6}) y3 + y4 + y6 + c6 + c4 + c3 + c1
{(y3, {y1 + y4 + y6}) y1 + y4 + y6 + c6 + c4 + c3 + c1
{(y4, {y1 + y3 + y6}) y1 + y3 + y6 + c6 + c4 + c3 + c1
{(y6, {y1 + y3 + y4}) y1 + y3 + y4 + c6 + c4 + c3 + c1
{y1, y3, y5, y7}
{(y1, {y3 + y5 + y7}) y3 + y5 + y7 + c7 + c5 + c3 + c1
{(y3, {y1 + y5 + y7}) y1 + y5 + y7 + c7 + c5 + c3 + c1
{(y5, {y1 + y3 + y7}) y3 + y3 + y7 + c7 + c5 + c3 + c1
{(y7, {y1 + y3 + y5}) y1 + y3 + y5 + c7 + c5 + c3 + c1
{y2, y3, y4, y5}
{(y2, {y3 + y4 + y5}) y3 + y4 + y5 + c5 + c4 + c3 + c2
{(y3, {y2 + y4 + y5}) y2 + y4 + y5 + c5 + c4 + c3 + c2
{(y4, {y2 + y3 + y5}) y2 + y3 + y5 + c5 + c4 + c3 + c2
{(y5, {y2 + y3 + y4}) y2 + y3 + y4 + c5 + c4 + c3 + c2
{y2, y3, y6, y7}
{(y2, {y3 + y6 + y7}) y2 + y6 + y7 + c7 + c6 + c3 + c2
{(y3, {y2 + y6 + y7}) y2 + y4 + y5 + c5 + c4 + c3 + c2
{(y6, {y2 + y3 + y7}) y2 + y3 + y5 + c5 + c4 + c3 + c2
{(y7, {y2 + y3 + y6}) y2 + y3 + y4 + c5 + c4 + c3 + c2
{y4, y5, y6, y7}
{(y4, {y5 + y6 + y7}) y5 + y6 + y7 + c7 + c6 + c5 + c4
{(y5, {y4 + y6 + y7}) y4 + y6 + y7 + c7 + c6 + c5 + c4
{(y6, {y4 + y5 + y7}) y4 + y5 + y7 + c7 + c6 + c5 + c4
{(y7, {y4 + y5 + y6}) y4 + y5 + y6 + c7 + c6 + c5 + c4
TABLE VI. DECODING PROCEDURE FOR RECEIVERS IN R3 OF
EXAMPLE 7.
Receivers in R3 Decoding Procedure
{(yi, {x1, x2, x3, x4})i ∈ ⌈7⌋}
y1 = x1 + c1
y2 = x2 + c2
y3 = x3 + c3
y4 = x4 + c4
y5 = x2 + x3 + x4 + c5
y6 = x1 + x3 + x4 + c6
y7 = x1 + x2 + x4 + c7
