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GLOBAL EXISTENCE OF WEAK SOLUTIONS TO THE
THREE-DIMENSIONAL PRANDTL EQUATIONS WITH A
SPECIAL STRUCTURE
C.-J. LIU, Y.-G. WANG, AND T. YANG
Abstract. The global existence of weak solutions to the three space dimen-
sional Prandtl equations is studied under some constraint on its structure.
This is a continuation of our recent study on the local existence of classical
solutions with the same structure condition. It reveals the sufficiency of the
monotonicity condition on one component of the tangential velocity field and
the favorable condition on pressure in the same direction that leads to global
existence of weak solutions. This generalizes the result obtained by Xin-Zhang
on the two-dimensional Prandtl equations to the three-dimensional setting.
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1. Introduction
Consider the initial boundary value problem for the Prandtl boundary layer
equations in three space variables,
(1.1)

∂tu+ (u∂x + v∂y + w∂z)u+ ∂xp = ∂
2
zu, in Q,
∂tv + (u∂x + v∂y + w∂z)v + ∂yp = ∂
2
zv, in Q,
∂xu+ ∂yv + ∂zw = 0, in Q,
(u, v, w)|z=0 = 0, lim
z→+∞
(u, v) = (U(t, x, y), V (t, x, y)),
(u, v)|t=0 =
(
u0(x, y, z), v0(x, y, z)
)
,
where Q = {t > 0, (x, y) ∈ D, z > 0} with a fixed D ⊂ R2, (U(t, x, y), V (t, x, y))
and p(t, x, y) are the traces of the tangential velocity field and the pressure of the
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Euler flow on the boundary {z = 0}. Note that the traces satisfy
(1.2)
{
∂tU + U∂xU + V ∂yU + ∂xp = 0,
∂tV + U∂xV + V ∂yV + ∂yp = 0.
Despite of its importance in physics, there are very few mathematical results
on the Prandtl equations in three space variables. In fact, except the recent work
[5] about the classical solution with special structure and those in the analytic
framework [12, 3], most of the mathemtical studies on this foundamental system
in boundary layer theory are limited to the problem in two space dimensions, cf.
[1, 4, 7, 9, 10, 13, 14] and the references therein.
Recently in [5], we obtain the local well-posedness of classical solutions to the
problem (1.1) under some constraint on the structure of the solution, in order to
avoid the appearance of secondary flow ([8]) in boundary layers. Precisely, assuming
that for the Euler flow given in (1.2), U(t, x, y) > 0, in the class of boundary layers
that the direction of tangential velocity field is invariant in the normal variable z,
and the x−component of velocity u(t, x, y, z) is strictly increasing in z, ∂zu > 0, in
[5] we have constructed a classical solution to the problem (1.1), and it is linearly
stable with respect to any three dimensional perturbation. In the class of this
special structure, the solution of (1.1) takes the form:
(1.3) (u(t, x, y, z), k(x, y)u(t, x, y, z), w(t, x, y, z)) ,
where the function k(x, y) satisfies the following condition (H):
(H1) the function k depending only on (x, y) satisfies the inviscid Burgers equa-
tion in D,
(1.4) kx + kky = 0;
(H2) the outer Euler flow
(U(t, x, y), k(x, y)U(t, x, y), 0, p(t, x, y))
with U(t, x, y) > 0, satisfies that from the system (1.2),{
∂tU + U∂xU + kU∂yU + ∂xp = 0,
∂yp− k∂xp = 0.
Moreover, the authors recently observed in [6] that for the shear flow (us(t, z), vs(t, z), 0)
of the three-dimensional Prandtl equations, the special solution structure (1.3) is
the only stable case.
Under the above assumption (1.3) of special solution structure, the original prob-
lem (1.1) of three dimensional Prandtl equations is reduced to the following one for
two unknown functions (u,w):
(1.5)

∂tu+ (u∂x + ku∂y + w∂z)u− ∂2zu = −∂xp, in Q,
∂xu+ ∂y(ku) + ∂zw = 0, in Q,
u|z=0 = w|z=0 = 0, lim
z→+∞
u = U(t, x, y),
u|∂Q− = u1(t, x, y, z), u|t=0 = u0(x, y, z),
where ∂Q− = (0,∞)× γ− × R+, with
γ− = {(x, y) ∈ ∂D| (1, k(x, y)) · ~n(x, y) < 0},
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and ~n(x, y) is the unit outward normal vector of D at (x, y) ∈ ∂D.
For this reduced problem under the assumption that
(1.6) ∂zu0 > 0, ∂zu1 > 0, for z ≥ 0,
in the class of ∂zu > 0, we apply the method developed by Oleinik [10] for two
dimensional Prandtl equations. Precisely, by the Crocco transformation,
ξ = x, η = y, ζ =
u(t, x, y, z)
U(t, x, y)
, W (t, ξ, η, ζ) =
∂zu(t, x, y, z)
U(t, x, y)
,
the problem (1.5) becomes the following initial boundary value problem,
(1.7)
L(W ) , ∂tW + ζU(∂ξ + k∂η)W +A∂ζW +BW −W 2∂2ζW = 0, in ΩT ,
W |ζ=1 = 0, W∂ζW |ζ=0 = pxU ,
W |Γ− = W1(t, ξ, η, ζ) , ∂zu1U ,
W |t=0 = W0(ξ, η, ζ) , ∂zu0U ,
where
ΩT = {(t, ξ, η, ζ)| 0 < t < T, (ξ, η) ∈ D, 0 ≤ ζ < 1},
Γ− = {(t, ξ, η, ζ)| 0 < t < T, (ξ, η) ∈ γ−, 0 ≤ ζ < 1},
and
(1.8) A = −ζ(1− ζ)Ut
U
− (1 − ζ2)px
U
, B =
Ut
U
+ ζ(Ux + kUy)− ∂yk · ζU.
For the problem (1.7) of the degenerate parabolic equation, we established local
existence of classical solutions in [5].
As a continuation of the paper [5], the purpose of this paper is to prove the
global in time existence of a weak solution to the problem (1.7) for data satisfying
(1.6) and the favourable pressure condition:
(1.9) pξ(t, ξ, η) ≤ 0, for t > 0, (ξ, η) ∈ D.
For this, we will adopt the approach introduced by Xin-Zhang in [14] for the the
two-dimensional Prandtl equations to the three-dimensional setting. As observed
in [11], the main motivation of introducing the favourate condition on pressure is
to avoid the separation of boundary layers.
For completeness, the definition of weak solutions to (1.7) is given as follows.
Definition 1.1. A function W (t, ξ, η, ζ) ∈ L∞
(
0, T ;BV (Ω)
)
for some T > 0 is
called a weak solution of the problem (1.7) in t < T, if the following conditions hold:
(i) There exists a positive constant C such that
C−1(1− ζ) ≤ W (t, ξ, η, ζ) ≤ C(1 − ζ), ∀(t, ξ, η, ζ) ∈ ΩT .
(ii) W satisfies the first equation and the initial boundary conditions of (1.7) in
the weak sense:∫ T
0
∫
Ω
{ 1
W
[
ψt + ζ(Uψ)ξ + ζ(Ukψ)η + (Aψ)ζ −Bψ
]
−Wψζζ
}
dξdηdζdt
=
∫
Ω
1
W0
ψ|t=0dξdηdζ −
∫ T
0
∫
D
px
U
· ψ
W
|ζ=0dξdηdt+
∫ T
0
∫
γ−
∫ 1
0
ζUψ
W1
· kndζdldt,
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for any test function ψ(τ, ξ, η, ζ) ∈ C∞(ΩT ) satisfying
ψ = 0, at t = T or (ξ, η) ∈ γ+; ψζ = 0 at ζ = 0.
Here,
γ+ = {(x, y) ∈ ∂D| (1, k(x, y)) · ~n(x, y) > 0},
and the function kn = (1, k) · ~n with ~n being the unit outward normal vector of γ−.
The main result of this paper can be stated as follows.
Theorem 1.1. For the problem (1.7), and any T > 0, assume that k ∈ C2(D),
U ∈ C2((0, T ) × D), px ∈ C1((0, T ) × D) satisfy (1.9), and the initial boundary
data W0 ∈ C1(Ω),W1 ∈ C3(Γ−) satisfy
(1.10) C−10 (1− ζ) ≤W0,W1 ≤ C0(1− ζ),
for a positive constant C0. Then, there exists a weak solution W (t, ξ, η, ζ) ∈
L∞
(
0, T ;BV (Ω)
)
to the problem (1.7) in the sense of Definition 1.1.
2. The proof of the main result
Following the approach introduced in [14], a viscous splitting method is used
to construct a sequence of approximate solutions to the problem (1.7). Precisely,
divide the time interval [0, T ] into n equal sub-intervals:
0 = t0 < t1 < · · · < tn−1 < tn = T, ti+1 − ti = T
n
, for 0 ≤ i ≤ n− 1.
First, in the time step [0, t1] or [ti, ti+1] for an even i, we construct the approximate
solution by solving the following initial boundary value problem for a porous media-
type equation:
(2.1)

1
2∂tW −W 2∂2ζW +A∂ζW + bW = 0, in (0, t1]× Ω or (ti, ti+1]× Ω,
W |t=0 = W0, or W |t=ti = W (ti, ξ, η, ζ) (given in the previous step),
W |ζ=1 = 0, WWζ |ζ=0 = pxU ;
and in the time step [ti, ti+1] for an odd i, we construct the approximate solution
by solving the following problem for a transport equation:
(2.2)

1
2∂tW + ζU(∂ξ + k∂η)W + (B − b)W = 0, in (ti, ti+1]× Ω,
W |t=ti =W (ti, ξ, η, ζ) (given in the previous step),
W |Γ− = W1.
Here, the coefficient function b in (2.1) will be chosen later to satisfy the boundary
condition W |Γ− = W1 for the solution of (2.1). What is needed is to prove that
the function W constructed in the time interval [0, T ] is uniformly bounded in n
and has a uniform total variation with respect to the spatial variables ξ, η and ζ.
This implies that as n → ∞, the limit function of the approximate solutions W
constructed in (2.1)-(2.2) is a weak solution to the problem (1.7). The proof is
divided into the following subsections.
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2.1. Porous medium-type equation. In this subsection, consider the following
problem for a porous medium-type equation
(2.3)

∂tW −W 2∂2ζW +A∂ζW + bW = 0, for 0 < t < T, (ξ, η, ζ) ∈ Ω,
W |t=0 =W0(ξ, η, ζ),
W∂ζW |ζ=0 = pxU ≤ 0, W |ζ=1 = 0.
In order to match the boundary conditionW |Γ− = W1, by observing thatW1 > 0
for 0 ≤ ζ < 1 and
W1 = O(1− ζ), as ζ → 1,
we set
(2.4) b(t, ξ, η, ζ) = −f(ξ, η)
W1
(
∂tW1 − (W1)2∂2ζW1 +A|Γ− · ∂ζW1
)
,
where f(ξ, η) is a non-negative smooth function defined on the closure of the domain
D satisfying f(ξ, η)|γ− = 1. By the formulations in (1.8):
A = −(1− ζ)
[
ζ
Ut
U
+ (1 + ζ)
px
U
]
,
and the assumption given in Theorem 1.1, there exists a positive constant M0
depending on the parameters of (1.7), such that for the function b(t, ξ, η, ζ) given
in (2.4),
(2.5) ‖b(t, ξ, η, ζ)‖W 1,∞(ΩT ) ≤M0.
The problem (2.3) can be viewed as a one space dimensional problem by regarding
variables ξ and η as parameters.
Note that the equation in (2.3) is degenerate on the boundary {ζ = 1}. As [14],
consider the following uniformly approximated parabolic problem:
(2.6)

∂tWǫ − (W 2ǫ + ǫ)∂2ζWǫ + A∂ζWǫ + bWǫ = 0, for t > 0, (ξ, η, ζ) ∈ Ω,
Wǫ|t=0 =W0 > 0,
Wǫ∂ζWǫ|ζ=0 = pxU ≤ 0, Wǫ|ζ=1 = 0,
for a positive constant ǫ > 0. It is known that problem (2.6) has a unique smooth
solution. After getting some uniform bounds ofWǫ with respect to ǫ, we can obtain
a solution to the problem (2.3) by taking ǫ→ 0 in (2.6). In fact, we have
Theorem 2.1. Under the assumption of Theorem 1.1, the problem (2.3) has a
unique solution W ∈ BV (0, T ; Ω) for any fixed T > 0. Moreover, W has the
following properties:
(1) there exists a positive constant β, depending on ‖W0‖L∞ and the L∞-norm of
the parameters of (2.3), such that
(2.7) θ0e
−βtϕ ≤W (t, ξ, η, ζ) ≤ C1eM1t(1− ζ),
where
ϕ = e
pi
2 ζ sin
π
2
(1− ζ), θ0 = min{W0/ϕ},
C1 = max
{
‖ W0
1− ζ ‖L∞,
√
‖px
U
‖L∞
}
, M1 = ‖ A
1− ζ − b‖L∞;
(2.8)
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(2) there exists a positive constant C2, depending on ‖W‖L∞, ‖∂ζW0‖L∞ and the
C1-norm of the parameters of (2.3), such that
(2.9) |Wζ | ≤ C2;
(3) for any t > 0,
(2.10)
∫ 1
0
|Wζ(t, ξ, η, ζ)|dζ ≤
∫ 1
0
|W0,ζ(ξ, η, ζ)|dζ +W (t, ξ, η, 0)−W0(ξ, η, 0),
and ∫ 1
0
|Wξ(t)|
W 2(t)
(1− ζ)2dζ ≤
∫ 1
0
|W0,ξ|
W 20
(1− ζ)2dζ + C3t
(
1 +
∫ 1
0
|W0,ζ |dζ
)
+ C3
∫ t
0
∫ 1
0
|Wξ(s)|
W 2(s)
(1− ζ)2dζds.
(2.11)
Here, the positive constant C3 depends on ‖W‖L∞ and the C1-norm of the pa-
rameters of (2.3). Also, Wη and Wt satisfy similar estimates as (2.11) by simply
replacing the partial derivative with respect to ξ in (2.11) by the partial derivatives
with respect to η and t, respectively.
Proof. To prove the inequality (2.7), we first show W |ζ=0 ≥ 0 by using the fa-
vorable condition on the pressure function. For this, we can assume that px
U
< 0
because we can replace it by px
U
− δ for some constant δ > 0 and then let δ → 0.
Then, we want to show that
(2.12) Wǫ|ζ=0 > 0, ∀ǫ > 0
holds for the problem (2.6). Otherwise, by using the continuity ofWǫ andW0|ζ=0 >
0, there exist ǫ0 > 0 and a point P on {ζ = 0}, such that Wǫ0 |P = 0. That is,
W 2ǫ0 attains its minimum at P , which implies that ∂ζW
2
ǫ0
|P ≥ 0. But from the
boundary condition of (2.6) on ζ = 0, we have
∂ζW
2
ǫ0
|ζ=0 = 2Wǫ0∂ζWǫ0 |ζ=0 = 2
px
U
< 0,
which is a contradiction. Hence, we obtain (2.12), which implies that W |ζ=0 ≥ 0
for the problem (2.3) by letting ǫ→ 0.
Now, combining W |ζ=0 ≥ 0 with the boundary condition WWζ |ζ=0 = pxU ≤ 0,
we obtain Wζ |ζ=0 ≤ 0. The rest of proof for (2.7) is similar to that of Lemma 4.2
in [14] so that we omit the details. Moreover, there is a constant m > 0, such that
(2.13) W |ζ=0 ≥ m, Wǫ|ζ=0 ≥ m, ∀ǫ > 0
hold.
(2) We now turn to the estimate (2.9). Consider the problem (2.6) for Wǫ, and
the corresponding problem for ∂ζWǫ as follows,
(2.14)

Lǫ(∂ζWǫ)− 2Wǫ∂ζWǫ∂2ζWǫ + (Aζ + b)∂ζWǫ = −bζWǫ,
∂ζWǫ|t=0 =W0,ζ ,
Wǫ∂ζWǫ|ζ=0 = pxU , ∂2ζWǫ|ζ=1 = 0,
where the operator
Lǫ = ∂t − (W 2ǫ + ǫ) · ∂2ζ +A · ∂ζ .
Here, note that ∂2ζWǫ|ζ=1 = 0 because Wǫ|ζ=1 = 0 and A|ζ=1 = 0 in the first
equation in (2.6).
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Set V = ∂ζWǫ − αζ with α being a constant to be chosen later. It follows that
Lǫ(V )− 2Wǫ(V + αζ)Vζ + (Aζ + b− 2αWǫ)V
= (2α2ζ − bζ)Wǫ − αA− αζ(Aζ + b) , Y.
(2.15)
From the first step, Y is bounded provided that α is bounded. Let V1 = e
−βtV
with β > 0 being sufficiently large satisfying
β +Aζ + b− 2αWǫ ≥ 1, or β ≥ ‖Aζ + b− 2αWǫ‖L∞ + 1.
From (2.15) and (2.14), we have
(2.16) Lǫ(V1)− 2Wǫ(V + αζ)(V1)ζ + (β +Aζ + b− 2αWǫ)V1 = e−βtY,
with the following initial and boundary conditions
(2.17) V1|t=0 = W0,ζ − αζ, WǫV1|ζ=0 = e−βt px
U
, ∂ζV1|ζ=1 = −αe−βt.
Firstly, note that for an arbitrarily fixed constant α > 0, from (2.17), we have
∂ζV1|ζ=1 < 0. Also, from (2.13) and the relation in (2.17)
WǫV1|ζ=0 = e−βt px
U
≤ 0,
it implies that V1 does not attain its positive maximum on ζ = 1 or ζ = 0. Then, if
V1 attains its positive maximum in the interior of ΩT or when t = T , we have from
(2.16) that
V1 ≤ max{e−βtY } ≤ ‖Y ‖L∞ .
If V1 achieves its positive maximum when t = 0, it follows that
V1 ≤ max
{
W0,ζ − αζ
}
≤ ‖W0,ζ‖L∞ .
Therefore, we conclude that V1 ≤ max
{
‖Y ‖L∞ , ‖W0,ζ‖L∞
}
, which implies that
(2.18) ∂ζWǫ ≤ α+ eβtmax
{
‖Y ‖L∞ , ‖W0,ζ‖L∞
}
.
Secondly, for an arbitrarily fixed constant α < 0, by considering the possible
negative minimal points of V1 on ΩT , similar to the above argument, we have
V1 ≥ −max
{
‖Y ‖L∞ , ‖W0,ζ‖L∞, ‖px
U
1
Wǫ
∣∣∣
ζ=0
‖L∞
}
which implies that
(2.19) ∂ζWǫ ≥ α− eβtmax
{
‖Y ‖L∞ , ‖W0,ζ‖L∞ , ‖px
U
1
Wǫ
∣∣∣
ζ=0
‖L∞
}
.
Hence, combining (2.18) with (2.19) and letting α→ 0 yield that
|∂ζWǫ| ≤ eβtmax
{
‖Y ‖L∞ , ‖W0,ζ‖L∞, ‖px
U
1
Wǫ
∣∣∣
ζ=0
‖L∞
}
,
where β ≥ ‖Aζ + b‖L∞ + 1 and Y = −bζWǫ. Thus, we obtain (2.9) as ǫ→ 0.
(3) The proofs of (2.10) and (2.11) are similar to those given in Lemmas 4.6
and 4.7 of [14], respectively. And the proof for the uniqueness of solution to the
problem (2.3) is similar to that of Theorem 4.1 in [14]. Thus, we omit the detail
for brevity and this completes the proof of the theorem.
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2.2. Transport equation. In this section, we will study the problem of transport
equation (2.2) for t ∈ (ti, ti+1] with i being odd, that is, we consider the problem,
(2.20)

1
2∂tW + ζU(∂ξ + k∂η)W + b1W = 0, in (ti, ti+1]× Ω,
W |t=ti = W (ti, ξ, η, ζ),
W |Γ− = W1,
where the function
(2.21) b1(t, ξ, η, ζ) = (B − b)(t, ξ, η, ζ)
with functions B and b being given in (1.8) and (2.4), respectively.
For any fixed (t, ξ, η, ζ) ∈ (ti, ti+1]×Ω, the characteristics of the equation (2.20)
passing through this point is denoted by:(
s, γ1(s; t, ξ, η, ζ), γ2(s; t, ξ, η, ζ), ζ
)
, s ∈ (ti, ti+1]
with γ1 and γ2 being determined by
(2.22)

γ′1(s; t, ξ, η, ζ) = 2ζ · U
(
s, γ1(s; t, ξ, η, ζ), γ2(s; t, ξ, η, ζ)
)
,
γ′2(s; t, ξ, η, ζ) = 2ζ · (kU)
(
s, γ1(s; t, ξ, η, ζ), γ2(s; t, ξ, η, ζ)
)
,
(γ1, γ2)(t; t, ξ, η, ζ) = (ξ, η).
For simplicity of notations, in the following we will also use abbreviations γ1(s)
and γ2(s) to represent γ1(s; t, ξ, η, ζ) and γ2(s; t, ξ, η, ζ) respectively, when without
confusion.
Combining (2.22) with the property kξ + kkη = 0, we have
d
ds
k
(
γ1(s), γ2(s)
)
= 0,
which implies that
(2.23) k
(
γ1(s), γ2(s)
)
≡ k(ξ, η), ∀s ∈ (ti, ti+1].
Then, from (2.22) and (2.23) it follows
(2.24) γ2(s) = k(ξ, η) · γ1(s) + η − k(ξ, η)ξ,
and γ1(s) is given by
(2.25)
{
γ′1(s) = 2ζ · U
(
s, γ1(s), k(ξ, η) · γ1(s) + η − k(ξ, η)ξ
)
,
γ1(t) = ξ.
Observe that γ′1(s) ≥ 0, and the projection of this characteristic on the (ξ, η)-plane
is a straight line passing through (ξ, η) with slope k(ξ, η). Moreover, the function
k(ξ, η) remains constant along this line.
Note that the solution of the above problem (2.25) exists and is unique when
the function U(t, ξ, η) is Lipschitz in (ξ, η). The solution W of the problem (2.20)
is represented by
W (t, ξ, η, ζ) = W
(
s, γ1(s), γ2(s), ζ
)
exp
{
−
∫ t
s
b1
(
s˜, γ1(s˜), γ2(s˜), ζ
)
ds˜
}
.(2.26)
Denote by
(2.27)
t∗(t, ξ, η, ζ) = inf
{
t˜ ∈ [ti, t] : ∀s ∈ (t˜, t],
(
γ1(s; t, ξ, η, ζ), γ2(s; t, ξ, η, ζ)
)
∈ D
}
.
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Note that if t∗ > ti, then(
γ1(t
∗; t, ξ, η, ζ), γ2(t
∗; t, ξ, η, ζ)
)
∈ ∂D.
Denote by
Q1 =
{
(t, ξ, η, ζ) ∈ (ti, ti+1]× Ω : t∗(t, ξ, η, ζ) = ti
}
,
and
Q2 =
{
(t, ξ, η, ζ) ∈ (ti, ti+1]× Ω : t∗(t, ξ, η, ζ) > ti,
(
γ1(t
∗), γ2(t
∗)
)
∈ γ−
}
,
where γ− is the closure of γ− = {(ξ, η) ∈ ∂D : (1, k(ξ, η)) · ~n(ξ, η) < 0} on the
boundary ∂D.
To study the estimate of the solution to problem (2.20), we first give the following
proposition for the representation of the solution.
Proposition 2.2. For the problem (2.20), we have
(ti, ti+1]× Ω = Q1 ∪Q2,
and at any (t, ξ, η, ζ) ∈ (ti, ti+1]× Ω, the solution of (2.20) can be represented by
W (t, ξ, η, ζ)
=
W
(
ti−1, γ1(ti−1), γ2(ti−1), ζ
)
· exp
{
− ∫ t
ti−1
b1
(
s, γ1(s), γ2(s), ζ
)
ds
}
, in Q1,
W1
(
t∗, γ1(t
∗), γ2(t
∗), ζ
)
· exp
{
− ∫ t
t∗
b1
(
s, γ1(s), γ2(s), ζ
)
ds
}
, in Q2.
(2.28)
Proof. It suffices to show that (ti, ti+1] × Ω = Q1 ∪ Q2, because the formulation
(2.28) follows immediately from (2.26). We divide the proof into the following two
parts.
(1) Firstly, we claim that
(t, ξ, η, 0) ∈ Q1, for all t ∈ (ti, ti+1], (ξ, η) ∈ D.
Indeed, from (2.24) and (2.25) it follows that γ′1(s) = 0, and (γ1(s), γ2(s)) ≡ (ξ, η),
which implies that t∗(t, ξ, η, 0) = ti by using the definition (2.27).
(2) Next, we will prove that if
(t, ξ, η, ζ) ∈ ((ti−1, ti]× Ω) \Q1, ζ > 0,
then (t, ξ, η, ζ) ∈ Q2. Indeed, for such point (t, ξ, η, ζ), there is t∗(t, ξ, η, ζ) > ti
such that
(ξ∗, η∗) ,
(
γ1(t
∗), γ2(t
∗)
)
∈ ∂D.
We then need to show that P = (ξ∗, η∗) ∈ γ−.
From (2.24) and (2.25), we have
(2.29) γ′1(s) > 0, γ1(s) > ξ
∗, ∀s ∈ (t∗, t],
and
(2.30) γ2(s) = k(ξ
∗, η∗)
(
γ1(s)− ξ∗
)
+ η∗, ∀s ∈ (t∗, t].
Without loss of generality, assume that in a neighborhood Pδ of the point P =
(ξ∗, η∗) in the (ξ, η)-plane, the boundary of D is represented by a smooth function
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η = f(ξ), so that η > f(ξ) when (ξ, η) ∈ D ∩ Pδ. Then, the outward normal vector
at the point
(
ξ, f(ξ)
)
is given by
(2.31) ~n
(
ξ, f(ξ)
)
=
1√
1 +
(
f ′(ξ)
)2(f ′(ξ),−1).
By the definition of t∗, we have there exists a ǫ0 > 0 such that
γ2(s) > f(γ1(s)), ∀s ∈ (t∗, t∗ + ǫ0].
From (2.29) and (2.30), we know that there exists a constant ǫ1 > 0 such that
(2.32) k(ξ∗, η∗)(ξ − ξ∗) + η∗ > f(ξ), ∀ξ ∈ (ξ∗, ξ∗ + ǫ1].
If P does not belong to γ−, then there exists a δ1 < δ such that(
1, k(ξ, η)
) · ~n(ξ, η) ≥ 0, ∀(ξ, η) ∈ ∂D ∩ Pδ1
which implies from (2.31) that there exists a ǫ2 > 0, satisfying(
1, k
(
ξ, f(ξ)
)) · (f ′(ξ),−1) ≥ 0, ∀ξ ∈ (ξ∗ − ǫ2, ξ∗ + ǫ2).
This is,
(2.33) f ′(ξ) ≥ k(ξ, f(ξ)), ∀ξ ∈ (ξ∗ − ǫ2, ξ∗ + ǫ2).
For a fixed ξ0 ∈ (ξ∗, ξ∗ + ǫ3) with ǫ3 ≤ min{ǫ1, ǫ2}, consider the function
F (ξ) = f(ξ)− f(ξ0)− k
(
ξ, f(ξ)
)
(ξ − ξ0), ξ ∈ [ξ∗, ξ0].
Since kξ + kkη = 0 from (1.4), it follows that
F ′(ξ) = f ′(ξ)− k(ξ, f(ξ))− [kξ(ξ, f(ξ))+ f ′(ξ)kη(ξ, f(ξ))] · (ξ − ξ0)
= f ′(ξ)− k(ξ, f(ξ))− [− k(ξ, f(ξ))+ f ′(ξ)]kη(ξ, f(ξ)) · (ξ − ξ0)
=
[
f ′(ξ) − k(ξ, f(ξ))] · [1− kη(ξ, f(ξ)) · (ξ − ξ0)],
and then, from (2.33) and the fact that kη is bounded, we have
(2.34) F ′(ξ) ≥ 0, ∀ξ ∈ (ξ∗, ξ0)
provided that ǫ3 is sufficiently small. Therefore, (2.34) implies that
0 = F (ξ0) ≥ F (ξ∗) = η∗ − f(ξ0)− k(ξ∗, η∗)(ξ∗ − ξ0),
which is a contradiction to (2.32) by letting ξ = ξ0 in (2.32). Hence, we have
P ∈ γ−, which implies that (t, ξ, η, ζ) ∈ Q2, and this completes the proof of the
proposition.

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2.3. Proof of Theorem 1.1. Based on the results obtained in the above two
subsections, we will give the proof of Theorem 1.1 in this subsection. Before it, the
following lemmas and propositions are needed.
Lemma 2.3. Let W be the approximate solution constructed by (2.1) and (2.2).
Then
(2.35) |W (t, ξ, η, ζ)| ≤ C˜1eM˜1t(1− ζ),
where
C˜1 = max
{
C1, ‖ W1
1− ζ ‖L∞
}
, M˜1 = max
{
M1, ‖B − b‖L∞
}
with positive constants C1 and M1 being given in (2.8). Moreover, there exists β˜
depending only on ‖W0‖L∞, ‖W1‖C2 and the parameters of problem (1.7), such that
(2.36) W (t, ξ, η, ζ) ≥ θ˜0e−β˜tϕ,
where ϕ is given in (2.8) and θ˜0 = min
{
W0
ϕ
, W1
ϕ
}
.
Proof. When 0 ≤ t ≤ t1, the estimates (2.35) and (2.36) follow from (2.7) in
Theorem 2.1 immediately. Assume that (2.35) holds for 0 ≤ t ≤ ti with i ≥ 1, and
consider the case for ti ≤ t ≤ ti+1. If i is even, from (2.7), we have
|W (t)| ≤ max
{
‖W (ti)
1− ζ ‖L∞ ,
√
‖px
U
‖L∞
}
eM1(t−ti)(1− ζ) ≤ C˜1eM˜1t(1− ζ),
by using the induction hypothesis. If i is odd, from (2.28) and (2.21) it follows
|W (t)| ≤ |W (ti)| · e‖B−b‖L∞ ·(t−ti) ≤ C˜1eM˜1t(1 − ζ),
by using the induction hypothesis again, or
|W (t)| ≤W1 · e‖B−b‖L∞ ·(t−ti) ≤ C˜1eM˜1t(1− ζ).
Thus, we conclude the estimate (2.35).
Next, suppose that (2.36) holds for 0 ≤ t ≤ ti with i ≥ 1. Then if i is odd, from
(2.7) in Theorem 2.1,we have that there exists β˜ depending on C˜1, ‖b‖L∞ and the
parameters in the problem (1.7) such that
W ≥ min
{W (ti)
ϕ
}
e−β˜(t−ti)ϕ ≥ θ˜0e−β˜tϕ.
If i is odd, the estimate (2.36) is a direct consequence of the expression (2.26) in
Proposition 2.2, provided that β˜ ≥ ‖B − b‖L∞. Thus, we complete the proof. 
Remark 2.4. From Lemma 2.3 and by virtue of (2.5), we find that there exists a
constant C˜0, depending only on ‖W0‖L∞, ‖W1‖C2 and the parameters in the problem
(1.7), and satisfying C˜0 ≥ C0 with the constant C0 being given in (1.10), such that
(2.37) C˜−10 (1− ζ) ≤W (t, ξ, η, ζ) ≤ C˜0(1− ζ).
Now, we study the L1 estimate of the first order derivatives of the approximate
solution with respect to the spatial variables for obtaining the uniform estimate on
the total variation of the solution. Before it, we give the following two propositions
for the problem (2.2) of transport equation.
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Proposition 2.5. For the problem (2.2), there exists a constant C4 depending on
the domain D, the constant C˜0 given in (2.37), ‖W1‖C1 and the C1 estimates of
the parameter in the problem (2.2), such that for all t ∈ [ti, ti+1] and ζ ∈ (0, 1),∫
D
|Wξ(t)|+ |Wη(t)|
W 2(t)
(1− ζ)2dξdη ≤
∫
D
|Wξ(ti)|+ |Wη(ti)|
W 2(ti)
(1− ζ)2dξdη
+ C4(t− ti) + C4
∫ t
ti
∫
D
|Wξ(s)|+ |Wη(s)|
W 2(s)
(1− ζ)2dξdηds.
(2.38)
Proof. For the problem (2.2), we know that ( 1
W
)ξ satisfies
(2.39)
∂t(
1
W
)ξ + ζ∂ξ
[
U(
1
W
)ξ
]
+ ζkU∂η(
1
W
)ξ + ζ(kU)ξ(
1
W
)η − (B − b)( 1
W
)ξ =
(B − b)ξ
W
.
Taking (2.37) into account, we multiply the above equation (2.39) by (1−ζ)2signWξ
or (1−ζ)2 · Wξ√
W 2
ξ
, and integrate the resulting equation over D with respect to (ξ, η),
to obtain that
d
dt
∫
D
|Wξ|
W 2
(1− ζ)2dξdη +
∫
D
ζ∂ξ
(
U
|Wξ|
W 2
)
(1 − ζ)2dξdη
+
∫
D
ζ∂η
(
kU
|Wξ|
W 2
)
(1 − ζ)2dξdη −
∫
D
ζ(kU)η
|Wξ|
W 2
(1− ζ)2dξdη
≤ ‖(kU)ξ‖L∞ ·
∫
D
|Wη|
W 2
(1− ζ)2dξdη + ‖B − b‖L∞ ·
∫
D
|Wξ|
W 2
(1− ζ)2dξdη
+
∫
D
∣∣(B − b)ξ (1− ζ)2
W
∣∣dξdη.
(2.40)
From (2.2), we obtain that on the boundary γ−,
ζU(kτ∂τ + kn∂n)W |γ− = −∂tW1 − (B − b)|γ− ·W1,
which implies
(2.41) ζUkn∂nW |γ− = −∂tW1 − (B − b)|γ− ·W1 − ζU |γ− · kτ∂τW1 , b2.
Obviously, there exist two bounded functions a1(ξ, η) and a2(ξ, η) defined on the
boundary γ− such that
∂ξ = a1∂n + a2∂τ , on γ−.
Thus, from (2.41) one has
(2.42) ζUknWξ|γ− = a1b2 + a2ζU |γ− · kn∂τW1 , b3.
Hence, it follows that by virtue of (2.42),
∫
D
ζ∇(ξ,η) ·
[
U
|Wξ|
W 2
(1− ζ)2(1, k)
]
dξdη =
∫
∂D
ζU
|Wξ|
W 2
(1− ζ)2(1, k) · ~ndl
≥
∫
γ−
ζUkn
|Wξ|
W 2
(1− ζ)2dl = −
∫
γ−
|b3| · (1− ζ)
2
W 21
dl
≥ −(C0)2‖b3‖L∞ · l(γ−),
(2.43)
where l(γ−) is the length of γ− and the positive constant C0 is given in (1.10).
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By using (2.37), it follows
(2.44)
∫
D
∣∣(B − b)ξ (1− ζ)2
W
|dξdη ≤ C˜0‖(B − b)ξ‖L∞ · S(D),
where S(D) is the area of the domain D.
Plugging (2.43) and (2.44) into (2.40), we obtain that there exists a constant C4
depending on D, C˜0, ‖W1‖C1 and the C1 estimates of the parameter in the problem
(2.2), such that
(2.45)
d
dt
∫
D
|Wξ(t)|
W 2(t)
(1− ζ)2dξdη ≤ C4 + C4
∫
D
|Wξ(t)|+ |Wη(t)|
W 2(t)
(1− ζ)2dξdη.
Similarly, we can obtain another constant C˜4 such that
(2.46)
d
dt
∫
D
|Wη(t)|
W 2(t)
(1− ζ)2dξdη ≤ C˜4 + C˜4
∫
D
|Wξ(t)|+ |Wη(t)|
W 2(t)
(1− ζ)2dξdη.
By letting C4 = C4 + C˜4, we have that from (2.45) and (2.46),
(2.47)
d
dt
∫
D
|Wξ(t)|+ |Wη(t)|
W 2(t)
(1 − ζ)2dξdη ≤ C4 + C4
∫
D
|Wξ(t)| + |Wη(t)|
W 2(t)
(1− ζ)2dξdη.
Then, integrating the above inequality (2.47) over (ti, t) gives the estimate (2.38)
immediately, and we complete the proof of the proposition. 
Proposition 2.6. For the problem (2.2), there exists a constant C5 depending on
the domain D, the constant C˜0 given in (2.37), ‖W1‖C1 and the C1 estimates of
the parameter in the problem (2.2), such that for t ∈ [ti, ti+1] and ζ ∈ (0, 1),
∫
D
|Wζ(t)|dξdη ≤
∫
D
|Wζ(ti)|dξdη + C5(t− ti)
+ C5
∫ t
ti
∫
D
(
|Wζ(s)|+ |Wξ(s)|+ |Wη(s)|
W 2(s)
(1 − ζ)2
)
dξdηds.
(2.48)
Proof. From the problem (2.2), we know that Wζ satisfies
(2.49) ∂tWζ + ζU(∂ξ + k∂η)Wζ + U(Wξ + kWη) + (B − b)Wζ = −(B − b)ζW.
Multiplying the above equation (2.49) by signWζ or
Wζ√
W 2
ζ
, and integrating over D
with respect to (ξ, η), it follows that
d
dt
∫
D
|Wζ |dξdη +
∫
D
ζ
(
∂ξ
(
U |Wζ |
)
+ ∂η
(
kU |Wζ |
))
dξdη −
∫
D
ζ
[
Uξ + (kU)η
]
· |Wζ |dξdη
≤ ‖U‖L∞ ·
∫
D
|Wξ|dξdη + ‖kU‖L∞ ·
∫
D
|Wη|dξdη + ‖B − b‖L∞ ·
∫
D
|Wζ |dξdη
+ ‖(B − b)ζW‖L∞ · S(D).
(2.50)
As in (2.43), we have∫
D
ζ∇(ξ,η) ·
[
U |Wζ | · (1, k)
]
dξdη ≥ −‖knUW1,ζ‖L∞(γ−) · l(γ−).(2.51)
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Obviously, from the bounded estimate (2.37) for W one has
(2.52)
∫
D
|Wξ|dξdη ≤ (C˜0)2
∫
D
|Wξ|
W 2
(1− ζ)2dξdη,
and
(2.53)
∫
D
|Wη|dξdη ≤ (C˜0)2
∫
D
|Wη|
W 2
(1 − ζ)2dξdη.
Plugging (2.51), (2.52) and (2.53) into (2.50), we obtain that there exists a constant
C5 depending on D, C˜0, ‖W1‖C1 and the C1 estimates of the parameter in problem
(2.2), such that
(2.54)
d
dt
∫
D
|Wζ(t)|dξdη ≤ C5+C5
∫
D
[
|Wζ(t)|+ |Wξ(t)| + |Wη(t)|
W 2(t)
(1−ζ)2
]
dξdη.
Then, integrating the above inequality (2.54) over (ti, t), the estimate (2.48) in the
proposition follows immediately. 
Remark 2.7. Similar to the above proposition, one can show that Wt satisfies an
estimate similar to (2.48) in Proposition 2.6 by replacing the partial derivative in
ζ by that in t.
It is ready to give the L1 estimate of the first order derivatives of the approximate
solution W constructed in (2.1)-(2.2) with respect to the spatial variables.
Lemma 2.8. For any fixed T > 0, let W (t, ξ, η, ζ) (0 ≤ t ≤ T ) be the approximate
solution of (1.7) constructed in (2.1)-(2.2). Then, there exists a constant M > 0,
depending on T and the domain D, the constant C˜0 given in (2.37), ‖W0‖L∞,
‖W1‖C3 and the C1 estimates of the parameter in the problem (1.7), such that for
all t ∈ [0, T ], we have∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
]
(t, ·)dξdηdζ
≤M
(
1 + eMt ·
∫
Ω
(|W0,ζ |+ |W0,ξ|+ |W0,η|)dξdηdζ
)
.
(2.55)
Proof. The proof is divided into the following three steps.
(1) When t ∈ (ti, ti+1] for even i, W is determined by the initial boundary value
problem (2.1) for a porous medium-type equation. From Theorem 2.1 and the
boundedness (2.37) of W, we obtain that for t ∈ (ti, ti+1],
(2.56)∫
Ω
|Wζ |(t, ·)dξdηdζ ≤
∫
Ω
|Wζ |(ti, ·)dξdηdζ +
∫
D
[
W (t, ξ, η, 0)−W (ti, ξ, η, 0)
]
dξdη.
Moreover, there exists a constant C˜3 depending on the domain D, the constant C˜0
given in (2.37), ‖W1‖C3 and the C1 estimates of the parameter in problem (1.7),
such that∫
Ω
[ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdηdζ
≤
∫
Ω
[ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(ti, ·)dξdηdζ + C˜3
(
1 +
∫
Ω
|Wζ |(ti, ·)dξdηdζ
)
· (t− ti)
+ C˜3
∫ t
ti
∫
Ω
[ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(s, ·)dξdηdζds.
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which implies that by using the Gronwall inequality,∫
Ω
[ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(t, ·)dξdηdζ
≤ eC˜3(t−ti) ·
∫
Ω
[ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(ti, ·)dξdηdζ
+ (eC˜3(t−ti) − 1) ·
(
1 +
∫
Ω
|Wζ |(ti, ·)dξdηdζ
)
.
(2.57)
Combining (2.56) with (2.57), it follows that∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdηdζ
≤ eC˜3(t−ti) ·
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(ti, ·)dξdηdζ
+ eC˜3(t−ti) − 1 +
∫
D
[
W (t, ·)−W (ti, ·)
]∣∣∣
ζ=0
dξdη.
(2.58)
(2) When t ∈ (ti, ti+1] for odd i, we obtainW by the problem (2.2) for a transport
equation. From Propositions 2.5, 2.6 and the estimate (2.37), it follows that there
exists a constant C6, depending on the domain D, the constant C˜0 given in (2.37),
‖W1‖C3 and the C1 estimates of the parameter in problem (1.7), such that for
t ∈ (ti, ti+1],∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdηdζ
≤
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(ti, ·)dξdηdζ + C6(t− ti)
+ C6
∫ t
ti
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(s, ·)dξdηdζds,
which implies that by using the Gronwall inequality,∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(t, ·)dξdηdζ
≤ eC6(t−ti) ·
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(ti, ·)dξdηdζ + eC6(t−ti) − 1.
(2.59)
(3) On the other hand, when i is odd we have that from Proposition 2.2,
(2.60) W (ti+1, ξ, η, 0) =W (ti, ξ, η, 0) · exp
{
−
∫ ti+1
ti
(B − b)(s, ξ, η, 0)ds
}
.
By combining (2.58) , (2.59) and (2.60), and letting C7 = max{C˜3, C6}, we
obtain that for any t ∈ (ti, ti+1],∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdηdζ
≤ eC7(t−ti) ·
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1 − ζ)2
]
(ti, ·)dξdηdζ
+ eC7(t−ti) − 1 +Gi(t),
(2.61)
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where
Gi(t) =
∫
D
[
W (t, ·)−W (ti, ·)
]∣∣∣
ζ=0
dξdη
=
∫
D
[
W (t, ·)−W (ti−1, ·) · exp
{
−
∫ ti
ti−1
(B − b)(s, ·)ds
}]∣∣∣
ζ=0
dξdη
for even i, and Gi(t) = 0 for odd i. Hence,
(2.62) Gi(t) ≤ 2‖W‖L∞ · S(D), ∀t ∈ [0, T ].
Therefore, (2.61) implies that
∫
Ω
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdηdζ
≤ eC7t ·
∫
Ω
[
|W0,ζ |+ |W0,ξ|+ |W0,η|
W 20
(1 − ζ)2
]
dξdηdζ + eC7t − 1 +Gi(t) + Fi(t),
(2.63)
where
Fi(t) =
i−1∑
j=0
eC7(t−tj+1)Gj(tj+1)
=
∑
0≤j≤i−2, j:odd
eC7(t−tj+1) ·
∫
D
[
W (tj+1, ·)−W (tj−1, ·) · exp
{
−
∫ tj
tj−1
(B − b)(s, ·)ds
}]∣∣∣
ζ=0
dξdη.
Note that W0|ζ=0 > 0, then
Fi(t)
≤ e2C7 Tn
∥∥∥W |ζ=0∥∥∥
L∞
· S(D)− eC7(t−t2)
∫
D
[
W0(·) · exp
{
−
∫ t1
0
(B − b)(s, ·)ds
}]∣∣∣
ζ=0
dξdη
+
[ i2 ]−1∑
k=1
∫
D
eC7(t−t2k)
[
W (t2k, ·) ·
(
1− exp{−2C7T
n
−
∫ t2k+1
t2k
(B − b)(s, ·)ds}
)]∣∣∣
ζ=0
dξdη
≤
∥∥∥W |ζ=0∥∥∥
L∞
· S(D) · (e2C7 Tn + I),
(2.64)
where [ i2 ] is the largest integer less than or equal to
i
2 , and
I =
[ i2 ]−1∑
k=1
eC7(t−t2k)
∥∥∥1− exp{− ∫ t2k+1
t2k
[
2C7 + (B − b)(s, ξ, η, 0)
]
ds}
∥∥∥
L∞(D)
.
By choosing a constant C7 satisfying that 2C7 ≥
∥∥∥(B − b)|ζ=0∥∥∥
L∞
, we obtain
I ≤
[ i2 ]−1∑
k=1
eC7
T
n
(i−2k) · ‖
∫ t2k+1
t2k
[
2C7 + (B − b)(s, ξ, η, 0)
]
ds‖L∞(D)
≤
[ i2 ]−1∑
k=1
eC7
T
n
(i−2k) · 4C7T
n
≤ 4C7teC7t.
(2.65)
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Plugging (2.62), (2.64) and (2.65) into (2.63), it follows that there exists a positive
constant C8, depending on T, S(D), ‖W‖L∞ and C7, such that∫
D
[
|Wζ |+ |Wξ|+ |Wη|
W 2
(1− ζ)2
]
(t, ·)dξdη
≤ eC7t
∫
D
[
|W0,ζ |+ |W0,ξ|+ |W0,η|
W 20
(1− ζ)2
]
dξdη + C8,
from which the estimate (2.55) follows immediately by using (2.37). Thus, we
complete the proof of the lemma. 
We are now ready to give the proof of the existence of weak solution as follows.
Proof of Theorem 1.1. Denote by Wn(t, ξ, η, ζ) the approximate solution con-
structed in (2.1)-(2.2). Let Y be the dual space of H20 (Ω). First, we claim that
(2.66)
∥∥∥∂t( (1− ζ)2
Wn
)∥∥∥
L2(0,T ;Y )
≤ C9
with a constant C9 independent of n. Indeed, if i is even, we have that from (2.1),∫ ti+1
ti
∥∥∥∂t( (1− ζ)2
Wn
)
(t, ·)
∥∥∥2
Y
dt = 4
∫ ti+1
ti
∥∥∥(1 − ζ)2[∂2ζWn +A∂ζ( 1Wn )− bWn ](t, ·)∥∥∥2Y dt
= 4
∫ ti+1
ti
(
sup
‖ψ‖
H20 (Ω)
≤1
∫
Ω
[
∂2ζW
n +A∂ζ(
1
Wn
)− b
Wn
]
(1− ζ)2 · ψdξdηdζ
)2
dt
≤ C10
∫ ti+1
ti
[
‖Wn(t, ·)‖L∞ + ‖ 1− ζ
Wn(t, ·)‖L∞
]
dt,
with a uniform constant C10 depending only on D, ‖A‖C1 and ‖b‖L∞.
If i is odd, it follows that by using (2.2),∫ ti+1
ti
∥∥∥∂t( (1− ζ)2
Wn
)
(t, ·)
∥∥∥2
Y
dt = 4
∫ ti+1
ti
∥∥∥(1 − ζ)2[− ζU(∂ξ + k∂η)( 1
Wn
) +
B − b
Wn
]
(t, ·)
∥∥∥2
Y
dt
= 4
∫ ti+1
ti
(
sup
‖ψ‖
H20 (Ω)
≤1
∫
Ω
[
− ζU(∂ξ + k∂η)( 1
Wn
) +
B − b
Wn
]
(1 − ζ)2 · ψdξdηdζ
)2
dt
≤ C11
∫ ti+1
ti
‖ 1− ζ
Wn(t, ·)‖L∞dt,
with a uniform constant C11 depending only in D, ‖U‖C1 and ‖B − b‖L∞. Thus,
by using (2.37), the estimate (2.66) follows immediately.
Next, from (2.37) and Lemma 2.8, we know that∥∥∥ (1 − ζ)2
Wn
∥∥∥
L∞(0,T ;W 1,1(Ω))
≤ C12,
where C12 is a positive constant independent of n. Hence, by using the Lions-
Aubin Lemma (see [2] for instance), we conclude that
{
(1−ζ)2
Wn
}
is compact in
L2
(
(0, T )× Ω). Therefore, we may assume that
(1− ζ)2
Wn
→ (1− ζ)
2
W
, in L2
(
(0, T )× Ω),
and then
Wn →W, a.e. in (0, T )× Ω.
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In particular,
Wn →W, in L2((0, T )× Ω).
Thus, for any ψ ∈ C∞0
(
(0, T )× Ω), we have that
∫ T
0
∫
Ω
[
(
1
Wn
)t + ζU(
1
Wn
)ξ + ζUk(
1
Wn
)η − B − b
Wn
]
ψdξdηdζds
= 2
∑
i:odd
∫ ti+1
ti
∫
Ω
[
− ∂2ζWn −A(
1
Wn
)ζ + ζU(
1
Wn
)ξ + ζUk(
1
Wn
)η +
2b−B
Wn
]
ψdξdηdζds.
(2.67)
From Theorem 2.1 and Remark 2.7, and by integrating by parts in the above
equality (2.67) it yields that,
∫ T
0
∫
Ω
1
Wn
[
ψt + ζ(Uψ)ξ + ζ(Ukψ)η − (B − b)ψ
]
dξdηdζds
= 2
∑
i:odd
∫ ti
ti−1
∫
Ω
[
Wnψζζ +
1
Wn
(
− (Aψ)ζ + ζ(Uψ)ξ + ζ(Ukψ)η + (2b−B)ψ
)]
dξdηdζds.
(2.68)
Letting n→∞ in (2.68) and noting that ti − ti−1 = Tn , we have∫ T
0
∫
Ω
1
W
[
ψt + ζ(Uψ)ξ + ζ(Ukψ)η − (B − b)ψ
]
dξdηdζds
=
∫ T
0
∫
Ω
[
Wψζζ +
1
W
(
− (Aψ)ζ + ζ(Uψ)ξ + ζ(Ukψ)η + (2b−B)ψ
)]
dξdηdζds,
which implies
∫ T
0
∫
Ω
{ 1
W
[
ψt + ζ(Uψ)ξ + ζ(Ukψ)η + (Aψ)ζ −Bψ
]
−Wψζζ
}
dξdηdζds = 0.
(2.69)
Therefore, from (2.69) we know that the function W satisfies the equation of prob-
lem (1.7) in the sense of distribution. Moreover, we can obtain that W satisfies the
estimate (2.55) by letting n→∞, which implies that
W ∈ L∞(0, T ;BV (Ω)).
It remains to verify that W satisfies the initial and boundary conditions given
in (1.7). It follows from Lemma 2.3 that,
lim
ζ→1
W (t, ξ, η, ζ) = 0, a.e. in (0, T )×D.
We can verify the other boundary conditions in (1.7) for W in the sense of distri-
bution, respectively, through similar process as above to show that W satisfies the
equation of (1.7) in the sense of distribution. For example, we have the following
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equality holds∫ T
0
∫
Ω
1
W
[
ψt + ζ(Uψ)ξ + ζ(Ukψ)η − (B − b)ψ
]
dξdηdζds
=
1
2
∫ T
0
∫
Ω
[
Wψζζ +
1
W
(
− (Aψ)ζ + ζ(Uψ)ξ + ζ(Ukψ)η
+ (2b−B)ψ
)]
dξdηdζds − 1
2
∫ T
0
∫
D
px
U
· ψ
W
|ζ=0dξdηds,
for any
ψ ∈ C∞0
(
(0, T )×D × (−1, 1))
with ψζ |ζ=0 = 0. Therefore, we complete the proof of Theorem 1.1.

Acknowledgements: The first two authors’ research was supported in part by
National Natural Science Foundation of China (NNSFC) under Grant No. 91230102,
and the second author’s research was also supported by Shanghai Committee of Sci-
ence and Technology under Grant No. 15XD1502300. The last author’s research
was supported by the General Research Fund of Hong Kong, CityU No. 103713.
References
[1] R. Alexandre, Y.-G. Wang, C.-J. Xu & T. Yang, Well-posedness of the Prandtl equation in
Sobolev spaces, J. Amer. Math. Soc., 28(2015), 745-784. DOI: S0994-0347(2014)00813-4.
[2] J.W. Barrett & E. Su¨li, Reflections on Dubinski˘is nonlinear compact embedding theorem,
Publ. Inst. Math., 91(105), 95-110, 2012.
[3] R. E. Caflisch & M. Sammartino, Existence and singularities for the Prandtl boundary layer
equations, Z. Angew. Math. Mech., 80(2000), 733-744.
[4] W. E, Boundary layer theory and the zero-viscosity limit of the Navier-Stokes equation, Acta
Math. Sin. (Engl. Ser.) 16(2000), 207-218.
[5] C-J Liu, Y-G Wang & T. Yang, A well-posedness Theory for the Prandtl equations in three
space variables, arXiv: 1405.5308v2, 2014.
[6] C-J Liu, Y-G Wang & T. Yang, On the ill-posedness of the Prandtl equations in three-
dimensional space, Arch. Rational Mech. Anal., DOI: 10.1007/s00205-015-0927-1, arXiv:
1412.2843v1, 2014.
[7] N. Masmoudi & T. K. Wong, Local-in-time existence and uniqueness of solutions to the
Prandtl equations by energy methods, preprint, arXiv: 1206.3629v1, 2012.
[8] F. K. Moore, Three-dimensional boundary layer theory. Adv. Appl. Mech., 4(1956), 159-228.
[9] O. A. Oleinik, On the properties of solutions of some elliptic boundary value problems,
Matem. Sb., 30(1952), 692-702.
[10] O. A. Oleinik & V. N. Samokhin, Mathematical Models in Boundary Layer Theory, Chapman
& Hall/CRC, 1999.
[11] L. Prandtl, U¨ber flu¨ssigkeitsbewegungen bei sehr kleiner Reibung, in Verh. Int. Math. Kongr.,
Heidelberg, Germany 1904, Teubner, Germany 1905, 484-494.
[12] M. Sammartino & R. E. Caflisch, Zero viscosity limit for analytic solutions of the Navier-
Stokes equations on a half-space, I. Existence for Euler and Prandtl equations, Comm. Math.
Phys., 192(1998), 433-461; II. Construction of the Navier-Stokes solution, Comm. Math.
Phys., 192(1998), 463-491.
[13] Z. P. Xin, Viscous boundary layers and their stability (I), J. Partial Differential Equations,
11(1998), 97-124.
[14] Z. P. Xin & L. Zhang, On the global existence of solutions to the Prandtl’s system, Adv. in
Math., 181 (2004), 88-133.
20 C.-J. LIU, Y.-G. WANG, AND T. YANG
Cheng-Jie Liu
Department of Mathematics, Shanghai Jiao Tong University, Shanghai, China, and
Department of Mathematics, City University of Hong Kong, Hong Kong, China
E-mail address: cjliusjtu@gmail.com
Ya-Guang Wang
Department of Mathematics, MOE-LSC and SHL-MAC, Shanghai Jiao Tong Univer-
sity, Shanghai, China
E-mail address: ygwang@sjtu.edu.cn
Tong Yang
Department of mathematics, City University of Hong Kong, Hong Kong, China, and
Department of Mathematics, Shanghai Jiao Tong University, Shanghai, China
E-mail address: matyang@cityu.edu.hk
