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Abstract
We present a new method for computer simulation of strictly geometric stable random variables. The method is based
on their representation as a product of two independent random variables with explicit distribution functions, coupled with
the inversion method. We also extend the method to the multivariate case, by deriving new representation and simulation
algorithm for multivariate Linnik distribution. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
The theory and applications of geometric stable (GS) laws has been an active area of research
in recent years (see, e.g., [1,2,4,6,8{15,17,18,20,21,23,25]). The GS distributions are best described
through characteristic function (ch.f) as a four parameter family:
 (t) = [1 + jtj!;(t)− it]−1; (1)
where
!;(x) =
(
1− i sign(x)tan(=2) if  6= 1;
1 + i 2 sign(x)logjxj if = 1:
(2)
We denote the GS distribution given by (1){(2) as GS(; ; ). The parameter  2 (0; 2] is the
index of stability, determining the tail of the distribution,  2 [ − 1; 1] is the skewness parameter,
and  2 R and >0 control the location and scale, respectively. Strictly GS laws, introduced in [8],
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are given by ch.f. (1) where either  = 0 and  6= 1 or  = 0 and  = 1. Strictly GS laws is a
three-parameter family, often described via an alternative parametrization,
 (t) = [1 + jtj exp(−i sign(t)=2)]−1; (3)
where 0<62; > 0, and jj6min(1; 2= − 1). We shall use the notation GS(; ) for strictly
GS distributions with ch.f. (3).
Densities and distribution functions of GS laws are not known in closed form, except for  = 0
(exponential distribution) and  = 2 (Laplace distribution for  = 0). Other special cases, which
were often studied independently of GS laws, include Linnik and Mittag{Leer distributions (see,
e.g., [1,2,4,6,10,11,22,28]). The former is a symmetric distribution with =0 in (3). The latter is a
probability distribution on (0;1) with 61 and =1 in (3) and reduces to exponential distribution
with mean  for  = 1. Mittag{Leer distributions appear in physics literature in connection with
the relaxation phenomena (see, e.g., [28] and references therein).
GS distributions provide approximations to (appropriately normalized) geometric compounds of
independent and identically distributed (i.i.d.) random variables,
X1 +   + Xp ; (4)
where p is independent of Xi’s and has a geometric distribution with mean 1=p, where p is close
to zero. Since sums such as (4) frequently appear in many applied problems in biology, economics,
insurance mathematics, reliability, and other elds (see examples in [7] and references therein), GS
distributions have a wide variety of applications. They have been found to be particularly useful in
modeling nancial assets return data (see, e.g., [2,17{19,24]).
The purpose of this paper is to present a new method for computer generation of random variates
from a GS distribution. The basic method of simulation of random variables, called the inversion
method (see, e.g., [3]), requires an explicit knowledge of their distribution function. The lack of
explicit form of a GS distribution function makes their computer simulation a dicult task, as
the inversion method is hard to implement. A solution to this problem can be obtained through a
mixture representation of GS distributions via stable laws. Every GS r.v. Y  GS(; ; ) has the
representation in terms of two independent variables: Z , which has an exponential distribution with
mean one, and X , which has a standard stable distribution S(1; ; 0) given by the ch.f.
’(t) = exp(−jtj!;) (5)
with !; as in (2). Namely, we have the relation (see [12])
Y d=

Z + Z1=X;  6= 1;
Z + ZX + Z(2=)log(Z); = 1: (6)
However, as distribution functions of general stable laws do not admit explicit forms as well, their
simulation is not straightforward.
It turns out that another representation of (strictly) GS distributions, derived in the companion
paper [15], is more suitable for simulations. As we show in Section 2, this new representation relies
on random variables whose distribution functions can be obtained explicitly. This leads to a new
algorithm for computer simulation of strictly GS r.v.’s via the inversion method, that we present in
Section 2. Its special cases provide simulation methods of Linnik and Mittag{Leer distributions.
To complete the exposition, we also discuss the standard method of simulation of GS laws via (6).
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Finally, in Section 3, we give an extension of the new method to the multivariate case, where we
derive a new representation of multivariate Linnik distribution that easily yields itself for simulation.
2. Simulation
In this section we describe an algorithm for simulating strictly GS variates via the inversion method
starting with their new mixture representation. We also discuss simulation of general GS laws via
representation (6). When writing equalities in distribution, we follow the standard convention that
the variables that appear on the same side of an equation are independent.
2.1. Strictly GS generator
We start with the new mixture representation of strictly GS laws derived in [15]. We need the
following notation. For 0<< 1, let
g(x) =
sin()
[x2 + 2x cos() + 1] ; x> 0; (7)
be a density of a nonnegative random variable, which we denote by W. The denition of W can
be extended to include  = 0 and 1 by taking weak limits as  ! 0+ and  ! 1−, respectively:
W1  1, while W0 has a density f0(x) = (1 + x)−2.
Let Y  GS(1; ) be strictly GS given by (3). Dene + and − by =(=2)(1 ). Note that
since jj6min(1; 2=− 1), we have 0661. Let W have a density (7) with , and dene
W; = IW+ + (I − 1)W−; (8)
where I is an independent of W indicator r.v. with probabilities
P(I = 1) = (1 + )=2 and P(I = 0) = (1− )=2: (9)
Also, we let xhai denote the signed power, xhai = jxja sign(x). The following representation holds in
the above notation.
Proposition 2.1. Suppose that Y;  GS(1; ); where 0<62 and jj6min(1; 2=− 1). Then;
Y; 
d=Z W h1=i;  ; (10)
where Z is standard exponential; and W; is given by (8) and is independent of Z .
To generate a random variate Y from a GS(1; ) distribution, we can proceed by generating inde-
pendent variates Z and W; and applying (10). Generation of an exponential variate Z is straightfor-
ward. In view of (8), it is enough to generate W for any 0661. A simple calculation produces
the distribution function of W,
F(x) =
1


arctan

x
sin  + cot 

− 
2

+ 1: (11)
Thus, we have
F−1 (x) = sin()cot((1− x))− cos() (12)
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and we can generate W via the inversion method. Below is the generator of a random variate from
a GS(; ) distribution.
A strictly GS(; ) generator.
 Set p (1 + )=2.
 Generate a standard exponential random variate Z .
 Generate a uniform [0; 1] random variate U , independent of Z .
 IF U6p
THEN  p and I  1:
ELSE  (1− p) and I  −1
 IF = 1
THEN Set W  1:
ELSEf
Generate a uniform [0; 1] random variate V; independent of Z and U:
Set W  sin()cot(V )− cos():g
 Set Y  I  Z  ( W )1=.
 RETURN Y
2.2. Symmetric Linnik generator
In the symmetric case (=0), we have = (1 )=2= =2. Consequently, W h1=i;  has the same
distribution as  W 1==2 , where  is the Rademacher r.v. (1 with probabilities 12); and  and W=2
are independent. Since Z   has Laplace distribution, formula (10) reduces to Y;0 d=Y0 ;0 W 1==2 with
0 = 2, which is the special case of the representation of Linnik distribution derived in [11]. The
resulting generator for the symmetric Linnik distribution, which was discussed in [5] for > 1, is
given below.
A Linnik GS(; 0) generator.
 Generate a random variate Z from standard Laplace distribution with location 0 and scale 1.
 Generate a uniform [0,1] random variate U , independent of Z .
 Set  =2.
 Set W  sin()cot(U )− cos().
 Set Y  Z  ( W )1=.
 RETURN Y
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2.3. Mittag{Leer generator
In case < 1 and  = 1, we have W;
d=W 1= . Consequently, representation (10) reduces to the
relation
Y;1
d=Z W 1= (13)
which is the special case 0 = 1 of the representation for Mittag{Leer distributions obtained rst
in [21] and then, independently, in [14]. We thus obtain the following algorithm.
A Mittag{Leer GS(; 1) generator.
 Generate a uniform [0,1] random variate U .
 Generate a standard exponential random variate Z , independent of U .
 Set  .
 Set W  sin()cot(U )− cos().
 Set Y  Z  ( W )1=.
 RETURN Y
2.4. General GS laws
Let Y have a general GS distribution given by ch.f. (1){(2). Then, Y has representation (6)
through the standard stable r.v. X  S(1; ; 0) (whose ch.f. is given by (5)). We thus obtain the
following generator.
A general GS(; ; ) generator.
 Generate a standard stable S(1; ; 0) random variate X .
 Generate a standard exponential random variate Z , independent of X .
 IF  6= 1
THEN Set Y  Z + Z1=X:
ELSE Set Y  Z + ZX + Z( 2)log(Z):
 RETURN Y .
To generate stable r.v. X  S(1; ; 0), we can use its well-known representation through expo-
nential and uniform random variables. For the reader’s convenience, we present the stable generator
described in detail in [27].
A standard stable S(1; ; 0) generator.
 Generate a standard exponential random variate Z .
 Generate a uniform (−=2; =2) random variate V , independent of Z .
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Table 1
Average computer times (in seconds), along with standard deviations (in brackets), for simulating
samples of size n= 10; 000 from a symmetric Linnik distribution with  = 1 and various ’s
Index  New Linnik generator General GS Generator
0.25 0.233 (0.027) 0.371 (0.027)
0.50 0.222 (0.022) 0.359 (0.031)
0.75 0.266 (0.019) 0.486 (0.024)
1.00 0.218 (0.023) 0.349 (0.033)
1.25 0.269 (0.019) 0.485 (0.021)
1.50 0.264 (0.022) 0.482 (0.029)
1.75 0.266 (0.019) 0.487 (0.020)
2.00 0.260 (0.025) 0.485 (0.029)
 IF = 1
THEN Set X  2 [( 2 + V )tan V − log( Z cos V=2+V )]:
ELSE f
Set  arctan( tan(=2)) :
Set  [1 + 2 tan2 2 ]1=(2):
Set X    sin((V+))(cos V )1=  ( cos(V−(V+))Z )(1−)=g:
 RETURN X
2.5. Simulation study
To illustrate the advantages of the new generator, we compared the average required computer
times for generating samples of size n = 10; 000 from symmetric Linnik distributions with various
values of . We used the symmetric Linnik generator of Section 2.2 (New Linnik Generator) and
standard generator of Section 2.4 (General GS Generator). For each , the average times (in seconds)
are based on 50 simulations using each generator. The simulation programs were written and run in
Splus on Pentium-90 IBM PC. The results are presented in Table 1. We see that the new method
is approximately twice as ecient as the standard one.
3. Multivariate extension
In this section we derive a representation for multivariate Linnik distribution and then develop a
generator based on it. A multivariate Linnik distribution in Rd is a special case of a multivariate GS
law (see [18]), and can be described through its ch.f. 	 as (see, e.g., [1]):
	(t) =
 
1 +

1
2
t0t
=2!−1
; (14)
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where =[ij] is a nonnegative denite symmetric matrix and t0 denotes the transpose of a column
vector t. Let L() denote the distribution given by (14). As in the univariate case, Y  L() has
a representation through stable random vector X,
Y
d=Z1=X; (15)
where X is stable sub-Gaussian r.v. with ch.f.
(t) = exp(−( 12 t0t)=2) (16)
and denoted S(), and Z is standard exponential. Recall that X  S() has the representation
(see, e.g., [26])
X
d=A1=2 N0;; (17)
where A is totally skewed stable S((cos(=2)1=; 1; 0) with  = =2, and N0; is N(0;) (the
multivariate normal with mean vector 0 and covariance matrix ). Thus, a multivariate Linnik
r.v. (14) can be generated via representations (15) and (17). The following new representation of
multivariate Linnik r.v.’s avoids troublesome generation of the stable variate A.
Theorem 3.1. Let 0<<062 and = =0< 1. Let W be a nonnegative r.v. with density (7);
and let Y0  L0() be independent of W. Then; the r.v. Y  L() admits the representation
Y
d=W 1= Y0 : (18)
Proof. Note that if Y  L(), then for any c 2 Rd, the random variable hc;Yi has a univariate
GS(c; 0; 0) (symmetric Linnik) distribution (1) with c =
p
c0c=2. Consequently, by the mixture
representation of univariate Linnik distribution of Kotz and Ostrovski [11], we have
hc;Yi d=W 1= hc;Y0i (19)
which implies (18).
In view of (15), when 0=2, the r.v. Y2 has the representation Y2
d=Z1=2N0;, so that by (18) we
have
Y
d=W 1= Z
1=2N0;
d= (W 1= Z)
1=2N0;; (20)
where = =2. Note that W 1= Z has a Mittag{Leer distribution by (13). Consequently, we obtain
the following representation of Y.
Corollary 3.1. Let 0<62 and  = =261. Let M have a Mittag{Leer distribution with
Laplace transform l(s) = (1 + s)−1; s>0; and let N0; be multivariate normal with mean 0 and
covariance matrix . Then; the r.v. Y  L() admits the representation
Y
d=M 1=2 N0;: (21)
Since we already have a generator for M, and the simulation of a multivariate normal distribution
is straightforward (see, e.g., [3]), we have the following multivariate Linnik generator.
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A multivariate Linnik L() generator.
 Set  =2.
 Generate a Mittag{Leer GS(1; 1) random variate M .
 Generate a multivariate normal N(0;) random variate N , independent of M .
 Set Y  pM N .
 RETURN Y
Remark 1. A general method of simulating multivariate GS distributions appeared in [16]. Our
algorithm for the special case of multivariate Linnik distribution avoids approximating of the spectral
measure as well as generating skewed stable variates, required by the general method of [16].
Remark 2. When we write relation (18) with 0 = 2 in terms of the densities (assuming the distri-
butions are nonsingular, so that  is positive denite), we obtain the following representation of the
Linnik L() density:
g(y) =
2 sin (=2)
q
2y0−1y
v
1+d=2jj1=2
Z 1
0
Kv

u
q
2y0−1y

u+d=2 du
1 + u2 + 2u cos (=2) ; (22)
where v=(2−d)=2 and Kv is the modied Bessel function of the third kind. The representation (22)
was derived in [20] by a purely analytic method (and for the special case where 12 is an identity
matrix). Our result provides an alternative proof of (22) and its interpretation in terms of random
vectors.
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