Correlation-Aware Heuristics for Evaluating the Distribution of the Longest Path Length of a DAG with Random Weights by Canon, Louis-Claude & Jeannot, Emmanuel
HAL Id: hal-01412922
https://hal.inria.fr/hal-01412922
Submitted on 16 Dec 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Distributed under a Creative Commons Attribution| 4.0 International License
Correlation-Aware Heuristics for Evaluating the
Distribution of the Longest Path Length of a DAG with
Random Weights
Louis-Claude Canon, Emmanuel Jeannot
To cite this version:
Louis-Claude Canon, Emmanuel Jeannot. Correlation-Aware Heuristics for Evaluating the Distribu-
tion of the Longest Path Length of a DAG with Random Weights. IEEE Transactions on Parallel and
Distributed Systems, Institute of Electrical and Electronics Engineers, 2016, 27 (11), pp.3158-3171.
￿10.1109/TPDS.2016.2528983￿. ￿hal-01412922￿
Correlation-Aware Heuristics for Evaluating the Distribution of the
Longest Path Length of a DAG with Random Weights
Louis-Claude Canon
FEMTO-ST / CNRS and the Université
de Franche-Comté, Besançon, France
louis-claude.canon@univ-fcomte.fr
Emmanuel Jeannot
LaBRI and Inria Bordeaux Sud-Ouest
Talence, France
emmanuel.jeannot@inria.fr
December 16, 2016
Abstract
Coping with uncertainties when scheduling task
graphs on parallel machines requires to perform
non-trivial evaluations. When considering that
each computation and communication duration
is a random variable, evaluating the distribution
of the critical path length of such graphs involves
computing maximums and sums of possibly de-
pendent random variables. The discrete version
of this evaluation problem is known to be #P-
hard. Here, we propose two heuristics, CorLCA
and Cordyn, to compute such lengths. They ap-
proximate the input random variables and the
intermediate ones as normal random variables,
and they precisely take into account correlations
with two distinct mechanisms: through lowest
common ancestor queries for CorLCA and with
a dynamic programming approach for Cordyn.
Moreover, we empirically compare some classical
methods from the literature and confront them
to our solutions. Simulations on a large set of
cases indicate that CorLCA and Cordyn consti-
tute each a new relevant trade-off in terms of
rapidity and precision.
Keywords: stochastic scheduling, graph
heuristic, PERT
1 Introduction
Evaluating the execution time (makespan) of a
parallel application modeled by a task graph is
an important problem in scheduling theory. This
problem is simple to solve in a deterministic set-
ting. However, modern parallel systems are not
fully deterministic and may be subject to many
kinds of uncertainties: executions may fail; out-
comes can be corrupted (e.g., network error);
and, tasks or communications durations vary be-
cause of imprecise predictions (due to system
noise, network congestion or input sensitiveness).
This paper focuses on duration uncertainties
as it concerns the main inputs of a schedul-
ing problem. Durations are modeled with ran-
dom variables instead of deterministic values to
ensure a precise description of the overall sys-
tem. Evaluating the performance of a static
scheduling procedure–by performing maximums
and sums over durations–becomes a difficult op-
eration because of the dependencies between ran-
dom variables arising from the graph structure.
In particular, no simple method exists for eval-
uating the distribution of the maximum of de-
pendent random variables. The discrete version
of this problem (when all input random variables
are discrete with only rational values) was proved
to be #P-hard1 [17].
In this paper, we propose two new heuristics to
address this evaluation problem. Many methods
(either exact or approximate) exist but none pro-
1#P is the class of counting problems that correspond
to NP decision problems.
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vides the rapidity/precision trade-off required for
heavy use in another procedure such as a static
scheduling algorithm that needs to evaluate nu-
merous partial solutions. Indeed, this work is
motivated by the need to design a building block
that efficiently computes the makespan distri-
bution in the context of stochastic scheduling.
In [9], we have designed Rob-HEFT, a heuris-
tic which assigns each task greedily to the best
processor by testing each possible allocation (the
task is assigned to the machine for which its
completion time is the best). Thus, Rob-HEFT
requires to evaluate many partial solutions pre-
cisely and rapidly. But, other heuristics from
the literature could benefit from the proposed
solutions such as SHEFT [40], MCS [49] and
SDLS [24].
These proposed methods are evaluated against
classical techniques of the literature that com-
pute operations (sums and maximums) on ran-
dom variables when there are dependencies.
These techniques are gathered from the schedul-
ing literature but also from other areas of com-
puter science that consider variations of this
problem (project management [26] and digital
circuit design [5]). Actually, although this paper
is focused on scheduling and parallelism, the pro-
posed results are applicable in these other fields.
This article is organized as follows. In Sec-
tion 2, we formalize the general problem and
show its relation to the scheduling problematic.
Many contributions have been proposed for this
problem in the literature and we present some
significant approaches in Section 3. We propose
the new methods in Section 4 and they are em-
pirically evaluated in Section 5.
2 Model and Problem Defini-
tion
This section defines the problem and we show
that some of its variations are equivalent. We
first define the type of random variables that we
use and show the relation with a specific schedul-
ing problem that can be reduced to the general
problem. Notations are summarized in Table 1.
2.1 Random Variable
Let η be a random variable. Its probabil-
ity density function is fη and is defined on R.
Its cumulative distribution function is Fη(x) =´ x
−∞ fη(x)dx. This function Fη gives the prob-
ability that η takes a value lower than or equal
to a given constant, i.e., Fη(x) = Pr[η ≤ x]. Fi-
nally, the expected value of η is noted µη and its
standard deviation is noted ση.
2.2 Longest Path of a Directed
Acyclic Graph with Random
Weights
Let G = (V,E,X ) be a DAG (Directed Acyclic
Graph). Each vertex and each edge is weighted
by a random variable. The weight of ver-
tex vi ∈ V is noted Xi ∈ X and the weight of
edge (vi, vj) ∈ E isXij ∈ X . Graph G contains n
vertices and m edges (i.e., |V | = n, |E| = m and
|X | = m + n). The vertices v1, v2, . . . , vn are
ordered in a topological order2. Without loss of
generality, we assume there are a single source
and a single sink. The graph models a parallel
application where vertices are tasks and edges
are communications or synchronizations between
tasks.
The graph structure encodes an arithmetic ex-
pression on the weights. To compute this ex-
pression we define two types of intermediate re-
sults: Yj , which is the intermediate results for
vertex vj , and Yi,j , which is the intermediate re-
sults for edge (vi, vj). Formally, for each ver-
tex vj ∈ V , we define the random variable Yj =
Xj + maxvi∈Pred(vj) Yij (i.e., a maximum is per-
formed when several edges target the same ver-
tex). Similarly, for each edge (vi, vj) ∈ E,
Yij = Xij + Yi (i.e., the weights that are present
on a given path are added). Both operations are
represented on Figure 1. The intermediate result
2In a topological order, vertex indexes are ordered such
that ∀(vi, vj) ∈ V 2, i < j ⇒ (vj , vi) /∈ E.
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Table 1: Notation summary.
Symbol Definition
G = (V,E,X ) directed acyclic graph
V = {vi : i ∈ [1..n]} set of vertices
E set of edges
n number of vertices (n = |V |)
m number of edges (m = |E|)
Pred(vi)
set of predecessors of
vertex vi ∈ V
(Pred(vi) ⊂ V )
Succ(vi)
set of successors of
vertex vi ∈ V
(Succ(vi) ⊂ V )
X set of random variables(|X | = n+m)
Xi
weight of vertex vi ∈ V
(Xi ∈ X )
Xij
weight of edge (vi, vj) ∈ E
(Xij ∈ X )
Yi
intermediate result of
vertex vi ∈ V(
Yi = Xi + maxvj∈Pred(vi) Yji
)
Yij
intermediate result of
edge (vi, vj) ∈ E
(Yij = Xij + Yi)
Yn final result
fη
probability density function
of random variable η
Fη
cumulative distribution
function of random
variable η
(Fη(x) = Pr[η ≤ x])
µη
expected value of random
variable η
ση
standard deviation of
random variable η
η ∼ N (µη, ση)
a random variable η follows
a normal law with expected
value µη and standard
deviation ση
ρη,ε
correlation coefficient
between random variables η
and ε
vj , Xj
Xij
vi, Xi
maxvi∈Pred(vj) YijYij = Xij + Yi
Yi Yj = Xj +maxvi∈Pred(vj) Yij
Figure 1: Intermediate result in a sub-graph of
two vertices (vi and vj). The arithmetic oper-
ations that are performed are: a sum to com-
pute Yij (at the end of edge (vi, vj)), the maxi-
mum for Yj (maximum of all incoming edges to
the vertex) and a sum with the weight of ver-
tex Xj .
v1, X1
v2, X2
v3, X3
v4, X4
X12 X24
X34
X23
X13
Figure 2: Graph with four vertices (v1, v2, v3
and v4) and with vertex and edge weights.
of the sink Yn is the final result of the arithmetic
expression denoted by the graph.
2.3 Problem Definition
The problem we consider consists in determining
the probability law of this last random variable
Yn. More precisely, we want to determine the
probability that the longest path length takes a
value lower than or equal to some given constant.
Figure 2 illustrates some arithmetic operations
represented in a graph. The intermediate result
that corresponds to vertex v2 is Y2 = X2 + Y12.
As Y12 = X12 + Y1 and Y1 = X1, then Y2 =
X2 +X12 +X1. A maximum is performed when
evaluating the intermediate result of vertex v3.
Hence, Y3 = X3 + max(Y23, Y13). We can ex-
3
press Y3 using only weights in X . We obtain Y3 =
X3 + max(X23 +X2 +X12 +X1, X13 +X1). The
encoded expression in this graph is given by the
final result Y4 (i.e., the intermediate result of
the sink, v4). It is Y4 = X4 + max(X24 + X2 +
X12, X34 +X3 +max(X23 +X2 +X12, X13))+X1.
We have factorized X1 in the maximums and
the formula cannot be factorized any more. The
problem consists in characterizing the distribu-
tion of Y4 given the random variables in set X .
Note that some arithmetic expressions in a
max+ algebra cannot be represented by a graph.
For instance, it is not possible to encode the ex-
pression X + X, where X is a given random
variable. The considered arithmetic expressions
have thus a specific structure. For instance, ran-
dom variables that are added are all indepen-
dent.
2.4 Scheduling with Random Dura-
tions and Bounded Resources
We present here an application of this problem
in the context of task scheduling. We consider
the general case when tasks are subject to prece-
dence constraints with bounded resources. Task
durations are specified by random variables. The
total duration of a static schedule is thus also a
random variable and its evaluation can be re-
duced to the problem studied in this paper.
This reduction is obtained by remarking that
a task allocated to a specific processor cannot
start its execution until all its predecessors have
terminated theirs and the considered processor
has finished its previous tasks. We have thus two
kinds of precedences: those that come from the
task graph and those that are related to the order
in which tasks are executed on each processor.
The constraints of the second kind correspond
to additional edges in the task graph (the final
graph remains acyclic) and are related to the an-
teriority enforced by the schedule. Therefore, we
are able to deal with schedules for bounded re-
sources: once the schedule is computed, we en-
force sequentiality on the resources by adding
such edges of zero weight between tasks on the
t1
t2
t3
t4
t1
t2 t3
t4p1
p2
time
Figure 3: Four tasks (t1, t2, t3 and t4) are sched-
uled on two processors (p1 and p2). The corre-
sponding graph contains one additional edge (in
dash line) that is not present in the input task
graph.
same resources (see Figure 3). The maximum of
the end dates of all the tasks of this graph is the
makespan of the schedule.
The start date of a task execution is obtained
by performing a maximum on a set of execution
end dates. Then, an end date is the result of a
sum over a random duration and a start date.
The problem consists finally in evaluating the
distribution of the end date of the last finished
task (the makespan of the schedule). Character-
izing the distribution of the completion time of
a set of dependent jobs with random durations
is therefore equivalent to evaluating the distribu-
tion of the length of the longest path of a DAG
with random weights.
An example of four tasks scheduled on two
processors is proposed on Figure 3. Task t1 has
no predecessor and is thus the first to start its ex-
ecution. Tasks t2 and t3 both depend on task t1
and cannot start their executions before t1 fin-
ishes its own. Finally, task t4 depends on the
two previous tasks. Tasks t1 and t4 are executed
on processor p1 and tasks t2 and t3 are executed
on p2. As the execution of t2 is anterior to the
execution of t3, an edge is added between these
two tasks in the corresponding graph. In this
example, task durations (i.e., weights) are not
represented. The duration of each task is associ-
ated to the corresponding vertex in the graph.
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2.5 Dependency between Intermedi-
ate Results
In order to determine the intermediate result
of a vertex vj ∈ V , the expression Yj = Xj +
maxvi∈Pred(vj) Yij must be evaluated. Operands
of any maximum are always intermediate results.
The main difficulty revealed by related works
concerns the dependency between all the inter-
mediate results. If they were independent, eval-
uating the distribution of the longest path length
would indeed be easy using the methods pre-
sented later in Section 3.1.1.
Figure 2 illustrates this phenomenon. The in-
termediate result of vertex v3 is formulated X3 +
max(Y23, Y13). The operands of this maximum,
Y23 and Y13, are dependent because they both are
expressed using the same random variable, X1.
In the literature, the problem raised by
operand dependencies is also called path recon-
vergence [48], shared activity jias [46] or topolog-
ical dependency [5].
2.6 Representation Equivalence
In some contexts, there is either no weight on
the vertices or no weight on the edges. This
is the case when managing projects represented
with an activity on arc (AoA) network or with
an activity on node (AoN) network. Transform-
ing an AoN network into an AoA network while
minimizing the number of additional arcs is NP-
Hard [23]. However, this transformation may
be done in polynomial time and space when the
minimization is not required. In particular, we
can transform an instance of our problem into an
instance with no weight on the vertices in poly-
nomial time [29]. Each vertex must be replaced
by a pair of vertices connected by an edge whose
weight is the same as the weight of the initial
vertex. The first (resp., second) vertex of this
pair becomes a successor (resp., predecessor) of
all the predecessors (resp., successors) of the ini-
tial vertex. The number of vertices is increased
by a factor of two through this transformation.
Moreover, the transformation complexity is lin-
ear in the number of edges m. An analogous
linear algorithm exists to convert an instance of
our problem into an instance with no weight on
the edges.
These representations are thus equivalent and
we specify whenever it is necessary if there is no
weight on the vertices or on the edges.
3 State of the Art and Related
Work
We begin by presenting different mechanisms
for evaluating the result of an arithmetic opera-
tion on a pair of random variables. Using these
mechanisms, we will then cover some methods
that can estimate the distribution of the longest
path length. We classify existing methods into
four categories: heuristics that provide an ap-
proximation3; methods that provide bounds; ex-
act methods (that are not covered because of
their time complexity); and the Monte Carlo ap-
proach. Last we describe the related application
fields of this work.
3.1 Evaluation of Arithmetic Opera-
tions
3.1.1 Numerical Evaluation in the Case
of Independent Random Variables
Characterizing the probability density function
of the maximum or the sum of two independent
random variables (also called operands) can be
done using basic results from the probability the-
ory [30].
Maximum of Two Independent Random
Variables Let η and ε be two independent ran-
dom variables. We call ω = max(η, ε) the maxi-
mum of η and ε. The value of ω is lower than a
constant z if and only if both operands are lower
than z. Thus, the cumulative density function of
3As shown by Hagstrom [17], the problem is #P-hard
in the discrete case.
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the maximum of two independent random vari-
ables is the product of their cumulative distribu-
tion functions:
Fω(z) = Fη(z)× Fε(z) (1)
When operands are discretized, methods from
numerical analysis can be used to estimate the
result (resampling, interpolation, etc.) [19]. Re-
mark that determining the probability density
function from a cumulative distribution func-
tion requires a numerical derivation. As deriva-
tions are numerically challenging, we often pre-
fer to obtain the probability density function
of ω. To this end, we analytically derive Eq. (1):
fω(z) = Fη(z)× fε(z) + fη(z)× Fε(z). This for-
mula requires the cumulative distribution func-
tions of η and ε, which can easily be obtained by
numerically integrating the probability density
functions.
Sum of Two Independent Random Vari-
ables Consider the same operands in the
sum ω = η + ε. For discrete random variables,
we have: Pr[ω = z] =
∑
x Pr[η = x] × Pr[ε =
z − x]. For continuous random variables, the
probability density function of the sum of two
independent random variables is the convolu-
tion of their probability density functions: fω =´
x fη(x)fε(z − x)dx = fη ∗ fε.
The complexity of directly computing a convo-
lution is O(N2) where N is the number of values
representing a probability density function. Nu-
merically, we can use the Fast Fourier Transform,
whose complexity is O(N logN) to speed up this
computation. Indeed, in the frequency domain,
convolution is a product and its time complexity
is linear.
3.1.2 Expected Value and Variance in
the Case of Normal Distributions
When an operation is performed on random vari-
ables that are normally distributed, then the
expected value and the variance of the result
can be formulated in closed form even when the
operands are dependent.
Maximum of Correlated Normal Laws
Clark [11] proposed a set of formulas to cope
with the maximum operation. These formu-
las characterize the first four moments of the
maximum of two normal laws. Let η and ε
be two random variables that follow each a
normal law. Their expected values and vari-
ances are noted µη, µε, σ2η and σ2ε . The linear
correlation coefficient between η and ε is ρη,ε.
We define two functions: ϕ(x) = 1√2πe
−x
2
2
and Φ(x) =
´ x
−∞ ϕ(t)dt. Clark characterizes
the expected value and the variance of ω =
max(η, ε), namely µω and σ2ω:
µω = µηΦ(b) + µεΦ(−b) + aϕ(b) (2)
σ2ω = (µ2η+σ2η)Φ(b)+(µ2ε+σ2ε)Φ(−b)+(µη+µε)aϕ(b)−µ2ω
(3)
where a =
√
σ2η + σ2ε − 2σησερη,ε and b =
µη−µε
a .
Moreover, Clark provides a formula to com-
pute the linear correlation coefficient between
the result of a maximum and a given random
variable τ :
ρτ,ω =
σηρτ,ηΦ(b) + σερτ,εΦ(−b)
σω
(4)
Sum of Correlated Normal Laws Let us
consider the sum ω = η + ε. The following for-
mulas are general results from probability the-
ory. They are valid for any probability law that η
and ε may follow.
µω = µη + µε (5)
σ2ω = σ2η + 2σησερη,ε + σ2ε (6)
ρτ,ω =
σηρτ,η + σερτ,ε
σω
(7)
3.2 Heuristic Approaches
Heuristic methods often approximate the inputs
to provide an estimation of the result. We clas-
sify them into three categories: approaches based
on series-parallel reductions; methods based on
the normality assumption; and the canonical ap-
proach.
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3.2.1 Series-Parallel Reductions
A method based on a succession of reductions
was first presented by Martin [27], and then
by Dodin [14]. It provides an exact solution
when the graph is series-parallel. Moreover, this
method has a polynomial-time complexity.
It uses two kinds of reductions. We describe
them by considering that all vertex weights are
zero:
Series reduction If a vertex has ex-
actly one incoming edge and one outgoing
edge, then a series reduction is performed.
It consists in eliminating the vertex and in
replacing both edges by a single one whose
weight is the sum of the weights of the initial
edges. As the added weights are indepen-
dent random variables, all techniques pre-
sented in Section 3.1 can be applied.
Parallel reduction A parallel reduc-
tion is performed if there exist two edges
that share the same source and the same tar-
get. They are thus replaced by a single edge
whose weight is the maximum of the weights
of the initial edges. Again, operands are in-
dependent and we can use the techniques
presented above.
For a given instance, all the possible reductions
are performed. As one reduction may enable new
reductions, they are performed iteratively until
no more reduction is possible. The process ends
up with a single edge between the source ver-
tex and the sink if and only if the initial graph
is series-parallel. The exact distribution of the
longest path length is then given by the weight
of the final edge.
If the graph is not series-parallel, then the pro-
cess gives an irreducible graph containing several
edges. It is still possible to continue the reduc-
tions by adapting the graph. A vertex is thus
selected randomly among the ones that contain
only one incoming edge. This vertex and its in-
coming edge are then duplicated multiple times
in such a way that each new vertex is connected
to exactly one of the outgoing edges of the ini-
tial vertex. If there is no vertex with only one
incoming edge, then a symmetrical mechanism
is performed for a vertex with only one outgo-
ing edge. After this duplication step, all the en-
abled reductions are thus performed until a new
irreducible graph is obtained. These two steps
(reduction and duplication) are repeated until a
single edge remains.
As some edges are duplicated when the graph
is not series-parallel, the corresponding weights
are also duplicated. This means that at each
given step, the graph may contain weights that
are not independent. Maximums and sums on
dependent random variables raise issues (except
if both operands follow normal laws). Thus, the
result is generally not exact.
Bein et al. [3] improved this method by mini-
mizing the number of duplicated vertices. More-
over, Ludwig et al. [25] perfected the approach
by decreasing the algorithmic time complexity
necessary to find new enabled series-parallel re-
ductions.
3.2.2 Normality Assumption
Assuming that all the weights in a graph follow
normal laws is common in the literature. The
normality assumption concerns both intermedi-
ate results and the final distribution. This is a
perfect use-case for Clark’s formulas [11] that es-
timate the first four moments of the maximum
of two normals (see Section 3.1.2).
This assumption is supported by the central-
limit theorem that states that the sum of inde-
pendent random variables tends to be normally
distributed as the number of variables increases.
As a graph encodes an arithmetic expression that
may contain many additions, the result tends to
approach a normal law if maximum operations
do not significantly impact the resulting distri-
bution.
The method proposed by Sculli [37] is a di-
rect application of Clark’s approach. Each ran-
dom variable is reduced to its expected value and
variance. Maximums are computed by consid-
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ering that operands follow independent normal
laws. The obtained result is again approximated
as a normal law and its first two moments are
computed with Clark’s formulas.
Sculli’s approach has, however, some limits.
First, correlation coefficients between operands
are always considered to be zero. This is false
when operands relate to edges that have a com-
mon ancestor (see Section 2.5). Ignoring the
effect coming from path reconvergence leads to
an accumulation of errors that can be significant
when the graph is large. In this paper, we pro-
pose two methods that are based on the same
principle, but with techniques that estimate cor-
relation coefficients.
The second limit is related to the normality
assumption. Although input random variables
are not normal in the general case, the assump-
tion does not hold either when all weights are
normal because the result of each maximum is
approximated by a normal law.
Nevertheless, the normality assumption offers
several advantages: we can use formal probabilis-
tic results (Clark’s formulas); the error is low as
we will show in our experiments in Section 5;
and, the algorithmic time complexities of meth-
ods based on this assumption are generally low.
To conclude, the relevance of this assump-
tion depends on several criteria: the normal-
ity of input random variables; the depth of the
graph, which determines the number of sums;
and, the dependence and the similarity between
the operands of each maximum, which deter-
mines the normality of intermediate results.
3.2.3 Canonical Representation
Evaluating the distribution of the longest path
length is also required when designing digital cir-
cuit. Although we consider that all random vari-
ables in X are independent, proposed methods
in this field are specifically designed to tackle
spatial correlations, namely dependencies be-
tween the weights. For instance, Sapatnekar et
al. [35] described how to apply principal com-
ponent analysis to deal with these correlations.
Spatial correlations make the problem more dif-
ficult.
With the canonical representation [43] that
appeared in this context, dependencies between
maximum operands (and spatial correlations)
are efficiently taken into account. An extension,
proposed by Zhang [48], improves the method
and reduces its algorithmic time complexity.
In the canonical approach, each random vari-
able (weights and intermediate results) are ex-
pressed using an expected value and a weighted
sum of standard normal laws:
η = µ+
∑
i
αiΥi
where µ is the expected value of η. Each random
variable Υi ∼ N (0, 1) follows a standard normal
law (with mean µ = 0 and variance σ = 1).
Parameters αi determine thus the variance of η.
In this representation, all the normal laws Υi are
independent. This is used for the dependencies
between the weights.
Evaluating arithmetic operations on random
variables in canonical representation makes par-
tial use of the formulas proposed by Clark (see
Section 3.1.2). Let η = µη +
∑
i αη,iΥi and ε =
µε+
∑
i αε,iΥi be two random variables in canon-
ical representation. The sum ω = η + ε can be
evaluated as follows:
ω = (µη + µε) +
∑
i
(αη,i + αε,i)Υi
The maximum is defined as ω = max(η, ε).
Recall from Section 3.1.2 that Φ(x) =´ x
−∞ ϕ(t)dt, a =
√
σ2η + σ2ε − 2σησερη,ε and b =
µη−µε
a .
The probability that η takes a value greater
than ε, i.e. Pr[η > ε], is Φ(b). The maximum is
approximated by:
ω̂ = Φ(b)η + Φ(−b)ε
= (Φ(b)µη + Φ(−b)µε) +
∑
i
(Φ(b)αη,i + Φ(−b)αε,i)Υi
This evaluation of the maximum requires the
correlation coefficient between the operands (i.e.,
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ρη,ε):
ρη,ε =
∑
i αη,iαε,i√∑
i α
2
η,i
√∑
i α
2
ε,i
The canonical approach relies on the normal-
ity assumption that is described above. Rep-
resenting each random variable using a linear
combination of standard normal laws provides
an elegant and efficient method for characteriz-
ing the dependencies between each intermediate
result. However, this is done to the detriment of
the maximum operation whose precision is worse
than with Clark’s approach. Indeed, whereas
Clark’s approach provides the exact first four
moments of the maximum of two normals, the
canonical approach approximates the maximum
as a linear combination of normals, which is in-
exact even when operands actually follow normal
laws.
3.3 Bounds
Several methods provide bounds on the distribu-
tion of the longest path length. We first define
the first-order stochastic dominance [31, Defini-
tion 1.2.1] that we use to determine if two ran-
dom variables are comparable and, if possible,
to know which one is greater. Let η and ε be
two random variables. We say that η dominates
stochastically ε if Pr[η ≤ x] ≤ Pr[ε ≤ x] for all x.
Kleindorfer [21] has proved a lower and an up-
per bound on the distribution of the longest path
length. The upper bound is given by assum-
ing that all maximum operands are independent
and, hence, by directly applying the mechanism
of Section 3.1.1. For the lower bound, maximum
operations are not executed. Instead, the distri-
bution of one of the operands is selected as the
result.
The approach using series-parallel reduction
described in Section 3.2.1 also gives an upper
bound by transforming any given graph into a
series-parallel one. This result improves Klein-
dorfer’s upper bound.
Yazici-Pekergin et al. [47] have proposed to re-
place NBUE (New Better Than Used in Expec-
tation 4) distributions in a graph by an upper
bound. This technique is useful when we know
only the expected value of the random variables
and when they all verify the NBUE property.
Finally, some methods only propose a bound
on the expected value of the result. Fulker-
son [15] has proposed one of the first lower
bound of the literature. It has been im-
proved by Robillard [34] using Jensen’s inequal-
ity. Kamburowski [20] proposed to bound the ex-
pected value and the variance using the normal-
ity assumption and Clark’s formulas. Finally,
Weiss [45] also gave bounds on related quanti-
ties such as the shortest path.
3.4 Monte Carlo Method
The Monte Carlo method proposed in this con-
text [7, 42] consists in repeatedly transforming
the random weights into deterministic ones.
For each random variable of the graph, a value
is drawn according to its law. When this is done,
we obtain a unique value for the graph. This step
is repeated several times generating a new value
at each iteration. The set of resulting values de-
fines an empirical distribution function that ap-
proaches the resulting distribution as the number
of iterations increases.
We need to define the number of trials (noted
T ) required to achieve a given precision. If we
assume that the distribution of the longest path
length follows a normal law, then Cochran’s the-
orem states that the variance follows a χ2 law
with T−1 degree of freedom. Hence, the number
of degrees of freedom needed to obtain a required
confidence interval directly gives the number of
iterations to perform. For instance, with 20,000
iterations, the relative error of the standard de-
viation is lower than 5% with a confidence level
of 99%. With one million iterations, the error is
lower than 1%.
4Intuitively, NBUE distributions are distributions that
describe the remaining lifetime of objects and such that
new objects have a better expected lifetime than used
objects.
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Another way of quantifying the error is given
by the Kolmogorov-Smirnov statistic: it mea-
sures the distance between the empirical cumu-
lative distribution function and the true distri-
bution. According to the Kolmogorov distribu-
tion, this difference is lower than 1.629/
√
T with
a confidence level of 99% when the number of it-
erations exceeds 100 [36]. For 20,000 iterations,
the difference is lower than 1.2%. For one million
iterations, it is lower than 1.629h.
The Monte Carlo method has two advantages.
First, the empirical distribution function con-
verges towards the resulting distribution as T →
∞ according to the Glivenko-Cantelli theorem.
Second, this method is not sensible to operand
dependencies when performing a maximum op-
eration.
3.5 Related Research Fields
Evaluating the distribution of the longest path
length of a DAG (Directed Acyclic Graph) with
random weights arises in several fields:
• the problem was first defined by Malcolm
et al. [26] in the context of project manage-
ment. A project is assumed to be divided
into a set of activities that are structured
through a set of events. Each activity has
to be performed by a resource and an event
can be reached upon its completion. As ac-
tivity durations can be modeled by random
variables, the overall project consists of a
graph where each edge corresponds to an
activities and each vertex to an event;
• task graph scheduling on parallel machines
with random durations (see Section 2.4) has
then been introduced [10, 32, 44]. Several
references are provided in [33];
• last, the problem appears when designing
digital circuits. A digital circuit is a network
of gates that are connected through wires.
In order to predict the performance of such
circuits, static timing analysis is performed
to estimate the propagation delay of a signal
from the input to the output gates. As vari-
ations may occur when manufacturing dig-
ital circuits, the propagation delay of each
wire and each gate is uncertain. Analyzing
a digital circuit requires thus to evaluate the
distribution of the longest path length of a
DAG where each edge corresponds to a wire
and each vertex to a gate. We report the
reader to the survey proposed by Blaauw et
al. [5] for more details on this field.
3.6 On the Complexity of the Studied
Problem
Although the problem is frequently mentioned to
be #P-hard in the literature, there is sometimes
a slight confusion on the precise problem that is
considered.
In this paper, we consider the numerical prob-
lem of determining the distribution of the longest
path length of a DAG with random weights. The
random variables are assumed to follow continu-
ous distributions (such as the uniform distribu-
tion) and the output of the problem is the prob-
ability that the longest path length takes a value
lower than or equal to some given constant. The
problem consists in approximating this probabil-
ity to some given number of correct digits.
On the other hand, the problem that is known
to be #P-hard [17] is when random variables
are discrete with only rational values. In this
case, the objective is to find the exact proba-
bility, which is rational, that the longest path
length takes a value lower than or equal to some
given constant.
Although we may infer that the problem with
discrete random variables (possibly with irra-
tional values) is also difficult, we cannot con-
clude on the complexity of the continuous version
of the problem. However, we suspect that this
version is also difficult as the challenge when di-
rectly evaluating the solution is similar in both
versions: the number of longest paths may be
exponential.
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4 Proposed Methods
Although many bounds have been proposed, ei-
ther they do not provide estimations that are
precise enough in practice or their time com-
plexity is prohibitive. We propose two prac-
tical heuristics that are based on the normal-
ity assumption presented in Section 3.2.2 and
on Clark’s formulas described in Section 3.1.2.
Namely, we approximate each random variable
and each result of a maximum as a random vari-
able that follows a normal law. Both our meth-
ods improve Sculli’s approach [37] because they
use a mechanism to estimate correlations be-
tween maximum operands whereas Sculli’s ap-
proach does not.
4.1 CorLCA
The first described heuristic is called CorLCA
(Correlation based on Lowest Common Ances-
tor). This method visits each vertex of a graph
only once. For each vertex, correlations between
the operands of a maximum operation are esti-
mated using an efficient method. The objective
of this method is to offer precise results with-
out significantly increasing the algorithmic time
complexity compared to Sculli’s approach (pre-
sented in Section 3.2.2). To this end, the corre-
lation between each pair of maximum operands
is estimated by determining their lowest com-
mon ancestor. Algorithm 1 presents the steps
of CorLCA.
First, we describe the general behavior of the
algorithm and we detail the construction of a tree
(called correlation tree below) that allows effi-
cient searches for the lowest common ancestor of
any pair of vertices. Then, we show how to com-
pute a correlation coefficient using this ancestor.
Finally, we analyze the complexity of CorLCA.
CorLCA relies on a main loop that visits ver-
tices of a graphG(V,E,X ) in a topological order.
For each iteration, two types of operations are
performed:
• intermediate result evaluations
(Lines 4, 9, 10, 14 and 20)
ALGORITHM 1: Heuristic CorLCA based
on lowest common ancestor queries to esti-
mate the correlation between two operands
Require: G = (V,E,X ) {Directed acyclic
graph with random weights}
Ensure: (µ, σ2) {Estimation of the expected
value and variance of the distribution of the
longest path length of G}
1: for i = 1 to n do {Visit all the vertices in a
topological order}
2: v̇i = 0 {Initialization of vi parent in the
correlation tree}
3: for all vj ∈ Pred(vi) do {Visit all the
predecessors of vi}
4: Yji = Xji + Yj {Equations 5 and 6}
5: if v̇i = 0 then {First iteration of the
loop}
6: v̇i = vj
7: η = Yji
8: else
9: vk = LCA(v̇i, vj) {Determine the
Lowest Common Ancestor of v̇i
and vj}
10: ρη,Yji =
σ2Yk
σησYji
{Estimate the
correlation between η and Yji}
11: if Pr[η < Yji] > 0.5 then {If
vertex vj is preponderant in the
maximum}
12: v̇i = vj {Change the predecessor
of vi in the correlation tree}
13: end if
14: η = max(η, Yji) {Equations 2 and 3,
and Line 10}
15: end if
16: end for
17: if v̇i = 0 then {Vertex vi has no
predecessor}
18: Yi = Xi
19: else
20: Yi = Xi + η {Equations 5 and 6}
21: end if
22: end for
23: return (µYn , σ2Yn)
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• incremental construction of the correlation
tree (Lines 11 to 13)
This last tree is rooted and is used only for com-
puting correlations between maximum operands.
It contains the same vertices as graph G and a
subset of its edges. In particular, each vertex in
the correlation tree has only one incoming edge
with the exception of the root, which has none.
At each iteration of CorLCA, the predecessor v̇i
of the visited vertex vi is retained as the unique
parent of vi in the correlation tree.
4.1.1 Correlation Tree Construction
Selecting a unique parent for a given vertex in
the correlation tree is done by determining which
predecessor has the most significant impact on
the maximum operation. This means that we
want to select the edge that influences the most
the intermediate result of a maximum. Thus,
the correlation tree approximates the structure
of the correlations between each pair of interme-
diate results.
When a vertex contains several incoming
edges, the selected edge is the one whose in-
termediate result is greater than the interme-
diate results of the other incoming edges with
the highest probability. Let Yji ∼ N (µYji , σYji)
and Yj′i ∼ N (µYj′i , σYj′i) be two normal ran-
dom variables representing the intermediate re-
sults of two edges targeting the same vertex vi.
In Section 3.1.2, we defined function Φ(x) =´ x
−∞ ϕ(t)dt and symbol b. Section 3.2.3 mentions
that the probability of Yji being greater than Yj′i
is Pr[Yji > Yj′i] = Φ(b). This mechanism is used
to select each predecessor (Lines 11 to 13). In the
case of normal distributions, it is actually suffi-
cient to compare only the expected values of Yji
and Yj′i to determine which one is greater with
the highest probability (the one with the highest
expected value is selected).
A complete correlation tree that could corre-
spond to the graph of Figure 2 is represented
on Figure 4. For each vertex that has several
incoming edges, a single edge is selected.
v1
v2
v3
v4
Figure 4: Possible correlation tree corresponding
to the graph of Figure 2.
4.1.2 Estimation of Correlation Coeffi-
cients
Equations 2 and 3 of Section 3.1.2 are used at
Line 14 to compute the maximum of two random
variables and they require the correlation of the
operands beforehand (which is done on Line 10).
The correlation tree enables an efficient esti-
mation of the correlation of any pair of interme-
diate results. By finding the lowest common an-
cestor of two vertices, it is possible to compute
directly the correlation between the intermedi-
ate results of these two vertices. Let Yji and Yj′i
be two intermediate results of two edges target-
ing the same vertex vi. Let vk be the lowest
common ancestor between vertices vj and vj′ in
the correlation tree. Its intermediate result is
noted Yk. Our approximation consists in con-
sidering that Yji = η + Yk and Yj′i = ε + Yk
where η and ε are two random variables inde-
pendent of Yk. Random variables η and ε are
independent because they represent the sums of
the weights on the paths between vertex vk and
vertices vj and vj′ , respectively (these paths do
not share any vertex by definition of the lowest
common ancestor). Hence, the correlation be-
tween Yji and Yj′i is:
ρYji,Yj′i =
σ2Yk
σYjiσYj′i
It is, however, an approximation because ver-
tices vj and vj′ can have several lowest common
ancestors in the complete directed acyclic graph.
This mechanism is similar to the second op-
timization of the method proposed by Yao et
12
al. [46]. However, our method is finer in case
of multiple lowest common ancestors.
4.1.3 Complexity
The time complexity of CorLCA depends on
the cost of the method used to find the low-
est common ancestor of two vertices in a tree in
which vertices are inserted incrementally. Let λ
(resp., ν) be the time (resp., space) complexity
necessary to insert the vertices and to perform
LCA (Lowest Common Ancestor) queries. Then,
the time complexity of CorLCA is O(mλ) and its
space complexity is O(n+ ν).
Cole et al. [12] have presented a method that
performs vertex insertions and LCA queries in
constant time if insertions do not double the size
of the tree. As this assumption does not hold
in our case, data structures would require to
be rebuilt periodically with this method. More-
over, their approach tackles vertex insertions in-
side the tree and vertex removals, which CorLCA
does not need. Gabow [16] has described an al-
gorithm that performs leaf insertion in amortized
constant time.
The problem consists in alternating LCA
queries and leaf insertions in the same tree. To
the best of our knowledge, the literature does
not provide an optimal algorithm for this spe-
cific problem. Given the related works pre-
sented above, we conjecture that λ = O(1)
and ν = O(n), which would lead to a time com-
plexity of O(m) and a space complexity of O(n)
for CorLCA.
4.2 Cordyn
This second heuristic, called Cordyn (Corre-
lation based on a dynamic programming ap-
proach), takes into account dependencies caused
by reconvergent paths. A dynamic program-
ming approach is used to determine the corre-
lation coefficients that are required when apply-
ing Clark’s formulas. Despite a higher time com-
plexity than with CorLCA, estimated correlation
coefficients are more precise. Indeed, no approx-
imation other than the normality assumption is
done.
4.2.1 Algorithm
The algorithmic principle lies in continuously
characterizing the set of correlation coefficients
that could be required when a maximum is per-
formed with Equations 2 and 3. Although it
is always possible to determine recursively any
correlation coefficient (with a recursive method
using Equation 4), some of the computed coef-
ficients are used multiple times and it is sub-
optimal to recompute them. As the problem
raised by the determination of these coefficients
exhibits sub-problems that overlap, we propose a
dynamic programming strategy. Then, for each
newly visited vertex vi, all the correlation coef-
ficients ρYi,Yj are computed and kept in a sym-
metric square matrix P = (ρYi,Yj )1≤i≤n,1≤j≤n of
size n× n.
Algorithm 2 describes the main loop of Cor-
dyn, which visits vertices in a topological or-
der. Intermediate result evaluation is done on
Lines 3, 7 and 8 by reusing newly computed cor-
relation coefficients (Line 10). Lines 4, 9 and 10
are used to compute correlation coefficients be-
tween a given random variable and each inter-
mediate result that corresponds to any already
visited vertex (i.e., any of the random variables
in the set {Yk : 1 ≤ k < i} where vi is the vis-
ited vertex in the current loop iteration). Coeffi-
cients computed on Line 4 are only required for
the computations on Lines 5 and 9 that are only
used themselves on Lines 7 and 10, respectively.
However, correlations determined on Line 10 can
be used during future iterations of the main loop
on Line 4 and this is why matrix P is updated
with the obtained values.
We finish the description of Cordyn with two
remarks. When the number of incoming edges
of vi is strictly greater than two, the operands
on Line 7 are grouped pairwise and Clark’s for-
mulas are used successively (coefficient compu-
tations must then be adapted on Line 9). The
second remark is related to the fact that an in-
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ALGORITHM 2: Heuristic Cordyn based
on a dynamic programming approach to
determine the correlation between two
operands
Require: G = (V,E,X ) {Directed acyclic
graph with random weights}
Ensure: (µ, σ2) {Estimation of the expected
value and variance of the distribution of the
longest path length of G}
1: for i = 1 to n do {Visit all the vertices in a
topological order}
2: for all vj ∈ Pred(vi) do {Visit all the
predecessors of vi by increasing indices}
3: Yji = Xji + Yj {Equation 5 and 6}
4: compute (ρYji,Yk)1≤k<i {Equation 7
and matrix P}
5: compute (ρYji,Yj′i)vj′∈Pred(vi),j′<j
{Equation 7, matrix P and Line 4}
6: end for
7: η = maxvj∈Pred(vi)(Yji) {Equations 2
and 3, and Line 5}
8: Yi = Xi + η {Equations 5 and 6}
9: compute (ρη,Yk)1≤k<i {Equation 4 and
Line 4}
10: compute (ρYi,Yk)1≤k<i and complete P
{Equation 7 and Line 9}
11: end for
12: return (µYn , σ2Yn)
termediate result can be discarded when com-
puting correlations as soon as every successors
of the corresponding vertex have been visited.
Indeed, on Lines 4, 9 and 10, we can reduce the
set of considered intermediate results to those
corresponding to the vertices ϕ(vi), where ϕ(vi)
is the set of vertices vj such that j < i and such
that ∃(vj , vk) ∈ E, i < k. Thus, the topological
order in which vertices are visited has an impact
on the efficiency (temporal and spatial) of the
method, but no influence on the result quality
(except for round-off errors).
4.2.2 Complexity
To determine the complexity of Cordyn, we in-
troduce and remind some notations: let deg−(v)
be the number of incoming edges of vertex v, n =
|V | the number of vertices and m = |E| the
number of edges. The most costly step con-
sists in characterizing correlations between each
new vertex intermediate result and all the ob-
tained intermediate results (Line 4). Remem-
ber that the vertices are visited by increasing
indices. At step i, determining correlation coef-
ficients between each obtained intermediate re-
sult (Yk)1≤k<i and Yji costs O(i) operations and
is repeated deg−(vi) times for each predecessor
of vi. The time complexity of the approach is
thus O(
∑n
i=1(i × deg−(vi))) = O(nm). More-
over, O(n2) elements must be stored in matrix P .
4.3 Canonical Representation Adap-
tation
We also adapted the canonical method (see Sec-
tion 3.2.3) to our problem. In the scheduling
problem, weights are independent, which means
that each weight corresponds to a single random
variable Υ with the canonical representation. We
note each weight X̂i because the canonical rep-
resentation is an approximation of the true ran-
dom variable Xi. By considering that all edges
have zero weights, then X̂i = µi+αiΥi and Ŷj =
µj +
∑
i αjiΥi. This last equation means that
each intermediate result can be expressed as a
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linear combination of all standard normal dis-
tributions that correspond to the weights of the
graph. As an intermediate result Yj can be the
result of a maximum (which does not produce
a linear combination of normal laws), it is clear
that the last equation is an approximation.
4.4 Unfavorable Example
Figure 5 illustrates all the steps when consider-
ing a graph with four vertices. Edge weights are
zero and each vertex weight follows an exponen-
tial law with an expected value of one. As expo-
nential laws differ significantly from normal laws,
this example is not favorable to approaches based
on the normality assumption. However, CorLCA
improves Sculli’s approach, which ignores depen-
dencies between intermediate results Y2 and Y3.
Both these random variables are operands of the
maximum performed to compute the final re-
sult Y4. For this graph, CorLCA and Cordyn
produce the same result because the graph struc-
ture is simple and no pair of vertices contains
more than one lowest common ancestor.
5 Empirical Validation
5.1 Instances
To empirically validate our methods, we use a
set of instances based on existing testbeds that
define the graph structure but have either deter-
ministic weights or no weight. Each weight is
replaced by a random variable whose expected
value is equal to the deterministic weight. We
will describe how to determine the distribution
of each random variable.
The graph structures come from the following
three sets of instances:
• RCPSP instances of the PSPLIB Li-
brary [22] in the case of project manage-
ment. Graphs are classified according to 4
sizes: 30, 60, 90 and 120 vertices. There are
48 instances in each of the first three classes
and 60 in the last one (we use the first vari-
ant of each of these instances).
• The STG [41] set for task graphs. For each
distinct size (from 50 to 1500 vertices), we
select 24 instances, each using a distinct
generation method. Each generator results
from a combination of one of the four graph
generators and one of the six cost genera-
tors (we also use the first variant of each
combination).
• ISCAS-85 [18] and ISCAS’89 [6] for digital
circuits (45 instances).
The expected value of each weight is not fully
determined in the case of digital circuits because
they do not have weight. The expected value is
arbitrarily set to 1.
The structure of the graph and the expected
value of each weight is specified as shown above.
We need to transform this into a probabilistic
instance by determining the variance and the law
of each weight.
First, we need to specify the variance of each
weight. Instead of managing variances, we use
the coefficient of variation (CV), which measures
the relative dispersion of the law. Formally, it
is the ratio between the standard deviation and
the mean of a set of values. For each weight,
we draw the CV according to a gamma law such
that the standard deviation of all CV is 10% of
their expected value. This introduces some het-
erogeneity in the weight CV (otherwise, expected
values would be proportional to standard devia-
tions and this could bias the evaluation). How-
ever, when the standard deviation of a CV is
too high, then some CV have a high value. As a
compensation, most other CV have to be close to
zero (as CV must be non-negative) and can thus
be considered deterministic (which could again
bias the evaluation). The 10% value used for
the heterogeneity in the weight CV is therefore
a compromise.
Second, we decided that, for a given graph, all
weights would follow the same law (among the
five given in Table 2) but with different param-
eters. These parameters may be inferred from
the expected value and chosen variance of the
15
v1
v2
v3
v4
Intermediate
results
Sculli [37] CorLCA Formal analysis
µ σ2 µ σ2 µ σ2
Y1 1 1 1 1 1 1
Y2 2 2 2 2 2 2
Y3 2 2 2 2 2 2
Y4 3.80 2.36 3.56 2.68 7/2 13/4
Figure 5: Intermediate results in a graph with four vertices whose weights follow exponential laws
with expected value one. CorLCA and Cordyn give the same result for this graph. In this simple
example, the density function of the result can be formally derived and is (x2− 2x+ 2− 2e−x)e−x.
weight. This is direct for the uniform and normal
laws. The exponential law has only one parame-
ter that is determined by the expected value (the
variance is thus discarded). If weights follow a
beta law, then the maximum and minimum val-
ues are determined by the expected value and the
variance while the shape parameters are α = 2
and β = 5. For the Weibull law, we used a sim-
ple dichotomic iterative method to set the scale
and shape parameters.
The 48 × 3 + 60 = 204 PSPLIB instances,
the 24 × 8 = 192 STG instances and the 45
ISCAS instances are generated with the default
values given in Table 2. Moreover, a subset of
these instances (48 PSPLIB, 24 STG and all IS-
CAS) are used with the tested values. For each
tested value, the other parameter takes its de-
fault value. This leads to a total of (204 + 192 +
45) + (48 + 24 + 45)× 7 = 1260 graphs.
Table 2: Parameters and values for the instance
generation.
Parameter Defaultvalue Tested values
Law uniform
normal,
exponential,
beta, Weibull
Expected value
of the
coefficient of
variation
0.1 0.01, 0.03, 0.3
5.2 Method Qualities
To evaluate the quality of CorLCA and Cor-
dyn, we compare them to three other methods:
Sculli’s approach (Section 3.2.2), a series-parallel
reduction approach using numerical methods
(Section 3.2.1) and the canonical approach (Sec-
tion 3.2.3).
All the comparisons are done using Emapse
(Evaluation of MAx-Plus Stochastic Expres-
sion), a tool described in Appendix 7.
In the following, the results obtained with the
Monte Carlo method with at least one million it-
erations serve as the reference. Among the pos-
sible error metrics for assessing the solutions, we
have chosen the Kolmogorov-Smirnov statistic as
explained in Appendix 8.
5.2.1 General Comparison
Figure 6 presents a summary of the efficiencies of
the five compared methods. For each generated
instance and for each pair of methods (charac-
terized by a line and a column), we compute the
ratio between the Kolmogorov-Smirnov statistics
for both methods (ratio of the line over the col-
umn). If this ratio is equal to one, then both
methods produce an identical result in terms of
precision. If this ratio is lower than 1, then the
result of the method on the line is better than the
method on the column. Each plot in the lower-
left part shows the histogram and the ECDF of
these ratios. The upper-right part summaries
these data (each summary corresponds to the ra-
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Figure 6: Pairwise comparison of five methods
on 1 260 graphs using the Kolmogorov-Smirnov
statistic as the error metric. Lower-left part: his-
tograms and ECDF of the ratios between error
measures of each pair of methods (ratio of the
row to the column). Upper-right part: fraction
of the ratios that are greater or equal to 1 and
median ratio.
tios shown in the symmetric cell). For instance,
we remark that the results produced by the
canonical approach are less precise than those
produced by CorLCA in 75.08% of the cases and
that they have the same precision in 7.78% of
the cases. Finally, the median ratio is 0.761 in
this example.
We can conclude that both the proposed meth-
ods behave favorably relatively to the other three
methods. We also remark that Sculli’s approach
is the worst and that the method based on series-
parallel reductions is not far. Cordyn is the best
heuristic and is slightly better than CorLCA.
The canonical approach is at the middle: it is sig-
nificantly better that the worst two approaches
and significantly less precise than the proposed
heuristics.
5.2.2 Comparison to An Upper Bound
We recall that the series-parallel reduction ap-
proach produces an upper bound on the distribu-
tion of the longest path length (see Section 3.3).
We observe that our approaches (CorLCA and
Cordyn) are more precise than this upper bound
in more than 88% of the cases. This supports
our motivation for precise heuristics even if no
guarantee is provided. Indeed, in this case, an
approximated algorithm (that gives an upper
bound) can be much farther from the correct
value than a heuristic.
5.2.3 Parameter Effects
We show the effect of each parameter on the pre-
cision of each method on Figure 7 to Figure 9.
We focus on three parameters: the number of
weights in a graph, the laws followed by these
weights and the expected value of the coefficients
of variation of these weights.
The precision of the five considered meth-
ods are assessed with the Kolmogorov-Smirnov
statistic (as in the previous section) and are rep-
resented through boxplots. A boxplot consists
of a five number summary of a set of values:
the median is the thick horizontal segment, the
box extends from the first quartile to the third
one, and the length of the whiskers is 1.5 times
the interquartile range. Note that with one mil-
lion iterations, we are 99% confident that the
difference of the reference (given by the Monte
Carlo method) with the exact distribution is be-
low 1.629h (see Section 3.4). Therefore, any
statistic that is below this threshold (depicted
by a horizontal line on the figures) means that
the true error lies between 0 and 2×1.629h. On
this opposite, values are upper bounded by 1.
On Figure 7, we see how varies the precision of
each method when the number of random vari-
ables increases. The precision of Sculli’s and
the series-parallel reduction approaches decrease
when the size of the graph increases. The median
of the Kolmogorov-Smirnov is always greater
than 0.2 when the size is greater than or equal
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Figure 7: Effect of the number of random vari-
ables on the precision.
to 500, whereas this value is lower for smaller
graphs. There is indeed a significant change
when the size reaches this value. The canoni-
cal approach has a similar behavior, though the
precision of this method is globally better. In
contrast, the precision of CorLCA and Cordyn
are relatively stable when the size of the graph
increases.
All approaches against which we confront our
methods are considerably imprecise for graphs
containing more than a thousand random vari-
ables: for the three approaches, the medians of
the Kolmogorov-Smirnov statistics are close to
one with 1 000 random variables.
The effect of the probability law that is se-
lected for the entire graph is shown on Figure 8.
The exponential law poses the greatest difficulty
(even for approaches relying on numerical meth-
ods). This is indeed the law that differs the most
from the normal law among those that are tested.
In addition, its discretization is difficult due to
its steep slope at the origin and its long tail. This
imposes to perform an antagonist choice between
a short discretization interval and a large defini-
tion support. On the contrary, normal and uni-
form laws are the most favorable to our heuris-
tics and to the canonical approach (the other
two methods behave similarly for all laws dis-
tinct from the exponential one).
Last, Figure 9 depicts the effect of the coef-
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Figure 8: Effect of the law on the precision.
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Figure 9: Effect of the expected value of the
coefficient of variation of all weights on the pre-
cision.
ficient of variation (ratio of the standard devia-
tion to the expected value of each weight) on the
precision. We remark a general trend for each
method that consists in a loss of precision when
this coefficient increases. We explain this by the
simplicity with which a maximum is evaluated
when operand supports do not overlap. In this
case, the result of the operation is the operand
with the highest expected value. The greater the
coefficient of variations, the lower the number of
situations for which this direct method can be
applied. Thus, increasing the uncertainty in a
directed acyclic graph with random weights ac-
centuates the errors related to the maximums.
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the graph.
5.3 Computation Time
We study the computation times of several meth-
ods on the previous subset of 117 instances. The
Monte Carlo method was also included with 10
to one hundred thousand iterations. To avoid
unrelated initialization time, each method was
run twice in the same program and only the
second run was measured. A single core of
an Intel(R) Xeon(R) CPU E5-2660 at 2.20GHz
(SandyBridge) was used. More than 88% of
the execution times are below 1 second with a
median time of 67 ms. The average execution
times are depicted on Figure 10. For clarity,
only the execution time for the Monte Carlo
method with ten thousand iterations is shown.
With this number of iterations, we are 99% con-
fident that the difference with the exact distri-
bution is below 1.629% (see Section 3.4). In-
creasing the size of the instance has a clear ef-
fect on the performance of all methods. However,
the execution time depends on other parameters
than the number of random variables such as the
structure of the graph, this is why the execu-
tion time is not strictly increasing with the size.
For instance, there is no maximum in the case of
chains, whereas there is as much maximums as
sums in the case of in-trees.
Figure 11 presents ratios of computation
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Figure 11: Ratios of the computation times of
each method over the best computation times
among all five methods and five Monte Carlo
methods with varying number of iterations.
times. For each instance, the computation time
of each method is divided by the minimum com-
putation time among all the methods. A ratio
close to one indicates that the achieved perfor-
mance is close to the best one. Note that the
Monte Carlo method has execution ratios greater
than 100 (in particular for the largest two num-
ber of iterations), which are not shown in this
figure. Also, the computation times are summa-
rized independently of the number of weights in
the graphs because the impact of this parameter
was found to be low.
Sculli’s and the canonical approaches are the
fastest methods. The canonical approach consti-
tutes thus an interesting trade-off between the
speed and the precision. CorLCA is the third
fastest method (excluding Monte Carlo simula-
tions). This figure indicates that Cordyn and the
approach based on series-parallel reductions are
comparable.
The ratios for the Monte Carlo simulations
depend particularly on the implementation of
the pseudo-random generator5 and should be in-
terpreted with caution. The previous analysis
shows that the precision of Canonical, CorLCA
5A specialized coprocessor for generating pseudo-
random values could significantly impact these results.
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and Cordyn are mostly comparable to or lower
than 1.629%, which is the precision achieved by
the Monte Carlo method when the number of it-
erations is ten thousand iterations. Thus, our
experiments suggest that these three methods
outperform the Monte Carlo method given our
hardware and software environment.
The complexity of CorLCA is conjectured to
be the same as Sculli’s approach. However, the
implemented method performing LCA requests
does not have a constant time complexity, which
penalizes CorLCA.
In most cases, the series-parallel reduction ap-
proach is dominated by the canonical approach
both in terms of speed and in terms of preci-
sion. This dominance is sufficiently important to
conclude that series-parallel reductions are not
an efficient mechanism in our context. The four
other approaches (excluding Monte Carlo simu-
lations) represent each a distinct compromise in
terms of speed and precision.
6 Conclusion
In this paper, we study the problem of evalu-
ating the distribution of the completion time of
a set of dependent jobs with random durations.
More precisely, the evaluation consists in charac-
terizing the law that follows a random variable
that is defined by a succession of maximums and
sums of random variables. In practice, this prob-
lem difficulty comes from dependencies between
the intermediate results, which is due to path re-
convergences. In contrast, when sums and max-
imums are applied on independent random vari-
ables, then the evaluation is direct.
Two heuristics, CorLCA and Cordyn, are pro-
posed. They represent each a new compromise
in term of speed and precision relatively to the
approaches against which our heuristics are con-
fronted to. Moreover, we empirically compare
approaches from the literature. Last, all these
approaches have been implemented in a software,
Emapse, which allows a fair comparison of sev-
eral approaches in a unified way.
We show that series-parallel reductions do not
constitute an interesting method for the con-
sidered instances as it is often less precise and
slower than the canonical approach. CorLCA is
the fastest heuristic among the ones for which
the precision remains stable when the size of the
graph increases. It is therefore a relevant choice
when designing a scheduling heuristic that re-
quires an efficient evaluation mechanism.
This paper focuses mainly on the scheduling
problem, but our solutions can be applied to
other related fields (project management and cir-
cuit design) as the models are similar. For in-
stance, in the digital circuit case, there are de-
pendencies between the random variables of the
set X . Although CorLCA ignores these depen-
dencies, Cordyn can be generalized by consid-
ering correlations between weights in the graph.
In this case, correlation computations must be
extended to the correlation coefficients between
the intermediate results (Yi and Yij) and each
weight X ∈ X (with the same asymptotic com-
plexity).
One future work direction concerns the analyt-
ical study of the problem. There exist exact ap-
proaches when the graph structure verifies some
specific properties and when all random variables
follow the same type of laws. Using a law that
is closed both under the maximum and the sum
would provide an exact method for series-parallel
graphs.
Another direction is about the empirical val-
idation of the approaches. This could easily be
extended to compare other approaches from the
literature. Moreover, the factors that degrade
the estimation of each approach (in particular
for the canonical approach) remain to be deter-
mined.
Finally, yet another direction is to investigate
the analysis of the algorithmic time complexity
of both proposed. On one hand, characterizing
the time complexity of CorLCA requires to study
a problematic related to searching for the lowest
common ancestor in a rooted tree. On the other
hand, minimizing the time complexity of Cordyn
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using an optimal topological order is related to
the vertex separation problem and the sum cut
problem [13]. These problems, however, are be-
yond the scope of this paper.
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7 Emapse
In order to evaluate the quality of CorLCA and
Cordyn, we have developed a software platform,
Emapse (Evaluation of MAx-Plus Stochastic Ex-
pression) for evaluating the distribution of the
longest path length of a directed acyclic graph
with random weights. This platform implements
several methods of the literature in a generic
way and allows an experimental comparison of
these methods on given instances. It repre-
sents 7 400 lines of Java and is available on
https://gforge.inria.fr/projects/emapse/. The
related code, data and analysis are available
in [8].
7.1 Input/Output
Emapse handles several types of directed acyclic
graphs, namely these coming from projects (in
the case of project management), these coming
from task graph scheduling and these coming
from digital circuits design.
Concerning the random dimension, several
laws are available for the weights in a graph: uni-
form, normal, exponential, beta, gamma, Dirac,
Weibull and triangular. Their probability den-
sity functions and their cumulative distribution
functions have all been implemented (except for
the beta cumulative distribution function as it
requires the incomplete beta function, which in-
volves non-trivial numerical computations).
Once a method estimates the distribution of
the longest path length, Emapse can measure
several properties on the result (expected value,
standard deviation, skewness, kurtosis) and com-
pare it to another random variable using one of
the four implemented metrics (which are the er-
ror metrics described in Section 8.1).
It is also possible to represent general arith-
metic expressions on random variables. Indeed,
some methods are not specific to directed acyclic
graphs with random weights (such as the Monte-
Carlo method or Cordyn, which can be general-
ized to handle general expressions) and therefore
can be used for this kind of input.
Sculli
Series-parallel
reductions
Cordyn
CorLCA
Numerical
methods
Normality
assumption
Canonical approach
Monte Carlo method
Figure 12: Methods implemented in Emapse.
On the left are the different ways to handle de-
pendencies of the intermediate results and on
the right are the different methods for evaluating
arithmetic expressions.
7.2 Methods
On Figure 12, we have an overview of all
the implemented methods. We distinguish the
ways dependencies are handled from the meth-
ods used to compute arithmetic operation. In-
deed, it is possible to assume the normality
(Sec. 3.2.2) while still doing series-parallel reduc-
tions (Sec. 3.2.1). Conversely, Sculli’s approach
(Sec. 3.2.2) can be performed using numerical
methods (Sec. 3.1.1). However, the mixing of
these two types of approaches is not possible
for the canonical approach (Sec. 3.2.3) and the
Monte Carlo method (Section 3.4).
7.3 Numerical Computations
Numerical computations used in the methods de-
scribed in Section 3.1.1 have some pitfalls. We
recall that a sum requires a convolution. The
convolution time complexity is reduced by han-
dling probability density in the frequency do-
main. When two functions are defined on in-
tervals of different sizes, it is required to inter-
polate the data before doing the Fourier trans-
form. This can lead to either some loss of pre-
cision or an important increase of the number
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of values (depending on the adopted strategy).
In Emapse, we implemented the OverLap-Add
method [39], which performs a convolution ef-
ficiently in a fragmented way when probabil-
ity densities are defined on intervals of different
sizes.
Moreover, we use the Mersenne Twister [28] as
a pseudo-random generator for the Monte-Carlo
method.
8 Error Metrics
For each described instance, twelve methods are
executed among which the Monte Carlo method
with one million iterations. The result of this
method serves as the reference (the difference be-
tween this result and the exact distribution of the
longest path length is analyzed in Section 3.4).
8.1 Metric Descriptions
There exist several ways to quantify the error
committed by each method by comparing the
produced result to the reference result. We study
below several errors metrics.
It is possible to derive three types of relative
errors: error of the expected value, error of the
standard deviation, and error of the skewness.
For instance, the relative error of the expected
value is noted
∣∣∣ µ̂−µµ ∣∣∣ where µ is the mean of the
values obtained with the Monte Carlo method
and µ̂ is the expected value estimated by a given
method.
In addition to these three direct metrics, prob-
ability and statistic theories provide four other
metrics. Let F be the empirical cumulative dis-
tribution function (ECDF) obtained with the
Monte Carlo method and F̂ the cumulative dis-
tribution function estimated by a given method.
Anderson-Darling statistic
A2 = −T − S where S = 1T
∑T
k=1(2k − 1)×
(ln(F̂ (Xk)) + ln(1− F̂ (XT+1+k))), T is the
number of iterations of the Monte Carlo
method and Xk is the kth element in the list
of ordered values of this same method [38].
Its range is [0,∞[. If the supports of both
compared random variables are distinct,
then the method involves the computation
of the logarithm of zero, which leads to a
failure.
Kolmogorov-Smirnov statistic
D = supx |F (x) − F̂ (x)| [2, Section
7.3.2]. Its range is [0, 1].
Cramér-von-Mises statistic
ω2 = 1n
´
(F (x) − F̂ (x))2dF̂ (x) [1]. Its
range is [0, 13 ].
Hellinger distance H =
√
(1−BC)
where BC =
´
x
√
f(x)× f̂(x)dx is the
Bhattacharyya coefficient [4]. This metric
requires the probability density functions of
both compared random variables. As the
Monte Carlo method produces an ECDF,
a numerical estimation must be done. Its
range is [0, 1].
For each of these four metrics, a high value
means that both random variables are signifi-
cantly different, while a value close to zero in-
dicates that they are similar.
8.2 Empirical Comparison
In the previous section, three relative error met-
rics (expected value, standard deviation, and
skewness) and four other probabilistic and statis-
tic metrics (the Hellinger distance and three
other statistics) are presented. We compare
them in this section.
Figure 13 shows the correlations between these
error metrics when we use them to quantify
the precision of eleven methods (all possible
combinations of Figure 12 in which there are
two variations for series-parallel reductions de-
pending on whether Kamburowski’s minimiza-
tion method [3] is used or not) over all the gener-
ated instances. On this figure, the seven metrics
described in Section 8.1 are compared pairwise.
We obtain then a squared matrix of 7 × 7 plots
(due to symmetry, only 21 are represented in the
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Figure 13: Correlations between error metrics
when applied on eleven methods over 1260 in-
stances. Lower-left part: plots with 13 860 mea-
sures (with cubic spline interpolation). Upper-
right part: Spearman correlation coefficients.
lower-left part). The name and the histogram of
the measured values of each metric is given on
the diagonal.
The upper-right part of the matrix contains
the Spearman correlation coefficients between
the metrics specified by the line and the column.
The higher the correlation, the closer this coef-
ficient is to one. This correlation coefficient is
more robust than Pearson’s coefficient when the
relation between two metrics is not linear (e.g.,
between the Kolmogorov-Smirnov statistic and
the Cramér-von-Mises statistic).
The case of the expected value relative error
is representative. As the measured values are
all closed to zero, it is difficult to distinguish
the dependence of this metric with the others.
However, the high values of its Spearman’s co-
efficients (between 0.88 and 0.90, skewness put
apart) suggest that when other metrics have high
values, then this one is more likely to have a high
value, and reciprocally.
More generally, all measures are (highly) cor-
related with the exception of the skewness rela-
tive error. We postulate that the other six met-
rics are all relevant for quantifying error, but
possibly on different aspects.
We also remark that the four probabilistic
and statistic metrics are almost equivalent. In-
deed, correlation coefficients between Anderson-
Darling statistics, Kolmogorov-Smirnov statis-
tics and Cramér-von-Mises statistics are all equal
to 1.00. Only the Hellinger distance differs
slightly in this regard.
As these four metrics take into account the
complete distribution in their computation, we
prefer them to the first three relative error met-
rics. Among these four metrics, the Kolmogorov-
Smirnov statistic and the Hellinger distance
present two advantages: their supports have a
better definition (i.e., it is [0, 1] in both cases)
and the measured values have a better disper-
sion in this interval (as can be seen on their his-
tograms). Moreover, the Kolmogorov-Smirnov
statistic can directly be applied on ECDF and
the Kolmogorov distribution allows us to state
that the computation of this statistic is precise
to a quantity 1.629h with one million of itera-
tions (see Section 3.4).
Therefore, the selected error metric of this pa-
per is the Kolmogorov-Smirnov statistic.
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