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ABSTRACT 
Let K, be the convex set of n x n positive semidefinite doubly stochastic matri- 
ces. We show that for matrices with a special type of graph extremality can be 
determined by graph and rank. We also give a complete classification of the extreme 
matrices in K,, and in particular give examples of two matrices in Ks with the same 
graph and rank, one extreme and one not. 
0. INTRODUCTION 
Let H, be the closed cone of all n x n real positive semidefinite matrices, 
Q, the convex compact set of all n x n real doubly stochastic matrices, and 
K, = 0, fJ H,. 
The study of extreme points of K, was initiated in [3] and continued in [5] 
and [4]. In all the cases discussed in these papers extremality of a matrix was 
determined by its rank and its graph. These cases include matrices of rank 2 
[3, 41, matrices of rank n - 1, and matrices whose graph is either a tree or 
unicyclic [5]-more generally, matrices such that in their graph no two cycles 
have a common edge [4]. In particular all the extreme points in K, can be 
determined by these results [5]. 
In this paper we characterize by their rank extreme matrices whose graph 
is a “tree of cliques” (the term will be defined later). We also find all the 
extreme matrices in K,. In particular we give examples of two matrices with 
the same graph and rank, one extreme and one not. 
*This research was supported by the fund for the promotion of research at the Technion. 
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1. SUMMARY OF KNOWN RESULTS 
In this section we state known results and establish some terms and 
notation. Let R;+= {E E R” 1 ~~ > 0, i = 1,. . . , n} (i.e., R;, = int R:). For 
EERF+ let K, be the convex set of all nonnegative positive semidefinite 
matrices with Ae = E, where eT = (1, . . . , 1). Note that K, = K,. All results 
will be stated for K,. 
A theorem of Brualdi (see [l]) implies that 
(1.1) For any EE R;,, if A is a nonnegative positive semidefinite n x n 
matrix with positive diagonal entries, then there exists a unique diagonal 
matrix D with positive entries on the diagonal s.t. DAD E K,. 
For xeR;+ denote by D(x) the diagonal matrix with D( x)ii = xi, i = 
1 ,....n. 
Two obvious extreme points in K, are D(E) and J,, where J, is the unique 
rank 1 matrix in K,. In [3] it was proved that 
(1.2) If A # D(E) and A is extreme in K,, then rank( A) < n - 1. 
(1.3) If A #J, and A is extreme in K,, then rank(A) > 2 and A has a 
zero entry. 
It was also shown there that every rank 2 matrix with a zero entry is extreme 
in K,. In [4] a more explicit description of the rank 2 extreme matrices was 
given. We will rephrase it here in terms of the graph of the matrix. 
Let A be a symmetric n x n matrix. We denote the graph of A by G(A). 
That is, G(A) is the (simple, undirected) graph on n vertices { 1, . . . , n} s.t. 
for i # j (i, j) is an edge in G(A) iff aij # 0. If G is a graph on vertices 
{L..., n} and SE {l,..., n}, then we say that the subgraph of G on the 
vertices S is a clique if for every i # j in S, (i, j) is an edge in G. 
Using these terms, the graph of a rank 2 extreme matrix can be described 
as follows: 
(1.4) A rank 2 matrix A E K, is extreme iff G(A) = G, U G, where G, 
and G, are cliques and G, fl Gs # Gi, Gi n Ga + Ga. 
In [5] extreme matrices of rank n - 1 were characterized: 
(1.5) If A E K,, G(A) is connected, and rank( A) = n - 1, then A is 
extreme iff G(A) is a tree. 
Also, by a theorem in [2], if A E K, and G(A) is bipartite and connected, 
then rank( A) > n - 1. This together with (1.2) and (1.5) implies [5]: 
(1.6) If A E K, and G(A) . 1s connected and bipartite, then A is extreme iff 
G( A) is a tree and rank( A) = n - 1. 
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Another result of [5] was generalized in [4] for pathwise nonchordal (PNC) 
graphs. A graph is PNC if no two cycles in it have a common edge. 
(1.7) If G is a PNC graph with r even cycles and s odd cycles; then: 
(a) If A E K, and G(A) = G then rank( A) > n - s - 1. 
(b) There exists an A E K, such that G(A) = G and rank( A) = n - s - 1. 
(c) If A E K, and G( A) = G, then A is extreme iff r = 0 and rank( A) = n - 
s- 1. 
Also shown in [4]: 
(1.8) For every singular AEK, there exists A E K, s.t. G(A) = G(A), 
rank(A) = rank(A) + 1, and A is not extreme in K,. 
Finally we state here three lemmas from [4] and [5] that will be used later: 
LEMMA 1. lf A E K,, then A is an extreme point ijjj there does not exist a 
nonzero perturbation of A, that is, a matrix C # 0 of the same order as A s. t. 
(a) c = CT, 
(b) aij = 0 =) cij = 0, 
(c) N( A) C N(C), where N( A) denotes the null space of A, 
(d) Ce = 0. 
LEMMA 2. Zf A E K,, rank(A) = r, m is the number of edges in G(A), and 
A is extreme in K,, then 
m< 
n(n - 1) - r(r - 1) 
2 
We say that a vertex k of a graph G is a cut vertex if G has two subgraphs 
G, and G,, each on two or more vertices, such that G = G, U G, and 
G, n G, = {k}. 
LEMMA 3. Let G be a connected graph with a cut vertex k. Assume 
w.1.o.g. that G = G, U G,, where G, has vertices { 1,. . . , k} and G, has 
vertices (k, . . . , n}. Let A E K, have G(A) = G. Then A = E, + E,, where: 
(a) E, = B, @ O,_, and E, = Ok_l 8 B,, where G(B,) = Gi and each Bi 
belongs to K,i for an appropriate ei, i = 1, 2. Also, 
rank( A) = rank( El) + rank( E2) = rank( B1) + rank( Ba). 
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(b) There exists x E N( B,) with xk f 0. 
(c) If A is extreme in K,, then each Bi is extreme in K,,. 
2. RESULTS AND PROOFS 
We first state and prove some claims concerning the possible ranks of 
matrices in K, with a given graph, and in particular the possible ranks 
of extreme matrices with a given graph. 
REMARK 1. For every graph G there exists a (diagonally dominant) 
nonsingular A E K, with G(A) = G. 
PROPOSITION 1. of there exists a k-clique in a graph G, then there exists 
AEK, s.t. G(A) = Gandrank(A) = n - k + 1. 
Proof. W.1.o.g. assume that the vertices of the k-clique are {n - k + 
1 ..> n}. Denote by G, the subgraph on vertices { 1, . . . , n - k). Let 
A,‘e K, be a matrix with G( A,) = G, and rank( A,) = n - k (see Remark 1). 
Choose an (n - k) x k matrix E s.t. in the matrix 
the zero pattern of the first n - k rows fits 6, A,E is nonnegative, and ]I E 11 
is small enough so that the entries in ETA,E are all smaller than 1 in absolute 
value. (This can be done, since A, is nonsingular.) Let A = B + J, where 
J= 0 @ Je, eeRt+. Then A is positive semidefinite (since B and J are), A is 
nonnegative, G(A) = G, and rank(A) = rank(B) + rank(J) = n - k + 1. The 
last equality holds because N(B) is spanned by the columns of 
thus is not included in N(J) = {u ] CyX=n_k+l vi = 01. ( I 
ikE and 
By (1.2) there exists a diagonal matrix D s.t. A = DAD is in K,. Obvi- 
ously rank(A) = n - k + 1 and G(A) = G. n 
REMARK 2. In particular, for every graph G with at least one edge there 
exists a singular matrix A E K, s.t. G(A) = G. 
The next proposition and its proof are similar to Theorem 3.6 in [6]. 
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PROPOSITION 2. lf there exists a k-clique in a graph G, and A E K, with 
G( A) = G is extreme in K,, then rank( A) < n - k + 1. 
Proof. Let A E K,, G( A) = G, and rank(A) > n - k + 1. W.1.o.g. as- 
sume that the k-clique in G is on vertices { 1, . . . , k}. Let 
k 
*** =u,=o and c .= ) u, 0 . 
i=l 
Then dim(V) = k - 1 and hence Im( A) n V # (0). Let 0 # u E Im( A) n V 
and C = VU’. Then C is a nonzero perturbation of A. H 
Let G be a graph on vertices { 1,. . . , n}. Then S c { 1,. . . , n} is an 
independent set if for every i, j E S, (i, j) q! G. 
PROPOSITION 3. Let A E K E. If there exists an independent set of k vertices 
in G(A), then rank(A) > k, and if rank(A) = k, then A is extreme in K,. 
Proof. W.1.o.g. A has the form 
where D is a diagonal k x k matrix with positive elements on the diagonal. 
Thus clearly rank(A) 2 k. 
If rank(A) = k, then B = DE where E is a nonnegative k x (n - k) 
matrix, and F = ETDE. Then N(A) is spanned by the columns of the matrix 
Hence if C is a perturbation of A, 
where A is diagonal. Since N(A) C_ N(C), 
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Hence r = AE, Q = ETAE. Since E is nonnegative and A is diagonal, in each 
row of (A I?) all the nonzero entries have the same sign. But Ce = 0; therefore 
A = 0, r = 0, and C = 0. n 
REMARK 3. Let A E K,. Suppose that there exist in G(A) two disjoint 
independent sets of vertices S and R, containing s and r vertices respec- 
tively. Let the graph induced by G(A) on R U S have k components. Then 
rank(A) 2 s + r - k, since G(A) contains a bipartite graph on s + r vertices. 
Let A E K,. Suppose that in G( A) there is a clique joined to the rest of the 
graph by one vertex only. In the next proposition we show how the problem of 
determining whether A is extreme in K, can be reduced to a problem of 
determining the extremality of a smaller matrix whose graph is a subgraph of 
G( A). 
PROPOSITION 4. Let A E K,. Suppose G(A) is connected and G(A) = G, 
U G,, where G1 fl G, is a single vertex and G, is an m-clique. Assume 
w.Z.o.g.thatG1hasvertices{l ,..., k}andG,-{k ,..., n}(n-k+l= 
m). Let A = E, + E,, where E,, E,, B,, B,, &I, and e* are as in Lemma 3. 
Then A is extreme in K, iff B, and B, are extreme in K,I and KE2 respectively 
(i.e., iff B, is extreme in K,I and B, is of rank 1). 
Proof. By Lemma 3(c), only the “if” part needs to be proved. Suppose B, 
is of rank 1. Then there exists u E N( B,) s. t. 
v= 1 
i 1 a 
where a is an (m - l)-vector with all negative coordinates. For any x E N( B,) 
let x” = r:, . 
i ) 
Note that for any x E N( B,), x’ E N( A). 
If m > 2, then there exist cyj > 0, j = k + 1, . . . , n, s.t. crj+lej - crjej+l E 
N(A)forj=k+l,..., n - 1. Hence if C is a perturbation of A, then for 
every i = k,. . . , n the cii’ j = k + 1, . . . , n, all have the same sign. Now let 
w E hJ( B,) have wk # 0 [see Lemma 3(b)]. Since CtZ = 0 and also Ce = 0, we 
get that cij = 0 if either k + 1 < i < n or k + 1 < j < n. Since N(A) is 
actually spanned by {Z) x E N( B,)} and { cyj+lej - cxjej+, 1 j = k + 1,. . . , n 
- l}, we get that C is a perturbation of A iff C = C, 8 0 where C, is a 
perturbation of B,. n 
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We will say that a graph G is a tree of r cliques if (1) G = G, U * * . U G, 
where each Gj is a clique, (2) for each i # j, Gi n Gj is either 0 or a single 
vertex, and (3) there is no “cliques cycle” in G. That is, there are no 
Gil,. . , Git s.t. Gil n Gij+, # 0, j = 1,. . . , k - 1, and Gil fl Git # 0. 
THEOREM 1. Let G be a tree of r cliques. Then: 
(a) If A E K, and G(A) = G, then rank( A) > r. 
(b) There exists A E K, with G( A) = G and rank( A) = r. 
(c) A E K, with G( A) = G is extreme ifl rank( A) = r. 
Proof. All three parts will be proved by induction on r. Each of them is 
known to hold for r = 1. If r > 1, there exists in G a clique joined to the rest 
of the graph by one vertex only. W.1.o.g. assume that G, (I (G, U ** * U 
G,_,) = {k} and G,. is an m-clique (m = n - k + 1) on vertices {k, . . . , n}. 
(a): If A E K, and G(A) = G, then by Lemma 3 A = E, + E,, where 
E, = B, @ O,_,, E, = O,_, CB B,, G(B,) = G, U * * * U G,_,, and G(B,) = 
G,.. By the induction hypothesis rank( E,) = rank( B,) 2 r - 1 and rank( E,) = 
rank( B,) > 1; hence rank(A) 2 r. 
(b): Choose s1 E Bk++ and E’ E RT+ s.t. 
($) + (>) =&, 
where each 0 denotes a zero vector of an appropriate size. By induction 
hypothesis there exists B, in K,I with rank(B1) = r - 1 and G(B,) = G, 
U . . . U G,_,. Then A = (B, @ On-k) + (O,_, @ JE2) is a rank r matrix in 
K,. 
(c): Let A be an extreme matrix in K, with G(A) = G. Let B,, B,, E,, 
and E, be as in part (a) of the theorem. Then by Lemma 3 each Bi is extreme 
in the appropriate K,,. By the induction hypothesis rank( B,) = r - 1 and 
rank( B,) = 1; hence rank(A) = r (see Lemma 3). 
If A E K, and rank(A) = r then rank( B,) + rank( B,) = r (Lemma 3). But 
since rank(&) 2 r - 1 and rank( B,) > 1, we have rank( B,) = r - 1 and 
rank( B,) = 1. By the induction hypothesis B, is extreme in K,I. Thus by 
Proposition 4, A is extreme in K,. n 
In Theorem 2 we show that a matrix whose graph is the union of two 
cliques is extreme only if it is of rank 2. In the theorem, as well as in the rest 
of the paper, we denote by aj the jth column of a matrix A = (aij). We will 
need also the following observation: Suppose A is a (general) n x n positive 
semidefinite matrix, aii > 0 for some 1 Q i < n, and x = (l/ &)a’. Then 
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A - xxT is a positive semidefinite matrix, rank( A - zxT) = rank(A) - 1, and 
the ith column and row of A - xxT are zero, as well as any other column 
(row) that in A is a scalar multiple of the ith column (row). (See [7].) 
THEOREMS. Let G = G, U G, where G, and G, are cliques, G, fl G, # 
G,, and G, fl G, # G,. Then: 
(a) If A E K, and G(A) = G then rank(A) 2 2. 
(b) There exists A E K, with G(A) = G and rank(A) = 2. 
(c) If A E K, and G( A) = G, then A is extreme in K, iff rank( A) = 2. 
Proof (a) and (b) are easy, and then the “if” part of (c) is part of (1.4). 
We now prove the “only if” part of (c). Let A E K, have G(A) = G, U G,, 
where G, is an m-clique and G, is a k-clique, G, fl G, # G,, and G, n G, # 
G,. W.1.o.g. assume that the vertices of G, are { 1,. . . , m} and those of G, 
are{n-k+l,..., n). Then A has the form 
where A,, is an (n - k) x (n - k) matrix, A,, is an (k + m - n) x (k + m 
- n) matrix, and A,, is an (n - m) x (n - m) matrix. If among the first 
n - k columns there are two independent columns, then 
dim{xEIm(A)]x,+r= *** =x,=0} 22, 
dim{r~Im(A)(,$xi=O and rnr+l= **. =x~=O} 21. 
Let x # 0 be a vector in this last subspace. Then xxT is a nonzero perturba- 
tion of A. Hence if A is extreme in K,, the first n - k columns are all 
multiples of a’ and the last n - m columns are all multiples of an. 
Suppose A E K, is extreme and rank(A) > 2. Then A = aaT + bbT + E, 
where a = (l/G)a’, b = (l/&)a”, and E is a positive semidefinite 
matrix s.t. rank(E) 2 1 and the first n - k columns and rows, as well as the 
last n - m columns and rows, of E are zero. For some Q > 0, aaT + crE is a 
nonnegative matrix. This implies that 
aaT + crE = 
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where A, E K,I for some &l E R’;,, rank( A,) > 2, and G( A,) is the m-clique. 
Hence there exists a nonzero perturbation C, # 0 of A,. But then C = C, @ 
O,_, is a nonzero perturbation of A, a contradiction. Hence if A is extreme 
in K,, then rank(A) = 2. n 
REMARK 4. Actually, using exactly the same proof as in Theorem 2 one 
can prove the following: Let G be a union of r cliques G,, . . . , G, s.t. 
G, r-l Gj = G, tl *. * fl G, for every i # j, and each Gi has at least one vertex 
not in lJjziGj. Then: 
(a) If A E K, and G( A) = G, then rank( A) > r. 
(b) There exists an A E K, with G(A) = G and rank(A) = r. 
(c) A E K, with G(A) = G is extreme ifj rank( A) = r. 
[For part (c) note that the extremality of A E K, with G(A) = G and rank(A) 
= r follows from Proposition 31. 
3. THE CASE n = 5 
Let EER:+. We will identify all the extreme matrices in K,. 
There are 34 nonisomorphic graphs on five vertices. One of these is the 
full graph. We already know that A E K E with the full graph is extreme iff 
A = 1,. Another one is the graph with no edges, and we know that A E K, 
with this graph is extreme iff A = D(E). Twelve more graphs are not con- 
nected, and extreme matrices with these graphs can be described completely 
by the results known for n < 4. In particular, extremality in these cases is 
determined solely by graph and rank. 
We now discuss the remaining twenty graphs: 
The following graphs are all PNC. Hence extremality of a matrix A E K, 
whose graph is one of these graphs can be determined by (1.7). 
The graphs 
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are trees. A matrix with one of these graphs is extreme in K, iff its rank is 4, 
and for each of these graphs there exists such a matrix. 
The graph 
is a PNC graph with one cycle of even order. Therefore there are no extreme 
matrices in K, with this graph. 
The graphs 
are all PNC graphs with only one cycle, of odd order. Hence a matrix with one 
of these graphs is extreme in K, iff its rank is 3. Statement (1.7) guarantees 
also the existence of such matrices. 
The graph 
is a PNC graph with two odd cycles (or a tree of two cliques, etc.). Hence a 
matrix with this graph is extreme in K, iff its rank is 2, and there exists such a 
matrix. 
by (1.6) a matrix in K, with the following (bipartite but not a tree) graph is 
not extreme: 
r-’ 
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Cc) 
Consider the graph 
By Lemma 2 the maximal possible rank of an extreme matrix in K, with this 
graph is 2. By Remark 3 there is no rank 2 matrix in K, with this graph. In 
particular, there are no extreme matrices in K, with this graph. 
By Theorem 1 (or Theorem 2) a matrix with the following graph is extreme 
in K, iff it is of rank 2. Theorem 1 (or 2) also guarantees the existence of such 
matrices: 
Each of the following graphs is a union of two cliques. By Theorem 2 a 
matrix with one of these graphs is extreme iff its rank is 2, and there exist rank 
2 matrices with these graphs in K,: 
Each of the following graphs has an independent set of three vertices. By 
Proposition 3, if A E K, and G(A) is one of these graphs, then rank(A) 2 3, 
and if rank( A) = 3, then A is extreme in K,. But each of these graphs has a 
3-clique itself. Hence by Proposition 1 there exist rank 3 matrices in K, with 
these graphs, and by Proposition 2 a matrix with one of these graphs and rank 
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higher than 3 cannot be extreme: 
For any i E Rt,, a matrix in K, with graph 
m 
is extreme iff its rank is 2. Hence by Proposition 4, a matrix in K, with the 
following graph is extreme 8 its rank is 3: 
Since there exists a 3-clique in the graph, there exists a matrix with this graph 
of rank 3. 
Three graphs are left to be considered: 
G> (ii) (iii) 
By Remark 3, if A E K, and G(A) is one of these graphs, then rank(A) > 3. 
This together with Proposition 2 implies that if A is extreme in K,, then 
rank(A) = 3. By Proposition 1 there exist rank 3 matrices with these graphs. 
We will now examine rank 3 matrices with these graphs and determine which 
of them is extreme in K,. 
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(i): Let AEK, with C(A) = () i an rank(A) = 3. W.1.o.g. A has the form d 
I 
* * * 0 0 
* * * * 0 
* * * 0 * 
0 * 0 * * 
\o 0 * * * I 
where each * stands for a positive entry. Denote the leading principal 3 x 3 
submatrix of A by A,,. By the pattern of zeroes in A, the first three columns 
are linearly independent; hence A, is nonsingular. N(A) is spanned by two 
vectors 
where u, “,E IP. 
Since (by the pattern of zeros in the last two columns and first three rows of 
A) A,u, Aou, and A,e are linearly independent, so are U, V, and e. Hence if 
C is a perturbation of A, 
C ‘; =C i =Ce=O. Ii 11 0 1 
This implies that cri = cl2 = cl3 = 0. Thus each column in C is a vector in 
{xEIm(A)IC:=i xi = 0 and xl = 0). 
Now a4 and a5 are linearly independent and are both in { x E Im( A) 1 xi = 
0) # Im( A). Hence 
dim{ xEIm( A) 1 xi = 0) = 2, 
and 
and this last subspace is spanned by w = +a4 - E4a5. Thus C = CYU,W~ for 
some scalar QL. Since cas = ca4 = 0 and wa # 0, w3 # 0, we have crw, = ows 
= 0. But w4 and w5 cannot both be 0: otherwise 
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So o = 0 and C = 0. That is, there is no nonzero perturbation of A. 
We have shown: if A is in K, and G(A) = (i) then A is extreme in K, iff 
rank(A) = 3 (and there exist such matrices). In the last two cases, however, 
the situation is different. For each of the graphs (ii) and (iii) there exist both 
extreme and nonextreme matrices with rank 3. 
(ii): W.1.o.g. a matrix with graph (ii) has the form * * * 0 0 
* * * * 0 
* * * * * 
: I 0 * * * *’ 0 0 * * * 
Again, each * stands for a positive entry. As in the last case, we denote by A, 
the leading principal 3 x 3 submatrix, and using the same arguments we 
deduce that A, is nonsingular. N(A) is spanned by 
u 
1 and i 
i 0 
where U, UER3. 
0 1 ’ 
Here too U, u, e are linearly independent, which implies that if C is a 
perturbation of A then cl1 = cl2 = cl3 = 0. (Similarly c5s = cs4 = cs5 = 0.) 
So here too w = &5~4 - e4a5 spans { XE Im( A) 1 ,YF=i xi = 0 and x1 = 0}, 
and C is a perturbation of A iff C = omT for some scalar cx. C # 0 iff 
ws = 0 and (Y # 0. That is, there exists a nonzero perturbation of A (A is not 
extreme in K,) iff esus4 = E4us5 (iff E s a 11 = E~Q). Remember that all this 
refers to the following labeling of the vertices of G(A): 
Here is an example of two matrices of rank 3 with graph (ii), one extreme 
and one not: Let 
E3 - i&3 
$E4 
E5 
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and let 
A = (JEl @ 02) + (0 e JEz @ 0) + (02 @ &). 
Then A is of rank 3, G(A) = (ii), and A is extreme in K,. 
For the nonextreme matrix let 
Let 
31 
ti = ( iiij) = (],I @ 02) + (02 0 JE2), 
and let x E R5 satisfy 
Xl = x5 = 0, 
^ 
x2X3 = -a239 and x2x4 > 0. 
Finally, choose CY > 0 s.t. B = i + axxT is nonnegative. Such B is in K,. 
Also, G(B) = (ii), rank(B) = 3, and B is not extreme. 
(iii): W.l.0.g. 
The columns a4 and a5 may be linearly dependent or linearly independent. 
Zf a4 and a5 are linearly dependent, then N(A) is spanned by 
1 
0 
0 
0 
Es 
- E4 
and 
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where u E R3. Define a 4 x 4 matrix i = (ciij) by 
iiij = aij, i,j= l,...) 3, 
&, = ui‘j + aicj, i= 1,...,3, 
^ 
a44 = a44 + a45 + a54 + a55> 
with the rest of the ciij’s defined so that i is symmetric. 
The graph of i is the even cycle 
III; 
therefore there exists a nonzero perturbation d = (Cij) of A. Let C = (cij) be 
defined by: 
cij = E,,, i,j= l,..., 3, 
E4 L 
ci4 = cqi = ci4 ) i= 1,...,3, 
E4 + E5 
E5 ^ 
ci5 = c5i = ci4 T i= 1,...,3, 
E4 + E5 
&4&5 ^ 
c45 = c54 = 
(E4 + E5) 
2 c44. 
c - (E4Y t44, 
44- (a,+E,y 
c - 
55 - 
(&5)2 c44. 
(E4 + E5)2 
Clearly 
1 
0 
0 
Ce=O, C 0 
E5 
- E4 
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[Note that N(A) is spanned by 
and A is not extreme. 
( 1 
i .] Hence C is a nonzero perturbation of A, 
lf a4 and a5 are linearly independent, then, as in the proof of Theorem 2, 
A = aaT + bbT + S, where a = (l/&)a’, b = (l/ &)A5, and S = (sij) 
is a positive semidefinite matrix of rank 1, with 1st and 5th columns equal to 0. 
Also, denote A = (ciij) = aaT + bbT. Then saa = -6,s (since az3 = 0), and 
ss4 + cia, > 0, sa4 + &, > 0. But then simple calculations show that neither 
&5(&24 + ~24) = E4WT)25 nor E5(as4 + ss4) = c4(bbT),,. That is, s5as4 + 
E4as5 and E5as4 + E4 ass. 
Now use the same arguments as for (i) and (ii) to deduce that if C is a 
perturbation of A, then the first row (column) of C is 0, and C = CXW~ for 
some scalar cr and w = E5a4 - E4a5. Since caa = caa = 0 and wawa f 0, we 
must have Q = 0. That is, there is no nonzero perturbation of A, so A is 
extreme. So when G(A) = (iii) and the vertices of G(A) are labeled 
A is extreme in K, iff rank( A) = 3 and the 4th and the 5th columns of A are 
linearly independent. 
There exist both extreme and nonextreme rank 3 matrices in K, with 
graph (iii). For example: Let 
‘I . 
Let 
and let 
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Then A = i + B is in K, and is not extreme. 
If, on the other hand, we let A be as before but let B = xxT, where X:=1 
^ 
xi = 0, xi = xg = 0, x2 xg = - &,, rsxq + as‘& 
A = a + B is extreme in K,. 
> 0, x2 > 0, and xq > 0, then 
REMARK. Let EER;+. For a graph G on n vertices let p(G) denote the 
minimal possible rank of a matrix in K, with graph G. It turns out that for 
n < 5, if A is an extreme matrix in K, then rank(A) = p(G( A)). This, 
however, is not always the case. Consider for example the following graph G 
on six vertices: 
One can easily see (using Proposition 3 and constructions similar to those in 
the last example) that p(G) is 3, each rank 3 matrix in K, with graph G is 
extreme, but there exist also extreme matrices of rank 4 with this graph. 
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