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ABSTRACT. – Let Ω be a bounded open subset in RN with a regular boundary ∂Ω . If q  (N + 1)/
(N − 1), a necessary and sufficient condition for a locally bounded Borel measure to be the boundary trace
of a solution u of the equation (∗) −	u+ uq−1u= 0 in Ω is that ν(E)= 0 for any Borel subset E ⊂ ∂Ω
such that the Bessel capacity C2/q,q ′(E) vanishes. This result has been proved by Le Gall when q = 2,
Dynkin and Kuznetsov when q < 2 and the authors of the present article when q > 2. Different methods
were used in each case and each of these methods applied only to the stated range of exponents. Here
we give a unified and purely analytic proof, valid for all values of q  (N + 1)/(N − 1). We employ the
same method in order to characterize the removable boundary sets for solutions of (∗).  2001 Éditions
scientifiques et médicales Elsevier SAS
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RÉSUMÉ. – Soit Ω un ouvert borné régulier de RN de bord ∂Ω régulier. Si q  (N + 1)/(N − 1),
une condition nécessaire et suffisante pour qu’une mesure de Borel localement bornée ν soit la trace au
bord d’une solution u de l’équation (∗) −	u+ |u|q−1u = 0 dans Ω est que ν(E) = 0 pour tout borélien
E ⊂ ∂Ω dont la capacité de Bessel C2/q,q ′(E) est nulle. Ce résultat avait été démontré par Le Gall dans le
cas q = 2, Dynkin et Kuznetsov dans le cas q < 2 et les auteurs de ce présent article dans le cas q > 2. Des
méthodes différentes ont été utilisées dans chaque cas et chacune de ces méthodes ne s’appliquait que pour
ces valeurs spécifiques des exposants. Nous donnons ici une démonstration unifiée et entièrement analytique
de ce résultat, valable pour toutes les valeurs de q  (N + 1)/(N − 1). Par cette même méthode nous
caractérisons les ensembles au bord éliminables pour les solutions de (∗).  2001 Éditions scientifiques et
médicales Elsevier SAS
Introduction
In this paper we study the boundary value problem
−	u+ |u|q−1u= 0, in Ω,
u= ν, on ∂Ω,
(0.1)
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where Ω is a smooth bounded domain in RN and ν ∈M(∂Ω) (= the space of bounded Borel
measures on ∂Ω). A function u is a solution of this problem if u ∈L1(Ω)∩Lq(Ω; δ dx) (where
δ(x)= dist(x, ∂Ω)) and
∫
Ω
(−u	ζ + |u|q−1uζ )dx =− ∫
∂Ω
∂ζ/∂ndν,(0.2)
for every function ζ ∈W 2,∞(Ω) such that ζ = 0 on ∂Ω .
In the subcritical case, 1 < q < qc := (N + 1)/(N − 1), the problem has a unique solution for
every measure ν (Gmira and Veron [13]). In the supercritical case, q  qc, this is no longer true;
for instance, the problem has no solution if the measure ν is concentrated at a single point. A
measure ν ∈M(∂Ω) such that (0.1) is solvable is called a q-trace. It is known that, for every
q-trace, the solution of (0.1) is unique and that the solution depends monotonically on the
boundary data (see Marcus and Veron [24] for a proof based on an estimate of Brezis [7]).
The characterization of q-traces has been the subject of several studies: Le Gall [18,19] for
q = 2, Dynkin and Kuznetsov [10,11] for qc  q  2, and Marcus and Veron [24] for q > 2. In
these works, the following result was established:
If q  qc, problem (0.1) has a solution if and only if ν vanishes on every Borel set E ⊂ ∂Ω
such that C2/q,q ′(E)= 0, 1/q + 1/q ′ = 1.
Here C2/q,q ′ denotes Bessel capacity on ∂Ω . We observe that, for 1 < q < qc, C2/q,q ′(E)= 0
only if E = ∅.
The characterization of q-traces is closely related to the characterization of removable
boundary singularities. A closed set K ⊂ ∂Ω is a q-removable boundary singularity, if the
equation −	u + |u|q−1u = 0 has no positive solution such that u ∈ C(Ω¯ \ K) and u = 0 on
∂Ω \K . Note that, in this definition, nothing is assumed concerning the behaviour of the solution
near K . In particular, it is not assumed that the solution possesses a boundary trace ν ∈M(∂Ω).
The following result was proved in [19] for q = 2, in [10] for 1 < q < 2 and in [24] for q > 2:
A closed set K ⊂ ∂Ω is a q-removable boundary singularity if and only if C2/q,q ′(K)= 0.
In [18,19] and [10,11] the basic approach is probabilistic while in [24] the method is purely
analytic. The probabilistic approach imposes the restriction q  2. On the other hand, some of
the techniques used in [24] impose the restriction q > 2.
In the present paper we provide a unified proof of the results quoted above, applying to all q
in the supercritical range. The method, which is once again purely analytic, is based on a careful
study of a special class of q-traces, namely the set of q-admissible measures. As in [24], we
say that a measure ν ∈M(∂Ω) is q-admissible if the Poisson potential of |ν| is in Lq(Ω; δ dx).
Recall that the Poisson potential of a measure ν is given by
P(ν)(x)=
∫
∂Ω
P(x, y)dν(y), ∀x ∈Ω,(0.3)
where P is the Poisson kernel of Ω . The set of q-traces will be denoted byMq(∂Ω) while the
set of q-admissible measures will be denoted by Dq(∂Ω).
By [24, Corollary 1.14] every q-admissible measure is a q-trace. SinceMq (∂Ω) is closed in
M(∂Ω) with respect to the total variation norm (see [24, Lemma 1.7]), it follows that
clMDq(∂Ω)⊆Mq (∂Ω),(0.4)
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where clM denotes closure in this topology. We note that, for q  qc, Dq(∂Ω) is not closed with
respect to the total variation norm and consequently there exist q-traces that are not q-admissible
(see Section 3 for further details).
Our first result provides a characterization of positive q-admissible measures in terms of Bessel
spaces.
THEOREM A. – Suppose that q  qc. Then:
(a) If ν is a q-admissible measure then ν ∈W−2/q,q (∂Ω).
(b) If ν ∈ (W−2/q,q)+(∂Ω) then ν is q-admissible.
(c) There exists a constant C = C(q) such that, for every ν ∈ (W−2/q,q)+(∂Ω),
C−1‖ν‖W−2/q,q (∂Ω) 
∥∥P(ν)∥∥
Lq(Ω;δ dx)  C‖ν‖W−2/q,q (∂Ω).(0.5)
Employing this result we are able to improve (0.4) by establishing the following:
THEOREM B. – For every q > 1,
clMDq(∂Ω)=Mq(∂Ω).(0.6)
These results lie at the core of our proof of the capacitary characterization of q-traces and
q-removable boundary singularities described above. The main ingredients in our proof are:
(a) capacitary results [26,1], (b) various interpolation theorems involving Besov or Sobolev
spaces, [17,14,12,8] and [28], (c) a useful result of [6] concerning measures which do not charge
sets of Cα,q -capacity zero and (d) a construction of a new ‘optimal’ lifting from W 2/q,q ′(∂Ω)
into a weighted Sobolev space in Ω .
The plan of the paper is as follows. In Section 1 we introduce the ‘optimal’ lifting and prove
that it is continuous with respect to appropriate norms. In Section 2 we prove a somewhat stronger
version of Theorem A. In addition we show that, in the case of the ball, µ ∈W−2/q,q (SN−1) if
and only if P(µ) ∈ Lq(B; (1− r)dx). Finally, in Section 3, we prove Theorem B and apply our
previous results to the proof of the capacitary characterization of q-traces and q-removable sets.
1. The lifting
An important ingredient in the proof is the construction of a lifting from C∞(∂Ω) into C2(Ω¯)
possessing certain properties described in the sequel.
LEMMA 1.1. – Let R :C∞(∂Ω) →C2(Ω¯) be a positive lifting, i.e.,
R(η)|∂Ω = η and η 0⇒R(η) 0.
Assume that ν ∈M+q (∂Ω) and let u be the solution of (0.1).
Let λ1 be the first eigenvalue of −	 in Ω and let φ be the corresponding eigenfunction,
normalized so that supφ = 1. Given η ∈ C∞(∂Ω), η 0, put
ζ = φRq ′η ,(1.1)
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where Rη :=R(η). Then,
( ∫
∂Ω
η dν
)q ′
 Cν
(∫
Ω
uqζ dx +
(∫
Ω
uqζ dx
)1/q(
λ1
(∫
Ω
ζ dx
)1/q ′
+ q ′∥∥L(η)∥∥
Lq
′
(Ω)
))
,
(1.2)
where
L(η)= ∣∣φ1/q ′	Rη∣∣+ 2∣∣φ−1/q∇φ · ∇Rη∣∣, Cν :=
( ∫
∂Ω
|∂φ/∂n|−q/q ′ dν
)q ′/q
.(1.3)
Proof. – Since u is the solution of (0.1) and ζ , as defined in (1.1), is an admissible test function
we have, ∫
Ω
(−u	ζ + uqζ )dx =− ∫
∂Ω
∂ζ/∂n dν =
∫
∂Ω
|∂φ/∂n|ηq ′ dν.(1.4)
By (1.1),
	ζ = −λ1φRq ′η + φ	Rq
′
η + 2∇φ · ∇Rq
′
η
= −λ1ζ + q ′φRq ′−1η 	Rη + q ′(q ′ − 1)φRq
′−2
η |∇Rη|2 + 2q ′Rq
′−1
η ∇φ · ∇Rη.
(1.5)
Since φRq
′−2
η |∇Rη|2  0 it follows that
−
∫
Ω
u	ζ dx 
∫
Ω
u
(
λ1ζ − q ′Rq ′−1η (φ	Rη + 2∇φ · ∇Rη)
)
dx
=
∫
Ω
u
(
λ1ζ − q ′ζ 1/q
(
φ1/q
′
	Rη + 2φ−1/q∇φ · ∇Rη
))
dx

( ∫
Ω
uqζ dx
)1/q(
λ1
( ∫
Ω
ζ dx
)1/q ′
+ q ′∥∥L(η)∥∥
Lq
′
(Ω)
)
.
(1.6)
Then, by (1.4) and (1.6),( ∫
∂Ω
η dν
)q ′
 Cν
∫
∂Ω
|∂φ/∂n|ηq ′ dν
 Cν
( ∫
Ω
uqζ dx +
( ∫
Ω
uqζ dx
)1/q(
λ1
( ∫
Ω
ζ dx
)1/q ′
+ q ′∥∥L(η)∥∥
Lq
′
(Ω)
))
.(1.7)
✷
Next we introduce a lifting which has the property that the mapping η → L(η), with L as in
(1.3), maps W 2/q,q ′(∂Ω) continuously into Lq ′(Ω).
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Let δ(x)= dist(x, ∂Ω), x ∈RN . Put
Ωβ =
{
x ∈Ω : δ(x) < β}, ∀β > 0.
If β > 0 is sufficiently small, say β  β0, then, for every x ∈ Ωβ , there exists a unique point
σ = σ(x) ∈ ∂Ω such that dist(x, σ (x))= δ(x). Furthermore, if (as we assume) Ω is of class C2,
then the mapping x → (δ(x), σ (x)) is a C2 diffeomorphism of Ωβ onto (0, β)× ∂Ω .
Let {Σi}νi=1 be an open cover of Σ = ∂Ω such that, in each set Σi , there exists a local C2
chart, i.e., there exists an open set Di ⊂ RN−1 and a C2 mapping T i :Di → RN such that the
N × (N − 1) matrix Ci = (cij,k), given by
cij,k = ∂T ij /∂θk, j = 1, . . . ,N, k = 1, . . . ,N − 1,
is of rank N − 1 and for each σ ∈Σi there exists a unique point Θi ∈Di such that σ = T i(Θi).
Thus the restriction of (T i)−1 to Σi , which we denote by τ i , is a single valued mapping and
belongs to C2(Σi). The collection of local charts will be denoted by Θ = {Θi}.
Put Ωi := {x ∈ Ωβ0: σ(x) ∈ Σi}. Then {Ωi}νi=1 is an open cover of Ωβ0 and for each
i ∈ {1, . . . , ν} there exists a C2 diffeomorphism of Ωi onto a set Ω˜i ⊆ (0, β0) × Di such that
a point x ∈ Ωi is mapped to (δ,Θi) where δ = δ(x) and Θi = τ i(σ (x)). The inverse of this
mapping on Ω˜i is given by: (
δ,Θi
) → x, x = T i(Θi)− nδ,
where n is the outward unit normal on Σ at the point T i(Θi). In other words x is the unique point
in Ωi such that δ = δ(x) and T i(Θi)= σ(x). Thus (δ,Θi) may serve as a set of coordinates in
Ωi , i = 1, . . . , ν; we refer to the collection {(δ,Θi)}νi=1 as flow coordinates and denote them
briefly by (δ,Θ).
In terms of flow coordinates the Laplacian obtains the form
	= ∂2/∂δ2 + b0∂/∂δ+ΛΣ,(1.8)
where, for each fixed δ, ΛΣ is a linear second-order elliptic operator on Σ , with coefficients in
C1(Ω¯β). (The coefficients depend on δ as well as Θ .) Furthermore
ΛΣ →	Σ, b0 → κ as δ→ 0,(1.9)
where 	Σ is the Laplace–Beltrami operator and κ is the mean curvature on Σ . (For a more
detailed discussion see [2].)
Given η ∈W 2/q,q ′(Σ), let H =Hη be the solution of the initial value problem:
∂H
∂ρ
=	ΣH in R+ ×Σ,
H(0, ·)= η(·) in Σ.
(1.10)
The above equation can be written explicitly in terms of flow coordinates and in this context we
naturally express H in terms of these coordinates. However H can also be expressed in the form
H =H(ρ,σ) where (ρ,σ ) is a generic point in R+ ×Σ . This form has the obvious advantage
that it does not depend on local coordinates, and therefore it is the one that is used in the sequel.
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Now let R =Rη be the lifting given by
Rη(x)=
{
Hη(φ
2(x), σ (x))h(δ(x)), ∀x ∈Ωi, i = 1, . . . , ν,
0, ∀x ∈Ω \Ωβ0 ,(1.11)
where φ is as in Lemma 1.1 and h ∈ C∞(R+) is a function such that 0  h  1, h ≡ 1 in
(0, β0/2) and h≡ 0 in (β0,∞). Clearly Rη satisfies the assumptions of Lemma 1.1 and
‖Rη‖L∞(Ω)  ‖η‖L∞(∂Ω).
LEMMA 1.2. – Let R be the lifting defined by (1.11). Then the mapping η →L(η), with L as
in (1.3), maps W 2/q,q ′(∂Ω) continuously into Lq ′(Ω).
Proof. – Let η ∈W 2/q,q ′(∂Ω). By (1.11),
∇Rη = (2hφ∇φ)∂H
∂ρ
(
φ2, σ
)+ N∑
j=1
h
∂H
∂σj
(
φ2, σ
)∇σj + (h′∇δ)H (φ2, σ ), in Ωβ0,
∇Rη = 0, in Ω \Ωβ0 .
(1.12)
Thus, in Ωβ0 ,
∇φ · ∇Rη = 2hφ|∇φ|2 ∂H
∂ρ
(
φ2, σ
)+ h N∑
j=1
∂H
∂σj
(
φ2, σ
)∇σj · ∇φ + (h′∂φ/∂δ)H (φ2, σ ).
Note that ∇σj · ∇φ→ 0 as δ→ 0 so that
|∇σj · ∇φ| cδ, in Ωβ0 .(1.13)
Here and in the sequel c denotes a positive constant whose value may change from line to line.
The constant may depend on Σ , β0 and φ but not on η. Hence,
∫∫
Ω
∣∣φ−1/q∇φ · ∇Rη∣∣q ′ dx  c
∫∫
Ωβ0
φ
∣∣∣∣∂H∂ρ
(
φ2, σ
)∣∣∣∣
q ′
dx
+ c
∫∫
Ωβ0
δ
N∑
j=1
∣∣∣∣ ∂H∂σj
(
φ2, σ
)∣∣∣∣
q ′
dx
+ c
∫∫
Ωβ0\Ωβ0/2
∣∣φ−1/qH (φ2, σ )∣∣q ′ dx.
(1.14)
Choosing a smaller β0 if necessary, we may assume that ∂φ/∂δ > 0 in Ω¯β0 . Put
ρ0 = supσ∈∂Ω φ2(β0, σ ). The first term on the right-hand side of (1.14) can be estimated as
follows:
∫∫
Ωβ0
φ
∣∣∣∣∂H∂ρ
(
φ2, σ
)∣∣∣∣
q ′
dx  c
∫
Σ
β0∫
0
φ
∣∣∣∣∂H∂ρ
(
φ2, σ
)∣∣∣∣
q ′
dδ dS
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 c
∫
Σ
φ2(β0,σ )∫
0
∣∣∣∣∂H∂ρ (ρ,σ )
∣∣∣∣
q ′
dρ dS
 c
∫
Σ
ρ0∫
0
∣∣∣∣∂H∂ρ (ρ,σ )
∣∣∣∣
q ′
dρ dS
= c
ρ0∫
0
∥∥∥∥ρ1−1/q ∂H∂ρ (ρ, ·)
∥∥∥∥
q ′
Lq
′
(Σ)
dρ
ρ
 c‖η‖q ′
W 2/q,q′ (Σ).(1.15)
The last inequality is a consequence of the interpolation formula,
W 2/q,q
′
(Σ)= [W 2,q ′(Σ),Lq ′ (Σ)]1/q,q ′ .(1.16)
To estimate the second term we observe that
∥∥H(ρ, ·)∥∥
W 2,q′ (Σ)  cΣ
∥∥(∂H/∂ρ)(ρ, ·)∥∥
Lq
′
(Σ)
,(1.17)
where cΣ is a constant depending only on Σ . This is a consequence of standard elliptic estimates
applied to the operator 	Σ on the compact manifold Σ . (In this context, ∂H/∂ρ is considered
as a forcing term.) Consequently,
∫∫
Ωβ0
δ
N∑
j=1
∣∣∣∣ ∂H∂σj
(
φ2, σ
)∣∣∣∣
q ′
dx  c
∫
Σ
β0∫
0
φ
N∑
j=1
∣∣∣∣ ∂H∂σj
(
φ2, σ
)∣∣∣∣
q ′
dδ dS
 c
∫
Σ
ρ0∫
0
N∑
j=1
∣∣∣∣ ∂H∂σj (ρ,σ )
∣∣∣∣
q ′
dρ dS  c
ρ0∫
0
∥∥∥∥∂H∂ρ (ρ, ·)
∥∥∥∥
q ′
Lq
′
(Σ)
dρ
 c‖η‖q ′
W 2/q,q′ (Σ).
(1.18)
For the third term on the right-hand side of (1.14) we have the estimate:
∫∫
Ωβ0\Ωβ0/2
∣∣φ−1/qH (φ2, σ )∣∣q ′ dx
 c
∫∫
Ωβ0\Ωβ0/2
φ
∣∣H (φ2, σ )∣∣q ′ dx  c∫
Σ
φ2(β0,σ )∫
φ2(β0/2,σ )
∣∣H(ρ,σ)∣∣q ′ dρ dS
 c
ρ0∫
ρ′0
∥∥H(ρ, ·)∥∥q ′
Lq
′
(Σ)
dρ  c‖η‖q ′
Lq
′
(Σ)
,
(1.19)
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where ρ′0 = inf{φ2(x): x ∈ Ω,δ(x) = β0/2}. The last inequality is a consequence of (1.10).
From (1.14)–(1.19) we obtain
∥∥φ−1/q∇φ · ∇Rη∥∥Lq′ (Ω)  c‖η‖W 2/q,q′ (Σ).(1.20)
Next we estimate the term ‖φ1/q ′	Rη‖Lq′ (Ω). By (1.8), (1.10) and (1.11), the following holds
in Ωβ0
	Rη = ∂
2Rη
∂δ2
+ b0 ∂Rη
∂δ
+ΛΣRη = ∂
2Rη
∂δ2
+ b0 ∂Rη
∂δ
+	ΣRη + (ΛΣ −	Σ)Rη
=
(
h
∂2H˜
∂δ2
+ (b0h+ 2h′)∂H˜
∂δ
+ (h′′ + b0h′)H˜
)
+ h
(
∂H
∂ρ
+ (ΛΣ −	Σ)H
)(
φ2, σ
)
,
where h= h(δ), H =Hη(ρ,σ ) and H˜ (δ, σ )=Hη(φ2, σ ). A straightforward calculation yields,
∂H˜
∂δ
= (2φ∂φ/∂δ)∂H
∂ρ
(
φ2, σ
)
,
∂2H˜
∂δ2
= (2φ∂φ/∂δ)2 ∂
2H
∂ρ2
(
φ2, σ
)+ 2((∂φ/∂δ)2 + φ∂2φ/∂δ2)∂H
∂ρ
(
φ2, σ
)
.
Hence
∥∥φ1/q ′	Rη∥∥q ′
Lq
′
(Ω)
 c
∫∫
Ωβ0
(∣∣∣∣φ2+1/q ′ ∂2H∂ρ2
∣∣∣∣
q ′
+ φ
(∣∣∣∣∂H∂ρ
∣∣∣∣
q ′
+ |H |q ′ + ∣∣(ΛΣ −	Σ)H ∣∣q ′
))(
φ2, σ
)
dx.
(1.21)
In the same way as in (1.15), (1.18), (1.19), using also (1.17), we obtain
∫∫
Ωβ0
φ
(∣∣∣∣∂H∂ρ
∣∣∣∣
q ′
+ |H |q ′ + ∣∣(ΛΣ −	Σ)H ∣∣q ′(φ2, σ )dx
 c
ρ0∫
0
(∥∥∥∥∂H∂ρ (ρ, ·)
∥∥∥∥
q ′
Lq
′
(Σ)
+ ∥∥H(ρ, ·)∥∥q ′
Lq
′
(Σ)
+ ∥∥(ΛΣ −	Σ)H(ρ, ·)∥∥q ′
Lq
′
(Σ)
)
dρ
 c
ρ0∫
0
(∥∥∥∥∂H∂ρ (ρ, ·)
∥∥∥∥
q ′
Lq
′
(Σ)
+ ∥∥H(ρ, ·)∥∥q ′
Lq
′
(Σ)
)
dρ  c‖η‖q ′
W 2/q,q′ (Σ).
(1.22)
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The first term on the right-hand side of (1.21) is estimated as follows:
∫∫
Ωβ0
φ2q
′+1
∣∣∣∣∂2H∂ρ2
(
φ2, σ
)∣∣∣∣
q ′
dx  c
∫
Σ
ρ0∫
0
ρq
′
∣∣∣∣∂2H∂ρ2 (ρ,σ )
∣∣∣∣
q ′
dρ dσ
= c
ρ0∫
0
∥∥∥∥ρ2−1/q ∂2H∂ρ2 (ρ, ·)
∥∥∥∥
q ′
Lq
′
(Σ)
dρ
ρ
 c‖η‖q ′
W 2/q,q′ (Σ),
(1.23)
the last inequality being a consequence of the interpolation formula,
W 2/q,q
′
(Σ)= [W 4,q ′(Σ),Lq ′ (Σ)]1/2q,q ′ .(1.24)
From (1.15)–(1.23) we obtain:∥∥φ1/q ′	Rη∥∥Lq′ (Ω)  c‖η‖W 2/q,q′ (Σ).(1.25)
Finally (1.3), (1.20) and (1.25) imply∥∥L(η)∥∥
Lq
′
(Ω)
 c‖η‖
W 2/q,q′ (Σ). ✷(1.26)
2. Admissible measures and q-traces
In this section we prove a more general version of Theorem A. First we treat the case where
the domain is the unit ball B . In this case we obtain the following stronger result:
THEOREM 2.1. – If q  qc, then
µ ∈W−2/q,q(SN−1)⇔ P(µ) ∈Lq(B; (1− r)dx),(2.1)
where P(µ) is defined, for every distribution µ on SN−1 , by
P(µ)(x)= µ(P(x, ·)), ∀x ∈B.
Furthermore there exists a constant C = C(q) such that
C−1‖µ‖W−2/q,q (SN−1) 
∥∥P(µ)∥∥
Lq(B;(1−r)dx)  C‖µ‖W−2/q,q (SN−1),(2.2)
for every µ ∈W−2/q,q(SN−1).
Proof. – We present the proof in the case N  3. However, with minor modifications, the
proof applies also to the case N = 2. Let (r, σ ) be spherical coordinates in B and put t =− ln r .
Suppose that µ ∈ W−2/q,q(SN−1), let u = P(µ) and denote by u˜ the function u expressed in
terms of the coordinates (t, σ ). Then the right inequality in (2.2) obtains the form
∞∫
0
∫
SN−1
|u˜|q(1− e−t)e−Nt dσ dt  C‖µ‖W−2/q,q (SN−1).(2.3)
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Clearly it is sufficient to establish this inequality in the case that µ ∈ M(SN−1) (or even
µ ∈C∞(SN−1)). This is assumed in the sequel. Let f be the unique solution of the equation
µ= (N − 2)
2
4
f −	σf, in SN−1.
(In the case N = 2 we replace this equation by µ= f −	σf .) Then f ∈W 2−2/q,q(SN−1) and
	σf = (N−2)24 f −µ ∈ (W−2/q,q ∩M)(SN−1). Put v = P(f ) in B and let v˜ denote this function
in terms of the coordinates (t, σ ). Then
L˜v˜ := v˜t t − (N − 2)v˜t +	σ v˜ = 0, in R+ × SN−1,
v˜|t=0 = f, in SN−1,
(2.4)
and consequently
L˜(	σ v˜)= 0, in R+ × SN−1,
(	σ v˜)|t=0 =	σf, in SN−1.
(2.5)
Since this problem has a unique solution which is bounded near t =∞, it follows that
P(	σf )=	σ v˜.(2.6)
Hence,
u˜= P(µ)= P
(
(N − 2)2
4
f −	σf
)
= (N − 2)
2
4
v˜ −	σ v˜.(2.7)
If v∗ := e−t (N−2)/2v˜, then
v∗t t −
(N − 2)2
4
v∗ +	σv∗ = 0, in R+ × SN−1,
v∗(0, ·)= f, in SN−1.
(2.8)
Note that
v∗ = etA(f ), where A=−
(
(N − 2)2
4
I −	σ
)1/2
.
Since A defines an analytic semi-group, it follows that (see [28, p. 96]),
‖f ‖q
W 2−2/q,q ∼ ‖f ‖
q
Lq(SN−1) +
∞∫
0
(
t2/q
∥∥A2v∗∥∥
Lq(SN−1)
)q dt
t
∼ ‖f ‖q
Lq(SN−1) +
1∫
0
(
t2/q
∥∥A2v∗∥∥
Lq(SN−1)
)q dt
t
= ‖f ‖q
Lq(SN−1) +
1∫
0
(
t2/qe−t (N−2)/2
∥∥A2v˜∥∥
Lq(SN−1)
)q dt
t
,
(2.9)
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where the symbol ∼ denotes equivalence of norms. Therefore, by (2.7),
‖f ‖q
W 2−2/q,q (Sn−1)  C‖f ‖
q
Lq(SN−1) +C
1∫
0
(
t2/qe−t (N−2)/2‖u˜‖Lq(SN−1)
)q dt
t
 C‖f ‖q
Lq(SN−1) +C
1∫
0
‖u˜‖q
Lq(SN−1)e
−Nt t dt .
(2.10)
Furthermore,
∞∫
0
‖u˜‖q
Lq(SN−1)
(
1− e−t)e−Nt dt  C
1∫
0
‖u˜‖q
Lq(SN−1)
(
1− e−t )e−Nt dt
 C
1∫
0
‖u˜‖q
Lq(SN−1)e
−Nt t dt .
(2.11)
This is a consequence of the inequality
∫
∂Br
|u|q dS  (r/ρ)N−1
∫
∂Bρ
|u|q dS,
which holds for 0 < r < ρ, for every harmonic function u in B . By a straightforward
computation, this inequality implies that
∫
|x|<1
|u|q(1− r)dx  c(γ )
∫
γ<|x|<1
|u|q(1− r)dx,
for every γ ∈ (0,1).
In view of the definition of f ,
‖µ‖q
W−2/q,q (Sn−1) ∼ ‖f ‖
q
W 2−2/q,q (Sn−1).(2.12)
Therefore, the right-hand side inequality in (2.2) follows from (2.3), (2.10) and (2.11).
Next assume that µ is a distribution on SN−1 and P(µ) ∈Lq(B; (1− r)dx). We want to show
that µ ∈W−2/q,q(Sn−1) and that the left-hand side inequality in (2.2) holds. As before, without
loss of generality, we assume that µ ∈M(SN−1).
In view of (2.9), if f ∈ Lq(SN−1) then µ ∈W−2/q,q(SN−1) and if
‖f ‖Lq(SN−1)  C‖u‖Lq(B;(1−r)dx),(2.13)
then the left-hand side inequality in (2.2) follows.
Equation (2.7) implies that
∥∥v(r, ·)∥∥
W 2,q (SN−1)  C
∥∥u(r, ·)∥∥
Lq(SN−1).(2.14)
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Hence
‖v‖Lq (B;(1−r)dx) + ‖	σv‖Lq (B;(1−r)dx)  C‖u‖Lq(B;(1−r)dx).(2.15)
By (2.4)
v˜t t − (N − 2)v˜t = h˜ := −	σ v˜, in R+ × SN−1,
v˜|t=0 = f, in SN−1.
(2.16)
Since u ∈ Lq(B; (1− r)dx), (2.14) implies that h ∈ Lq(B; (1− r)dx) (where h(x)= h˜(t, σ )).
Let σ be a fixed but arbitrary point on SN−1. Then equation (2.16) is an o.d.e. (in fact a first
order o.d.e. in v˜t (·, σ )). We consider the initial value problem for this equation starting at some
initial time t0 ∈ (0,∞) and compute the solution in (0, t0). Thus
v˜t (t, σ )= e(N−2)t
t∫
t0
e−(N−2)τ h˜(τ, σ )dτ + e(N−2)(t−t0)v˜t (t0, σ ).(2.17)
Integrating once again we obtain
v˜(t, σ )=
t∫
t0
e(N−2)s
s∫
t0
e−(N−2)τ h˜(τ, σ )dτ ds(2.18)
+ 1
N − 2
(
e(N−2)(t−t0) − 1)v˜t (t0, σ )+ v˜(t0, σ ).
Hence
∣∣v(0, σ )∣∣= ∣∣f (σ)∣∣ C
( t0∫
0
t0∫
s
∣∣h˜(τ, σ )∣∣dτ ds + ∣∣v˜t (t0, σ )∣∣+ ∣∣v˜(t0, σ )∣∣
)
(2.19)
= C
( t0∫
0
s
∣∣h˜(s, σ )∣∣ds + ∣∣v˜t (t0, σ )∣∣+ ∣∣v˜(t0, σ )∣∣
)
 C
( 1∫
e−t0
(1− r)∣∣h(r, σ )∣∣rN−1 dr + ∣∣v˜t (t0, σ )∣∣+ ∣∣v˜(t0, σ )∣∣
)
,
where C is a constant independent of t0 for t0  ln 2. It follows that∫
SN−1
|f |q dσ C
( ∫
r0<|x|<1
|h|q(x)(1− r)dx(2.20)
+
∫
SN−1
|vr |q(r0, σ )dσ +
∫
SN−1
|v|q (r0, σ )dσ
)
,
where C is independent of r0 for r0  1/2. We multiply the inequality by rN−10 and integrate
with respect to r0 in (5/8,6/8). It follows that
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∫
SN−1
|f |q dσ C
( ∫
1/2<|x|<1
|h|q(x)(1− r)dx(2.21)
+
∫
5/8<|x|<6/8
|vr |q dx +
∫
5/8<|x|<6/8
|v|q dx
)
.
By interior elliptic estimates, ∫
5/8<|x|<6/8
|vr |q dx  C
∫
1/2<|x|<7/8
|v|q dx.(2.22)
Finally, by (2.21), (2.22) and (2.15) we obtain (2.13). ✷
The next theorem is a slightly more general version of Theorem A.
THEOREM 2.2. – Suppose that q  qc. Let L be a linear second-order, uniformly elliptic
operator in Ω¯ with coefficients in C1(Ω¯), for which the maximum principle holds. Put
PL(ν)=
∫
Ω
PL(x, y)dν(y),
where PL is the Poisson kernel of L in Ω . We say that a measure ν ∈M(∂Ω) is q-admissible
relative to L if PL(|ν|) ∈ Lq(Ω; δ dx).
Under these assumptions:
(a) If ν is a q-admissible measure relative to L then ν ∈W−2/q,q(∂Ω).
(b) If ν ∈ (W−2/q,q)+(∂Ω) then ν is q-admissible relative to L.
(c) There exists a constant C = C(q,Ω,L) such that,
C−1‖ν‖W−2/q,q (∂Ω) 
∥∥P(ν)∥∥
Lq(Ω;δ dx)  C‖ν‖W−2/q,q (∂Ω),(2.23)
for every ν ∈ (W−2/q,q)+(∂Ω).
Proof. – First, consider the case where Ω = B , but L is a general elliptic operator as above.
Assume that µ 0. It is well known that in every smooth bounded domain, the Poisson kernels
P	 and PL are equivalent. Consequently, there exists a constant C such that
C−1P	(µ) PL(µ) CP	(µ),(2.24)
for every measure µ ∈M+(SN−1). Therefore the fact that (2.2) holds with respect to P	 implies
its validity for PL, for every measure µ ∈ (W−2/q,q )+(SN−1). This implies the validity of
assertions (a) and (b) with respect to positive measures. Now suppose that ν is a q-admissible
measure relative to L, not necessarily positive. Then ν+ and ν− are q-admissible relative to L,
and consequently ν+, ν− ∈ (W−2/q,q)+(SN−1). Thus assertion (a) holds.
Next we consider the general case of a smooth bounded domain Ω and a general second-order
elliptic operator L, assuming that µ  0. By employing the standard technique of localization
via a partition of unity on the boundary, we may assume that the measure µ ∈ W−2/q,q (∂Ω)
has its support in a set U ∩ ∂2Ω , such that U is open and there exists a C2-diffeomorphism
JU :U → U∗ which maps U ∩Ω onto U∗ ∩ B and U ∩ ∂Ω onto U∗ ∩ SN−1. Furthermore, by
selecting an appropriate restriction of JU if necessary, one can construct an extension of JU to a
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neighborhood of Ω¯ , in such a way that the extension, say JΩ , is a C2-diffeomorphism of Ω onto
a domain Ω∗ such that B ⊃Ω∗ or, alternatively, such that B ⊂Ω∗.
The diffeomorphism JΩ induces a 1-1 mapping (say JmΩ ) of M(∂Ω) onto M(∂Ω∗).
The restriction of JmΩ to (W−2/q,q ∩ M)(U) maps this space onto (W−2/q,q ∩ M)(U∗)
and is continuous with a continuous inverse. Put µ∗ = JmΩµ. Our assumptions imply that
supp µ∗ ⊂ SN−1 ∩ ∂Ω∗. Let µ′ ∈M(SN−1) be the measure which equals µ∗ on its support
and equals zero on SN−1 \ supp µ∗. Let L∗ be the elliptic operator in Ω∗ corresponding to L
and let u∗ be the function corresponding to u := PL(µ), by the mapping JΩ . Then L∗u∗ = 0 in
Ω∗ and u∗|∂Ω∗ = µ∗.
Assume that µ ∈ (W−2/q,q)+(∂Ω) so that µ∗ ∈ (W−2/q,q)+(∂Ω∗) and choose the extension
JΩ so that B ⊃Ω∗. Then u∗  v := PBL∗(µ′) in Ω∗, where PBL∗ is the Poisson kernel for L∗ in
B . By the previous part of the proof,
∥∥PBL∗(µ′)∥∥Lq(B;(1−r)dx)  C‖µ′‖W−2/q,q (SN−1).(2.25)
Hence
‖u‖Lq(Ω;δ dx)  C1
∥∥u∗∥∥
Lq(Ω∗;δ∗ dx∗)  C2
∥∥µ∗∥∥
W−2/q,q (∂Ω∗) C3‖µ‖W−2/q,q (∂Ω).(2.26)
Finally assume that u ∈ Lq(Ω; δ dx) and choose the extension JΩ so that B ⊂ Ω∗. Then
u∗  v in B and consequently, by the previous part of the proof,
‖µ‖W−2/q,q (∂Ω) C1‖µ′‖W−2/q,q (SN−1)  C2
∥∥PBL∗(µ′)∥∥Lq(B;(1−r)dx)(2.27)
C2
∥∥u∗∥∥
Lq(B;(1−r)dx)  C3‖u‖Lq(Ω;δ dx).
This proves (2.23), which in turn implies assertions (a) and (b), as in the first part of the proof. ✷
Remark. – By the last theorem, if µ ∈ (W−2/q,q)+(∂Ω) then µ is q-admissible. We do not
know if this property holds for every measure µ in W−2/q,q (∂Ω). In fact, even in the case L=	
and Ω = B , we know that P(µ) ∈ Lq(B; (1 − r)dx) but we do not know if it is q-admissible,
i.e., if P(|µ|) ∈ Lq(B; (1− r)dx). A partial answer is provided by the following:
COROLLARY 2.3. – Assume q  2. If µ ∈ (W−2/q,q ∩M )(∂Ω) then |µ| ∈ W−2/q,q(∂Ω).
Therefore, in this case, a measure is q-admissible, relative to L, if and only if it belongs to
W−2/q,q(∂Ω).
Proof. – For the first assertion it is enough to show that µ+ ∈W−2/q,q(∂Ω). Let A⊂ ∂Ω be
the set on which µ+ is concentrated, i.e. µ+ = χAµ. If q  2 then the mapping f → |f | maps
W 2/q,q
′
(∂Ω) continuously into itself. Consequently, for every f ∈W 2/q,q ′(∂Ω), then
µ+(f ) :=
∫
A
f dµ
∫
A
|f |dµ ‖µ‖W−2/q,q (∂Ω)‖|f |‖W 2/q,q′ (∂Ω)  c‖f ‖W 2/q,q′ (∂Ω).(2.28)
Thus µ+ ∈W−2/q,q (∂Ω).
In view of the preceeding theorem, the second assertion is a consequence of the first.
3. Characterization of q-traces and removable sets
The first theorem concerns the capacitary characterization of q-traces.
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THEOREM 3.1. – Let q > 1 and ν ∈M(∂Ω). The measure ν is a q-trace if and only if it does
not charge sets of C2/q,q ′ -capacity zero.
Remark. – As mentioned in the introduction, this result is known. It was established by
probabilistic techniques for qc  q  2 and by analytic techniques for 2 < q . In each case the
techniques did not extend to the full supercritical range. We provide below a unified analytic
proof which applies to all q  qc. In the case that 1 < q < qc, the statement of the proposition is
trivial because, for q in this range, the empty set is the only set with C2/q,q ′-capacity zero.
Proof. – Suppose that ν ∈ Mq (∂Ω), ν  0 and let u be the solution of (0.1). Then
uqδ ∈L1(Ω).
Let E ⊂ ∂Ω be a closed set of C2/q,q ′ -capacity zero. By [1, Theorem 3.3 and Corollary 3.4],
there exists a sequence of functions {ηn} in C∞(∂Ω) such that
ηn ≡ 1 on a neighborhood of E, n= 1,2, . . . ,
0 ηn  1 everywhere in ∂Ω, n= 1,2, . . . ,
ηn→ 0 in W 2/q,q ′(∂Ω).
(3.1)
Let ζn = φRηn with φ as in Lemma 1.1 and Rηn as in (1.11). Then, by (3.1),
0<Rηn < 1, Rηn → 0 a.e.(3.2)
and consequently,
lim
n→∞
∫
Ω
uqζn dx = 0 and lim
n→∞
∫
Ω
ζn dx = 0.(3.3)
In view of (3.1) and (3.3), Lemma 1.1 and Lemma 1.2 imply that
ν(E)
∫
Ω
ηn dν→ 0.
Thus ν vanishes on closed sets of C2/q,q ′ -capacity zero and, consequently, on every Borel set of
C2/q,q ′-capacity zero.
If ν is an arbitrary measure inMq(∂Ω) (not necessarily positive) then, by [24, Proposition A],
ν+, ν− ∈Mq(∂Ω). Therefore ν vanishes on every set of C2/q,q ′-capacity zero.
Next assume that ν ∈M(∂Ω) does not charge sets of C2/q,q ′ -capacity zero. In order to show
that ν is a q-trace we employ the following assertion due to Baras and Pierre [6, Lemma 4.2]
(which, in turn, is based on results of Meyers [26]):
If ν ∈M+(∂Ω), 0 < α  2 and ν does not charge sets of Cα,q ′ -capacity zero then there exits
an increasing sequence {µn} in (W−α,q )+(∂Ω) such that µn→ ν.
Actually, in [6], this assertion is proved for measures on RN , in which case α can be any
positive number. However the proof applies, without any essential modification, to measures on
a Ck manifold, provided that α  k. In our case the manifold ∂Ω is of class C2 so that α must
be restricted to the range (0,2].
If ν ∈M(∂Ω) does not charge sets of C2/q,q ′ -capacity then ν+ and ν− possess the same
property. Therefore, by the assertion quoted above, ν+ and ν− are limits of increasing sequences
of measures belonging to (W−2/q,q)+(∂Ω). By Theorem 2.2 every measure in (W−2/q,q)+(∂Ω)
is q-admissible and therefore a q-trace. Consequently, by [24], ν is a q-trace. ✷
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Theorem B is a simple consequence of Theorems 2.1 and 3.1.
Proof of Theorem B. – The argument given in the last part of the previous proof shows that, if
ν ∈Mq (∂Ω), there exist monotone increasing sequences {ν1,n} and {ν2,n} in (W−2/q,q)+(∂Ω)
such that ν1,n → ν+ and ν2,n → ν−. Hence νn = ν1,n − ν2,n ∈W−2/q,q(∂Ω) and νn → ν with
respect to the total variation norm. Thus
Mq(∂Ω)⊆ clM
(
W−2/q,q ∩M)(∂Ω).(3.4)
By Theorem 2.1, (
W−2/q,q
)+
(∂Ω)⊆D+q (∂Ω)⊆M+q (∂Ω).
By [13] and [24, Lemma 1.7],Mq(∂Ω) is closed inM(∂Ω) relative to the total variation norm.
Consequently,
clM
(
W−2/q,q
)+
(∂Ω)⊆ clMD+q (∂Ω)⊆M+q (∂Ω).(3.5)
Hence, by (3.4),
M+q (∂Ω)= clMD+q (∂Ω)= clM
(
W−2/q,q
)+
(∂Ω).(3.6)
Furthermore, if µ ∈Mq(∂Ω) then µ+ and µ− belong toMq(∂Ω). Consequently, by (3.6),
Mq(∂Ω)⊆ clMDq (∂Ω).
In view of (0.4), this implies (0.6). ✷
Remark. – As we mentioned in the introduction, if q  qc, then Dq(∂Ω) is not closed
with respect to the total variation norm and consequently there exist q-traces that are not
q-admissible. This can be seen as follows.
It is clear that L∞(∂Ω)⊂Dq(∂Ω). (Here and in the sequel we identify a Borel measurable
function h on ∂Ω with the induced measure hdHN−1.) Therefore L1(∂Ω) ⊂ clMDq(∂Ω).
However there exist integrable functions which are not q-admissible. Assume, by contradiction,
that L1(∂Ω)⊂Dq(∂Ω). By the closed graph theorem, it follows that the imbedding of L1(∂Ω),
with the standard norm, into Dq(∂Ω), with the norm
‖µ‖Dq (∂Ω) =
∥∥P(|µ|)∥∥
Lq(Ω;δ dx),
is continuous. If µ is a non-negative measure on ∂Ω and {hn} is a sequence of non-negative
functions in L1(∂Ω) such that hn → µ in the sense of weak convergence of measures, then:
(a) {hn} is bounded inL1(∂Ω) and (b) P(hn) → P(µ) pointwise. Therefore the assumption
that L1(∂Ω) ⊂ Dq(∂Ω) implies that {P(hn)} is bounded in Lq(Ω; δ dx) and, consequently,
that µ is q-admissible. However, if q  qc, not every measure is a q-trace. Thus we reached
a contradiction.
Finally we observe that, for every q-trace µ and every h ∈ L1(∂Ω;µ), the measure hdµ is
a q-trace; but, for every q-trace µ, there exist functions h ∈ L1(∂Ω;µ) such that hdµ is not
q-admissible.
The next result concerns the capacitary characterization of q-removable boundary sets.
DEFINITION 3.2. – Let A be a Borel subset of ∂Ω . We shall say that A is q-removable if a
non-negative solution u ∈C2(Ω) of the equation
−	u+ uq = 0(3.7)
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satisfying
u ∈C(Ω¯ \A), u= 0 on ∂Ω \A(3.8)
is necessarily the zero solution.
THEOREM 3.3. – Suppose that q > 1. A closed set K ⊂ ∂Ω is q-removable if and only if
C2/q,q ′(K)= 0.
Remark. – The remark following Theorem 3.1 applies to the present theorem as well. In the
subcritical case, 1 < q < qc, there are no removable singularities [13], and every non-empty set
has positive capacity.
Proof. – Suppose that K is a closed subset of ∂Ω and C2/q,q ′(K) > 0. Then there exists a
measure ν ∈ (W−2/q,q )+(∂Ω) such that ν(K) > 0 and ν(∂Ω \ K) = 0. By Theorem 2.2 ν
is q-admissible and consequently, by (0.4), ν ∈Mq (∂Ω). The solution u of (0.1) satisfies the
conditions of Definition 3.2 with respect to A=K and it is not identically zero. Hence K is not
q-removable.
Let K be a closed subset of ∂Ω such that C2/q,q ′(K)= 0. Suppose that u is a non-negative
solution of (3.7) satisfying (3.8) for A=K . If u ∈ Lq(Ω; δ dx) then u≡ 0. Indeed, by [23] (for
Ω = B) and by [25] in the general case, a solution of (3.7) satisfying u ∈ Lq(Ω; δ dx) has a
boundary trace ν ∈M(∂Ω) and supp ν ⊂ K . By Theorem 3.1, ν vanishes on sets of C2/q,q ′ -
capacity zero. Hence ν is the zero measure. Therefore, in order to show that K is q-removable it
is sufficient to establish the following assertion.
If u is a non-negative solution of (3.7) satisfying (3.8) with A=K , then
u ∈Lq(Ω; δ dx).(3.9)
Consider the family of functions:
T := {η ∈ C2(∂Ω): 0 η 1, η≡ 0 in Uη ∩ ∂Ω,Uη an open neighborhood of K}.
Let R =R(η) and φ be as in Lemma 1.1 and put
ζη := φR(η)2q ′ .
Assume in addition that R satisfies the condition
sup
η∈T
∥∥R(η)∥∥
L∞(Ω) <∞.(3.10)
First we verify that, for every η ∈ T , the functions u	ζη and uqζη are integrable in Ω and that∫
Ω
(−u	ζη + uqζη)dx = 0.(3.11)
Let Vη be an open neighborhood of K such that V¯η ⊂Uη. Then
0 ζη  c0φ, ζη(x)=O
(
δ(x)1+2q ′
)
as x→ Vη ∩ ∂Ω.(3.12)
By the Keller–Osserman estimate,
u(x) cδ(x)−2/(q−1), ∀x ∈Ω,(3.13)
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where c is a constant depending only on N and q . Therefore uq(x)ζη(x) = O(δ(x)) as
x→ Vη ∩ ∂Ω . Since u(x)=O(δ(x)) as x→ ∂Ω \ Vη it follows that
uq(x)ζη(x)=O
(
δ(x)
)
, as x→ ∂Ω,(3.14)
and uqζη is bounded in Ω . Further,
	ζη = −λ1φR(η)2q ′ + φ	R(η)2q ′ + 2∇φ · ∇R(η)2q ′
= −λ1ζη + 2q ′φR(η)2q ′−1	R(η)+ 2q ′(2q ′ − 1)φR(η)2q ′−2
∣∣∇R(η)∣∣2
+ 2q ′R(η)2q ′−1∇φ · ∇R(η).
(3.15)
Thus,
u|	ζη| c(η)uR(η)2q ′−1,
where c(η) is a constant depending on η. Hence, by the same argument as before,
u|	ζη| =O
(
δ(x)
)
, as x→ ∂Ω,(3.16)
and u|	ζη| is bounded in Ω .
Let
Ωβ =
{
x ∈Ω : δ(x) < β}, Γβ = {x ∈Ω : δ(x)= β}, β > 0.
If β is sufficiently small, say β < β0, Γβ is a C2 manifold. Integrating by parts, we obtain∫
Ω\Ωβ
ζη	udx =
∫
Ω\Ωβ
u	ζη dx +
∫
Γβ
(
ζη
∂u
∂δ
− u∂ζη
∂δ
)
dS,(3.17)
where, in Ωβ0 , we use flow coordinates (δ, σ ) (see Section 1). The Keller–Osserman estimate
(3.13) together with Schauder estimates imply that∣∣∣∣∂u∂δ
∣∣∣∣ cδ(x)−(q+1)/(q−1), ∀x ∈Ω.
Therefore, by an easy computation,
sup
Γβ
(
ζη
∣∣∣∣∂u∂δ
∣∣∣∣+ u
∣∣∣∣∂ζη∂δ
∣∣∣∣
)
=O(β).
Thus the surface integral in (3.17) tends to zero as β→ 0 and (3.11) follows.
Next, by Hölder’s inequality,
∫
Ω
u|	ζ |dx 
( ∫
Ω
uqζ dx
)1/q( ∫
Ω
ζ−q ′/q |	ζ |q ′ dx
)1/q ′
 c
( ∫
Ω
uqζ dx
)1/q( ∫
Ω
(
ζ +M(η)q ′)dx
)1/q ′
,
(3.18)
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where
M(η) := φ1/q ′ |∇R|2 + φ−1/q |R∇φ · ∇R| + φ1/q ′ |R	R|.(3.19)
Next we show that, if R =Rη is defined as in (1.11), then∥∥M(η)∥∥
Lq
′
(Ω)
 c
(
1+ ‖η‖
W 2/q,q′ (∂Ω)
)
, ∀η ∈ T .(3.20)
By Lemma 1.2, ∥∥L(η)∥∥
Lq
′
(Ω)
 c
(
1+ ‖η‖
W 2/q,q′ (∂Ω)
)
, ∀η ∈ T ,(3.21)
with L(η) as in (1.3). Note that
M(η)= φ1/q ′ |∇R|2 +RL(η) φ1/q ′ |∇R|2 +L(η),
since, for η ∈ T , 0R(η) 1. Therefore, in order to prove (3.21), it remains to show that
(∫
Ω
φ|∇R|2q ′ dx
)1/q ′
 c
(
1+ ‖η‖W 2/q,q′ (∂Ω)
)
.(3.22)
By(1.12),
∫
Ω
φ|∇R|2q ′ dx  c
∫
Ωβ0
φ
(
(hφ)2q
′
∣∣∣∣∂H∂ρ
∣∣∣∣
2q ′(
φ2, σ
)+ h2q ′ |∇σH |2q ′(φ2, σ )+ 1
)
dx.(3.23)
As in the proof of Lemma 1.2 (see, e.g. (1.15)) this implies,
∫
Ω
φ|∇R|2q ′ dx  c
∫
Σ
ρ0∫
0
(
ρq
′
∣∣∣∣∂H∂ρ
∣∣∣∣
2q ′
(ρ,σ )+ ∣∣h˜(ρ)∇σH ∣∣2q ′(ρ,σ )+ 1
)
dρ dS,(3.24)
where ρ0 = supσ∈∂Ω φ2(β0, σ ) and h˜ is a function in C1[0, ρ0] such that 0 h˜ 1, h˜= 1 in a
neighborhood of the origin, h˜= 0 in a neighborhood of ρ0 and
inf
Σ
h˜
(
φ(δ,σ )
)
 h(δ), ∀δ ∈ (0, β0).
The first term on the right can be estimated as follows:
∫
Σ
ρ0∫
0
ρq
′
∣∣∣∣∂H∂ρ
∣∣∣∣
2q ′
dρ dS =
ρ0∫
0
(
ρ
1
2+ 12q′
∥∥∥∥∂H∂ρ
∥∥∥∥
L2q′ (Σ)
)2q ′ dρ
ρ
 c‖η‖2q ′
W
1
q ,2q′ (Σ)
.(3.25)
The estimate of the second term is a bit more complicated. Since H is the solution of the initial
value problem (1.10), a standard energy estimate yields,
ρ0∫
0
∫
Σ
h˜|∇σH |2 dσ dρ  c‖η‖L2(Σ).(3.26)
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Further, by the maximum principle,
‖∇σH‖L∞((0,ρ0)×Σ)  ‖∇σ η‖L∞(Σ).(3.27)
Thus the mapping η → h˜Hη is continuous from L2(Σ) into L2((0, ρ0);W 1,2(Σ)) and from
W 1,∞(Σ) into L∞((0, ρ0);W 1,∞(Σ)). By [12] (see also [9]) the following interpolation result
holds: [
W 1,2(Σ),W 1,∞(Σ)
]
1/q,2q ′ =W 1,2q
′
(Σ).(3.28)
Hence, by the Lions–Peetre reiteration theorem [17, p. 31] (see also [14, p. 151]),
[
L2
(
(0, ρ0);W 1,2(Σ)
)
,L∞
(
(0, ρ0);W 1,∞(Σ)
)]
1/q,2q ′ = L2q
′(
0, ρ0;W 1,2q ′(Σ)
)
.(3.29)
Finally, by [8, Theorem 5] (see also [16]),
[
L2(Σ),W 1,∞(Σ)
]
1/q,2q ′ =W 1/q,2q
′
(Σ).(3.30)
Hence, the mapping η → h˜Hη is continuous on W 1/q,2q ′(Σ) into L2q ′(0, ρ0;W 1,2q ′(Σ)):
‖H‖
W 1,2q′ ((0,ρ0)×Σ)  c‖η‖W 1/q,2q′ (Σ).(3.31)
Finally, by [14, Theorem 6.2] (see also [24, p. 514]),
‖η‖2
W 1/q,2q′  c‖η‖L∞‖η‖W 2/q,q′ .(3.32)
From (3.24), (3.25) and (3.31) we obtain:
∥∥φ|∇R|2∥∥
Lq
′
(Ω)
 c
(
1+‖η‖
W 2/q,q′
)
.(3.33)
This inequality and (3.21) imply (3.20).
In order to show that (3.9) holds, choose a sequence of functions {η∗n} in C∞(∂Ω) such that
η∗n ≡ 1 on a neighborhood of K, n= 1,2, . . . ,
0 η∗n  1 everywhere in ∂Ω, n= 1,2, . . . ,
η∗n→ 0 in W 2/q,q
′
(∂Ω).
(3.34)
By [1, Theorem 3.3 and Corollary 3.4], such a sequence exists for every closed set K such that
C2/q,q
′
(K)= 0. By extracting a subsequence if necessary, we may assume that η∗n → 0 a.e. on
∂Ω . Then ηn := 1− η∗n ∈ T and, by (3.18) and (3.20),
∫
Ω
u|	ζηn|dx  c
(∫
Ω
uqζηn dx
)1/q
.(3.35)
This inequality and (3.11) imply that the sequence {∫Ω uζηn dx} is bounded. Since ηn→ 1 a.e. on
∂Ω , it follows that wηn → 1 in (0, β¯)×Σ and hence, ζηn → φ in Ωβ0/2. Therefore, by Fatou’s
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lemma, ∫
Ωβ0/2
uφ dx  lim inf
∫
Ω
uζηn dx <∞.
This inequality implies (3.9). ✷
Remark. – Inequality (3.31) provides an estimate for solutions of problem (1.10). By the same
argument one obtains this estimate for solutions of the initial–boundary value problem for the
heat equation in cylinders Ω × (0, T ), where Ω is a bounded smooth domain in RN and the
boundary conditions are homogeneous.
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