We develop lower bounds for estimation under local privacy constraints-including differential privacy and its relaxations to approximate or Rényi differential privacy of all orders-by showing an equivalence between private estimation and communicationrestricted estimation problems. Our results are strong enough to apply to arbitrarily interactive privacy mechanisms, and they also give sharp lower bounds for all levels of differential privacy protections, that is, privacy mechanisms with privacy levels ε ∈ [0, ∞). As a particular consequence of our results, we show that the minimax mean-squared error for estimating the mean of a bounded or Gaussian random vector in d dimensions scales as d n · d min{ε,ε 2 } .
Introduction
Estimation problems in which users keep their personal data private even from data collectors are of increasing interest in large-scale machine learning applications in both industrial [16, 1, 4] and academic [e.g. 36, 3, 25, 10] settings. These notions of privacy are satisfying because a user or data provider can be confident that his or her data will remain private irrespective of what data collectors do, and they mitigate risks for data collectors, limiting challenges of hacking or other interference. Because of their importance, a parallel literature on optimality results in local privacy is developing [10, 9, 37] .
Yet this theory fails to address a number of important issues. Most saliently, many of these results only apply in settings in which the privatization scheme is non-adaptive, that is, the scheme remains static for all data contributors except in 1-dimensional problems [10, 37, 18] . A second issue is that these results provide meaningful bounds only for certain types of privacy. Typically, the results are sharp only for high levels of privacy (in the language of differential privacy, privacy parameters ε ≤ 1), as in the papers of Duchi et al. [10] , Rohde and Steinberger [30] , and Duchi and Ruan [9] , or at most logarithmic in dimension [37] ; given the promise of privacy amplification in local settings [17] , it is important to address limits in the case that ε 1. With the exception of Duchi and Ruan, they also fail to apply to weakenings of differential privacy (for example, Rényi differential privacy [29] ).
We remove many of these restrictions by framing the problem of estimation and learning under local privacy constraints as a problem in the communication complexity of statistical estimation. By doing so, we can build off of a line of sophisticated results due to Zhang et al. [39] , Garg et al. [19] , and Braverman et al. [6] , who develop minimax lower bounds on distributed estimation problems. To set the stage for our results and give intuition for what follows, we recall the intuitive consequences of these results. Each applies in a setting in which n machines each receive a sample X i from an underlying (unknown) population distribution P . These machines then interactively communicate with a central server, or a public blackboard, sending n · I bits of (Shannon) information in total, so that each sends an average of I bits. For d-dimensional mean estimation problems, where X i ∈ R d and the goal is to estimate E P [X], the main consequences of these papers is that the mean-squared error for estimation must scale as d n · max{ d I , 1}, where d/n is the optimal (communication unlimited) mean-squared error based on a sample of size n. Such scaling is intuitive, as to estimate a d-dimensional quantity, we expect each machine must send roughly d bits to achieve optimal complexity, and otherwise we receive information about only d/I coordinates. The strength of these results is that, in the most general case [6] , they allow essentially arbitrary interaction between the machines, so long as it is mitigated by the information constraints.
We leverage these results on information-limited statistical estimation to establish lower bounds for locally private estimation. By providing bounds on the information released by locally private protocols-even when data release schemes are adaptive and arbitrarily interactive-we can nearly immediately provide minimax lower bounds on rates of convergence in estimation and learning problems under privacy. By using this information-basedcomplexity framework, we can simultaneously address each of the challenges we identify in previous work on optimal estimation under privacy constraints, in that our results apply to differential privacy [14] and its weakenings, including concentrated differential privacy [12, 7] , Rényi differential privacy [29] , and (ε, δ)-differential privacy [13] . They also apply to arbitrarily interactive data release scenarios. Roughly, what we show is that so long as we wish to estimate quantities for d-dimensional parameters that are "independent" of one another-which we define subsequently-the effective sample size available to a private procedure reduces from n to n · min{ε, ε 2 , d}/d for all ε-private procedures.
The use of information and communication complexity in determining fundamental limits in differential privacy is not uniquely ours. Indeed, McGregor et al. [28] show that approximating functions by low-error differentially private protocols and low communication protocols are strongly related. In their case, however, they study low error approximation of conditional, or sample, quantities, where one wishes to estimate f (X 1 , . . . , X n ) for a function f . Here, as in most work in statistics and learning [35, 38, 10, 6] , we provide limits on the ability to estimate functions of the population from which the sample comes. In work of which we were unaware in the original draft of this paper, Joseph et al. [24, Sec. 5] give lower bounds for estimation of a 1-dimensional Gaussian mean under local privacy using communication complexity; their bound requires a single pass through the data and privacy parameter ε = O(1).
As a consequence of our lower bounds, we identify a number of open questions for future work. The work in information-limited estimation [39, 19, 6, 21] typically strongly relies on some type of independence among estimands, which allows decoupling approaches to apply. Our results similarly suffer these restrictions, which, as we show, is essential: when correlations exist among different coordinates of the sample vectors X, it is often possible to achieve much faster convergence. Thus, we argue that we should have renewed focus on local (non-minimax) notions of complexity [26, 32, 9] , which address the difficulty of the particular problem at hand. In classical statistics, the theory of local asymptotic normality and minimaxity addresses these issues; a modern treatment of these in the face of restricted estimators would be valuable.
Notation We index several quantities throughout. We always indicate coordinates of a vector by j, and (independent) vectors we index by i. We consider private protocols that Figure 1 . Two rounds of communication of variables, writing to public blackboards B (1) and B (2) . communicate data in rounds, which we index by time t. We define Z ≤i := (Z 1 , . . . , Z i ) and Z <i := (Z 1 , . . . , Z i−1 ) and similarly for superscripts. For distributions P and Q, D α (P ||Q) :
Problem setting and main results
We first describe our problem setting in detail, providing graphical representations of each of our privacy (or communication) settings. We present corollaries of our main lower bounds to highlight their application, then (in Section 3) give the main techniques, which extend Assouad's method for lower bounds.
Local privacy and interactivity
In our local privacy setting, we consider n individuals, each with private data X i for i = 1, . . . , n, and each individual i communicates privatized views Z i of X i . In contrast to other work on lower bounds for (local) differential privacy [e.g. 10], we allow the communication of this private data to be dependent on other data providers' private data. Thus, in general, we consider communication of privatized data in rounds t = 1, 2, . . . , T , where T may be infinite, and in round t, individual i communicates private datum Z (t)
i . This data may depend on all the previous individual's data Z (t) <i in the current round of communication as well as all previous rounds. We visualize this as a blackboard, which after round t collects all the Z (t) i (and previous blackboards
<i , B (t−1) .
Figure 1 illustrates this communication scheme over two rounds of communication.
In this paper, importantly, we require that the channels be regular conditional probabilities [5] , implying certain measurability properties that we touch on again later.
Our main assumptions are that each channel satisfies a particular quantitative privacy definition. Definition 2.1. Let ε ≥ 0. A random variable Z is (ε, δ)-differentially private for X ∈ X if conditional on X = x, Z has distribution Q(· | x) and for all measurable sets S and x, x ∈ X ,
We also say the channel Q is (ε, δ)-differentially private, and when δ = 0, that Q is ε-
By taking α = 1 in Definition 2.1, we obtain ε-KL-privacy, meaning that for any x, x , the channel Q satisfies D kl (Q(· | x)||Q(· | x )) ≤ ε. If the channel Q is ε-differentially private, then for any α ≥ 1, it also satisfies [29, Lemma 1]
Because Rényi-divergence is non-decreasing in α, any (ε, α)-Rényi differentially private channel is also (ε, α )-Rényi private for α ≤ α, making KL-privacy the weakest Rényi privacy. We consider channel and disclosure scenarios where users and data providers obtain, in expectation, a given amount of privacy. For shorthand, let
be the "messages" coming into the channel generating Z
→i ) as in Fig. 1 . As we mention above, we require that Q be a regular conditional probability, meaning that for each x, z Assumption A1 (Interactive local privacy bounds). For each i = 1, . . . , n and t = 1, 2, . . ., there exists a function ε i,t such that
for all x, x . Additionally, there exists ε avg < ∞ such that for all T ∈ N,
where the expectation is taken over the randomness in the private variables Z Z Z.
Assumption A1 means that the total amount of private information compromised per person-as measured by the summed KL-divergences-is at most ε avg . This is irrespective of the interaction patterns between the sequential data releases, so that the private variables can interact arbitrarily. To make clearer what we mean by the channels being private, we say that the channel mapping X i to Z
→i , and measurable S (with the obvious extension for Rényi privacy). Note that Assumption A1 is weaker than the assumption that each individual's data is ε-differentially private: inequality (1) shows that ε-differential privacy implies min{ε, ε 2 / log 2}-KL-privacy, so that if the channels from X i to Z
→i )}] ≤ n·ε avg . By inspection, if each individual i guarantees that his or her total differential privacy loss is ε, so that t ε i,t (z (t) →i ) ≤ ε for each i, then the average privacy loss can be taken to satisfy
We also consider channels that provide (ε, δ)-differential privacy, and use the following Assumption A2 (Interactive approximate local privacy bounds). For each i and t and all z
→i ))-approximately differentially private. There exist δ total ≤ 1 2 and ε avg such that
where the expectations are taken over the randomness in the private variables Z Z Z.
Assumption A2 allows privacy levels to also be chosen conditional on the past so long as the expected privacy levels remain non-trivial, and in round t, the channel individual i uses is (ε i,t , δ i,t )-private. In this protocol, for individual i, the total privacy loss [11, Appendix B] is that they compromise at most ( t ε i,t , t δ i,t )-approximate differential privacy.
Minimax lower bounds on private estimation
Given our definitions of (interactive) privacy and the interactive privacy bounds in Assumptions A1 and A2, we may now describe the minimax framework in which we work. Let P be a collection of distributions on a space X , and let θ(P ) ∈ Θ be a parameter of interest. In the classical (non-information-limited) setting, we wish to estimate θ(P ) given observations X i drawn i.i.d. according to the distribution P . We focus on d-dimensional parameters θ, and the performance of an estimator θ : X n → R d is its expected loss (or risk) for a loss L :
We elaborate this classical setting by an additional privacy layer. For a sample {X 1 , . . . , X n }, any (interactive) channel Q produces a set of private observations, each from some set Z,
and we consider estimators θ that depend only on this private sample, which then suffer risk
where the expectation is taken over the n i.i.d. observations X i ∼ P and the privatized views Z Z Z. For the channel Q, we define the channel minimax risk for the family P, parameter θ, and loss L by 
We prove lower bounds on the quantity (3) for all channels satisfying the local interactive privacy bounds of either Assumption A1 or A2, which thus respectively imply lower bounds on estimation for Rényi-locally-differentially private algorithms or (ε, δ)-locally differentially private algorithms. Rather than stating and proving our main theorems, we present a number of corollaries of our main results, all of whose proofs we defer to Section 4, to illustrate the power of the information-based framework we adopt. Our first corollary deals with estimating Bernoulli means.
There are numerical constants c 1 , c 2 , c 3 > 0 such that for any channel Q satisfying either Assumption A1 or Assumption A2 with privacy budget ε avg ,
In particular, if (t) = t 2 , then for any channel Q satisfying Assumption A1 or Assumption A2 and any estimator θ, there exists a Bernoulli distribution P with mean θ such that
A second consequence of this result is that, if the private data releases of each individual are ε-differentially private, then inequalities (1) and (2) imply that for a constant c > 0
An interesting counterpart to the lower bound (4) is that ε-differentially-private channels achieve this risk when 1 ≤ ε ≤ d, and they require no interactivity. At least to within numerical constant factors, weakenings of ε-local differential privacy-down to KL-privacy-provide no gain in estimation utility over fully private mechanisms. Bhowmick et al. [4, Sec. 4 .1] exhibit a mechanism (PrivUnit 2 ), based on uniform sampling of vectors from spherical caps, that given x satisfying
For the simpler case of KL-privacy, Gaussian noise addition suffices. We have thus characterized the complexity of locally private d-dimensional estimation of bounded vectors. By a reduction, the lower bound of Corollary 2.1 applies to logistic regression. In this case, we let P d be the collection of logistic distributions on (X,
). We take the loss L as the gap in prediction risk: for (θ; (x, y)) = log(1 + exp(−y x, θ )), we set R P (θ) := E P [ (θ; (X, Y ))] and θ(P ) = argmin θ R P (θ). We define the excess risk L(θ, θ(P )) = R P (θ) − R P (θ(P )). Corollary 2.2. Let P d be the family of logistic distributions and L be the excess logistic risk as above. There exists a numerical constant c > 0 such that for any sequence Q n of channels satisfying either Assumption A1 or Assumption A2, for all suitably large n we have
It is also of interest to consider continuous distributions with unbounded support. In this case, we consider estimation of both general and sparse Gaussian means, showing results that follow as (more or less) immediate corollaries of our information bounds coupled with Garg et al. [19] and Braverman et al. [6] .
We demonstrate how to achieve this risk in Section 2.3.1, showing (as is the case for our other results) that it is achievable by differentially private schemes. We can also state lower bounds for the sparse case, using Braverman et al. [6, Theorem 4.5] . In this case, we let N d k,σ 2 denote the collection of k-sparse Gaussian distributions N(θ,
Corollary 2.4. There exist numerical constants c, c 0 > 0 such that for any channel Q satisfying Assumption A1 or Assumption A2 with δ total ≤ c 0 , and d ≥ 2k,
Achievability, information complexity, independence, and correlation
The lower bounds in our corollaries are achievable-we demonstrate each of these here-but we highlight a more subtle question regarding correlation. Each of our lower bounds relies on the independence structure of the data: roughly, all the communication-based bounds we discuss require the coordinates of X to follow a product distribution. 
Achievability by differentially-private estimators
We first demonstrate that the results in each of our corollaries are achievable by ε-differentially private channels with limited interactivity. We have already done so for Corollary 2.1. For Corollary 2.2, Corollary 3.2 of Bhowmick et al. [4] gives the achievability result. For the Gaussian results, we require a small amount of additional work, which we now provide for the sake of completeness. (For the one dimensional case, see also [24] .)
We begin by demonstrating a one-dimensional Gaussian estimator. Let X i iid ∼ N(θ, σ 2 ), where σ 2 is known and θ ∈ [−1, 1]. Now, consider the privatized version of X i defined by
Then it is clear that
Thus, letting Z n = 1 n n i=1 Z i be the average of the Z i , the estimator defined by solving Z n = 1 − 2Φ( θ n /σ) is nearly unbiased. By projecting this quantity onto [−1, 1], we achieve our estimator:
This estimator satisfies the following
See Appendix B.3 for the proof, which is essentially a Taylor expansion. To achieve an upper bound matching the rate in Corollary 2.3, consider the following simple estimator, which applies when each individual releases data once with some level ε of differential privacy. We consider the cases that ε ≤ 1 and ε ≥ 1 separately.
i. In the case that ε ≥ 1, choose ε ∧ d coordinates j ∈ [d] uniformly at random. On each chosen coordinate j, release Z i,j via mechanism (5) using privacy level ε 0 = 1, and use the estimator (6) applied to each coordinate; this mechanism is ε-differentially private, each coordinate (when sampled) takes values |Z i,j | ≤ e+1 e−1 , and so the resulting vector θ n ∈ R d satisfies
ii. When ε < 1, we use the ∞ -based mechanism of Duchi et al. [10] applied to the vector sgn(X i ) ∈ {−1, 1} d , which then releases a vector Z i ∈ C d/ε 2 · {−1, 1} d for a numerical constant C chosen to guarantee E[Z | sgn(X)] = sgn(X). Thus each coordinate of Z i satisfies the conditions of Lemma 2.1, and applying the inversion (6) to each coordinate independently yields E[ θ n − θ 2 2 ] ≤ Cd 2 nε 2 . In this setting, the value ε avg ≤ 2ε 2 by inequality (1).
Sparse Estimation
We now turn to the first of our settings in which the coordinates exhibit some dependence, assuming individuals have ε-differential privacy for ε ≤ 1 to make the discussion concrete. Duchi 
For simplicity, let us consider that k = 1 and is known; Corollary 2.3 gives the minimax lower bound d/(nε 2 ) under ε-differential privacy, while the non-private minimax risk [23] is the exponentially smaller log d n . In the case of a (very) large sample size n, however, we observe a different phenomenon: the non-private and private rates coincide, at least in a restricted set of cases. Let us assume that n d, and that n → ∞ as d remains fixed. Let the sample be of size 2n, which we split into halves of size n. On the first half, we further split the sample into d bins of size n/d; for each of these d bins, we construct a 1-dimensional estimator of the mean of coordinate j via (6), which gives us d preliminary estimates θ pre 1 , . . . , θ pre d , each of which is ε-locally differentially private. Lemma 2.1 shows that we can identify the non-zero coordinate of θ by j := argmax j | θ pre j | with exponentially high probability. Then, on the second half of the sample, we apply the private estimator (6) to estimate the mean of coordinate j. In combination, this yields an estimator θ 2n that achieves E[ θ 2n − θ 2 2 ] ≤ C/(nε 2 ) for large n, while the non-private analogue in this case has risk 1/n.
We have moved from an exponential gap in the dimension to one that scales only as 1/ε 2 , as soon as n is large enough. This example is certainly stylized and relies on a particular flavor of asymptotics (n → ∞); we believe this transformation from "independent" structure, with risk scaling as d/n, to an identified structure with risk scaling as 1/n, merits more investigation.
Correlated Data
We consider one additional stylized example of strong correlation. Let b ∈ {±1} d be a known bit vector, and assume the data X i = b · B i where B i ∈ {±1}, P (B i = 1) = p for an unknown p. Without privacy, the debiased sample mean p = 1+Bn 2 achieves minimax optimal 2 2 risk d n ; the error is simply d times that for the one-dimensional quantity. In the private case, however, as b ∈ {±1} d is known, the private channel for user i may privatize only the bit B i using randomized response, setting Z i as in Eq. (5) . Using the private estimate p ε = 1+Zn 2 yields E[( p ε − p) 2 ] ≤ C/(n min{ε 2 , 1}), so the mean squared error of θ n = b(2 p ε − 1) is
.
In contrast to the case with independent coordinates in Corollary 2.1, here the locally private estimator achieves (to within a factor of ε −2 ) the same risk as the non-private estimator. This example is again special, but it suggests that leveraging correlation structures may close some of the substantial gaps between private and non-private estimation that prevent wider adoption of private estimators.
Lower bounds via information complexity
We turn to stating and proving our main minimax lower bounds, which build out of work by Zhang et al. [39] , Garg et al. [19] , and Braverman et al. [6] on communication limits in estimation.
We begin with an extension of Assouad's method [2, 38] , which transforms a d-dimensional estimation problem into one of testing d binary hypotheses, to information-limited settings. We consider a family of distributions
iid ∼ P v , from which we obtain the observed (privatized) Z Z Z. Letting θ v = θ(P v ), we follow Duchi et al. [10] and say that V induces a δ-Hamming separation if there exists v :
An example is illustrative. 
3 Similar separations hold for (strongly) convex risk minimization problems. Example 2 (Convex risk minimization): Consider the problem of minimizing a convex risk functional R P (θ) := E P [ (θ; X)], where is convex in its first argument and the expectation is over X ∼ P . Now, define θ(P ) = argmin θ E[ (θ; X)], and let L(θ, θ(P )) = R P (θ) − R P (θ(P )). If R P is λ-strongly convex in a neighborhood of radius r of θ(P ), then a straightforward convexity argument [22] yields
Thus, if as in the previous example we can construct distributions P such that θ(P v ) = δ · v ∈ {−δ, δ} d , where δ ≤ r, then L(θ, θ(P )) induces a λδ 2 /2-separation in Hamming metric. 3
Letting P +j and P −j be the marginal distributions of the privatized Z Z Z conditional on V j = 1 and V j = −1, respectively, we have Assouad's method ([10, Lemma 1] gives this form): 
Consequently, if we can show that the total variation distance P +j − P −j TV is small while the δ-separation (7) is large for our family, we have shown a strong lower bound.
Strong data processing and information contraction
To prove lower bounds via Lemma 3.1, we build off of ideas that originate from Zhang et al. [39] , which Braverman et al. [6] develop elegantly. Braverman et al. show how strong data processing inequalities, which quantify the information loss in classical information processing inequalities [8] , extend from one observation to multiple observations. They use this to prove lower bounds on the information complexity of distributed estimators, and we show how their results imply strong lower bounds on private estimation. We first provide a definition. Definition 3.1. Let V → X → Z be a Markov chain, where V takes values {−1, 1}, and conditional on V = v we draw X ∼ P v , then draw Z conditional on X. The strong data processing constant β(P −1 , P 1 ) is the smallest β ≤ 1 such that for all distributions X → Z, I(V ; Z) ≤ βI(X; Z).
Many distributions P v satisfy strong data processing inequalities; Gaussians do [6] , as do distributions with bounded likelihood ratio dP 1 /dP −1 (see Lemma 4.1 in Appendix 4).
We consider families of distributions where the coordinates of X are independent, dovetailing with Assouad's method. For v ∈ {−1, 1} d , conditional on V = v we assume that
a d-dimensional product distribution. That is, conditional on V j = v j , the coordinates X i,j are i.i.d. and independent of V \j = (V 1 , . . . , V j−1 , V j+1 , . . . , V d ). When we have the generation strategy (8) Fig. 1 . Assume that for each coordinate j, the chain V j → X i,j satisfies a strong data processing inequality with value β(P −1 , P 1 ) = β, and | log dP
We defer the proof of Theorem 1 to Appendix A. Lemma 4.1 to come shows that if | log dP 1 dP −1 | ≤ b, then β(P −1 , P 1 ) ≤ 2(e b − 1) 2 , often allowing easier application of the theorem.
By combining Theorem 1 with Lemma 3.1, we can prove strong lower bounds on minimax rates of convergence if we can both (i) provide a strong data processing constant for P −1 and P 1 and (ii) bound the mutual information I(X ≤n ; Z Z Z | V ). We do both presently, but we note that Theorem 1 relies strongly on the repeated communication structure in Figure 1 
Information bounds
To apply Theorem 1, the first step is to develop information bounds on private communication. We present our two main lemmas that accomplish this, based on Assumptions A1 and A2, here. The main result of the section by combining Theorem 1 with two lemmas to come, gives the following corollary. 
To prove the corollary, we reduce to the case that the channels satisfy Assumption A1. The key here is that channnels satisfying Assumption A2 are nearly differentially private: Lemma 3.2. Let Assumption A2 hold on the channel Q. Let P 0 and P 1 be the marginal distributions of Z Z Z under the communication model of Fig. 1 with channel Q and base distributions P 0 and P 1 on X ≤n , so that P v (S) = Q(S | x ≤n )dP v (x ≤n ). For each i, t there exist channels Q(Z
→i )-differentially private. Moreover, the induced marginal distributions P 0,1 under the channels Q satisfy P 0 − P 1 TV ≤ P 0 − P 1 TV + δ total .
The most challenging part of Lemma 3.2 is to establish the existence of regular conditional probabilities Q (i.e., veryifying measurability) that are close to Q; we do so in Appendix B.1. With this, Lemma 3.2 shows that (once we subtract the δ total term) we may without loss of generality assume that the channels satisfy the KL-bounds of Assumption A1. In passing, we note that such bounds hold in more generality. For example, in centralized and Rényi differential privacy, we always have the bound I( so we control I(X ≤n ; Z Z Z). We observe that
i is conditionally independent of X i , i = i, given X i . Using that
where inequality (i) follows by the convexity of the KL-divergence and definition of the
→i ) over X i and inequality (ii) by Assumption A1. We then sum over i and t.
Proofs of Corollaries
Before proving the corollaries from Section 2.2, we present one lemma that will be useful throughout. It is similar to, but simpler than, a result of Zhang et al. [39, Lemma 8] .
Proof By approximation, there is no loss of generality to assume that each random variable is discrete [20] , so that our variables may have probability mass functions, which we denote by p. We first claim that
Indeed, we have that
Then using the definition of mutual information and that χ 2 -divergence upper bounds the KL-divergence [31, Lemma 2.7],
where the second inequality used inequality (9) . By Pinsker's inequality, we have the bound P X (· | Z) − P X 2 TV ≤ 1 2 D kl (P X (· | Z)||P X ), and using that I(Z; X) = E Z [D kl (P X (· | Z)||P X )] gives the lemma.
Proof of Corollary 2.1
By Corollary 3.1, it will be sufficient to provide a good enough strong data processing inequality for Bernoulli random variables. Let P −1 = Bernoulli( 1 2 ) and, for some δ < 1, let P 1 = Bernoulli( 1+δ 2 ). Then | log dP 1 /dP −1 | ≤ − log(1 − δ), and consequently, for V uniform on {−1, 1}, we obtain
In particular, we have β(P −1 , P 1 ) ≤ 2δ 2 (1−δ) 2 , and in the notation of Theorem 1, we have b = − log (1 − δ) as well. Thus, for any δ < 1, we have
Taking δ 2 = c min{1, d/(nε avg )}, using that ε avg ≤ 1 2 , and noting that the separation is at least δ/2 in Assouad's Lemma 3.1 gives the corollary.
Proof of Corollary 2.2
Our proof proceeds in two steps. First, we argue that the gap in the logistic risk is lower bounded by a quadratic (cf. Example 2); we then argue that this quadratic lower bound can be reduced to estimation in a model with independent Bernoulli coordinates. To avoid somewhat tedious constants, we perform the analysis in an asymptotic sense.
We first describe the precise problem setting. Let δ > 0, to be chosen later, and let v ∈ V := {±1} d as is standard for our applications of Assouad's method, and for each v ∈ V let θ v = δv. Now, for any θ ∈ {±δ} d , consider the class-conditional distributions with coordinates of X ∈ R d independent and distributed (conditional on Y ∈ {±1}) as 
Quadratic lower bounds on risk:
Fixing v, let R δv (θ) = E δv [ (θ; (X, Y ))], where E δv indicates expectation under the logistic model above with θ = δv; note that θ := argmin θ R δv (θ) = δv here. We claim that for all > 0 there exists a γ > 0 such that
We return to prove inequality (10) at the end of the proof of the corollary, noting that by Example 2, it immediately implies that if δ > 0 is small enough then
Projecting θ into the set [−δ, δ] d can only decrease the right hand side of the previous display, and thus (again for small enough δ > 0 and using that γ > 0 is fixed relative to δ) we see that
This is exactly the separation condition (7) necessary for application of Assouad's method.
Reduction to Bernoulli estimation By construction, for each coordinate j, we have Y X j ∼ Bernoulli(e θ j /(1 + e θ j )), independent of the others. As a consequence, we see for any estimator V of the signs of the parameters of the logistic model, there exists an estimator V bern and channel Q bern , which is equally private to Q (and both are independent of the true θ = δv), such that
where the first expectation is taken over our logistic model with parameters θ and the second over the distribution on X with independent Bernoulli(e θ j /(1 + e θ j )) coordinates. We now apply an argument completely parallel to that in the proof of Corollary 2.1. Let P −1 = Bernoulli(e −δ /(1 + e −δ )) and P 1 = Bernoulli(e δ /(1 + e δ )). Then | log dP 1 /dP −1 | ≤ 2δ, and Lemma 4.1 implies that the strong data processing constant β(P 1 , P −1 ) ≤ 2(e 2δ − 1) 2 . Randomizing over V uniform in V, Lemma 3.2 and Theorem 1 (coupled with Corollary 3.1) yield the lower bound
Setting δ 2 = c d nεavg for small enough constant c > 0, inequality (11) coupled with inequality (12) immediately yields
as desired, where C, C > 0 are numerical constants.
Proof of inequality (10): As θ → ∇ 2 R δv (θ) is C ∞ in θ, as is δ → R δv (θ) by the logistic model, we may swap the limit infimum and infimum over θ 2 ≤ γ. Now, fix any θ with θ 2 ≤ γ, where we will choose γ momentarily. Then Lebesgue's dominated convergence theorem and the continuity of the minimum eigenvalue λ min gives
where X ∼ Uni({±1} d ) and p θ (X) = 1/(1 + e θ T X ). As θ T X is θ 2 2 -sub-Gaussian [34] , meaning that E[e θ T X ] ≤ exp( θ 2 2 /2), standard sub-Gaussian concentration inequalities and that θ 2 ≤ γ imply that with probability over at least 1 − α over X, we have | θ, X | ≤ 2γ 2 log(2/α). Setting t = 2γ 2 log(2/α), if γ > 0 is small enough that e t /(1 + e t ) 2 ≥ (1 − /2)/4 we have
Choosing α and γ small enough, we have λ min (E[p θ (X)(1 − p θ (X))]) ≥ 1− 4 as desired.
Proof of Corollary 2.3
We provide a slightly different proof, beginning with the reduction to Assouad's method. Let δ > 0 to be chosen presently. We first observe that if θ ∈ [−δ, δ] d , then it is no loss of generality to assume the estimator θ ∈ [−δ, δ] d , as otherwise, we may simply project to [−δ, δ] d . Then for any distributions P and P and any coordinate j, we have
Now, let P δ be the collection of normal distributions with means in [−δ, δ] Using Lemma 3.2, we then obtain that for any channel Q satisfying Assumption A2, there exist differentially private channels Q satisfying Assumption A1 such that
In the lower bound (13), choosing
and using Theorem 4.5 of Braverman et al. [6] (with the choice k = d/2 in their result, along with the specified separation δ), coupled with Lemma 3.3, we obtain the lower bound c min{ d εavg dσ 2 n , d}. The dσ 2 /n term is the standard minimax bound for estimation of a Gaussian mean.
Proof of Corollary 2.4
The proof is nearly identical to that of Corollary 2.3, except that in the lower bound (13), we may replace the 8dδ 2 δ total term with 16kδ 2 δ total , which follows by assuming w.l.o.g. that θ is k-sparse, in which case we estimate at most 2k entries of θ incorrectly. Then the lower bound of d εavg kσ 2 n follows by Theorem 4.5 of Braverman et al. [6] , coupled with Lemma 3.3. The minimum involving k follows because θ − θ 2 2 ≤ 4k for all θ, θ ∈ [−1, 1] d with θ 0 ≤ k. The kσ 2 log( d k )/n term is the standard minimax lower bound for sparse Gaussian sequence estimation [23] .
Conclusion
By building off of the results in information-limited statistical estimation that Zhang et al. [39] , Garg et al. [19] , and Braverman et al. [6] establish, we have developed fundamental limits for locally private estimation at all privacy levels and for all the acceptable and common models of privacy. We do not believe this paper closes any doors, however: there is a substantial gap between the worst-case minimax bounds and asymptotic results, highlighted by the challenges of correlated data. Identifying structures we can leverage for more efficient private or information-constrained estimation-an analogue of the geometric theory available in the case of classical statistics, where Fisher information and related ideas play an essential role-presents a challenging direction that, we hope, may allow more frequent practical use of private procedures.
A Proof of Theorem 1
Our proofs build essentially directly out of the work of Garg et al. [19] and Braverman et al. [6] . The starting point for all of these results is a due to Braverman et al. [6] , where we have carefully controlled the constants.
Corollary A.1 (Braverman et al. [6] , Theorem 3.1). Consider a Markov chain V → X ≤n → Z, where V ∈ {±1} uniformly at random, and X i iid ∼ P v conditional on V = v. Assume that | log dP 1 dP −1 | ≤ b and that the strong data processing inequality constant of P 1 , P −1 is β(P −1 , P 1 ). Let M 1 and M −1 denote the marginal distributions over Z conditional on V = 1 or −1, respectively. Then
Noting that X i are i.i.d. conditional on V , as an immediate consequence of this corollary, we have
To see this, note that
For each: i = 1, 2, . . . , n, sample simulated X i,\j
Execute: Private estimation protocol on simulated data X ∈ X n to obtain (simulated) private outputs Y Y Y j . where the inequality uses that H(
and that conditioning reduces entropy.
The key in this result is, precisely as in the case of Garg et al. [19] and Braverman et al. [6] , to consider a simulator. This simulator (Fig. 2) considers an experiment whereby each individual i, instead of drawing X i , draws a coordinate X i,j from the "correct" distribution (conditional on V j ) while then drawing all other variables from an alternative distribution conditional on a simulated V \j ; this simulation idea (due, in the communication context, to Garg et al. [19] ) suggests the importance of the independence structure (8) , and allows us to develop the d-dimensional penalties in estimation.
Let V ∈ {−1, 1} d and V ∈ {−1, 1} d be an arbitrary estimator of V , which is a function of Z Z Z. Then because the joint distributions (V, Z Z Z) and
Now, let X ≤n,j = (X i,j ) n i=1 be the jth coordinate of the data, and let X ≤n,\j denote the remaining d − 1 coordinates across all i = 1, . . . , n. By construction of the simulator (Fig. 2) , we have the Markov structure
i.e. V j → X ≤n,j → Z. Now, define M ±j to be the marginal distributions over the total communicated private variables Y Y Y j conditional on V j = ±1. Then Le Cam's inequalities imply that
by Cauchy-Schwarz. It remains to bound the summed Hellinger distances. By inequality (14) , we have
Using the fact that conditioning reduces entropy and that conditional on V j , the values X ≤n,j are i.i.d. and independent of V \j and V \j , we have
The following lemma relates the individual simulated mutual informations to the global information I(X ≤n ; Z Z Z | V ).
Lemma A.1. Let V, X ≤n , Z Z Z be as in Theorem 1. Then
Combining the lemma with the previous display, we obtain
and so substituting this bound via the consequence (16) of the strong data processing inequality (14) into inequality (15), we have
This is the desired result.
Proof of Lemma A.1: For the first claim, we note that the triples (X ≤n,j , Z Z Z, V ) and (X ≤n,j , Y Y Y j , (V j , V \j )) have the same joint distribution by construction of the simulation distribution in Figure 2 . To see the second claim, we have
where the equality (i) follows because conditional on V , the coordinates X ≤n,j are independent, and inequality (ii) because conditioning reduces entropy. This gives Lemma A.1.
B Technical proofs
B.1 From approximate to pure differential privacy (proof of Lemma 3.2)
In this section, we prove Lemma 3.2. The idea in the lemma is simple (though measurability issues preclude trivial proof): we can construct alternative channels Q that are close in variation distance to Q, where Q satisfy pure differential privacy. We use Lemma B.1 along with the fact that it is no loss of generality to assume that, by approximations and continuity of f -divergences, the Z Z Z are discrete [27, Thm. 15] . Indeed, the variation distance · TV is an f -divergence and P ±1 are marginal distributions over Z Z Z = Z (≤T ) ≤n ∈ Z nT . Thus, letting A denote a finite rectangular partition of Z nT , meaning that the sets in A ∈ A are of the form
and recalling that rectangles generate the Borel σ-algebra on Z nT , we have the equality [cf. 27, Theorem 15]
where the supremum is taken over all finite rectangular partitions of Z nT . We use equality (17) to prove the result. Without loss of generality, we assume the supremum (17) is attained (otherwise, we simply approximate). As the partition A is finite and consists of rectangular sets, we can assume the communicated Z (t) i are discrete. We then have the following lemma, whose proof we defer to Section B.2. This is an extension of the result [15] that (ε, δ)-private channels are close to (ε, 0)-private channels; naive application of earlier constructions can yield in non-measurable objects and non-regular conditional probabilities.
Lemma B.1. Assume that Z is countable and that for each i, t ∈ N, the channel Q(· | x i , z (t) →i ) is a regular conditional probability and that it is (ε, δ)-differentially private. Then there exists a regular conditional probability Q(· | x i , z (t) →i ) such that Q is ε-differentially private and sup
Let Q be the channels Lemma B.1 guarantees, and let P ±1 be the induced marginal distributions on Z nT . Then
by the triangle inequality. Letting q denote the p.m.f. of Q, we bound P v − P v TV by expanding
where we have used that Z (t) i is conditionally independent of X \i given X i and Z (t)
→i . Now, let (j, τ ) ≺ (i, t) indicate the ordering that either τ < t or j < i and τ = t (and similarly (j, τ ) (i, t) means that τ > t or τ = t and j > i), and define the shorthand
and similarly for q and q (i,t) . Using the telescoping identity that
and the triangle inequality, we have
≤
The term T it satisfies
where the variation distance guarantee of Lemma B.1 (coupled with the privacy Assumption A2) guarantees that
We thus obtain
where the equality follows because p.m.f.s sum to 1. Substituting this into inequality (18) yields
the final inequality following again by Assumption A2. This gives Lemma 3.2.
B.2 Proof of Lemma B.1
If the space X is countable, then this result is essentially due to Dwork et al. [15] (see Lemma 2.1 in the long version of their paper) once we apply the averaging technique in the end of this proof. When the space X is not countable, we must be more careful to maintain measurability, so that our construction actually yields a valid channel. Because Z is countable, however, it is possible to achieve our desired result. Without loss of generality, because Z is countable, we may assume that Q has a density (p.m.f.) q on Z, as each Q(· | x i , z (t) →i ) is absolutely continuous w.r.t. the counting measure on Z.
Let us take x, x ∈ X otherwise arbitrary, and let w = z (t) →i for shorthand, so that we have densities q(z | x, w) and q(z | x , w), both of which are measurable in their (three) arguments. Then define the two sets Evidently these quantities satisfy e −ε ≤ q 1 (z | x; x , w) q 1 (z | x ; x, w) ≤ e ε for all z ∈ X , and moreover, by inspection they are (z, x, x , w)-measurable as they are the product of measurable functions. Let Q 1 denote the induced measure (not necessarily probabilities) on Z by the constructed q 1 . With this definition of Q 1 , we may define the two quantities We also have Q(S x | x, w) − Q 1 (S x | x; x , w) = Q 1 (S x | x ; x, w) − Q(S x | x , w) and Q(S x | x , w) − Q 1 (S x | x ; x, w) = Q 1 (S x | x; x , w) − Q(S x | x, w) by construction. With these definitions and equalities, we have the variation bound Q(· | x, w) − Q 1 (· | x ; x, w) TV
The normalized densities are both (z, x, x , w)-measurable, and they satisfy the ratio guarantee | log q 0 (z|x;x ,w) q 0 (z|x ;x,w) | ≤ ε. Moreover, we have Q 1 (Z | x; x , w) = 1 − α x + α x and Q 1 (Z | x ; x, w) = 1 − α x + α x . We then have
where we have taken α x = δ/(1 + e ε ) and α x = 0 to maximize the sum above. An identical bound holds on Q(· | x , w) − Q 0 (· | x ; x, w) TV . It remains to construct our desired regular conditional distribution Q. To that end, note that each of q 0 (z | x; x , w) and q 0 (z | x ; x, w) are measurable in (z, x, x , w) by our construction. Choosing an arbitrary probability measure λ on the space X , we may then define q(z | x, w) := q 0 (z | x; x , w)dλ(x ) for all z, x, w. Taking Q to be the associated probability measure, we evidently have that Q is a regular conditional probability, that Q(· | x, w) − Q(· | x, w) TV ≤ 1 2 ( δ 1+e ε + δ 1+e ε −δ ), and that e −ε ≤ q(z | x, w)/q(z | x , w) ≤ e ε as desired.
B.3 Proof of Lemma 2.1
We allow c, C to be numerical constants whose value may change from line to line. We also assume σ 2 > 0 is at least a numerical constant. First, we have that |Z i | ≤ b. Thus P(|Z n − E[Z n ]| ≥ t) ≤ exp − 
We have |Z n − E[Z n ]| ≤ 2b 2 t/n with probability at least 1 − e −t by Hoeffding's inequality, and we also have
where the second inequality follows by the b-boundendess of the Z i and standard moment bounds for sub-Gaussian random variables [34] .
