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1 Introduction
1.1 The problem and its history
For any function a of two variables with Fourier series
apx, tq “
ÿ
kPZ
aˆkpxqeikt, (1.1)
Kac, Murdock and Szego˝ [22, 20] introduced in 1953 what they called gen-
eralized Toeplitz matrices as the matrices of the form
Tnpaq “
„
aˆj´i
ˆ
i` j
2n` 2
˙n
i,j“0
(1.2)
We will call matrices of this form Kac-Murdock-Szego˝ (KMS) matrices,
although this is not the generally accepted term, as we will explain below.
Such matrices have sometimes been called generalized Toeplitz, Toeplitz-
like, twisted Toeplitz, variable coefficient Toeplitz matrices, and probably
some other terms which we have yet to run across. In addition, Tilli [42],
3motivated by applications to differential equations, introduced what he
called locally Toeplitz matrices, which are closely related to a special class
of KMS matrices (see more below). As the above mentioned terms are
somewhat ambiguous, we prefer the term KMS.
Note that when apx, tq “ aptq is independent of x, Tnpaq is Toeplitz.
Toeplitz matrices can be characterized by the condition that the differences
between elements on the kth diagonal are zero:
Tnpaqj`1,j`k`1 ´ Tnpaqj,j`k “ 0
for all j, k where the terms are defined. KMS matrices have the property
that the differences between elements on the kth diagonal approach zero as
nÑ8:
Tnpaqj`1,j`k`1 ´ Tnpaqj,j`k “ aˆk
ˆ
2j ` k
2n` 2 `
1
n` 1
˙
´ aˆk
ˆ
2j ` k
2n` 2
˙
“ op1q
as long as the aˆk are continuous. KMS matrices are thus natural general-
izations of Toeplitz matrices, and they are ‘locally Toeplitz’ in this sense.
As long as the functions aˆk are continuous, or even Riemann integrable,
locally they are not too far from being Toeplitz. For this reason, much
of the machinery used in the study of Toeplitz matrices can be applied to
KMS matrices, as long as one is careful to keep track of the error terms.
Remark 1.1. The definition (1.2) has the advantage that Tnpaq will be Her-
mitian exactly when apx, tq is real valued. However, in many applications,
the indexing is not always so neat. The indexing in (1.2) of pi` jq{p2n`2q
along the pj ´ iqth diagonal is not necessary for the First Theorem (1.4)
on eigenvalue distributions to hold. Sampling the functions aˆk along the
diagonals at any partition whose mesh size approaches zero will lead to the
same limiting statistical distribution (LSD) of the eigenvalues (see §2.2).
Indeed, Kac, Murdock and Szego˝ also considered matrices of the form„
aˆj´i
ˆ
minti, ju
n` 1
˙n
i,j“0
and
„
aˆj´i
ˆ
maxti, ju
n` 1
˙n
i,j“0
These matrices, as the one in (1.2), will also be Hermitian if and only if the
symbol a is real-valued. And, they have the same LSD as those defined by
(1.2). However, while the asymptotic eigenvalue distribution is independent
of how the indexing is done, the asymptotics of the determinants of Tnpaq
are extremely sensitive to the way in which the indexing is done (see §§3.4
and Remark 3.8).
4The main result of the original paper of Kac, Murdock and Szego˝ is con-
cerned with proving a generalized First Szego˝’s Limit Theorem for matrices
of the type (1.2). In that paper they also included a chapter on extreme
eigenvalues of Toeplitz matrices of the form”
ρ|j´i|
ın
i,j“0
,
where 0 ă ρ ă 1. It is this kind of Toeplitz matrix that has often been
referred to as a KMS matrix in the literature. In particular, in a series of
papers, Trench [46] generalized this notion to a broader class of Toeplitz
matrices and obtained asymptotic results for the spectra in some cases
where the First Szego˝’s Limit Theorem does not apply. However, it is, in
our opinion, a misnomer to refer to these as KMS matrices, when they are,
after all, Toeplitz matrices.
KMS and related matrices have received a lot of attention lately with
applications to such various fields as statistical mechanics [24, 15], differ-
ential equations [5, 42, 43, 36, 28, 41, 17], quantum integrable systems
[1, 10, 8] and the Heisenberg group [13, 14], among others. There has been
a renewed interest in matrices of this type which followed a renewed in-
terest in Toeplitz forms and their connections to orthogonal polynomials.
The history of citations of [22] illustrates the general trend. MathSciNet
currently lists 77 citations for [22]. Seven of these were from papers pub-
lished from 1958 to 1965. There were no citations between the years 1965
and 1999. After these 34 years of dormancy, from 1999 on there have been
70 citations. Curiously, only a few of those papers citing [22] dealt with
matrices of the form (1.2). Google Scholar, which keeps a more compre-
hensive collection of citations including from math and non-math journals,
lists 209 citations for [22]. Google Scholar shows more citations in the years
1965 to 1999, but the same general trend of relatively few citations until
near the end of the 20th century, followed by renewed interest at the turn
of the century. Figure 1 shows the number of citations per year from each
source.
In the early 1960’s, Mejlbo and Schmidt [29, 30] proved a Strong Szego˝’s
Theorem for KMS matrices, which we discuss at length below and in §3.
After the mid-1960’s, interest in such matrices waned. One notable excep-
tion is the paper of Trotter [47], who in 1984 generalized the results of Kac,
Murdock and Szego˝ to symbols in which the functions aˆk are only Riemann
integrable. Interest in spectral asymptotics of KMS matrices and their like
renewed toward the end of the 20th century. In 1998, Shao [38] general-
ized the First Limit Theorem to symbols of bounded variation. That same
year, Deift and McLaughlin [15] considered sequences of Jacobi matrices
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Figure 1: Citations of [22] by year, according to MathSciNet (left) and
Google Scholar (right).
with variable coefficients in the context of the Toda lattice. Also in 1998,
Tilli [42] introduced locally Toeplitz matrices. Tilli originally considered
matrices that arise in the discretization of certain differential equations,
which are, modulo finite rank perturbations, asymptotic to KMS matrices
with symbols apx, tq “ fpxqgptq. He derived a First Szego˝’s Theorem for
such matrices, in effect rederiving the result of Kac, Murdock and Szego˝
for a special case. This notion of locally Toeplitz has been generalized
by several authors and applied quite fruitfully to the study of differential
equations, notably by Serra-Capizzano. (See [35, 37], and [19] for a review
of recent work on locally Toeplitz matrices and applications to differential
equations.)
In 1999, Kuijlaars and Van Assche [26] published a paper on the asymp-
totic density of zeros of orthogonal polynomials with continuously varying
coefficients. Such zeros are eigenvalues of symmetric tridiagonal KMS ma-
trices whose diagonal entries are modeled by continuous functions. This
has become a highly cited and influential paper. This was followed by a
paper by Kuijlaars and Serra Capizzano [25] that extended the result to
diagonals modeled by Riemann integrable functions. Kuijlaars et.al. ob-
tained a formula for the asymptotic density of eigenvalues, whereas Kac,
Murdock and Szego˝ calculated the LSD via an integral (eqn 1.4 below).
However, both results give essentially the same information, and it is a
trivial exercise to extract the density from the LSD in the Jacobi case. The
proof of Kuijlaars and Van Assche used powerful tools from potential the-
ory, and were completely different from the moments method employed by
Kac, Murdock and Szego˝. Still, their results were essentially a special case
6of results obtained nearly 50 years earlier using more elementary tools.
It is apparent that the results of Kac, Murdock and Szego˝ were not
well known in the mathematical community. This includes, until quite
recently, the authors of the present paper, who undertook to write this
article partly in order to rectify this situation. Indeed, the first author
would have benefitted greatly from the knowledge of [22] when writing
the articles [1, 2, 9] on generalizations of tridiagonal KMS matrices. The
main purpose of the present paper is to collect and clarify results on the
statistical distribution of eigenvalues of KMS matrices as n Ñ 8 (the
limiting statistical distribution, or LSD). We will be able to extend some of
the known results. We will also explain some of the results in the literature
that appear to be contradictory. The paper is mostly self-contained. For
completeness, we will include most of the proofs. We have endeavored to
present the proofs that are the clearest and most powerful.
1.2 The First and Second Szego˝’s Limit Theorems
Suppose the symbol a in (1.1) is real-valued, so that Tnpaq is Hermitian.
Suppose, further, that the functions aˆk are continuous on r0, 1s and satisfy
the decay condition
~a~ :“
ÿ
kPZ
}aˆk}8 ă 8. (1.3)
By Gershgorin’s disks Theorem, the spectrum of Tnpaq lies inside the closed
interval r´~a~,~a~s. Under these condition, Kac, Murdock and Szego˝ [22]
proved the following First Limit Theorem for KMS matrices in 1953:
TrrϕpTnpaqqs “ n` 1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx` opnq pnÑ8q (1.4)
for any continuous function ϕ on r´~a~,~a~s. When the symbol a is
independent of x, i.e. apx, tq “ aptq, the result in (1.4) reduces to the First
Szego˝’s Limit Theorem for Toeplitz matrices.
The formula (1.4) can be written in the equivalent form
lim
nÑ8
řn`1
j“1 ϕ pλjpTnpaqqq
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx
where λjpTnpaqq pj “ 1, . . . , n` 1q are the eigenvalues of Tnpaq. The result
(1.4) thus gives us the LSD of the eigenvalues of Tnpaq. It says, roughly,
that as nÑ8, the eigenvalues of Tnpaq distribute like the values of apx, tq
sampled at regularly spaced points in the rectangle 0 ď t ď 2pi, 0 ď x ď
1. Alternatively, (1.4) is equivalent to the following. Let α ă β and let
7Npn;α, βq be the number of eigenvalues λ of Tnpaq satisfying α ď λ ď β.
Then
lim
nÑ8
Npn;α, βq
n` 1 “
σ
2pi
where σ is the area of the sub-domain in the rectangle 0 ď t ď 2pi, 0 ď x ď 1
such that α ď apx, tq ď β.
If one makes the additional assumptions apx, tq ą 0 and log apx, tq P
L1pr0, 1s ˆ r0, 2pisq, then (1.4) for ϕpxq “ log x reads as
log detTnpaq “ n` 1
2pi
ż 1
0
ż 2pi
0
logpapx, tqq dt dx` opnq
When apx, tq is independent of x, the Szego˝’s Second–or Strong–Limit The-
orem gives the more precise statement [20, 6]:
log detpTnpaqq “ n` 1
2pi
ż 2pi
0
logpaptqq dt` Epaq ` op1q (1.5)
where Epaq is the constant
Epaq “
8ÿ
k“1
k{plog aqk {plog aq´k
and {plog aqk “ 12pi
ż 2pi
0
logpaptqqe´iktdt
denotes the kth Fourier coefficient of log a. The Strong Szego˝’s Theorem
(1.5) is more often expressed in the form
lim
nÑ8
detTnpaq
Gpaqn`1 “ exp rEpaqs (1.6)
where
Gpaq “ exp
„
1
2pi
ż 2pi
0
log aptq dt

is the geometric mean of a.
In the early 60’s, Mejlbo and Schmidt [29, 30] gave the following exten-
sion of Szego˝’s Strong Theorem to KMS matrices. Suppose a is a complex-
valued symbol such that aˆk P C2pr0, 1sq and satisfy the conditionsÿ
kPZ
}aˆk}8 ă 1,
ÿ
kPZ
}aˆ1k}8 ă 8,
ÿ
kPZ
}aˆ2k}8 ă 8, and
ÿ
kPZ
|k|α}aˆk}8 ă 8
8for some α ą 2. Suppose, further, that a satisfies the diagonal dominance
condition min |aˆ0| ą řk‰0 }aˆk}8. Then, we have
lim
nÑ8
detTnpaq
Gpaqn`1 “ exp
1
2
tepa; 0q ´ epa; 1q ` Epa; 0q ` Epa; 1qu (1.7)
where Gpaq, epa;xq and Epa;xq are now given by
Gpaq “ exp
„
1
2pi
ż 1
0
ż 2pi
0
logpapx, tqq dt dx

, (1.8)
and
epa;xq “ 1
2pi
ż 2pi
0
log apx, tq dt, (1.9)
Epa;xq “
8ÿ
k“1
k {plog aqkpxq {plog aq´kpxq. (1.10)
Of course, when a does not depend on x, Epa;xq “ Epaq, and Mejlbo
and Schmidt’s result coincides with the Szego˝ Strong Theorem. Quite re-
markably, the error term obtained by Mejlbo and Schmidt in (1.7) depends
only on the values of the symbol a at the endpoints x “ 0 and x “ 1.
1.3 Content of the present paper
In the next two sections, we prove a First Limit Theorem and a Strong Limit
Theorem for KMS matrices under some minor improvements of the results
mentioned above. For the sake of consistency and simplicity, both proofs
use the moments method rather than the probabilistic method of Trotter
[47] in the First Limit Theorem or the operator method of Ehrhardt and
Shao [18] for the Strong Theorem. §2 deals with the First Limit Theorem.
In addition to proving this result for KMS matrices, we include a section on
the asymptotic distribution of singular values. When the matrices Tnpaq
are normal, we obtain the LSD of the eigenvalues. When Tnpaq is not
normal, we cannot obtain the LSD. However, we can say that most of the
eigenvalues will accumulate in the extended range of the symbol a. This is
the content of §2.6.
§3 deals with the Strong Limit Theorem. We prove this theorem along
the same lines as Mejlbo and Schmidt. We then explain the results of
Ehrhardt and Shao, who proved a similar theorem, but obtained a different
formula from that of Mejlbo and Schmidt. We explain where the difference
9arises, and why their methods cannot be applied to KMS matrices. The
last subsections of §3 deal with the discrete Schro¨dinger operator, i.e the
special KMS matrix “discrete Laplacian ` diagonal” of the form
´rδj,j`1 ` δj`1,js ` diag pfp1{nq, fp2{nq, . . . , fpn{nqq
We report here on recent results for the asymptotics of determinants of
such matrices. These results are extensions of a beautiful result of Kac
from 1969 [23]. One such extension is that if one shifts the indexing, one
can adjust the limit of the determinant without changing the LSD of the
eigenvalues. Another extension deals with asymptotics when f has jump
discontinuities. In that case, the determinant approaches a value (modulo
op1q terms) that depends on n in a peculiar way. These results demonstrate
the extreme sensitivity of the determinant to small changes, and why the
limit of detpTnpaqq{Gpaqn`1 cannot exist when the symbol has discontinu-
ities.
We conclude with some open problems and conjectures.
2 First Limit Theorems
We present several First Limit Theorems for sequences of normal and non-
normal KMS matrices. Our presentation follows the original approach of
Kac, Murdock and Szego˝ for some obvious reasons. First, their argument
is in our opinion the most elegant and simplest one. Second, it allows
straightforward generalizations to sequences of matrices with alternative
indexing (see §2.2) and to sequences of block matrices (see §2.3). Their
arguments can also be easily modified to obtain the LSD of the singular
values (see §2.5). We end in §2.6 with a clustering property for the spectrum
of Tnpaq.
2.1 Normal matrices
Let apx, tq be a complex-valued function on r0, 1s ˆ r0, 2pis and let at, ax
be the functions defined by atpxq “ apx, tq “ axptq. Throughout §2.1-
§2.6, we assume at is Riemann integrable on r0, 1s and ax P L8pr0, 2pisq.
As a consequence of Gershgorin’s disks Theorem and condition (1.3), the
spectrum of every Tnpaq lies inside the disk Da “ tz P C : |z| ď ~a~u.
Our first result is concerned with the LSD of sequences of normal KMS
matrices. This was first obtained by Trotter [47] using some non-trivial
probability argument. We give here a more elementary proof based on
Kac-Murdock-Szego˝ approach.
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Theorem 2.1. Let tTnpaqu be a sequence of normal KMS matrices with
symbol a as in (1.1) and for which (1.3) holds. Then,
lim
nÑ8
TrrϕpTnpaqqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx (2.1)
for any ϕ P CpDaq.
Proof. The normality of Tnpaq ensures that
TrrT pnT ˚qn s “
n`1ÿ
j“1
λpj pTnpaqqλqjpTnpaqq pp, q P Nq.
By the Stone-Weierstrass Theorem, the polynomials in z and z¯ are dense in
the space of continuous functions on Da. Consequently, it suffices to prove
the result when ϕpzq “ zpz¯q with p, q P N. For simplicity, we write aij for
the entries of Tnpaq, and Tn for Tnpaq. We have
TrrT pnT ˚qn s “
nÿ
i“0
nÿ
j1,...,jp`q“0
ai,j1aj1,j2 ¨ ¨ ¨ ajp´1,jp a¯jp`1,jp ¨ ¨ ¨ a¯i,jp`q . (2.2)
Let h “ ph1, ..., hpq and k “ pk1, ..., kqq be the multi-indices defined by
h1 “ j1 ´ i, h2 “ j2 ´ j1, . . . , hα “ jp ´ jp´1
and
k1 “ jp`1 ´ jp, . . . , kq´1 “ jp`q ´ jp`q´1, kq “ j ´ ip`q.
Adding the above relations, we see that h and k must satisfy the condition
|h| “ |k|. Hence, we can rewrite (2.2) as
TrrT rnT ˚sn s “
nÿ
i“0
ÿ1
|h|“|k|
pź
l“1
aˆhl
ˆ
2i` νl
2n` 2
˙ qź
m“1
¯ˆakm
ˆ
2i` νp`m
2n` 2
˙
(2.3)
where
νj “
#
2h1 ` 2h2 ` ¨ ¨ ¨ ` 2hj´1 ` hj if 1 ď j ď p
νp ´ 2k1 ´ 2k2 ´ ¨ ¨ ¨ ´ 2kj´1 ´ kj if p` 1 ď j ď p` q.
The prime on the middle sum of (2.3) is used to indicate that only multi-
indices satisfying ´2i ď νj ď n´ 2i must enter into the summation.
Let ε ą 0. By condition (1.3), there exists r0 large enough so thatÿ
|k|ąr
}aˆk}8 ă ε p@r ą r0q.
11
Pick r ą r0 and let Mph, kq “ maxt|hl|, |km|u. It follows that
nÿ
i“0
ÿ1
|h|“|k|
Mph,kqąr
pź
l“1
aˆhl
ˆ
2i` νl
2n` 2
˙ qź
m“1
¯ˆakm
ˆ
2i` νp`m
2n` 2
˙
ď
nÿ
i“0
¨˝ ÿ
|k|ąr
}aˆk}8‚˛
˜ÿ
kPZ
}aˆk}8
¸p`q´1
ď pn` 1q ~a~p`q´1 ε, (2.4)
i.e. the above sum is opnq. Hence, it suffices to consider in (2.3) multi-
indices h and k for which |h| “ |k| and Mph, kq ď r. For such multi-indices,
we have ÿ
|h|“|k|
“
ÿ1
|h|“|k|
`
ÿ
|h|“|k|
min νjă´2i
max νjăn´2i
`
ÿ
|h|“|k|
max νjąn´2i
“
ÿ1
|h|“|k|
` opnq
since Mph, kq ď r. Hence, we can replace (2.3) by
TrrT pnT ˚qn s “
nÿ
i“0
ÿ
|h|“|k|
Mph,kqďr
pź
l“1
aˆhl
ˆ
2i` νl
2n` 2
˙ qź
m“1
¯ˆakm
ˆ
2i` νp`m
2n` 2
˙
` opnq.
We now use the fact that the functions aˆk are Riemann integrable on
r0, 1s and |νj | “ Op1q, so we can shift - up to an error of opnq - each of the
expressions inside the functions aˆk to obtain
TrrT pnT ˚qn s “
nÿ
i“0
ÿ
|h|“|k|
Mph,kqďr
pź
l“1
aˆhl
ˆ
i
n` 1
˙ qź
m“1
¯ˆakm
ˆ
i
n` 1
˙
` opnq
“ pn` 1q
ż 1
0
ÿ
|h|“|k|
Mph,kqďr
pź
l“1
aˆhl pxq
qź
m“1
¯ˆakmpxq dx` opnq
“ n` 1
2pi
ż 1
0
ż 2pi
0
aprpx, tq aqrpx, tq dt dx` opnq
where ar is the trigonometric polynomial given by
arpx, tq “
ÿ
|k|ďr
aˆkpxq eikt.
12
By condition (1.3), ar converges uniformly to a on r0, 1sˆr0, 2pis as r Ñ8.
Therefore, we conclude
TrrT pnT ˚qn s “ n` 12pi
ż 1
0
ż 2pi
0
appx, tq aqpx, tq dt dx` opnq
as desired.
Obviously, the above argument breaks down when Tnpaq is not normal,
and hence we are unable to compute the LSD of arbitrary sequences of
KMS matrices. However, we can easily prove the following weaker result.
Theorem 2.2. Let tTnpaqu be a sequence of KMS matrices that satisfies
condition (1.3). Then, we have
lim
nÑ8
TrrϕpTnpaqqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx (2.5)
for any analytic function ϕ on the closed disk Da.
Proof. From the proof of Theorem 2.1 with q “ 0, we deduce that
TrrT pnpaqs “ n` 12pi
ż 1
0
ż 2pi
0
appx, tq dt dx` opnq
for every p P N. Note that the normality is not needed in this case. The
conclusion then follows from Mergelyan’s Theorem that asserts that poly-
nomials are dense in the space of analytic functions on Da.
2.2 Alternative indexing
We start with a result that should be fairly obvious from the proof of
Theorem 2.1. There we used the indexing by pi ` jq{p2n ` 2q along the
pj ´ iqth diagonal to form a Riemann sum. But, any partition whose mesh
size approaches zero will accomplish the same, so the strict indexing in
the definition (1.2) is not necessary for Theorem 2.1 to hold. Indeed, any
partition will do. The partition points can also be shifted by finite amounts.
The following theorems, whose proofs are omitted, should thus be intuitive.
We refer the reader to [7, Cf. Theorem 3.6 and Corollary 3.7] for detailed
proofs of some of the results.
Definition 2.3. Let tPnu be a sequence of partitions of r0, 1s such that
Pn “
!
x
pnq
0 , x
pnq
1 , ..., x
pnq
n`1
)
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and whose meshes satisfy }Pn} “ op1q as nÑ8. To every Pn, we associate
p2n` 1q-tagged partitions tPn;ku with
Pn;k “
!
rxpnqj , xpnqj`1s; ξpnqj;k
)
p´n ď k ď nq.
We defined generalized KMS matrices as the matrices
Tnpaq “
„
aˆj´i
´
ξ
pnq
i^j;j´i
¯n
i,j“0
.
For instance, it is not hard to see that KMS matrices and their variant
(see Remark 1.1) can all be expressed in that form.
The next results are straightforward extensions of Theorem 2.1 to se-
quences of generalized normal KMS matrices. They also extend previous
results of Kuiljaars, Van Assche and Serra Capizzano [26, 25] for tridiagonal
matrices.
Theorem 2.4. Let tTnpaqu be a sequence of generalized normal KMS ma-
trices. Then, for any ϕ P CpDaq, we have
lim
nÑ8
Tr rϕpTnpaqqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx.
In the non-normal case, ϕ must be chosen to be analytic in Da.
It is possible to give a slightly more general result for small pertur-
bations of Tnpaq. Indeed, let tAnu and tBnu be two sequences of normal
matrices whose entries satisfy the estimate
|apnqij ´ bpnqij | “ o
´
n´1{2
¯
.
The Wielandt-Hoffman inequality [4] then implies
1
n` 1
n`1ÿ
k“1
|λkpAnq ´ λkpBnq| ď 1?
n` 1}An ´Bn}F “ o p1q .
In addition, if we assume that tAnu and tBnu satisfy a decay condition as
(1.3), then tAnu and tBnu have the same LSD.
Theorem 2.5. Let tAnu with An “
”
a
pnq
ij
ın
i,j“0
be a sequence of normal
matrices that satisfies the decay condition
α “ sup
n
«
nÿ
k“0
max
0ďjďn´k
ˇˇˇ
a
pnq
j`k,j
ˇˇˇ
`
nÿ
k“1
max
0ďjďn´k
ˇˇˇ
a
pnq
j,j`k
ˇˇˇff
ă 8
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Suppose there exists a sequence tTnpaqu of generalized normal KMS matri-
ces for which (1.3) holds andˇˇˇ
a
pnq
ij ´ aˆj´i
´
ξ
pnq
i^j;j´i
¯ˇˇˇ
“ o
´
n´1{2
¯
.
If M “ maxtα,~a~u, then we have
lim
nÑ8
Tr rϕpAnqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx
for every ϕ P CpDaq.
2.3 Block matrices
The proofs of Theorems 2.1 and 2.2 – and their extensions given above –
make no use of the product commutativity of the entries of Tnpaq. This
naturally suggests to extend our class of symbols to matrix-valued ones.
That is, apx, tq is now a matrix Apx, tq of some fixed order k. In this
context, TnpAq is then a block matrix of order kpn` 1q whose entries Apq
are given by the k ˆ k matrices
Apq “ Aˆq´p
´
ξ
pnq
p^q;q´p
¯
“ 1
2pi
ż 2pi
0
A
´
ξ
pnq
p^q;q´p, t
¯
e´ipq´pqt dt.
Obviously, one can also define generalized block KMS matrices by allowing
the entries to be evaluated on some tagged partitions of r0, 1s. Note that
our definition includes as special cases the class of locally Toeplitz matrices
[42] and their generalizations [35].
As before, we assume At is Riemann integrable on r0, 1s and Ax P
L8pr0, 2pisq for any given x and t. In the block case, this is equivalent
to say that each entry of Apx, tq is Riemann integrable on r0, 1s in x and
bounded in t on r0, 2pis. Condition (1.3) now reads as
~A~ “
ÿ
kPZ
sup
xPr0,1s
}Aˆkpxq}F ă 8. (2.6)
Of course, the choice of matrix norm is arbitrary – for convenience, we
picked the Frobenius norm – any other matrix norm could also be chosen.
We can now restate Theorems 2.1 and 2.2 in the context of generalized
block KMS matrices.
Theorem 2.6. Let tTnpAqu be a sequence of normal block generalized KMS
matrices that satisfies condition (2.6). If Apx, tq is normal for all x and t,
then
lim
nÑ8
TrrϕpTnpAqqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
TrrϕpApx, tqqs dt dx
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for any ϕ P CpDkAq. In the non-normal case, the function ϕ must be
analytic in the closed disk DkA “ tz : |z| ď k~A~u.
Similarly, we can extend the perturbation result in Theorem 2.5 to
the block matrix case. Once again, we choose the Frobenius norm for
convenience.
Theorem 2.7. Let tAnu with An “
”
A
pnq
ij
ın
i,j“0
be a sequence of normal
block matrices. Suppose the entries Anij are normal and satisfies the decay
condition
A :“ sup
n
«
nÿ
k“0
max
0ďjďn´k
›››Apnqj`k,j›››
F
`
nÿ
k“1
max
0ďjďn´k
›››Apnqj,j`k›››
F
ff
ă 8 (2.7)
Suppose, further, there exists a sequence tTnpAqu of generalized normal
block KMS matrices for which (2.6) holds and›››Apnqij ´ Aˆj´i ´tpnqi^j¯›››
F
“ o
´
n´1{2
¯
.
Let M “ maxtA,~A~u. If Apx, tq is normal for all x and t, then we have
lim
nÑ8
Tr rϕpAnqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
Tr rϕpApx, tqqs dt dx
for every ϕ P CpDkMq. In the non-normal case, ϕ must be analytic in the
closed disk DkM “ tz : |z| ď kMu.
2.4 Finite rank perturbations
The results above also hold for finite rank perturbations. In the Toeplitz
case, this was first observed by Tyrtyshnikov [48]. Let tAnu and tBnu be
two sequences of normal block-matrices. Suppose the spectrum of An´Bn
satisfies the bound
}An ´Bn}8 “ sup
1ďkďkpn`1q
|λkpAn ´Bnq| “ op?nq,
and
rankpAn ´Bnq ď r
for some r independent of n. Then, the sequences tAnu and tBnu have the
same LSD. Indeed, the Wielandt-Hoffman inequality implies
1
n` 1
kpn`1qÿ
j“1
|λjpAnq ´ λjpBnq|
ď
?
k?
n` 1 }An ´Bn}F “ o p1q
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since }An ´Bn}F “ opr?nq “ op?nq.
Theorem 2.8. Let tAnu be as in Theorem 2.7 and let tCnu be a sequence
of block matrices with }Cn}8 “ op?nq and rank pCnq ď r for some positive
constant r. If Bn “ An ` Cn is normal for all n, then
lim
nÑ8
Tr rϕpBnqs
n` 1 “
1
2pi
ż 1
0
ż 2pi
0
TrrϕpApx, tqqs dt dx
for any ϕ P CpDkMq.
2.5 Singular value distribution
The distribution of the singular values of sequences of KMS matrices can
be obtained fairly easily once we have the preceding machinery. A simi-
lar result for sequences of Toeplitz matrices goes back to Avram [3] and
Parter [33] (see also [6]). Shao [40] obtained a similar result using operator
methods.
Theorem 2.9. Let Tm,npaq be the pm`1qˆpn`1q rectangular KMS matrix
whose pj, kq entry is given by
aˆj´i
ˆ
i` j
2 maxtm,nu ` 2
˙
where the aˆk’s satisfy condition (1.3). Let
σ1pTm,npaqq ě σ2pTm,npaqq ě ¨ ¨ ¨ ě σm^npTn,mpaqq ě 0
be the m ^ n “ mintm ` 1, n ` 1u singular values of Tm,npaq. Then, we
have
lim
m,nÑ8
1
m^ n
m^nÿ
k“1
ϕpσkpTm,npaqqq “ 1
2pi
ż 1
0
ż 2pi
0
ϕp|apx, tq|q dt dx
for every ϕ P Cpr0,~a~sq.
Proof. One can easily modify the trace formula in Theorem 2.1 to obtain
TrrpTm,npaqTm˚,npaqqps “ m^ n2pi
ż 1
0
ż 2pi
0
|apx, tq|p dt dx` opnq
for any p P N. Since the singular values of Tm,npaq are the eigenvalues
of the Hermitian matrix Tm,npaqTm˚,npaq, it suffices to apply Weierstrass
Approximation Theorem to obtain the desired result.
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Theorems 2.7 and 2.8 on sequences of block matrices can also be restated
for the singular values.
Theorem 2.10. (i) Let tAm,nu be a sequence of block matrices whose en-
tries A
pnq
ij are kˆk matrices that satisfy the condition (2.7). Suppose there
exists a sequence tTm,npAqu of generalized block KMS matrices for which
(2.6) holds and ›››Apnqij ´ Aˆj´i ´ξpnqi^j¯›››
F
“ o
´
n´1{2
¯
.
Then, we have
lim
m,nÑ8
1
m^ n
kpm^nqÿ
j“1
ϕpσjpAm,nqq “ 1
2pi
ż 1
0
ż 2pi
0
kÿ
j“1
ϕpσjpApx, tqqq dt dx
for every ϕ P Cpr0, kMsq.
(ii) Let Am,n be as above and let tCm,nu be a sequence of block matrices
of bounded rank satisfying
σ1pCm,nq “ Op1q and rank pCm,nq ď r
for some constant r. Let Bm,n “ Am,n ` Cm,n. Then
lim
m,nÑ8
1
m^ n
kpm^nqÿ
j“1
ϕpσjpBm,nqq “ 1
2pi
ż 1
0
ż 2pi
0
kÿ
j“1
ϕpσjpApx, tqqq dt dx
for every ϕ P Cpr0, kMsq.
2.6 Eigenvalue clustering for non-normal matrices
When Tnpaq is not normal, (2.5) holds, but only for analytic ϕ. Since
continuous functions cannot be approximated by analytic functions in the
complex plane, this does not give us the LSD. Indeed, it is easy to construct
matrices where (2.5) fails for continuous ϕ. For example, consider the
Toeplitz matrix with symbol aptq “ eit ` e´2it, i.e. the matrix rδj`1,j `
δj,j`2s. The eigenvalues of Tnpaq all lie on the star trωj : ω “ e2pii{3, r ě
0, j “ 0, 1, 2u in the complex plane [27]. The spectrum remains bounded
away from the range of the symbol (see figure 2). Thus, we can find a
continuous ϕ that is zero on the spectrum of Tnpaq and positive on a portion
of the range of a with positive measure, which would contradict (2.5) if it
held for continuous ϕ.
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Figure 2: Eigenvalues of T50paq (circles) for aptq “ eit ` e´2it, and curve
aptq for t P r0, 2pis.
While we cannot deduce the LSD for non-normal KMS matrices, the
symbol does give us some information about how the eigenvalues accumu-
late in the long run. In this subsection, we will extend a result of Tilli
[44] about the clustering properties of the eigenvalues of Toeplitz matrices
to KMS matrices. That is, we will find a set in the complex plane such
any of its neighborhoods contains all of the eigenvalues of Tnpaq, except at
most opnq of them. We begin by defining the essential range of the symbol
apx, tq, denoted Rpaq, by :
Rpaq :“  z P C : meas  a´1pDrpzqq( ą 0,@r ą 0(,
That is, Rpaq is the set of those points z P C with the property that the
Lebesgue measure of the inverse image of any open set containing z is
positive. Drpzq denotes an open disk in the complex plane with radius r
centered at z.
As before, we consider symbols that satisfy the decay condition (1.3)
and such that at is Riemann integrable on r0, 1s and ax P L8pr0, 2pisq.
In such case, Rpaq is a compact set; hence its complement has just one
unbounded connected component, and we can write
CzRpaq “: U0 Y
8Ť
j“1
Uj , Ui X Uj “ H if i ‰ j, (2.8)
where each Uj , j ě 1, is a connected bounded open set, and U0 is an
unbounded connected open set. Using (2.8) we define the extended range
of the symbol a as
ERpaq :“ CzU0
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Hence, the extended range ERpaq is the union of the range of a and all the
bounded components of its complement. We can now state the main result
of this section, which was proven by Tilli [44] for Toeplitz matrices. The
proof that follows is only a minor modification of Tilli’s.
Theorem 2.11. Let apx, tq be as above. Then, the extended range ERpaq is
a cluster of the eigenvalues of Tnpaq. That is, for any open set V containing
ERpaq there holds
lim
nÑ8
N pV, nq
n` 1 “ 1, (2.9)
where N pV, nq is the number of eigenvalues of Tnpaq that lie inside V . In
other words, any -neighborhood of ERpaq contains all of the eigenvalues of
Tn except at most opnq of them.
Proof. Choose some z R ERpaq. Since ERpaq is closed, there exists some
small open disk D centered at z such that D X ERpaq “ H. Let K “
ERpaq YD and define F on K as
F pξq “
"
1 if ξ P D
0 if ξ P ERpaq.
Since CzK is connected, by the Mergelyan theorem we can uniformly ap-
proximate F with a polynomial P , so that for any given ε ą 0,
|P pξq ´ F pξq| ď  pξ P Kq.
Let N pD,nq be the number of eigenvalues of Tnpaq inside D and let χD be
the characteristic function of D. Since 1´  ď |P pλq| whenever λ P D, we
have
p1´ q N pD,nq ď
n`1ÿ
j“1
χDpλjpTnpaqqq |P pλjpTnpaqqq|
ď
˜
n`1ÿ
j“1
χDpλjpTnpaqqq
¸1{2 ˜ nÿ
j“1
|P pλjpTnpaqqq|2
¸1{2
“ N pD,nq1{2
˜
n`1ÿ
j“1
|P pλjpTnpaqqq|2
¸1{2
.
Since P pλjpTnpaqqq “ λjpP pTnpaqqq, we can square both sides to obtain
p1´ q2 N pD,nq ď
n`1ÿ
j“1
|P pλjpTnpaqqq|2 ď ||P pTnpaqq||2F .
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As noted in the previous section, one can modify the proof of Theorem 2.1
to obtain
||P pTnpaqq||2F “ TrrP pTnpaqq pP pTnpaqqq˚s
“ n` 1
2pi
ż 1
0
ż 2pi
0
|P papx, tqq|2dt dx` opnq. (2.10)
The assumption of normality is not needed here since we only consider
polynomials. Similarly, condition (1.3) yields that Tnpaq does not have to
be banded for (2.10). Consequently, we deduce
lim sup
nÑ8
p1´ q2N pD,nq
n` 1 ď
1
2pi
ż 1
0
ż 2pi
0
|P papx, tqq|2 dt dx ď 2
The last inequality holds since |P pξq| ď  whenever ξ P ERpaq. From the
arbitrariness of , the last inequality implies N pD,nq “ opnq.
Now consider an arbitrary open set V Ą ERpaq. By Gershgorin’s The-
orem, the spectrum of Tnpaq lies in the union of some disks, say G. Let
C :“ GX pCzV q. If C is empty, then there is nothing to prove. If C ‰ H,
then every z P C lies within some open disk Dpzq centered at z for which
N pDpzq, nq “ opnq.
Thus, C can be covered by a family of open disks tDpzquzPC , each of which
contains at most opnq eigenvalues. C being a compact set, it can be cover
by a finite sub-covering of those disks; hence C itself must contain at most
opnq eigenvalues of Tnpaq. Since C Y V contains all the spectrum of Tnpaq,
equation (2.9) follows and the proof is complete.
To illustrate the above theorem, and also its limitations, consider the
matrices Bn whose entries on the `1 and ´2 diagonals are given by
bj,j´1 “ 1´ µj´2
µn
, bj,j`2 “ jpj ` 1q
µn
where
µn “ npn´ 1` 6ρq
The eigenvalue problem for Bn arises when one seeks polynomial solutions
to the generalized Lame´ equation. See [28] for an interpretation of the
eigenvalues of Bn in terms of charges in a logarithmic potential. It is easy
to see that the Bn are asymptotic to the KMS matrix with symbol
apx, tq “ `1´ x2˘ eit ` x2e´2it
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Theorem 2.11 thus implies that the eigenvalues will cluster in the extended
range of the symbol, which in this case is just the unit disk. (Note that in
this case the range and the extended range are the same.) This is true, but it
doesn’t give us much detailed information about the spectrum. In fact, the
eigenvalues of Bn all lie on the star trωj : ω “ e2pii{3, r ě 0, j “ 0, 2, 2u in
the complex plane [27]. One thing Theorem 2.11 does give us is a bound on
the magnitude of the eigenvalues (at least most of them). This is illustrated
in figure 3.
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Figure 3: Eigenvalues of Bn (circles) for n “ 50 and ρ “ 1, and curves
aps, tq for x “ 0, .05, . . . , 1, t P r0, 2pis. Compare with figure 2.
As another example, where the extended range is more informative,
consider the symbol
apx, tq “
˜
1
2
`
c
x´ 1
2
¸
e´2it ` e´it ` eit (2.11)
Eigenvalues and curves apx, tq for fixed values of x are shown in figure 4.
We see that not all eigenvalues lie in the range of a, but they all lie in the
extended range ERpaq, which is roughly the interior of the envelope of the
blue curves.
3 Strong Limit Theorems
Now we turn to the Strong Limit Theorem, which can be viewed as a first
order correction to the First Limit Theorem. In order to prove a Strong
Theorem for KMS matrices based on the moments method, we need to
obtain a more precise form of the error term in the proof of the First Limit
Theorem. One way is to impose faster decay on the Fourier coefficients of
the symbol a, or equivalently some smoothness on a.
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Figure 4: Eigenvalues of T100paq (circles) for a as in (2.11), and curves
apx, tq for x “ 0, .025, . . . , 1, t P r0, 2pis.
3.1 Mejlbo and Schmidt’s result and its generalizations
We start by proving the following lemma whose proof follows essentially
the same lines as the one found in [30]. We make some minor adjustments
allowing us to relax the regularity conditions on the symbol.
Lemma 3.1. Let a be a complex-valued symbol on r0, 1sˆ r0, 2pis such that
ax P C1`αpr0, 2pisq and at P C1`r1{αspr0, 1sq
for some 0 ă α ď 1. Moreover, suppose the following two conditions hold:ÿ
|k|PZ
|k|1`1{α}aˆk}8 ă 8 and
ÿ
|k|PZ
}Bxaˆk}ε ă 8. (3.1)
Then, for any p P N, we have
TrrT pnpaqs “ n` 12pi
ż 1
0
ż 2pi
0
appx, tq dt dx` 1
4pi
ż 2pi
0
app0, tq dt´ 1
4pi
ż 2pi
0
app1, tq dt
`
ÿ
|h|“0
Nphq
«
pź
j“1
aˆhj p0q `
pź
j“1
aˆhj p1q
ff
` p~a~p´1 op1q
where Nphq “ maxt0, h1, h1 ` h2, ...., h1 ` ¨ ¨ ¨ ` hp´1u.
Proof. Pick 0 ă δ ă α{p1 ` αq and let bpx, tq be the truncated symbol
defined by
bpx, tq “
ÿ
|k|ďpn`1qδ
aˆkpxq eikt.
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In order to simplify several of the expressions below, we introduce some
useful notations. For every multi-index h “ ph1, ..., hpq such that |h| “ 0,
we denote by
H “ th1, h1 ` h2, ..., h1 ` ¨ ¨ ¨ ` hp´1u
and by mpHq “ minH and MpHq “ maxH. We also denote by Si,δ the
set
Si,δ “ th : max
j
|hj | ď pn` 1qδ, ´i ď mpHq ďMpHq ď n´ iu.
Finally, we introduce the functions
fh,iptq “
pź
k“1
aˆhk
ˆ
i
n` 1 ` t
2h1 ` ¨ ¨ ¨ ` 2hk´1 ` hk
2n` 2
˙
.
With ~a~ be as in (1.3), the trace formula (2.3) together with the bounds
(3.1) yield
|TrrT pnpaqs ´ TrrT pnpbqs| “
ˇˇˇˇ
ˇˇ nÿ
i“0
ÿ
hPSi,1
fh,ip1q ´
nÿ
i“0
ÿ
hPSi,δ
fh,ip1q
ˇˇˇˇ
ˇˇ
ď
nÿ
i“0
ÿ
hPSi,1´Siδ
|fh,ip1q|
ď p~a~p´1pn` 1q
ÿ
|k|ąpn`1qδ
}aˆk}8
ď p~a~p´1
ÿ
|k|ąpn`1qδ
|k|1`1{α}aˆk}8.
Thus, condition (3.1) implies for n large enough that
|TrrT pnpaqs ´ TrrT pnpbq| “ p~a~p´1 op1q.
If we denote by T trn pbq the transpose matrix – not the conjugate-transpose
– of Tnpbq, then another application of (2.3) gives us
TrrpT trn pbqqps “
pź
k“1
aˆhk
ˆ
i
n` 1 ´
2h1 ` ¨ ¨ ¨ ` 2hk´1 ` hk
2n` 2
˙
“
nÿ
i“0
ÿ
hPSi,δ
fh,ip´1q.
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Consequently, we obtain
TrrT pnpbqs ´
nÿ
i“1
ÿ
hPSi,δ
fh,ip0q “ 1
2
´
TrrT pnpapn`1qδqs ` TrrppT trn qpqpapn`1qδqs
¯
´
nÿ
i“0
ÿ
|h|“0
fh,ip0q
“ 1
2
nÿ
i“0
ÿ
hPSi,δ
pfh,ip´1q ` fh,ip1q ´ 2fh,ip0qq
By applying the Mean Value Theorem to fh,ip´1q ´ fh,ip0q and fhip1q ´
fh,ip0q and using the Ho¨lder continuity of Bxa, we can bound the previous
expression byˇˇˇˇ
ˇˇTrrT pnpbqs ´ nÿ
i“0
ÿ
hPSi,δ
fh,ip0q
ˇˇˇˇ
ˇˇ ď pn` 1q p~a~p´12
ˆpn` 1qδ
n` 1
˙1`1{α
“ p~a~p´1op1q
from our choice of δ. By a similar argument as above, we also obtainˇˇˇˇ
ˇˇ nÿ
i“0
ÿ
hPSi,1
fh,ip0q ´
nÿ
i“0
ÿ
hPSi,δ
fh,ip0q
ˇˇˇˇ
ˇˇ “ p~a~p´1 op1q.
Therefore, it suffices to prove the result for the sum
řn
i“0
ř
hPSi,δ fh,ip0q.
We have
nÿ
i“0
ÿ
hPSi,1
fh,ip0q “
nÿ
i“0
ÿ
|h|“0
fh,ip0q´
nÿ
i“0
ÿ
hPRi,1
fh,ip0q´
nÿ
i“0
ÿ
hPRi,2
fh,ip0q (3.2)
where Ri,1 “ th : |h| “ 0, mpHq ă ´i, MpHq ď n ´ iu and Ri,2 “ th :
|h| “ 0, MpHq ą n´ iu. Arguing as in the proof of the First Theorem and
applying the Euler-Maclaurin formula, we see
nÿ
i“0
ÿ
hPSi,1
fh,ip0q “
nÿ
i“0
ż 2pi
0
appi{n, tq dt
“ pn` 1q
ż 1
0
ż 2pi
0
appx, tq dt dx` 1
4pi
ż 2pi
0
app0, tq dt
´ 1
4pi
ż 2pi
0
app1, tq dt` p~a~p´1op1q. (3.3)
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On the other hand,
nÿ
i“0
ÿ
hPRi,1
|fh,ip0q| ď
ÿ
|h|“0
«
pÿ
k“1
|hk|
ff
pź
k“1
}aˆk}8 ď p
«ÿ
kPZ
|k|}aˆk}8
ff
~a~p´1,
so we can apply the Dominated Convergence Theorem to conclude
nÿ
i“0
ÿ
hPRi,1
fh,ip0q “
nÿ
i“0
ÿ
hPRi,1
pź
k“1
aˆhkp0q ` p~a~p´1op1q
“
ÿ
|h|“0
Nphq
pź
k“1
aˆhkp0q ` p~a~p´1op1q. (3.4)
In the same way, we prove
nÿ
i“0
ÿ
hPRi,2
fh,ip0q “
nÿ
i“0
ÿ
|h|“0
MpHqąi
pź
k“1
aˆhk
ˆ
n´ i
n` 1
˙
“
ÿ
|h|“0
Nphq
pź
k“1
aˆhkp1q ` p~a~p´1op1q. (3.5)
The result follows by combining (3.2), (3.3), (3.4) and (3.5).
The Strong Theorem for KMS matrices below is a modest improvement
of the one’s obtained by Mejlbo and Schmidt. We use the same notation
as in the introduction.
Theorem 3.2. Let a be as in Lemma 3.1. If Re paq ą 0, then
lim
nÑ8
detTnpaq
pGpaqqn “ exp
1
2
tepa; 0q ´ epa; 1q ` Epa; 0q ` Epa; 1qu. (3.6)
Proof. Let b “ a ´ 1 and let ~a~ and ~b~ be the bounds (1.3) associated
to a and b. The left hand side of (3.6) is invariant under scaling of the
symbol, therefore we may assume without loss of generality that ~a~ ă 1
and }a}8 ă 1 with similar bounds for b. In particular, the eigenvalues of
Tnpbq satisfy |λkpTnpbqq| ă 1. Thus,
logpdetTnpaqq “
nÿ
k“0
log λkpTnpaqq
“
nÿ
k“0
8ÿ
p“1
1
p
pλkpTnpaqq ´ 1qp
“
nÿ
k“0
8ÿ
p“1
1
p
pλkpTnpbqqqp.
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Since ~b~ ă 1, the double sum is absolutely convergent, and hence we can
switch the order of summation. By previous lemma applied to the symbol
b, it then follows
logpdetTnpaqq “
8ÿ
p“1
1
p
"
n` 1
2pi
ż 1
0
ż 2pi
0
bppx, tq dt dx
` 1
4pi
ż 2pi
0
bpp0, tq dt´ 1
4pi
ż 2pi
0
bpp1, tq dt
`
ÿ
|h|“0
Nphq
«
pź
j“1
bˆhj p0q `
pź
j“1
bˆhj p1q
ff,.-` op1q.
That is,
logpdetTnpaqq “ n` 1
2pi
ż 1
0
ż 2pi
0
log apx, tq dt dx
` 1
4pi
ż 2pi
0
log ap0, tq dt´ 1
4pi
ż 2pi
0
log ap1, tq dt
`
8ÿ
p“1
1
p
ÿ
|h|“0
Nphq
«
pź
j“1
bˆhj p0q `
pź
j“1
bˆhj p1q
ff
` op1q.
Note that for x “ 0 or x “ 1, the matrices Tnpbq are Toeplitz. By the
Strong Szego˝’s Theorem for Toeplitz matrices, we deduce
8ÿ
p“1
1
p
ÿ
|h|“0
Nphq
«
pź
j“1
bˆhj p0q `
pź
j“1
bˆhj p1q
ff
“ 1
2
ÿ
kPZ
«
k {plog aqkp0q {plog aq´kp0q ` ÿ
kPZ
k {plog aqkp1q {plog aq´kp1q
ff
` op1q.
The desired conclusion is then an immediate consequence of last two esti-
mates.
It is well-know that the Fourier coefficients decay faster when more
regularity of the symbol is assumed. To this extent, recall the estimate
}aˆk}8 ď }a}r`αp1` |k|qr`α
where } ¨ }r`α denotes the Ho¨lder norm with r P N and 0 ă α ď 1. For
instance, both conditions in (3.1) hold if we assume that ax P C2`αpr0, 2pisq
and at P C2`r1{αspr0, 1sq.
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Corollary 3.3. Let a be a complex-valued symbol on r0, 1s ˆ r0, 2pis with
Re paq ą 0. Suppose at P C2`αpr0, 1sq and ax P C2`r1{αspr0, 2pisq for 0 ă
α ď 1. Then, tTnpaqu satisfies the conclusion of the Strong Limit Theorem
above.
Similarly, if a is merely a trigonometric polynomial, or equivalently the
matrices Tnpaq have fixed band size, then ax is smooth on r0, 2pis. Hence,
we obtain the following consequence.
Corollary 3.4. The Strong Theorem holds if a is a trigonometric polyno-
mial on r0, 1sˆr0, 2pis with Repaq ą 0, and at P C1`αpr0, 1sq for any α ą 0.
3.2 Widom’s result for KMS matrices
We include here an interesting extension of the Strong Limit Theorem due
to Widom [51] in the Toeplitz case. The Strong Limit Theorem (3.6) is
written using ϕ “ log. However, this can be generalized. If tTnpaqu is
a sequence of Toeplitz matrices whose symbol is absolutely continuous on
r0, 2pis, then Widom obtained a Strong Theorem for arbitrary analytic func-
tions other than the logarithm. Namely,
lim
nÑ8
„
TrrϕpTnpaqqs ´ n` 1
2pi
ż 2pi
0
ϕpaptqq dt

“ 1
8pi2
8ÿ
k“1
ż 2pi
0
ż 2pi
0
sinpkpt´ τqq ϕpaptqq ´ ϕpapτqq
aptq ´ apτq pa
1ptq ´ a1pτqq dt dτ.
In the theorem below, we extend Widom’s result to sequence of KMS ma-
trices.
Theorem 3.5. Let a be as in Lemma 3.1. Then, for any ϕ P CωpDM q
lim
nÑ8
„
TrrϕpTnpaqqs ´ n` 1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx

“ 1
4pi
ż 2pi
0
ϕpap0, tqq ´ ϕpap1, tqq dt
` 1
4pi2
8ÿ
k“1
ż 2pi
0
ż 2pi
0
pΦp0, t, τq ` Φp1, t, τqq sinpkpt´ τqq dt dτ
where
Φpx, t, τq “ ϕpapx, tqq ´ ϕpapx, τqq
apx, tq ´ apx, τq pBtapx, tq ´ Btapx, τqq.
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Proof. Write ϕpzq “ ř8r“0 crzr for |z| ă ~a~. From Lemma 3.1, we deduce
that
TrrϕpTnpaqqs ´ n` 1
2pi
ż 1
0
ż 2pi
0
ϕpapx, tqq dt dx
“ 1
4pi
ż 2pi
0
ϕpap0, tqq dt´ 1
4pi
ż 2pi
0
ϕpap1, tqq dt
`
8ÿ
r“0
cr
ÿ
|h|“0
Nphq
«
rź
j“1
aˆhjdp0q `
rź
j“1
aˆhj p1q
ff
` op1q.
Using the fact that Tnpaq is Toeplitz for fixed s, we obtain from Widom’s
reult
8ÿ
r“0
cr
ÿ
|h|“0
Nphq
«
rź
j“1
aˆhjdp0q `
rź
j“1
aˆhj p1q
ff
“ 1
8pi2
8ÿ
k“1
ż 2pi
0
ż 2pi
0
sinpkpt´ τqq pΦp0, t, τq ` Φp1, t, τqq dt dτ ` op1q
from which the desired result follows.
3.3 Ehrhardt and Shao’s result
In a series of papers Shao [38, 39] and Ehrhardt [18] generalized the elegant
operator method of Widom [50, 51] to extend the results of Kac, Murdock
and Szego˝, and Mejlbo and Schmidt to symbols with less regularity. First,
Shao [38] proved a first limit theorem for symbols of bounded variation.
Later Ehrhardt and Shao [18] proved a strong theorem for symbols with less
regularity than Mejlbo and Schmidt required. Shao [39] then generalized
some of these results to block matrices.
Ehrhardt and Shao define their matrices differently than Kac, Mur-
dock and Szego˝. In particular, given a function a with Fourier series (1.1),
Ehrhardt and Shao define the matrices
opna “
„
aˆj´i
ˆ
i
n
˙n
i,j“0
(3.7)
These are not KMS matrices due to the indexing by i{n, as opposed to
pi` jq{p2n` 2q. A peculiarity of this definition is that it is difficult to find
a condition on the symbol a so that opna will be Hermitian. Hence, it is a
somewhat unnatural definition.
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By Theorem 2.4, the LSD of such matrices is the same as for KMS
matrices (a result derived in [38]). However, Ehrhardt and Shao found the
following for the determinant. Suppose a has winding number zero, a is
C1`α in x and Cα in t. Then
lim
nÑ8
detpopnaq
Gpaqn`1 “ exp
1
2
tepa; 0q ` epa; 1q ` Epa; 0q ` Epa; 1q ` Fpaqu
(3.8)
where G, e and E are as in (1.8-1.10), and
Fpaq “
ż 1
0
˜ 8ÿ
k“´8
k{plog aqkpxq {pBx log aq´kpxq
¸
dx
Remark 3.6. The paper of Ehrhardt and Shao [18] contains a typo in
the formula for limnÑ8 detpopnaq{Gpaqn`1. Their formula (eqn (1.5) in
[18]) contains Gpaq´1. This would imply that the exponent of Gpaq in the
denominator of (3.8) is n, instead of n` 1, which is incorrect.
The formula (3.8) of Ehrhardt and Shao appears to contradict the result
(3.6) of Mejlbo and Schmidt. This difference was noted (but not explained)
by Ehrhardt and Shao. We will attempt to explain the difference here. First
there is the sign difference between epa; 0q and epa; 1q. However, this is only
due to the fact that the KMS matrices index from 0 to n{pn` 1q along the
diagonals, whereas Ehrhardt and Shao index from 0 to 1. This sensitivity
was pointed out by Kac [23]. Changing the indexing in (3.7) from i{n to
i{pn ` 1q would have the effect of changing the sign in (3.8) to epa; 0q ´
epa; 1q. This difference arises from the Euler-Maclaurin approximation of
the integral.
The more serious difference, though, is the presence of the Fpaq term
in (3.8), which does not appear in (3.6). Indeed, whereas Mejlbo and
Schmidt’s formula depends on the symbol a only at x “ 0 and x “ 1, the
formula of Ehrhardt and Shao depends on a for all x P r0, 1s. And, as
Ehrhardt and Shao point out, exptFpaqu can take on any nonzero constant
c by choosing a so that
log apx, tq “ 2eit log c` e´itx
Thus, the two formulas are incompatible.
The formula (3.8) does not contradict (3.6) because opna and Tnpaq are
different matrices. While the LSD of the eigenvalues is the same for opna
and Tnpaq, the determinants behave differently in the limit. Determinants
are much more sensitive to small changes than are eigenvalue distributions.
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The Fpaq term in (3.8) is an artifact of the way Ehrhardt and Shao define
their matrices.
The formula (3.8) comes from a generalization of the operator results
of Widom. Recall that the standard Toeplitz and Hankel operators acting
on l2 are defined for symbols of one variable by
T paq “ raˆj´is8i,j“0 and Hpaq “ raˆi`j`1s8i,j“0
The product of Toeplitz operators is Toeplitz+Hankel, i.e.
T pabq ´ T paqT pbq “ HpaqHpb˜q
where b˜pzq “ bpz´1q. Widom [50, 51] derived a finite dimensional analogue:
Tnpabq ´ TnpaqTnpbq “ PnHpaqHpb˜qPn `QnHpa˜qHpbqQn (3.9)
where Pn and Qn are the projection and flip operators:
Pnpf0, f1, . . . q “ pf0, . . . , fn, 0, . . . q
Qnpf0, f1, . . . q “ pfn, fn´1, . . . , f0, 0, . . . q
Widom then employed this formula in a beautiful argument using operator
theory to prove the Strong Szego˝ Theorem (1.6), showing that the error
term can be written as
exptEpaqu “ detT paqT pa´1q
Ehrhardt and Shao generalize this result to matrices of the form (3.7).
First, they generalize (3.9) to
opnapxqbpyq ´ popnaqpopnbq˚ “ HnpaqHnpb˜qtr ` JnpaqJnpb˜qtr (3.10)
where the matrix opnapxqbpyq is the matrix whose pp, qq´entry is given by
1
2pi
ż 2pi
0
a
´ p
n
, t
¯
b
´ q
n
, t
¯
e´ipp´qqtdt “
8ÿ
k“´8
aˆp´k
´ p
n
¯
bˆk´q
´ q
n
¯
and Jnpaq and Hnpaq are the half-infinite matrices given by
Jnpaq “
„
aˆ´1´n`j´i
ˆ
i
n
˙
, Hnpaq “
„
aˆ1`i`j
ˆ
i
n
˙
,
˜
0 ď i ď n,
j “ 0, 1, 2, . . .
¸
Once the formula (3.10) is established they are able, with some difficulty,
to carry through the operator argument to establish the generalized Strong
Szego˝ Theorem (3.8).
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It appears that this argument does not work for KMS matrices. When
one indexes by pi ` jq{p2n ` 2q along the diagonals, the formula (3.10)
breaks down, and there does not seem to be a consistent way to define
something analogous to opnapxqbpyq to make it work. Ehrhardt and Shao’s
way of defining their matrices works since one only indexes by the row. This
makes the definitions used in (3.10) consistent, and allows them to carry
through the computation. The term Fpaq arises as a perhaps unfortunate
side effect.
3.4 The discrete Schro¨dinger operator
In this section we report on results for the important special case of the
discrete Schro¨dinger operator
Tnpfq “
»—————–
fp 1nq ´1 0 ¨ ¨ ¨ 0´1 fp 2nq ´1 ¨ ¨ ¨ 0
0 ´1 fp 3nq ¨ ¨ ¨ 0
. . .
0 0 0 ¨ ¨ ¨ fpnnq
fiffiffiffiffiffifl (3.11)
In this subsection we use a slightly different notation from the rest of the
paper, in order to be consistent with that of M. Kac, whose paper [23]
contains the results on which the results of this subsection are based on.
As the proofs, which are found in [11], are somewhat lengthy and technical,
they are omitted. They are obtained by modifying Kac’s proof in [23] for
Tnpfq when f is twice differentiable.
The first theorem (1.4) obviously holds for Tnpfq, as long as f is Rie-
mann integrable, and tells us that the eigenvalues accumulate like the
values of apx, tq “ fpxq ´ 2 cos t sampled at regularly spaced points in
r0, 1s ˆ r0, 2pis.
The second theorem (1.7) holds as long as f P C1`αpr0, 1sq for some
α ą 0. Let
Dnpfq “ detTnpfq
Then, in the notation of this section,
lim
nÑ8
Dnpfq
Gpfqn “ Epfq
where
Gpfq “ exp
#ż 1
0
log
˜
fpxq `af2pxq ´ 4
2
¸
dx
+
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is the geometric mean of fpxq ´ 2 cos t, and Epfq is given in terms of the
series of Fourier coefficients of fpxq ´ 2 cos t. (The terms in (1.7) have to
be modified slightly for the different convention used by Kac.)
In 1969 Kac [23] derived a beautiful and simple formula for Epfq for
this case. The following theorem, dealing with families of matrices with
any shift in the indexing, is obtained by modifying Kac’s original proof.
Theorem 3.7. Let f be twice differentiable on some open interval I con-
taining r0, 1s. Suppose f has a bounded second derivative and satisfies
f ą 2. Let ε P R and define the matrices
Tnpf ; εq “
»—————–
fp εnq ´1 0 ¨ ¨ ¨ 0´1 fp1`εn q ´1 ¨ ¨ ¨ 0
0 ´1 fp2`εn q ¨ ¨ ¨ 0
. . .
0 0 0 ¨ ¨ ¨ fpn´1`εn q
fiffiffiffiffiffifl
Then
lim
nÑ8
detTnpf ; εq
Gpfqn “
´
fp0q `af2p0q ´ 4¯1´ε ´fp1q `af2p1q ´ 4¯ε
2 4
apf2p0q ´ 4qpf2p1q ´ 4q
(3.12)
Remark 3.8. As long as fp0q ‰ fp1q, the above limit can be adjusted to
any positive number just by choosing the correct shift ε. By Theorem 2.5,
the LSD of the eigenvalues of Tnpf ; εq does not depend on ε. The formula
(1.4) holds for Tnpf ; εq for any ε:
lim
nÑ8
TrrϕpTnpf ; εqqs
n
“ 1
2pi
ż 1
0
ż 2pi
0
ϕpfpxq ´ 2 cos tq dt dx
If one scales by Gpfq, one thus obtains a family of matrices whose asymp-
totic eigenvalue distribution is invariant, but the determinant can be made
to converge to any positive number.
The above results can also be modified for the case when f has a finite
number of jump discontinuities.
Theorem 3.9. (i) Let f be twice differentiable on r0, 1s, with a bounded
second derivative, except for r ă 8 jump discontinuities at c1, . . . , cr P
p0, 1q, where both sided limits exist and are finite, and f is left-continuous
at cj: fpcjq “ fpcj´q. Suppose, also, that f ą 2`  for some  ą 0. Then
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Dnpfq
Gpfqn “ α
rź
j“1
βjγ
tncju
j ` op1q (3.13)
where txu “ x´ txu is the fractional part of x,
α “ 1
2
fp1q `af2p1q ´ 4
4
apf2p0q ´ 4qpf2p1q ´ 4q
βj “ fpcj´q ´ fpcj`q `
a
f2pcj`q ´ 4`
a
f2pcj´q ´ 4
2 4
apf2pcj`q ´ 4qpf2pcj´q ´ 4q
and γj “ fpcj`q `
a
f2pcj`q ´ 4
fpcj´q `
a
f2pcj´q ´ 4
(ii) If f is right-continuous at cj, then the formula (3.13) holds with tcjnu
replaced by tcjnu1, where
txu1 “ 1` x´ rxs
is the fractional part of x, but equal to 1 if x is an integer.
Remark 3.10. Note that βj and γj are 1 if f is continuous at cj , so
(3.13) reduces to (3.12) for ε “ 1 when f is twice differentiable. Since
tcjnu “ tcjnu1 if cj is irrational, the difference between cases (i) and (ii)
of the above theorem only occurs when cj is rational. In that case the
difference arises when f is evaluated at the point cj .
Remark 3.11. Obviously, if there is a discontinuity in f , the limit
lim
nÑ8
Dnpfq
Gpfqn
does not exist. However, we can calculate the lim sup and lim inf. For
example, if there is one jump discontinuity at c “ p{q,
lim sup
nÑ8
Dnpfq
Gpfqn “ α ¨ β ¨maxtγ
1{q, γu
lim inf
nÑ8
Dnpfq
Gpfqn “ α ¨ β ¨mintγ
1{q, γu
If c is irrational, the same is true with γ1{q replaced by 1. Analogous
statements hold when there are r jump discontinuities.
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To illustrate the asymptotic behavior of Dnpfq{Gpfqn, we consider the
case of a single jump discontinuity at c P p0, 1q. If c “ p{q is rational,
tDnpfq{Gpfqnu (modulo an op1q term) is cyclic of order q. When c is irra-
tional, tDnpfq{Gpfqnu is dense on the interval between αβ and αβγ. This is
another indication of how exquisitely sensitive Dnpfq{Gpfqn is. The slight-
est irrational perturbation of the point of discontinuity from c “ 1{2, causes
the values of Dnpfq{Gpfqn (modulo the op1q term) to go from alternating
between two values to taking on infinitely many values. This behavior is
illustrated in figure 5. There we calculate Dnpfq{Gpfqn for the piecewise
function
fpxq “
#
3` x2 `?x sinp13xq x ă c
4.5´ cosp20xq{x x ě c (3.14)
We compare the values of Dnpfq{Gpfqn with αβγtcnu1 in the case when c is
rational and c is irrational. Agreement is quite good for moderately large
n.
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Figure 5: n vs. Dnpfq{Gpfqn for f as in (3.14). Left: c “ 1{2; right:
c “ .9 ´ 1.5{pi « .4225. The values of Dnpfq{Gpfqn are marked with
circles; the values of αβγtcnu1 are marked with `’s.
4 Some open problems, conjectures and other re-
marks
It is perhaps not surprising that Szego˝’s limit theorems can be generalized
to KMS matrices. These matrices begin to look very much like Toeplitz
matrices, locally, when n is large. There are a whole host of problems
revolving around generalizing other results for Toeplitz matrices to KMS
matrices. While some results for Toeplitz matrices have natural generaliza-
tions to KMS matrices, there are some challenges for KMS matrices that
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are fundamentally different from their Toeplitz counterparts.
The most powerful results for KMS matrices are for when the matrices
are normal. In this case, we can derive the LSD. In effect, we can completely
characterize how the spectrum behaves in the limit of large n. When Tnpaq
is not normal, all we can do is delimit a region in the complex plane where
most of the eigenvalues will lie. And, as figure 3 shows, this estimate
may not give much detail for the spectrum. Normal matrices also have
other desirable properties such as numerical stability that are lacking in
non-normal matrices. For these reasons, it is of interest to be able to
characterize when a matrix, or sequence of matrices, is normal. For KMS
matrices, it is easy to tell if they are Hermitian: Tnpaq is Hermitian if and
only of the symbol apx, tq is real valued. A condition along these lines for
normality would be quite valuable.
By a result of Brown and Halmos [12] (see also [31, 32]), a Toeplitz
matrix is normal if and only if its symbol b can be obtained by rotation
and translation of a real-valued symbol a, i.e. bptq “ c ` eiθaptq. (It
follows that the spectrum of a normal Toeplitz matrix lies on a line in the
complex plane.) However, no such characterization for KMS matrices has
been found. In fact, we were unable to construct sequences of normal KMS
matrices outside the obvious Toeplitz and Hermitian ones. This leads to
our first problem:
Problem 1. Characterize normal KMS matrices. Give a condition on
apx, tq to guarantee that Tnpaq will be normal.
It has long been known that some non-normal Toeplitz matrices are
so-called canonically distributed, as Widom calls them. This means that
the spectra accumulate on the range of the symbols. The question of which
Toeplitz matrices are canonically distributed is tied to the types of singu-
larities in the symbol [52, 53]. Thus, another avenue of research is to study
asymptotics when the symbol apx, tq has a singularity in t. The famous
Fisher-Hartwig conjecture was recently solved for Toeplitz matrices [16].
The first step is the following:
Problem 2. Formulate a generalized Fisher-Hartwig conjecture for KMS
matrices.
The second step, obviously, is to prove the conjecture.
In the general non-normal, non canonically distributed case, the spec-
trum of KMS matrices still appears to have some structure. Schmidt and
Spitzer [34] showed that if Tnpaq is Toeplitz where aptq is a trigonometric
36
polynomial, then the spectrum of Tnpaq accumulates on a set Λpaq consist-
ing of the union of a finite number of pairwise disjoint open analytic arcs
and a finite number of exceptional points (branch points and points λ such
that for some open neighborhood U of λ, ΛpaqXU is an analytic arc start-
ing and terminating on BU). Ullman [49] proved that Λpaq is connected.
Based on numerical experiments such as that seen in figure 4, we conjecture
that the same holds for KMS matrices when the symbol is smooth in x.
Hirschmann [21] obtained an implicit formula for the asymptotic density
of eigenvalues for banded Toeplitz matrices. It may be possible to do the
same for KMS matrices:
Problem 3. Determine the LSD for non-normal KMS matrices.
Necessary conditions for the first and second theorems for KMS matri-
ces are still lacking. For the first theorem, it was Trotter who first proved
that it was enough for the aˆk’s to be Riemann integrable. In their paper
on the Jacobi case, Kuijlaars and Serra Capizzano [25] reproved this result
for tridiagonal KMS matrices using potential theory. Their result was for
coefficients satisfying a closeness condition for functions only in L1pr0, 1sq.
Clearly, it is not sufficient to take the aˆkpxq to be only in L1pr0, 1sq. How-
ever, it may be enough for the aˆk to be in L
1pr0, 1sq, with the condition
that the set of discontinuities is nowhere dense.
Problem 4. Determine necessary conditions on the aˆk for the first theorem
to hold.
Consider the banded case where the symbol a is a trigonometric poly-
nomial
apx, tq “
qÿ
k“p
aˆkpxqeikt
Then, by Corollary 3.4, as long as the aˆk are C
1`, the limit
lim
nÑ8
detTnpaq
Gpaqn`1
exists and can be calculated. However, it is not known if this condition
is necessary. In figure 6 below we show the fraction Dnpfq{Gpfqn for the
discrete Schro¨dinger operator (3.11) where f has decreasing levels of regu-
larity. Numerical evidence suggests that it is not sufficient for fpxq to be
merely C1, although we have no proof of this result.
Problem 5. Determine necessary and sufficient conditions on the aˆk for
the second theorem to hold.
37
0 200 400 600 800 1000
0.92
0.94
0.96
0.98
1.00
1.02
0 200 400 600 800 1000
0.92
0.94
0.96
0.98
1.00
1.02
0 200 400 600 800 1000
0.92
0.94
0.96
0.98
1.00
1.02
Figure 6:
Dnpfq
Gpfqn for the discrete Schro¨dinger operator (3.11). Left: fpxq “
3.5 ` x2 sinp1{xq; middle: fpxq “ 3.5 ` x3{2 sinp1{xq; right: fpxq “ 3.5 `
x sinp1{xq.
One of the shortcomings of the Strong Szego˝ Theorem is that the error
term is computed in terms of a series of the Fourier coefficients of the log-
arithm. It can thus be somewhat opaque to deduce properties of the error
based on the symbol itself. The only case where we have a simple formula
for the error is for the discrete Schro¨dinger operator: the formula (3.12) in
the continuous case, and (3.13) when there are jump discontinuities. It may
be possible to use similar methods to obtain results for other operators.
Problem 6. Extend the formulas (3.12) and (3.13) to tridiagonal KMS
matrices.
For Toeplitz band matrices, the op1q error term in (1.5) is in fact Opqnq
for some 0 ă q ă 1 (see e.g. [6]). Consequently, Szego˝’s Strong Theo-
rem gives the complete asymptotic expansion of detpTnpaqq when a is a
trigonometric polynomial. All of the existing proofs of the strong theorem
for KMS matrices make use of the Euler-Maclaurin formula, and hence the
op1q error term is the best known result.
Problem 7. Improve the error term in the strong theorem for KMS band
matrices.
In applications (e.g. in determining stability) one is often interested in
the bounds for the eigenvalues. There is still the open problem:
Problem 8. Determine the extreme eigenvalues of a sequence of KMS
matrices.
The present paper is concerned with the spectra of KMS matrices. How-
ever, in applications it is often more important to know the pseudospectra.
Also of great importance are the eigenvectors of KMS matrices, of which
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we have said nothing. While a great deal is known about the pseudospec-
tra of Toeplitz matrices (see [6] and many references therein), not much is
known about the pseudospectra of KMS matrices. The paper of Trefethan
and Chapman [45] contains some interesting results on the pseudospectra
and eigenvectors of KMS (called “twisted Toeplitz” in that paper) matri-
ces. However, there is much more to be discovered. We can thus pose the
somewhat general problem:
Problem 9. Derive bounds on the pseudospectra of KMS matrices.
There is by now an enormous, and growing, literature on Toeplitz ma-
trices. Only a few of the results for Toeplitz matrices, importantly the first
and second Szego˝’s theorems, have been extended to KMS matrices. We
look forward with great anticipation to the development of theory for these
natural generalizations.
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