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Abstrakt 
Práce se zabývá koncepčním návrhem elementárního procesoru pro výpočty v pevné řádové čárce. 
Zkoumá a analyzuje vzájemnou spolupráci procesorů při výpočtu lineárních soustav diferenciálních 
rovnic se zaměřením na metodu Eulerovu, Runge-Kutta a metodu Taylorovy řady. Práce je rozdělena 
na dvě významné části. První část obsahuje návrh procesoru podle typu vzájemné komunikace 
vnitřních komponent procesoru a podle typu komunikace jednotlivých procesorů mezi sebou při 
výpočtu. V druhé části je uveden návrh a realizace specializovaného paralelního systému v několika 






The present thesis deals with the conceptual design of the elementary processor for computation of 
fixed point. This study will examine and analyze the cooperation of processors in the calculation of 
linear systems of differential equations with a focus on Euler's method, Runge-Kutta method and 
Taylor series. The thesis is divided into two major parts. The first part contains the processor design 
according to the type of communication processor internal components and the type of 
communication between processors in the calculation. The second part describes the design and 
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Celý život máme snahu porozumět chování různých systémů. Často využíváme k poznání určitého 
systému metodu náhodných pokusů a omylů, která je velice časově náročná. Volíme tedy cestu 
popisu systému jiným většinou zjednodušeným systémem. V souvislosti s rozšířením počítačů  
se začalo spoustu systémů v různých odvětvích simulovat pomocí spojitých modelů (chemické 
reakce, elektrické obvody, biologie, fyzika, …). Většinou lze tyto dynamické systémy a jevy popsat 
pomocí soustavy obyčejných diferenciálních rovnic, která je schopná definovat chování systému 
v daném časovém okamžiku. Soustavy lze řešit dvojím způsobem a to buď analyticky, nebo 
numericky. 
Analytické řešení soustav diferenciálních rovnic je omezeno jen na určitou omezenou třidu 
úloh a je velmi komplikované. Běžnější je proto numerické řešení diferenciálních rovnic a používání 
simulačních programových celků např.: Matlab [1], Maple [2], TKSL [3]. S tím souvisí otázka, jakým 
způsobem můžeme provádět výpočet na úrovni procesorů.  
Existují procesory s univerzálními instrukčními sadami, jež mohou být nasazeny  
na nejrůznější aplikace a vykonávat široké spektrum příkazů. Na druhou stranu jsou i specializované 
procesory, které se soustředí na jednu činnost (grafický procesor, audio procesor, …). Tyto 
jednoúčelové procesory si našly své místo ve speciálních systémech. Především tam, kde je 
požadovaná rychlost a tato specializace umožňuje jejich zlepšování a dosažení lepších vlastností. 
Tato práce se zabývá koncepčním návrhem právě takto specializovaného elementárního 
procesoru určeného pro numerické řešení diferenciálních rovnic. Předpokládá se, že data v tomto 
procesoru mohou být reprezentována jak pevnou řádovou čárkou, tak i plovoucí řádovou čárkou. 
Primárně je práce zaměřena na procesor s pevnou řádovou čárkou.  
Propojením více elementárních procesorů vzniká specializovaný paralelní systém, který  
je schopen rychleji a efektivněji řešit velké a složité soustavy diferenciálních rovnic. O tomto systému 
pojednává druhá část této práce. Soustavy diferenciálních rovnic jsou v praxi řešeny běžnými 





1.1 Struktura práce 
Struktura je volena tak, aby postupně odrážela současný stav vědění a obsahovala všechny důležité 
informace, které popisují výzkumnou činnost a její výsledky. 
V kapitole 2 se seznámíme s teorií numerického řešení obyčejných diferenciálních rovnic. 
Obsahuje např. základní definici pro řád diferenciálních rovnic, definici počáteční úlohy. Dále jsou 
zde vybrány nejdůležitější jednokrokové numerické metody pro řešení obyčejných diferenciálních 
rovnic. Najdeme zde také jejich obecné vzorce a některé jejich modifikace. Okrajově je zde zmíněno  
i pár informací o vícekrokových metodách. 
V kapitole 3 se nachází rozbor požadovaných matematických operací pro návrh 
elementárního procesoru. Najdeme zde způsob, jakým můžeme reprezentovat data potřebná 
k výpočtu a také jakými obvody lze realizovat jednotlivé matematické operace. 
Kapitola 4 obsahuje již samotný návrh elementárního procesoru. Detailně jsou zde rozebrány 
jednotlivé varianty procesorů. Každá varianta obsahuje princip, blokové schéma a popis činnosti 
daného elementárního procesoru (integrátoru). Je zde uvedena technická realizace elementárních 
procesorů pro specializovaný paralelní systém a jejich teoretická časová náročnost výpočtu. 
V kapitole 5 je uveden teoretický úvod a analýza k problematice spolupráce elementárních 
procesorů a obecných paralelních architektur. Jsou zde probrány základní pojmy, ale také např. 
Flynnova taxonomie paralelních architektur. Dále jsou zde uvedeny základní modely paralelních 
počítačů. 
Kapitola 6 obsahuje analýzu propojovací sítě pro specializovaný paralelní systém. Najdeme 
zde rozbor přímých i nepřímých propojovacích sítí. Lze zde najít např. schéma klasifikace 
propojovacích sítí nebo konkrétní schémata jednotlivých topologii jak přímých, tak i nepřímých sítí. 
Kapitola 7 obsahuje návrh specializovaného paralelního systému pro výpočet obyčejných 
diferenciálních rovnic a rozbor jeho jednotlivých hlavních částí. Jsou zde zmíněny např. základní 
úkoly řídící jednotky nebo také detaily o propojovacím systému. 
Kapitola 8 odráží práci a experimenty se specializovaným paralelním systémem. Najdeme 
zde například výsledky měření časové náročnosti pro určitou třídu úloh nebo údaje o dosažené 
přesnosti výpočtu v závislosti na velikosti datové šířky operandů. Také je zde uvedeno jakým 
způsobem pracovat a simulovat specializovaný paralelní systém. Dále je zde např. uveden příklad 
výpočtu na školním přípravku FITkit [20]. 
Kapitola 9 shrnuje dosažené výsledky bakalářské práce, hodnotí splnění cílů a představuje 
možnosti dalšího výzkumu v této oblasti. 
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2 Numerické řešení diferenciálních 
rovnic 
Úkolem této kapitoly je podat lehký nástin a úvod do problematiky numerického řešení obyčejných 
diferenciálních rovnic. Jedná se tedy o stručný přehled pojmů a teorie, se kterým se budeme setkávat, 
nebo budou nějakým způsobem souviset s věcmi v dalších kapitolách práce.  Nalezení analytického 
řešení rozsáhlých soustav diferenciálních rovnic je složité, mnohdy nemožné. V současné době  
se s rozmachem výpočetní techniky čím dál častěji využívá numerického řešení. Zaměřme se tedy  
na problém numerického řešení obyčejných diferenciálních rovnic s počáteční podmínkou. 
2.1 Cauchyova úloha 
Řád diferenciální rovnice je roven nejvyšší derivaci neznámé funkce, která se v rovnici vyskytuje. My 
se budeme zabývat rovnicí prvního řádu. Mějme na intervalu       řešit diferenciální rovnici prvního 
řádu 
  ( )    (   ( ))     (2.1) 
s počáteční podmínkou 
 (  )                    (2.2) 
Nejčastěji se bere        Pak úloha (2.1), (2.2) se nazývá počáteční úlohou nebo také Cauchyova 
úloha (čteme kóšiova). Tato část teorie byla převzata z odborného zdroje [4]. 
2.2 Jednokrokové metody 
Obecně jednokrokové metody jsou metody, které počítají přibližnou hodnotu řešení v dalším uzlovém 
bodě pomocí hodnoty v předchozím uzlovém bodě.  
Formálněji řečeno, jedná se o metody, které se vyznačují tím, že přibližné řešení v      
v uzlu      se počítá ze vztahu, v němž kromě neznámé      vystupuje předchozí uzel   , vypočtená 
hodnota    v tomto uzlu a samozřejmě pravá strana diferenciální rovnice  (   ). Jednokrokovou 
metodu pak lze vyjádřit vztahem 
          (              ).   (2.3) 
Funkce   je funkcí čtyř proměnných            a  , závislá na funkci  (   ). Pokud funkce    
na      nezávisí, jde o metodu explicitní, pokud   na      závisí, jedná se o metodu implicitní. 
Předchozí tvrzení tedy lze obecně shrnout do dvou bodů: 
 Explicitní – Výsledek získáme dosazením do vzorce. 
 Implicitní – Vyžadují řešení algebraických rovnic v každém kroku. 
 




2.2.1 Taylorova řada 
Taylorovu řadu lze považovat za základní jednokrokovou iterační metodu. Mějme funkci   v bodě  . 
Pro následující hodnotu     lze napsat Taylorovu řadu následujícím vztahem 
           
   (     )   
  
  
    (     )     
  
  
    (     ),  (2.4) 
kde   je integrační krok. Tato metoda umožňuje určit přesnost výpočtu. Výpočet konkrétní hodnoty 
     je iteračně prováděn až po dosažení zadané přesnosti výpočtu, kdy je rozdíl dvou po sobě 
následujících hodnot členů Taylorovy řady menší než požadovaná přesnost. Hlavní problém spojený  
s použitím Taylorovy řady spočívá v nutnosti použití vyšších derivací. Tato část teorie byla převzata  
z odborného zdroje [6]. 
2.2.2 Eulerova metoda 
Nejjednodušší jednokroková Eulerova metoda využívá pouze první dva členy Taylorovy řady. 
Obecný tvar metody je uveden v následující rovnici 
 (   )   ( )     (   ( )).    (2.5) 
Pravou stranu rovnice je dále možné upravit 
   (   ( ))    ( ).     (2.6) 
Po vyjádření vztahu (2.6) a dosazení do rovnice (2.5) dostaneme tvar 
 (   )   ( )      ( ),    (2.7) 
kde  ( ) je přibližné řešení v předchozím uzlovém bodě,   označuje integrační krok a   ( ) je 
derivace v předchozím uzlovém bodě. Geometrický význam Eulerovy metody můžeme vidět na 
obrázku 1.  
 
Obrázek 1: Geometrický význam Eulerovy metody 
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V praxi se již příliš nepoužívá hlavně kvůli její malé přesnosti. Je pro svou jednoduchost 
východiskem mnoha teoretických úvah a jejím zobecňování můžeme dostat nové přesnější metody. 
Tato část teorie byla převzata z odborného zdroje [7]. 
 
2.2.3 Metoda Runge-Kutta 
Jedná se o přesnější metodu ve srovnání s Eulerovou metodou. Výpočet provádíme i mezi 
jednotlivými uzly   . Výsledný přírůstek najdeme jako váhový průměr vypočtených hodnot a jejich 
počet nám udává řád metody. Pro metodu Runge-Kutta 2. řádu existují dvě různé varianty. První 
z nich označovaná jako lichoběžníková (2.8) a druhá nazývaná jako zlepšený Euler (2.9). Obecný tvar 
metod je 
          (
 
 
   
 
 
  )     (2.8) 
          (     ) 
          (              ) 
                 (2.9) 
           (     ) 
           (     
 
 
     
 
 
    ) 
Nejvíce používanou je metoda Runge-Kutta 4. řádu. Vztah pro výpočet následujícího uzlového bodu 
je (2.10) 
        
 
 
  (               )   (2.10) 
       (     ) 
       (     
 
 
     
 
 
    ) 
       (     
 
 
     
 
 
    ) 
       (              ) 
kde    je přibližné řešení v předchozím uzlovém bodě,   označuje integrační krok,   je derivace  
v předchozím uzlovém bodě a             jsou pomocné výpočty prováděné uvnitř kroku. Metoda 
Runge-Kutta provádí uvnitř kroku další pomocné výpočty, čímž dosahuje vyšší přesnosti. Při stejné 
délce kroku je podstatně přesnější než Eulerova metoda. Více informací o metodách Runge-Kutta 




2.3 Moderní metoda Taylorovy řady 
Pod pojmem „Moderní metoda Taylorovy řady“ si můžeme představit numerickou metodu, která 
využívá Taylorovu řadu. Metoda automaticky kontroluje velikost integračního kroku v závislosti  
na stabilitě numerické metody. Používá daný počet členů Taylorovy řady v závislosti na přesnosti 
výpočtu. Výhodou je, že ji lze paralelizovat na vhodné hardwarové architektuře.  
Důležitou součástí metody (tak jak je implementována např. v TKSL [3]) je automatické 
nastavení řádu integrační metody. Znamená to tedy, že se používá tolik členů Taylorovy řady, kolik  
je potřeba na požadovanou přesnost výpočtu. Při výpočtu v jednotlivých krocích konstantní délky 
používá proměnný řád metody. Analogicky je možno pro daný řád metody modifikovat délku 
použitého integračního kroku. Tato vlastnost pozitivně ovlivňuje stabilitu a rychlost výpočtu. 
Nezbytnou součástí metody je automatická transformace zadání. Původně zadaná soustava 
nelineárních diferenciálních rovnic se automaticky transformuje na tvar, u kterého lze snadno 
rekurentně vypočítat jednotlivé členy Taylorovy řady. 
Při výpočtu transformované soustavy se (po provedené automatické transformaci zadání) 
provádějí jen základní matematické operace sčítání, odčítání, násobení a dělení, lze pro jejich 
realizaci navrhnout jednoduché specializované elementární procesory (návrhy jsou i součástí této 
práce více kapitola 4) a získat paralelní výpočetní systém s relativně jednoduchou architekturou. 
První experimenty již byly provedeny pomocí hradlového pole Xilinx FPGA např. v práci [6]. Další 
experimenty jsou součástí této práce v kapitole 8. Více detailů o moderních metodách Taylorovy řady 
najdeme např. v [5]. 
2.3.1 Způsob použití Taylorovy řady 
Moderní metoda Taylorovy řady [3] pro numerické řešení obyčejných diferenciálních rovnic byla 
vytvořena na základě analýzy nejjednodušší homogenní lineární diferenciální rovnice 1. řadu  
s konstantními koeficienty - tzv. Dahlquistův problém. 
     ,   ( )    ,        (2.11) 
Blokové schéma řešení s využitím známého a často používaného symbolu integrátoru a násobící 
konstanty je uveden na obrázku 2: 
 
Obrázek 2: Dahlquistův problém 
Při aplikaci na rovnici Eulerovy metody (2.5) dostaneme: 
           ,              (2.12) 
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Podobným způsobem lze aplikovat Taylorovu řadu i na metodu Runge-Kutta 2 a 4. řádu [6]. Tato část 
teorie byla převzata z odborného zdroje [5]. 
2.4 Vícekrokové metody 
Vícekrokové metody počítají přibližnou hodnotu řešení v dalším uzlovém bodě pomocí hodnot  
v několika předchozích uzlových bodech. Proto je potřeba použít na začátku výpočtu jednokrokové 
metody, abychom si vypočítali několik předchozích bodů. Tato vlastnost velmi komplikuje použití  
v simulacích při častých změnách integračního kroku. Vícekrokové metody jsou přesnější  
než jednokrokové metody, ale jejich výpočet je náročnější. Příkladem vícekrokové metody je metoda 
Adams-Bashforth. 
2.4.1 Adams-Bashforth 
Jedná se o první významnou numerickou metodu pro řešení obyčejných diferenciálních rovnic. Byla 
vyvinuta již v 19. století a dodnes tvoři významnou část ve většině moderních softwarových nástrojů. 
Jde se o vícekrokovou metodu. Metoda Adams-Bashforth počítá následující hodnotu ze čtyř 
předchozích hodnot podle vzorce 
        
 
  
 (                        ).  (2.13) 
Problém nastane, při spuštění vypočtu. Metoda není tzv. „samostartující“, ale je „dopředná“, což 
znamená, že je nutné použít jednokrokovou metodu pro výpočet několika předchozích uzlů. Více 
informací o vícekrokových metodách najdeme např. v [4, 5, 6, 7].  
 
2.5 Shrnutí 
Každou diferenciální rovnici nebo soustavu rovnic, lze převést na ekvivalentní blokové schéma. 
Tento způsob je typický zejména pro analogové počítače, kde se podle blokového schématu provedlo 
zapojení jednotlivých prvků a následně jsme získali požadované řešení. Metoda Taylorovy řady 
poskytuje velice přesné řešení obyčejných diferenciálních rovnic. Při srovnání použití metody Runge-
Kutta a Taylorovy řady stejných řádů, je počet výpočetních operací při použití Taylorovy řady menší. 




3 Analýza matematických operací 
Návrh elementárního procesoru jako jednoúčelové aritmeticko-logické jednotky (ALU), která  
by měla provádět numerickou integraci, musí vycházet z analýzy matematických operací, které jsou 
potřebné pro samotný výpočet.  
Nejjednodušší případ z hlediska návrhu nastane, pokud řešíme homogenní diferenciální 
rovnice 1. Řádu např. (2.11) a (2.12). Z těchto vztahů můžeme vyčíst jednotlivé požadované 
matematické operace pro elementární procesor, které jsou nezbytné pro vypočítání jednotlivých členů 
Taylorovy řady (2.4).  
Jedná se o matematické operace násobení, sčítání, odčítání a dělení. Detailnější rozbor bude 
přestaven v následujících kapitolách, kde se kromě způsobu uložení dat dozvíme, jakým způsobem  
je možné realizovat jednotlivé operace obvodově. 
3.1 Reprezentace dat 
Protože chceme provést rozbor matematických operací, musíme nejprve definovat formát a způsob 
jakým budeme reprezentovat data používané v počítačích. Nejzákladnější rozdělení je na pevnou  
a pohyblivou řádovou čárku. Je dobré si uvědomit, že někdy lze použít i název pohyblivá, či pevná 
tečka. Tohle názvosloví vyplývá z anglické terminologie, kde na místo desetinné čárky používají 
desetinou tečku. 
3.1.1 Čísla s pevnou řádová čárka 
Pokud jsou čísla vyjádřené pomocí tohoto formátu, můžeme chápat jako jistou podmnožinu čísel 
racionálních. Název napovídá, že všechna čísla mají řádovou binární čárku umístěnou na stejném 
místě. Podmínkou je tedy, že musí být tedy zachován stejný počet binárních cifer v každém 
reprezentovaném čísle. Následující tabulka 1 znázorňuje uložení číselné hodnoty na osmi bitech 
s desetinou čárkou mezi čtvrtým a třetím bitem. 
Pozice 7 6 5 4 3 2 1 0 
Váha 24 23 22 21 20 2-1 2-2 2-3 
Desítková váha 16 8 4 2 1 0,5 0,25 0,125 
Tabulka 1: Způsob reprezentace dat na osmi bitech v pevné řádové čárce 
Můžeme si všimnout, že pozice, na které je umístěna řádová čárka, je nám dopředu známá. V tomto 
případě se nachází mezi třetím a čtvrtým bitem. Není zde tedy nutnost pozici přidávat k samotné 
číselné hodnotě. Formátů pro čísla s pevnou řádovou čárkou, které se používají, je více. Nejznámější 




Obrázek 3: Formáty čísla s pevnou řádovou čárkou 
Mezi používané kódy pro uvedené formáty patří přímý kód se znaménkem, inverzní kód, doplňkový 
kód a kód s lichým či sudým posunutím. Protože pro operace v pevné řádové čárce je nejvýhodnější 
použití kódu doplňkového, budeme v dalším textu uvažovat právě tento kód. Výhoda použití 
doplňkového kódu spočívá zejména v tom, že se sčítačka pro tento kód nijak neliší od klasické 
sčítačky pracující s přímým kódem. Zde uvedený souhrn vychází z odborných článků [10] a [12]. 
3.1.2 Čísla s pohyblivou řádovou čárkou 
Čísla v pevné řádové čárce mají značně omezený rozsah hodnot. Pro zvětšení rozsahu hodnot 
používáme formát pohyblivé řádové čárky. Čísla s pohyblivou řádovou čárkou mají obecný tvar: 
   (  )     .     (3.1) 
Mantisa   obsahuje informace o hodnotě čísla. Exponent   obsahuje informace o pozici řádové 
čárky. Základ   udává rozsah číselné soustavy a   je znaménko, které určí, zda je číslo záporné nebo 




Obrázek 4: Formát čísla s pohyblivou řádovou čárkou 
Jeden z nejrozšířenějších formátů zobrazení čísel s pohyblivou řadovou čárkou je standard IEEE 754. 
V počítačích se používá několik různých formátů čísel v pohyblivé čárce.  
V současné době prakticky všechny matematické koprocesory, programovatelné grafické 
procesory nebo knihovny, které pracují s číselnými hodnotami v pohyblivé řádové čárce, podporují 
formát jednoduché přesnosti označován jako single. Používá 32 bitů k uložení numerické hodnoty 






Obrázek 5: Formát „Single Precision“ v paměti 
S    Biased Exponend       Mantissa 
E M S 
0     0     0     1     0     1     1     0     0     0     1    0     0     0     
32 bits 
31 30 23 22 
8 bits 
0 
23 bits + implicit 1 
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První část je tvořena znaménkovým bitem. V našem případě je označena jako   (sign). V této části je 
uloženo znaménko. Pak následuje 8 bitů pro uložení posunutého exponentu. V poslední části, tvořené 
23 bity, je uložena mantisa. 
Norma IEEE 754 obsahuje kromě základního formátu single i formát dvojité přesnosti 
(double). V mnohém je podobný formátu s jednoduchou přesností. Jak vidíme z obrázku  
6 nejvýznamnější bit je nositelem znaménka. Následuje 11 bitů pro uložení posunutého exponentu. 
Zbývajících 52 bitů tvoří mantisu.  
 
 
Obrázek 6: Formát „Double Precision“ v paměti: 
Zde uvedený souhrn vychází z odborného zdroje [11] a [13]. 
3.2 Sčítání 
V kapitole 2 a 3 jsme na základě teorie o numerickém řešení soustav diferenciálních rovnic stanovili 
základní matematické operace, které bude muset náš procesor realizovat. Ukážeme si, jakým 
způsobem jsou tyto operace prováděny co je k nim potřeba a rozbor základních obvodů, které by 
mohli danou operaci realizovat. Operaci sčítání lze provést pouze za předpokladu, že obě hodnoty 
mají shodný počet bitů před a za binární řádovou čárkou. Pokud je tato podmínka splněna lze provést 
součet podle vztahu: 
          (   )    .   (3.2) 
Sčítání dvou čísel s pevnou řádovou čárkou je shodné jako sčítání celočíselných hodnot. Pokud 
procesor obsahuje aritmetické instrukce, které umí pracovat s celočíselnými hodnotami, můžeme  
pak tyto instrukce použít i nad hodnotami tohoto formátu. Při sčítání může dojít k přetečení výsledku.  
V elementárním procesoru tuto skutečnost většinou signalizujeme pomocí příznaků. Sčítačky se dělí 
na sériové (jednobitové) a paralelní. 
3.2.1 Sériová sčítačka 
Matematické operace sčítání se používají, jak ve složitějších obvodech, tak i v těch jednodušších. 
Využití této operace najdeme např. v odečítání, násobení i dělení. Sčítačka je tedy velice důležitým 
prvkem. Z toho vyplývá, že na vlastnostech sčítačky jsou závislé i parametry celého výpočetního 






Obrázek 7: Úplná jednobitová sčítačka 
S     Biased Exponend       Mantissa 64 bits 
63 62 52 51 0 
11 bits 52 bits + implicit 1 
ADD 





Sčítání  -bitových čísel provedeme následovně. Nejprve přivedeme postupně na vstupy A, B oba 
operandy, které chceme sečíst. Dále od nejnižšího bitu, posupně získáváme výsledek součtu, obou 
operandů na výstupu S. Výstup Ci obsahuje přenos, který vzniká při sčítání. Vstup Co slouží pro 
přenos do dalšího řádu. Při sériovém sčítání se mezi ně zapojí nějaký paměťový prvek, který slouží  
k uchování přenosu. Tímto prvkem může být např. D klopný obvod. Pravdivostní tabulka hodnot, pro 
úplnou jednobitovou sčítačku, je uvedena v tabulce 2. 
vstup výstup 
A B Ci Co S 
0 0 0 0 0 
0 0 1 0 1 
0 1 0 0 1 
0 1 1 1 0 
1 0 0 0 1 
1 0 1 1 0 
1 1 0 1 0 
1 1 1 1 1 
Tabulka 2: Pravdivostní tabulka úplné jednobitové sčítačky 
3.2.2 Paralelní sčítačka 
Paralelní sčítačky bývají většinou složeny z jednobitových. Základní problém při této konstrukci ale 
nastane s rychlostí šíření vzniklého přenosu mezi jednotlivými sčítačkami. Jak docílit co 
nejrychlejšího šíření přenosu je vysvětleno dále. 
Pokud zapojíme několik jednobitových sčítaček za sebou, vznikne nejjednodušší paralelní 
sčítačka s postupným přenosem. Blokové schéma paralelní sčítačky s postupným přenosem můžeme 
vidět na obrázku 8. Na obrázku 9 je pak znázorněna její vnitřní realizace pomocí jednobitových 



























 ADD        
C2 C3 C4 C5 C6 C7 C8 
A1 B1 A2 B2 A3 B3 A4 B4 A5 B5 A6 B6 A7 B7 
ADD ADD ADD ADD ADD ADD ADD 
S1 S2 S3 S4 S5 S6 S7 
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Přenos u takovéto paralelní sčítačky se postupně šíří z nejnižší sčítačky po nejvyšší. U první sčítačky 
se objeví výstupní přenos C1 za dobu 2T. Čas výpočtu celého přenosu Cn je roven  ·2T. To je ale 
příliš dlouho. Proto byly vyvinuty sčítačky s rychlým šířením přenosu. U paralelní sčítačky s rychlým 
přenosem, se ke zrychlení šíření přenosu zapojí pomocný obvod CLA (Carry Look – Ahead). Jinou 
variantou je paralelní sčítačka s přeskakováním přenosu. Více detailnějších informací je uvedeno 
v literatuře [6, 14]. 
3.2.3 Sčítačka s rychlým přenosem 
Ke sčítačkám je zapojen pomocný obvod CLA. Anglicky se tato sčítačka nazývá „carry look-ahead“. 
Zapojení je zobrazeno na obrázku 11. 
 
Obrázek 11: Paralelní sčítačka s rychlým přenosem 
Návrh je založen na definici dvou pomocných funkci sčítačky, označené   a  . P je funkce popisující 
kdy přenos   projde sčítačkou ze vstupu přenosu na výstup přenosu. Funkce    určuje, kdy vznikne 
přenos v odpovídající sčítačce. Tento typ sčítačky s rychlým šířením přenosu je nejrychlejší možná 
varianta paralelní sčítačky. Složitost obvodu pro generování přenosu CLA roste s rostoucí šířkou 





Odčítání se nejčastěji realizuje pomocí přičítání čísla s opačným znaménkem. Obvod sčítačky se tedy 
doplní pouze obvody, které vytvoří doplňkový kód jednoho z operandů a ten se potom přivede na 
vstup sčítačky. Doplněk se vytvoří negací všech bitů daného operandu a následným přičtením 
jedničky k nejméně významovému bitu. 
3.4 Násobení 
Základní operace, která je prováděna při numerické integraci Taylorovou řadou, je operace násobení. 
Z tohoto důvodu je výběr vhodné násobičky velice důležitá záležitost. Při násobení čísel máme dvě 
možnosti jak násobit. První možnost je násobení absolutních hodnot čísel a poté doplnit znaménko. 
Druhou možností je násobit přímo čísla se znaménkem. Operace násobení může být prováděna 
sériově nebo paralelně naráz v jednom kroku. 
3.4.1 Sériová násobička 
Obvod, který provádí sériové násobení čísel bez znaménka, můžeme vidět na obrázku 14. 
 
Obrázek 14: Princip sériového násobení s příkladem 
Násobenec je uložen v registru A, v registru B je uložen násobitel. Výsledek je uložen do registrů  
C1 (horní část bitů), C0 (dolní část bitů). Registry C0 a B lze ztotožnit. Dále v obvodu vidíme,  
že obsahuje dva funkční bloky. Jedná se o blok sčítačky (ADD) a blok posunu bitů (POSUV). 
Způsob, jakým funguje celý obvod, je ukázán na příkladu vedle. Pokud chceme čísla násobit se 
znaménkem, musíme důsledně provádět práci se znaménkem (šíření znaménka). Existuje několik 
dalších algoritmů, které provádějí násobení čísel se znaménkem. Mezi nejvíce používané a obecně 
známé patří Boothův algoritmus násobení. 
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3.4.2 Boothův algoritmus násobení 
 Tento algoritmus je založen na dílčích součtech (rozdílech) a posuvech. Násobení tímto algoritmem 
vychází z násobitele a to porovnáním postupně všech jeho sousedních bitů (právě zpracovávaného  
a předchozího). Kombinace sousedních bitů násobitele určuje prováděnou operaci podle tabulky 7. 
Jedná se o variantu, která se nazývá Boothovo překódování s radixem 2. 
logická hodnota bitů násobitele 
odpovídající akce 
bi bit bi-1 bit 
0 0 přičtení nul k mezivýsledku 
0 1 přičtení násobence k mezivýsledku 
1 0 odečtení násobence od mezivýsledku 
1 1 přičtení nul k mezivýsledku 
Tabulka 7: Princip Boothova algoritmu – překódování s radixem 2 
V prvním kroku se nesrovnává poslední a předposlední bit násobitele. Srovnává se pouze poslední bit 
s hodnotou 0. Právě tuto nulu označujeme za tzv. Malou nulu. Pro řízení násobení pomocí tohoto 











Obrázek 15: Obvod generující řídící signály pro Boothův algoritmus 
 
Signál NEG společně se signálem Cin (logická hodnota ”1”) slouží k vytvoření záporného násobence 
(odečtení násobence od mezivýsledku). Signál BL (logická hodnota ”0”) slouží k zablokování přičtení 
násobence k mezivýsledku (při stejné kombinaci vstupních bitů) vynuluje násobence (přičtení nul). 
Z obrázku 15 je patrné, že signály BL a NEG nastavují vždy poslední bit registru násobence  
a hodnotu uloženou v D klopném obvodu. Hodnoty signálů, které jsou nastaveny logikou v závislosti 
na sousedních bitech, jsou popsány v tabulce 8.  
blast bit v klopném obvodu BL NEG 
0 0 0 0 
0 1 0 0 
1 0 1 1 
1 1 0 1 
 














K výpočtu je potřeba kladný i záporný tvar násobence. Podle aktuálně zpracovávaných bitů násobitele 
algoritmus rozhodne, který tvar (nebo nulu) přičte k mezivýsledku. Z jednoduchého Boothova 
překódování (s radixem 2) je odvozeno překódování ”2 bity najednou”, neboli Boothovo překódování 
s radixem 4. Existuje i Boothovo překódování s radixem 8, 16. Tyto varianty používají menší počet 
mezivýsledků (dílčích součinů), takže výpočet probíhá rychleji. Vice informaci o Boothově algoritmu 
je v [16]. Řešení, které odstraňuje nevýhodu nízké rychlosti výpočtu ale za cenu zvětšení plochy 
obvodu a zpoždění logiky, představují paralelní násobičky. 
3.4.3 Paralelní násobička 
Paralelní násobičku si můžeme představit jako násobičku sériovou, která je „rozprostřená do 
prostoru“. Abychom si přiblížili způsob, jakým se provádí paralelní násobení, ukážeme si malou 
demonstraci výpočtu na příkladu, který je na obrázku 16. 
 
Obrázek 16: Příklad paralelního násobení 
Princip paralelní násobičky je znázorněn na obrázku 17. Jedná se o násobení dvou čtyř bitových čísel, 
uvedených v příkladu na obrázku 16. 
 
Obrázek 17: Princip paralelní násobičky 
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Problémem paralelní sčítačky je zpoždění obvodu, které se zvyšuje s roustoucí délkou operandů. 
Rychlost kombinační násobičky můžeme zvýšit přidáním registru pro uchování přenosů. Princip 
takové násobičky můžeme vidět na obrázku 18. 
 
Obrázek 18: Paralelní násobička s uschovávanými přenosy 
Po této změně mohou být sčítačky s postupným přenosem odstraněny a nahrazeny sčítačkami  
s uchováním přenosu. Tím dosáhneme zrychlení, protože přenos se už nebude šířit klasicky po 
řádcích, ale bude přeskakovat z jednoho řádku do následujícího. Navíc se mohou sčítačky pro 
nejvyšší řád nahradit jen hradlem. Nakonec se ale musí přidat řada sčítaček s postupným přenosem, 
kde dojde ke kompletaci výsledku. Toto uspořádání je rychlejší, než paralelní násobička využívající 
sčítačky s postupným přenosem a nazývá se Wallaceův strom. Ten slouží jako základ pro další možná 
vylepšení paralelní násobičky. 
3.5 Dělení 
Z rozboru použití Taylorovy řady (rovnice (2.4) vyplývá, že dělení se používá pouze k vyčíslení 
podílů integračního kroku   při výpočtu jednotlivých členů Taylorovy řady. Tato hodnota je stejná 
pro všechny řešené rovnice. Jedná se o dělení dvou konstant, protože v době spuštění výpočtu víme, 
jaký bude použit integrační krok  . Na základě toho si tyto hodnoty můžeme předpočítat dopředu 
mimo celý paralelní systém např. na počítači, který bude celý systém ovládat. Následně řadič zajistí 
dodání jednotlivých podílů všem výpočetním jednotkám. Hardwarová realizace děličky přímo  
v navrhovaném paralelním systému by byla zbytečně složitá, pomalá a zabírala zbytečné místo, které 
může být využito účinněji. 
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4 Návrh elementárního procesoru 
Abychom byli schopni sestrojit specializovaný paralelní systém, musíme nejdříve provést návrhy 
elementárních procesorů, nebo také chcete-li aritmeticko-logické jednotky (ALU). Základ celého 
systému tvoři elementární procesor.  
Tento procesor provádí vlastní vypočet numerické integrace. Můžeme tedy uvést pro 
srozumitelnost, že pojmy aritmeticko-logická jednotka a elementární procesor jsou ekvivalentní  
a představují pro nás integrátor. Díky propojení stovek až tisíců elementárních procesorů může být 
řešena velmi rozsáhla soustava diferenciálních rovnic.  
Elementární procesor je koncipován jako specializovaná jednoúčelová jednotka, která provádí 
základní matematické operace sčítání a násobení. 
V kapitole 2 v části popisující metodu Taylorovy řady je vysvětleno, jakým způsobem je 
řešen problém při výpočtu převedením na soustavu homogenních lineárních diferenciálních rovnic 
s konstantními koeficienty. Při numerickém výpočtu těchto diferenciálních rovnic pomocí metody 
Taylorovy řady se používají dvě základní matematické operace násobení (výpočet    ) a sčítání 
(výpočet     ).  
Již zmíněné matematické operace lze provádět dvojím způsobem. Buď probíhají operace 
sériově, nebo paralelně. Podobně i samotná komunikace mezi procesory může být prováděna taktéž 
sériově i paralelně. Podle toho budeme dále návrhy elementárních procesorů (integrátorů) dělit do 
následujících skupin: 
 paralelně-paralelní integrátory – (paralelní komunikace procesorů a paralelní výpočet 
vnitřních komponent) 
 sériově-paralelní integrátory – (sériová komunikace procesorů a paralelní výpočet 
vnitřních komponent) 
 sériově-sériový integrátor – (sériová komunikace procesorů a sériový výpočet 
vnitřních komponent) 
 
Abychom rozlišili v návrhu blokových schémat typ komunikace, je zde zavedena konvence, že tlustá 
světlá šipka značí komunikaci paralelní a tenká černá šipka značí komunikaci sériovou. 
4.1 Paralelně-paralelní integrátor 
U tohoto typu integrátoru je prováděna komunikace, jak mezi samotnými integrátory, tak i mezi jeho 
vnitřními komponenty paralelně. Násobení je prováděno paralelní násobičkou a sčítání paralelní 
sčítačkou. Blokové schéma integrátoru je na obrázku 19. Můžeme si všimnout čárkovaně 
vyznačeného symbolu integrátoru, jak ho běžně známe. Integrátor obsahuje vývody pro paralelní 
vstup a výstup. Dále má paralelní vstup pro počáteční podmínku a paralelní vstup integračního kroku. 
Funkčními bloky jsou registr výsledku (RV), registr součinu (RD), multiplexor (MPX), paralelní 





















Obrázek 19: Blokové schéma paralelně-paralelního integrátoru 
4.1.1 Princip integrátoru 
Paralelně-paralelní integrátor funguje následovně. Na začátku cyklu se do registrů RD a RV uloží 
hodnota vstupu   . Na vstupu se objeví hodnota  (  ), která je výstupní hodnotou prvku, který je 
připojen na vstup integrátoru. Integrační krok se nataví na velikost hodnoty  . Součin (z násobičky 
MULT) těchto dvou vstupů se přepíše do registru RD a současně se přičte k registru RV. V RD je 
tedy hodnota     a v RV je mezisoučet       . V dalším kroku se na vstupu objeví  (   )  
a integrační krok. Jejich roznásobením se vypočítá    , jež se opět uloží do RD sečte s RV. Celý 
cyklus se opakuje, dokud není docíleno požadované přesnosti, nebo maximálního počtu iterací, čímž 
získáme     . 
4.1.2 Časová náročnost výpočtu 
Tento typ integrátoru je nejrychlejší, čas výpočtu jednoho členu Taylorovy řady je 
                   .     (4.1) 
Jeden člen Taylorovy řady     je dán součtem času, který zabere násobení      a sčítání     . Dále je 
možno uvažovat i zpoždění signálů v propojovací síti     . Problém u paralelně-paralelního 
integrátoru je největší složitost zapojení, na kterém má největší podíl kombinační násobička (velký 
počet hradel). Dalším nepříznivým kritériem je počet vstupů a výstupů, který je přímo úměrný šířce 
paralelní datové sběrnice. 
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4.1.3 Technická realizace 
V praxi se pak schéma paralelně-paralelního integrátoru bude mírně lišit. Je zde např. uveden ještě 
další multiplexor (MPX2), který jsme v návrhu zanedbali. Slouží k přepnutí počáteční podmínky na 
















Obrázek 20: Příklad technická realizace paralelního integrátoru 
Paralelní násobička MULT provádí násobení dat na vstupu (DATA_IN) integrátoru s hodnotou 
integračního kroku (DATA_H). Paralelní sčítačka SUM provádí součty jednotlivých členů Taylorovy 
řady (   ). Multiplexor MPX1 slouží k přepnutí hodnoty výsledku násobení (   ) nebo výsledku  
z RV do RD. Multiplexor MPX2 slouží k přepnutí počáteční podmínky (DATA_START) na počátku 
výpočtu, jinak je přepnut na výstup ze sčítačky SUM. Registr výsledku RV slouží k uchování 
celkových výsledků (    ). Registr násobení RD slouží k uchování hodnot výsledků násobení (   ). 
4.1.4 Činnost integrátoru - implementace 
Činnost integrátorů je popsána pomocí následujících odrážek, které jsou seřazeny chronologicky po 
sobě, jak následují stavy integrátoru při výpočtu. 
 Inicializace – Vynulování čítače, který počítá výsledky a členy Taylorovy řady, čekání na 
zadání vstupních dat, MPX2 přepnut na vstup DATA_START. 
 Nahrání Y0 do RV – Nahrání počáteční podmínky do registru RV.  
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 Nahrání Y0 do RD – Nahrání počáteční podmínky do registru RD cestou z registru RV. 
 Přepnutí MPX – Oba multiplexory se přepnou signálem ARV= logická (1), MPX1 na vstup  
z násobičky MULT a MPX2 na vstup ze sčítačky SUM. 
 Výpočet – Probíhá v cyklu vynásobením hodnot, které jsou v násobičce MULT  
a sečtením ve sčítačce SUM. 
 Zápis RV - Zápis mezivýsledku do registru RV. 
 Zápis RD - Zápis výsledku násobení     do registru RD Čítač ORD zvýšení čítače řádu 
metody a test, zda bylo dosaženo požadované přesnosti.  
 Přepnutí MPX1 – Přepnutí multiplexoru MPX1 na vstup z registru výsledku RV  
a vynulování čítače řádu metody.  
 Výsledek do RD – Zvýšení čítače počtu výsledků, uložení celkového výsledku      do 
registru RD. 
4.2 Sériově-paralelní integrátor 
V následujícím typu integrátoru se násobení provádí sekvenčně a to pomocí principu Boothova 


















Obrázek 21: Blokové schéma sériově-paralelního integrátoru 
Blokové schéma integrátoru je na obrázku 21. Integrátor obsahuje vývody pro sériový vstup a výstup. 
Dále má paralelní vstup pro počáteční podmínku a paralelní vstup integračního kroku. Funkčními 
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bloky jsou registr výsledku (RV), multiplexor (MPX), paralelní sčítačka (SUM), akumulátor (ACC), 
posuvný registr (SR) a obvod řízené negace (BNEG), který je potřeba u sekvenčního násobení. 
4.2.1 Princip integrátoru 
Princip výpočtu sériově-paralelního integrátoru probíhá následovně. Do registrů RV a SR se uloží 
hodnota   . Paralelní vstup integračního kroku má hodnotu  . MPX1 je přepnut na cestu od bloku 
řízené negace BNEG. Samotný výpočet      tak, že nejprve se vynuluje akumulátor ACC. Na 
sériovém vstupu je připraven nejméně významový bit hodnoty  (  ). Tento bit nám udává, co se 
bude provádět s násobencem z registru RN. Může se přičítat do akumulátoru ACC, odečítat 
(vytvoření dvojkového doplňku), nebo zda se bude ignorovat (vynuluje). Výsledek ze sčítačky se 
zapíše do ACC a celý akumulátor a posuvný registr SR se potom posune o jedno místo doprava. 
Tento postup se v cyklu několikrát opakuje, dokud není přijat poslední bit z  (  ) a následně 
zpracován. Tímto se dosáhne násobení kroku   a hodnoty  (  ). Výsledek násobení se uloží do 
posuvného registru SR. MPX1 se přepne místo z BNEG na RV a výsledek násobení     (uložený  
v ACC) se sečte s hodnotou uloženou v registru výsledku RV a uloží se do ACC a následně se 
přesune do RV. Celý cyklus se opakuje do té doby, dokud není dosaženo požadované přesnosti, nebo 
maximálního počtu iterací, čímž získáme     .  
4.2.2 Časová náročnost výpočtu 
Nevýhoda je v časové náročnosti na výpočet. Oproti předchozí variantě je zpomalení větší, protože 
násobení je zde prováděno v   krocích, kdy   je rovno počtu bitů zobrazených čísel. Čas výpočtu pro 
jeden člen Taylorovy řady odpovídá vztahu: 
                     
                          (4.2) 
Ze vztahu (4.2) vidíme, že celkový čas je dán součtem času násobení, které je převedeno díky 
Boothovu algoritmu násobení na sčítání o   bitech. Dále hodnota času pro sčítání      výsledku 
násobení k předešlému celkovému výsledku a případně i zpožděním signálů v propojovací síti     . 
4.2.3 Technická realizace 
Detailnější schéma realizace sériově-paralelního integrátoru můžeme vidět na obrázku 22. Můžeme  
si všimnout, že ve schématu přibyyi další významné funkční bloky a řídící signály jednotlivých 
logických bloků.  
Paralelní sčítačka SUM počítá dílčí součiny při násobení. Bloky řízení přenosu dat jsou 
BNEG a BLOK. Bloky řízení přenosu dat provádějí řízenou negaci či zablokování (vynulování) dat 
podle pravidel Boothova algoritmu. Akumulátor ACC slouží k uložení výsledku a mezivýsledků  
ze sčítačky SUM. Obvod malé nuly MN, což je klopný obvod typu D slouží k uchování předchozího 
bitu. Tento bit potřebujeme, abychom mohli násobit podle Boothova algoritmu. Pomocné obvody 
nonekvivalence a logický součin slouží ke generování řídících signálů pro násobení. Jedná se  





































Obrázek 22: Příklad technická realizace sériově-paralelního integrátoru 
Multiplexor MPX1 slouží k přepnutí hodnoty počáteční podmínky do sčítačky a přičtení počáteční 
podmínky k výsledku násobení. MPX2 slouží k nahrání počáteční podmínky před začátkem výpočtu. 
Registr výsledku RV slouží k uchování celkových výsledků (    ). Registr násobence RN slouží  
k uložení integračního kroku ( ) a jeho podílů. Posuvný registr SR slouží k tomu, že během výsledku 
se zde ukládají výsledky násobení (   ) a jeho sériový výstup slouží jako výstup integrátoru. 
4.2.4 Činnost integrátoru - implementace 
Činnost integrátorů je popsána pomocí následujících odrážek, které jsou seřazeny chronologicky po 
sobě, jak následují stavy integrátoru při výpočtu. 
 Inicializace – vynulování čítače výsledků a čekání na zadání vstupních dat, MPX2 přepnut 
na DATA_START. 
 Nahrání Y0 – Vynulování čítače, který počítá řád metody, nahrání počáteční podmínky do 
registrů SR a RV. 
 Nahrání H – Nahrání integračního kroku do RN a SR, přepnutí multiplexoru MPX1 na cestu 
z ACC. 
 Nulování ACC – Nulování čítače počítající délku slova, nulování akumulátoru ACC  
a klopného obvodu MN. 
 Výpočet – V průběhu výpočtu dojde k sečtení ve sčítačce SUM. 
 Zápis ACC – Zápis mezivýsledku do ACC, test zda jsou zpracovány všechny bity posuvného 
registru SR. 
 Bity nezpracovány – Uložení hodnoty ze sériového vstupu Sin do klopného obvodu MN. 
 Nastavení posuvu – Nastavení SR a akumulátoru ACC do režimu posuvu.  
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 Posuv – Posuv SR a ACC, zvýšení čítače délky slova.  
 Nastavení zápisu ACC – Nastavení SR a ACC do režimu zápisu.  
 Bity zpracovány – Vynulování čítače počítající délku slova, uložení výsledku násobení 
(   ) z ACC do SR (počáteční podmínka pro výpočet dalšího členu Taylorovy řady), 
přepnutí multiplexoru MPX1 na cestu z RV.  
 Násobení ACC – Uložení výsledku do ACC (přičteného  -tého členu     k celkovému 
výsledku     ). 
 Zápis RV – Uložení výsledku z ACC do registru výsledku RV, zvýšení čítače řádu metody, 
přepnutí multiplexoru MPX1 zpět na cestu z blokovacího obvodu BLOK. Test zda bylo 
dosaženo požadované přesnosti. 
 Další člen – Nastavení řídících signálů potřebných pro výpočet dalšího upřesňujícího členu. 
 Všechny členy – Zvýšení čítače počtu výsledků, vynulování čítače řádu metody, uložení 
celkového výsledku      do SR - slouží jako počáteční podmínka pro výpočet     .  
 Výsledek – Příznak, že je již výsledek vypočítán a je možné ho přečíst. 
4.3 Sériově-sériový integrátor 
U tohoto typu integrátoru je prováděna komunikace, jak mezi samotnými integrátory, tak i mezi jeho 
vnitřními komponenty sériově. Sčítání je prováděno úplnou jednobitovou sčítačkou. Blokové schéma 

















Obrázek 23: Blokové schéma sériově-sériového integrátoru 
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Integrátor obsahuje vývody pro sériový vstup a výstup. Dále má sériový vstup pro počáteční 
podmínku a sériový vstup integračního kroku. Funkčními bloky jsou posuvný registr výsledku (RV), 
multiplexor (MPX), úplná jednobitová sčítačka (SUM), klopný obvod pro uchování přenosu (CO), 
akumulátor (ACC) a posuvný registr (SR). 
4.3.1 Princip integrátoru 
Na začátku výpočtu se vynuluje ACC, CO a do RV se vloží hodnota   . Multiplexor MPX se nastaví 
na cestu z ACC. Na vstupu integrátoru se objeví nejméně významový bit  (  ) a na sériovém vstupu 
integračního kroku se postupně objevují jednotlivé bity integračního kroku, počínaje nejméně 
významovým bitem. Tato posloupnost se v závislosti na hodnotě vstupu integrátoru sériově přičte  
k akumulátoru. Po dokončení výpočtu mezivýsledku se na vstupu objeví významnější bit  (  )  
a současně se posune výstupní registr SR. Celý postup se opakuje do té doby, až se na vstupu 
integrátoru objeví poslední nejvýznamnější bit  (  ). Po dokončení operace násobení se hodnota 
uložená v ACC (   ) uloží do výstupního registru SR a sériově se přičte k hodnotě uchované  
v registru výsledku. Všechny operace se tedy provádí sériově. 
4.3.2 Časová náročnost výpočtu 
Tato varianta má menší nároky na zapojení, ale cena, kterou je v tomto případě počet cyklů, jež jsou 
potřeba na celý výpočet (a tedy i čas), je dána kvadratickým vztahem. 
                    
                           
     
                       (4.3) 
     v této verzi představuje čas sčítání úplné jednobitové sčítačky,   je počet bitů, na nichž jsou 
uloženy hodnoty násobitele i násobence. 
4.3.3 Technická realizace 
Tato jednotka vychází z předešle sériově-paralelní verze. Komunikace mezi jednotkami probíhá také 
sériově a vlastní vypočet uvnitř jednotek probíhá celý sériově. Jednotlivé mezisoučty se počítají 
sériově pomocí jednobitové sčítačky. Cele zapojeni sériově-sériového integrátoru je na obrázku 24.  
Skládá se z úplné jednobitové sčítačky SUM. Dále obvod pro uchování přenosu CO, který 
vytváří dílčí součty a součiny při násobení. Dvojkový doplněk je blok vytvářející sériově dvojkový 
doplněk podle hodnoty na vstupu se určí, zda použijeme kladnou či zápornou hodnotu vstupu  
s integračním krokem. Následně hradlo AND zajistí blokování (při kombinaci Sin a MN 00 nebo 11) 
nebo propuštění hodnot dále do sčítačky. Obvod malé nuly MN (klopný obvod typu D) slouží  
k uchování předchozího bitu (rozšíření posuvného registru SR připojeného na vstup, při zahájení 
násobení vynulován). Akumulátor ACC slouží k uložení výsledků (mezivýsledků) ze sčítačky. 
Multiplexor MPX1 slouží k přepnutí hodnoty z registru RV do sčítačky přičtení počáteční podmínky 
či následně mezivýsledku     k výsledku násobení    , na začátku je přepnut pro nahrání počáteční 
podmínky do RV a SR. MPX2 slouží k nahrání počáteční podmínky před začátkem výpočtu nebo 
k nahrání výsledku násobení     uloženého v ACC. Registr výsledku RV slouží k uchování 
celkových výsledků     , na začátku výpočtu je do něho nahrána počáteční podmínka. Posuvný 
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registr SR během výpočtu se zde ukládají výsledky násobení     a jeho sériový výstup slouží jako 
výstup integrátoru. Na vstupy DATA_START a DATA_H jsou připojeny výstupy posuvných 



























Obrázek 24: Příklad technická realizace sériově-sériového integrátoru 
4.3.4 Činnost integrátoru - implementace 
Činnost integrátorů je popsána pomocí následujících odrážek, které jsou seřazeny chronologicky po 
sobě, jak následují stavy integrátoru při výpočtu. 
 Inicializace – Vynulování čítače čítající počet výsledků a řád metody, čekání na zadání 
vstupních dat, MPX1 přepnut na vstup DATA_START a MPX2 na vstup ze sčítačky SUM. 
 Nahrání Y0 a H – Vynulování ACC, CO a MN, nahrání počáteční podmínky do registru  
SR - Y0 a integračního kroku do SR – H.  
 Y0 do RV a SR – Sériové nahrání počáteční podmínky do registru RV a SR, řízeno čítačem 
počtu posuvů. 
 Přepnutí MPX – Nulování čítače počtu posuvů, nulování obvodu CO, MPX1 přepnut na 
vstup integrátoru, MPX2 přepnut na výstup z ACC. Registr SR – H nastavíme na posuv. 
 Výpočet – Probíhá sečtením ve sčítačce SUM. 
 Posuv H – Zápis mezivýsledku do ACC a posuv registru SR – H, zvýšení čítače posuvů. 
 Posuv H komplet – Test zda byl proveden již posuv všech bitů. 
 Všechny bity – Posuv registru SR – H proběhl, uložení hodnoty ze vstupu do MN, test zda je 
kompletní posuv registru SR.  
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 Posuv vstupu SR – Posuv obsahu registru SR a zvýšení čítače počtu posuvů SR, nastavení 
ACC na aritmetický posuv. 
 Aritmetický posuv ACC – Aritmetický posuv akumulátoru ACC. 
 Přepnutí MPX2 – Posuv celého SR dokončen. Násobení kompletní, vynulování čítače počtu 
posuvů a čítače počtu posuvů SR, přepnutí MPX1 na výstup z RV.  
 Zápis výsledků – Postupné ukládání výsledku ze sčítačky do ACC a RV, současně se ukládá 
výsledek násobení z ACC do SR. 
 Čítač ORD – Zvýšení čítače řádu metody a nastavení registru SR – H na zápis. 
 Všechny členy – Test dosažení požadované přesnosti (vypočítány všechny členy Taylorovy 
řady    ), nahrání další hodnoty     do registru SR – H.  
 Výsledek do SR – Zvýšení čítače počtu výsledků, vynulování čítače řádu metody a uložení 
celkového výsledku      do posuvného registru SR. To slouží jako počáteční podmínka pro 
výpočet     . 





5 Analýza paralelní spolupráce 
elementárních procesorů 
Paralelní systém lze definovat jako určitou množinu počítačů, procesorů nebo jader. Tyto množiny 
vzájemně kooperují a komunikují, aby byly schopny rychle řešit velké problémy. Paralelizace je 
činnost, při které usilujeme především o zkrácení doby výpočtu, případně o možnost zpracovat více 
dat najednou. Každou prováděnou větev paralelního programu nazýváme proces. Mezi souběžnými 
procesy většinou probíhá komunikace. Technická realizace je závislá na architektuře paralelního 
systému. Existují dvě hlavní třídy těchto systémů. Jedná se o systémy se sdílenou nebo 
distribuovanou pamětí. 
Systémy se sdílenou pamětí obsahují množinu procesorů, kdy všechny sdílejí stejný 
adresový prostor. Komunikace probíhá tím způsobem, že jeden proces zapíše data a druhý je čte. Je 
nutná synchronizace při čtení nebo zápisu z nebo do této paměti. 
Systémy s distribuovanou pamětí se liší tím, že každý procesor má svou vlastní paměť, 
procesory jsou propojeny propojovací sítí a vyměňují si data navzájem. Komunikace mezi nimi 
probíhá pomocí zasílání zpráv.  
V současné době je běžné umístění více jader (běžně 2, 4, 8, nebo 16) na jeden čip. Pomocí 
toho se dosahuje vyšší výkonnosti při stejné nebo dokonce i nižší spotřebě v porovnání s jedno-
jádrovým procesorem. Dnešní osobní počítače lze tedy považovat za paralelní systémy.  
Jedno-procesorové počítače se v dnešní době téměř nevyvíjejí, protože neposkytují 
dostatečný růst výkonu a dochází naopak ke značnému nárůstu příkonu a teploty. 
5.1 Úroveň paralelismu 
Při počítačovém zpracování dat rozlišujeme minimálně mezi následujícími čtyřmi úrovněmi 
paralelismu. 
1. Aritmetický a bitový stupeň paralelismu je nejnižší stupeň, který je zaměřen zejména na 
designéry aritmeticko-logických jednotek. Nachází se uvnitř instrukcí, kdy dochází  
k nejjemnějšímu paralelismu na úrovni samotných bitů, možnost použití 8, 16, 32 a 64-
bitových procesorů. 
2. Pracovní stupeň paralelismu je využíván uvnitř jednoduchého počítače při poskytování 
činnosti či několika činností jako souboru nezávislých úkolů. Např. některé činnosti mohou 
sídlit v paměti v tu samou dobu, přičemž pouze jedna činnost se provádí v daný čas. Když 
činnost vyžaduje některé I/O služby (např. čtení z disku), operace je inicializována, činnost 
vyžadující službu je pozastavena a další činnost je zařazena do stavu výkonu. 
3. Programový stupeň paralelismu nastane, když je jednoduchý program rozdělen na části. 
Např. maticový výsledek       může být vypočten rozdělením matice C do kvadrantů  
a následného vypočtení jednotlivých kvadrantů z korespondujících sekcí   a   čtyřmi 
procesory, kdy každý procesor vypočte jeden kvadrant. Celý výsledek bude vypočten 
přibližně čtyřnásobně rychleji, než kdyby každý procesor pracoval nezávisle na ostatních. 
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4. Instrukční stupeň paralelismu znamená, že programátoři se nemusí starat o to jak upravit 
své algoritmy, jelikož tento stupeň paralelismu klade důraz na perfektní zpracování 
překladače. Ten reorganizuje průběh překladu programu a využívá tak možného paralelismu. 
 
Pokud chceme využívat paralelismus na úrovni vláken a procesů, musí již tuto možnost 
explicitně zadat při tvorbě programů a musí počítat s režií spojenou s vytvářením vláken/procesů. 
Dále si musí dát pozor na úskalí při práci s pamětí, komunikací a synchronizací. Více informací  
o dané problematice lze nalézt v [17]. 
5.2 Typy paralelních architektur 
Existuje více způsobů, jak lze víceprocesorové počítačové systémy klasifikovat. V této práci 
využíváme tzv. Flynnovu klasifikaci a dělení podle uspořádání operační paměti. Flynnova klasifikace 
je založena na sledování počtu instrukčních a datových proudů v počítači. Paralelní systémy lze třídit 
z hlediska počtu toků instrukcí a počtu toků dat. 
 SI – Systém s jedním tokem instrukcí (Single Instruction stream). 
 MI – Systém s několika toky instrukcí (Multiple Instruction stream). 
 SD – Systém s jedním tokem dat (Single Data stream). 
 MD – Systém s několikanásobným tokem dat (Multiple Data stream). 
Použití těchto dvou hledisek vede ke vzniku čtyř základních typů počítačů označovaných zkratkami 
SISD, SIMD, MISD a MIMD. 
SISD (s jedním tokem instrukcí, s jedním tokem dat) počítač zpracovává data sériově podle 
jednoho programu. Takto pracuje například počítač von Neumannova typu. 
SIMD (s jedním tokem instrukcí, s vícenásobným tokem dat) počítač používající více stejných 
procesorů, které jsou řízeny společným programem. Zpracovávaná data jsou různá, takže každý 
procesor pracuje s jinou hodnotou, ale všechny procesory současně provádějí stejnou instrukci. 
MISD (s vícenásobným tokem instrukcí, s jedním tokem dat) tento typ se v praxi prakticky 
nepoužívá. Vznikl spíše pro doplnění jednotlivých kategorií. 
MIMD (s vícenásobným tokem instrukcí, s vícenásobným tokem dat) víceprocesorový systém, 
v němž je každý procesor řízen vlastním programem a pracuje na vlastních datech. 
Tabulka 9 nejlépe vystihuje, jakým způsobem se tvoří Flynnova taxonomie. 
 
  Jeden tok instrukcí Vícenásobný tok instrukcí 
Jeden tok dat SISD  MISD  
Vícenásobný tok dat SIMD MIMD  
 
Tabulka 9: Flynnova taxonomie 
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Většina paralelních architektur v současné době spadá do MIMD kategorie. Proto Flynnova 
taxonomie ztrácí na svém významu a bylo proto zavedeno další rozdělení paralelních architektur a to 
z hlediska komunikace. 
1. systémy se sdílenou pamětí (SM) 
Obsahují fyzicky sdílenou paměť, do které mají všechny procesory stejně rychlý přístup 
tzv. UMA (Uniform Memory Access) architektury. Stejná adresa na různých procesorech 
odkazuje na stejnou fyzickou paměťovou buňku. Sdílená paměť je tu prostředkem 
komunikace. Typickým příkladem je SMP (symetrický multiprocesing). Sdílená paměť 
se stává úzkým hrdlem celého systému, proto se tyto architektury omezují na maximálně 














Obrázek 25: Architektura systému se sdílenou pamětí 
 
2. systémy s distribuovanou pamětí (DM) 
Nemají společnou paměť ani virtuální adresový prostor. Komunikují spolu zasíláním 
zpráv přes komunikační síť. Tento přístup, kdy je odstraněna společná paměť, umožňuje 
vytvářet systémy obsahující tisíce procesorů. Architekturu systému s distribuovanou 








Obrázek 26: Architektura systému s distribuovanou pamětí 
P1 



















Sběrnice, propojovací síť 
paměť  paměť paměť 
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3. systémy se sdíleně-distribuovanou pamětí (DSM) 
Jedná se o architektury s distribuovanou pamětí, které mají podporu pro sdílený virtuální 
adresový prostor tzv. NUMA (Non-Uniform Memory Access) architektury. K lokálním 
datům bývá rychlejší přístup než ke sdíleným. Podpora pro virtuální adresový prostor 
bývá již na úrovni hardware. Architekturu systému se sdílenou a distribuovanou pamětí 












Obrázek 27: Architektura systému se sdíleně - distribuovanou pamětí 
Programování založené na posílání zpráv je náročnější. Distribuovaná paměť vyžaduje rozčlenění a 
distribuci jak dat, tak práce mezi procesory. 
5.3 Modely paralelních počítačů 
V této kapitole se budeme dále zabývat základními modely paralelních počítačů. 
5.3.1 Sekvenční počítač 
Tento model počítače se vyznačuje tím, že obsahuje jediný procesor, jenž má přístup do operační 
paměti. Jedná se tedy o klasický von Neumannův model. Procesor obsahuje řídící jednotku  
a výkonnou jednotku, která provádí aritmeticko-logické operace. Schéma takového počítače je 
zobrazeno na obrázku 28. Sekvenční počítač zpracovává instrukci po instrukci program, který je 
































5.3.2 Vektorový počítač 
Vektorový počítač je specializován na efektivní provádění aritmetických operací nad dlouhými 
posloupnostmi čísel (vektory). Na rozdíl od sekvenčního počítače jsou znásobeny jeho výkonné 
jednotky, které jsou řízeny řídící jednotkou a provádějí danou operaci nad více složkami vektorů 
zároveň. Vektorový počítač řadíme podle Flynnovy taxonomie jako architekturu SIMD. Schéma 








Obrázek 29: Architektura vektorového počítače 
Často se u vektorových počítačů používá proudové zpracování (pipelining), který umožňuje 
rozpracovat několik instrukcí, což má za důsledek, že v každém taktu procesor vrátí výsledek jedné 
operace. Více informací o vektorových procesorech najdeme v knize [19]. 
5.3.3 Symetrický multiprocesor 
Tento typ si můžeme představit tak, že model sekvenčního počítače rozšíříme o další, totožné 
procesory. Díky tomu je možné vyrábět je z běžných a tedy i levných procesorů. Přístup více 
procesorů ke společné sdílené paměti zařizuje propojovací subsystém. Tento subsystém se zvyšujícím 
se počtem procesorů stává úzkým hrdlem omezujícím tok dat mezi procesory a pamětí.  
S nárůstem počtu procesorů vznikají problémy při obsluze všech požadavků. Proto se zavedly také 
multiprocesorové systémy s distribuovanou pamětí. Multiprocesorové architektury se tedy můžeme 
rozdělit na dva druhy. Prvním druhem je systém se sdílenou pamětí a druhým je systém  
s distribuovanou pamětí. Procesory u multiprocesorů pracují nezávisle. Znamená to, že mají své 
samostatné instrukční a datové proudy. Symetrické multiprocesory tedy řadíme do architektury 
MIMD Flynnovy klasifikace. 
5.3.4 Multipočítač 
Multipočítač si můžeme představit jako kolekci více sekvenčních počítačů. Někdy se tato kolekce 
nazývá jako procesorové uzly, které jsou svázány propojovacím subsystémem. Úkolem subsystému 
není přenášet data mezi procesory a operační pamětí, ale propojit samostatné počítače. Subsystém pak 
má tedy spíše charakter sítě. Každý procesor má také přístup do vlastní paměti. Jedná se o rozsáhlé 
paralelní systémy a řadí se do architektury MIMD podle Flynnovy klasifikace. Jednotlivé uzly jsou 
ale většinou v praxi běžná PC, která disponují různým výkonem, architekturou i operačním 























Obrázek 30: Architektura multipočítače 
5.3.5 GPU 
GPU (graphical processing unit) je grafický procesor. Moderní grafické karty mají vyšší výkon než 
obyčejné procesory. Z tohoto důvodu je zde určitá snaha provádět složité a komplikované výpočty na 
grafické kartě místo na procesoru (CPU). 
GPU je optimalizována pro aritmetické operace v pohyblivé řádové čárce. Oproti CPU má 
mnohem méně vnitřní logiky, z čehož vyplývá, že jsou i méně univerzální. Největší rozdíl je ovšem 
v počtu jednotek, které provádějí výpočetní operace. V současné době mají CPU v rozmezí od 2 do 8 
jader. Oproti tomu GPU obsahuje řádově stovky výpočetních jednotek. I přestože GPU neposkytuje 
tolik funkčnosti, jako CPU, je za to velice rychlý. GPU provádí určité operace zároveň nad všemi 
daty, což odpovídá architektuře SIMD podle Flynnovy klasifikace. 
GPU se skládá z několika částí. Základ tvoří tzv. multiprocesor, který obsahuje řídící jednotku, 
několik výpočetních jednotek a lokální paměť. Tyto multiprocesory se skládají do větších celků. 
Počet multiprocesorů závisí na typu grafické karty. Do lokální paměti mají velmi rychlý přístup 
výkonné jednotky v daném multiprocesoru. Pro ostatní multiprocesory je tato paměť nedostupná. 
Všechny multiprocesory mají přístup do společné sdílené paměti, tento přístup je však podstatně 
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6 Analýza propojovacích sítí 
Každý typ paralelního systému potřebuje nějakým způsobem realizovat komunikaci mezi svými 
jednotkami. Komunikace se realizuje pomocí propojovací sítě. Základní rozdělení propojovacích sítí, 
které používáme v paralelních systémech z hlediska propojení jednotek, jsou sítě jednostranné  
a oboustranné. Jednostranná síť propojuje jednotky stejného typu. Příkladem může být propojení 
dvou CPU jednotek. Oboustranná síť propojuje jednotky různého typu. Příkladem je propojení CPU 
jednotky s pamětí. Použití jednostranné propojovací sítě můžeme vidět na obrázku 32. Použití 


















Obrázek 33: Použití oboustranné propojovací sítě 
 
Dalším základním rozdělením propojovacích sítí jsou sítě přímé a nepřímé. 
Přímá (statická) propojovací síť se během činnosti systému nemůže měnit a proto je třeba její 
strukturu od samého začátku přizpůsobit předpokládané činnosti. Zprávy jsou zasílány přímo mezi 
koncovými uzly. 
Nepřímá (dynamická) propojovací síť nepropojuje uzly systému přímo, ale přes směrovací 
prvky tzv. přepínače. Zprávy jsou zasílány nepřímo pomocí k tomu určených směrovacích uzlů. Typ  
a propojení těchto prvků určuje další vlastnosti sítě. 
Při datových přenosech mezi větším množstvím uzlů pomocí propojovací sítě hraje důležitou 
úlohu topologie sítě. Dále nás také zajímá bitová šířka dat nebo rychlost. Návrh vysoce výkonné 
propojovací sítě velmi důležitý. Prostředky a požadavky používané v různých systémech jsou velmi 
různorodé a typy používaných sítí se tedy vzájemně velmi liší. 
JEDNOSTRANNÁ PROPOJOVACÍ SÍŤ (m+n) x (m+n) 
P1 P2 Pm . . .  Mn M2 M1 . . . 
OBOUSTRANNÁ PROPOJOVACÍ SÍŤ (m+n) x (m+n) 
P1 P2 . . . Pm 
Mn M2 M1 
. . . 
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Typy propojovacích sítí mají určitou stromovou strukturu. Způsob klasifikace propojovacích 
sítí můžeme vidět na obrázku 34. V této kapitole budou dále rozvedeny jen některé typy 
propojovacích sítí. 
 
Obrázek 34: Klasifikace propojovacích sítí 
6.1 Přímé propojovací sítě 
Propojují přímo koncové uzly a neobsahují žádné směrovací prvky. Přímé propojovací sítě se popisují 
pomocí grafů. V grafu každý vrchol odpovídá jednomu modulu systému (procesoru, paměti). Každá 
hrana odpovídá jednomu komunikačnímu spoji. Každý vrchol grafu spojuje začátek případně konec 
jedné přenosové linky. Tyto linky tedy nejsou přímo propojeny.  
Chceme zprostředkovat informaci mezi dvěma moduly, které nejsou bezprostředně propojeny 
jednou přenosovou linkou, musíme překonat   přenosových kroků prostřednictvím modulů 
umístěných v požadované cestě přenosu informace. Součástí každého modulu (v našem případě 
uvažujeme procesor) musí být tedy jakýsi směrovač, který se stará o komunikaci (vytvoření spojovací 
cesty) mezi ním a s ním spojenými uzly.  
V acyklických grafech (v nichž neexistuje kružnice) je volba spojovací cesty jednoznačná. 
Nevýhodou je, když nastane porucha některého uzlu. Ta znemožní spojení některé cesty, případně 
celé sítě. Grafy cyklické (obsahující kružnici) naproti tomu umožňují spojení libovolných dvou 
vrcholů více cestami. Případná porucha některého uzlu zde zcela neznemožní spojení, protože pro 
toto spojení existuje jiná cesta.  
Statická síť se během činnosti systému nemůže měnit, proto je třeba její strukturu od samého 
začátku přizpůsobit předpokládaným činnostem systému. Z tohoto důvodu musíme pro každý typ 
systému v závislosti na předpokládaném typu propojení a komunikace použít jinou statickou síť.  
Z potřeby různých požadavků se vyvinul poměrně velký počet přímých propojovacích sítí.  
6.1.1 Úplné propojení procesorů 
V ideálním případě je systém propojen mezi každým uzlem vzájemně (každý s každým). Příklad 
takové propojovací sítě je na obrázku 35. V jakýkoliv okamžik pak mohou společně komunikovat 
libovolné dva uzly, které jsou spolu propojeny.  
Propojovací sítě 
Přímé (statické) Nepřímé (dynamické) 
Křížové přepínače Sítě typu promíchání 
s výměnou 












Obrázek 35: Topologie propojení úplné sítě 
Problém úplně propojené sítě nastane, pokud takovou síť chceme rozšířit. S každým přidaným uzlem 
totiž roste složitost celé sítě. S tímto pak souvisí i cena takové sítě, která samozřejmě roste a potom je 
v praxi taková síť velmi drahá. Použití takovéto sítě se tedy hodí pouze pro systémy s malým počtem 
výpočetních jednotek. V praxi se k propojení desítek až stovek procesorů používají úspornější sítě 
s řidším propojením než úplným.  
 
6.1.2 Hvězdicová propojovací síť 
Tento typ sítě má jeden hlavní centrální uzel, který zajišťuje komunikaci mezi ostatními uzly. Přes 
tento uzel pak probíhá veškerá komunikace. Problém u takového typu sítě je, že centrální uzel je 
takovým pomyslným hrdlem sítě a v případě, že v něm nastane nějaká porucha nebo se stane 
nefunkčním, celý systém ztratí schopnost komunikovat. Příklad hvězdicové topologie sítě je zobrazen 
























6.1.3 Ortogonální propojovací síť 
Tento typ sítí je jednou z podskupin přímých propojovacích sítí. Každý uzel je umístěn  
v souřadnicovém prostoru. Obecně   uzlů v   dimenzích. Existují dva základní typy ortogonálních 
sítí. Jedná se o lineární řetězec a kruh. Ostatní sítě se odvozují pomocí kartézských součinů grafů 
představující tyto dvě základní sítě.  
Lineární řetězec je ortogonální síť s dimenzí   = 1. Síť má   uzlů a kromě prvního  
a posledního uzlu mají všechno uzly dva sousedy. Na této topologii může probíhat několik přenosů 





Obrázek 37: Ortogonální sítě - lineární řetězec a kruh 
Kruh je síť dimenze   = 1. Vychází z lineárního řetězce a liší se spojením prvního  
a posledního uzlu. Pokud je komunikace po kruhu obousměrná, zkrátí se maximální vzdálenost dvou 
uzlů na polovinu v porovnání s lineárním řetězcem. Ortogonální síť typu kruh je na obrázku 37 
vpravo. 
Mřížka je topologie dimenze   = 2, která vznikne kartézským vynásobením lineárního 










Obrázek 38: Ortogonální sítě - mřížka a kostka 
 
Kostka je topologie dimenze   = 3. Vznikne vynásobením binární mřížky (  = 2). Obrázek 
38 vpravo. 
2D torus vznikne z mřížky tak, že první a poslední prvek každé dimenze (řádku a sloupce) 
dané mřížky se propojí a vytvoří kruhovou síť. Tím vzroste počet možných komunikačních kanálů. 









Obrázek 39: Ortogonální sítě - 2D torus a 3D torus 
3D torus vznikne ze sítě 2D torus rozšířením o další dimenzi   = 3. Obrázek 39 vpravo.  
        
    
    
    
    
    

























6.2 Nepřímé propojovací sítě 
Hlavním rozdílem oproti statickým (přímým) propojovacím sítím je především to, že neobsahují 
pouze koncové uzly, ale také směrovací prvky. Pokud chceme zprostředkovat informaci mezi dvěma 
uzly, musí zpráva vždy putovat mezi přepínači, které jsou umístěny v požadované cestě přenosu 
informace mezi těmito uzly. V porovnání s přímými propojovacími sítěmi je zde nižší počet spojů, 
tím se redukuje i cena. Ovšem velmi často bývají blokující. Znamená to, že neumožňují provést 
současně dvě spojení, která vyžadují jeden přepínač v různých stavech. 
6.2.1 Sběrnice 
Patří mezi nepřímé propojovací sítě. Jedná se o nejjednodušší a velmi používaný typ propojení. 
Skládá se z mnoha linek, které jsou připojeny ke všem modulům (představující procesory či paměti) 
systému. Komunikační spoj je sdílen všemi připojenými zařízeními. Každé zařízení jen poslouchá 
probíhající komunikaci na sběrnici a čeká na signál, který určuje, že daná komunikace se týká i jeho. 
Jakmile tento signál obdrží, připojí se. Současně mohou komunikovat jen dvě zařízení, ostatní mohou 














Obrázek 40: Sběrnice 
Na sběrnici se přenáší adresy, data nebo řízení. Stále vyšší požadavky na výkonnost (propustnost) 
sběrnic vyžadují tyto části oddělené. Z tohoto důvodu dnešní systémy obsahují oddělené datové, 
adresové či řídící sběrnice nebo jednu širokou sběrnici, která má ale určité vodiče vyhrazeny jen pro 
data, adresu nebo řízení.  
Omezení, kdy celou sběrnici zablokuje jedna transakce, dovoluje připojit jen velmi omezený 
počet zařízení. Sběrnice se ale vyvíjely k vyšší výkonnosti a vznikly zřetězené sběrnice a sběrnice  
s rozdělenými transakcemi, které dovolují propojit i 16 až 32 procesorů. Dalším krokem k vyšší 
výkonnosti je použití několika paralelních sběrnic, alespoň adresových. Více informací o sběrnicích 
se nachází v [19]. 
6.2.2 Křížové přepínače 
Jedním z nejstarších prvků využívaným v nepřímých propojovacích sítích je křížový přepínač. 
Původně byl používaný v telefonních ústřednách. Byl sestaven z mechanických prvků, které 







které umožňují spojení pouze jedním směrem. Křížový přepínač      přímo propojuje   vstupů  
a  výstupů bez jakýchkoliv mezistupňů. Každý výstup musí být připojen nejvýše k jednomu vstupu, 
jeden vstup ale může být připojen k několika výstupům.  
Velká výhoda křížového přepínače je vzájemná nezávislost propojovacích cest. Nevýhodou je 
jeho vysoká cena, protože počet spínacích prvků je roven součinu počtu modulů, které propojuje 
(    ). Proto se většinou používá v jednodušších systémech s menším počtem modulů. Pro velký 















Obrázek 41: Model křížového přepínače 
6.2.3 Víceúrovňové sítě 
V důsledku vysoké ceny křížových přepínačů pro rozsáhlejší systémy byla navržena řada jiných sítí, 
kde zprávy musí projít přes několik přepínačů, než dosáhnou svého cíle. V takových sítích bývají 
přepínače identické a uspořádávají se do jednotlivých úrovní (stupňů). Proto se tyto sítě nazývají 









Obrázek 42: Víceúrovňová propojovací síť 
 
Víceúrovňové sítě snižují náklady křížových přepínačů ale za cenu toho, že některá spojení 
jsou blokující. Navíc nemají výkonové omezení při rozšíření sítě jako u sběrnic (lepší škálovatelnost). 
Dnes se různé varianty těchto sítí používají k propojení stovek procesorů v paralelních systémech. 
Důležitým prvkem, který tvoří dynamickou část víceúrovňové propojovací sítě, je křížový přepínač. 
Stupeň použitých křížových přepínačů určuje i stupeň celé sítě. Nejčastěji se používá přepínač, který 
má dva vstupy a dva výstupy. Tyto sítě označujeme tedy jako binární. 




































6.2.4 Stromové sítě 
Stromové sítě jsou popsány grafem, pro který platí, že mezi libovolným párem uzlů existuje jen jedna 
cesta. Na obrázku 43 je zakreslen binární strom výšky 3. Uzly představují křížové přepínače a listy 
















Obrázek 43: Propojovací síť úplný binární strom výšky 3 
Pokud posíláme data z uzlu    do uzlu   , data se posílají směrem nahoru, až dosáhnou ke 
kořenu nejmenšího podstromu obsahujícího oba uzly    a   . Potom putují data směrem dolů k uzlu 
  . Každá zpráva z levé poloviny stromu do uzlu v pravé polovině musí proto projít přes kořen 
stromu. Pokud je více takových zpráv, kořen celého stromu se stává úzkým hrdlem.  
Problém je řešitelný pomocí tzv. tlustého stromu. U tlustých stromů se počet linek zvětšuje 
směrem ke kořenu stromu tak, aby počet hran spojujících kořen podstromu s jeho rodičem byl roven 
počtu listů v podstromě. Tlustý strom lze např. sestavit pomocí obousměrné víceúrovňové 
propojovací sítě.  
O využití topologie tlustého stromu (fat tree) jako velmi výkonné propojovací síti je 
pojednáno ve zdroji [18]. 
6.3 Shrnutí 
Ideální propojovací síť je statické propojení podle řešené soustavy. V tomto případě není nutné žádné 
směrování zpráv či inicializace propojení. Je jasně dané, které uzly jsou mezi sebou propojeny. Dále 
pak může probíhat jen vlastní datová komunikace. Tento způsob propojení ale není univerzální.  
Umožňuje řešit pouze jednu soustavu rovnic a je tedy použitelný pouze jako specializovaný 
systém pro konkrétní výpočet. Protože paralelní systém by měl být schopen řešit libovolnou soustavu 
diferenciálních rovnic, musí být zvolen nějaký univerzální model propojovací sítě. 
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7 Specializovaný paralelní systém 
V této kapitole jsou uvedeny a popsány základní stavební prvky pro navrhovaný specializovaný 














Obrázek 44: Blokové schéma specializovaného paralelního systému 
 
Celý specializovaný paralelní systém obsahuje následující základní bloky: 
1. elementární procesory (aritmeticko-logické jednotky) - ALU1 . . . ALUn 
2. propojovací systém - PS 
3. řídící jednotka - RJ 
7.1 Elementární procesor 
Elementární procesory (integrátory) realizují numerickou integraci. Popis celkové koncepce je uveden 
v kapitole 4 – Návrh elementárního procesoru.  
Základním způsobem komunikace mezi jednotlivými elementárními mikroprocesory při 
výpočtu je komunikace přes sériový vstup a sériový výstup každého procesoru. Preferovaný je typ 
integrátoru se sériově-paralelní variantou. 
7.2 Řídící jednotka 
Řízení celého paralelního systému je realizováno řídící jednotkou RJ. Základní úkoly jednotky jsou: 
 řízení zápisu dat do všech výpočetních jednotek  
 řízení výpočtu paralelního systému 
 řízení distribuce výsledku 
Řídící jednotka přejímá řízení, případně spolupracuje s nadřazenou jednotkou např. počítačem. 
Nadřazená jednotka se stará o transformaci vstupních diferenciálních rovnic s využitím tvořících 
diferenciálních rovnic. Podle nově vzniklých diferenciálních rovnic provede propojení paralelního 
. . . 
Řídící jednotka - RJ 
ALU 1 
Propojovací systém - PS 




systému a nastaví propojovací síť. Dále zajistí počáteční data (   a  ) a předá řízení řídící jednotce. 
Ta se postará o zápis dat, řídí výpočet a distribuci výsledku. 
7.3 Propojovací systém 
Propojovací systém slouží k propojení vstupů a výstupů jednotlivých výpočetních bloků (integrátorů, 
sčítaček, násobiček) mezi sebou podle řešené soustavy diferenciálních rovnic. Dále slouží k nahrání 
počátečních dat (počáteční podmínky a integrační kroky) a vypočteného výsledku. Každý integrátor 
musí být připojen řídící sběrnicí na řídící jednotku. Na obrázku 45 je detailnější blokové schéma 
paralelního systému zobrazující propojovací systém. Tento paralelní systém obsahuje 3 integrátory  

















Obrázek 45: Detailnější schéma paralelního systému 
 
K propojení výpočetních jednotek je použit křížový přepínač. Křížový přepínač je realizován 
multiplexory. Každý multiplexor obsahuje registr adresy, který určuje vstupní kanál multiplexoru, 
který se bude dostávat na výstup nebo vstup připojené výpočetní jednotky.  
7.4 Shrnutí 
Z rozboru provedeného v této kapitole vyplývá, že specializovaný paralelní systém bude typu SIMD. 
Všechny výpočetní jednotky provádí stejný výpočet nad různými daty a mohou být řízeny z jedné 
řídící jednotky. Elementární procesor provádí pouze násobení a sčítání.  
Tento procesor představuje integrátor a tvoří základ celého paralelního systému. Výpočet 
těchto dvou základních operací a způsob komunikace může být prováděn sériově nebo paralelně. 
Dalšími důležitými částmi paralelního systému jsou řídící jednotka a propojovací síť. K řízení 
není potřeba použít univerzální řadič, protože je pevně dán sled operací (instrukcí), a je proto zvolen 
specializovaný řadič.  
Je nutno zvolit dva typy propojovacích sítí. Jedna pro propojení všech výpočetních jednotek 
mezi sebou a druhá pro nahrání počátečních dat a výsledků. Preferovanou variantou je sériové 








∫   
∫   
∫   
SR - Y 
SR - Y 
SR - Y 
SR – Y0 
SR – H 
SR – Y0 
SR – H 
SR – Y0 
SR – H 
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8 Experimenty se specializovanými 
paralelními systémy 
V rámci zadání této bakalářské práce byl zadán požadavek vedoucího práce o proměření časové 
náročnosti ve specializovaném paralelním systému. V této kapitole jsou shrnuty veškeré poznatky  
a naměřené hodnoty na specializovaném paralelním systému. Experimenty probíhaly ve dvou fázích. 
V první části experimentů byly varianty specializovaných paralelních systémů vyzkoušeny, 
otestovány a simulovány v ModelSim PE Student Edition verze 10.2a (VHDL simulátor) [23]. 
V druhé části experimentů byla provedena syntéza a zápis těchto systémů do hradlových polí 
FPGA na školním přípravku FITkit [20]. Tento přípravek je hned na úvod kapitoly představen  
a popsán. V závěru kapitoly jsou uvedeny výsledky, které byly zjištěny na základě měření vlastností 
specializovaného paralelního systému. 
 
8.1 Simulace specializovaného paralelního 
systému  
Specializovaná paralelní systém implementovaný v jazyce VHDL byl úspěšně vyzkoušen  
a simulován v programu ModelSim PE Student Edition. Schopnost ukázat v tomto simulačním 
nástroji v libovolném kroku obsahy všech komponent specializovaného paralelního systému, je velmi 
užitečná. ModelSim PE Student Edition je volně přístupný a stažitelný software od firmy Xilinx, 
který si každý student může stáhnout zcela zdarma z oficiálních stránek firmy. Po krátké registraci jej 
může student neomezeně používat. Má tak možnost rozvíjet své teoretické znalosti v praxi. 
8.1.1 Spuštění a průběh simulace 
Abychom mohli simulovat zdrojové kódy specializovaného paralelního systému, je nutné postupovat 
v následujících krocích: 
 Vytvořit nový projekt – V základním menu pod položkou File   New   Project. 
Uživatel zvolí jméno projektu a přidá zdrojové kódy (přípona .vhd a .do), které jsou 
v příloze součástí této bakalářské práce(dle varianty paralelního systému). 
 Přeložení projektu (compile) – Uživatel pravým tlačítkem klikne na některý zdrojový 
kód libovolné komponenty a vybere položku Compile   Compile Order.  Poté 
zmáčkne tlačítko Auto Generate, čímž se provede analýza zdrojových kódů a na 
základě závislostí jednotlivých souborů se provede automatický překlad. 
 Nastavení simulace – Uživatel před zahájením simulace může v základním menu 
v položce Simulate   Runtime Options libovolně zvolit vlastnosti, parametry simulace 
(např. délku hodinového signálu, soustavu ve které se budou zobrazovat obsahy 
jednotlivých komponent atd.).  
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 Zahájení simulace – Uživatel vybere v základním menu položku Simulate   Start 
Simulation a musí zvolit soubor system_tb.vhd, což je test bench pro daný paralelní 
systém. Tím zahájí celou simulaci. 
 Zobrazení průběhu simulace – Aby uživatel měl možnost sledovat průběh celé 
simulace na časových diagramech a viděl obsahy jednotlivých komponent systému, 
musí pravým tlačítkem kliknout na soubor wave.do a dát položku Execute. Tím se mu 
načtou všechny komponenty na vizualizační desku, kde bude moci po dokončení 
simulace nebo při krokování sledovat požadované hodnoty.  
 Běh a krokování simulace – Pro provedení celé simulace zadá uživatel v nabídce 
Simulate   Run   Run -all. Pokud chce uživatel krokovat simulaci, jednoduše místo 
Run –all klikne na tlačítko Run.  
Poznámka předcházející příkazy značené kurzívou lze zadávat přímo do konzole, pokud 
uživatel nechce požívat grafické prostředí. 
Vývojové prostředí nástroje ModelSim můžete vidět na obrázku 46. Jsou zde i vyznačeny 
nejdůležitější ovládací prvky pro lepší orientaci nezkušeného uživatele. 
 
 
Obrázek 46: Vývojové prostředí nástroje ModelSim 
1. zdrojové kódy projektu 
2. konzole  
3. vizualizační tabule – časové průběhy (diagramy) 








8.2 Technická realizace v hradlových polích 
Jak již bylo zmíněno, probíhala práce na školním přípravku FITkit. V této podkapitole si jej lehce 
představíme. FITkit, na kterém byli zkoušeny a prováděny experimenty všech variant 
specializovaného paralelního systému, můžeme vidět na obrázku 46. Je důležité zmínit, že všechny 
experimenty týkající se přípravku byly prováděny na FITkitu verze 1.2.  
FITkit je samostatný hardware, který obsahuje výkonný mikrokontrolér s nízkým příkonem, 
hradlové pole FPGA (Field Programmable Gate Array) kategorie Spartan3 a řadu periferií. Důležitým 
aspektem je využití pokročilého reprogramovatelného hardwaru na bázi hradlových polí FPGA jenž 
lze, podobně jako software na počítači, neomezeně modifikovat pro různé účely dle potřeby. Uživatel 
tedy nemusí vytvářet nový hardware pro každou aplikaci znovu.  
 
 
Obrázek 46: Školní přípravek - FITkit 
Při návrhu aplikací se využívá skutečnosti, že vlastnosti hardwaru se v dnešní době převážně 
popisují vhodným programovacím jazykem (např. VHDL), díky čemuž se návrh softwaru a hardwaru 
provádí do značné míry obdobně. Student se tedy nemusí hardwaru bát, naopak, může jej s výhodou 
ve svých aplikacích využít. Generování programovacích dat pro FPGA z popisu v jazyce VHDL 
probíhá zcela automaticky pomocí profesionálních návrhových systémů. Veškerý potřebný návrhový 
software je k dispozici zdarma. Tento stručný popis byl převzat z [20] 
8.2.1 Příklad výpočtu na FITkitu 
Pro účely experimentů se specializovaným paralelním systémem, byla v rámci této bakalářské práce 
provedena syntéza tohoto systému a jeho různých variant do hradlových programovatelných polí 
(FPGA) na zapůjčeném školním přípravku FITkit. 
 Nejprve je nutné v utilitě QDevKit přeložit požadovanou aplikaci a poté ji nahrát do 
samotného FITkitu (pravé tlačítko myši možnost naprogramovat). Více informací v příloze – Práce 
s FITkitem.  
Na obrázku 47 můžeme vidět příklad výpočtu v paralelně-paralelním integrátoru, který řeší 
obyčejnou homogenní diferenciální rovnici ve tvaru      . Této rovnici je zadána počáteční 
podmínka DATAY s hodnotou 0,5. Následně je zobrazen výsledek. Všechna čísla jsou uvedena 
v hexadecimálním tvaru. 
Ovšem pozor tato varianta počítá pouze jeden výsledek, protože MCU nedokáže zpracovat 
větší množství produkovaných výsledků z FPGA. Pro výpočet další hodnoty je tedy nutné zadat 
vypočtený výsledek jako počáteční podmínku dalšího výpočtu. 
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Všechny potřebné zdrojové kódy a utility pro přípravek FITkit na tento experiment jsou 
obsahem přiloženého CD-ROM nosiče jako příloha.  
 
Obrázek 47: Výstup aplikace FITKitRead 
8.3 Časová náročnost výpočtu 
Hlavním cílem této práce bylo zjistit časovou náročnost výpočtu ve specializovaném paralelním 
systému. Pro tento cíl bylo provedeno několik experimentů na různých variantách specializovaného 
paralelního systému. 
Implementované systémy obsahovaly elementární procesor (dle varianty systému), řadič 
tvořený Moorovým automatem. Počet členů Taylorovy řady byl nastaven na 8. Dále obsahovaly 
vnitřní paměť pro 8 podílů integračního kroku, statickou (přímou) propojovací síť a řadič 
komunikačního systému FITkitu (SPI). 
U všech variant řešil systém homogenní lineární diferenciální rovnice prvního řádu 
s konstantními koeficienty. Jedná se o rovnici (2.11), která je blokově zobrazena na obrázku 2. 
Následuje srovnání implementace jednotlivých paralelních systémů obsahující jednotlivé 
varianty elementárních procesorů. 
8.3.1 Porovnání specializovaných paralelních systémů 
Sledovaným parametrem byla dosažitelná rychlost výpočtu v závislosti na použité datové šířce 
operandů. Závislost rychlosti výpočtu na šířce dat pro jednotlivé verze paralelních systémů je 
uvedena v tabulkách 10, 11 a 12. 
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První testovaný výpočetní systém obsahuje paralelně-paralelní verzi elementárního procesoru. 
Elementární procesor je propojen paralelním přímým propojením a data jsou do něho nahrána pomocí 
paralelní sběrnice. Výsledná data jsou zobrazena v tabulce 10, kde mimo jiné je uveden i údaj o době 
potřebné k operaci sčítání a násobení. 
šířka dat [bit] 16 32 64 
doba násobení [ns] 8 15 28 
doba sčítání [ns] 6 7 9 
doba výpočtu [ns] 14 22 37 
Tabulka 10: Výsledná data pro paralelně-paralelní systém 
Druhý výpočetní systém je založen na sériově-paralelní verzi elementárního procesoru. 
Procesor je propojen sériově a data jsou do něho nahrána také přes paralelní sběrnici jako v předchozí 
variantě. Výsledná data jsou zobrazena v tabulce 11. 
šířka dat [bit] 16 32 64 
doba sčítání [ns] 6 7 9 
doba výpočtu [ns] 102 231 585 
Tabulka 11: Výsledná data pro sériově-paralelní systém 
Poslední výpočetní systém obsahuje sériově-sériovou verzi elementárního procesoru. Procesor 
je propojen sériově jako v sériově-paralelní verzi a data jsou do něho nahrána sériovými sběrnicemi. 
Výsledná data jsou zobrazena v tabulce 12. 
šířka dat [bit] 16 32 64 
doba sčítání [ns] 4 4 4 
doba výpočtu [ns] 1028 4100 16388 
Tabulka 12: Výsledná data pro sériově-sériový systém 
Graf porovnávající dobu provedení výpočtu jednoho členu Taylorovy řady jednotlivými 
paralelními systémy je zobrazena na obrázku 48. 
Jak je vidět, sériově-sériová varianta má očekávaný malý nárůst velikosti při nárůstu šířky 
slova, ale rychlost výpočetního systému je velmi malá. Největší výhodou této varianty je, že zapojení 
elementárního procesoru nezávisí na šířce slova. Nárůst obsazení plochy by byl teoreticky způsoben 
pouze rozšířením vnitřních registrů.  
V případě sériově-paralelní varianty by byl nárůst plochy oproti sériově-sériové variantě malý, 
protože obsahuje navíc jen paralelní sčítačku a proto poměr cena/výkon se zdá být nejlepší.  
Paralelně-paralelní verze najde uplatnění jen v případě nutnosti velmi rychlého výpočtu a při 
použití čipu, který již obsahuje integrované násobičky. Nebude tedy nutné provádět syntézu 
násobiček a zabírat tak podstatnou část plochy čipu, která půjde využít na zbytek systému. Teoretická 
velká obsazenost plochy čipu je také dána paralelním propojením mezi jednotkami, které při větším 




Obrázek 48: Zhodnocení časové náročnosti výpočtu paralelních systémů 
V posledních experimentech jsem se zaměřil na zjištění toho, jaké přesnosti lze dosáhnout  
v závislosti na datové šířce použité aritmetiky. Byla řešena opět stejná rovnice (2.11) jako 
v předchozích případech. Tabulka 13 ukazuje, jakého řádu metody lze dosáhnout při použití 
jednotlivých datových šířek pro 16,32 a 64. V tomto případě je tabulka platná pro všechny typy 
elementárních procesorů, protože přesnost nezávisí na tom, zda byla použita sériová či paralelní 
varianta. V každém případě je dosaženo stejného výsledku. 
 
šířka dat [bit] 16 32 64 
řád metody 3 7 11 
 
Tabulka 13: Dosažený řád metody při různé velikosti šířky dat 
 
Podle očekávání si můžeme všimnout, že s vyšším počtem bitů roste i dosažená přesnost. Při 
použití 32 bitové aritmetiky je možno využít pouze 7 členů Taylorovy řady. Oproti tomu při použití 
64 bitové aritmetiky, pak můžeme použít až 11 členů Taylorovy řady. 
8.4 Shrnutí 
V této kapitole jsem se zaměřil na detailnější popis toho, jakým způsobem simulovat implementace 
paralelního systému ve všech jeho variantách. Implementace byla provedena v jazyce VHDL  
a následně byla provedena syntéza do hradlových polí FPGA na přípravku FITkit.  
V rámci experimentování s paralelními systémy bylo provedeno srovnání paralelních systémů 
obsahující jednotlivé varianty elementárních procesorů. Hlavním úkolem bylo zjistit a zhodnotit 
časovou náročnost výpočtu v závislosti na datové šířce. Jako nejlepší varianta se jeví použití sériově-



























Předložená bakalářská práce se zabývá návrhem elementárních procesorů, které jsou použity při 
návrhu i realizaci specializovaného paralelního systému, který provádí numerický výpočet 
diferenciálních rovnic pomocí metody Taylorovy řady. 
Po prostudování problematiky týkající se numerického řešení diferenciálních rovnic se 
zaměřením na metodu Eulerovu, Runge-Kutta a Taylorovy řady, byla provedena analýza základních 
požadovaných matematických operací pro řešení soustavy lineárních diferenciálních rovnic. Na 
základě této analýzy byl vytvořen návrh elementárního procesoru (aritmeticko-logické jednotky) 
v pevné řádové čárce, který je schopen vykonávat základní požadované matematické operace a tím 
numericky řešit základní lineární soustavy diferenciálních rovnic. Byl shrnut návrh a způsob 
implementace tří variant elementárního procesoru podle typu komunikace jednotlivých obvodů, které 
jsou součástí daného typu procesoru. 
Dále byla analyzována možná spolupráce elementárních procesorů, včetně propojovacího 
systému. Na základě této analýzy vznikl návrh specializovaného paralelního systému.  
Hlavním přínosem této práce je, že byly implementovány všechny tři varianty specializovaného 
paralelního systému v programovacím jazyce pro popis hardwaru VHDL. Dále byla provedena 
simulace v simulačním nástroji ModelSim PE Student Edition a také syntéza paralelních systémů na 
přípravku FITkit, který obsahuje FPGA čip typu Spartan 3 od společnosti Xilinx.  
Dalším přínosem jsou výsledky experimentů, kde bylo provedeno srovnání a zhodnocení 
časové náročnosti výpočtu v paralelním systému využívající jednotlivé varianty navržených 
elementárních procesorů. Sledovaným parametrem byla rychlost výpočtu v závislosti na datové šířce. 
Dále bylo změřeno, jaké přesnosti lze dosáhnout v závislosti na datové šířce operandů. Jako nejlepší 
se jeví použít sériově-paralelní variantu. 
Největší výhoda této varianty je sériové propojení. Tento typ propojení umožňuje rychlejší 
přenos dat a několikanásobně šetří použité prvky na FPGA čipu oproti paralelní variantě. Také se 
ukázal jako nejvýhodnější řešení z hlediska poměru cena/výkon. Využití paralelního systému je 
ukázáno na konkrétním příkladu výpočtu jednoduché diferenciální rovnice.  
V této chvíli se nabízí několik možností, jak pokračovat v této práci a na co se dále zaměřit. 
První možností je implementovat rozsáhlejší paralelní systém na výkonnější architektuře než FITkit  
a proměřit jeho vlastnosti. Dal by se použít např. FPGA čip typu Virtex, který má škola k dispozici  
a provést detailní srovnání se systémy, které řeší podobné problémy. Velmi důležitou částí každého 
paralelního systému je propojovací síť.  
Další výzkum může být tedy proveden v oblasti návrhu propojovacích sítí. Navrhnout několik 
variant, důkladně analyzovat a provést podrobné srovnání. Zde představená koncepce v pevné řádové 
čárce by nebyla dostačující pro řešení např. tuhých systémů. Nabízí se proto dále rozšířit koncepce 
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Vývojové diagramy pro popis činnosti 
jednotlivých elementárních procesorů 
Následující vývojové diagramy tří variant elementárních procesorů slouží jako doplňující informace 
ke kapitole 4 – Návrh elementárního procesoru.  
A.1 Paralelně-paralelní varianta 
Činnost elementárního procesoru varianty paralelně-paralelní je názorně zobrazena vývojovým 
digramem (obrázek A.1). 
Data enable = 1Inicializace Nahrání Y0 do RV Nahrání Y0 do RD Přepnutí MPX Výpočet
Zápis RV
Zápis RD






Obrázek A.1: Vývojový diagram činnosti paralelně-paralelního elementárního procesoru 
A.2 Sériově-sériová varianta 
Činnost elementárního procesoru varianty sériově-sériové je názorně zobrazena vývojovým 
digramem (obrázek A.2). 
Data 
enable = 1


















Obrázek A.2: Vývojový diagram činnosti sériově-sériového elementárního procesoru 
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A.3 Sériově-paralelní varianta 
Činnost elementárního procesoru varianty sériově-paralelní je názorně zobrazena vývojovým 
digramem (obrázek A.3). 
 




















Obrázek A.3: Vývojový diagram činnosti sériově-paralelního elementárního procesoru 
 
Jsou zde graficky zachyceny jednotlivé fáze, které probíhají při výpočtu numerické integrace 
(metodou Taylorovy řady) v jednotlivých variantách elementárních procesorů (integrátorů). Z těchto 
vývojových diagramů vychází i samotná implementace jednotlivých elementárních procesorů pro 





Popis implementace specializovaného 
paralelního systému v jazyce VHDL 
 
Základní návrhová jednotka v jazyce VHDL je tzv. entita. Popisuje rozhraní se vstupy a výstupy 
daného systému. Entitu můžeme přirovnat např. ke schematické značce, která reprezentuje vstupy  
a výstupy. Entita představující celý navržený paralelní systém v jazyce VHDL je uvedena částí 








Obrázek B.1: Základní entita paralelního systému 
-- ====== paralelni system ====== 
-- CLK - vstup pro hodinovy signal 
-- CLR - vstup pro nulovani signal 
-- DATA_EN - priznak pro platna vstupni data (Y0) 
-- DATAY0 - data pocatecni podminky Y0 
-- VE - priznak pro platna vystupni data (vysledek) 
-- RESULT - vystup systemu (vysledek vypoctu)  
 
entity system is 
   generic (pocet_bitu: integer); 
   port ( 
      CLK: in std_logic; 
      CLR: in std_logic; 
      DATA_EN: in std_logic; 
      DATAY0: in std_logic_vector(pocet_bitu-1 downto 0); 
      VE: out std_logic; 
      RESULT: out std_logic_vector(pocet_bitu-1 downto 0) 
   ); 
end system; 
 
Tato nejvyšší entita obsahuje pouze vstupy pro hodinový a nulovací signál, vstup pro počáteční 
podmínku a příznak, zda jsou vstupní data validní a může se začít provádět výpočet. Dále obsahuje 
výstup výpočtu a opět příznak, že výsledek je validní a může se přečíst připojeným systémem  
a následně uložit a zpracovat. Sekce generic definuje tzv. generické konstanty entity. Je využita pro 
parametrizaci entity (možnost nastavení bitové šířky dat). Tuto hodnotu je možné měnit při každém 
použití entity jako komponenty, např. v tzv. test bench nebo v nadřazeném systému tvořící rozhraní 
pro navržený paralelní systém s hardwarovou platformou, na kterém běží. Obvod se může popsat 
dvěma způsoby: strukturně nebo behaviorálně.  
Systém 
CLK    VE 





Při strukturním způsobu se popíší jednotlivé komponenty obvodu a jejich propojení pomocí vodičů 
(signálů). Behaviorální způsob využívá toho, že chování obvodu lze popsat algoritmem. Komponenty 
mohou být dále dekomponovány na sub-komponenty a samostatně popsány. 
Na přiloženém CD jsou zdrojové kódy celého paralelního systému umístěny v adresáři 
VHDL viz příloha C. V podadresářích jsou uloženy všechny tři varianty specializovaného paralelního 
systému. Soubor vhdl_readme.txt obsahuje doplňující a upřesňující popis obsahu jednotlivých 
podadresářů.  
Každý podadresář obsahuje 3 základní soubory: 
 
 system.vhd - Implementace hlavní entity paralelního systému. Obsahuje řídící jednotku, čítače 
pro počítání smyček, elementární procesory (integrátory) a statickou propojovací síť. 
 systém_tb.vhd - Soubor sloužící pro testování navrženého systému. Představuje testovací 
prostředí, generuje testovací signály a případně zpracovává odezvy. Spuštěním přiloženého 
testbenche např. v simulačním programu ModelSim [21] lze získat časové průběhy ze 
simulované komponenty „systém“ (paralelního systému). 
 systém_ kernel.vhd - Implementace jádra systému, která obsahuje elementární procesor 
(integrátor). Existují tři verze: paralelně-paralelní, sériově-paralelní a sériově-sériová. 
Ostatní soubory obsahují behaviorální popis implementace elementárních prvků, které se využívají ve 
strukturním popisu nadřazených komponent. Jedná se např. o sčítačku, čítače, registry, násobička atd. 
V následující části budou představeny 3 různé implementace specializovaného paralelního systému. 
Každý bude obsahovat jiný typ elementárního procesoru (paralelně paralelní, sériově-paralelní  
a sériově-sériovou). Každý systém bude řešit stejnou diferenciální rovnici (2.11), která byla také 
použita k analýze numerického řešení pomocí Taylorovy řady v kapitole 2.3. Bude představeno 




B.1 Paralelně-paralelní varianta 
Návrh paralelně-paralelního integrátoru byl představen v kapitole 4.1 včetně detailnějšího popisu  
a realizace. Na obrázku B.2 jsou zobrazeny komponenty, vstupy, výstupy a signály použité při 
implementaci. 
Řídící jednotka (řadič), která řídí činnost celého systému. Generuje řídící signály pro čítače  
a elementární procesor (jádro systému). 
 Čítač výsledků počítající celkový počet výsledků   . 
 Čítač ORD počítající počet členů Taylorovy řady (řád metody).  
 Integrační krok je proces generující jednotlivé podíly integračního kroku podle aktuálně 
počítaného řádu metody. 
 Jádro systému je elementární procesor (integrátor) provádějící vlastní výpočet. 
Integrační krok
Čítač výsledků
CLK              
CLR               CNT_LOAD
Jádro systému
CLKRV           
CLKRD                 RESULT









CLK              
CLR                            CONTROL
DATA_EN
Čítač ORD
CLK            CNT_LOAD
























B.2 Sériově-sériová varianta 
Návrh sériově-sériového integrátoru byl představen v kapitole 4.3 včetně detailnějšího popisu  
a realizace. Na obrázku B.3 jsou zobrazeny komponenty, vstupy, výstupy a signály použité při 
implementaci. 
 Řídící jednotka (řadič), která řídí činnost celého systému. Generuje řídící signály pro čítače, 
elementární procesor (jádro systému) a pomocné posuvné registry. 
 Čítač posuvů H počítající posuvy integračního kroku. 
 Čítač posuvů SR počítající posuvy prováděné v SR a ACC. 
 Čítač výsledků počítající celkový počet výsledků   . 
 Čítač ORD počítající počet členů Taylorovy řady (řád metody).  
 Integrační krok je proces generující jednotlivé podíly integračního kroku podle aktuálně 
počítaného řádu metody. 
 Jádro systému je elementární procesor (integrátor) provádějící vlastní výpočet. 
 Posuvný registr SRH s paralelním vstupem pro nahrání integračního kroku. 
 Posuvný registr SRY0 s paralelním vstupem pro nahrání počáteční podmínky. 
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Obrázek B.3: Specializovaný paralelní systém se sériově-sériovým elementárním procesorem  
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B.3 Sériově-paralelní varianta 
Návrh sériově-paralelního integrátoru byl představen v kapitole 4.2 včetně detailnějšího popisu  
a realizace. Na obrázku B.4 jsou zobrazeny komponenty, vstupy, výstupy a signály použité při 
implementaci. 
 Řídící jednotka (řadič), která řídí činnost celého systému. Generuje řídící signály pro čítače  
a elementární procesor (jádro systému). 
 Čítač posuvů SR počítající posuvy prováděné v SR a ACC. 
 Čítač výsledků počítající celkový počet výsledků   . 
 Čítač ORD počítající počet členů Taylorovy řady (řád metody).  
 Integrační krok je proces generující jednotlivé podíly integračního kroku podle aktuálně 
počítaného řádu metody. 
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 ModelSim_man.pdf – Manuál pro práci v ModelSimu.  
 FITkit_man.pdf – Manuál pro práci s FITkitem.  
 VHDL/vhdl_readme.txt – Doplňující informace o implementaci systému. 
 VHDL/pp/ – Zdrojové kódy pro paralelně - paralelní variantu specializovaného systému. 
 VHDL/sp/ – Zdrojové kódy pro sériově - paralelní variantu specializovaného systému. 
 VHDL/ss/ – Zdrojové kódy pro sériově - sériovou variantu specializovaného systému. 
 FITkit/FITkit_readme.txt – Doplňující informace o použití paralelního systému pro FITkit. 
 FITkit/libkitclient-0.2.7-win32.exe – Knihovna pro práci s programem FITKitRead.exe. 
 FITkit/FITKitRead.exe – Program pro komunikaci s FITkitem. 
 
