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Résumé
La perception visuelle ne saurait être réduite aux seules caractéristiques
physiques des éléments constituant la scène visuelle, mais serait le résultat de
mécanismes complexes par lesquelles le cerveau les interprète. La perception
d’une scène visuelle est moins un ensemble d’objets isolés la constituant, qu’un
ensemble organisé et dépendant de ses éléments. De nombreuses études ont été
réalisées pour élucider le mécanisme des modulations contextuelles. L’école de la
Gestalt établit les premières hypothèses sur les mécanismes de la perception
visuelle globale dans lesquelles les objets visuels ont une structure intrinsèque
globale qui ne peut être réduite à la simple somme des parties.
Ce travail s’est intéressé à l’aide de méthodes électrophysiologiques
d’enregistrements multiunitaires et d’analyse cellulaire aux différences de
modulation des réponses des cellules voisines lors de stimuli contextuels. La
périphérie des champs récepteur ne permets pas de provoquer une réponse
neuronale lorsqu’elle est stimulée, mais peut moduler la réponse de la cellule
lorsqu’elle est stimulée simultanément avec le centre excitateur. La présence de
cette zone revêt une certaine importance dans le traitement d’une scène visuelle.
En effet elle serait un mécanisme expliquant l’émergence perceptuelle d’un objet
bruit de fond environnant, et de l’intégration des contours.
iv
Dans une première partie, nous aborderons, l’anatomie et la physiologie du
système rétino-géniculo-cortical chez le chat et le singe. Ces deux animaux étant
très utilisés dans les recherches sur le système visuel.
Dans une deuxième partie, nous décrirons les propriétés physiologiques des
champs récepteurs, en nous attardant particulièrement sur les champs récepteurs
corticaux. Nous discuterons des hypothèses sur l’organisation corticale faisant
encore débat aujourd’hui : une organisation corticale hiérarchique ou une
organisation distribuée.
Dans une troisième partie, nous aborderons la notion de modulation
contextuelle, c’est-à-dire des influences de la périphérie sur la réponse neuronale.
Nous tenterons par la suite d’expliquer les relations entre la périphérie et le
centre excitateur au niveau de leur connexion.
Puis nous introduirons le comportement des cellules voisines.
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Introduction
Le cortex visuel primaire (aire Vi) est la première étape corticale intégrant
l’information visuelle. Des analyses quantitatives ont montré que les axones provenant des
corps genouillés latéraux, relais thalamiques entre les rétines et le cortex visuel, ne
représente que 5 pourcents des synapses excitatrices dans Vi. Par conséquent, 95 pourcents
des synapses excitatrices proviennent d’autres neurones corticaux ainsi que d’autres
noyaux. Ce réseau étendu de connections latérales et de connexions rétrogrades pourrait
permettre aux neurones de Vi une large intégration de l’informations visuelle provenant de
leur périphérie. De nombreuses études éléctrophysiologiques ont démontré les influences
modulatrices de ces afférences en fonction du contexte visuel. Dans de nombreux cas, ces
influences sont d’ordre inhibiteur, mais peuvent également faciliter la réponse de la cellule
à un stimulus. Peu d’étude se sont jusqu’alors penchées sur le comportement des cellules
voisines lors de la stimulation du centre et de la périphérie des champs récepteurs. Nous
chercherons à savoir dans cette étude si les cellules sont regroupées dans le cortex visuel en
fonction du type d’influence modulatoire de leur périphérie, donc si dans un même bassin
de population, les cellules corticales sont regroupées en fonction du caractère facilitateur ou
inhibiteur de leurs afférences. Depuis les années soixante et la mise en évidence des
cellules simples et complexes dans l’aire 17, les propriétés de celles-ci ont été beaucoup
étudiées. Nous poursuivrons ces études en analysant les différences de modulation entre les
cellules simples et complexes pour une différence de contraste entre leurs centres et leurs
périphéries.
3Organisation du système visuel
La rétine
La rétine constitue la première structure nerveuse des voies visuelles. Elle
possède plusieurs millions de cellules photosensibles, les photorécepteurs qui
intègrent le signal lumineux et la transforme en signal électrique. Cette
information visuelle codée en signal électrique sera par la suite conduite via le nerf
optique jusqu’au cerveau où elle sera interprétée. La rétine est composée de cinq
classes de neurones organisées en six couches cellulaires superposées : 1) La
couche des cellules ganglionnaires, composée des corps cellulaires des cellules
ganglionnaires, 2) la couche plexiforme interne, formée des dendrites des cellules
ganglionnaires, bipolaires et amacrines, 3) la couche nucléaire interne, composée
des corps cellulaires des cellules bipolaires, horizontales et amacrines, 4) la couche
plexiforme externe, formée des terminaisons nerveuses des cellules bipolaires,
horizontales et des photorécepteurs, 5) la couche nucléaire externe, formée des
corps cellulaires des photorécepteurs, 6) la couche des segments externes des
photorécepteurs contenant un photopigment rhodopsine.
Les cellules ganglionnaires de la rétine sont les premières cellules nerveuses
du système visuel à engendrer des potentiels d’action. Ces cellules possèdent un
4champ récepteur composé d’une région centrale et une région périphérique de
forme circulaire. Les cellules dites de centre « ON » présentent un centre qui
lorsqu’il est stimulé par de la lumière, évoque une réponse cellulaire, alors qu’une
stimulation lumineuse de la périphérie empêche la décharge de la cellule. Les
cellules dites « OFF » ont un fonctionnement inverse. Cette organisation du champ
récepteur permet de rendre ces cellules sensibles à des différences d’intensité
lumineuse. Cette propriété est des plus importantes dans le traitement de
l’information d’une scène visuelle. Le contraste est, par la nature des champs
récepteurs cellules ganglionnaires, détecté dès la rétine. En effet, le taux de
décharge d’une cellule ganglionnaire dépendra directement de la différence de
luminosité entre le centre et la périphérie des champs récepteurs ganglionnaires.
On distingue trois types de cellules ganglionnaires, les cellules a, b et c chez
le chat et M (magni), P (parvi) et K chez les primates.
Chez le chat, les cellules a ont de grands champs récepteurs et répondent
uniquement aux basses fréquences spatiales, montrent une haute sensibilité de
contraste dans ces basses fréquences (Troy 1985) et possèdent une forte
sensitivité temporelle à des stimuli transitoires et à des stimuli rapides. Les cellules
b, ont quant à elles de plus petits champs récepteurs et sont principalement
sensibles aux bas contrastes et aux fréquences spatiales moyennes, ainsi qu’aux
hautes fréquences spatiales à haut contraste. Ces cellules peuvent rapporter la
position de petits stimuli avec une grande précision (Shapley et Victor, 1986).
5Chez les primates, les cellules M présentent un grand champ récepteur et
répondent de façon transitoire à une illumination soutenue. Elles répondent de
façon optimale à des objets de taille importante et peuvent suivre des
changements rapides dans la stimulation. Les cellules P sont sensibles aux
différences de couleur et peu aux différences de contrastes. Leurs champs
récepteurs présentent un antagonisme de couleur.
L’information du traitement de la scène visuelle codée en potentiel d’action
naît au niveau des cellules ganglionnaires et se propage dans le nerf optique
jusqu’à atteindre les relais thalamiques, formés par les corps genouillés latéraux.
Pae ailleurs, des fibres bifurquent et se dirigent vers les collicules supérieurs.
(Kandel 2004)
Les corps genouïllés latéraux
Chez le chat
Les fibres des cellules ganglionnaires de la rétine se dirigent ventralement
et dorsalement dans le tractus optique et pénètrent dans la partie ventrale du CGL
puis se terminent dans les couches appropriées en fonction de leur oeil d’origine et
de la position de leur corps cellulaire dans la rétine. Les fibres de la voie Y font
synapses dans les couches magnocellulaires A, Al ou C, les fibres de la voie X se
6terminent dans les couches A et Ai, et les fibres W dans le complexe de couches
parvocellulaires Cp. Une fibre X ou Y n’innerve généralement qu’une seule couche,
alors qu’une fibre Y peut en innerver plusieurs par une série de branches
collatérales.
Les efférences X projettent uniformément dans la couche IV du cortex strié,
alors que les efférences Y projettent principalement dans la moitié supérieure de la
couche IV (Freund et al., 1985; Humphrey et al., 1985a, b). De plus la voie X
innerve principalement le cortex strié, alors que la voie des cellules genouillées Y
et W innerve de nombreuses régions extra-striées tels que les collicules supérieurs
(Sherman et Spear 1982). La principale différence dans les propriétés de réponse
de ces deux voies est que la voie X est beaucoup plus sensible aux stimuli
constitués de hautes fréquences spatiales alors que la voie Y répond
principalement aux cibles constituées de basses fréquences. (Lehmkuhle et aI,
1980, Troy 1983).
Chez le primate
Chez le primate, le CGL contient six couches de corps cellulaires séparées
par des couches intralaminaires composées d’axones et de dendrites. Les deux
couches cellulaires les plus ventrales contiennent des cellules possédant un soma
relativement grand, la couche magnocelllulaire recevant des afférences des cellules
ganglionnaires M, alors que les quatre couches dorsales sont formées par des
7cellules plus petites, les couches parvocellulaires, sur lesquelles se projettent les
axones des cellules P (Leventhal et al., 1981; Connolly et Van Essen, 1984). D.
Hubel et T. Wiesel ont montré dans les années 60 que les champs récepteurs des
cellules du CGL étaient à l’instar des cellules ganglionnaires, de type concentrique
avec un antagonisme centre/périphérie. La division anatomique des voies magno
et parvocellulaires peut être vue comme deux voies parallèles ayant des propriétés
physiologiques distinctes. La voie magnocellulaire est particulièrement sensible au
contraste d’intensité lumineuse et à la fréquence temporelle, alors que la voie
parvocellulaire est quant à elle sensible au contraste de couleur et à la fréquence
spatiale. Ces propriétés distinctes des deux voies parallèles permettent de penser
qu’elles conduisent des informations visuelles complémentaires.
Le cortex visuel primaire
Organisation des afférences
Le cortex visuel primaire ou aire 17 de Brodmann, est la première aire
corticale de traitement de l’information visuelle. Il est composé, sur deux
millimètres chez le primate, de six couches cellulaires. Les afférences provenant du
CGL font synapse au niveau de la couche IV. La ségrégation entre les voies parvo
8et magnocellulaires est maintenue dans Vi, les fibres magnocellulaires se
projettent dans la couche IVC , et les fibres parvocellulaires dans la couche IVCŒ
Les cellules des régions interlaminaires du CGL projettent vers les couches II et III
forment les blobs.









Ilei Iii I li cl hij 1I j.





Couche Couche coniocelluiaires con,oceilulaires
magnoceilularro magnocellulaire parvocellularres i parvoceilulaires ventrales aenlrales
du COL t J du CGL 2 du CGL4 eth J du CGL3 oiS par rapport J J par rapporr
• g auCGLtet4
tOtrflO Retine Relin& Reirno Rhne Rotino
controlalérale . ipsilatérale controlaterale ipsrlatérale controlaierale ipsrlalerale
cellule cellule cellule cellule cellules cellules
ganglionnaire ganglionnaire ganglionnaire ganglionnaire çlanlilorrrrrrrrcs ganglionnaires
de type M de lype M de type P de type P non de type P, non de iypn P
nort de type M rien do iyprr M
(a) (b) (C)
magnocellulaire, (b), voie parvocellulaire, (c), voie coniocellulaire. (Bear et al., 1996, 258).
9Les Colonnes d’orientation
D. Hubel et T. Wiesel ont montré dans les années 60 que les champs
récepteurs des cellules du cortex visuel primaire différaient de ceux des cellules du
CGL et de la rétine. Les cellules corticales répondent à des stimuli lumineux
linéaires comme des barres lumineuses. De plus ces cellules répondent
préférentiellement à des barres d’orientation particulière. Ils montrèrent que les
neurones enregistrés au cours de pénétrations verticales d’une électrode
montraient des changements dans leur préférence pour une orientation. Si l’on
insère une électrode avec une orientation normale à la surface du cortex, les
cellules enregistrées à travers les différentes couches corticales montrent des
orientations préférées similaires. Si une électrode pénètre dans le cortex avec une
orientation oblique, elle enregistrera au cours de sa descente dans les couches
corticales des neurones ayant toutes les orientations sur 1800 sans interruption
majeure dans la rotation graduelle de l’orientation préférée. Ces résultats
amenèrent Hubel et Wiesel (1962, 1963) à proposer le concept des colonnes
d’orientation. Les neurones ayant une même orientation préférentielle sont
regroupés en colonnes d’orientation, orientées perpendiculairement à la surface
corticale. Deux colonnes d’orientations juxtaposées possèdent une différence
d’orientation d’environ 15° d’angle et mesure entre 30 et 100 iim de large. Ils
étendirent ce concept de colonne à des colonnes de plus grande taille : les
hypercolonnes qui regroupent sur environ lmm toutes les colonnes d’orientations
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répondant à toutes les orientations d’une ligne dans une région de l’espace
particulière. Une hypercolonne regroupe alors toutes les orientations possibles
d’une ligne. On retrouve également dans ces hypercolonnes des colonnes de
dominance oculaire où la réponse est dominée par l’afférence d’un des deux yeux.
Les colonnes de dominance oculaire
Dans l’aire 17 et 18 une majorité de cellules présente des activités
dominées par la stimulation d’un oeil particulier (Hubel et Wiesel, 1962). Cette
préférence oculaire est particulièrement importante dans la couche IV. Dans les
autres couches corticales, la plupart des neurones peuvent êtres excités par un oeil
ou l’autre, mais la dominance occulaire extrême dans ces couches est très rare.
Les colonnes de dominance oculaire et d’orientation se superposent. Bien que les
colonnes de dominance oculaire soient des zones alternées dont la réponse
neuronale est dominée par un oeil plutôt que l’autre, elles possèdent une
progression ordonnée des préférences d’orientations et ininterrompu par le
changement de dominance oculaire.
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Une organisation modulaire
L’organisation en colonne est une caractéristique de l’architecture du cortex
cérébral (Mountcastle, 1997). Les neurones regroupés dans une colonne
perpendiculaire à la surface corticale présentent des propriétés fonctionnelles
similaires comme la dominance oculaire ou l’orientation (Hubel et Wiesel 1977).
D’autres propriétés sont également regroupées en amas telles que la fréquence
spatiale (Tootell, et al., 1981), et la couleur (Tootell et al., 1988). Les neurones
corticaux sont également regroupés en fonction des propriétés de leur champ
récepteur classique (direction, mouvement) (Shmuel et Grinvald, 1996 ; Weliky et
al., 1996). Yao et al. (2002) ont montré que les neurones sont également
regroupés en fonction de la nature facilitatrice ou inhibitrice de leur champ
récepteur non classique (ERF). Les regroupements des propriétés des ERF des
neurones sont distribués de façon aléatoire dans toutes les couches du cortex
visuel primaire. Les neurones sont également regroupés en fonction de leurs
propriétés de réponse comme la fréquence temporelle et la latence (DeAngelis et
al., 1999). De angelis et al. (1999) mettent également en évidence que les
neurones voisins présentent rarement des champs récepteurs très similaires. Les
colonnes fonctionnelles du cortex semblent moins redondantes que l’on pensait.
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Les champs récepteurs
Champs récepteurs de la rétine et du CGL
La notion de champs récepteurs commence au début du XX ème siècle avec
les travaux de E.A. Adrian et ceux de Hartline. En 1927 Adrian et Matthews
enregistrent des trains de potentiels d’action dans le nerf optique du congre et
remarquent que le taux de décharge augmente et que la latence des réponses
décroît lorsque l’intensité lumineuse du stimulus augmente. En 1938, Hartline isole
des axones de cellules ganglionnaires dans le nerf optique du Limule, puis de la
grenouille. Il nomme champ récepteur, la région de la rétine qui doit être illuminée




















Figure 2. Propriété du champ récepteur d’une cellule ganglionnaire de type Off. a. la
cellule est stimulée par de la lumière et ne répond pas. b. Un stimulus sombre placé dans le centre
excitateur dit champ récepteur entraîne une forte réponse de la cellule. c. Lorsque du stimulus
sombre couvre la périphérie et le centre, la réponse cellulaire est inhibée. (Bear et al., 1996, 233).
Les travaux de Kuffler (1953) chez le chat et de Barlow (1953) chez la grenouille
permirent la caractérisation précise des propriétés des champs récepteurs des
cellules ganglionnaires de la rétine. Kuffler montra que ceux-ci sont de forme
concentrique, possédant une région centrale sensible soit à la lumière (centre ON),
soit à l’obscurité (centre OFF), et une région périphérique antagoniste. Les mêmes
caractéristiques ont été mises en évidence dans les cellules bipolaires de la rétine
et dans les cellules relais du CGL.
Les champs récepteurs corticaux
Hubel et Wiesel mirent en évidence dans Vi dans les années 60 des cellules
répondant de façon optimale non plus à un disque lumineux comme c’est le cas
pour les cellules rétiniennes ou du CGL mais à une barre lumineuse ayant une
orientation spécifique. Ces cellules aux champs récepteurs plus complexes
répondant de façon spécifique à l’orientation, sont réparties dans toutes les
couches corticales à l’exception de la couche IV, et des blobs. (Hubel et Wiesel,
1962, 1968). Ces propriétés spécifiques des champs récepteurs des cellules de
14
l’aire visuelle primaire ont été expliquées comme étant la résultante de
convergences des afférences des cellules du CGL aux champs récepteurs
concentriques vers une cellule corticale. Ces neurones corticaux ont été divisés en
deux catégories en fonction des propriétés de leurs champs récepteurs : les
cellules simples et les cellules complexes.
Champ récepteur des cellules simples et complexes
Définition
Hubel et Wiesel (1962) rapportent, sur la base d’observations qualitative,
deux types distincts de cellules pouvant être trouvés dans le cortex visuel du chat,
les cellules simples et les cellules complexes. Cette classification repose sur des
différences fondamentales dans l’organisation de leurs champs récepteurs.
Le champ récepteur d’une cellule simple possède deux attributs important.
Premièrement, il peut être subdivisé en deux régions distinctes, l’une excitatrice et
la seconde inhibitrice, dans lesquelles, la présentation d’un stimulus visuel
approprié, entraîne, s’il est placé dans l’une ou l’autre des sous régions , une
décharge neuronale, mais pas quand le stimulus est présenté simultanément dans
les deux. Une barre lumineuse pourra ainsi provoquer une réponse cellulaire
lorsqu’elle est placée dans une des sous régions. L’autre sous région sera alors
activée par une barre sombre.
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Deuxièmement, il y a une sommation spatiale dans chaque région et
antagonisme entre les régions inhibitrices et excitatrices. Ainsi, une réponse
maximale sera provoquée par un stimulus visuel dont la longueur et la largeur
correspondront parfaitement avec la région du champ récepteur répondant à ce
stimulus. Si le stimulus est plus petit, la réponse sera moindre, car la région sera
moins stimulée. Si le stimulus est plus large, la réponse sera également diminuée
dû à la stimulation de la région antagoniste adjacente. Par conséquent, les
caractéristiques préférentielles d’un stimulus pour une cellule simple peut être
prédites à partir de la carte du champ récepteur corroborant l’hypothèse que la
sommation spatiale à l’intérieur du champ récepteur d’une cellule simple est
linéaire.
Champ récepteur de type centre-périphérie
de 3 neurones du COL
Partie de la rétine
Neurones du CGL
Neurone de la couche lVv(c)
Figure 3. Modèle schématique de la formation des champs récepteurs corticaux. (Bear et
al. 1996, 261]
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Les cellules complexes peuvent être identifiées par l’une des deux
caractéristiques de leur champ récepteur. Le champ récepteur d’une cellule
complexe peut présenter une juxtaposition des régions excitatrices et inhibitrices.
Il peut également avoir une séparation des régions antagonistes, mais les
dimensions de ces régions ne permettent pas une prédiction de la largeur optimale
du stimulus visuel.
En plus de ces définitions classiques qui distinguent les cellules simples et
complexes, des études ont tenté de distinguer ces deux types cellulaires en
fonction du degré de modulation suite à la présentation de stimuli visuels. En effet,
le patron de décharge des potentiels d’action d’une cellule simple à un réseau
sinusoïdal défilant (grating) est hautement modulé, alors que la réponse d’une
cellule complexe ne le sera pas. Le degré de modulation est quantifié par le ratio
du courrant alternatif tAC) sur le courrant continu (DC). Les cellules dont le ratio
AC/DC est supérieur à 1 sont définies comme simples, alors qu’elles sont dites
complexes si celui-ci est inférieur à 1 (Skottun et al. 1991).
Différentes cellules complexes
Les cellules simples sont principalement enregistrées dans les couches IV et
VI (Hubel et Wiesel 1962; Gilbert et al. 1977), alors que les cellules complexes
sont situées dans les couches 11/111 et V (Bullier and Henry, 1979) Cependant, on
retrouve dans la couche IV un certain nombre de cellules dont les sous-régions de
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leur champ récepteur sont superposées (Martinez et al., 2005). Ces cellules
complexes de premier ordre reçoivent leurs contacts synaptiques du CGL (Bullier
et al., 1979; Usrey et al., 2003).
Il existe différentes cellules complexes en fonctions de leur afférence. Les
cellules complexes standards reçoivent leur afférence de la couche A du CGL via la
couche corticale IV, alors que les cellules complexes dites spéciales sont formées
par la convergence des inputs des cellules complexes des couches II et III. Ces
hypothèses sont basées sur plusieurs observations. Des études intracellulaires
indiquent que les cellules corticotectales ne reçoivent pas d’excitation
monosynaptique du CGL (Singer et Cynader, 1975; Ferster and Lindstrom, 1983).
Cependant des connexions monosynaptiques entre cellules simples et complexes
ont été montrées (Alonso et Martinez, 1998). Ainsi, même si les cellules complexes
reçoivent des afférences directement du CGL (Hoffman et Stone, 1971; Ferster et
Lindstrbm, 1983), les connexions entre les couches IV, V et VI sont nombreuses
(Ferster and Lindstrom, 1983, Martin et Whitteridge, 1984), et il est raisonnable
de penser que les neurones dans les couches IV et VI peuvent fournir les
efférences nécessaires pour les cellules complexes standards. Il y a également des
connexions intralaminaires entre les neurones des couches 11/111 et VI (Ferster and
Lindstrom, 1983, Martin et Whitteridge, 1984). Quand les couches superficielles
sont inactivées, les cellules complexes spéciales ne sont plus observées dans la
couche V, alors qu’elles persistent lors du blocage de la couche IV, via
l’inactivation de la couche A du CGL (Malpeli (1983). Les couches corticales
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superficielles sont donc nécessaires à l’activité des cellules complexes spéciales qui
sont particulièrement indépendantes du blocage de la couche A du CGL.
Des études plus récentes ont montré que les cellules complexes inhibitrices dans la
couche IV n’étaient pas syntonisées à l’orientation. Ces neurones joueraient un
rôle dans la régulation de l’excitation et non dans le traitement de l’information
visuelle (Hirsch et al., 2003; Lauritzen et al., 2003).
Un modèle hiérarchique ou un continuum de propriétés cellu]aires?
Un des débats actuels est de savoir si les cellules simples et complexes sont
divisées en deux classes de cellules organisées de façon hiérarchique, selon le
modèle classique de Hubel et Wiesel, ou si elles représentent les deux extrémités
d’une distribution continue de propriétés.
Un modèle hiérarchique
Dans le modèle classique proposé par Hubel et Wiesel, les neurones du CGL
avec un alignement approprié de champs récepteurs circulaires convergent vers un
neurone cortical et formeraient ainsi un champ récepteur cortical simple et orienté.
Un tel arrangement d’afférences du CGL est suffisamment démontré par
différentes études pour ne plus être débattu (Chapman et al., 1991 ; Reid et
Alonso, 1995). Hubel et Wiesel appliquèrent leur modèle pour expliquer la
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formation des cellules complexes. Ainsi le champ récepteur d’une cellule complexe
résulterait de la convergence d’inputs de cellules simples dont les champs
récepteurs possèdent la même orientation préférentielle mais diffèreraient dans les
signes et les positions de leurs champs récepteurs. Ainsi le champ récepteur d’une
cellule complexe présente un champ récepteur plus grand, et des fonctions plus
spécifiques. Les cellules complexes sont donc, dans ce modèle hiérarchique,
considérées comme en aval des cellules simples. Cette théorie de l’organisation
des cellules a été vérifiée par de nombreuses études montrant que la combinaison
des convergences d’afférences de cellules simples pouvait générer le
comportement de cellules complexes (Tao et al., 2004). Cette hypothèse impose
une distribution non homogène des types cellulaires, Martinez et al. (2005)
confirment chez le chat que les cellules simples sont principalement présentes
dans les couches corticales dont les afférences proviennent du thalamus, couche 4
et 6 alors que les cellules complexes sont distribuées dans les autres couches
corticales.
Les cellules simples répondent de façon approximativement linéaire à une
stimulation visuelle, elles modulent leur taux de décharge à la même fréquence
temporelle que celle d’un réseau sinusoïdal défilant. Une cellule complexe quant à
elle ne montrera pas de modulation lors de la présentation d’un tel stimulus. Une
cellule complexe modulera à deux fois la fréquence du contraste lors de l’utilisation
d’une plage d’ondes sinusoïdales stationnaires dans l’espace mais dont le contraste
oscille sinusoïdalement dans le temps (« counterphase grating) »), (Chance et al.,
1999). De nombreuses études ont alors proposé qu’une mesure appropriée de la
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linéarité de la réponse serait la mesure du ratio entre l’amplitude de la première
harmonique de la réponse et la moyenne du taux de décharge, le ratio F1/F0
quand la cellule est stimulée avec un réseau de barres sinusoïdales en mouvement
(De Valois et al. 1982; Maffei et Fiorentini 1973; 1978; Skottun 1991). La
distribution de ce ratio dans le cortex visuel primaire se fait de façon bimodale ce
qui a permis d’émettre la preuve de l’existence de classes cellulaires discrètes
(Skottun et al. 19991)
Une autre étude a montré des différences entre cellules simples et
complexes en termes de syntonisation des oscillations gamma. Les FRB, des
cellules déchargeant en bouffées rythmiques rapides (Fast rythmic bursting celI),
longtemps considérées comme étant des cellules simples, sont réparties dans les
couches 2-6. Cardin et al. (2005) montrent que ces cellules peuvent être simples
et complexes. Les FR8 simples montrent une augmentation de la force relative des
oscillations gamma (30-50 Hz) à des stimuli visuels mais pas les complexes. Une
hyperpolarisation créée par un courant injecté ne change pas la quantité relative
de l’activité gamma durant la stimulation visuelle suggérant que l’activité gamma
évoquée est principalement causée par les afférences synaptiques rythmiques du
thalamus. Ces expressions des oscillations gamma tendent à défendre l’hypothèse
d’une organisation hiérarchique corticale, une hiérarchie entre les cellules simples
recevant des afférences thalamiques et les cellules complexes recevant des
afférences intracorticales (Cardin JA, Palmer LA, Contreras D 2005).
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Un modèle parallèle, distributif
Les relations entre le CGL et la dépendance corticale sont souvent
conceptualisées comme un continuum entre une dominance absolue conduite par
un input du CGL et une intégration complète de plusieurs afférences. Dans le cas
d’une intégration complète, les cellules corticales sont indépendantes d’une
quelconque couche du CGL, comme c’est le cas pour les cellules complexes
spéciales des couches V de l’aire 17 et une majorité des neurones des couches II
et III.
Les expériences de Malpeli (Malpeli, 1983) démontrent que les cellules simples et
complexes dans la couche IV ne sont pas nécessaires à l’activité des cellules
complexes des couches 11/111 et la plupart des cellules de la couche V. En bloquant
par du chlorure de cobalt les transmissions synaptiques dans la couche A du CGL,
donc en inhibant l’activité des couches corticale 4ac, 4c et 6, les réponses
évoquées, la sélectivité à l’orientation et à la direction des cellules des couches
corticales 11/111 ne sont pas sérieusement affectées. Dans la couche V, les cellules
complexes sont affectées partiellement alors que les cellules simples le sont
davantage. Ces expériences testent directement le modèle hiérarchique dans
lequel les propriétés des champs récepteurs des cellules complexes sont générées
par la sommation des afférences des cellules simples. En effet en inhibant les
réponses des cellules corticales les plus en amont, cela devrait, si l’organisation du
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cortex visuel primaire suivait un schéma hiérarchique, inhiber les réponses des
cellules en avales. Ce qui d’après cette étude n’est pas le cas.
La classification des cellules simples et complexes par le ratio F1/F0 , est dans de
nombreuses études remis en question (Ringach et al., 2002; Mechler et Ringach
2002 ; Nata et al., 2004). Ringach et al. (2002) montrent par des enregistrements
chez le macaque dans Vi que beaucoup de cellules dans Vi ne sont ni entièrement
simples ni entièrement complexes, mais présentent des propriétés mixtes
intermédiaire. De plus ils mettent en évidence que la couche corticale recevant le
plus important nombre de input thalamique (4C) contient le même nombre des
cellules simples et complexes
Des études ultérieures (Tao et al., 2004) démontrent toutefois que le modèle
bimodal reste intact: des cellules simples et complexes coexistent dans le cortex.
Tao et al. proposent un modèle égalitaire dans lequel tous les neurones
interagissent ensemble au même niveau avec des connexions latérales non
spécifiques et isotropiques. Dans ce modèle, les différences entre cellules simples
et complexes sont le reflet d’une différence de proportions entre les connexions
thalamo-corticales et cortico-corticales. Leurs expériences mettent en évidence des
cellules simples et complexes mais également des cellules n’appartenant à aucune
de ces deux catégories. Même si leur modèle diffère du modèle classique,
hiérarchique de Hubel et Wiesel, celui-ci montre une distribution bimodale, mais
dans lequel tous les types cellulaires reçoivent un fort contingent d’afférences du
réseau composé de cellules simples et de cellules complexes, ainsi que du CGL.
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Mechler et Ringach, (2002), reviennent sur cette organisation corticale bimodale et
hiérarchisée pour une organisation uniforme et un continuum de propriétés
cellulaires. Leurs hypothèses proposent qu’il y ait toujours des cellules de chaque
type à une extrémité de la distribution. Ils proposent également qu’un grand
nombre de cellules au milieu de la distribution reçoivent un mélange d’inputs et
que ces cellules aient un ratio de modulation intermédiaire.
Rivadulla et al. (2001) montrent qu’en bloquant les récepteur AMPA, dans les
couches corticales 11/111, taux de décharges des cellules diminue mais augmente
leur sélectivité à la direction et à la phase spatiale des cellules complexes, faisant
des réponses des cellules complexes identiques à celles des cellules simples. Le
blocage des récepteurs NMDA, diminue le taux de décharge, mais laisse la
sélectivité à la direction des cellules complexes intacte.
Priebe et al., 2004, par des enregistrements intracellulaires montrent que l’index
de modulation du potentiel de membrane est unimodal. Leurs résultats suggèrent
que la non-linéarité des mécanismes du potentiel d’action contribue directement à
engendrer la dichotomie entre cellules simples et complexes déterminée par l’index
de modulation de décharges des cellules (R1/R0). La distribution bimodale du
cortex, correspondant à l’existence de deux classes différentes de cellules, ne
serait que le fait d’utilisation des stimuli particuliers et en examinant la modulation
de décharge neuronale. Le seuil de décharge crée une distinction qualitative entre
ces deux classes de cellules. Ces deux classes de cellules simple et complexe
24
émergent d’un continuum de distribution d’input synaptique. Il s’agit d’un
continuum de distribution de propriétés de réponses des potentiels membranaires.
La présence de deux types cellulaires simples et complexes dans le cortex
et leur organisation hiérarchique est à l’origine de modèles sur la physiologie
cérébrale. Des nombreuses études ont montré chez le singe dans les aires en aval
de Vi comme l’aire IT, des cellules répondant exclusivement à des formes
particulières, ou à des visages ayant une orientation particulière (Logothetis et al.,
1994, Logothetis 2000 ; Tanaka, 1996, 1997). Une étude éléctrophysiologique
récente a mis en évidence chez l’humain des cellules répondant de façon spécifique
à des visages ou à des lieux connus. Ainsi une cellule répondra de façon optimale à
la vue de l’opéra de Sidney, alors qu’une autre cellule ne répondra qu’au visage de
l’actrice Jennifer Aniston. La découverte de telles propriétés cellulaire du système
visuel, soulève à nouveau la question de l’existence des « cellules grand-mères ».
La présence d’une cellule « Jennifer Aniston » dans le cortex inféro-temporal
humain appuierait-elle le concept du modèle hiérarchique de Hubel et Wiesel ? Le
système visuel serait-il organisé par des cellules de plus en plus complexes dans
les aires corticales supérieures jusqu’à aboutir à des cellules répondant de façon
spécifiques à un objet ou à une personne ?
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Propriétés spatiales du centre et de la périphérie dans Vi
Il y a différentes façons de mesurer la taille du centre d’un champ récepteur
d’un neurone cortical. Une méthode consiste à mesurer la région du champ visuel
qui lorsqu’elle est illuminée par une barre provoque une augmentation du taux de
décharge. Cette région est appelée champ de réponse minimum (minimum
response field ou mRF) ou champ récepteur classique (CRF) (Barlow et al., 1967).
Plus récemment la méthode de corrélation inverse consiste à utiliser brièvement à
des positions aléatoires dans le champ visuel, des barres lumineuses ou sombres
très contrastées, et ainsi à reconstituer la position de la barre à un temps donné
juste avant l’émission d’un potentiel d’action (DeAngelis et al., 1995). En
moyennant les positions des barres sombres et lumineuses, il est possible de
construire une carte de réponse. Cette méthode permet de fournir des
informations sur la localisation des régions ON et OFF, et sur les aspects
dynamiques de réponse du centre, et est plus quantitative que la méthode
classique. Une troisième méthode utilisée pour mesurer la taille du centre du RF,
consiste à stimuler la cellule avec une plage d’ondes sinusoïdales à fort contraste
et à orientation, fréquence spatiale et temporelle optimale, et à augmenter la taille
du stimulus jusqu’à ce que la réponse du neurone cesse d’augmenter (DeAngelis et
al., 1994). Le champ de sommation de haut contraste (High contrast summation
RF ou hsRF) correspond alors à la région du champ visuel à travers laquelle le
neurone somme les stimuli.
26
Relier l’organisation du centre et du pourtour des neurones corticaux dans
un modèle simple n’est pas aussi facile que cela l’est pour les cellules
ganglionnaires de la rétine. En effet, la taille des centres des champs récepteurs
corticaux varie dépendamment du contraste du stimulus utilisé. À de faibles
valeurs de contraste, la taille du champ de sommation double par rapport à sa
valeur pour un stimulus fortement contrasté (Sceniak et al., 1999). Par
conséquent, les régions jouxtant le CRF dans l’axe de l’orientation optimale
peuvent faciliter les réponses du CRF à faible contraste, mais les réprimer à haut
contraste (Kapadia et al., 1995; Mizobe et al., 2001, Polat et al., 1998). Ainsi il est
possible d’identifier trois régions chevauchantes dans le centre du champ
récepteur des neurones corticaux, le mRF, le hsRF, IsRF (summation RE at Iow
contrast) (Angelucci and Bullier 2003). Un autre élément complexifiant est que la
périphérie modulatrice n’est pas toujours organisée de façon concentrique et
symétrique, comme c’est le cas pour les cellules ganglionnaires de la rétine. Il a
été montré dans l’aire Vi du chat que la périphérie consiste souvent en une seule
zone asymétrique suppressive ou facilitatrice, et que la force du surround est plus
grande dans la région bordant immediatement le centre du RF (Walker et al.,
1999). De plus, les interactions entre les réponses obtenues par stimulation du
CRF et de la région périphérique est souvent non linéaire, du moins en termes de
nombre de spikes dans la réponse. Par exemple, la stimulation des régions hors du
CRF ne produit pas de réponses, mais la présence d’un stimulus dans cette région
peut augmenter par un facteur trois ou quatre la réponse du CRF. Le contraste
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relatif des stimuli dans le centre et la périphérie peut déterminer le signe de la
modulation (Levitt and Lund, 1997 ; Mizobe et al., 2001 ; Polat et al.,1998)
Les modulations contextuelles
La réponse d’un neurone dans le cortex visuel primaire à un élément d’une
image complexe est influencée par le contexte dans lequel se situe cet élément.
Les modulations contextuelles dans Vi sont interprétées comme le substrat
neuronal de phénomènes psychophysiques comme la saillance (pop out) (Knierim
and Van Essen, 1992, Kastner et al., 1997), l’intégration du pourtour (Kapadia,
1995), la perception de la surface (Rossi et al., 1996) et la ségrégation de objet et
du fond (Lamme, 1995; Zipser et al., 1996).
De nombreuses études électrophysiologiques ont montré que les réponses
des neurones de vi à des stimuli visuels présentés dans leurs champs récepteurs
sont modulées par des stimuli placés dans leurs périphéries (Revue par Gilbert
1998, Fitzpatrick et al., 2000, Albright and Stoner, 2002)
L’information reçue par l’ERF (nonclassical, extra-receptive field) peut
moduler la réponse neuronale du CRF stimulé, ce qui permet de coder le contexte
dans lequel le stimulus est présenté (Gilbert et al., 1998). Il a été montré que,
dans le cortex visuel primaire, la stimulation du SRF (surround receptive field)
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peut moduler la réponse de neurones dont le CRF est également stimulé. Cette
modulation est principalement suppressive (Walker et al. 1999, 2000), et l’effet
suppresseur de la stimulation du SRF est plus fort quand le SRF est stimulé avec
des plages d’ondes sinusoïdales ayant la même orientation et fréquence spatiale
que celui présenté dans le CRF (DeAngelis et al., 1994; Lili and Li, 1997; Akasaki
et al., 2002). Le contraste des plages de stimulation est également un paramètre
qui influence fortement les réponses neuronales, en effet, les effets de la
stimulation du SRF sont contraste-dépendant, le SRF est facilitateur lorsque le CRF
est stimulé avec un faible contraste, alors qu’il devient suppresseur si le contraste
dans le CRF est élevé (Polat et al. 1998; Sengpiel et al., 1997, 1998).
Nous avons précédemment vu qu’un neurone dans le cortex visuel reçoit
des afférences de régions particulières du champs visuel. À l’intérieur de cette
région, une aire excitatrice traditionnellement nommée le champ récepteur
classique ou CRF (classical receptive fie/d) est active lorsqu’un objet lumineux est
placé dans son champ. L’information de régions distinctes et distantes du champ
visuel doit être incorporée pour créer une perception visuelle globale à partir
d’attributs locaux. Même si cette interaction a longtemps été attribuée aux aires
visuelles supérieures ayant de plus grands champs récepteurs, il est maintenant
admis que les neurones dans l’aire visuelle primaire reçoivent des signaux,
principalement suppresseurs, d’une région étendue au-delà du champ récepteur
(AlIman et al. 1885; DeAngelis et al., 1994). Les neurones de l’aire visuelle
primaire fournissent plus d’intégrations spatiales que l’on ne pensait
précédemment dues à l’existence de cette périphérie inhibitrice non classique.
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Parmi les modulations contextuelles existent plusieurs phénomènes, les
phénomènes d’inhibitions par la stimulation des extrémités (« end stoping»), et
des flancs («side inhibition») des champs récepteurs, de suppression par un
pourtour annulaire, de facilitations par des configurations centre/pourtour
colinéaires, ou des configurations en T.
Les modulations suppressives
La plupart des études sur les modulations contextuelles font état de la
modulation suppressive de la périphérie sur les réponses du centre excitateur. Les
premiers phénomènes de cette modulation suppressive ont été enregistrés par
Hubel et Wiesel (1965).
Inhibitions par les flancs et les extrémités
Dans leur étude électrophysiologique du cortex primaire visuel chez le chat,
Hubel et Wiesel (1965) mirent en évidence des cellules sélectives à l’orientation
d’une barre lumineuse ainsi que dans l’aire 18 et 19, des cellules complexes
sensibles à la longueur de la barre lumineuse. La réponse de ces cellules
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augmentait avec l’augmentation de la taille de la barre jusqu’à une longueur
optimale, au-delà de laquelle la réponse de la cellule décroissait, ils nommèrent
ces cellules : cellules hypercomplexes. Des études ultérieures montrèrent que ces
propriétés de réponses étaient indépendantes du type complexe ou simple des
cellules. Le même effet est retrouvé sur les flancs des champs récepteurs
permettant à la cellule de répondre de façon optimale en fonction de la largeur de
la barre lumineuse. Ces deux phénomènes de sensibilité à la longueur (End
stopping) et à la largeur (Side inhibition) sont la résultante de régions inhibitrices
jouxtant le centre excitateur.
Lorsqu’un stimulus visuel est présenté à distance d’un observateur, l’objet
sera projeté sur les deux rétines. Ceci permettra au système visuel d’estimer la
distance de l’objet, ce phénomène est appelé Stereopsie. Le problème
correspondant à ce phénomène est de savoir comment une cellule peut répondre à
la disparité de la barre lumineuse. Comparant le champ récepteur d’une cellule à
une ouverture à travers laquelle la cellule voit le monde, ce problème a été
nommé le problème de l’ouverture (« aperture problem »). Les phénomènes d’
inhibition par les extrémités permettrait de résoudre ce problème dès les cellules
du cortex visuel primaire (Pack et al., 2003; Howe et al. 2005).
En plus de leur rôle sur la sélectivité à la longueur et à l’orientation des cellules
corticales de Vi présentant des propriétés d’inhibition par les extrémités semblent
directement impliqués dans les premières étapes de l’identification des
agencements des contours et des surfaces. En effet, Yazdanbakhsh et aI, (2006)
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ont montré chez le singe que les réponses des cellules possédant ces propriétés
des extrémités étaient sélectives à la différence de contraste. Une barre ayant le
même contraste au centre, dans le champ récepteur, que ses extrémités
provoque de faibles réponses de la cellule, alors que lorsque le contraste entre le
centre et les extrémités est opposé, la réponse cellulaire est élevée.
Sommation à la longueur du stimulus
Des études ultérieures se sont intéressées aux relations entre le pourtour
dans son entier et le CRF en utilisant des réseaux annulaires couvrant la périphérie
entière et, ou le centre. Par cette méthode, Walker et al. (2000) montrèrent chez
le chat que plus de la moitié des cellules de l’aire 17 étaient inhibé par une
stimulation de la périphérie par un disque s’étendant au-delà du centre. Il observa
en plus quelques cellules dont l’inhibition était faible, et un petit nombre de
cellules qui présentaient une facilitation à ce stimulus périphérique.
Une propriété essentielle des interactions entre le centre du RF (mRF ou
hsRF) et la périphérie est la spécificité à l’orientation. En utilisant des plages
d’ondes sinusoïdales comme stimulus, les interactions entre le centre et la
périphérie ont été rapportées comme étant suppressives lorsque le centre et la
périphérie étaient stimulés avec des orientations et des directions identiques
(DeAngelis 1994; Knierim et al. 1992; Levitt et Lund, 1997). Cette sélectivité à
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l’orientation des intéractions centre/périphérie ne semble pas présente au niveau
des neurones des corps genouillés latéraux (Felisberti, 1999), ce qui suggère que




Les études sur les modulations centre pourtour ont montré l’influence
suppressive de la périphérie, mais elles ont montré également la présence de
cellules présentant une facilitation de leur réponse suite à la stimulation de leur
périphérie. Le contraste du stimulus central semble déterminer le signe de la
modulation (Polat et al., 1998; Sengpiel et al. 1997). Lorsque le contraste du
stimulus central est fort, l’effet de la périphérie sera suppresseur, alors qu’un
faible contraste sera facilitateur.
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Colïnéarïté
Chez le singe, Kapadia (1995) montre que 42% des cellules complexes
enregistrées présentent une facilitation à une barre centrale faiblement contrastée,
lorsque que la périphérie est simultanément stimulée avec une barre fortement
contrastée placée de façon colinéaire à la barre centrale. Ces effets diminuent
lorsque que la barre périphérique est éloignée de l’axe correspondant à
l’orientation optimale de la cellule enregistrée, pour des orientations différentes et
lorsque les barres périphériques sont placées latéralement à la barre centrale. Par
la suite Kapadia (2000) a cartographié les interactions entre centre et périphérie.
Il a montré quatre lobes, deux lobes facilitateurs situés aux « End-Zones », deux
lobes inhibiteurs situés aux «Side-Bands». De plus il met en évidence que des
stimuli de faible contraste en configuration colinéaire présentent des effets
facilitateurs, et en configuration latérale, des effets inhibiteurs. À fort contraste,
les effets sont principalement suppressifs.
Dans le cortex visuel du chat, Polat et al. (1998) montrent que la réponse à
une cible placée dans le CRF , est facilitée à contraste seuil , mais supprimée à
contraste fort, lorsque cette cible est entourée de deux autres éléments fortement
contrastés et alignés. Il ne semblerait pas y avoir de différences entre les
modulations des cellules simples et complexes (Mizobe, 2001). Chen et al. (2001)
identifient quatre classes de cellules pour lesquelles on observe, 1) le phénomène
biphasique de facilitateurs à faible contraste, et inhibiteur à fort contraste (37%),
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2) une facilitation expansive en fonction du contraste (29%), 3) une suppression
croissante en fonction du contraste (lO%), 4) un phénomène biphasique inverse
du premier.
Orientation Croisée
Un grand nombre d’études ont mis en évidence des effets suppresseurs
lorsque le stimulus périphérique et le stimulus central sont iso-orientés. Les effets
suppresseurs sont généralement plus faibles lorsque les stimuli sont orientés
perpendiculairement. Dans le cas d’une orientation croisée, des enregistrements
chez le chat et le singe ont montré une réelle amplification des réponses par
rapport à la réponse centrale seule (Sillito et al., 1995; Levitt and Lund, 1997).
L’ajout de stimulus périphérique conduit à une facilitation de plus de 200% dans
l’étude de Sillito. Levitt et Lund (1997) montrent quant à eux des effets plus
faibles et que ce phénomène est dépendant du contraste du stimulus utilisé. Ils
mettent en évidence qu’à faible contraste du stimulus central, des effets
inhibiteurs sont observés à toutes les orientations. À fort contraste du stimulus, les
effets suppresseurs sont souvent limités à la configuration iso-orientée. Les effets
observés sont uniformes dans les couches corticales et indépendantes du type
simple ou complexe des cellules enregistrées (Sillito et al. 1995; Levitt and Lund,
1997). Sillito révèle de très fortes facilitations lorsque le stimulus central est
orthogonal à l’orientation préférée du champ récepteur de la cellule enregistrée,
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qu’il est fortement contrasté et que le stimulus périphérique est orthogonal au
stimulus central.
Selon l’hypothèse de l’école de la Gestalt, l’environnent visuel est perçu
comme un tout composé d’objet et de ce qui les entoure. Les percepts ont une
structure globale qui ne peut être réduite à la somme de ses composants. La
perception d’un objet dépendra du contexte dans lequel il se trouve. Certaines
études suggèrent que les interactions centre/périphérie permettent aux neurones
de Vi d’intégrer les informations visuelles disponibles au delà de leurs CR. Ce qui
est indispensable pour l’intégration des contours (Gilbert 1998, Fitzpatrick, 2000),
des coins et des courbures (Wilson et Richards, 1992; Sillito et al., 1995), du
phénomène de pop-up, de groupement (Knierim et Van Essen, 1992, Kastner et al.
1997, Mizobe et ai. 2001), de la perception de la surface (Rassi et al., 1996;
MacEvoy et al., 1998); et de la ségrégation de l’objet et du fond ( Lamme, 1995;
Zipser et al. 1996).
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Organisation de la pérïphérie, connexions
cellulaires
Les modulations de la réponse d’un neurone lorsque sa périphérie est
stimulée sont directement liées à la connectivité des cellules corticales entre elles.
Nous verrons dans cette partie les différentes connexions des neurones corticaux
entre eux et l’implication de cette connectivité sur les modulations contextuelles.
Projections locales
La connectivité excitatrice locale dans Vi s’étend latéralement sur une
distance de 500jim (Das et Gilbert 1999). Il a été estimé qu’environ 7O% des
connexions inhibitrices reliaient des neurones situés à moins de lmm (Albus et al.,
1991). Les projections locales excitatrices et inhibitrices dans Vi sont organisées
de manière radialement symétrique, avec des boutons synaptiques selon tous les
axes, faisant ainsi des connexions entre des cellules d’orientations préférentielles
variées (Fitzpatrick,1996; Das et Gilbert, 1999). L’efficacité des projections locales
semble décroître linéairement avec la distance (Das et Gilbert, 1999). Il semblerait
donc que les connectivités locales sont peu impliquées dans les modulations
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contextuelles. Cependant des études ont montré que l’équilibre excitation-
inhibition est contrôlé par la connectivité locale (Somers et al., 1998; Dragoi et
Sur, 2000). De plus, les projections locales pourraient jouer un rôle différent selon
la position des neurones interconnectés dans la carte d’orientation (Das et Gilbert,
1999; Dragoi et Sur, 2000). Das et Gilbert (1997) suggèrent que l’organisation de
la rétinotopie est corrélée avec celle de l’orientation préférentielle. Dans le cortex
visuel primaire des mammifères supérieurs, les orientations préférentielles sont
représentées de façon continue à l’exception d’une région nommée pinwheel. Dans
ces régions, des neurones voisins peuvent avoir une orientation orthogonale, ces
sauts d’orientation correspondraient à des sauts de la position des champs
récepteurs dans l’espace visuel. Cela implique qu’aux pinwheels, les projections
locales ont une portée suffisante pour relier des neurones de CR distincts (Das et
Gilbert, 1999). Cette connectivité locale pourrait ainsi expliquer les effets
d’inhibition observés lors de la présentation de stimuli d’orientation croisée.
Projections horizontales
Les projections horizontales dans Vi sont de longue portée, réciproques, et
intra-laminaire, situées principalement dans les couches supérieures de Vi (Gilbert
et al., 1983). Ces projections proviennent de neurones excitateurs et font
synapses majoritairement avec des neurones excitateurs (8O%), mais également
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avec des neurones inhibiteurs (McGuire et al., 1991). Elles peuvent parcourir
jusqu’à 6 à 8mm chez le chat (Gilbert et al., 1983). Les projections horizontales
lient entre eux des points corticaux ayant les mêmes propriétés fonctionnelles,
comme l’orientation (Gilbert et al., 1989), et la direction (Roerig et al., 1999).
Contrairement aux afférences thalamiques et aux projections locales, la
stimulation des projections horizontales ne provoque que des réponses
infraliminaires (Yoshimura et al., 2000), ce qui leur permet donc d’exercer un effet
modulateur sur les neurones cibles. Par ces propriétés, les projections horizontales
sont le modèle le plus couramment utilisé pour expliquer les interactions
centre/périphérie dans Vi (Gilbert et al., 1992, 1996). Cependant, Angelucci et al.
(2002) ont montré que les connexions horizontales ne semblent pas être
suffisamment étendues pour pouvoir à elles seules couvrir toutes les interactions
centre/périphérie.
De plus elles joueraient un rôle important dans l’intégration des signaux à
l’intérieur des champs de sommation des neurones du cortex visuel primaire et
participeraient aux propriétés de sommation spatiale à faible contraste des
neurones de Vi (Angelucci et al., 2003). Les projections horizontales semblent
bien adaptées pour expliquer la préférence à l’iso-orientation et à l’alignement
dans les modulations du centre par la périphérie proche. Crook et al. (2002) ont
en effet mis en évidence par inactivation de populations de neurones dans Vi, que
les projections horizontales entre cellules ayant des RF co-orientés et alignés
participaient fortement aux facilitations colinéaires dans Vi, montrant ainsi que les
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mécanismes permettant l’intégration du contour et de la saillance est déjà présent
dans les premières étapes du traitement cortical de l’information visuelle.
Projections ascendantes
Les interneurones inhibiteurs locaux contribuent à la formation de
regroupement des ERF inhibiteurs (Das et Gilbert 1999 ; McGuire et al. 1991).
Mais l’effet suppresseur du SRF n’est pas la seule conséquence des inhibitions
corticales (Ozeki et al., 2004). En effet il a été montré que les neurones dans les
corps genouillés latéraux (LGN) montrent des régions périphériques suppressives
(Jones et al., 2000; Ozeki et al., 2004). Cependant, l’importance de cette
connectivité est relativisée aux vues d’études mettant en évidence que les
mécanismes locaux d’inhibition et d’excitation jouaient un râle dans l’amplification
et la forme de la syntonisation à l’orientation des neurones de Vi.
Projections descendantes
Traditionnellement, le système visuel est vu comme une cascade de
traitement de l’information, commençant avec le relais des afférences rétiniennes
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aux neurones de Vi, via le corps genouillé latéral, puis un traitement hiérarchique
à travers les aires corticales d’ordre supérieur. D’après ce modèle, les cellules de
chaque étape successive, reçoivent des informations de plus grandes régions de
l’espace, et codent pour des aspects de plus en plus complexes de la scène
visuelle. La sélectivité d’un neurone à un paramètre donné , est la résultante de la
convergence des afférences de neurone d’étapes inférieures comme, par exemple
pour l’orientation (Hubel et Wiesel, 1962). Mais ce point de vue est remis en cause
par de nombreuses études impliquant l’importance du phénomène de rétro
modulation, qui représente un substrat anatomique possible des modulations
centre/périphérie (Bullier et al., 2001) . L’implication de ces projections en retour a
été principalement mise en évidence chez le singe par des méthodes d’inactivation
des aires supérieures, principalement pour les projections de V2 à Vi, et l’aire MT
à Vi, V2 et V3. Lorsque V2 est inactivé par injection de GABA, les réponses des
neurones de Vi sont diminuées lors d’une stimulation de leurs champs récepteurs
par une barre lumineuse, ce qui peut suggérer que V2 joue un râle dans la réponse
des neurones de Vi (Hupé et al., 2001). Cependant lorsque la périphérie est
stimulée simultanément avec le RF, la réponse du centre n’est pas différente de sa
réponse lorsqu’il est stimulé seul, aucune modulation n’est observée (Hupé et al.,
2001). Les projections en retour provenant de V2 ne semblent donc pas
impliquées dans ces interactions centre/pourtour. D’autres études se sont
intéressées à l’implication de l’aire MT dans les interactions centre périphérie. Pour
cela, l’aire MT a été inactivée par refroidissement, provoquant ainsi une baisse
importante de réponses des neurones de vi à une barre stimulant le centre des RF
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(Hupé et al., 1998), confirmant l’implication des aires supérieures dans le
phénomène de facilitation de Vi par rétro-modulation. De plus cette étude montre
que les connexions en retour de MT, facilitent les réponses des neurones de Vi à
une barre en mouvement dans le RF, et participent aux phénomènes de
suppression des réponses évoquées par une texture de fond en mouvement
présentée dans la périphérie, en particulier lorsque la barre en mouvement est peu
saillante. Ces résultats suggèrent que les projections en retour pourraient jouer un
râle important dans les mécanismes de ségrégation objet/fond.
Relation entre les cellules voisines
Bien que les inputs rétiniens relayés à travers le CGL du thalamus
conduisent les réponses dans le cortex visuel primaire (Vi), les afférences du LGN
ne comptent que pour une petite fraction des synapses avec les neurones de Vi
(Mcguire et al., 1984; Levay et al. 1986; Peters et al., 1994). La principale source
des inputs synaptiques dans Vi en termes de quantité, sont les inputs excitatrices
provenant des neurones corticaux voisins. Un des râles de ses connections locales
récurrentes est d’amplifier le faible signal provenant du CGL (Douglas et al., 1995)
et d’augmenter la sélectivité neuronale (Douglas et aI, 1995 ; Somers et al.,
1995 ; Sompolinsky et al., 1997). Les neurones du cortex strié sont sélectifs à
certains attributs d’un stimulus, comme l’orientation et la direction du mouvement
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d’une barre lumineuse ou d’une plage d’ondes sinusoïdales. Il a été montré que les
amplifications corticales pouvaient augmenter la syntonisation à l’orientation (Ben
Yishai et al., 1995 ; Somers et al., 1995)., ou la sélectivité à la direction (Douglas
et al., 1995). Pourtant, des expériences d’inhibition des connexions corticales par
refroidissement suggèrent que les connections récurrentes permettent en effet
l’amplification des inputs mais ne semblent pas impliquées dans l’augmentation de
la sélectivité à l’orientation et à la direction du stimulus (Ferster et al., 1996
Chung et al., 1998). Il a été montré que l’amplification corticale pouvait servir
également à diminuer la sélectivité neuronale (Chance et al., 1999). D’après cette
étude, l’effet sur la sélectivité neuronale dépend du patron de connectivité à
l’intérieur du circuit neuronal. Si des neurones possédant les mêmes sélectivités
s’excitent l’un l’autre, et si ceux ayant des sélectivités différentes s’inhibent, alors
la sélectivité est augmentée. Par contre si les neurones s’excitent
indépendamment de leur sélectivité, la sélectivité est diminuée.
Hypothèse et stratégies de recherches
Nous avons, dans les parties précédentes nous avons évoqué l’organisation des
voies visuelles, l’organisation des champs récepteurs, la modulation de la réponse
neuronale par un stimulus périphérique, ainsi que les bases anatomiques de ce
phénomène et les relations entre des neurones voisins. Nous présenterons dans
cette section notre hypothèse et notre stratégie de recherche.
Hypothèse de recherche
Il a été montré à maintes reprises qu’un stimulus placé dans la périphérie
modulait la réponse d’un neurone dont le CRF était stimulé. Cette modulation est
principalement suppressive, mais une minorité de cellules présente une facilitation,
en fonction du stimulus utilisé. Nous étudions ici l’hypothèse de la présence au
sein d’une même population de neurones, de cellules répondant différemment à un
même stimulus placé en périphérie. Nous avons évoqué précédemment deux types
cellulaires qui différaient par les propriétés de leurs champs récepteurs, les cellules
simples et complexes Nous étudierons les réponses de ces deux types de




La modulation par le contraste
Dans un premier temps, nous étudions les influences excitatrices et
inhibitrices de la périphérie éloignée sur le centre excitateur du champ récepteur
dans un bassin de neurones voisins dont l’activité est captée dans l’aire visuelle
primaire de chats anesthésiés. Les cellules sont stimulées avec une plage d’ondes
sinusoïdales ayant un contraste constant de 5Q% dans le champ récepteur. Un
second stimulus est localisé en périphérie dont le contraste varie de 0% à 100%.
Pour les deux stimuli, tous les autres paramètres tels que la fréquence spatiale, la
vitesse et l’orientation sont identiques et optimaux. L’activité unitaire est analysée
selon le contraste différentiel entre les deux plages.
Distinction des réponses des cellules simples et complexes
Nous avons dans un deuxième temps distingué le type cellulaire en utilisant
le calcul du ratio AC/DC (F1/F0). Pour cela nous avons calculé les composants AC
et DC de la réponse, ainsi que les transformations de Fourrier des décharges
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enregistrées sous forme d’histogrammes temporels péristimulus. Nous définissons,
à l’instar de De Valois et al. (1982), le ratio AC/DC comme le ratio de la réponse à
la fréquence du stimulus tAC) sur la moyenne du taux de décharge (DC). Les
cellules dont le ratio est supérieur à 1 sont considérées comme simples, elles sont
considérées comme complexes si celui-ci est inférieur à 1. La réponse de chaque
type cellulaire est alors analysée. Les différences entre chaque courbe de réponses
au sein d’une même population sont analysées, et le coefficient de régression est
calculé.
Enregistrements multï-unitaire
Afin d’enregistrer simultanément l’activité de neurones voisins pour étudier
leurs comportements respectifs à une même différence de contraste , tous les
enregistrements ont été faits de façon multi unitaire. L’activité d’une petite
population de neurones du cortex visuel primaire (aire 17) est enregistrée à l’aide
d’électrodes extracellulaires. Afin d’analyser les réponses unitaires des neurones
en fonction des stimuli visuels présentés dans le champ récepteur et dans la
périphérie, les réponses de chaque cellule ont été discriminées en fonction de la
forme de leur potentiel d’action depuis l’enregistrement de l’activité multi unitaire.
Pour cela, huit paramètres de discrimination tels que la durée et l’amplitude des
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Excitatory discharges evoked by stimulating the central part of the classical
receptive fleld (CRF) may be facilitated or inhibited by flanking targets. The sign of
modulation depends on contrast in the excitatory centre: with a weak contrast in the
CRF the response is facilitated while with a high contrast in the CRF inhibition by
surrounding stimuli is observed. We investigated these influences in a pool of
neighbouring units whose activity was simultaneously recorded. Multiunit recordings
were performed in area 17 of anesthetized cats. Cells were stimulated with a 50%
contrast central sine-wave patch and a peripheral patch (same orientation, luminance,
spatial and temporal frequencies as the central patch) was applied. The contrast of the
peripheral target varied from O to 100% with a step of 10%. Single cells were sorted out
from the multiunit pool and the response magnitudes of individual cells were analyzed in
relationship to the differential contrast. Sorting out individual spikes from the original pool
revealed that two neighbouring units react in different and sometimes opposite fashion
to the same differential contrasts. Moreover, after neural classification as simple or
complex cells was performed on the basis of their response modulation (AC\DC ratio)
responses of neighbouring cells were examined as a function of their cellular type. Our
study suggests that most neurons respond differently to a variation of a contrast grating




Primary visual cortex is well-known to have a columnar organization (Hubel and
Wiesel, 1963). Neurons with the same orientation preference, ocular dominance, and
retinotopic localisation are organized into columns, perpendicular to the cortical surface
(Hubel and Wiesel, 1977). Later studies demonstrated that other properties like spatial
frequencies (Tooteil et al., 1981), color (Tootell et al., 1988) and other CRF properties
(direction, motion) (Shmuel and Grinvald, 1996; Weliky et al., 1996) were also
clustered. Neurons are also clustered as a function of their non-classical receptive field
properties (Yao et al., 2002).
Areas beyond the CRF have been extensively studied for neurons in the striate
cortex (Hubel and Wiesel, 1965; Knierim, 1992; Li and Li, 1994; Lamme, 1995, Sillito et
al., 1995; Cavanaugh et al., 2002). lndeed, responses of Vi neurons to visual stimuli
presented within CRF are modulated by the surrounding stimuli placed outside the CRF
(Fitzpatrick et al., 2000; Albright and Stones, 2002). Previous studies on center/surround
interactions were based on immediate surround, like the end zones (Hubel and Wiesel,
1965; BoIz and Gilbert, 1986; Knierim and Van Essen, 1992; De Angelis et al. 1994; Li
and Li, 1994) or side zones (Glezer et aI, 1973; Knierim and Van Essen, 1992; Li and Li,
1994) or with stimuli that encircle the CRE (Maffei and Fiorentini, 1976; Knierim and Van
Essen, 1992; Li and Li, 1994; Lamme, 1995; Sillito et al., 1995; Zipser et al., 1996;
Sengpiel et al., 1997; Sadakane et al., 2006).
However, it remains unclear if in the same population of nearby cells neurons have
the same response selectivity to a flank target in a far surround. Excitatory discharges
evoked by stimulating the central part of classical receptive fields may be facilitated or
inhibited by flanking targets. The sign of modulation depends on contrast in the
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excitatory center: with a weak contrast in the CRF the response is facilitated while with a
high contrast in the CRF inhibition by surrounding stimuli is observed (Polat et al., 1998;
Sengpiel et al., 1997).
In order to further understand the relationships between responses of neighbouring
cells, the aim of the present investigation was to examine whether nearby neurons are
sharing the same modulation pattern through a contrast variation of a surround stimulus.
Several individual neurons were sorted out from a pool of neighbouring ceils recorded in
area 17 of cats. CeIl responses were tested with primary stimulus made of a sine-wave
grating with optimal parameters and contrast kept at 50% in the CRF, while a second
grating was positioned in the surround which has the same optimal parameters but in
which contrast varied. Our findings suggest that neighbouring cells from a same pool of




Adult cats (2.5-3.5 kg) were used in the investigation. AIl experimental protocols
followed the regulations of the Canadian Council on Animal Care (CCAC) and the
corresponding US National Institutes 0f Health regulations (Principles of Laboratory
Animal Care, NIH publication No. 86-23, revised 1985) and were approved by the
Institutional Animal Care and Use Committee at the Université de Montréal. AnimaIs
premedicated with Atravet (acepromazine maleate, 1 mglkg, i.m.) and atropine sulfate
(0.04 mg/kg, i.m.) were initially anaesthetized with ketamine hydrochloride (25 mg/kg,
i.m.). Xylocaine (lidocaine hydrochloride, 2%) was used as a local anaesthetic. Cats
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were prepared for electrophysiologicai recordings in a conventionai fashion. Animais
were paralysed with galiamine triethiodide (Flaxedil, initial dose 40 mg and 10 mg/kg
during the experiment, i.v.) and anaesthesia was maintained with a mixture of gases
(N 0/0 - 70/30 suppiemented with 0.5% isofiurane) for the duration of the experiment.
Fiaxedil was deiivered to the animais continuously in the mixture of 5% dextrose in
lactated Ringers solution. Piano contact ienses with artificial pupiis (5 mm diameter)
were placed on the cat’s eyes to prevent the cornea from drying. The pupils were diiated
with atropine sulfate (1%) and the nictitating membranes were contracted with
phenyiephrine hydrochioride (2.5%). A heating pad was used to maintain the body
temperature at 37.5 degrees C. Electroencephalogram, electrocardiogram and expired
CC2 were monitored throughout the experiment to ensure an adequate ievei of
anaesthesia. The end tidai CC2 partial pressure was kept constant between 28-30 mm
Hg. The antibacterial agent Tribrissen (24%, 3Omg/kg per day, s.c.) and the antibiotic
Duplociiiin (0.1 mi/kg, i.m.) were administered to the animais.
Recording
Multiunit activity in the visuai cortex (area 17 superficial layers) was recorded by
sets of matrix tungsten microelectrodes (10 Mû each). Every set, consisting of four
microeiectrodes (400 pm fixed separation between the nearest microelectrodes)
enciosed in stainless steel tubing, was independentiy connected to one
micromanipulator. After the microeiectrodes were inserted, the cortex was covered by
warm agar (3-4% in saline) and wax. The neuronal action potentiais were ampiified and
sent to a computer for voltage discrimination and recording with 0.05 ms resolution for
on-une and off-une analyses (DataWave Technologies). Multiunit recordings from one
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electrode usually included 2-4 well isolated single units which were thresholded, that is,
isolated from the noise.
Visual stimulation
After clearly detectable activity (single spikes within multiunit activity should exhibit
an amplitude well above the neuronal noise) was obtained on the microelectrode, the
compound receptive field (cRF) of the group of cells was determined using a hand-held
projector with a narrow sut of light projected on a translucent screen placed 57cm from
the cat’s eyes. The compound receptive field corresponded to the sum of classical
receptive fields of individual cells recorded by the same electrode. Qualitative properties
such as dimensions, orientation and directional selectivity, ocular dominance, and
velocity preference were noted during these preliminary tests. For quantitative tests,
visual stimuli were generated by commercial software (Vision Works for neurophysiology
program 0f Vision Research Graphics, Inc., Durham, USA) and displayed on a cathode
ray screen (Mitsubishi Electronics, effective display area of 380 x 285 mm, with a refresh
rate of 120 Hz) centred on the cRF and synchronized with the data acquisition
processes.
Drifting sinusoidally modulated grating patches of optimal orientation, direction, and
spatial frequency covered cRF and surround (5.0 cd/m2). The stimuli were presented in
blocks of interleaved trials and shown to the dominant eye. During these runs,
peristimulus time histograms (PSTHs) were accumulated. Celis were stimulated with a
central sine-wave patch (50% contrast, spatial frequencies 0.2-0.4 c/deg, temporal
frequency 2 c/s, optimal orientation). In addition, another grating was applied in the
periphery at 8 degrees from the central patch. Both stimuli had the same orientation,
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luminance, spatial and temporal frequencies. The contrast of the peripheral target
varied in random fashion from O to 100% with a step 0f 10%.
Since we used gratings on a constant dark background, we used the following
definition of contrast:
C = (LQLb) /Lb
Where L0 and Lb are respectively luminance of the object and luminance of the
background (screen).
This peripheral stimulus failed to evoke firing from the recorded cells. Each stimulus
was presented for 4.096s, 25 times. The differential contrast (ziC) equaled cRF contrast




Action potentials were counted as spikes per second from peristimulus time
histograms. For population computations the modulation of response magnitude was
normalized with the cRF responses rate of firing.
Individual units were sorted out from within multiunit activity by a spike separation
method using commercial software (DataWave Technologies). Spike sorting is based
on the assumption that action potentials from different cells have different amplitude and
temporal characteristics and that these characteristics are stable during a single trial
recording and across trials. Because spike separation is perlormed offline attention was
fitst focused on data acquisition. Tests were made during control recordings to insure
that a time window of on-line unit extraction was sufficient to reproduce fully spike
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waveforms off-Une. During the recordings, the action potentials were detected by their
voltage threshold crossing and the unit extraction was centred on the peak of action
potentials. Usually, three milliseconds of digitized voltages with a peak pre-time of 0.5-
0.7 ms were sufficient to reproduce the shape of action potentials. The spike sorting
procedure was performed automatically by the software using eight parameters such as
amplitude (height) and width of peaks and valleys of the action potential, spike area and
ratio of peaks. These principal component values (eight parameters) form clusters and
the Z-score estimates the statistical significance of spike separation (Z-score: the
statistical significance of spike separation, which had to be superior to 2.5). Elliptical
cluster boundaries were used. Discriminated spikes were individually visualized and
monitored along with standard deviations that ensured that the waveform of selected
spikes remained within determined boundaries. Screening the clustering and
superposition and average of their waveforms in the chosen time window visually
inspected the results of cluster analysis as well as isolated spikes. As an additional
control, a raster plot of activity with color-coded isolated spikes and histograms of auto
and cross-correlation analyses between isolated spikes were checked for possible errors
of spike separation. Excluded action potentials were globally considered as noise.
Regularly, up to 4 neurons could be reliably separated from the activity recorded by the
same electrode, and the isolated units differed in shape and amplitude.
Each recorded neurons was classifled as simple or complex cell on the basis of their
response modulation (ACIDC ratio) (Skottum, 1991). CelIs for which AC/DC ratio
exceeded 1.0 were considered to be simple while cells with AC/DC ratio less than 1.0
were classified as complex.
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A modulation index was used to quantify the magnitude of centre-surround
interaction. This index is the ratio of response elicited with different contrast in the
surround (Rsurr) to that elicited by the cRF stimulation alone (RcRF)
M1 1(Rsurr/ RcRF).
An index <0 indicates a response facilitation by the surround, and an index >0
indicates an inhibition.
Resuits
We recorded simultaneously muitiunit activity in area 17 of the cat’s primary visuai
cortex. Seventy-seven neurons were sorted out from these recordings. From those
neurons, activity of thirty-nine simple celis and thirty-eight complex celis was analized.
Ail celis were tested under a stimulus condition of a sine-wave grating with optimal
orientation, spatial frequency and motion, positioned in the cRF and another sine-wave
grating with the same parameters placed in the surround at a distance of eight degrees.
Contrast in the CRF was kept constant at 50%, whereas the surround contrast varied
from O to 100%. Modulations of neurons’ activity inside a smaii population were
analyzed for each neighbouring unit.
Celis were categorized in relation to their responses. In ail seventy-seven celis
analyzed, forty-two ceils showed facilitation while thirty-five celis demonstrated
inhibition.
We first investigated the response to differentiai contrast of each Vi neuron in order
to examine the behaviour of neighbouring ceils. A typical example is shown in Figurel.
From the muiti-unit activity of a neuronal population (Fig.JA), two neighbouring ceils
were sorted out. Neurons’ spike waveforms are shown in Fig.1D. The two ceils showed
different behaviours to the same stimulus. Contrast of the sine-wave grating placed in
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the cRF of those neurons was fixed at a value of 50%, and the remote grating contrast
varied from 0% ta 100%. The first neuron (Fig.1B) showed an inhibition whereas the
other neuron demonstrated facilitation (Fig.1C). Although these two neurons belonged to
the same neuronal pool, they reacted in an opposite fashion when the flanked target
was applied in periphery. Notice also that at the -20% differential contrast, when cRF
was stimulated with a 50% contrast patch and a 30% contrast surround, neuron 1
showed facilitation while neuron 2 demonstrated a marked decrease of facilitation.
In ail the seventy-seven Vi neurons analyzed (Fig. 2), 55% of ceils showed a
facilitation effect (Fig. 2A), with a peripheral patch in the surround, and 45% showed a
suppressive effect (Fig. 2B). In ail 25 multi-unit sites recorded, 64% of sites included
both facilitated and inhibited cells, 24% of sites showed only facilitation, and 12% of sites
showed only inhibited neurons (Fig. 2C). These resuits suggest that neuron population
demonstrated heterogeneous responses to a contrast contextual modulation in Vi. In a
same pool of neurons, neighbouring ceils mainly respond in an opposite manner.
Neurons were categorized as a complex or simple cells. The first classification was
made according ta classical criteria (Hubel and Wiesel, 1962) but the final classification
was based on the neurons modulation index derived from neuronal response to sine
wave grating (Skottun et ai., 1991). Thirty-nine simple cells and thirty-eight complex celis
were recorded. The means for the different celI type responses was plotted as a function
of their modulation behaviour. Fifty-seven percent of simple cells exhibited inhibition
(Fig. 3B) while forty-three percent showed facilitation (Fig. 3A). An inhibition was
observed in 34% of complex cells (Fig. 3D) while 66% of complex neurons showed
facilitation (Fig. 3C). The magnitude of facilitation for these twa types of cells was
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similar, with an increase of response by 50% in comparison with responses evoked by
cRF stimulation alone. Inhibition was Iess pronounced.
Figure 4 shows the distribution of modulation indexes for some differential
contrasts for simple and complex ceils. The arrows above histograms indicate median
value of the modulation index for simple (black) and complex celI (red), for facilitation (Ml
< 0) and inhibition (Ml >0). When the contrast in the surround increases, median of
simple and complex ceils’ index distribution gradually increases. Thus, with an increase
of the surrounding contrast, strength of complex and simple ceUs inhibition increases
and their facilitation decreases.
In the previous sections we have shown how individual cells reacted to a
differential contrasts in a same pool of neurons and how they reacted regarding their celi
types. We also examined 96 pairs of nearby ceils of the total of 77 neurons (31 pairs of
simple cells, 33 pairs of complex cells and 32 mixed pairs). Figure 5 displays the
distribution of Pearson correlation between cells of the same pooi. Figure 5A shows the
distribution of global correlation coefficient between neighbouring ceils. In 28 cases,
correlation was more than 0.6, indicating that 30% of pairs of ceils have the same
behaviour to the stimuli, 38% reacted in a different fashion and 12% of cells pairs
reacted in an opposite fashion (r -0.6). When simple and complex cells were
categorized (Fig.5B), 24% of simple ceils pairs and 32% of complex celis pairs showed
the same behaviour (r 0.6) whereas 18% of pairs of simple cells and 13% of pairs of
complex ceils reacted in opposite fashion (r - 0.6). Correlations distributions for simple
and complex celis were not significantly different (Chi square test, x20.5; p=O.45,
a0.05). In the same population, nearby cells seem to react differently (Fig. 6A). We
57
5$
plotted the differential contrast value at which the response of a cell was maximal and
compared it with the maximal response of its neighbouring ceIl. In the 96 ceIl pairs that
were analyzed, most 0f neighbou ring cells showed a different response. How do simple
and complex cells belonging to the same population react? In figure 6A we demonstrate
the behaviour of neighbouring complex celis. In this scatter plot, no correlation is
significant (r= 0.001, p<). Figures 6B and 6C show the correlation of responses between
neighbouring simple and complex cells. Those scatter plots show that neighbouring cells
respond maximally to different contrasts. There is no Iink between neurons in a given
population belonging to the same functional domain. Simple and complex neighbouring
cells show an optimal sensitivity at distinct differential contrasts. Simple cells exhibit
sensitivity to differential contrast in a tight spectrum; whereas the variability of complex
cells differential contrast sensitivity is greater.
Discussion
Those data underline the behaviour of cortical neighbouring cells modulations to
a stimulation of their surround. Nearby cells 0f area 17 with the same differential contrast
between centre and surround of their receptive fields mainly react in different fashion.
Peripheral patches are mute since they fail to evoke neuronal impulses when presented
in isolation, but they do modulate central responses. The modulation’s direction of cell
responses depends on various factors, like collinearity, size and motion 0f both stimuli.
Several studies demonstrated that centre responses are mainly inhibited by stimulation
of the surround (Polat et al., 1998; Walter et al., 2000; Sadakane et al., 2006). In those
previous researches, neurons rarely show facilitation. The size and type 0f the stimulus
used in the surround in contextual modulation studies are implied in facilitation or
inhibition of cells responses (Kapadia et al., 1995; Li and Li, 1994; Sillito et aI., 1995;
5$
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Levitt and Lund, 1997; Sengpiel et al., 1998). Furthermore, other studies showed that it
is the central contrast that influences the sign of response modulations. Our
investigations revealed an important case cf response facilitation, whereby we could
compare both facilitation and inhibition cf cells in the same neurons populations. A
similar peripheral stimulus could facilitate ceil responses when the stimulus contrast in
the cRF was weak, whereas it could suppress the responses at high contrast (Toth et
al., 1996; Sengpiel et al., 1997; Polat et al., 1998). Recent findings indicate that the
higher the central contrast, the higher the peripheral contrast must be te suppress the
neural response, and that there is no correlation between central contrast sensitivity and
effects of the peripheral contrast (Sadakane et al., 2006). Thus it appears that the
contrast cf contextual stimuli changes the firing rate of responses to central targets. It is
assumed that the response modification brought by differential contrast between centre
and periphery contributes te signal figure-ground segregation.
However in our experimental paradigm, response modulations are mainly
facilitated although suppressive effects were significant, when the central grating was
fixed at an intermediate value (50%). Thus we could investigate and compare both the
response modulations and their differences as function of the neighbouring celI type,
simple or complex. Yao and Li (2002) showed that properties of cRF of neurons in
primary visual cortex 0f cat are clustered. Thus inhibited or facilitated neurons are
grouped through area 17. However our findings suggest that for more than 70%
recorded sites, neighbouring cells have an opposite response modulation te differential
contrasts. When, neurons from a given population elicit a facilitation modulation,
neighbouring cells show an inhibition in most cf cases.
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Furthermore, we investigate the different response modulations between complex
and simple cells. Both cell types showed facilitation and inhibition to the contextual
stimuli. We demonstrated that, accotding to previous studies (Levitt and Lund, 1997;
Walter et al., 2000; Cavanaugh et al., 2002), simple and complex cells’ types exhibit
equal incidence and strength of centresurround interaction. Moreover, our findings
showed that the median value of the modulation index distribution moves similarly for
complex and simple cells when the contextual contrast increases. Indeed, the strength
of complex and simple cells facilitation decreases with the increase of peripheral
contrast while the strength of their inhibition increases. Our resuits suggest that complex
and simple cells react similarly to an increase of peripheral contrast. Moreover our
investigations focused to neighbouring cells modulation correlations. We showed that
complex and simple neighbouring cells could react in same, different and opposite
manner. Taken together, these findings underline that complex and simple neighbouring
cells respond similarly to a differential contrast between centre and periphery of their
receptive fields.
A further interesting facet 0f the observations on responses correlations is that
neighbouring cells present optimal sensitivity to distinct differential contrasts. Simple
cells exhibit optimal sensitivity in a tight spectrum of differential contrasts, whereas
complex celis sensitivity varies in a large spectrum.
Our findings showed several differences between simple and complex ceil types.
These differences could imply different role in perceptual phenomena like contour
saliency and pop-out. lndeed, several studies suggest that contour integration can be
mediated by the primary visual cortex (Kapadia et al., 1995; Polat et al., 1998).
Moreover, figure-ground segregation of different surface texture seems to be mediated
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by long-range horizontal inhibitory connections (Knierim et al., 1992; Li & Li, 1994; Sillito
et aI, 1995; Poiat et al., 1998). Thus, the response modulations of simple and complex
celis may be based on interaction of distant local area through cat’s primary visual
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Fig. 1. One example of differential contrast responses of two celis (B, C) sorted out
from multiunit recording (A). The same differential contrast elicits opposite
response for the two neurons (B, C). RF: stimulation of cRF; D: Waveforms of
action potentials and clusters separation with Z score.
Fig. 2. Relative responses of ail recorded ceils and distribution of modulation types.
A; Relative responses of ail neurons which showed facilitation. One hundred per
cent equal response magnitude of the cRF stimulated alone. B; Relative responses
of ail inhibited neurons. C; Distribution of modulation types of neighbouring cells in
different recorded sites.
Fig. 3. Relative responses of simple (A, B) and complex celis (C, D). Each neuron
type is gathered as function of their modulation.
Fig. 4. Distribution of the modulation index for differential contrast between centre
and surround (-30%, 0, 30% and 50%) for ail cells (A, B, C, D) and simple and
complex cells (E, F, G, H). Arrows above histograms indicate median value of the
modulation index for simple (black) and complex celi (red), for facilitation (MI < 0)
and inhibition (Ml >0).
Fig. 5. Distribution of response correlation A: aIl 96 pairs of neurons (significant
response correlation for r 0.6). B: simple (N=34 pairs) and complex (N=33 pairs)
neighbouring celis.
Fig. 6. Scatter plots of maximum responses. A: the correlation magnitude of each
neighbouring cells differential contrast response (ail cells). B: scatter plot of
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Les relations entre les cellules voisines
Les propriétés des champs récepteurs sont regroupées dans le cortex visuel
primaire en îlots. Ainsi au sein d’un même domaine fonctionnel les cellules voisines
possèdent les mêmes préférences quant à la couleur, la direction du mouvement,
la fréquence spatiale ou encore l’orientation (Hubel and Wiesel, 1963; Tootell et
al., 1981, 1988; Shmuel and Grinvald, 1996 ; Weliky et al., 1996). Yao and Li
(2002) étudient les réponses neuronales dans Vi en stimulant le champ récepteur
classique et la périphérie avec des disques concentriques. En augmentant la taille
du disque périphérique, la réponse neuronale est soit facilitée soit inhibée. Ils
mettent en évidence que ces propriétés facilitatrices et inhibitrices des ERF sont
également regroupées. Les cellules voisines dans ce cas présentent les mêmes
modulations de réponses. Cependant notre étude suggère que dans une grande
majorité de cas, les populations de neurones sont composées de cellules
répondant de façon opposée à un contraste différentiel entre le centre et la
périphérie du champ récepteur. Nous avons toutefois montré dans quelques cas,
des populations de neurones pouvant regrouper des neurones voisins ayant les
mêmes propriétés de modulations.
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Réponse au contraste différentiel
Le type et la taille des stimuli utilisés pour stimuler la périphérie dans les
études sur les modulations contextuelles sont deux facteurs impliqués dans les
différences de réponses neuronales enregistrées. Des stimuli comme des barres
colinéaïres (Kapadia et al., 1995), de petits grating (Li and Li, 1994; Sengpiel et
al., 1998), ou des gratings orientés perpendiculairement (Sillito et al., 1995; Levitt
and Lund, 1997) ont permis d’enregistrer des effets facilitateurs lors de la
stimulation de la périphérie.
D’autres études se sont intéressées à la modulation par le contraste (Toth
et al., 1996; Sengpiel et al., 1997; Polat et al., 1998). Ces études ont montré que
le contraste du stimulus central contrâlait la nature facilitatrice ou suppressive des
modulations. Un même stimulus périphérique peut faciliter les réponses lorsque le
contraste du stimulus central est faible, mais supprimer les réponses à fort
contraste. Nos résultats montrent que lorsque le stimulus central est fixé à une
valeur intermédiaire (50%), les modulations seront majoritairement facilitées,
mais la présence d’effets suppresseurs demeure important ce qui semble cohérent
avec les études précédentes.
Sadakane et al. (2006) ont étudié les réponses des neurones de Vi en
fonction d’une différence de contraste entre le centre et la périphérie des champs
récepteurs par des anneaux concentriques. Ils mettent en évidence que la
stimulation de la région jouxtant le CRF peut induire des effets facilitateur et
inhibiteurs dépendent du contraste du stimulus. Une augmentation du contraste
périphérique augmente l’effet suppresseur. Plus le contraste central est élevé, plus
77
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le contraste périphérique doit être important pour inhiber la réponse cellulaire.
Ils montrent également qu’il n’y a pas de corrélation entre la sensibilité au
contraste du champ récepteur et les effets de l’application de contrastes en
périphérie. Contrairement à nos résultats, ces auteurs ont principalement
enregistré des effets suppresseurs.
Il a été montré que la surface de l’aire de sommation spatiale des neurones
de l’aire visuelle primaire dépendait du contraste du stimulus utilisé. A faible
contraste, l’aire de sommation est plus étendue qu’à fort contraste. De plus
l’utilisation de disque concentrique et donc de la stimulation des zones bordant le
CRE peut induire des stimulation d’une partie de l’aire de sommation, et non plus
de la périphérie seule. En utilisant comme nous l’avons fait un contraste central
fixé à une valeur intermédiaire de 5O%, et un stimulus périphérique distant de 8°,
nous avons gardé constant la taille du CRE, et nous avons la certitude que le
stimulus périphérique n’a stimulé que cette région. Ainsi nous avons été à même
d’enregistrer en grande proportion des effets facilitateurs et inhibiteurs.
Rôles fonctionnels de la modulation par le contraste
Il a été suggéré (Toth et al., 1997; Stemmler et al., 1995) que les
modulations suppressives évoquées par la stimulation périphérique sont
impliquées dans le phénomène de saillance (pop-out). La saillance est considérée
comme un phénomène pré-attentif qui correspond au fait que certains objets de la
scène visuelle entourés d’objets différents (les distracteurs), sont perçus
7g
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immédiatement. Leur détection est effectuée avec des temps de réactions
indépendants du nombre de distracteurs.
QuickTime” et un
décompresseur TtFF (LZW)
sont requis pour sisionner cette image.
Figure 1. Exemple d’un phénomène de saillance à l’orientation. Une ligne
orthogonale à celles placées en périphérie est perçu rapidement. Ce phénomène est appelé
saillance (pop oztt) Tiré de TIC. HNorthdztrfl 2000.
Nos analyses des réponses des neurones individuels extraites d’activités
multi-unitaires, montrent des comportements de réponses cellulaires différentes
en fonctions des neurones étudiés et du contraste différentiel. Les modulations des
réponses sont maximales à des valeurs différentes de contraste différentiel. Au
niveau des cellules individuelles, il semble y avoir un contraste différentiel
préférentiel. L’absence de linéarité enregistrée au niveau des réponses cellulaires
peut être à l’origine du phénomène de pop out.
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Support anatomique des modulations contextuelles
L’organisation fonctionnelle du cortex cérébral est dominée par des
connexions locales excitatrices et inhibitrices. Les neurones excitateurs projettent
principalement vers d’autres neurones excitateurs, cependant dans environ 20%






Figure 2. Modèlisation des phénomènes de modulation centre /pourtour. Les propriétés du
CRf peuvent être décrites comme le résultat de Ï ‘établissement d’un équilibre entre
l’excitation et 1 ‘inhibition locales, évoqué par l’activation de la voie ascendante. Les
stimuli présents dans la périphérie induisent une modulation de cet équilibre, par
activation des neurones excitateurs et inhibiteurs locaux. Schéma tiré de Dragoi and $urr
(2000).
De plus il a été démontré que les interneurones inhibiteurs peuvent projeter leurs
efférences vers des neurones excitateurs (Sik et al., 1995; Thompson and
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Deuchards, 1997). Les connexions inhibitrices corticales pourraient jouer un rôle
dans les propriétés des champs récepteurs, comme la sélectivité à la direction et à
l’orientation. La présence d’un stimulus périphérique peut moduler la réponse d’un
neurone, cependant cette modulation est non linéaire, elle peut être soit facilitée
soit inhibée. Malgré de nombreuses études faites sur les propriétés des champs
récepteurs non classiques (ERF), les mécanismes à l’origine des modulations
contextuelles restent méconnus. Les phénomènes de facilitation et inhibitions par
un stimulus contextuel peut être médié par des mécanismes séparés. Dragoi et al.
(2000) ont mis en place un modèle basé sur la désinhibition, pour expliquer les
mécanismes impliqués dans les modulations centre-périphérie par des stimuli iso
orientés et orthogonaux. Ce mécanisme de désinhibition aurait pour substrat
anatomique les connexions horizontales de longues distances et les connexions
intralaminaires. J.Cass et B.Spehar (2005) ont mis en évidence que la durée de
présentation du stimulus périphérique nécessaire pour induire un effet facilitateur
augmente avec la distance quï sépare le champ récepteur classique et le stimulus
périphérique. La faible vitesse de conduction de l’information du contraste
contextuel correspondrait pour ces auteurs aux connexions horizontales de longues
distances. Ainsi le phénomène de facilitation par la présence d’un contraste en






De nombreux travaux ont montré un effet modulateur de la périphérie
des champs récepteurs sur la réponse neuronale. Notre étude s’est intéressée au
comportement éléctrophysiologique des neurones au sein du réseau étendu que
représente l’aire 17. Chaque cellule est reliée par des afférentes multiples
provenant des régions en amont, en aval ainsi que par des afférences locales. Ces
afférences influences la réponse neuronale en modulant la décharge cellulaire.
Nous avons montré que dans un bassin de population neuronale, les cellules
voisines pouvaient être modulées de façon différente et opposée les unes des
autres. Cette étude met en évidence que les types de modulation de réponses des
cellules corticales de l’aire 17 sont principalement distribuées de façon hétérogène.
Dans un petite population de cellules, une cellule pourra être inhibée par la
stimulation de sa périphérie à l’opposé de sa voisine qui pourra être facilitée. Cette
organisation majoritairement hétérogène des propriétés modulatoires est
indépendante du type simple ou complexe des neurones. Cependant les
modulations des réponses des cellules simples et complexes diffèrent.
Les modulations contextuelles sont des phénomènes impliquées dans le
phénomène de saillance qui permet la perception des objets placés en périphérie
d’un objet central. Ce phénomène pré-attentif serait présent dès l’aire visuelle
primaire, et semble être également provoqué par un contrast différentiel
spécifique. Les mécanismes à l’origine de ces phénomènes reste méconnus.
Cependant il a été montré que les stimuli périphériques induiraient une modulation




Dans la perspective d’approfondir les connaissances sur les propriétés
éléctrophysiologique du réseau neuronal, il pourrait s’avérer utile de procéder à
des enregistrements simultanés du centre et de la périphérie, afin d’examiner la
cohérence temporelle et les réponses unitaires des différents neurones stimulés
par le contraste central ou périphérique afin de corréler les réponses des neurones
de la périphérie et les modulations des réponses nes cellules du centre. De plus
l’étude pourrait être poursuivit par une analyse des modulations de réponses en
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