Abstract. Generating pairing-friendly elliptic curves is a crucial step in the deployment of pairing-based cryptographic applications. The most efficient method for their construction is based on polynomial families, namely complete families, complete families with variable discriminant and sparse families. In this work we further study the case of sparse families which seem to produce more pairing-friendly elliptic curves than the other two polynomial families and also can lead to better ρ-values in many cases. We present two general methods for producing sparse families and we apply them for four embedding degrees k ∈ {5, 8, 10, 12}. Particularly for k = 5 we introduce for the first time the use of Pell equations by setting a record with ρ = 3/2 and we present a family that has better chances in producing suitable curve parameters than any other reported family for k / ∈ {3, 4, 6}. In addition we generalise some existing examples of sparse families for k = 8, 12 and provide extensive experimental results for every new sparse family for k ∈ {5, 8, 10, 12} regarding the number of the constructed elliptic curve parameters.
Introduction
Over the past few years, pairing-based cryptography has gained much attention and a variety of pairing-based protocols have been developed (e.g. Joux's oneround tripartite key agreement protocol [11] , Boneh and Franklin's identitybased encryption [3] etc.). All these protocols require the construction of a special type of elliptic curves that satisfy certain properties and are known as pairingfriendly elliptic curves [9] . Generating these elliptic curves is a crucial step in pairing-based applications and even though many methods have been proposed, it is still an active field.
For a large prime q, let E/F q be an ordinary elliptic curve of order #E(F q ) = hr where r is a large prime and h is a small integer called the cofactor. Let also t = q + 1 − #E(F q ) be the Frobenius trace of the curve. In many pairing-based protocols, it is required that h = 1 (prime order curves). However such curves are rare and in most applications a small h > 1 is acceptible. In this latter case, we define the security parameter ρ = log(q)/ log(r) measuring how close to the ideal case is the constructed curve. Clearly, ρ should be as close to 1 as possible. The embedding degree of the curve E/F q , is the smallest positive integer k > 1, such that E[r] ⊆ E(F q k ), where E[r] is the group of r-torsion points of E/F q . Equivalently we can say that k is the smallest positive integer such that r | q k − 1 (see [8] , [9] ). The embedding degree k must be carefully chosen to be large enough ensuring the hardness of the DLP in F * q k and simultaneously small enough in order to keep an efficient arithmetic in F * q k . Current requirements indicate that a good security level is around 128 bits or more, in which case 3000 < k log q < 5000 [9] . Determining suitable integer triples (q, t, r) satisfying the above properties, for a specific k > 1, and requiring at the same time that ρ ≈ 1, is one of the most demanding tasks in pairing-based cryptography. Once these parameters are generated, the Complex Multiplication (CM) method [1] can be used for the construction of the curve equation. The efficiency of the CM method is closely related to the size of an integer D (called the CM discriminant) which is the square free positive value satisfying the CM equation DY 2 = 4q − t 2 for a given pair (q, t). The value of D must be relatively small (e.g. D < 10 10 or even smaller) in order to implement the CM method efficiently.
Since 2001 a variety of methods have been proposed for constructing pairingfriendly elliptic curves, most of which are based on parameterizing the curve parameters as polynomial families (q(x), t(x), r(x)) in Q [x] . There are three types of such polynomial families depending on the form of the polynomial 4q(x)−t 2 (x) representing the right hand side of the CM equation expressed in polynomial field.
Definition 1 ([5] , [9] ). A polynomial family (q(x), t(x), r(x)) is said to be complete, if there exists an s(x) ∈ Q[x], such that 4q(x) − t 2 (x) = Ds 2 (x), for some positive, square-free integer D representing the CM discriminant. If the polynomials q(x) and t(x) satisfy 4q(x) − t 2 (x) = g(x)s 2 (x) for some g(x) ∈ Q[x] with deg g = 1 then the polynomial family is called complete with variable discriminant. If deg g > 1, then the family is called sparse.
In this paper we further investigate the construction of sparse families of pairing-friendly elliptic curves using the solutions of a generalized Pell equation. We present two methods for generating sparse families for arbitrary k and focus on four embedding degrees k ∈ {5, 8, 10, 12}. Especially when k = 5 we introduce for the first time the use of Pell equations and set a record with ρ = 3/2. Additionally, we produce some new sparse polynomial families for k ∈ {8, 10, 12} achieving ρ = 3/2, which is the smallest value reported in the literature for variable discriminant. Furthermore, the proposed methods generate pairing-friendly elliptic curves with smaller CM discriminant than other existing methods, improving the efficiency of the CM method. Finally, we have conducted extensive experimental assessments which show that the proposed new polynomial families lead to the construction of many elliptic curves, achieving at the same time a relatively small value for the CM discriminant.
The paper is organized as follows. In Section 2 we present some background related to pairing-friendly elliptic curves as well as some of the most important methods for generating suitable curve parameters for the three types of families in Definition 1. We analyze our proposed methods in Sections 3 and 4 and proceed by demonstrating our experimental results in Section 5. Finally, we conclude the paper in Section 6.
Preliminaries and Previous Work
In this Section, we will give the notion of polynomial families of pairing-friendly elliptic curves and proceed by analyzing the existing methods for their construction. Our goal is to find suitable integers (q, t, r) for a fixed embedding degree k > 0, such that ρ ≈ 1. The best ρ-values in the literature are achieved by representing the parameters (q, t, r) as polynomials q(x), t(x), r(x) ∈ Q[x] respectively.
Definition 2 ([9]
). Let q(x), t(x), r(x) ∈ Q[x] be non-zero polynomials. Then the polynomial triple (q(x), t(x), r(x)) parameterizes a family of pairing-friendly ordinary elliptic curves with embedding degree k and CM discriminant D if the following conditions are satisfied:
1. the polynomial q(x) represents primes, 2. the polynomial r(x) is non-constant, irreducible, integer-valued, with positive leading coefficient, 3. r(x) divides the polynomials q(x) + 1 − t(x) and Φ k (t(x) − 1), where
is the k th cyclotomic polynomial and 4. there are infinitely many integer solutions (x, Y ) for the parameterized CM equation
The ρ-value of a polynomial family is measured by the ratio ρ(q, t, r) = deg q(x)/ deg r(x). The condition r(x) | (q(x)+1−t(x)) implies that #E(F q(x) ) = h(x)r(x), where h(x) ∈ Q[x] is the cofactor. Our problem now reduces in finding a suitable solution (x 0 , Y 0 ) of Equation (1) such that q(x 0 ) and r(x 0 ) are prime integers. Then, we can use the CM method to construct an elliptic curve E/F q(x0) with Frobenius trace t(x 0 ) and order #E(F q(x0) ) = h(x 0 )r(x 0 ), where h(x 0 ) = 1 is the ideal case. Let f (x) = 4q(x) − t 2 (x) ∈ Q[x] be the CM polynomial. Most methods focus on CM polynomials of the form f (x) = g(x)s 2 (x) for some g(x), s(x) ∈ Q[x], where deg s is arbitrary, but deg g ≤ 2. By Definition 1, when deg g = 0 the polynomial family (q(x), t(x), r(x)) is complete with f (x) = Ds 2 (x), for some square-free positive D. When deg g = 1 we have a complete family with variable discriminant and finally when deg g = 2 but g(x) is not a square, the family is sparse.
Complete Families: The most well known method in this case is the Brezing and Weng method [4] and its variants [9] , [12] , [17] , [19] . These methods start by fixing a k > 1 and some square-free CM discriminant D. They choose an irreducible polynomial r(x) ∈ Q[x], such that K ∼ = Q[x]/(r(x)), where K is the field containing a primitive k th -root of unity ζ k . Then, let t(x) and s(x) be the polynomials mapping to ζ k + 1 and (ζ k − 1)/ √ −D in K respectively. The resulting CM polynomial will be of the form f (x) = Ds 2 (x). The best family in this case is given in [2] for k = 12 and D = 3, with ρ(q, t, r) = 1. Additional examples appear also in [9] , [12] , [17] , [19] .
Complete Families with Variable Discriminant: Such families are constructed in the work of Lee and Park [13] and additionally in [5] . The method of Lee and Park sets the polynomial r(x) to be an irreducible factor of the cyclotomic polynomial Φ k (u(x)), for some u(x) ∈ Q[x]. The challenging part of the method is to determine a suitable polynomial u(x). This is accomplished by fixing an embedding degree k and an element θ = a 0 +a 1 
If det(P ) = 0 then P has an inverse P −1 = (P ij ) and the polynomial u(x) will be equal to u(x) = ϕ(k)−1 i=0
2 mod r(x). Propositions 1 and 2 in [13] guarantee that if θ = a 0 − 2a 1 ζ k + a 1 ζ 2 k for some non-zero a 0 , a 1 ∈ Q, then deg f = 1. Several examples of such polynomial families appear in [13] . However, they all lead to large CM discriminants D > 10 7 . Clearly, the method of Lee and Park gathers all CM polynomials of the form f (x) = g(x)s 2 (x) with deg s = 0 and deg g = 1, but misses the cases where deg s > 0. Such cases are studied in greater detail in [5] . Additional examples appear in [9] .
, where a, b, c ∈ Q. Substituting into Equation (1) and excluding the perfect square term s 2 (x), we get
Multiplying by 4a and completing the squares yields a generalized Pell equation of the form
If Equation (2) is solvable for some square-free D, then it has an infinite number of integral solutions (X i , Y i ) (see [15] ). In order to generate the elliptic curve, we firstly check if X i = 2ax 0 + b, for some x 0 ∈ Z. If this is the case, then we check if q(x 0 ) and r(x 0 ) are primes and if t(x 0 ) satisfies the Hasse's bound. The first method for generating sparse families is due to Miyaji, Nakabayashi and Takano [14] (MNT method) for k ∈ {3, 4, 6}. In their method they describe polynomial families (q(x), t(x), r(x)) such that h(x) = 1 (ideal case) and so ρ(q, t, r) = 1. Several generalizations and extensions of the MNT method have been proposed in [6] , [7] , [10] , [18] allowing h(x) > 1. Particularly, in [6] and [7] the notion of effective polynomial families is introduced. These are sparse polynomial families leading to CM polynomials of the form f (x) = g(x)s 2 (x) with g(x) quadratic and factorable. In this case, the constructed Pell equations have the advantage that they are always solvable for every square-free D and so the sparse family has better chances in producing suitable curve parameters. For k / ∈ {3, 4, 6}, the best known result is reported in [8] for k = 10 and achieves a value ρ(q, t, r) = 1. Another method for constructing sparse families is discussed in [5] , where the author starts by fixing an embedding degree k > 1 and constructing a number field K containing a primitive k th root of unity. Then, an
) and the algorithm searches for a quadratic polynomial g(x) ∈ Q[x] so that −g(x) is a square in K. Finally, t(x) and s(x) are set as polynomials mapping to ζ k + 1 and
respectively. The constructed CM polynomial is not necessarily quadratic, but has a perfect square factor s 2 (x) with deg s > 1. An alternative method is described in [6] which starts by fixing a k > 1 and chooses an irreducible polynomial r(x) ∈ Q[x]. Then searches for a trace polynomial t(x), such that r(x) | Φ k (t(x) − 1). Once these polynomials are determined, the CM polynomial is equal to f (x) ≡ −(t(x) − 2) 2 mod r(x).
Our Contribution: Summarizing, Brezing-Weng like polynomial families produce the best ρ-values in the literature for k / ∈ {3, 4, 6, 10}. However, they work for a fixed and very small discriminant D which according to the German Information Security Agency may lead to vulnerable elliptic curves. On the other hand, polynomial families with variable discriminant provide some flexibility on D, but result in large CM discriminants which make the CM method very inefficient. In this paper, we argue that sparse families using solutions of generalized Pell equations are more attractive in applications that require variable but relatively small CM discriminants.
We here present two methods for the generation of sparse families of pairingfriendly elliptic curves. The first method is based on [6] and [13] . It extends the ideas in [13] by searching for CM polynomials f (x) = g(x)s 2 (x) with deg g = 2 instead of linear polynomials f (x) and it is more efficient compared to the method in [6] . Using the new method, we obtained for the first time sparse families based on Pell equations for k = 5, setting at the same time a record with ρ = 3/2. Among these families, we found an effective polynomial family for k = 5 leading to a generalized Pell equation that is always solvable for every positive and square-free D. Based on our new method, we also obtained some sparse families for k = 10 with ρ = 3/2. The second method is more general and can be implemented for any k > 1 and arbitrary CM polynomials f (x) = g(x)s 2 (x), with g(x) ∈ Q[x] quadratic and not a perfect square. Using this method, we give a generalization of the examples presented in [5] for k = 8, 12 and ρ = 3/2. Finally, we provide experimental results on the number of suitable curve parameters obtained from our newly proposed polynomial families. Our experiments indicate that our effective family for k = 5 produces more curve parameters than any other polynomial family for k / ∈ {3, 4, 6}.
Sparse Families with deg f < deg r
In this section we present a method for constructing sparse families of pairingfriendly elliptic curves with embedding degree k > 1, such that the CM polynomial is of the form f (x) = g(x)s 2 (x) with deg g = 2 and g(x) not a perfect square.
Our method starts by choosing an arbitrary embedding degree k > 1 and fixing an element θ ∈ Q(ζ k ) of the form
. We then construct the transition matrix P from the set B(θ) to the basis B(ζ k ) using the relation
Since Φ k (u(x)) should contain an irreducible factor of degree ϕ(k), we need to ensure that a 0 , a 1 , . . . , a ϕ(k)−1 are chosen so that det(P ) = 0. Then, the coefficients of the polynomial u(x) are given by the second column of the inverse matrix P −1 = (P ij ) of P using the relation:
Setting the polynomial u(x) as
Equation (5) implies that the coefficients of u(x) are actually multivariate poly-
Once the polynomial u(x) is created, then we set t(x) = u(x) + 1 to find the polynomial representing the Frobenius trace. The polynomial r(x) is set to be the irreducible factor of Φ k (u(x)) with deg r = ϕ(k) and it is the minimal polynomial of θ over Q(ζ k ). Thus, we set
The coefficients of r(x) are multivariate polynomials in Q[a 0 , a 1 , . . . , a ϕ(k)−1 ] and can be obtained by solving the system r(θ) = 0.
Algorithm 1 Families of Pairing-Friendly Elliptic Curves with deg g = 2
Input: The embedding degree k Output:
Step 1: For each a0, a1, a2, . . . , a ϕ(k)−1 ∈ Q do
Step 2: Calculate the transition matrix P from B(θ) to B(ζ k ) by Equation (4) Step 3: If det(P ) = 0 compute the coefficients of the polynomials u(x) and r(x) using the Equation (5) and r(θ) = 0 respectively; else return to Step 1
2 (x) with g(x) quadratic and not a perfect square, with positive leading coefficient, then set h(x) = (f (x) + (u(x) − 1)
2 )/4r(x), q(x) = h(x)r(x) + u(x) and t(x) = u(x) + 1; else return to Step 1
Step 6: If q(x) is irreducible over Q[x] and q(x0) ∈ Z for some x0 ∈ Z, output the polynomials (t(x), r(x), q(x), h(x), f (x)); else return to Step 1
After obtaining u(x) and r(x), we set the CM polynomial as f (x) ≡ −(u(x) − 1) 2 mod r(x) and we also require that deg g = 2. Additionally, we must also ensure that the leading coefficient of g(x) is positive and that g(x) is not a perfect square. The corresponding generalized Pell equation can be constructed by setting DY 2 = g(x) and following the procedure described in Section 2. The above method is summarized in Algorithm 1. The proposed algorithm differs from the work of Lee and Park [13] in that we are actually searching for CM polynomials of the form f (x) = g(x)s 2 (x), for some quadratic and nonsquare polynomial g(x). On the other hand, our method is faster than the one proposed in [6] , since in this work the authors start by randomly choosing an irreducible polynomial r(x) and then search for a trace polynomial t(x), such that r(x) | Φ k (t(x) − 1). Clearly, this is a very demanding and time consuming step.
Families with Embedding Degree k = 5
The 5
th -cyclotomic polynomial is represented by Φ 5 (x) = x 4 + x 3 + x 2 + x + 1. Set the element θ ∈ Q(ζ 5 ) to be of the general form in Equation (3), for some a 0 , a 1 , a 2 , a 3 ∈ Q such that det(P ) = 0, where P is the 4 × 4 transition matrix from B θ to B ζ5 . This choice will ensure that Φ 5 (u(x)) has a quartic irreducible factor r(x) ∈ Q[x]. Based on Algorithm 1 and setting f (x) ≡ −(u(x) − 1) 2 mod r(x), we will get a CM polynomial f (x) of degree 3. Since we are searching for sparse families we add the condition deg f = 2. Based on our extensive experimental assessments, we realized that θ can be of a special form that leads to quadratic CM polynomials. This special form depends only on the choice of a 0 and a 1 (in an analogy to Proposition 1 of Lee and Park [13] ). Randomly choosing integer pairs (a 0 , a 1 ) ∈ Q 2 we can produce different polynomial families.
, for a 0 , a 1 ∈ Q and a 1 = 0. The transition matrix has det(P ) = 55 3 a 6 1 . We then obtain the polynomials: 
with ρ(q, t, r) = 3/2. This is an effective polynomial family, since the polynomial f (x) factorizes in Q[x]. Therefore, this family will lead to a larger number of suitable curve parameters compared to other sparse families. 
Families with Embedding Degree k = 10
For embedding degree k = 10 we have an ideal polynomial family given by David Freeman [8] with ρ(q, t, r) = 1. It may be useful in applications that do not require ρ = 1, to use families that provide larger ρ-value. Such examples are obtained by our method with ρ(q, t, r) = 3/2. When k = 10, the 10 th -cyclotomic polynomial is given by Φ 10 (x) = x 4 − x 3 + x 2 − x + 1. We set θ ∈ Q(ζ 10 ) to be of the form in Equation (3), for some (a 0 , a 1 , a 2 , a 3 ) ∈ Q 4 , such that det(P ) = 0. As in the case k = 5 we obtained certain special forms for θ depending only on a 0 , a 1 ∈ Q, that lead to quadratic CM polynomials. , with a 0 , a 1 ∈ Q and a 1 = 0. The transition matrix has det(P ) = 31 3 a 6 1 and we obtain the following polynomial family with ρ(q, t, r) = 3/2: 
Sparse Families for Arbitrary CM polynomials
In this section we present a more general method for the construction of polynomial families of pairing-friendly elliptic curves. This approach can be applied for CM polynomials of any form, but as in the previous section we focus on cases where f (x) = g(x)s 2 (x) for some quadratic, non-square polynomial g(x) (sparse families). The proposed method is based on the remarks in [10] , [13] .
We start by fixing an element θ ∈ Q(ζ k ) such that det(P ) = 0, where P is the transition matrix form B(θ) to the basis B(ζ k ). The polynomials u(x) and r(x) are determined in the same way as described in Algorithm 1 where the coefficients of u(x) and r(x) are all multivariate polynomials in Q[a 0 , a 1 , . . . , a ϕ(k)−1 ] . We compute these polynomials according to Equations (6) and (7) and we set the trace polynomial to t(x) = u(x) + 1. The next step is to construct the cofactor h(x) by setting
We require that deg h = ϕ(k) − 2 or smaller, because in this case ρ = (2ϕ
Substituting the polynomials h(x), r(x) and t(x) into the parameterized CM equation (1) we will get a degree 2ϕ(k) − 2 CM polynomial of the form
The only unknown values are the coefficients of the cofactor which must be determined. Suppose that we are searching for CM polynomials with deg f = i, for some even i = 2, 4, . . .
Using this system we can calculate some, or all the coefficients of the cofactor h(x). If we set deg f < deg r = ϕ(k), then all coefficients of h(x) can be determined by the above system. Otherwise, for the remaining coefficients of h(x) we will have to do some additional search. For example, when ϕ(k) = 4, (i.e. k ∈ {5, 8, 10, 12}) the polynomials f (x) and h(x) will have deg f = 6 and deg h = 2 respectively. For CM polynomials of the form f (x) = g(x)s 2 (x), with g(x) quadratic and non-square, the possible values for the degree of f (x) are deg f ∈ {2, 4, 6}. Setting deg f = 2, we have f 6 = f 5 = f 4 = f 3 = 0. From f 6 = f 5 = f 4 = 0 we determine h(x) and we must also guarantee that f 3 = 0. When deg f = 4, we require some search for h 0 , while when deg f = 6 we need to search for all coefficients of h(x). We applied this idea for k = 8, 12 and we obtained a generalization of Drylo's examples given in [5] , by representing θ in two variables a 0 , a 1 ∈ Q.
, with a 0 , a 1 ∈ Q and a 1 = 0. The transition matrix has det(P ) = −24a 2 /(576a 6 1 ) we obtain the next polynomial family with ρ(q, t, r) = 3/2:
, with a 0 , a 1 ∈ Q and a 1 = 0. The transition matrix has det(P ) = −45a 6 1 and setting h(x) = (x−a 0 −3a 1 )
2 /(900a 6 1 ) we obtain the next polynomials with ρ(q, t, r) = 3/2:
Experimental Results
We demonstrate some experimental results obtained by every polynomial family described in Sections 3 and 4. Recall that each representative comes of a random choice a 0 , a 1 ∈ Q. For each polynomial family, different a 0 , a 1 will result in different polynomials q(x), t(x), r(x), producing the same curve parameters. Before constructing the generalized Pell equation, we need to apply a linear transformation on each family in order to make the polynomials integer valued (See [12] , [13] ). Furthermore, evaluating Families 5, 6 at (a 0 , a 1 ) = (0, 1) we get Drylo's examples [5] .
Example 1 (k = 5) Set (a 0 , a 1 ) = (1, 1) in Family 1 and apply the transformation x → (55x − 20) to obtain the next polynomial family with ρ(q, t, r) = 3/2:
r(x) = 55x 4 + 145x 3 + 145x 2 + 65x + 11
with CM polynomial f (x) = 5(x + 1)(11x + 7) and generalized Pell equation:
Example 2 (k = 5) Set (a 0 , a 1 ) = (0, 1) in Family 7 and apply the transformation x → (755x + 223) to get the polynomial family with ρ(q, t, r) = 3/2:
with CM polynomial is f (x) = 3775x 2 + 2260x + 340 and generalized Pell equation:
Example 3 (Freeman for k = 10) Set (a 0 , a 1 ) = (0, 1) in Family 3 and apply the transformation x → (5x + 2) to obtain the following polynomial family with ρ(q, t, r) = 1:
with CM polynomial f (x) = 15x 2 + 10x + 3 and generalized Pell equation:
Example 4 (k = 10) Set (a 0 , a 1 ) = (0, 1) in Family 4 and apply the transformation x → (31x − 8) to obtain the next polynomial family with ρ(q, t, r) = 3/2:
with CM polynomial f (x) = 31x 2 − 18x + 3 and generalized Pell equation:
Example 5 (k = 8) Set (a 0 , a 1 ) = (1, 1) in Family 5 and apply the transformation x → (12x + 4) to conclude to the polynomial family with ρ(q, t, r) = 3/2:
Setting h(x) = 18x 2 we get the CM polynomial f (x) = 8x 2 (144x 2 + 72x + 7) and the generalized Pell equation:
Example 6 (k = 12) Set (a 0 , a 1 ) = (1, 1) in Family 6 and apply the transformation x → (30x+24) to conclude to the polynomial family with ρ(q, t, r) = 3/2:
Setting h(x) = 25(3x + 2) 2 we get the CM polynomial f (x) = 12(400x 2 + 600x + 223)(3x + 2)
2 and the generalized Pell equation:
A different transformation in each example may result in some different curve parameters. Recall that we are searching for x 0 ∈ Z such that q(x 0 ) and r(x 0 ) are both primes. However, this condition can be further loosened if we allow r(x 0 ) to contain a small cofactor s [18] . Pell Equation (10) is considered as special because it is always solvable, for any positive and square free integer D. This is because the standard Pell equation U 2 − 55DV 2 = 1 is always solvable (see Theorem 4.1 [16] ) and if (U i , V i ) is a solution of this equation, then (10U i , 10V i ) is a solution for (10). Thus we expect that Family 1 will produce more curve parameters compared to the other sparse families (see [7] for details). In Table 1 we present the number of suitable parameters obtained from Examples 1 to 6. The field size is between 128 and 960 bits, while for D we set a limit up to 10 6 which is a reasonable value in order to keep CM method efficient. For Examples 2 and 6, increasing the bound for D will result in more suitable triples (q, t, r). The table justifies our earlier claim that Family 1 has better chances in generating suitable curve parameters than any other family reported for k / ∈ {3, 4, 6}. We also found several examples for k = 5 that improve the examples appeared in [13] where a 252-bit prime q is constructed using a CM discriminant D with 7 decimal digits. Some examples of suitable parameters (q, t, r) are given in the Appendix A.
A Additional Polynomial Families and Parameters of
Proper Cryptographic Size
We present two additional examples of sparse families for k = 5, 10. The following families are constructed from elements θ which depend only on a 0 , a 1 ∈ Q.
, with a 0 , a 1 ∈ Q and a 1 = 0. The transition matrix has det(P ) = −11 3 a 6 1 and we obtain the polynomials:
with ρ(q, t, r) = 3/2. with ρ(q, t, r) = 3/2.
A.2 Curve Parameters of Proper Cryptographic Size
We give some examples of suitable integer triples (q, t, r) obtained from the polynomial families described in Section 5. Recall that we considered cases where the order r is not necessarily prime but it may contain a small cofactor s, in which case r = s ·r for some large primer. We also give some examples obtained by Freeman's family again considering r as a nearly prime integer. 
