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Abstract. For piecewise C1 interval maps possibly containing critical
points and discontinuities with negative Schwarzian derivative, under
two summability conditions on the growth of the derivative and recur-
rence along critical orbits, we prove
(1) the nonexistence of wandering intervals,
(2) the existence of absolutely continuous invariant measures, and
(3) the bounded backward contraction property.
The proofs are based on the method of proving the existence of abso-
lutely continuous invariant measures of unimodal map, developed by
Nowicki and van Strien.
1. Introduction and main results
The concept of wandering intervals plays an important role in studying
dynamical behavior of non-uniformly hyperbolic dynamical system. In the
area of interval dynamics, most important results are related to the absence
of wandering intervals. Our main aim in this paper is to obtain a condition
on the orbits of the critical values to ensure the absence of wandering inter-
vals for piecewise C1 interval maps with critical points and discontinuities,
and to give a sufficient condition to the nonexistence of wandering intervals
for multimodal maps whose orders of critical points are different to the left
and to the right.
The motivation to show nonexistence of wandering intervals are well
known. Firstly, it is relevant to the isomorphism problem of dynamical
system. In the 1880s, Poincare´ proved that each orientation preserving
homeomorphism of the circle without periodic points is semi-conjugate to
an irrational rotation. Denjoy showed that for the C2 diffeomorphism of
the circle without periodic points such wandering interval cannot exist, and
this semiconjugacy is indeed a conjugacy. Analogue of Denjoy’s theory also
holds for a C3 unimodal map f with a non-flat critical point (whose orders
are equal to the left and to the right) and negative Schwarzian derivative,
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it was shown that f admits no wandering intervals, and it is conjugate to
a quadratic map fµ (fµ = µx(1 − x), µ ∈ (0, 4)) with some value of the
parameter µ [11] if it has no periodic attractor. Secondly, the nonexistence
of wandering intervals is also relevant to the dynamics of single dynamical
system. A very remarkable result about iterations of rational maps of the
Riemann sphere proved by Sullivan is that there are no wandering compo-
nents in Fatou set, i.e., all of the connected components of Fatou set of a
rational map are eventually periodic [29]. The Julia -Fatou-Sullivan theory
for the dynamics of rational map is also valid for C2 multimodal maps with
non-flat critical points whose orders are equal to the left and to the right, it
was shown that there are no wandering intervals for such maps [22].
Besides the above results, the nonexistence of wandering intervals was
proved by a series remarkable works: by Schwartz for continuous piecewise
C1 interval maps f with log |Df | satisfying Lipschitz condition in [27], by
Guckenheimer for maps which everywhere have negative Schwarzian deriv-
ative in [15], by Yoccoz for C∞ homeomorphisms of the circle with non-flat
critical points in [31], by Blokh and Lyubich for smooth interval maps with
all critical points are turning points in [3] and [20], and by van Strien and
Vargas for general multimodal maps whose orders of each critical point are
equal from both sides in [30].
However, the wandering intervals may exist for some maps. For the con-
tinuous case, Denjoy’s counterexample tell us that a C1 differeomorphism
on the circle may have a wandering interval [11], and there are C∞ maps
on compact interval with flat critical points which have wandering intervals
[17]. For the discontinuous case, there are wandering intervals for a Lorenz
map if it can be renormalized to be a gap map with irrational rotation num-
ber, Berry and Mestel showed that wandering intervals exist only in this case
for the Lorenz map f with log |Df | satisfying the Lipschitz condition in [2].
There exists affine interval exchange transformations which have wandering
intervals [9] [16].
From the above examples, we cannot expect that there are no wandering
intervals for discontinuous interval maps with critical points like continuous
case under some general conditions. On the other hand, the known results of
nonexistence of wandering intervals for continuous multimodal maps always
require the orders of each critical point are the same to the left and to the
right. Blokh had asked whether wandering intervals can exist for unimodal
maps which are smooth except at their critical point and the critical order
is different to the left and to the right (this question is quoted in [12],
or [4] for a general case). In this paper, we consider the nonexistence of
wandering intervals of interval maps with some additional conditions, and
give a sufficient condition to answer Blokh’s question for general maps in
some sense.
We now give the precise statement of our main result. An interval J is a
wandering interval for a map f : M →M if it satisfies:
(a) its forward iterates J, f(J), ..., fn(J) are all disjoint for all n > 0;
(b) J is not contained in the basin of attraction of an attracting periodic
orbit;
(c) fn|J is a homeomorphism for all n > 0.
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Let A denote the class of interval maps satisfying conditions 1 and 2 listed
below. Then we have the following
Theorem A. Wandering intervals can not exist for each map in A.
1. Let M be a compact interval [0, 1], f : M −→ M be a piecewise C1
interval map with negative Schwarzian derivative. This means that there
exists a finite set C such that f is a diffeomorphism on each component
of M \ C, and admits a continuous extension to the boundary so that the
left and the right limits f(c±) = limx→c± f(x) exist. We always regard
each c ∈ C as two points: c+ and c−, the concrete values depend on the
corresponding one-side neighborhoods we considered. We assume that each
c ∈ C has two one-side critical orders l(c±) ∈ [1,∞), this means that
|Df(x)| ≈ |x− c|l(c±)−1, |f(x)− f(c±)| ≈ |x− c|l(c±),
for x in the corresponding one-side neighborhood of c, where we say f ≈ g
if the ratio f/g is bounded above and below uniformly in its domain. When
we use l(c), it may be either l(c+) or l(c−), and the concrete value can be
easily understood from the context. If l(c) > 1, we say that c is a critical
point, if l(c) = 1, we say that c is a bounded derivative point. Note that
c may be a critical point on one side and is a bounded derivative point.
When there is no possibility of confusion, each point c ∈ C will be called a
critical point without distinguishing whether c is really a critical point with
l(c) > 1, or c is a bounded derivative point with l(c) = 1.
We also assume that f is with negative Schwarzian derivative outside of
C, i.e., |f ′|−
1
2 is a convex function on each component of M \ C.
2. We suppose that f satisfies the following summability conditions along
the critical orbits. The first summability condition is
(1. 1)
∞∑
n=1
( |fn(c)− c˜|l(c˜)
|fn(c) − c˜|l(c)|Dfn(f(c))|
)1/l(c)
<∞, ∀c ∈ C,
where c˜ is the critical point closest to fn(c), and l(c) and l(c˜) depend on the
corresponding one-side neighborhoods. The second summability condition
is
(1. 2)
∞∑
n=1
1
|Dfn(f(c))|1/l(c)
<∞, ∀c ∈ C.
Remark 1. According to the first summability condition, a map f ∈ A can
not map its critical point to another critical point, i.e., C ∩∪n≥1f
n(C) = ∅,
and it is easy to see that if all of the critical orders are equal, the first
summability condition is equivalent to the second summability condition
and C ∩ ∪n≥1f
n(C) = ∅. The above similar summability conditions along
the critical orbits have been applied to show the existence of absolutely con-
tinuous invariant measure for unimodal maps in [25], for multimodal maps
in [7] and for interval maps possible with critical points and singularities in
[1] recently. The second summability condition is similar to the Nowicki-van
Strien condition in [25].
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Remark 2. Simple examples satisfying the conditions 1 and 2 listed above
are the contracting Lorenz maps considered in [23] and [26], which were mo-
tivated by the study of the return map of the Lorenz equations near classical
parameter values, see Figure 1. For Lorenz map f with log |Df | satisfying
the Lipschitz condition, Berry and Mestel showed in [2] that wandering in-
tervals exist if and only if it can be renormalized to be a gap map with
irrational rotation number. This, together with Theorem A, implies that
if a C1 Lorenz map f with l(c) = 1 satisfying the summability condition∑∞
n=1
1
|Dfn(f(c))| <∞ and the negative Schwarzian derivative condition, then
it can not be renormalized to be a gap map with irrational rotation number.
On the other hand, for C2 Lorenz map f whose critical orders are greater
than 1, it is conjectured in an old version of [21] (arxiv: math/9610222v1)
and in [28] that f admits wandering intervals if and only if it can be renor-
malized to be a gap map with irrational rotation number, while Theorem A
indicates that wandering intervals can not exist for Lorenz map f satisfying∑∞
n=1
1
|Dfn(f(c))|1/l(c)
<∞.
 
 
Figure 1: The contracting Lorenz map, and unimodal map with different
critical orders.
In particular, for continuous maps in A, we answer the Blokh’s question
in some sense partially.
Corollary 1. Let f be a C1 multimodal map with finite critical points whose
orders may not equal to the left and to the right. If f satisfies the negative
Schwarzian derivative condition and our summability conditions, then f ad-
mits no wandering intervals.
Furthermore, we can prove the following Theorem B.
Theorem B. Let f be a map in A, then f admits an absolutely continu-
ous invariant probability measure (acip). Moreover, if lmax > 1, the density
is in Lp for all 1 ≤ p < lmax/(lmax − 1), where lmax is the maximum of the
orders of the critical points.
We present some comments on Theorem B. At first, Theorem B improves
a result in [23]. It was shown in [23] that for contracting Lorenz maps f
satisfying the following conditions
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(1) Outside of the unique critical point c (l(c) > 1), f is of C3 classes and
with negative Schwarzian derivative, and with equal critical orders from
both sides;
(2) (Increasing condition) |Dfn(f(c±))| > λn, for each n ≥ 1 and some
λ > 1;
(3) (Recurrence condition) |fn−1(f(c±))− c| > exp−αn for some α small
enough, and for all n ≥ 1,
then f admits an absolutely continuous invariant probability. While Theo-
rem B tell us that it suffices to assume the summability condition
∞∑
n=1
1
|Dfn(f(c))|1/l(c)
<∞
and the above condition (1) for the contracting Lorenz map. Moreover,
Theorem B provides the regularity of the density of the acip.
Secondly, Theorem B is similar to a result in [1]. It was proved in [1] that
for any piecewise C2 interval map f possibly containing discontinuities and
singularities (0 < l(c) < 1) and satisfying an analytical condition (uniformly
expanding away from the critical points) and
(1) bounded backward contraction (BBC) property, there is a constant
K > 0 such that for all δ0 > 0, one can find δ ∈ (0, δ0) such that for a
neighborhood Nδ (a concrete definition of Nδ is stated in section 4) of the
critical points and each x,
|Dnf(x)| ≥ K, for n = min{i ≥ 0; f i(x) ∈ Nδ},
(2) summability condition along the critical orbit
(1. 3)
∞∑
n=1
−n log |fn(c) − C|
|fn(c) −C||Dfn−1(f(c))|1/(2l(c)−1)
<∞, ∀ c ∈ C with l(c) > 1,
then f admits only finite number of absolutely continuous invariant (phys-
ical) probability measures. Note that the summability condition (1. 3) im-
plies our first summability condition (1. 1) and the second summability con-
dition (1. 2) in our argument for l(c) > 1, this is because for n large enough,
( |fn(c)− c˜|l(c˜)
|fn(c)− c˜|l(c)|Dfn(f(c))|
)1/l(c)
=
|fn(c)− c˜|l(c˜)/l(c)−1(
|Df(fn(c))| |Dfn−1(f(c))|
)1/l(c)
≤
|fn(c)− c˜|1/l(c)−1
|Dfn−1(f(c))|1/l(c)
≤
−n log |fn(c) − C|
|fn(c) − C||Dfn−1(f(c))|1/(2l(c)−1)
,
by the definition of orders of critical points and l(c) > 1. As was stated in
[1], in the special cases in which there are no singularities (0 < l(c) < 1), the
summability condition (1. 3) can not reduce to the summability condition
assumed in [5], while our conditions can.
Moreover, we can show BBC property under our conditions.
Theorem C. Let f ∈ A, then f admits BBC property.
As stated above, the BBC property is an assumption in [1], is also an
assumption for the studying of the statistical properties such as decay of
correlations and the Central Limit Theorem of interval maps in [13], and
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an important Lemma in [5]. BBC property is true [24] for symmetric uni-
modal maps with negative Schwarzian derivative. It is also proved in [8] for
multimodal case with the same critical orders of all critical points and
lim
n→∞
|Dfn(f(c))| =∞, ∀c ∈ C.
It is interesting that the motivation of the proof the BBC property in [8] is to
show the existence of the acip, but in our argument we prove the BBC using
the methods of the proof of the existence of the acip. We emphasize that the
proof of the BBC property of mutlimodal case have to use the nonexistence
of wandering intervals for multimodal map [Theorem 1.2 in [8]] and the same
critical order of all of critical points. Using Theorem C, we can consider the
decay of correlations and CLT for interval maps possibly containing critical
points and discontinuities with negative Schwarzian derivative, under some
summability conditions on the growth of the derivative and recurrence along
critical orbits in our future work.
2. Ideas and organization of the proof
The proof of the nonexistence of wandering intervals of interval maps
will be achieved by contradiction, so we suppose that there is a wandering
interval J . According to Denjoy’s original ideas, most of the proofs (see, for
example [11], [22]) of the nonexistence of wandering intervals contain two
ingredients: a topological one and an analytical one. The topological part
is to the understanding of the detailed dynamics of interval map, while the
analytical part is to estimate the distortion using the topological results.
Then, either J would be attracted by a periodic orbit or one can get a
conclusion that contradicts to the estimation of analytic aspect. Note that
the condition that the orders of each critical point from both sides are equal
is necessary in both ingredients of previous proofs.
Our proof is completely analytical, and has links to the method of the
proof of the existence of the acip. The method, as in [25], is to estimate of
the Lebesgue measure of f−n(A), where A is a small neighborhood of the
critical points. The proof of Theorems can be divided into three steps:
Step 1. Show that if f ∈ A then there exists a constant K1 > 0 so
that |f−n(B(c, ǫ))| ≤ K1ǫ, for any c ∈ C , n ≥ 0 and small ǫ ≥ 0, where
B(c, ǫ) = (c− ǫ, c+ ǫ). This property relates the measure of preimages of a
small neighborhood of the critical points to the measure of neighborhood of
the critical points.
Step 2. Show that if f ∈ A and satisfies the above property in step 1,
then there exists a constant K1 > 0 so that |f
−n(A)| ≤ K1|A|
1/lmax , where
A is any Borel set. A more precise version of the above two steps is stated
in Section 3. The proof seems complicated, but it is almost the same as the
proof of the existence of the acip of unimodal map in [25], multimodal map
in [7].
Step 3. In Section 4, we present the proofs of Theorem A, Theorem
B, and Theorem C. Theorem A is a direct consequence of the property
in step 2. The proof of Theorem B is classical when f is continuous. In
fact, if f is continuous, the existence of acip follows from Proposition 2
and the compactness of the space of probability measure on M under the
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weak star topology. This kind of argument can not be applied to our case
directly because f may have discontinuities. We obtain the existence of acip
by checking the uniformly integrability of the action of Frobenius-Perron
operator on the constant function 1. To show Theorem C, the result in
step 1 indicates that if f ∈ A then there exists a constant K > 0 such that
|Dfn(x)| > K for fn(x) ∈ C, because the critical point will not be mapped
into another critical point. This property implies that the derivatives of the
preimages of the critical points are bounded away zero. Next we can find
enough Koebe spaces so that we can relate the derivatives of the preimages
of the critical point to the derivatives of the preimages of any point in the
neighborhood of the critical point by the one-side Koebe principle. We refer
[12] for the proof of the Koebe principle.
It is possible to improve these results. The negative Schwarzian deriva-
tive condition may be omitted, however the strategy in [18] and [30] made
use of the nonexistence wandering intervals, and the method in [22] involves
detailed analysis of topological dynamics of intervals maps. Note that the
negative Schwarzian derivative condition rule out the existence of the sin-
gularities (0 < l(c) < 1), once one can get rid of this negative Schwarzian
derivative condition, then the results in this paper can generalized to the
interval maps with singularities and critical points. Secondly, general meth-
ods of proving the existence of the acip of smooth maps may work efficiently
without using the result of the nonexistence of wandering intervals, the
quite general conditions are known to guarantee the existence of the acip
for smooth maps with a finite number of critical points recently in [6], but
they used the results of the nonexistence of wandering intervals, too. How-
ever, it was conjectured by Arau´jo et al. in [1] that it is not possible to
obtain a general result about the existence of acip in the presence of both
critical points and singularities by assuming conditions on the derivatives
growth of the critical points.
We denote by Kl the constant from the orders of the critical points, by
Ko from the Koebe principle, and denote |J | as the Lebesgue measure of J .
3. backward contraction
In this section, we will use the proof of the existence of acip of unimodal
maps and multimodal maps, see [25] and [7], and we refer the chapter 5
of [12] for more details. We only give the main arguments, and do some
modifications with the proof of multimodal maps in [7].
Proposition 1. If f ∈ A, then there exists a constant K1 > 0 such that
|f−n(B(c, ǫ))| ≤ K1ǫ
for any c ∈ C , n ≥ 0 and small ǫ ≥ 0, where B(c, ǫ) = (c− ǫ, c+ ǫ).
Proof. Denote En(c, ǫ) := f
−n(B(c, ǫ)), we will divide the components I
of En(c, ǫ) into three cases. Given σ > 3ǫ, σ is a constant to be fixed
by the summability conditions. Let I ⊂ I ′ ⊂ I ′′ be the components of
En(c, ǫ), En(c, 3ǫ), and En(c, σ) respectively. We distinguish three cases:
(1) I ∈ Rn–the regular case, if f
n has no critical point in I ′′.
(2) I ∈ Sn–the sliding case, if f
n has a critical point in I ′′ but not in I ′.
(3) I ∈ Tn–the transport case, if f
n contains a critical point in I ′.
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The regular case: Suppose I ∈ Rn(c), we know that f
n(I ′′) contains
a 1-scaled neighborhood of fn(I), by the Koebe principle there exists a
constant KR > 0 such that
2σ
|I ′′|
=
|fn(I ′′)|
|I ′′|
≤ KR
|fn(I)|
|I|
≤ KR
2ǫ
|I|
.
We choose KR big enough so that this holds for all critical point c ∈ C.
Then we have
(3. 4)
∑
I∈Rn(c)
|I| ≤ KR
ǫ
σ
∑
I∈Rn(c)
|I ′′| ≤ KR
ǫ
σ
.
We shall show Proposition 1 by induction. The induction hypothesis is
(3. 5) |Ek(c, ǫ)| ≤
3KR
σ
ǫ
for all 0 < ǫ ≤ σ3 , c ∈ C, and k < n.
The above inequality (3. 5) is true for n = 2, because for σ sufficiently
small, there are only regular cases.
In what follows we shall prove the inequality (3. 5) holds for k = n for
the sliding case and for the transport case.
Let V (σ) = min{k ≥ 1, |fk(c˜) − C| < σ for some c˜ ∈ C}, observe that
V (σ) → ∞ as σ → 0 because f can not map a critical point to another
critical point by the summability conditions.
The sliding case: Let I ∈ Sn(c), T
0 ⊃ I be the maximal interval on
which fn is a diffeomorphism. Denote T0 = f
n(T 0) ⊃ fn(I) = I0 = B(c, ǫ),
R0 and A0 be the components of T0 \ A0 and |R0| ≥ |A0|, denote T
0 :=
[α0, α−1] with that f
n(α0) ∈ ∂A0. Since I ∈ Sn(c), we have |R0| ≥ |A0| ≥
|I0|. We shall construct a sequence n = n0 > n1 > ... ≥ 0 and a nested
sequence of intervals
(3. 6) T s ⊃ ... ⊃ T 1 ⊃ T 0 = T
as following:
(1) Choose 0 < n1 < n such that f
n1(α0) ∈ C, let T
1 := [α1, α0] be the
maximal interval containing T 0 on which fn1 is a diffeomorphism.
Assume that ni−1 and T
i−1 = [αi−2, αi−1] are defined, define ni <
ni−1 such that f
ni(αi−1) ∈ C and let T
i := [αi, αi−1] be the maximal
interval which contains T i−1 and on which fni is a diffeomorphism.
Note that for i ≥ 1, T i and T i−1 have a precise common boundary
αi and that I ⊂ T
0 ⊂ ... ⊂ T i.
(2) Let ki = ni−ni+1, Ii+1 = f
ni+1(I), Ti+1 = f
ni+1(T i+1), Ri+1 be the
component of Ti+1 \ Ii+1 and contains a critical point in its closure,
and Ai be another component. Let Li+1 ⊂ Ai+1 be the interval
adjacent to Ii+1 and satisfying f
ki(Li+1) = Ri, we conclude the
following relationships between the above intervals:
fki(Ii+1) = Ii, f
ki(Ri+1) = Ai, f
ki(Li+1) = Ri.
(3) The above construction stops at ns = 0, when |Is| > |Rs| or when
|Is| ≤ |Rs| ≤ |As|.
Note that |Ii| ≤ |Ri| and |Ai| < |Ri| for 0 ≤ i ≤ s− 1.
The following Lemma is to control |Is|.
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Lemma 1. (Proposition 1.3.1 in [7]) There exists K2 > 1 such that
(3. 7) |Is| ≤ |f
n(I)|
s−1∏
i=0
K2
( |fki(ci+1)− c˜|l(c˜)−l(ci+1)
|Dfki(f(ci+1))|
)1/l(ci+1)
,
where c˜ is the critical point closest to fki(ci), ci+1 is the critical point in
∂Ri+1.
Proof. This Lemma is almost the same as Proposition 1.3.1 in [7]. Since
the proof of the Lemma only uses the Koebe principle, orders of the critical
points and |Ai| < |Ri| for 0 ≤ i ≤ s−1, the result is also ture for f ∈ A. 
Now we compare I with Is. According to the stopping rules, we consider
three cases:
(1) If ns = 0, then I = Is by the definition of Is, it follows that
(3. 8) I ⊂ E0(cs,
1
2
|Is|).
(2) If |Is| > |Rs|, then we have
(3. 9) I ⊂ f−ns(Is) ⊂ f
−ns(Is ∪Rs) ⊂ Ens(cs, 2|Is|).
(3) If |Is| ≤ |Rs| ≤ |As|, we use the ’sliding’ technology developed by
Nowicki and van Strien in [25]. Let J ⊂ T s be an interval such
that |J | = |I| and G := fns(J) ⊂ Is ∪ Rs be adjacent to cs, since
|Is| ≤ |Rs| ≤ |As|, there exists constant Ko such that
|G|
|J |
≤ Ko
|fns(I)|
|I|
by the one-side Koebe principle. Since |I| = |J |, this gives that
|G| ≤ Ko|f
ns(I)|. Then
(3. 10) J ⊂ Ens(cs,Ko|Is|), and |I| ≤ |Ens(cs,Ko|Is|)|.
Lemma 2. One can choose σ so small that the interval Ti in (3. 6) have
size less than σ for 0 ≤ i < s.
Proof. Because v(σ)→∞ as σ → 0 and
(
|fn(c)−c˜|l(c˜)
|fn(c)−c˜|l(c)|Dfn(f(c))|
)1/l(c)
→ 0 as
n→∞, we can choose σ small enough so that for each n ≥ v(σ) one has
( |fn(c)− c˜|l(c˜)
|fn(c)− c˜|l(c)|Dfn(f(c))|
)1/l(c)
≤
1
K
,
where K is a positive constant depending on Kl,Ko, l(c), and the finiteness
of the number of critical points. Let us show by induction that for small σ,
|Ri ∪ Ii ∪ Ai| ≤ σ for i = 0, ..., s − 1. Assume that s ≥ 2, |T0| ≤ σ follows
from the definition. Observe that
(3. 11) |A0| ≤ |f
k0(c1)− c0| ≤ |A0 ∪ I0| ≤ 2|A0|.
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We have
|T1| = |R1 ∪ I1 ∪A1| ≤ 3|R1|
≤ 3Kl
1/l(c1)|f(R1)|
1/l(c1) (oder of critical point)
≤ 3Kl
1/l(c1)Ko
1/l(c1)
( |f(A0)|
|Dfk1(f(c1))|
)1/l(c1)
(one side Koebe principle)
≤ 3Kl
2/l(c1)Ko
1/l(c1)
( |A0|l(c0)
|Dfk1(f(c1))|
)1/l(c1)
(oder of critical point)
= 3Kl
2/l(c1)Ko
1/l(c1)|A0|
( |A0|l(c0)−l(c1)
|Dfk1(f(c1))|
)1/l(c1)
≤ 3Kl
2/l(c1)Ko
1/l(c1)|A0|
( |fk0(c1)− c0|l(c0)−l(c1)
|Dfk1(f(c1))|
)1/l(c1)
(3. 11)
:= K|A0|
( |fk0(c1)− c0|l(c0)−l(c1)
|Dfk1(f(c1))|
)1/l(c1)
≤ |A0| < σ,
Similarly we can get for 2 ≤ i < s,
|Ri ∪ Ii ∪Ai| ≤ 3|Ri| ≤ 3Kl
1/l(ci)|f(Ri)|
1/l(ci)
≤ 3Kl
2/l(ci)Ko
1/l(ci)
( |f(Ai−1)|
|Dfki−1(f(ci))|
)1/l(ci)
≤ 3Kl
2/l(ci)Ko
1/l(ci)
( |Ai−1|l(ci−1)
|Dfki−1(f(ci))|
)1/l(ci)
≤ 3Kl
2/l(ci)Ko
1/l(ci)|Ri−1|
( |Ri−1|l(ci−1)−l(ci)
|Dfki−1(f(ci))|
)1/l(ci)
≤ 3Kl
2/l(ci)Ko
1/l(ci)|Ri−1|
( |fki−1(ci)− ci−1|l(ci−1)−l(ci)
|Dfki−1(f(ci))|
)1/l(ci)
:= K|Ri−1|
( |fki−1(ci)− ci−1|l(ci−1)−l(ci)
|Dfki−1(f(ci))|
)1/l(ci)
≤ |Ri−1| ≤ σ,
where the last three inequalities are followed from the induction assumption
(ki−1 > v(σ) and |Ti−1| ≤ σ) and the following relation
1
3
|fki−1(ci)− ci−1| ≤ |Ri−1| ≤ |f
ki−1(ci)− ci−1|.
So we finish the proof of the Lemma. 
For every s-tuple (k0, k1, ..., ks−1), there are at most (2♯C)
s intervals I
such that fns(I) slides to the same interval G. Furthermore, by Lemma
2, it follows that ki ≥ v(σ) for all 0 ≤ i < s from the definition of v(σ).
Therefore, by (3. 8), (3. 9) and (3. 10), there exists a constant KS > 4
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(depending on Ko) such that
∑
I∈Sn(c)
|I| ≤
∑
cs∈C
∑
kj≥v(σ),
P
j kj=n−ns≤n
(2♯C)s|Ens(cs,
KS
2
|Is|)|.(3. 12)
The transport case: Suppose I ∈ Tn(c), by the definition of Tn(c), f
n
has at least one critical point in I ′ ⊃ I. Let k < n be the maximal integer
such that fk(I ′) contains a critical point c˜, and denote the set of such kind
of intervals by T kn (c˜, c). Clearly, f
n−k−1 maps fk+1(I ′) diffeomorphically
into B(c, 3ǫ).
Lemma 3. There exists KT > 0 such that∑
I∈Tn(c)
|I| ≤
∑
n−k≥v(σ)
∑
T kn (c˜,c)
|I|
≤
∑
c˜∈C
∑
n−k≥v(σ)
|Ek
(
c˜, KT ǫ
|fn−k(c˜)− c|
(l(c)−l(c˜))/l(c˜)
|Dfn−k(f(c˜))|1/l(c˜)
)
|.
(3. 13)
Proof. Observe that fn−k−1 maps fk+1(I ′) diffeomorphically into B(c, 3ǫ),
f(c˜) ∈ fk+1(I ′) ⊂ [x, y], where fn−k−1 maps [x, y] diffeomorphically onto
B(c, 3ǫ), and B(c, 3ǫ) contains a 1-scaled neighborhood of B(c, ǫ). One can
get from the one-side Koebe principle that there exists Ko such that
|fn(I)|
|fk+1(I)|
≥ Ko|Df
n−k−1(f(c˜))|,
i.e.,
|fk+1(I)| ≤ Ko
( |fn(I)|
|Dfn−k−1(f(c˜))|
)
.
From the orders of the critical points, it follows that
|fk(I)| ≤ KlKo
1/l(c˜)
( |fn(I)|
|Dfn−k−1(f(c˜))|
)1/l(c˜)
.
Since fn−k(c˜) ∈ B(c, 3ǫ), the Chain Rules and orders of the critical points
indicate that
|Dfn−k(f(c˜))| = |Dfn−k−1(f(c˜))||Df(fn−k−1(f(c˜)))|
≤ Kl|Df
n−k−1(f(c˜))||fn−k−1(f(c˜))− c|
l(c)−1
.
Therefore, there exists a constant K3(depending Ko and Kl) such that
|fk(I)| ≤ KlKo
1/l(c˜)
( Kl|fn(I)|
|Dfn−k(f(c˜))||fn−k(c˜)− c|1−l(c)
)1/l(c˜)
= KlKo
1/l(c˜)
(Kl|fn(I)||fn−k(c˜)− c|l(c)−l(c˜)|fn−k(c˜)− c|l(c˜)−1
|Dfn−k(f(c˜))|
)1/l(c˜)
≤ K3ǫ
( |fn−k(c˜)− c|l(c)−l(c˜)
|Dfn−k(f(c˜))|
)1/l(c˜)
.
(3. 14)
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Here the last inequality follows from the following relationship
|fn(I)| ≤ 2ǫ, l(c˜) ≥ 1 and |fn−k(c˜)− c| ≤ 3ǫ.
Since the number of critical points is finite and inequality (3. 14), we know
that there exists a constant KT such that for all critical point c˜ ∈ C,
I ⊂ f−k(fk(I))
⊂ Ek
(
c˜, KT ǫ
|fn−k(c˜)− c|
l(c)/l(c˜)−1
|Dfn−k(f(c˜))|1/l(c˜)
)
.
Since the definition of v(σ) implies n − k > v(σ), summing over all such I
gives Lemma 2.

We proceed to show Proposition 1, by Lemma 4.9 in [12] and the summa-
bility conditions, one can choose σ so small that for n > 1,
(3. 15)
∑
cs∈C
∑
kj≥v(σ),
P
j kj=n−ns≤n
3KS
s−1∏
i=0
(2♯C)K2
( |fki(ci+1)− c˜|l(c˜)−l(ci+1)
|Dfki(f(ci+1))|
)1/l(ci+1)
≤ 1,
and
(3. 16)
∑
c˜∈C
∑
n−k≥v(σ)
3KT
( |fn−k(c˜)− c|l(c)−l(c˜)
|Dfn−k(f(c˜))|
)1/l(c˜)
≤ 1.
So, for n− k ≥ v(σ), we have the following inequalities,
(3. 17)
KS
2
|Is| ≤
σ
3
,
and
(3. 18) KT ǫ
( |fn−k(c˜)− c|l(c)−l(c˜)
|Dfn−k(f(c˜))|
)1/l(c˜)
≤
σ
3
.
With the notations from the beginning of the proof, we have
En(c, ǫ) =
⋃
I∈Rn
I ∪
⋃
I∈Sn
I ∪
⋃
I∈Tn
I,
and
|En(c, ǫ)| ≤
∑
I∈Rn
|I|+
∑
I∈Sn
|I|+
∑
I∈Tn
|I|.
Therefore, by (3. 4), (3. 12), (3. 13), (3. 17), and (3. 18), and using the
induction hypothesis we have
|En(c, ǫ)| ≤
KR
σ
ǫ +
∑
cs∈C
∑
kj≥v(σ),
P
j kj=n−ns≤n
KS
3KR
σ
ǫ
s−1∏
i=0
K2(2♯C)
( |fki(c)− c˜|l(c˜)−l(c)
|Dfki(f(ci))|
)1/l(c)
+
∑
c˜∈C
∑
n−k≥v(σ)
KT
3KR
σ
ǫ
|fn−k(c˜)− c|
l(c)/l(c˜)−1
|Dfn−k(f(c˜))|1/l(c˜)
.
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Then by the choice of σ, and by (3. 15), and (3. 16), we obtain for ǫ < σ3 ,
|En(c, ǫ)| ≤
3KR
σ
ǫ,
which completes the proof. 
Proposition 2: Let A be any measurable set, then there is a constant
K5 > 0 such that
|f−n(A)| ≤ K5|A|
1/lmax .
Proof. Since Proposition 1 says that there is a control of the measure of the
preimages of a small neighborhood containing a critical point, the proof can
be divided into two parts. The first part is to bound the measure of the
preimages of a small intervals “at the end of branches” by the measure of
the preimages of a small neighborhood containing a critical point via the
following Lemma.
Lemma 4. (Lemma 1.2.1 in [7]) Let f ∈ A, there exists K4 > 0 such that
any interval I for which fn|I is monotone and continuous, m(f
n(I)) ≤ ǫ
and one of the boundary points of I is a critical point of fn, we have
I ⊂ Ei(c,K4
( ǫ
|Dfn−i−1(f(c))|
)1/l(c)
)
for some 0 ≤ i ≤ n(i = n put Dfn−i−1(f(c)) = 1 ) and c ∈ C.
The second part is to relate the measure of the preimages of any small
Borel sets to the measure of the preimages of the intervals “at the end of the
branches” satisfying Lemma 3 by using the Minimum principle. We only
consider the case |A| = ǫ > 0, let J = (a, b) be a branch of fn, denote J by
the all of the branches of fn, choose J− = (a, d1), and J+ = (d2, b) satisfies
fn(J±) = ǫ. By the Minimum principle (Lemma 4.2 in [12]), it follows that
|f−n(A) ∩ J | ≤ Ko|J− ∪ J+|.
On the other hand, Lemma 4 indicates that
J± ⊂ Ei±
(
c±,K4
1
|Dfn−i±−1(f(c±))|1/l(c±)
ǫ1/l(c
±)
)
,
where c+ = f i
+
(a), and c− = f i
−
(b). Thus, by Proposition 1, it follows that
|f−n(A)| ≤
∑
J∈J
|f−n(A) ∩ J | ≤
∑
J∈J
Ko|J− ∪ J+|
≤
∑
J∈J
Ko|Ei±(c
±,K4
( 1
|Dfn−i±−1(f(c±))|
) 1
l(c±)
ǫ1/l(c
±))|
≤ 2
∑
c∈C
n−1∑
i=0
KoK1K4
( 1
|Dfn−i−1(f(c))|
)1/l(c)
ǫ1/l(c)
≤ K5ǫ
1/lmax ,
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where lmax is the maximum of the orders of the critical points, the last in-
equality follows from the second summability condition (1. 2). This implies
Proposition 2.

4. proof of theorems
The proof of theorem A. We argue by contradiction. Suppose there exists
a wandering interval J for f ∈ A. Then we have
∑∞
n=0 |f
n(J)| <∞. Since
J, f(J), · · · , fn(J), · · · are disjoint, |fn(J)| → 0 as n→ +∞. By Proposition
2, we get
|J | ≤ |f−n(fn(J))| ≤ K5|f
n(J)|1/lmax , ∀ n > 0.
Therefore, let n → ∞, the above inequality implies that |J | = 0, which
contradicts to J is a wandering interval. Theorem A is proved. 
The proof of theorem B. Let f ∈ A, denote Pf as the Fronbenius-Perron
operator induced by f . We consider the sequence of functions {Pnf 1}
∞
n=0,
where 1 is the constant function on the unit interval M . By Proposition 2,
it follows that {Pnf 1}
∞
n=0 is uniformly integrable, i.e., for every ǫ > 0, there
is δ > 0 such that∫
A
Pnf 1dx =
∫
f−n(A)
1dx ≤ K5|A|
1/lmax ≤ ǫ,
if m(A) ≤ δ, n > 0. On the other hand, since the L1 norm of Pnf 1 is equal to
1, by a result from functional analysis [14], {Pnf 1}
∞
n=0 is weakly precompact
in L1. The same applies to the sequence {gn :=
1
n
∑n−1
j=0 P
j
f 1}, there is a
subsequence gnk that converges weakly to g∗, Pfg∗ = g∗. By the abstract
ergodic theorem of Kakutani and Yosida, gn converges strongly to g∗, and
g∗ is an invariant density of f [19]. As a result, the measure defined by
µ(A) =
∫
A
g∗(x)dx, A is a Borel set
is an invariant probability measure of f .
By Proposition 2, we have µ(A) ≤ K5m(A)
1/lmax . If lmax > 1, then the
probability density g∗ is a L
p function for 1 ≤ p < lmax/(lmax − 1). 
The proof of theorem C. For a small δ, denote by Nδ(c) := {x; |f(x) −
f(c)| < δ} a small neighborhood containing c, and Nδ := ∪c∈CNδ(c). As-
sume that x, f(x), ..., fn−1(x) /∈ Nδ, and f
n(x) ∈ Nδ, let Tn(x) be the
maximal interval containing x on which fn is a diffeomorphism.
Claim: If fn(x) ∈ Nδ(c), then B(f
n(x), |Nδ(c)|) ⊂ f
n(Tn(x)).
Indeed, let Tn(x) = (a, b), assume without loss of generality that |f
n(x)−
fn(a)| ≤ |fn(b) − fn(x)|, we then assume |fn(x) − fn(a)| ≤ |Nδ(c)| by
contradiction. So there is a critical point cj ∈ C and 0 ≤ n1 < n such that
fn1(a) = cj . The orders of the critical point imply
(4. 19) |fn−n1(cj)− c| ≤ 2Klδ
1/l(c).
Observe that x, f(x), ..., fn−1(x) /∈ Nδ and f
n1(x) lies in a small neigh-
borhood of cj , then we have |f
n1+1(x) − f(cj)| ≥ δ. Because f
n−n1−1 is
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a diffeomorphism on (fn1+1(x), f(cj)), by the mean value theorem, there
exists z ∈ (fn1+1(x), f(cj)) such that
|Dfn−n1−1(z)| =
|fn−n1(cj)− f
n(x)|
|fn1+1(x)− f(cj)|
≤
Klδ
1/l(c)
δ
= Klδ
−1+1/l(c).
On the other hand, since |fn(x)−fn(a)| ≤ |fn(b)−fn(x)| and fn−n1−1(z) ∈
(fn(a), fn(x)), the one-side Koebe principle indicates
|Dfn−n1−1(z)| ≥ Ko|Df
n−n1−1(f(cj))|.
Therefore, we obtain that
|Dfn−n1(f(cj))| = |Df
n−n1−1(f(cj))||Df(f
n−n1(cj))|
≤
Kl
Ko
|Dfn−n1−1(z)||fn−n1(cj)− c|
l(c)−1
≤
Kl
Ko
Klδ
−1+1/l(c)(2Klδ
1/l(c))
l(c)−1
=
Kl
Ko
2l(c)−1Kl
l(c).
Since |Dfn(f(cj))| → ∞ as n → ∞, the above estimation implies that
n − n1 is bounded above by some integer n0 which does not depend on δ.
On the other hand, the (4. 19) indicates that these exists δ0 > 0 such that
for any δ < δ0, one gets n − n1 > n0. So we obtain a contradiction. The
Claim is true.
Next we assume y ∈ Tn(x) such that f
n(y) = c, then there exists K1 > 0
such that |Dfn(y)| > K1 by Proposition 1. On the other hand, f
n(x) ∈
Nδ(c) and the above claim give
|fn(x)− c| ≤ |Nδ(c)| and d(f
n(x), fn(∂Tn(x))) ≥ |Nδ(c)|.
Therefore, by the one-side Koebe principle, it follows that there exists
K6 > 0 (K6 is not depending on δ) such that
|Dfn(x)| ≥ Ko|Df
n(y)| ≥ KoK1 ≥ K6.

Remark 3. We only need the |Dfn(f(cj))| → ∞ as n → ∞ and result
in Proposition 1 in the proof of Theorem C, a stronger version of BBC
property of multimodal maps with equal critical orders from two sides under
a stronger increasing condition can be found in [10].
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