Abstract. In homogenization of Dirichlet problem for elliptic systems in divergence form with periodically oscillating coefficients and boundary data, one is faced with the difficulty of determining the boundary data for the limiting problem. This issue has been addressed in a recent papers by D. Gérard-Varet and N. Masmoudi [6] , and C. Prange [12] . However, not much is known about the regularity of this fixed data. The main objective of this note is to study the regularity of the homogenized boundary data, and to prove a certain Lipschitz continuity result for layered media.
Introduction
where u = (u 1 , ..., u N ) and 1 ≤ i ≤ N. Here and throughout the text, if not stated otherwise, we use the summation convention for repeated indices. For the family of operators {L ε } ε>0 we let L 0 be the homogenized (effective) operator in a usual sense of the theory of homogenization (see e.g. [4] ).
1.1. Assumptions. In this section we formulate the assumptions under which the problem (1.1)-(1.2) will be studied. (H1) (Periodicity) The coefficient tensor A and the boundary data g in its second (oscillating) variable are Z d -periodic, that is ∀y ∈ R d , ∀h ∈ Z d and ∀x ∈ ∂D one has A(y + h) = A(y), g(x, y + h) = g(x, y).
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(H2) (Ellipticity) Coefficients are uniformly elliptic and bounded, that is there exist constants Λ, λ > 0 such that
(H3) (Convexity) We assume that ∂D is a uniformly convex hypersurface, that is all its principal curvatures are bounded away from 0. (H4) (Smoothness) We suppose that the boundary data g in both variables, the all elements of A and domain D are sufficiently smooth. (H5) (Layered medium structure) We will assume that the coefficient tensor A is independent of the direction e d = (0, ..., 0, 1) ∈ R d .
The last hypothesis (H5) models the so-called laminates, we refer the reader to [11] for some results on homogenization in layered media. We also note that the direction e d is of no particular importance, but is rather fixed for notational convention. The whole point is that we require A to be independent of some rational direction, i.e. instead of (H5) one may assume that there exists a non zero vector ν ∈ Q d such that A(x + tν) = A(x) for any x ∈ R d and any t ∈ R. Then there exists a rotation and scaling of the coordinate system by an invertible matrix with rational entries, such that the new operator in still uniformly elliptic, is independent of e d and is periodic with respect to lattice kZ d with k ∈ N possibly large. The entire analysis of the paper remains valid in this case too. To avoid repetition, we refer the reader to Section 4.1 for a similar treatment concerning change of variables.
For each ε > 0 let u ε be the solution to problem (1.1)-(1.2). The following homogenization result for u ε is proved in [6] . Theorem 1.1. (see [6] , Theorem 1.1) Under assumptions (H1)-(H4) there exists a fixed boundary data g * ∈ L ∞ (∂D) so that if u 0 is the solution to the Dirichlet problem L 0 u 0 (x) = 0, x ∈ D and u 0 (x) = g * (x), x ∈ ∂D,
A result related to Theorem 1.1 was proved in our recent work [2] by an approach different than that of [6] . Define projections P 
, and any ε > 0. Then there exists a function g * smooth on ∂D so that if u ε is the solution to the problem (1.1)-(1.2) and u 0 of that with homogenized operator L 0 and boundary data g * then
for any 1 ≤ p < ∞. Moreover, g * may be represented explicitly in terms of the normal field of D, boundary data g, the coefficient tensor A and coefficients of the operator L 0 .
Using the periodicity condition on the coefficients A one may simplify the condition of Theorem 1.
In the case of N = 1 (scalar equations) the last condition means that the rows of the matrix A considered as vector fields in R d must be divergence free. The result of Theorem 1.2, although restrictive in terms of the structure of the operator L ε , shows that in some cases one may have smooth boundary data for the homogenized problem.
Departing from here, we aim at understanding the regularity of the fixed boundary data g * defined by Theorem 1.1. Though our understanding is still partial, we will show in this note that for homogenization problems with layered structure one can prove Lipschitz continuity of g * outside a neighborhood of a certain lower dimensional subset of the boundary of the domain. Let us recall some known facts from [6] concerning g * . For a unit vector n ∈ S d−1 let P n ⊥ be the operator of orthogonal projection on the hyperplane orthogonal to n. Fix l > 0 so that (d − 1)l > 1 and for κ > 0 set
It is shown in [6] 
, where σ denotes the Lebesgue measure on the unit sphere of R d . For x ∈ ∂D let n(x) be the unit inward normal at x, and define Γ κ = {x ∈ ∂D : n(x) ∈ A κ }. With some little extra work one can show from the analysis of [6] that for any κ > 0, g * is Lipschitz continuous on Γ k , with the Lipschitz constant bounded by Cκ −2 . However it is not hard to see that the complement A c κ = S d−1 \ A κ , while a set of small measure, is everywhere dense and is an open subset of the unit sphere. This fact prevents the possibility of extending g * continuously on any given open subset of the boundary of D. However, as we will show here, this problem can be avoided for layered structures.
For a given domain D with smooth boundary, let ∂D irr be the subset of ∂D where the unit normal field has irrational direction, that is for x ∈ ∂D we let x ∈ ∂D irr if and only if n(x) / ∈ RQ d . For κ > 0 set
Due to uniform convexity and smoothness of D the normal field of D defines a diffeomorphism from ∂D to S d−1 , hence we have that ∂D 0 has surface measure 0. The following is the main result of the present note.
The Main Theorem. Under the conditions and notation of Theorem 1.1 and additional condition (H5) of Section 1.1, for any 0 < κ < 1 the boundary data g * is Lipschitz continuous on ∂D κ,+ and ∂D κ,− .
An immediate consequence of this result is the following. Proof. In view of Theorem 1.1, g * is uniformly continuous on ∂D κ,+ ∪ ∂D κ,− for any κ > 0. Taking κ to 0 implies the result.
1.2. Notation. Let us fix some notation that will be used in the sequel. For a unit normal n ∈ S d−1 and scalar a ∈ R set Ω n,a = {x ∈ R d : x · n > a}, where · is the usual dot product in R d . For a = 0 denote Ω n := Ω n,0 . For x ∈ R d , if no confusion arises we let |x| to be its Euclidean norm. For k ∈ N we denote by M k (R) the set of k × k matrices with real entries, and by O k (R) the set of k × k orthogonal matrices.
Throughout the text C, C 1 , ... will denote absolute constants which may vary from formula to formula.
2. Boundary layer systems and construction of homogenized data g * For a smooth and Z d -periodic function v 0 , unit vector n ∈ R d , and scalar a ∈ R consider the following problem
Concerning (2.1) we will need the following result.
2. and a boundary layer tail v ∞ ∈ R N independent of a so that for all y ∈ Ω n,a
Now, following [6] and [12] we describe the construction of the homogenized boundary data. First, consider the case when boundary data g in (1.2) can be factored into independent components depending on x and y. Namely, assume that there exist a smooth v 0 defined on T d with values in M N (R) and some smooth g 0 defined on ∂D and with values in R N so that g(x, y) = v 0 (y)g 0 (x). Next, take any x ∈ ∂D irr and for n(x) consider the boundary layer system (2.1) with boundary data v 0 . Then let v ∞ (x) be the constant field provided by Theorem 2.1. We note, that technically, Theorem 2.1 is formulated for the case when the boundary data is an N-dimensional vector, while here we need an N × N matrix. Clearly this is not an issue, since one may treat each column of the matrix separately, as is mentioned e.g. in [6] . Finally, set
The general case proceeds by approximation. Using periodicity of g in y and its smoothness we have the following expansion
where the series converge uniformly and absolutely. Here g m (x, y) is factored, since c m ∈ R N and we may identify the exponential e 2πim·y with e 2πim·y I N , where I N ∈ M N (R) is the identity matrix. We let v ∞ m be the constant field correponding to the m-th exponential. Then, it is shown in [6] that the homogenized boundary data for g is given by
We refer the reader to [6] , Section 4.2 for the details. What we see from here is the fact that the regularity of g * depends on the regularity of v ∞ with respect to the normal directions. To analyze this dependence we will use a formula for v ∞ computed in [12] . To introduce it, we start with some preliminaries.
Recall that A * is the coefficient tensor for the conjugate operator, i.e. (A * )
be the solution (in the sense of Theorem 2.1) to the following system
where χ * ,γ ∈ M N (R) is the solution to the following cell problem (2.4)
To proceed, we need the notion of quasi-periodicity. By C b (R d ) denote the Banach algebra of complex-valued continuous and bounded functions on R d , with the norm
The set of all quasi-periodic functions forms a closed subalgebra of
The next Lemma provides a certain analogue of a mean-value for quasi-periodic functions.
The following formula for v ∞ (n) defined by Theorem 2.1 is due to C. Prange (see [12] , formula (6.4)). Keeping the notation of Theorem 2.1 and Lemma 2.2 we have
Here G 0 is the Green's kernel corresponding to the homogenized constant coefficient operator −∇ · A 0 ∇ in domain Ω n . Also, the averages M(·) are understood for restrictions of functions on the hyperplane Ω n , that is one may apply Lemma 2.2 after rotating the hyperplane ∂Ω n to R d−1 × {0}. We finish this section by establishing a uniform bound on the constant field of Theorem 2.1 in terms of the corresponding boundary data.
Lemma 2.3. Keeping the assumptions and notation of Theorem 2.1, for a unit vector n / ∈ RQ d and boundary data v 0 let v ∞ be the corresponding constant field. Then there exists a constant C such that |v
Proof. The proof relies on an integral representation of solutions to (2.1). Since v ∞ is independent of the scalar a in (2.1) we will assume that a = 0. By [12] Section 3.2, for the solution of (2.1) we have
where P is the Poisson kernel corresponding to (2.1) and satisfies the following estimate (see [6] , Lemma 2.5)
for all d ≥ 2, y ∈ Ω n and y ∈ ∂Ω n . Using (2.6) we obtain
Now take any orthogonal matrix M ∈ O d (R) such that n = Me d , and make a change of variables in the last integral by y = Mz and y = M z. Due to orthogonality of M, for y ∈ Ω n we have
finishing the proof.
Stability of averages along hyperplanes
In this section we prove some stability results for certain averages involved in formula (2.5).
3.1. Averages of periodic functions. We start with a particular case of Lemma 2.2, which is of special importance to us.
Proof. Observe that g is quasi-periodic, hence by Lemma 2.2 we have the existence of M(g). Due to periodicity and smoothness of f we have
It follows from the definition of the matrix
it follows that |n · k| = |k|, which implies that n ∈ RQ d , thus leading to a contradiction. We conclude that ∇ ′ φ k (z ′ ) = 0 ′ , hence by the principle of the non-stationary phase (see e.g. [15] , p. 341, Prop. 4) we get that lim λ→∞ I k (λ) = 0, for any non zero k ∈ Z d . This shows that
hence the claim.
An important consequence of the previous Lemma is the independence of the first two averages involved in the formula (2.5) from the normal n. Namely, since A, v 0 , and χ * ,γ are all Z d -periodic from Lemma 3.1 we get
where we take n / ∈ RQ d , and c 0 (f ) denotes the 0-th Fourier coefficient of Z d -periodic function f , i.e. the average over the cell of periodicity. Note that at this stage we are not able to apply Lemma 3.1 to the last average in (2.5) since v * ,γ is generally not Z d -periodic.
3.2. Stability of Green's averages. Here we study the regularity with respect to normals of the integrals involving Green's kernel in formula (2.5). For a coefficient tensor A and a half space Ω ⊂ R d , the Green's kernel G = G(y, y) ∈ M N (R) corresponding to the operator −∇ · A(y)∇ in domain Ω is a matrix function satisfying the following elliptic system
for any y ∈ Ω, where δ is the Dirac distribution and I N ∈ M N (R) is the identity matrix. To have a quick reference to this situation, we will say that G corresponds to the pair (A, Ω). The existence and uniqueness of Green's kernels for elliptic systems in half spaces is proved in [9] , Theorem 5.4 for d ≥ 3, and in dimension two in [5] , Theorem 2.21. Moreover, if A * is the coefficient tensor for the transposed operator, and G * is the corresponding Green's kernel, then one has the following symmetry relation
Let B 0 be a constant coefficient elliptic matrix and G 0 (z, z) be the Green's kernel corresponding to the pair (
, we now find a system of equations that is satisfied by the matrix G n . Clearly, for any y ∈ ∂Ω n we have M t y ∈ ∂R d + and hence G n (y, y) = 0, so we get a homogeneous boundary conditions for G n on Ω n for any y ∈ Ω n . To get the system for G n , let us rewrite the system in the definition of the Green's kernel in (3.3) .
, then by this notation (3.5) becomes
, from which we obtain
where z = M t y and z = M t y. Observe that by non-degeneracy of M we have δ(z − z) = δ(M t (y − y)) = δ(y − y), which in combination with (3.6) implies the following.
which is precisely the term involved in the formula (2.5). Our goal is to study the regularity of I α as a function from the unit sphere
, then by the Claim 3.2 and the computations before that we have
Using this we make a change of variables in (3.7) by the formula y = M z, where
Since G 0,n has homogeneous boundary conditions with respect to both variables, we get that all tangential derivatives in the last expression vanish. Also, since Me d = n it follows that m αd = n α for any 1 ≤ α ≤ d. We thus get
The following bound is proved in [6] , Lemma 2.5
where C is independent of n. From this estimate it easily follows that
+ , and hence the integral in (3.8) is absolutely convergent, and is uniformly bounded with respect to n. We are now ready to formulate and prove the main result of this section. Proof. Since we have a uniform bound with respect to n on the integral in the definition of I α , it is enough to show that the function
It is clear that we may choose matrices M k varying smoothly with n k , hence we will assume that they are chosen so that
This estimate follows from the proof of Lemma 6.3 of [12] . By symmetry property (3.4) we have 
From the definition of the Green's kernel we obtain
Since G 2, * is a Green's kernel corresponding to constant coefficient operator we have (see [14] , V.4.2, Satz 3)
By boundary gradient estimates of Avellaneda and Lin (see [3] , Lemma 20) for any δ > 0 we have
Using (3.9) with µ = 3/4, the fact that the coefficients are constant and (3.12), from the last inequality we get
By continuity the last estimate holds up to the boundary. Combining (3.13) with (3.4) we obtain (3.14)
which completes the proof of the Lemma, since the function |e d − z|
is integrable on the boundary of R 
+ . The claim of the Lemma can be easily deduced from (3.15), ellipticity of A 0 and the fact that P 0,n (e d , z) has integral equal to one over the boundary of R d + . However, this simple idea is not working for systems, since the coupling between the coefficients and the Green's matrix does not allow one to control individual entries of the Green's matrix from the information on the Poisson's kernel.
Boundary layers with exponential decay and the main result
The objective of this section is to study the dependence of solutions to (2.3) on the normal field under the additional assumption (H5) of Section 1.1. The extra condition (H5) concerning layered structure allows us to transform the problem (2.3) to the standard half space R d + while keeping the periodicity of the operator and that of the boundary data. With this extra information we construct a solution with a certain exponential decay and periodicity properties and then show that it actually coincides with the solution to (2.3) given by Theorem 2.1. This idea of exploiting layered structure of the problem is motivated by [11] , from where we also take some ideas for the proofs of our Lemmas 4.1 and 4.3 below. 
where λ A is the ellipticity constant of the original operator and σ min (T −1 ) is the least singular value of the matrix T −1 , that is the square root of the smallest eigenvalue of T −1 (T −1 ) t .
4.2.
From a general halfspace to upper halfspace. In this section we make an extensive use of the spaces V τ which are defined in the Appendix. Consider the problem (2.3) and let T ∈ M d (R) be so that T maps bijectively the standard upper halfspace to Ω n . Transformations with the mentioned properties exist in abundance, later on we will make a specific choice for such T . We then set y = T x, where x ∈ R d + and make a change of variables in (2.3) transforming it to the following problem
where B is given as in Section 4.1, w(x) = v * ,γ (T x) and w 0 (x) = −χ * ,γ (T x). The ellipticity of B follows by (4.2). Due to condition (H5) on A, from (2.4) we see that χ * ,γ , i.e. solutions to cell problem, enjoy the same property as A, that is χ * (y) is independent of y d . Given this, it is easy to see that if the matrix T has the form T = [Z|ν] t where Z is (d − 1) × d matrix with integer entries and ν ∈ R d is arbitrary, then both B and w 0 in (4.3) are Z d -periodic. To a given unit vector n = (n 1 , ..., n d ) we attach such a matrix T , which will be denoted by T n . As we will see later, for the purpose of the main result there is no loss of generality if we restrict ourselves to the case when n d > 0, thus this will be assumed in the sequel unless specified otherwise. We set
then it is clear that a linear transformation associated with T n is a bijection from R d + to Ω n . It is also clear that
is the inverse of T n . We now need to estimate the smallest singular value of T −1 n so that to keep track of the ellipticity constant in (4.2). For this we will use the notation and result of Section 5.1. We have det(T −1 n ) = 1 and using the fact that |n| = 1 we obtain r min(T
With this choice of T n both the operator and the boundary data in (4.3) are Z dperiodic. Hence, due to Corollary 5.2 we get that the following problem
admits a unique solution in the space V τ (G), for each 0 < τ <
, where λ B is the ellipticity constant of B. Since all the data are smooth in (4.7) it follows by the standard elliptic regularity for weak solutions that w ∈ C ∞ (G) (see e.g. [7] , Corollary 4.12). Also, the solution is smooth at smooth boundaries (see e.g. [7] , Theorem 5.21), so we get that w is smooth up to flat boundaries of G. Using the periodicity of the operator and that of the boundary data, we extend w to the entire half space R 
We now need to show that the solution w obtained in this way coincides with the one given by Theorem 2.1.
Lemma 4.1. Let w be as above. Then it satisfies the following two properties
Proof. We will fix some τ > 0 so that w ∈ V τ . For y ∈ G and r > 0 let K(y, r) be the closed cube centred at y and side length r. Assume K(y, 2r) ⊂ R d + , then in view of the standard Schauder estimates for W 1,2 solutions to elliptic systems (see [7] , Theorem 5.19) we have ,2r) ) .
Now, let us fix some r > 0 and modify (4.8) slightly. Set K ′ (y, r) to be the (d − 1)-dimensional cube which is a projection of K(y, r) onto
where we have used the periodicity of w to get a bound in V τ (G) norm. From (4.9) and (4.8) we obtain
Both assertions of the Lemma follow directly from (4.10).
Corollary 4.2. Let v be the solution to (4.7) given by the Theorem 2.1, and let w be the solution of the same problem (4.7) such that w ∈ V τ (G) for some τ > 0. Then v = w.
Proof. The proof proceeds by comparing variational solution with the one obtained by Poisson's representation, using duality arguments. The details follow the lines of the proof of Theorem 3.5 of [12] , using the estimates (a) and (b) of Lemma 4.1.
What we gain from Lemma 4.1 is that solutions to problem (2.3) enjoy the exponential decay condition, and the periodicity property that comes from the definition of V τ spaces. Note that by definition the solution to (2.3) is a matrix function, but clearly we can treat each column separately.
Let n ∈ S d−1 be fixed, such that n d ≥ δ > 0, and let T n be the matrix defined by (4.4). For 1 ≤ γ ≤ d fixed let v * ,γ n be the solution to (2.3) in the space Ω n . We write n in the definition of solutions to (2.3) to emphasize their dependance on the normals. From the argument above we have that v * ,γ
+ , where w n solves the corresponding problem (4.7). By construction we have that w n is smooth in R d + up to the boundary, and w n (·,
where
n y for y ∈ Ω n , from (4.11) we have
where we used that m · T −1 n y = m · y which is due to construction of T n and the fact that m d = 0. In view of (4.12), for 1 ≤ α ≤ d we obtain On the boundary of Ω n we have
It follows from (4.13) that we can apply Lemma 3.1 for the last average in the formula (2.5). Moreover, given the smoothness of A, v 0 and v * in (2.5), the regularity of the average with respect to n would follow from regularity of coefficients in (4.13) with respect to normal field. More precisely we need to show that for irrational directions ν and µ one has the following bound
The latter, when restricted to a certain set of normals, follows immediately from the definition of the coefficients c m and the next Lemma. .3) for unit vectors ν and µ correspondingly, and define w ν and w µ to be the corresponding solutions for the system (4.7). Then there exists a constant C δ such that −
Also note that due to construction we have u ∈ V τ (G) for some τ > 0 that will be specified below, hence we may apply estimate (5.5) of Theorem 5.1 to get
where in (4.15) we are following notation of Theorem 5.1. By (4.1) we have 
Clearly (4.17) holds with µ replaced by ν. By (5.7) and definition of w µ we have
By Schauder estimates we have (see [7] , Theorem 5.19)
where 0 < σ < 1, and K(y, 2r) ⊂ G. As in (4.9) we have
Next, using the definition of F we have
By a similar argument as above, the first product is bounded by C δ |ν − µ|, while the second one can be controlled by its L 2 norm on a slightly larger cube, and hence is handled as in (4.10). We end up with
From this, together with (4.20), (4.21) and (4.19) we obtain
The above Schauder estimates are valid at smooth boundaries too (see [7] , Theorem 5.21), thus the estimate (4.23) holds when the cube K(y, r) is replaced by K(y, r) ∩ G near the base of G. Since u has homogeneous boundary conditions on the base of G, by (4.23) we have
By (4.23) and (4.24) the proof of the Lemma is complete.
Getting back to the constant field v ∞ (n) : 
We are now ready to prove the main Theorem.
Proof of The Main Theorem. We will use the notation of Section 2. Fix κ > 0, then for any x, y ∈ ∂D κ,+ by (2.2) we have
Since g(x, y) is a smooth function in both variables, then for any non zero m ∈ Z d and k ∈ N for the Fourier coefficient we have
where the constant can be bounded by supremum norm of derivatives of g of order k. The estimate is due to integration by parts, see e.g. [1] , Lemma 2.3 for a similar treatment. By (4.25), combined with the construction of g * and smoothness of the domain we have |v 
We remark that since c m and g(·, y) are only defined on the boundary of D, their derivatives should be understood by means of local coordinate charts of the boundary. Given the boundedness and smoothness of the domain, and smoothness of g, it is clear that the estimate (4.27) holds for the derivatives of g with respect to x, hence from the last inequality we get Σ 2 ≤ C|x − y|, which in combination with the bound for Σ 1 implies that |g
Obviously, the same argument works for ∂D κ,− . Theorem is proved.
Remark 4.4. An explicit upper bound for the Lipschitz constant of g * on sets ∂D κ,± can be determined from the proof of Lemma 4.3 and Theorem 1.1. However, this constant blows up at a rather high rate, as κ tends to 0, and hence is of no practical use as compared with the Lipschitz constant for g * obtained in [6] on the Diophantine sets A κ , where the blow-up rate is κ −2 . What we gain here, as compared with [6] , is that the set where we have Lipschitz continuity is very regular on a unit sphere, allowing us to extend g * continuously on the boundary away from some lower dimensional set. The existence of solutions to (5.2) with exponential decay is given in the following result.
Theorem 5.1. (see [13] , Chapter 18, and [10] , Theorem 10.1) Assume (5.3), (5.4) and that the coefficient matrix in (5.2) is bounded and is uniformly elliptic with ellipticity constant λ A > 0. Then for any 0 < τ < min{τ 0 ,
} there exists a unique solution u to system (5.2) satisfying e τ y d ∇u(y) ∈ L 2 (G). More precisely, for any such τ > 0 one has the following estimate
where the constant C depends on dimension and size of Y ′ .
The following useful corollary follows immediately from the Theorem. . Moreover, the solution u satisfies the following estimate
Proof. Take any nonnegative, compactly supported smooth function ϕ(y d ), such that ϕ = 1 near y d = 0. Set g(y) = ϕ(y d )g(y ′ ), for y = (y ′ , y d ) ∈ G. Since g has compact support in the direction of e d we have that e τ y d ∇ g ∈ L 2 (G; R d×N ), for any τ > 0. Now let u be the unique solution to the problem (5.2) with the right hand side ∇ · A(y)∇ g. Defining u = u + g we get a solution to (5.6). The estimate (5.7) follows easily from the corresponding estimate of Theorem 5.1.
Remark 5.3. The formulation of Theorem 5.1 is slightly more general than the original one as given e.g. in [10] or [13] . Namely, here it is stated for elliptic systems rather than scalar equations, and involves detailed estimates of V τ norms of solutions. The proof however, follows the lines of the original proof, making necessary changes to deal with systems of equations, and keeping track of the norms of the quantities involved in norm estimate of the Theorem.
