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Abstract
Keywords: Peer-to-peer, publish/subscribe, adaptive load-balancing, distributed R-
trees, distributed Hilbert R-trees.
In large scale distributed environments, huge amounts of information are exchanged and
accessed by a large and dynamic number of users. The information is not only stored in
servers, but users also store and share the information. Because of these characteristics, the
client/server communication model is not longer adapted for certain types of applications.
As an alternative to the client/server model, new paradigms such as peer-to-peer and
publish/subscribe have been proposed. They provide mechanisms to locate the information
stored and shared between the users and to disseminate it efﬁciently to interested users.
In this thesis, we focus on developing efﬁcient lookup mechanisms that avoid bottle-
necks in large scale peer-to-peer systems, as well as information dissemination techniques
that make effective use of the available resources in the system.
In the ﬁrst part of this thesis, we propose an adaptive load-balancing solution for struc-
tured peer-to-peer systems. The approach aims to balance the request and routing load of
the peers under biased request workloads. We balance the routing load through dynamic
reorganization of the routing tables and the request load by caching the most popular keys
along the lookup paths. These mechanisms signiﬁcantly improve the distribution of the
load, and provide consequently better scalability.
In the second part of this thesis, we focus on achieving scalable and efﬁcient informa-
tion dissemination. We propose Distributed R-tree overlays and Distributed Hilbert R-trees,
which use R-tree-based spatial ﬁlters to construct peer-to-peer overlays optimized for se-
lective dissemination of information. We adapt well-known variants of R-trees to organize
publishers and subscribers in balanced peer-to-peer networks that minimize the occurrences
of false positives while avoiding false negatives. In addition, we implement self-stabilizing
algorithms that guarantee consistency despite failures and changes in the peer population.

Resume´
Mots-cle´s : Pair-a`-pair, publication/abonnement, e´quilibrage de charge, ”R-trees” dis-
tribue´s.
Dans les environnements distribue´s a` large e´chelle, d’e´normes quantite´s d’informations
sont e´change´es et acce´de´es par de tre`s nombreux utilisateurs. Les informations ne sont
pas seulement stocke´es sur les serveurs, mais e´galement par les utilisateurs qui les parta-
gent. Ces caracte´ristiques particulie`res rendent le mode`le de communication client/serveur
classique inadapte´ a` certains types d’applications e´mergentes.
De nouveaux paradigmes ont e´te´ propose´s comme alternatives, tels la communica-
tion pair-a`-pair ou le mode`le ”publication/abonnement” qui permettent efﬁcacement de
rechercher les informations partage´es sur le re´seau et les diffuser aux utilisateurs inte´resse´s.
Dans cette the`se, nous nous concentrons sur le de´veloppement de me´canismes de recherche
d’information permettant d’e´viter les goulets d’e´tranglement dans les syste`mes pair-a`-pair
a` large e´chelle, ainsi sur la mise au point de techniques de diffusion d’information faisant
un usage efﬁcace des ressources disponibles dans le syste`me.
Dans la premie`re partie de cette the`se, nous proposons une solution pour l’e´quilibrage
de charge dans des syste`mes pair-a`-pair structure´s. L’approche vise a` re´partir le traﬁc en
conside´rant une distribution de requeˆtes biaise´e. Pour atteindre cet objectif, nous re´organisons
dynamiquement les tables de routage et nous copions les informations les plus populaires
sur les chemins qui permettent d’y acce´der. Ces me´canismes ame´liorent la re´partition de la
charge et, par conse´quent, permettent un meilleur passage a` l’e´chelle.
Dans la deuxie`me partie de cette the`se, nous nous concentrons sur le proble`me de la
diffusion d’information. Nous proposons des structures de type ”R-trees” et ”Hilbert R-
trees” distribue´s pour construire un re´seau applicatif pair-a`-pair optimise´ pour la diffusion
se´lective d’information. Nous adaptons les variantes de R-trees pour organiser les e´diteurs
et les abonne´s dans un re´seau structure´ e´quilibre´ qui limite l’occurrence de faux positifs
tout en e´vitant les faux ne´gatifs. En outre, nous mettons en oeuvre des algorithmes auto-
stabilisant pour garantir la cohe´rence du syste`me en de´pit de pannes ou de variations im-
portantes dans la population des pairs.
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CHAPTER
1 Introduction
1.1 Context
Distributed systems may involve hundreds of thousands of geographically dispersed nodes.
The most popular example of a distributed environment is the Internet. The Internet pro-
vides a high amount of information that is used by numerous heterogeneous devices such
as workstations, cell phones, laptops or personal digital assistants. Because of increased
processing power and memory capacity as well high bandwidth available, it is possible
for users not only to access but also to store and exchange this huge amount of informa-
tion. Therefore, all the information is distributed and disseminated world-wide, i.e., it is no
longer only stored on single servers, but it is replicated to the edges of the network.
Due to these characteristics, the client/server communication model is not well adapted
for some types of applications in a large scale distributed environment like the Internet.
Client/ server systems are based on tightly coupled communication schemes, for example:
a client receives all information from only one server. In this model, information is concen-
trated on a small number of servers that must provide a continuous service with reasonable
response time. The main disadvantage of this model is the possible bottleneck at the servers
which can also be single point of failure. To cope with these problems, new paradigms have
been proposed, such as the peer-to-peer and publish/subscribe mechanisms.
Peer-to-peer systems offer an alternative to the traditional client/server model, where
the resources are stored and managed at the edges of the Internet. Nodes proceed by direct
communications in order to share the resources. Every node acts both as a client requesting
for some resources and, as a server providing resources requested by other clients. These
systems are inherently scalable, fully decentralized and self-organized: each node can join
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or leave the system at any time.
In contrast to the client/server paradigm, publish/subscribe systems have gained pop-
ularity because of the loose interaction between the parties. In this paradigm, subscribers
express certain interests in speciﬁc events through subscriptions, and publishers produce
events that are asynchronously notiﬁed to the clients having interests in matching the event.
The matching procedure is performed by a notiﬁcation service, which is also responsible
for the event delivery. In this way, publishers are related to subscribers through loosely
coupled interactions.
1.2 Motivation
Large scale distributed systems have to deal with the exchange of huge amounts of infor-
mation, large and dynamic numbers of participants possibly deployed over a large network
and scarcity of resources. They have to provide adequate performance to serve all the re-
quests coming from the end-users. A challenging problem in distributed environments is
that the information is not distributed uniformly, i.e., the amount of information stored in
the nodes differs from host to host. Moreover, information is accessed differently from
the point of view of popularity. Some information is more popular than another are, thus
being accessed more frequently, while other information is rarely accessed. This can lead
to uneven request workloads that may adversely affect individual nodes in the system. In
addition, the nodes that participate in forwarding requests to the nodes that hold popular
objects may also be overloaded. Request and routing loads can signiﬁcantly affect system
scalability, which we refer to in terms of the number of messages processed per node. A
single overloaded node can degrade the whole system’s performance, but sharing the load
among nodes can enable the system to scale to a higher trafﬁc load.
Another challenge in distributed systems is represented by large scale information dis-
semination. An enormous volume of information is published daily on the network. From
a user’s perspective, this complicates the identiﬁcation of useful information as each user
has different interests. Thus, one solution is to disseminate the information to all users that
register to receive update information. Nevertheless, this solution generates high amounts
of messages in the network affecting the system scalability. In addition, disseminating huge
volumes of information to all users regardless of their interest requires users to ﬁlter irrel-
evant information. This approach can lead to overloaded nodes that become hotspots and
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decrease the overall performance of the system. Alternatively to that, the information may
be ﬁltered and disseminated selectively to the users, which reduces the trafﬁc in the net-
work. Thus, it is important to efﬁciently disseminate useful information from data sources
to the users, depending on the user’s interests. Considering that subscribers participate in
the event dissemination, by organizing the subscribers based on their interests, the events
can be quickly disseminated. However, it is important to consider fairness between the sub-
scribers, i.e., the ones that are interested in more events will participate more in the event
forwarding than the ones that are interested in less events.
1.3 Contribution and Organization of the Thesis
The document focuses on large scale information reorganization and dissemination to im-
prove distributed system’s scalability. Parts of this thesis were previously published in [15,
16, 17, 97, 98]. Our contributions tried to respond to the challenges mentioned in the pre-
vious section. This thesis consists of two major parts. The ﬁrst part focuses on improving
scalability of peer-to-peer systems by balancing the load of the nodes in the system. The
second part aims to achieve scalable and efﬁcient information dissemination, where the
information is ﬁltered in order to minimize the trafﬁc in the network. By this we mean de-
signing and implementing publish/subscribe systems based on peer-to-peer overlays. The
contributions of this thesis can be summarized as follows:
Balancing the Communication Load in Structured Overlays. Chapter 2 provides a
general background on peer-to-peer systems and presents some load balancing problems
encountered in these systems. The chapter starts with a review of existing systems fol-
lowed by a closer look on the impact of the overlay structure. Unstructured peer-to-peer
systems have no control on the resource distribution and most of times use ﬂooding as a
search mechanism. In contrast, structured peer-to-peer systems deﬁne speciﬁc resource
placement and use more efﬁcient search protocols, which rely on the implementation of a
distributed data structure (e.g., hash table). The remaining of the chapter discusses several
load imbalance aspects that may arise in peer-to-peer systems, more precisely, in a speciﬁc
kind of structured overlays. We show that due to the lack of ﬂexibility in data placement
in structured peer-to-peer, nodes may have more objects than others. Moreover, objects
may have different popularity, i.e., some objects might be accessed more frequently than
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others. Both situations can lead to uneven request workloads affecting individual nodes in
the system.
Chapter 3 presents more precisely the load balancing problem in structured peer-to-
peer systems under biased request workloads and our associated load balancing solution.
We ﬁrst study through simulation the impact of skewed request workloads in the system.
We show that, with a uniform distribution of the objects in the system and a Zipf-like se-
lection of the requests, the request load of the nodes in the system also follows a Zipf-like
distribution. Moreover, the routing load of intermediary nodes that forward the requests,
also exhibits similar unbalanced distribution. Consequently, the system shows a heavy
lookup trafﬁc load at the nodes responsible for popular objects, as well as at the intermedi-
ary nodes on the lookup paths to these nodes. Request and routing loads can signiﬁcantly
affect system scalability.
Based on our analysis, in the remaining of the chapter, we propose a load balancing
approach, which takes into account the objects’ popularity. Our main solution relies on
the routing table reorganization in structured peer-to-peer systems to reduce the routing
load of the nodes that receive many requests. In addition, as a complementary solution, we
propose to cache the most popular objects at nodes on the lookup path to reduce the request
load of the nodes that store these popular objects. We ﬁnalize the chapter by presenting
simulation results that conﬁrm the efﬁciency of our approach. These results demonstrate a
more balanced trafﬁc and, consequently, improved scalability and performance. Moreover,
our solution has a minimum impact on the existing overlay since it does neither affect the
topology nor the objects’ distribution.
Content-based Publish/Subscribe Overlays. Chapter 4 presents publish/ subscribe sys-
tems, focusing on content-based routing approaches and their limitations. More precisely,
the chapter includes an overview of the publish/subscribe paradigm and the challenges
faced when implementing routing protocols for efﬁcient event dissemination. The chapter
starts with the presentation of the main two subscription models: topic-based and content-
based. In topic-based systems subscribers register to individual topics and events published
on a speciﬁc topic are forwarded to all clients registered for this topic. The topic-based ap-
proach lacks expressiveness, but can be implemented very efﬁciently. On the other hand,
content-based systems provide a ﬁner granularity: subscribers specify their interests based
on a set of criteria applied to events’ metadata, which represents that data content. Content-
based publish/subscribe is more expressive and ﬂexible, but requires more sophisticated
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protocols. Subsequently, we present traditional content routing solutions including their
advantages and disadvantages. We show that a broker-based overlay is not suitable for
large scale and dynamic publish/subscribe systems. Moreover, we suggest that a content-
based publish/subscribe system based on peer-to-peer overlays is more adequate for such
environments. After that, we revisit the R-tree [59] characteristics, upon which we base
our content-based routing approaches presented in the following two chapters.
In Chapter 5 we propose our Distributed R-tree (DR-tree) overlays that rely on R-
trees [59] and R*-trees [14] to construct a peer-to-peer network optimized for selective dis-
semination of information. Distributed R-trees are a class of content-based publish/subscribe
overlays where subscribers and publishers are organized in peer-to-peer balanced structures
based only on their interests. We show that our overlays perform efﬁciently by organizing
the subscribers in a distributed and decentralized balanced tree based on the similarity of
the subscriptions. Using this structure, events can be quickly disseminated in the system
while minimizing the message overhead. Our overlays guarantee subscription and publica-
tion times that are logarithmic in the size of the network. We also propose self-stabilizing
algorithms in order to guarantee consistency despite failures and changes in the node pop-
ulations. We show that the recovery time in face of joins/leaves is logarithmic in terms of
the network size. We also prove that our overlays remain correct (bounded degree per tree
node and balanced overlay) in spite of transient faults, joins, and leaves, and we analytically
study their resistance to churn.
In Chapter 6 we propose another class of content routing overlays, called Distributed
Hilbert R-trees (DHR-trees). We propose DHR-tree center, DHR-tree min/max and DHR-
tree segment, which are based on Hilbert space ﬁlling curves [60]. As DR-trees, DHR-
trees are a class of content-based publish/subscribe overlays where subscribers and pub-
lishers self-organize in a peer-to-peer balanced tree overlay based on the interests of the
subscribers. DHR-trees differ from DR-trees in the subscription information and the mech-
anism used to organize the subscriptions in the overlay. However, DHR-trees rely on the
same join, leave and self-stabilizing algorithms as DR-trees that are presented in Chapter 5.
We show that, there is a tradeoff between routing accuracy and space cost for indexing sub-
scriptions. The overlay organization of DHR-tree center and DHR-tree min/max are much
less complex compared to DR-trees. As DR-trees, DHR-trees are self-organizing and scale
to large numbers of subscribers. They also guarantee overlay organization (joins/leaves)
and event dissemination logarithmic in the size of the network.
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In Chapter 7 we present the performance evaluation of our DR-tree and DHR-tree over-
lays. We evaluate the routing accuracy of our overlays through the number of false pos-
itives generated in the system, i.e., the number of events that a subscriber receives that
do not match its interests. The results show that most of our overlays present a very low
false positives ratio conﬁrming the efﬁciency of our approaches. In particular, DR-trees
outperform DHR-trees but, DHR-tree center and DHR-tree min/max require less complex
computations for the overlay organization and less space to index the data structures than
DR-trees. We also evaluate and show the effectiveness of our self-stabilizing algorithms
in DR-tree overlays. In addition, we propose two optimization strategies for the DR-tree
overlays considering skewed event workloads.
We conclude this dissertation in Chapter 8. We revisit our main two problems studied:
load imbalance and inefﬁcient diffusion of information in large scale distributed environ-
ment. We conclude with some directions for future work.
Part I
Balancing the Communication Load in
Structured Overlays

CHAPTER
2 Background
2.1 Introduction
The peer-to-peer paradigm became popular by ﬁle-sharing applications, such as introduced
by Napster [81] and Gnutella [50]. However, this paradigm has been already identiﬁed in
the early stage of the Internet [43]. When the Internet (ARPANET) was ﬁrst conceived,
it already behaved similar to peer-to-peer systems. Hosts were connected without any
hierarchy or speciﬁc roles (master-slave or client-server) and they had total freedom to
cooperate with each other (ﬁrewalls were introduced many years later). Even the ﬁrst
applications, such as Telnet and FTP, provide symmetric cooperation.
In the subsequent years, with the increase of popularity of the Internet, the communi-
cation models have drastically changed. At that stage client-server applications (such as
web-browsing and email) have started dominating the Internet. In the client-server model,
clients connect to a server, download (or in general request a service) some data and dis-
connect. The client-server paradigm plays a predominant role in the Internet.
Meanwhile, the computing power and storage increase at a high rate and ever more
bandwidth is available. The information is no more stored only in servers, but also users,
now geographically distributed, store and share the information. This new generation of
very large scale distributed systems requires new mechanisms to locate the information
stored and shared between the user home computers. The peer-to-peer paradigm, which
was almost forgotten from the beginning of Internet, returns in the application level with
some improvements. This paradigm now addresses important issues in the new generation
of the Internet, such as fault-tolerance.
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However, with the high amount of information completely distributed across the Inter-
net, some load issues, as in traditional client-server model, become critical in this model.
Hosts storing large amounts of information or popular content become hotspots when re-
ceiving large amounts of requests. Furthermore, the bandwidth consumption to locate this
information also increases. In consequence, this promising paradigm requires load balanc-
ing mechanisms in order to reduce the stress in individual hosts and, consequently, a better
utilization of physical resources (storage and bandwidth).
In the rest of this chapter we introduce in more detail the peer-to-peer paradigm and
some challenges related to load balancing. In Section 2.2 we review the concept of peer-
to-peer and the main differences between unstructured and structured systems. In the next
section (Section 2.3) we take a closer look at structured peer-to-peer systems and we discuss
the different aspects of load problems that may arise in such systems. Section 2.4 concludes
the chapter.
2.2 Peer-to-Peer Systems
“P2P is a class of applications that takes advantage of resources – storage, cycles, content,
human presence – available at the edges of the Internet [101].”
Peer-to-peer systems offer an alternative to the traditional client-server paradigm for
certain applications exploiting resources at the edges of the Internet. The edges or peers
have a direct communication in order to share resources that can be content (ﬁle sharing,
content distribution and information management), communication (messaging, gaming)
or computing (CPU sharing). Each peer acts both as a server providing resources and as
a client requesting services. Thus, in contrast to the traditional client-server architecture,
most of peer-to-peer systems have no centralized control (Napster [81] is a hybrid approach
where the indexing is centralized and ﬁle exchange is distributed).
The primary focus of peer-to-peer systems was on unsophisticated, but popular appli-
cations such as ﬁle-sharing. In order to coordinate the resources (e.g., ﬁles) completely
distributed across the network, the peers are organized in an overlay network. Overlay
network is a virtual network of nodes with logical links built on top of physical network.
These systems must deal with intermittent participation, i.e., in ﬁle sharing normally users
connect; download the ﬁles that they are interested in and disconnect. Moreover, since
the peers run on home computers, there is a high heterogeneity in terms of storage and
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bandwidth [46].
The main motivation behind peer-to-peer systems is their ability to scale to large node
populations, to self-organize and to tolerate failures in the presence of highly dynamic envi-
ronments. In this way, peer-to-peer systems become inherently scalable, i.e., they support
large amounts of heterogeneous, dynamic and autonomous peers. Heterogeneity results
from the absence at any restriction on the peer’s capacities. The systems are dynamic and
self-organizing since any peer can decide to join or leave the system at any time without
need of a global reorganization.
Numerous peer-to-peer systems have been proposed in the past few years. Roughly
speaking, they can be classiﬁed as either structured or unstructured. This classiﬁcation
is based on the presence of a data structure of a localization graph as part of the overlay
structure or the absence of such a structure.
Unstructured peer-to-peer systems (e.g., Gnutella [50], Freenet [32]) have no precise
control over resource (also called object) placement and generally use “ﬂooding” search
protocols. In contrast, structured peer-to-peer systems (e.g., Chord [103], CAN [89], Pas-
try [92]), use specialized placement algorithms to assign responsibility for each object to a
speciﬁc node, and “directed search” protocols to efﬁciently locate objects.
2.2.1 Unstructured Overlays
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Figure 2.1: Example of a ﬂooding
search protocol. The node P5 re-
quests O1: it sends the request to all
its neighbors, which will forward it
to their respective neighbors.
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Figure 2.2: Example of a random
walk search protocol. The node P5
requests O1: it forwards the request
to one of its neighbors, which will
forward it in the same way.
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The ﬁrst generation of unstructured peer-to-peer systems mainly focused on ﬁle sharing.
As the name suggests, the peers are not organized in an imposed structure, but in a graph
the peers have no knowledge about it.
Any new peer that joins the network contacts an existing peer and copies its neighbor’s
list. For resource discovering in the network, these systems support different search mech-
anisms. The straightforward mechanism is to ﬂood the request in the network, as shown
in Figure 2.1. The peer forwards the request to all its neighbors, which each of them will
forward to its neighbors and so on. If the requested resource is not found, the forward-
ing procedure will be interrupted after a limited number of retransmissions. Normally, the
number of steps can be determined by the Time-To-Live (TTL), as used in Gnutella [50],
or Hops-To-Live (HTL), as used in Freenet [32]. The choice of an appropriate value of
TTL or HTL affects the message overhead during the search. A high value generates un-
necessary trafﬁc and a low value may result on unsuccessful search even if the resource
is available in the network. Therefore, the TTL should be high enough to guarantee that
the search is successful. This generates a high amount of trafﬁc [73]. In case of a highly
connected graph in which nodes have a high degree, i.e., nodes have many communication
links, the average number of hops necessary for the search decreases [107]. This allows
minimizing the TTL, but it may generate an excessive number of duplicate messages thus
increasing even more the overhead. In order to ensure that a search is successful, all the
nodes should be addressed, generating O(N) messages, where N is the total number of
nodes in the system.
In order to cope with the message overhead, different mechanisms have been proposed
to improve the search strategy. These include random walks (see Figure 2.2) [49, 73],
percolation-based search [94] and bloom ﬁlters-based search [69]. Most of them try to
reduce the search time from O(N) to O(log(N)).
In random walks (see Figure 2.2), the nodes forward the request to a randomly chosen
node. However, this routing approach still requires a mechanism to terminate the request.
As in ﬂooding, a TTL is used to limit the number of messages forwarded, and, in addi-
tion to that, it may use a check mechanism [73]. The check mechanism tries to reduce
even more the trafﬁc by performing periodically checks to the requesting node, by the for-
warding nodes, before forwarding the request. While random walks usually generate fewer
messages during the search, ﬂooding provides a better response time.
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Another approach is the exponential decay bloom ﬁlters [69]. This strategy tries to min-
imize the trafﬁc by spreading probabilistic information about the location of the resources.
Hence, peers close to the source node have accurate information about the resources and
this information decreases with the distance to the source node.
The percolation [94] approach is based on random walks and relies on bond percolation,
which uses probabilistic broadcast search, i.e., the search request is sent to the neighbors
with certain probability.
For any of these approaches, resources available at several nodes are more likely to be
found, but if the object is stored in only few peers, there is a high probability that the search
will be unsuccessful. Since such systems give no control over resource placement, the peers
have no knowledge about other peers’ contents. Thus, if a search was not successful, it does
not mean that the resource is not available in the network. On the other hand, the fact that
these systems give no control over nodes’ placements, i.e., the communication links are
established arbitrary, they can be easily built and maintained.
2.2.2 Structured Overlays
In order to improve the search efﬁciency, structured peer-to-peer systems use specialized
placement algorithms to assign responsibility for each resource to speciﬁc peers. The peers
maintain information about resources stored by other peers and uses “directed search” pro-
tocols that guarantee resource localization with limited number of messages. To that end,
each peer has a unique identiﬁer and each resource or object a key mapped to the same
identiﬁer space. Typically, the peer identiﬁer is generated from its IP address and the ob-
ject key from its value, for example a ﬁle name. Distributed Hash Tables (DHT) are the
most common type of structured peer-to-peer systems. They use consistent hashing func-
tions to assign ownership of each object to a particular peer in the identiﬁer space. The
hash space, or key-space is partitioned into ownership zones among the participating peers.
The hash function determines the identiﬁer’s distribution, i.e., the length of the ownership
zone. So, a good hash function results in a uniform distribution of identiﬁers and keys.
In order to search for a speciﬁc key, DHTs offer a lookup service and an interface
enabling to store and retrieve a certain data object corresponding to a speciﬁc key. Note
that the lookup operation is not only used for searching, but also when nodes join and leave
the system. Each peer in the overlay maintains a routing table consisting of the identiﬁers
of some neighbor nodes and their respective IP addresses. Whenever a peer wants to search
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for some resource, it uses the same hash function to determine the key of the object. This
identiﬁer is held by the peer responsible for the object. The routing directs the search
towards that the peer holding the object’s key, which arrives on the peer responsible for
it. When using a common greedy routing algorithm, the peer forwards the request to a
neighbor whose ID is closest to the ID of the object in the identiﬁer space. Note that the
peer responsible for a key may not necessarily hold a copy of the object, but it may instead
store a pointer to the peer that stores the object.
The number of neighbors of a peer has a strong impact on the search cost. Considering a
network consisting of N nodes, if each node maintains one neighbor in its routing table, the
search cost is O(N). On the other hand, if each peer maintains N −1 neighbors, the search
cost is O(1). Thus, it is evident that there is a tradeoff between the node’s degree (number
of neighbors) and the network diameter (average path length). Moreover, a large number
of entries in the routing table involve high maintenance cost under high churn (frequent
joins and leaves of peers) [56]; and a high network diameter incurs high latency [114].
Ideally, one would like to have the best of both worlds combining short path lengths with a
small number of neighbors [56]. As shown in [114], the optimal would be a network with
diameter O( log2(N)
log2(log2(N))
) and routing table size O(log2(N)).
Most DHTs achieve the lookup in O(log(N)) steps. However, the routing performance
varies and depends on the rules used for associating the resources to the peers, the under-
lying topology, and the routing protocol.
Mainly there are different routing topologies for structured peer-to-peer overlays (e.g.,
ring, hypercube or tree). These topologies may be combined with different routing algo-
rithms. However, the topology constrains the ﬂexibility in choosing the neighbors to build
the routing tables [56].
Ring. In the ring topology, the node’s and object’s identiﬁers are distributed on a ring. An
example of this topology is Chord [103] as shown in Figure 2.3. Chord uses a consistent
hashing function SHA-1 (Secure Hash Algorithm [61]) to generate an m-bit identiﬁer that
is mapped onto the ring. The maximum capacity of the ring is constraint by 2m identiﬁers
for peers and the objects. Note that m must be large enough to avoid having two nodes (or
objects) with the same identiﬁer.
In Chord, the assignment of keys to the nodes is performed as follows: a key k is
assigned to the ﬁrst node whose identiﬁer is equal or greater (the following node clock-
wise) than k in the identiﬁer space. In contrast, Pastry [92] considers the smallest distance
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Figure 2.3: Example of a ring topology (Chord).
between the key and the peer in both directions, clockwise and anti-clockwise.
When a node joins or leaves the system, it is necessary only to assign a new owner-
ship to the keys under the responsibility of the leaving or joining node. Thus, with high
probability, when the N th node joins the system, only O(1/N) keys are moved to different
nodes. In Chord, when a node joins the system, a portion of the keys that are assigned to
the node’s successor falls under the responsibility of the joining node. In the same way,
when the node leaves the system, its keys will be attributed to its successor. Finally, when
a node joins or leaves the system, O(K/N) (where K is the number of keys and N the
number of nodes in the system) keys will have their responsible node changed.
In order to improve the lookup performance, each node maintains a routing table con-
taining O(log(N)) neighbors, used by the node to forward the requests. Normally, the peer
selects the neighbors closest to the destination and each hop reduces the distance to the
destination by a constant factor.
The ith entry in the routing table points to the ﬁrst node n that succeeds the node by
2i−1 identiﬁers. As a consequence, the identiﬁer of the entry in the routing table is the
successor of n + 2i−1, where 1 ≤ i ≤ m. Even so, this topology provides some ﬂexibility
in the neighbor selection; the ith neighbor may be selected from the range [2i−1, 2i) instead
of picking it at distance 2i−1 [56]. Similarly, there is some ﬂexibility in the route selection
as well, since there are log(N) options for the ﬁrst hop, log(N) − 1 for the second and so
on. Choosing the neighbor from the routing table closest to the destination, implies a short
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path length (normally O(log(N))). On the other hand, selecting a close neighbor rather
than taking the one nearest to the destination generates longer path lengths.
Pastry uses a ring topology with preﬁx-based routing (to be presented in the following).
Therefore, the ﬂexibility for the neighbor and the route selection is the same as for tree
topologies based on preﬁx routing.
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Figure 2.4: Example of a tree topology (P-Grid).
Tree. In this topology, node identiﬁers are stored in the leaves of a tree of height log(N),
where N is the number of nodes. Thus, the leaves represent the identiﬁer space and the
height of the subtree the distance between the ownership zones.
The PRR scheme (proposed by Plaxton, Rajaraman and Richa) [85] is one of the ﬁrst
approaches, which relies on a tree. This scheme takes into consideration the network topol-
ogy such that the requests will not travel further in network distance than the destination
node. Pastry (which also uses a ring topology) and Tapestry [120] are based on PRR, thus,
they inherit the same property. Nevertheless, PRR is a static version that does not consider
churn, i.e., no nodes join and leave the system. For this reason, it is not self-organizing as
Pastry and Tapestry.
As in the ring topology, each node has log(N) neighbors, which can be chosen from
2i−1 candidate nodes at distance i. The candidate nodes locate in the subtree that shares the
ﬁrst log(N)− i bits with the given node and differs the bit at position log(N)− i+1. This
neighbor selection ﬂexibility increases exponentially with the distance i [56]. From the
set of candidate nodes, Pastry selects a node based on proximity metrics that reﬂects static
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properties of the underlying physical network, such as Round-Trip-Time (RTT), bandwidth
or number of hops. Hence, Pastry takes into account the physical network topology in order
to reduce the lookup latency with the cost of additional messages in the join procedure.
The routing procedure operates by ﬁxing a bit or a set of bits (preﬁx or sufﬁx) that
differ between the forwarder node and the destination. Pastry uses preﬁx-based routing
whereas Tapestry uses sufﬁx-based routing. In both cases, the routing table has only one
entry possibility to a node closest to a given destination. Thus, Pastry and Tapestry provide
neighbor selection ﬂexibility but no route selection ﬂexibility.
Another tree-based approach is P-Grid [2] (see Figure 2.4), which provides both neigh-
bor and route selection ﬂexibility. The routing procedure is similar to preﬁx-based routing.
Upon receiving a request, the node forwards the request to the node that shares the longest
common preﬁx with the key. The routing table is composed of log(N) rows but with mul-
tiple entries in each. Since each entry in the routing table has multiple nodes, the current
node selects one randomly, and it checks if it is online before forwarding the request. The
original version of P-Grid uses a binary tree-like structure for routing requests but, the
approach is not limited to a binary tree and it can be extended to a k-ary tree structure [86].
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Figure 2.5: Example of a multi-torus topology (CAN).
Multi-Torus. Content Addressable Network (CAN) [89] (as shown in Figure 2.5) uses
d-torus topology. The identiﬁer space is a d-dimensional Cartesian space. The coordinate
identiﬁer space is dynamically partitioned among the nodes that join the system in the sense
that each peer is responsible for a virtual zone, represented by a binary string, within the
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identiﬁer space. In this system, the pair (key,value) is mapped onto a coordinate in the
identiﬁer space using a hash function. Thus, the node that is responsible for the zone that
lies in the corresponding coordinate, stores the (key,value) pair. To retrieve the key, the
requesting node applies the same hash function to map the key to the respective coordinate.
When a node joins the system, a zone must be allocated to it. To that end, a zone
already allocated to a certain node must be split in two and each half is allocated to the
corresponding node. After splitting, the neighbors must be notiﬁed of the new node arrival.
When a node leaves the system, the zone associated to the node will be merged with the
zone of one of its neighbors.
The main motivation of CAN is that tree-based approaches do not perform well under
churn; when nodes join or leave the system, a logarithmic number of nodes are affected. In
contrast, each node in CAN maintains a constant number of neighbors (2d) in its routing
table. Each entry in the routing table contains the IP address and the coordinate zone of
each of its direct neighbors in the coordinate space. In a d-dimensional space, two nodes
are neighbors if their zones overlap in d − 1 dimensions. Accordingly, as the state of the
nodes is independent from the number of the nodes in the system, this topology does not
provide neighbor selection ﬂexibility [56].
To forward a request, a node uses greedy routing: it selects the neighbor where coordi-
nate zone is the closest to the destination, achieving an average path length of O(d(N)1/d).
Even if there is no ﬂexibility in the neighbor selection to build the routing tables, this topol-
ogy gives a route selection ﬂexibility as the bits may be corrected in any order (unlike with
the tree topology). Thus, a node that has distance log(N) from the destination node, has
log(N) ﬁrst-hop possibilities and it decreases for each successive hop on the route [56].
The main advantage of this topology is that the state maintained by CAN does not
depend on the number of nodes in the system, but, on the other hand, the lookup cost is
higher O(N1/d).
2.3 Load Imbalance
As in traditional distributed systems, peer-to-peer systems may suffer from load-imbalance
problems that can degrade the performance. These problems can be caused by different
reasons such as skewed object distribution or inefﬁcient routing. Load imbalance is critical
and must be treated in order to fairly use the available physical resources.
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Unstructured peer-to-peer systems can develop hotspots if certain objects have a high
popularity: nodes holding popular objects will receive a large amount of requests and thus
become overloaded. However, since in unstructured peer-to-peer systems the nodes have no
knowledge about the location of the resources, caching and replication strategies [33, 73]
can be used to reduce the incoming trafﬁc in the node holding the popular object.
Another load issue in unstructured peer-to-peer systems is the load resulting from the
uneven distribution of the trafﬁc in the network. Traditional unstructured peer-to-peer sys-
tems use ﬂooding that overﬂows the network with messages. Thus, the load of the nodes
grows linearly with the number of requests and, consequently, with the size of the network.
Hence, upon high request rates, the nodes quickly become overloaded.
Many approaches have been proposed in order to provide better search performance and
to reduce the number of nodes to be probed [73, 121]. It is also possible to take advantage
of the heterogeneity of the nodes [93] in order to adapt the number of requests processed
by the nodes based on their capacity.
As unstructured peer-to-peer systems provide no control on data placement and use
random algorithms for routing, simple techniques are enough to cope with imbalance in the
system. On the other hand, structured peer-to-peer systems provide deterministic routing
algorithms. They generate load imbalance along the following dimensions:
Load imbalance due to object and node placement. The hash function determines the
uniformity of the identiﬁers and keys distribution. Accordingly, depending on the hash
function used to generate the identiﬁers and keys, it may happen that nodes are responsible
for longer partition of the identiﬁer space than others or some regions are more densely
populated with keys than others. In both cases, this results in a non-uniform identiﬁer
distribution. This imbalance can reach an O(log(N)) factor [51, 66] depending on the
consistent hashing, i.e., the fraction of space owned by a node is exponentially distributed.
Even if the consistent hashing function generates an even distribution of objects and
nodes, the churn (nodes join and leave) may destroy the balance of the system. Another
aspect that may generate imbalance in the distribution of the keys is the fact that certain
applications (e.g. range queries) must preserve the lexicographic ordering. This can lead
to nodes being more loaded than others as these applications require to associate semantics
to their IDs, constraining the keys distribution.
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Request processing hotspots. If the system generates a load imbalance on the objects
placement, it may happen that a node holds a large number of objects. In this way, this
node will receive a high number of requests that is proportional to the number of objects
that it owns. This situation is more likely to appear under uniform request distribution.
However, if we consider skewed request distributions, some objects are more popular
than others, thus the nodes that store popular objects will become hotspots. Moreover, com-
paring unstructured and structured peer-to-peer systems, structured ones incur signiﬁcantly
higher overheads than unstructured ones in case of popular objects that do not have many
replicas distributed in the system. This is due to the fact that unstructured systems do not
guarantee that the search is successful.
Routing hotspots. Some structured overlays use proximity metrics in order to improve
search performance in terms of latency and bandwidth usage. One strategy is to use prox-
imity neighbor selection (PNS), where an entry to the routing table is picked from the set
of candidate nodes based on latency or bandwidth; it depends on the desired qualities of
the resulting overlay (low delay, high bandwidth, low network utilization). Another option
is to use proximity route selection (PRS), where the choice of the next-hop node depends
on the distance to the destination [56].
Whatever strategy is used to improve the lookup performance, both PNS and PRS lead
to path convergence, i.e., the routing path from nearby nodes to the same destination tends
to overlap in the hops nearby the destination. This is due to the greedy routing strategy. For
that reason, nodes near to a destination holding a popular object become overloaded with
the forwarding trafﬁc as well. In [56], it has been shown that using PNS, the routing paths
converge stronger than when using PRS, since the nodes tend to select more often the nodes
with smaller latency between each other. In contrast, if we consider a large population of
nodes, using PRS, the paths will converge less often since the nodes in the routing table are
chosen randomly from a large number of candidates.
With preﬁx-based routing, the distance that the messages travel increases exponentially
while the number of candidate nodes for the next hop decreases with the length of the preﬁx
match. Thus, the probability of path convergence increases at each hop. As mentioned in
the previous section, Pastry and Tapestry use proximity metrics to choose neighbors from
the set of candidate nodes. This increases the likeliness that nearby nodes choose the same
node at a longer distance. So, depending on the locality properties, some nodes will be
chosen more often than others. Consequently, they might be overloaded. This problem was
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already identiﬁed as an open question in [90]. Moreover, Chun et al. [31] measured the
node’s in-degree in Tapestry with different neighbor selections. They showed that using
PNS, this generates an uneven incoming node’s degree in contrast to a random neighbor
selection that provides a uniform distribution.
2.4 Conclusion
Peer-to-peer (P2P) systems are distributed systems where every node – or peer – acts both
as a server providing resources and as a client requesting services. These systems are
inherently scalable and self-organized: they are fully decentralized and any peer can decide
to join or leave the system at any time.
Numerous peer-to-peer systems have been proposed in the past few years and they can
be classiﬁed as either structured or unstructured. Unstructured P2P systems have no precise
control over object placement and generally use “ﬂooding” search protocols. In contrast,
structured P2P systems use specialized placement algorithms to assign responsibility for
each object to speciﬁc nodes, and “directed search” protocols to efﬁciently locate objects.
Peer-to-peer systems must scale to large and diverse node populations and provide ade-
quate performance to serve all the requests coming from all end-users. A challenging prob-
lem in structured peer-to-peer systems is that due to the lack of ﬂexibility in data placement
and replication – all the objects have speciﬁc positions in the overlay – can lead to uneven
request workloads that may adversely affect individual nodes in the system. Performance
may drastically decrease as overloaded nodes become hotspots in the system.
Several strategies have been proposed to improve load balancing by adjusting the dis-
tribution of the objects and the reorganization of the nodes in the system. However, such
techniques do not satisfactorily deal with the dynamics of the system, or heavy bias and
ﬂuctuations in the popularity distribution. In particular, requests in many P2P systems have
been shown to follow a Zipf-like distribution [57], with relatively few highly popular ob-
jects being requested most of the times. Consequently, the system shows a heavy lookup
trafﬁc load at the nodes responsible for popular objects, as well as at the intermediary nodes
on the lookup paths to those nodes. In the next chapter, we present our request and routing
load balancing approach under the assumption of unequal object popularity.

CHAPTER
3 Adaptive Load Balancing
3.1 Introduction
This chapter proposes adaptive mechanisms to balance the load in structured peer-to-peer
systems under biased request workloads. We ﬁrst performed simulations, whose results
demonstrate that, with a random uniform placement of the objects and a power-law selec-
tion of the requested objects, the request load on the nodes also follows a Zipf law. More in-
terestingly, the routing load resulting from the forwarded messages along multi-hop lookup
paths exhibits similar power-law characteristics, but with an intensity that decreases with
the hop distance from the destination node. One important point that must be noted here is
that application data transfer load (e.g. downloading ﬁles) is not considered in this work as
this takes place out of band, i.e., externally to the peer-to-peer system.
Request and routing loads can signiﬁcantly affect system scalability, to which we re-
fer in terms of the number of messages the DHT can process per unit of time. A single
overloaded node can degrade the whole system’s performance, but sharing the load among
nodes can enable the DHT to scale to a higher trafﬁc load.
Based on our analysis, we propose a novel approach for balancing the system load [97,
98] by taking into account object popularity for routing. We dynamically reorganize the
routing tables to reduce the routing load of the nodes that have a high request load, so as
to compensate for the bias in object popularity. In addition, we propose to complement
this approach by caching [17] the most popular objects along the lookup routes in order to
reduce the request load in the nodes that hold those objects.
Our solution has the following characteristics:
• minimum impact on the overlay: neither changes to the topology of the system, nor
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to the association rules (placement) of the objects to the nodes are necessary;
• low overhead: no extra messages are added to the system, except for caching. If a
node has free storage space, it can dedicate a part of it for caching, which will lead
to better load balancing in the system. Other nodes can simply ignore the caching
requests;
• high scalability: the decision to reorganize routing tables or cache objects are local;
• high adaptivity: the routing table reorganization and caching adapt to the popularity
dynamics of the objects in the system.
The chapter is organized as follows. In Section 3.2 we introduce the characteristics of
the structured peer-to-peer system taken into consideration in this work. Then, we present,
in Section 3.3, simulations showing that a Zipf distribution of requests results in an uneven
request and routing load in the system. In Sections 3.4 and 3.5 we present, respectively, our
approach for popularity-based load balancing and its evaluation. We present some related
work in Section 3.6. Finally, Section 3.7 concludes the chapter.
This work was done in collaboration with Sabina Serbu, Peter Kropf and Pascal Felber
and published in [17, 97, 98].
3.2 System Design
The basic principle in distributed hash table (DHT)-based abstractions is to associate nodes
with objects and to construct distributed routing structures to efﬁciently locate the objects.
The various DHT approaches proposed over the years differ primarily in terms of hash
spaces they consider (ring, Euclidean space, hypercube), the rules for associating the ob-
jects to the nodes, and the routing algorithm (see also Chapter 2).
In our work, we assume a classical DHT overlay, similar to Pastry [92], composed by N
physical nodes and K objects. Each node and object has an m-bit identiﬁer with a sequence
of digits in base 2b that determines its position on the ring. The maximum capacity of the
ring is 2m, which corresponds to the maximum number of nodes and objects. A node’s
identiﬁer is the result of hashing its IP address or its public key. Likewise, an object’s
identiﬁer is determined by hashing its name; each object is managed by the closest node
on the ring. For consistent hashing, we used the SHA-1 cryptographic hash function; such
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Figure 3.1: System overlay structure and routing principle. Node N4 sends a request to
object O24 routed through node N28.
that, with high probability, the distribution of the assigned identiﬁers on the ring is uniform,
i.e., all nodes receive roughly the same number of keys.
For the routing strategy, each node maintains a routing table and a leaf set. The routing
tables are composed of log(2b(N)) rows with 2b−1 entries each, where N is the number of
physical nodes in the overlay. The ith entry in the routing table of a node n maps to a node
that shares a common preﬁx with length i with the node n and differs in the position i + 1.
Note that there are typically more than one node satisfying the rule for an entry. In Pastry,
the selection of the node for each entry is based on proximity metric. In our system we
propose to reorganize the routing tables by selecting the nodes with the lowest load. Our
solution can be applied to any DHT with neighbor selection ﬂexibility [56].
Each node also knows its numerically closest neighbors on the ring (predecessors and
successors): its leaf set contains L nodes, half of which have numerically smaller and half
numerically larger node identiﬁers.
The lookup procedure is based on preﬁx routing (also similar to Pastry [92]), with at
most O(log2bN) messages necessary to route a request. When a node receives a request for
an object, it forwards the request to the node in its routing table or leaf set whose ID shares
the longest common preﬁx with the object. In Figure 3.1, for example, node N4 wants to
request for the object O24. Hence, it forwards the request to the node N28, in which it is a
neighbor in its routing table that shares the longest common preﬁx with the object O24. In
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the same way, the node N28 forwards the request to the node N24, which holds the object
O24. In this example, b = 1 and L = 2 with range of 25 identiﬁers for the nodes and the
objects in the system.
In this work, we describe our algorithms under the assumption that there is no churn,
i.e., no node joins nor leaves the system. We also assume that all the nodes feature the same
characteristics (CPU, memory, storage size), all links have the same bandwidth, all objects
have the same size. Finally, we do not explicitly take into account the underlying topology.
We do not expect these limitations on the system architecture to reduce our load bal-
ancing algorithm’s effectiveness.
3.3 Implications of Zipf-like Requests
Similarly to Web requests [19], the popularity of the objects in distributed hash tables
typically follows a Zipf-like distribution [57]. This means that the relative probability of a
request for the ith most popular object is proportional to 1/iα, where α is a parameter of
the distribution. This bias tends to create hotspots at the nodes that hold the most popular
objects.
In case of ﬁle sharing applications, many studies have observed that the request distri-
bution has two distinct parts. Very popular ﬁles are equally popular, resulting in a linear
distribution, and less popular ﬁles follow a Zipf-like distribution. This usually happens be-
cause of the shared objects immutability in ﬁle sharing, which leads clients to request and
download each object only once [55, 68, 102].
In both cases, the amount of trafﬁc received and forwarded by some nodes is much
higher than for other nodes. In this context, we analyzed in our studies the worst case
(Zipf-like distribution) and focused on improving the degraded performance caused by
hotspots.
Each node ni has a capacity for serving requests ci, which corresponds to the maximum
amount of load that it can support. We consider the load as the number of received and
forwarded requests per unit of time. Some nodes hold more popular objects than others (i.e.,
have a higher number of received requests), thus being overloaded, with a load i  ci.
Other nodes hold less or no popular objects thus presenting a small load compared to their
capacity ci  i. Moreover, with a random uniform placement of the objects and a Zipf-
like selection of the requested objects, the request load on the nodes also follows a Zipf
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Figure 3.2: Request and routing load of the nodes in the system under Zipf-like requests.
law. Consequently, the routing load resulting from message forwarding along intermediary
nodes to the popular objects also exhibits power-law characteristics, but with intensity that
decreases with the hop distance from the destination nodes.
To better understand this problem, we have performed simulations to gather request
load information associated to the nodes in the system. At each node, we tracked the
number of requests received by every node, as well as the number of requests forwarded
for a node target located i hops away from the destination node (that is, the message will
reach its ﬁnal destination in i hops from the current node).
The value of an i-hop away entry represents the number of requests that a node forwards
to destination nodes at a distance of i hops. Figure 3.2 compares the number of requests
received by each node, as well as the number of requests it must forward for a destination
node that is 1 hop and 6 hops away, using logarithmic scale. The forwarding load also
follows a Zipf-like distribution, just like the request load, but with decreasing intensity as
the distance from the target node increases.
A node that receives many requests might forward only a few ones, and vice-versa. Fig-
ure 3.3 illustrates these observations with numbers obtained from simulating an average-
sized overlay network with 1, 000 nodes, 20, 000 objects randomly and uniformly dis-
tributed, and 100, 000 requests following a Zipf-like distribution. Node ni receives only
few requests, but it forwards many requests. Conversely, node nj holds a popular object.
It thus receives many requests, but forwards only few requests since it is not on a path
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Figure 3.3: Statistics of received and forwarded requests for certain nodes in the system
under Zipf-like requests.
to a popular object. Node nk presents both a high request load and a high routing load.
Obviously, nodes nj and nk become hotspots.
The DHT’s default routing strategy (neighbor and route selection) concentrates on the
lookup latency, ignoring the imbalance in the routing trafﬁc that it may generate. Thus,
nodes that answer many requests because they hold popular objects may also be loaded by
the forwarding trafﬁc if they are on the path to popular objects. On the other side, some
nodes do not own popular objects and, equally, are not on the path to popular objects. In
this way, these nodes handle low trafﬁc: few requests to process and to forward towards
their destinations. Clearly, the problem is the lack of uniformity in the system node’s load.
A better routing strategy could solve the problem: a uniform load in the system would
increase fairness and, more practically, fault tolerance.
In the next section we present our load balancing solution that aims to equilibrate the
routing and request load of the nodes in the system.
3.4 Adaptive Load Balancing
In an attempt to address the load balancing issues in DHTs, we established a simpliﬁed
system model (presented in the previous section) that we used to study different strategies.
Based on this model, we present our dynamic routing table reorganization mechanism and
caching to achieve an adaptive load balancing.
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3.4.1 Routing Table Reorganization (RTR)
The key principle of our approach is to dynamically reorganize the “long range neighbors”
in the routing table in order to reduce the routing load of the nodes that have a high request
load, so as to compensate for the bias in object popularity.
As previously mentioned, each entry of a routing table can be occupied by any one of a
set of nodes that share a common preﬁx. Pastry selects the node, from the set of candidate
nodes, based on proximity metric (such as topology, number of hops, or bandwidth). In our
approach, we reorganize the routing tables by choosing the nodes with the lowest (request
and forwarding) load in order to ofﬂoad the most heavily-loaded nodes. The overloaded
nodes (as a consequence of a popular object, or too many forwarded requests or both) are
removed from the other nodes’ routing tables in order to reduce their load. Instead, the
entry will contain another node, from the same region (same preﬁx), which is less loaded.
This way, the nodes that have a high request load will have a small forwarding load, and
the nodes with low request load will share the forwarding load.
Figure 3.4 shows an example in which the routing table is updated according to topo-
logical closest nodes; and Figure 3.5 illustrates the update based on our load balancing
mechanism. In the ﬁgures, “++” indicates a high load and “−−” a low one. Node N4 holds
a popular object resulting in a high request load. Since it is a heavily-loaded node, it is
removed from the other nodes routing tables. Node N24 updates its ﬁrst entry with node
N9, which is less loaded than node N4. Consequently, the load of node N4 decreases, and
the load of node N9 increases, thus equilibrating the overall load in the system.
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Figure 3.4: Example of a routing table before reorganizing for load balancing.
Each node updates its routing table dynamically, while running the requests, without
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Figure 3.5: Example of a routing table after reorganizing for load balancing.
increasing the number of messages. The algorithm is shown in pseudo-code in Figure 3.6,
for a node ni that forwards a request.
Every node keeps track of the approximate load k of each other node nk in its routing
table. Before forwarding or sending a request message, each node adds itself and its load
in the message (line 14). The ith node in the request path is thus aware of the load informa-
tion of i other nodes in the request message. A node ni that receives the request, besides
handling it, uses the load information in the message to possibly update its routing table.
Each node nj in the message can match exactly one entry in the routing table of node ni. If
node nj has smaller load than the node nk found in the routing table, ni updates its routing
table by replacing nk with nj and setting its load to lj (lines 6-8).
The load information corresponding to the entries in the routing table of node ni is
usually inaccurate, since the nodes cannot know at each moment the real values for the
load of each entry. In order to compensate for this limitation, we use several techniques:
• even if the loads for the two nodes nj and nk are equal, the entry is updated, since
load lj is nj’s real load but lk is only an estimation of nk’s load (line 6-8);
• if ni receives the load information of a node that is already in its routing table (node
nj is the same as node nk), its load is updated (line 10);
• when node ni forwards or sends a request to a node nk, ni updates the load informa-
tion for nk in the routing table using an estimation e of the load of nk (line 13).
In our experiments, we use an estimation e of 1, since we know exactly that the load of
nk will increment by at least 1 from the request that ni forwards.
CHAPTER 3. ADAPTIVE LOAD BALANCING 51
1: upon receive request at node ni
2: for each (nj , j) in the message do
3: entry ← matching entry for nj in the routing table
4: nk ← current node at entry
5: if nj = nk then
6: if j <= k then
7: replace nk by nj at entry
8: store j at entry
9: else
10: store j at entry
11: if ni not owner of requested object then
12: nk ← next node to forward request
13: k ← k + e
14: add (ni, i) to the request message to be forwarded
Figure 3.6: RTR algorithm executed at node ni
As previously mentioned, the node adds its load information at the end of the data
packet, in form of O(log2b(N)) pairs of integers, such that each pair corresponds to a node
and its load. This small amount of data will not typically add extra packets at the network
layer and should thus have no effect on bandwidth usage. With respect to the CPU load,
the routing table update mechanism adds only negligible overhead - in fact, it indirectly
decreases CPU load for overloaded nodes by reducing the number of messages to process.
Moreover, this algorithm does not add signiﬁcant complexity to the system since it is based
on local load estimations, as well as the information received with each request.
To handle churn, we employ a mechanism similar to that used in Pastry. When a new
node ni joins the system, it populates its routing table by collecting entries from the nodes
that the join request goes through. Similarly, the new node’s initial load li becomes the
average of the loads of its new neighbors. Both the routing table and li are updated over time
according to the routing table reorganization algorithm. Node departures do not require
special handling.
As extensions of the algorithm, we might consider a combined metric: proximity (as
proposed in Pastry [92]) and load information. This could be a tradeoff between proximity-
aware routing and load-aware routing. In addition, we might consider adding load infor-
mation also to the response message of the lookup for an object. Of course, the more
information about the system is available, the better lookup trafﬁc can be balanced.
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3.4.2 Caching
The routing table reorganization achieves load balancing in terms of forwarding trafﬁc of
the nodes in the overlay, but the trafﬁc resulting from the received requests still leads to
a bottleneck at the destination node. In addition to the routing table reorganization, we
propose caching as a complementary feature in order to minimize the number of received
requests at the nodes holding popular objects. As a consequence, the request trafﬁc for
each cached object will be shared among the node owning the object and the nodes holding
the replicas.
Basically, there are two ways to initiate caching: by the client that requests the object
and by the server that holds the object [73]. Client-initiated caching is not adequate for
applications such as ﬁle sharing because a client usually requests an object only once.
Therefore, in our approach, the server replicates the object to be cached on some other
node(s) in an attempt to reduce its request load. Moreover, since most DHT’s present path
convergence, it becomes interesting to cache the object in the nodes that lay on the lookup
path, since they are more likely to serve the request. Hence, when a request arrives at a
node that holds a replica of the requested object in its cache, that node can directly respond
to the request.
We refer to two kinds of objects that a node holds:
• owned object: an object that belongs to the node according to the initial mapping of
objects to nodes;
• cached object: a replica of an object owned by another node.
The algorithm is shown in pseudo-code in Figure 3.7. We make use of two types of
counters for the received requests at each node: a per-object counter (for the number of
received requests for each object held by the node) and a per-node counter (for the to-
tal number of received requests). The counters are incremented at each received request
(lines 2-3). A threshold T is deﬁned for the per-node counter. Each time the threshold
is reached (line 4), a weight is computed for each object held by the node based on the
per-object counters (lines 5-9); then, the counters are reset (lines 14-16). The most popular
object on the node is the object with the highest weight (line 11).
To compute the popularity of an object, we use a weighted moving average, where the
weight is computed as a combination of its previous value and the value computed over the
last period (line 9). We use a β value of 0.9, such that both terms count in the computation
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1: upon receive caching request at node ni from node nj
2: increment req recv counter
3: increment req recv[requested object][nj ]
4: if req recv counter = T then
5: forall objects o on node ni do
6: if o is the last cached object then
7: w[o] ← req recv[o]/T
8: else
9: w[o] ← w[o] ∗ β + (req recv[o]/T ) ∗ (1− β)
10: if ni is loaded then
11: m p o ← o, where w[o] is max
12: nc ← n, where req recv[m p o][n] is max
13: send a request to nc to cache m p o
14: forall objects o on node ni do
15: req recv[o] ← 0
16: req recv counter ← 0
Figure 3.7: Caching algorithm when node ni receives a request from nj
of the object’s weight, but the old value (which is a stable information) counts more than
the new one. After a caching request has been issued for an object, only the new value is
considered (line 7).
For the caching mechanism, the following considerations must be taken into account:
storage size of the cache and its policies, when to cache an object and where to store it. In
the following we detail all these aspects.
The cache and its policies. Each node has a cache (storage capacity) for C replicas.
Whenever a caching request is received and the storage capacity is exhausted, the replica
entry with the lowest weight is discarded and the new replica is stored.
When to cache an object. A caching request is issued each time the threshold T is
reached in case the node is loaded (lines 10-13). Obviously, if the node is not loaded,
no caching request is issued, at least until the next threshold.
To know whether a node is loaded or not, we perform two checks:
• if the node is globally loaded. We use the load information of the nodes in the routing
table; this is not an up-to-date information, yet a rather good estimation of the load
54 CHAPTER 3. ADAPTIVE LOAD BALANCING
of some nodes in the system. A node is globally loaded if its load is bigger than the
average load of these nodes;
• if the node has a lot of received requests. A node would have a balanced load if the
number of received requests is equal to the number of forwarded requests divided
by the average path length. Therefore, we compute the average path length of the
requests that the node received between two consecutive thresholds. To justify a
caching request, a node must satisfy the following condition:
recv requests > fwd requests/path avg,
where the counters for the number of received and forwarded requests are reset after
each occurrence of reaching the threshold T .
If both conditions are satisﬁed, a node will issue a caching request.
Where to store the replica. Since every message contains information about the request
path and because DHTs tend to path convergence, the most suitable method is to cache
along that path. This can be done (1) on all the nodes in the request path, (2) close to the
destination node, (3) at the node that requested the object or (4) randomly. We choose to do
the caching at the last node in the request path once the path convergence is more probable
in the last hops. This has the advantage that the object is cached in the neighborhood of its
owner where the possibility for a request to hit a replica is much bigger than elsewhere in
the system.
O11
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requests to1 10O
2 check caching condition
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N (00100)4
N (01011)11
N (10010)18
N (11000)24
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Figure 3.8: Example of the caching method.
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The requests for a given object may come from any node in the system, thus the last
hop is not necessarily the same. The node chosen for caching the object is the one that most
frequently served as last hop for this object in the lookup paths (line 12).
Figure 3.8 presents an example of the caching mechanism. Many nodes send requests
for the object O10 (step 1). After N11 receives the requests, it checks the caching condition
(step 2) and, if true, computes its most popular object, O10, and the node where to store a
replica, N8. Then, it issues a caching request for object O10 to node N8 (step 3). Finally,
N8 caches the object O10 (step 4).
3.5 Experimental Evaluation
In this section we evaluate our approach by the means of simulations. First, we present
results of the experiments when we apply only routing table reorganizations. Next, we
analyze the effect of caching. Finally, some statistics with different Zipf distributions are
presented.
Our simulations are based on an overlay network with 1,000 nodes, 20,000 objects
randomly and uniformly distributed, and 500,000 requests following a Zipf distribution
with different α parameters (0.5, 1.0, 2.0). For the routing table reorganization and caching
simulations, we have ﬁxed α = 1.0. For the routing tables, we have used leaf set size with 4
(default value) and 8 entries. The identiﬁers are a sequence of m = 16 bits in base 2b = 2.
3.5.1 Routing Table Reorganization (RTR)
To analyze the load balancing algorithms, we use the same experimental setup while ap-
plying different routing strategies:
• run0: as a base for comparison, the experiment is run with no load balancing;
• run1: dynamic run, where the routing tables are dynamically updated while handling
the requests;
• run2: same as run1, with the difference that the experiment starts with the routing
tables obtained after run1;
• run3: static run, with no routing tables updates at all, where the experiment starts
with the routing tables obtained after run2.
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The results are evaluated after each run of the experiment. The ﬁrst run (run0) is used
for comparison purposes, where the entries in the routing table are selected based on the
proximity in the overlay. The ﬁrst dynamic run (run1) shows the efﬁciency of the routing
table updates. The second dynamic run (run2) simulates the continuation of the ﬁrst dy-
namic run, while running the same requests. The purpose of the last run (run3) is to show
that in a system with no load balancing strategy, the results are better when starting with
optimized routing tables.
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Figure 3.9: Load distribution without
load balancing (run0).
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Figure 3.10: Load distribution with load
balancing (run2).
The requests follow a Zipf distribution and, as a consequence, the same applies for the
load distribution in the system (as can be seen in Figures 3.9 and 3.10), where the nodes
are ordered in decreasing order of load.
Figure 3.9 shows the load distribution with no load balancing (run0). The load is not
evenly distributed among the nodes: some of the nodes have very high load (the left side
of the graph), and other nodes have just a small load or no load at all (the right side of the
graph).
Figure 3.10 shows the load distribution in the same overlay with a Zipf request distribu-
tion, but with our routing table reorganization, after the second dynamic run of the experi-
ment (run2). As shown in the graph, the highest load decreases by half. Moreover, the load
in Figure 3.9 tends to 0, while in Figure 3.10 it remains almost constant (approximately
from node 300), showing that most of the nodes have the same load. The improvement
factor is even more visible with logarithmic scales (inset graphs in Figures 3.9 and 3.10).
In order to better perceive the load distribution for the most loaded nodes, Figures 3.11
and 3.12 show the same data as Figures 3.9 and 3.10 for the ﬁrst 300 nodes. They also
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show the number of received requests per node.
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Figure 3.11: The 300 most loaded nodes,
without load balancing (run0).
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Figure 3.12: The 300 most loaded nodes,
with load balancing (run2).
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Figure 3.13: Load distribution for the
300 most loaded nodes, using a leaf set
of 8 nodes (run2).
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Figure 3.14: Evolution of the number of
updates over time (100 requests per unit
of time) in the ﬁrst 200 time units (run2).
The nodes at the left hand side of the graphs are the most loaded ones. Comparing
the two graphs, Figure 3.11 exhibits more nodes with a high load mostly induced by the
forwarded requests. In Figure 3.12, fewer nodes have a high load, which mainly results
from the received requests. The most loaded nodes are now the nodes with the highest
number of received requests; the next most loaded nodes are their direct neighbors. The
less loaded nodes at the right hand side of the graph (see Figure 3.11) are now more loaded,
which results in a more balanced overall load tending towards a constant (see Figure 3.12).
Until now, we considered a leaf set of 4 nodes. With a larger leaf set of size 8, the
results are even better, as the routing load is shared by more nodes in the vicinity of a
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Table 3.1: Statistics of routing table reorganization (RTR).
Exp Leaf Avg Var
run0: no update 4 2,353 7,161
run 1: update 4 2,535 2,526
run 2: update 4 2,585 2,167
run 3: no update 4 2,648 2,466
run 0: no update 8 2,253 7,103
run 1: update 8 2,319 2,394
run 2: update 8 2,350 1,966
run 3: no update 8 2,383 2,152
popular node. These results after two dynamic runs are shown in Figure 3.13.
Figure 3.14 shows the rate of updates to the routing tables in the second dynamic run
(run2): the rate of updates is high in the beginning, but quickly stabilizes at a small value.
Table 3.1 contains some statistics (load average and variance) from two experiments.
The ﬁrst experiment (run0) has no load balancing solution. For the second experiment we
show the statistics after each of the three runs. Both types of experiments are done for a
leaf set containing 4 and 8 nodes. The statistical analysis shows that the variance of the
system load decreases from 7, 161 for the results shown in Figure 3.9 (run0), to 2, 167 for
the results shown in Figure 3.10 (run2). This conﬁrms that the load extremes are getting
closer. The load averages slightly increases from 2, 353 to 2, 585, because changing the
routing tables in the destination node’s closest area might increase in some cases the path
length; it remains, however, in O(log2bN), where N is the number of the different nodes in
the system.
Our algorithm for dynamically updating the routing tables of the nodes in the system
shifts the load from the most loaded nodes to less loaded nodes, by having the less loaded
nodes forward most of the trafﬁc instead. This way, the highly loaded nodes will get rid of
the trafﬁc that they have to forward, thus become less loaded. The solution does not deal
with the distribution of the keys. This problem has already been well studied and can be
addressed by using virtual servers [51]. Our routing table reorganization cannot decrease
the load below the number of requests addressed to a node. Thus, we still have a Zipf-like
distribution, but with much lower intensity.
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In the next subsection we present the results for the routing table reorganization strategy
complemented by caching, in order to reduce the load due to received requests (observed
at the left hand side of the graphs).
3.5.2 Routing Table Reorganization and Caching (RTR&C)
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Figure 3.15: Load balancing using dy-
namic routing table updates and caching
(RTR&C run1).
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Figure 3.16: Load balancing using dy-
namic routing table updates and caching
(RTR&C run2).
In our experiments, we used a cache with storage size C = 3 (i.e., each node has a
cache for 3 replicas) and a threshold of T = 500 requests. Note that a caching request
is issued each time the threshold is reached only in case the node is loaded. The results
using both solutions (routing table reorganization and caching) are shown in Figure 3.15
and 3.16, after, respectively, run1 and run2. The experiments were done under the same
conditions as before, which allow us to distinguish the beneﬁts of using caching as a com-
plementary solution. Comparing Figure 3.10 with Figure 3.16, we note the improvement
in load balancing for the most loaded nodes (left-hand side of the graphs), where the load
dramatically decreases; the load for the nodes at the right-hand side of the graph slightly
increases, which demonstrates that nodes share the load more evenly.
A potential source of overhead resides in the additional messages sent for caching. For
the results presented in Figure 3.16, there are 243 extra messages. This is negligible if we
take into consideration the number of requests issued (500, 000).
The two principal variables in the system are the size of the cache C and the value of
the threshold T . Table 3.2 presents some statistics of the results obtained while running the
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Exp Cache Tshd Msg Avg Var
run0 - - - 2,403 7,243
run1
RTR - - - 2,505 2,336
RTR&C 1 500 253 2,248 1,285
RTR&C 3 500 274 2,214 1,231
RTR&C 1 1,000 123 2,322 1,373
RTR&C 3 1,000 123 2,308 1,312
C 3 500 639 1,870 6,093
run2
RTR - - - 2,563 2,056
RTR&C 1 500 261 2,099 369
RTR&C 3 500 243 2,059 304
RTR&C 1 1,000 151 2,196 465
RTR&C 3 1,000 134 2,167 380
C 3 500 904 1,657 5,871
Table 3.2: Statistics of routing table reorganization and caching (RTR&C).
experiment with different values for the cache size and the threshold in the same system.
The statistics are for the three experiments: run0, run1 and run2. Besides the load average
and variance, we also show the number of messages necessary for the caching requests.
We observe that the variance of the system load decreases from 7, 243 to 2, 056 when
using the RTR strategy (Figure 3.10). As presented before, the path length slightly increases
but still in the order of O (log2bN). The variance decreases even more to 304 when using
the RTR&C solution (Figure 3.16). The load average also decreases, the path becoming
shorter in this case.
A smaller value of the threshold means a higher frequency of caching requests, and
consequently more messages. However, there is no notable improvement.
The cache does not need a large storage capacity to be effective. We obtained the same
results when using C = 3 and C = 100. There is a small improvement when using C = 3
over C = 1 because the most popular objects can remain permanently in the cache.
For comparison purposes, we also ran an experiment using just caching (C), with no
routing table update strategy. The results show that there is no signiﬁcant improvement (the
variance is still high, 5, 871 after run2). This means that caching alone is no satisfactory
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solution.
As we have mentioned, in these experiments we used a Zipf distribution with parameter
α = 1 for the request workload. The results using other values for α are shown in the next
subsection.
3.5.3 Zipf-like Requests with Different Parameter
α = 0.5 α = 2.0
Exp Msg Avg Var Msg Avg Var
run0 - 2,392 6,639 - 2,321 16,568
run1
RTR - 2,339 708 - 2,625 13,185
RTR&C 110 2,336 684 546 990 2,215
run2
RTR - 2,336 96 - 2,683 11,661
RTR&C 252 2,318 74 328 719 574
Table 3.3: Statistics of RTR&C using α = 0.5 and α = 2.0 Zipf parameter.
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Figure 3.17: RTR and RTR&C using
Zipf’s α = 0.5 (run1).
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Figure 3.18: RTR and RTR&C using
Zipf’s α = 0.5 (run2).
Based on [68] and [19], we performed some experiments varying the value α in order
to evaluate the efﬁciency of our approaches. The caching storage size is set to C = 3 and
the threshold to T = 500 requests.
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Figure 3.19: RTR and RTR&C using
Zipf’s α = 2.0 (run1).
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Figure 3.20: RTR and RTR&C using
Zipf’s α = 2.0 (run2).
Table 3.3 presents the statistics for α = 0.5 and α = 2.0. Comparing the results with
the Table 3.2, we observe a high difference between the variances when varying the α, this
is due to the fact that α determines the degree of the popularity, i.e., a small value of α tends
to a more uniform request distribution and a higher value to a more skewed distribution.
Figures 3.17 and 3.18 show the results for α = 0.5. We observe that after two dynamic
runs (i.e., run2) our routing load balancing solution is satisfactory to balance the load,
being unnecessary to use the complementary solution (caching). This is because the load is
concentrated mainly in the forwarding trafﬁc. As shown in the graphs, the results using the
RTR solution and the results using the RTR&C solution tend to overlap. On the other hand,
when we use α = 2.0 (see Figures 3.19 and 3.20), the number of received requests for the
most popular objects is very high compared to the other objects; the problem is thus only
partially solved by the routing load balancing strategy and caching becomes necessary.
3.6 Related Work
Several strategies have been proposed to improve the load balancing in peer-to-peer dis-
tributed hash tables. We classify these load balancing schemes in three categories: fair
partition, nodes and objects reassignment, caching and replication.
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3.6.1 Fair Partition
Kenthapadi et al. [67] propose a load balancing solution where each joining node can
choose its position in the hash space by learning the positions of a few existing nodes.
The joining node will be placed at the mid-point of the largest partition from n randomly
chosen positions in order to minimize the variation of the partitions owned by the nodes in
the system. However, there is a tradeoff between the ratio of the largest and the smallest
partition and the amount of knowledge of existing node positions available. If the join-
ing node knows about all available positions, then it can join in the way that ratio ≤ 2.
But, if the node has no knowledge then it will be assigned in a random position and
ratio = O(n log n).
The local and global neighboring information is also used in [47] to balance the object
space. In order to ensure that the ratio is small, objects may have to be moved from one
node to another as the ratio grows or shrinks.
In the same context, [18] also tries to minimize the ratio, making the lengths of all
partitions even. However, even if the distribution of nodes and objects are uniform and all
the nodes have almost the same length of partition, the churn may degrade this distribution.
So, both approaches proposed in [111] and [75] take also into consideration the ratio after
nodes join and leave the system.
In the same direction, Giakkoupis et al. [48] propose a scheme for evenly partitioning
the object space under join and departure of nodes. The strategy is based on the ratio of the
maximum weighted size of any node partition to the minimum weighted size partition.
Finally, Aberer et al. [1] propose two load balancing strategies: storage load balancing
and object replication. For the storage load balancing, the object space is recursively par-
titioned during the object assignment. In addition, this mechanism also addresses dynamic
changes providing updates in the partitioning. The replication algorithm relies on each
node obtaining an approximate local view of the system and making a decision to replicate
an overloaded object space.
All these approaches focus on balancing the nodes and objects through even partitioning
the hash space. Consider a skew distribution of objects popularity, even if the nodes store
even number of objects, nodes holding the popular objects will become overloaded with
the received requests. Therefore, these solutions have applicability in systems where the
objects have uniform popularity, i.e., all the objects are requested with the same probability.
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3.6.2 Node and Object Reassignment
Single ID per Node. In order to balance the address space, some DHTs use the con-
cept of virtual servers, ﬁrst proposed in [39], where each node simulates several other
nodes. However, this approach requires more storage (proportional to the number of vir-
tual servers) and network bandwidth for maintenance (every virtual server must frequently
ping its neighbors).
In this way, Karger et al. [65] propose to balance the address space by activating only
one of the O(log N ) virtual servers at a given time. Thus, the node will occasionally check
its inactive virtual nodes, and may migrate to one of them if the load in the system has
changed. Since the reassignment of IDs is done by join and leave operations, this solution
increases the churn of the system.
In addition, they propose to cope with uneven distribution of objects among the nodes.
Normally, this problem arises for certain database applications that cannot apply a random-
ized distribution of the objects. Thus, even if the address space is uniformly partitioned
among the nodes, an uneven distribution of the objects may lead to the whole load being
placed to one machine. To solve this problem, they propose to move the nodes to arbitrary
addresses minimizing the cost of load balance maintenance. Similar to that, a reorganiza-
tion of the objects distribution is proposed in [127], moving the objects from one node to
another based on the node’s load and capacity.
Byers et al. [20] propose to use the power of two choices as an alternative to virtual
servers. Each object is hashed onto d ≥ 2 different IDs and placed in the least loaded node.
The algorithm provides a partial trafﬁc balancing by having each node request at random
one of the d possible nodes, which all maintain redirection pointers. Since these nodes do
not hold the objects, additional messages are issued, increasing the path length.
The k-choices load balancing algorithm proposed in [70] presents a similar approach.
At joining phase, the node selects an ID from a set of k veriﬁable IDs in a way to minimize
the discrepancies between capacity and load for itself and the nodes that will be affected
by its join. Contrary to the power of two choices, this solution uses only one hash function
with different parameters. Also, each node may change its position in the identiﬁer space
according to changes in the system (new join and departures of nodes).
All these approaches focus on objects and nodes distribution imbalance ignoring the
popularity of the objects. Therefore, even if they can avoid more than one popular object
to be stored in the same node, the request distribution at the destination remains skewed as
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a consequence of the popularity of some objects in the overlay.
Multiple IDs per Node. Three different schemes for load balancing are proposed in [66].
All the three strategies achieve load balancing through transferring virtual servers from
heavily loaded to lightly loaded nodes. The simplest one is the one-to-one scheme, where a
light node picks at random an ID and veriﬁes if the node responsible for this ID is heavy, if
so, it initiates the transfer of the virtual server. The second scheme, one-to-many, permits to
a heavy node considers more than one light node at a time. This scheme is implemented by
maintaining directories that stores the load information about the light nodes. Therefore, it
requires more storage (the load information is stored in the directories of each node) and
bandwidth (extra messages to inform the load of the nodes). Finally, the many-to-many
scheme matches many heavy nodes to many light nodes. This scheme uses the concept of
a global pool of virtual server, an intermediate step in moving a virtual server from a heavy
node to a light node. Depending on the load distribution, the pool may become a bottleneck
during the transfer.
Godfrey et al. [51] complement this idea taking into consideration also the dynamism
and the heterogeneity of the system. The proposed algorithm combines elements of the
many-to-many scheme and one-to-many scheme proposed in [66]. The approach keeps the
idea of directories to store load information and capacity of the nodes, and periodically
schedule reassignments of virtual servers to achieve a better balance. This solution suffers
from additional network trafﬁc and temporary storage for virtual servers to be reloaded.
All these solutions do not take into consideration the heterogeneity of node’s capacity.
Instead of providing a uniform partition of the address space, the approach proposed in [52]
allocates the partition to a certain node proportional to its capacity. Thus, the partitioning
takes into consideration the load balance, where the load of each node is proportional to its
capacity; the load movement; and normalized degree to reduce the overhead of the trafﬁc
required to keep update the routing table entries.
Zhu et al. [122, 123] focus is not only to ensure fair load distribution over nodes pro-
portional to their capacity, but also to minimize the load balancing cost by transferring vir-
tual servers between heavily loaded and lightly loaded nodes in a proximity-aware fashion.
Taking into consideration the network proximity, it is possible to reduce the bandwidth con-
sumption dedicated to the load movement and avoid transferring loads across high-latency
wide-area links. This solution improves the communication cost at the expense of a more
complex structure (Distributed k-ary tree) that must be maintained.
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Again, these solutions ignore object popularity, although, they also can be used to bal-
ance virtual servers to ensure that no node holds more than one popular object.
3.6.3 Caching and Replication
Solutions addressing the uneven popularity of the objects are based on replication and
caching. Lv et al. [73] propose three replication strategies. With the “owner replication”
the requesting node keeps a copy. The number of replicas increases, thus proportionally
to the number of requests to the object. In [80] and [53], a threshold is used to minimize
the number of replicas. These strategies work well only when a node requests the same
object many times. The second strategy, “random replication”, creates copies on randomly
chosen nodes along the lookup path. Simulation results [73] have demonstrated that the
third strategy, “path replication”, which replicates objects on all nodes along the lookup
path, performs best. As an example, [39] proposes DHash replication of k successors and
caching on the lookup path. The caching is initiated by the requesting node, which sends a
copy of the object to each of the nodes in the lookup path. Future versions send a copy just
to the nodes near to the destination.
Yamamoto et al. [116] propose the path random replication and path adaptive replica-
tion. In the ﬁrst method the object is replicated at each node in the path with a certain
probability that is the same for all the nodes in the system. This method can lead to im-
balance since high degree nodes are frequently located in the path. The adaptive method
determines the probability of replication according to a predetermined replication ratio and
storage capacity.
Ramasubramanian et al. [88] strategy replicates objects based on the Zipf parameter
α in order to minimize the resource consumption: storage and bandwidth. This solution
requires several message exchanges to decide the replication level for each object.
Swart [104] proposes to use a second hash function to obtain a subset of r + 1 virtual
servers and place the object on the r nodes with the lowest load. Since DHTs exhibit
path convergence [56], this solution is less adapted to the popularity problem than path
replication. This drawback has been already identiﬁed in [30].
Clearly, caching and replication can reduce the request trafﬁc of the nodes that hold
popular objects. However, DHTs inﬂexibility in terms of data placement limits the applica-
bility of these techniques. For this reason, these mechanisms may be used as a complemen-
tary solution once they do not completely address the problem of routing overhead under
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skewed request distribution in DHTs.
3.7 Conclusion
In this chapter, we presented our approach to balancing the trafﬁc load in peer-to-peer
systems. For the routing and request load balancing, we proposed, respectively, routing
table reorganizations and adaptive caching based on the popularity of the objects. Our
routing table reorganization mechanism primarily decreases the routing load for the most
loaded nodes in the system (by charging the least loaded nodes). However, this technique
can not decrease the load below the number of requests addressed to a node. Thus, we still
have a Zipf-like distribution but with much lower intensity. For that reason, we proposed
caching as a complementary solution in order to decrease the request load for the nodes
holding the most popular objects, thus ideally balancing the global routing load in the
system.
Our solution requires neither changes to the topology, nor to the association rules
(placement) of the objects to the nodes. Only caching requires some extra messages to
be exchanged. Results from experimental evaluation demonstrate a more balanced trafﬁc
and, consequently, improved scalability and performance.
Obviously, distributing the trafﬁc among the nodes is not the only solution to reduce
the trafﬁc load of the nodes in the system. Moreover, for certain applications, such as
range queries or publish/subscribe, many nodes are addressed during the request generating
high amounts of trafﬁc. Thus, balancing the routing trafﬁc among the nodes in the system
will not efﬁciently reduce the stress of individual nodes. In this way, another solution
is to ﬁlter the trafﬁc avoiding unnecessary messages to be routed in the network. In the
following chapters, we present our ﬁltering approach for efﬁcient selective dissemination
of information.

Part II
Content-based Publish/Subscribe
Overlays

CHAPTER
4 Background
4.1 Introduction
The Internet has considerably transformed the constraints of distributed systems that have
become more and more heterogeneous, asynchronous and dynamic. The amount of infor-
mation available in the network has increased and is completely distributed in the network.
Users want to be frequently updated with some information that they are interested in.
Therefore, they must access the information in the Web often; otherwise they may miss im-
portant information. In order to address these user requirements, the enormous volume of
information can be ﬁltered in order to deliver only relevant information to the users. Thus,
one of the biggest challenges of large-scale distributed systems is to efﬁciently disseminate
relevant information to the users.
Publish/subscribe is a communication scheme that has received increasing attention be-
cause of its loosely coupled interaction. In this paradigm, subscribers register their interests
in speciﬁc events and are asynchronously notiﬁed of any event, generated by publishers,
matching their interests. The matching procedure is performed by the notiﬁcation service,
which is also responsible for the event delivery.
Early publish/subscribe systems (e.g., TIB/Rendezvous [82] and Elvin [95]) focused on
exploiting native LAN broadcast in order to reduce the network trafﬁc. Thereafter, with the
increase of the number of subscribers, proposals were made targeting the deployment over
WANs (e.g., SIENA [21] and Gryphon [13]). In these systems, the message exchanges were
done using TCP/IP, which provides basic point-to-point connectivity [9]. However, these
approaches lack of scalability, i.e., they reside in a ﬁxed infrastructure, which becomes a
limitation for dynamic subscription populations. On the other hand, peer-to-peer paradigm
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is appropriate to build large-scale distributed applications. Peer-to-peer systems are com-
pletely decentralized, self-organizing, and fault-tolerant allowing the system to reorganize
the network when a node joins or leaves. In order to achieve scalability in publish/subscribe
systems, these systems ca be built on top of a fully decentralized peer-to-peer overlay (e.g.,
SCRIBE [23] and Bayeaux [126]).
In the rest of this chapter we will present and discuss publish/subscribe systems fo-
cusing on content-based routing approaches. In Section 4.2 includes an overview of the
publish/subscribe paradigm and the challenge to implement a routing protocol for efﬁcient
event dissemination. Subsequently, the system model that we take into consideration in
this work is introduced in Section 4.3. After that, we revisit the R-tree characteristics (Sec-
tion 4.4), upon which we base our content-routing model presented in Chapters 5 and 6.
Finally, we present the summary of the chapter in Section 4.5.
4.2 Publish/Subscribe Systems
3
1P
P 2
P 3
Publishers
publish() R2
Subscribers
unsubscribe()
notify()
subscribe()
Routers
Notification Service
3S
2S
1S
R1
R
Figure 4.1: High level overview of publish/subscribe systems.
Publish/subscribe is an appealing communication primitive for large scale dynamic net-
works due to the loosely coupled interaction between publishers and subscribers. It is likely
that an efﬁcient, asynchronous and transparent communication system will lead to other
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new large scale applications. Many applications such as stock exchange, network manage-
ment systems, RSS feed monitoring, and inventory control can directly beneﬁt from this
paradigm.
In publish/subscribe systems, publishers produce events and subscribers express their
interests through subscriptions; any event matching the subscription is delivered to the cor-
responding subscriber. The matching procedure is performed by the notiﬁcation service,
which is also responsible for the event delivery. The notiﬁcation service provides an inter-
face between publishers and subscribers, where subscribers may subscribe or unsubscribe
for certain events and publishers may publish events, which are routed and delivered to the
interested subscribers (as shown in Figure 4.1). Publish/subscribe systems provide decou-
pling between publishers and subscribers with respect to three different aspects [45]:
2SP 2
Publishers
Service
Notification
Subscribers
publish() notify()
1P 1S
Figure 4.2: Space decoupling.
• Space decoupling: publishers and subscribers are unaware of each other. Publishers
only publish the events through the notiﬁcation service interface without having any
information about the subscriber identities. Similarly, subscribers receive the events
from the notiﬁcation service without having any information about the publishers
(see Figure 4.2).
P S2
1P 1
Publishers
publish()
Notification
Service
Service
Notification
Subscribers
notify()
S
2
Figure 4.3: Time decoupling.
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• Time decoupling: publishers and subscribers do not need to be active both at interac-
tion time. Publishers might publish events by the notiﬁcation service while interested
subscribers are disconnected. When the subscriber connects, it will be notiﬁed for
the events that were published during the period that it was disconnected (see Fig-
ure 4.3).
notify() 1P 1
Publishers
Service
Notification
Subscribers
publish() S
Figure 4.4: Synchronization decoupling.
• Synchronization decoupling: the event notiﬁcation is asynchronous. Subscribers are
not blocked waiting for the event. Subscribers may be notiﬁed at any time while
performing other concurrent activities. In the same way, publishers are not blocked
during and after publishing an event (see Figure 4.4).
The decoupling characteristic of publish/subscribe systems increases the scalability as
it minimizes the dependencies between the parties, avoiding to deal with aspects such as
synchronization and direct communication between publishers to subscribers.
4.2.1 Subscription Models
Subscribers express their interests by the mean of subscriptions. A subscription Si is a
ﬁlter over a set of events and is expressed as a set of constraints. Thus, an event Ei matches
a subscription Si if all the constraints are satisﬁed by the event. Different models exist
for specifying subscriptions, which differ in the expressiveness to deﬁne the subscriptions.
There is a tradeoff between the expressiveness given by the subscription language and the
scalability of the system. In this subsection, we point out the two main models that differ
in the granularity of the subscription speciﬁcation: topic-based and content-based [45].
Topic-basedmodel. In the topic-based model, the event space is partitioned into disjoints
topic zones. These systems are similar to group communication where clients subscribe to
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Figure 4.5: Example of topic-based publish/subscribe.
individual topics (or subjects) and the events published on a speciﬁc topic are forwarded to
all subscribers participating in this topic. Figure 4.5 illustrates an example of this interac-
tion. Subscribers S1 and S2 subscribe for topic A while subscriber S3 for topic B. When
the publisher P1 publishes an event on topic A, the notiﬁcation service has to deliver the
event to the subscribers S1 and S2. In the same way, the publisher P2 publishes on topic B
in the notiﬁcation service, which notiﬁes the subscriber S3. Many implementations of pub-
lish/subscribe systems rely on this model, such as TIB/RV [82], Scribe [23], Bayeux [126]
and CORBA Notiﬁcation Service [54].
Topic abstractions are easily deployed since they depend only on unique identiﬁers.
Each topic corresponds to a logical channel connecting publishers to subscribers. There-
fore, it is not necessary for the routers to perform a complex matching for each event, thus
facilitating the notiﬁcation process.
These systems can be easily and efﬁciently implemented using IP multicast. Topics are
considered as multicast groups and the notiﬁcation process is reduced to a lookup in the
routing table for the multicast address associated to a speciﬁc topic. The main drawback
of this approach is that it offers a poor expressiveness since users are limited to unique
identiﬁers to specify the topic’s name. Depending on the granularity of the subscription
speciﬁcation, an event may ﬁt different topics. A subscriber that subscribes for two topics
may thus receive duplicated messages if the event satisﬁes multiple topics (e.g. topic ”Wild
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Life” includes topics ”Ocean Animals” and ”Jungle Birds”).
In order to improve the expressiveness, it is possible to deﬁne topic hierarchies, i.e., the
topics may be organized according to a containment relationship. Accordingly, a subscrip-
tion to a topic at level l in the hierarchy implicitly includes the set of subscriptions to all
subtopics. This approach has been used by TIB/RV [82].
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volume=50
volume=50
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volume>0
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Figure 4.6: Example of content-based publish/subscribe.
Content-based model. The content-based model provides a ﬁner granularity, where the
subscriptions are deﬁned according to the properties of the metadata that represents the
events content. Such conditions are usually speciﬁed as a set of n attribute-value pairs,
where each attribute ai consists of a name and a value vi with a comparison operator. The
attributes may be numerical, string or other and the allowed values can be speciﬁed as
single values or as range of values. Most of subscription languages support all common
operators (≤, <, ≥, >, =, =, etc.). Furthermore, an event Ei matches a subscription Si
if and only if all subscription’s attributes are satisﬁed. An example of the content-based
model is shown in Figure 4.6. The publisher P1 publishes the event symbol = ’A’ and
volume = ’100’, which satisﬁes both subscriptions S1 and S2. In the same way, the event
symbol = ’B’ and volume = ’50’, published by P2, is notiﬁed to S3 since the event falls in
the ranges of the subscription. A generic model to specify the subscriptions is presented
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in [77]. Examples of content-based systems are SIENA [21], Gryphon [13], JEDI [38],
Elvin [96] and XNet [26].
Although this model is more expressive and ﬂexible, it adds signiﬁcant complexity to
the matching and routing procedure, requiring more sophisticated protocols. As a conse-
quence, it achieves higher expressiveness at the expense of higher computational resource
consumption at the routers for the matching procedure [44]. A more complex matching
procedure can lead to a lower network consumption of resources as only relevant events
are delivered to the subscribers.
4.2.2 Overlay Infrastructure
Most of publish/subscribe systems are built on top of overlay networks. Each node in
the overlay can have at least one from the following roles: subscriber registering a sub-
scription, publisher publishing events and router ﬁltering and disseminating the event. The
organization of the nodes in the overlay impacts on the efﬁciency of the notiﬁcation pro-
cess. Different infrastructures have been proposed. The earliest ones rely on a centralized
architecture, i.e., the notiﬁcation service is composed of one node (or server) acting as a
router thus responsible for the event matching and dissemination. This approach is the
simplest one and has the advantage of facilitating the matching procedure. However, since
it is limited by the computer resources (processing power) and network bandwidth, it does
not scale with the number of subscriptions/publications. In addition, the approach lacks
fault-tolerance, i.e., if the server fails, the events will not be delivered to the subscribers.
In order to improve the scalability, decentralized approaches have been proposed. Here,
we concentrate on the main two distributed approaches, broker-based and peer-to-peer
based overlays.
Broker-based overlay. The event ﬁltering and dissemination is distributed among a set
of brokers that communicate with each other. A broker is connected to some other brokers
and may have a link to some publishers or/and subscribers. This approach achieves a better
scalability compared to the centralized approaches as the number of neighbors for each
broker remains reasonable while the size of the system grows. Examples of broker-based
overlays are SIENA [21], Gryphon [13], JEDI [38] and XNet [26].
The topology in which the brokers are organized may be ﬂat or hierarchical. In a ﬂat
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topology, the brokers are connected to other brokers with no restriction. In a hierarchi-
cal topology, the brokers are organized in a spanning tree structure where, normally, the
subscribers are connected to the leaves and publishers to the root. The main advantage of
this topology is that it simpliﬁes the event and subscription propagation: event dissemina-
tion in a top-down fashion from the root to the leaves and subscription advertisement in a
bottom-up fashion from the leaves to the root.
Each broker should store and manage all the subscriptions in the system for the event
dissemination. This results in large routing tables and complex subscription management.
There are some approaches that try to minimize the size of routing tables using subscription
aggregation or containment relationship [21, 24].
The major limitation of this type of overlay is that the overlay resides in a ﬁxed infras-
tructure to ﬁlter and route the events. While subscriptions are dynamic, the event routing
structure remains rather static. In case of modiﬁcations on the overlay, it is necessary to
reconﬁgure the whole structure. Moreover, a broker-based approach requires complex ﬁl-
tering algorithms (e.g., [5, 25, 40]) to match each incoming message against every known
subscription.
Peer-to-peer based overlay. A peer-to-peer overlay network is a logical network, built
on top of the physical network, which exploits the resources at the edges of the network.
In contrast to classical client-server architectures, the peers have symmetric roles, i.e., each
node can be a server or a client at the same time. Hence, the peers can communicate di-
rectly without passing through intermediary entities in order to share resources (e.g., con-
tent, CPU, memory). Peer-to-peer overlays are composed of a large number of distributed,
heterogeneous, autonomous, and highly dynamic nodes (e.g., participants may join and
leave the system at any time).
The main motivation for using peer-to-peer overlays for event dissemination is to build
scalable, self-organizing and fault-tolerant publish/subscribe systems. Several approaches
have been proposed to build publish/subscribe on top of peer-to-peer systems. Examples
of systems are Scribe [23] and Bayeux [126] that implement topic-based systems on top
of Pastry [92] and Tapestry [120], respectively. Examples of content-based systems are
Ferry [124] on top of Chord [103] and Meghdoot [58] based on CAN [89].
There are different strategies in order to organize the nodes in the overlay. This or-
ganization has an impact on the efﬁciency of the event dissemination. Thus, a challenge
for these systems is to organize the nodes in a structure that allows for efﬁcient distributed
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matching and event dissemination.
4.2.3 Content-based Routing Protocols
As aforementioned, in the content-based model, events are deﬁned according to their prop-
erties and subscribers express their interests by indicating the type of content that they are
interested in, using some predicate language. For each incoming event, a content-based
router matches the event contents against the set of subscriptions to identify and route the
message to the (sub)set of interested consumers. Efﬁcient event dissemination in content-
based publish/subscribe systems is a challenging problem. Indeed, a system that uses an
inefﬁcient content-based routing protocol does not scale to large and dynamic subscriber
populations.
The simplest approach is to broadcast the event to all the forwarding nodes in the net-
work. In this approach, the router only needs to have the information about the subscrip-
tions of the consumers connected to it, if any. This solution is easy to be deployed and
does not require any speciﬁc organization of the nodes since each router forwards the event
to each of its neighbors. Obviously, this solution is not scalable and suffers from a high
message overhead. On the other hand, the routers only forward the events without ﬁltering
any message. Hence, the advantage of this solution is that no extra memory is required
because the nodes do not store any subscription information.
In order to cope with the message overhead, selective event dissemination algorithms
have been proposed to limit the event propagation only to the nodes storing matching sub-
scriptions and to reduce the amount of subscription information to be maintained by each
node. Selective event dissemination leads to scalable content routing, in the way that an
increase on the publisher/subscriber population will not have signiﬁcant impact in the per-
formance [12].
One example of selective event dissemination approach is SIENA [21], which attempts
to reduce the number of subscriptions in the forwarding nodes by exploiting the contain-
ment relationship (the term covering is also commonly used in the literature) among the
subscriptions. SIENA organizes the brokers in a spanning tree. The main originality is
in the subscription advertisement scheme, where subscriptions are propagated among the
brokers only if a subscription with a larger scope has not been propagated already.
Organizing the nodes such that only a subset of nodes stores the information of a certain
subscription and only a subset of nodes participates in the event dissemination, can lead to
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more scalable content-based routing. Furthermore, the routing process of an event typically
involves a large number of intermediary nodes, which sometimes act as forwarders and
have no interest in the event.
In order to disseminate quickly the events, subscribers can be organized based on their
interests (subscriptions), i.e., subscribers with similar interests are gathered together in the
overlay. As a consequence, this can save memory and bandwidth consumption [87]. Also,
if the subscribers participates in the event dissemination for the events that they are inter-
ested in, the number of messages during the event dissemination can be reduced. Thus, the
organization of the subscribers in the system has a strong inﬂuence on the routing accuracy,
i.e., the number of false positives (a peer receives a message that it is not interested in) and
false negatives (a peer does not receive a message that it is interested in) generated in the
system. False positives are not critical to the subscribers since they can ﬁlter out irrelevant
events. However, they affect the event dissemination performance; a high number of false
positives mean a high bandwidth and memory consumption. Conversely, false negatives
must be avoided as they affect the application consistency.
A straightforward approach for avoiding false positives and false negatives is to orga-
nize the subscribers in a tree structure according to containment relationships, such that the
subscription of a peer contains the subscriptions of its descendants.
Indeed, if an event matches the containee, it has to match the container (this guarantees
no false negatives); conversely, if it does not match the container, it cannot match the
containee (this guarantees no false positives). Figure 4.7 illustrates the containment graph
for a set of subscriptions.
A direct mapping of the containment graph to a tree structure [25] is often inadequate.
First, it requires a virtual root with as many children as subscriptions that are not contained
in any other subscription. Second, depending on the subscription workload, the resulting
tree might be heavily unbalanced with a high variance in the degree of internal nodes.
Another approach consists in building one containment tree per dimension and adding a
subscription to each tree for which it speciﬁes an attribute ﬁlter [6]. This solution tends to
produce ﬂat trees with high fan-out and generates a signiﬁcant number of false positives.
A good approach tries to combine the best of two worlds by organizing the nodes in
a bounded-degree height-balanced trees, while preserving the containment relationships
that ensure accurate content dissemination. To that end, we propose distributed extensions
of the R-tree index structures that will be presented in the next chapter. In the following
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Figure 4.7: Example of a containment graph for a set of subscriptions with two attributes:
symbol and volume.
sections, we present, respectively, the system model used in our studies and the overview
of R-trees, which our content-based routing approaches rely on.
4.3 System Model
In our work we consider two types of subscription representations: geometrical represen-
tation, where the subscriptions are represented in an n-dimensional space; and space ﬁlling
curves representation, where the subscriptions are mapped to a 1-dimensional space. Both
representations have already been adopted in some publish/subscribe systems (e.g., [112,
119] for geometrical and [79, 100] for space ﬁlling curves). In the next subsections we
detail both representations.
4.3.1 Spatial Filters
As most other content-based publish/subscribe systems, we assume that an event is a set of
attribute-value pairs. Each attribute has a name and a numeric or string value. A subscrip-
tion is a conjunction of predicates over the attribute values, i.e., S = f1 ∧ . . . ∧ fj , where
fi is deﬁned as a tuple fi = (ni opi vi) with ni the name of the attribute, opi an operator
(<, >, ≤, ≥, =, =, etc.), and vi a constant value. For example, a subscription expressed on
the attributes a and b may be of the form (vi < a < vj) ∧ (vk < b < vl).
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Figure 4.8: Sample subscriptions and events with two attributes. Si are subscriptions and
a, b, c and d events. Certain subscriptions are interested in the events a, b and c in contrast
to the event d that does not match any subscription.
Geometrically, these complex ﬁlters deﬁne poly-space rectangles in the Euclidean space.
So, a schema composed by n attributes may be represented in a Euclidean space of n dimen-
sions. The subscriptions correspond to rectangles and events to points. Figure 4.8 shows a
set of subscriptions and events deﬁned on a 2-dimensional space with two attributes. Note
that, if one attribute is undeﬁned, then the corresponding rectangle is unbounded in the
associated dimension. Also, if one attribute is composed by segments of a range value,
the subscription is represented as multiple rectangles (each rectangle is represented by the
coordinates of the upper left corner and the bottom right corner). In this case, we may
consider subscription merging if the subscriber does not desire to store all the rectangles,
instead the subscriber will store only the maximum and minimum coordinates of the poly-
rectangle that encloses all the rectangles at the price of a loss of accuracy (false positives).
Publish/subscribe systems can take advantage of the property of subscription contain-
ment in order to reduce the number of subscriptions stored at the forwarding nodes. Re-
ducing the number of subscriptions stored at the nodes allows a better usage of network
bandwidth and memory. In addition, the nodes will have fewer subscriptions to match
against the events, speeding up the event dissemination.
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Figure 4.9: Containment graph for the subscriptions of Figure 4.8.
Containment relationship. Containment relationship among subscriptions is deﬁned as
follows: subscription S1 contains another subscription S2 (written S1 
 S2) iff any event
Ei that matches S2 also matches S1. Conversely, we say that S2 is contained by S1 and we
write S2  S1.
Note that the containment relationship is transitive and deﬁnes a partial order. Geo-
metrically, subscription containment corresponds to the enclosure relationships between
the poly-space rectangles. Figure 4.9 shows the containment relationships for the sample
subscriptions in Figure 4.8.
4.3.2 Space Filling Curves
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Another representation approach is to map multi-dimensional subscriptions and events
in one single dimension using space ﬁlling curves (SFC). One transformation approach
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is the Hilbert space ﬁlling curves [60], which maps an n-dimensional space into a 1-
dimensional space while preserving the spatial proximity between the subscriptions. Stud-
ies have shown that the Hilbert curve outperforms other space ﬁlling curves in preserving
proximity [76].
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Figure 4.11: Hilbert curve approximation for the subscriptions of Figure 4.8 (k = 3).
The Hilbert SFC imposes a linear ordering, partitioning the Euclidean space into grid
cells and assigning a single integer value to each cell, thus one dimension. Given the kth
order of the curve, the Euclidean space is partitioned into 2k intervals in each of the n di-
mensions, generating 2kn cells (where k ≥ 1 and n ≥ 2). The kth order of an n-dimensional
Hilbert curve maps [0, 2k−1]n coordinates into [0, 2kn−1] integer values (see Figure 4.10).
Extending this notation, we may assume that each cell, for each dimension, is represented
by a range value instead a single value. Therefore, a set of coordinates circumscribed by
the grid cell is represented by a single integer value, i.e., the kth order of an n-dimensional
Hilbert curve maps [0, r2k − 1]n coordinates, where r is the same range value for each di-
mension, into [0, 2kn− 1] integer values. Using this notation, subscriptions are represented
as a set of integer range values and events as a single integer value. An example of Hilbert
representation from the sample subscriptions of Figure 4.8 is shown in the left hand side of
Figure 4.11. In this example, considering the subscription S4 represented as {(4, 4), (6, 6)},
using Hilbert SFC of order k = 3, S4 is represented in the form {[32, 36], [39, 40], [45, 46]}.
The curve approximation for k = 3 is shown in the right hand side of Figure 4.11.
Preserving proximity between the subscriptions in publish/subscribe systems helps to
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minimize the communication cost during event dissemination as similar subscriptions may
be placed near to each other in the system. In addition to that, the aforementioned contain-
ment relationship between subscriptions may be exploited in order to improve even more
the ﬁltering procedure.
Containment relationship. Containment relationship based on Hilbert SFC representa-
tion is deﬁned as follows: subscription S1 contains subscription S2 or S1 
 S2, iff for
every range of S2, this range is covered by the ranges of S1. Thus, if an event Ei matches
S2, it also matches S1. In the example shown in the left hand side of Figure 4.11, S4 is
represented in the form {[32, 36], [39, 40], [45, 46]} and S8 in the form {[34, 34]}. As the
range [34, 34] from S8 is covered by the range [32, 36] from S4, thus S4 
 S8.
4.4 R-tree Index Structure
R-trees [59] were ﬁrst introduced as a hierarchical structure in the context of database ap-
plications. The main idea is to organize dynamically a set of multi-dimensional geometrical
objects in order to quickly retrieve these spatial objects.
An R-tree is a height-balanced tree, where each node in the tree is represented by the
smallest poly-space rectangle, called minimum bounding rectangle (MBR), enclosing all
the rectangles in the subtree rooted by this node. Thus, the MBR of a leaf node is the
smallest rectangle that bounds the spatial object; and the MBR of a non-leaf node corre-
sponds to the smallest rectangle that surrounds all the MBRs of its children. In a database
context, the leaves point to the database objects. Note that, depending on the spatial objects
representation the MBRs may overlap or contain each other.
An R-tree is characterized by the following properties:
• Every non-leaf node has a maximum of M and at least m entries where m ≤ M/2,
except for the root.
• The minimum number of entries in the root node is two, unless it is a leaf node. In
this case, it may contain zero or one entry.
• Each entry in a non-leaf node is represented by (mbr,p), where the mbr is the MBR
that encloses the MBRs of its child node and p is the pointer to the child node. Each
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entry in a leaf node is represented by (mbr,oid), where the mbr is the MBR that
spatially encloses the object and oid is the pointer to the object.
• All the leaf nodes are at the same level.
• The height of an R-tree containing N index records is logm(N) − 1, where m is
the minimum number of entries.
• The maximum number of nodes is the sum of the maximum number of nodes per
level, i.e.,
∑hmax
i=1 N/mi = N/m1+ N/m2+ . . . + 1.
• The worst space utilization for each node, except the root, is m/M .
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Figure 4.12: R-tree for the subscrip-
tions of Figure 4.8.
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Figure 4.13: Spatial representation
of the R-tree of Figure 4.12.
In an R-tree structure, the actual objects are only stored at the leaves of the tree and
internal nodes only maintain MBRs. An R-tree constructed from the sample subscriptions
of Figure 4.8 is shown in Figure 4.12 (for m = 1 and M = 3) and its spatial representation
in Figure 4.13.1 Note that all subscriptions are stored at the leaves and the role of internal
nodes B1, . . . , B6 is to keep track of the bounding rectangles that contain their descendants.
In distributed settings, internal nodes must be managed by speciﬁc peers in the system.
1For simplicity, we illustrate an example with m = 1. However, in practice m is greater than 2.
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An R-tree is completely dynamic; insertions and deletions of entries may be executed
at any time and interleaved with searches. At each new insertion or deletion of an entry, the
tree is locally reorganized, thus no periodic reorganization is required.
Search. The query search starts from the root and follows downwards the tree according
to the MBRs. Thus, considering a query q, the search is forwarded to the child c of the node
n where n.mbr encloses q. Since MBRs may overlap or contain each other, depending on
the tree structure, a search may visit more than one subtree. Moreover, representing spatial
objects through MBRs may generate false alerts during the search procedure since most of
times there is a dead space (i.e., the area between the MBRs that are not enclosed by them)
between the MBR of a node and the MBRs of its children. In addition, these false alert
regions may be propagated upwards the tree. Therefore, the tree organization, i.e., how the
entries are grouped is very important in order to minimize these false alert regions.
Insertion. Insertions in the R-trees are also propagated from the root to an appropriated
leaf node where the new entries will be accommodated. When an entry is inserted, all
the nodes on the path to the root must update their MBRs; as they may be extended to ﬁt
the new entry. Since the nodes may have maximum M entries, if the leaf node is already
full, the node is split into two nodes. One child node remains with its parent and the other
node will have a new parent. The split is propagated upwards the tree updating the MBRs
and splitting non-leaf nodes that become full. Thus, the choice of which branch the new
entry is inserted and how the splitting takes place inﬂuence the total area of the MBR and
as a result, the number of false alerts. In the following subsections, we present different
variants of R-trees that try to improve the tree structure through different insertion and
splitting strategies.
Deletion. When an entry is deleted from a node, the R-tree must be updated in order to
guarantee the minimum number of entries m. If after the deletion, the node has too few
entries (less than m) then this node is eliminated and all the remaining entries are reinserted
in the tree. The node elimination is propagated upwards the tree, as necessary. In addition,
all the MBRs must be updated within the path to the root since it may become smaller.
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4.4.1 R-trees: Linear, Quadratic and Exponential Method
In R-trees the choice of the branch in which the new entry will be accommodated is based
on the coverage area of the MBR, i.e., the entry is inserted into the node whose MBR needs
the smallest enlargement to include the new entry. Minimizing the coverage is important in
order to minimize the dead space between MBRs, which may generate false alerts. How-
ever, upon an insertion of a new entry, if the children’s set becomes contains more than M
entries, the children set must split. There are three strategies, in the R-trees, for splitting an
overﬂowing node:
• The linear method chooses two children from the overﬂowing node, such that they
are as far as possible, and places each one in a separate node. For each remaining
child picked randomly, it is assigned to the node whose MBR will increase the least
due to the addition. This method takes linear time.
• The quadratic method chooses two children from the overﬂowing node such that the
union of their MBRs would waste the most area and then place each one in a separate
node. The remaining MBRs are examined, and the one whose addition maximizes
the difference in coverage between the MBRs associated with each node, is added to
the node whose coverage is minimized by the addition. This method takes quadratic
time.
• The exponential method tests exhaustively all possible groupings and the best two
groups are chosen with respect to the smallest MBR enlargement. This method takes
exponential time.
Guttman [59] suggests that the quadratic method offers a good compromise to achieve
reasonable search performance. For comparison purposes, in our work, we consider only
the linear and quadratic methods. Furthermore, as will be shown, in the context of pub-
lish/subscribe the quadratic method also gives better results compared to the linear method.
4.4.2 R*-trees
R∗-trees [14] were proposed in order to improve the performance of R-trees. As previously
discussed, R-trees tend to minimize the coverage of the MBRs. R∗-trees combine coverage,
overlap and margin of each enclosing MBR to achieve a better search performance. As
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Figure 4.14: Example of splitting
method in R∗-trees for M = 3. En-
try S8 is inserted in the children set
of B2, thus the children set splits.
⇒ m=1
5 S2 S4S1
1B B B2 3
S6 S7S8
S3
level 0
level 1
M=3
S
Figure 4.15: The children S2, S4 and
S8 remains in the children set of B4
and S3 is reinserted in the tree. In
this case, S3 becomes child of B3.
aforementioned, minimizing the coverage implies minimizing the dead space. Minimizing
the overlap between the MBRs avoids that a search query visits several branches of the
tree. The last criterion is to minimize the margins, i.e., minimize the sum of the lengths
of the MBR edges. Considering a ﬁxed area, a square is supposed to have the smallest
margin. Thus, in order to minimize the margins, the shapes of the MBRs are approximate
the quadratic shape and propagated to upper levels since quadratic objects may be packed
more easily. Whatever parameter is chosen, they all have an impact on the number of
false alerts that may be generated during a search query. Conversely, these criteria may
be contradictory. Minimizing the margins in order to have more the shapes of the MBRs
closer to a quadratic shape, may increase the overlap between them. On the other hand,
minimizing the coverage and overlap may change the shape of the MBRs, thus increasing
their margins.
Upon the insertion of a new entry, the choice of which branch the entry will be for-
warded to is based on coverage and overlap. As in R-trees, the insertion starts from the
root and is forwarded to the node that needs the smallest enlargement of its MBR to in-
clude the new entry. This procedure is repeated until the last non-leaf node. In order to
include the new entry in a leaf node, the R∗-tree insertion algorithm examines the overlap
between MBRs, i.e., the selected node is the one whose MBR enlargement leads to the
smallest overlap increase between the MBRs of the leaf nodes.
In case the node cannot accommodate the new entry because it already has M entries,
the node will split. However, instead of splitting immediately, this variant keeps a certain
fraction of entries (that is greater than m) in the node and, the remaining entries are rein-
serted in the tree. As the insertion is non-deterministic, the new entries may be allocated
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to a more suitable node. In spite of that, reinsertion is costly, thus only one reinsertion per
level is allowed. If a reinsertion already took place and the node overﬂows, in this case the
node will split, creating two new nodes. To determine the entries distribution among the
two nodes, R∗-trees evaluate a good compromise between coverage, overlap and margin
of the MBRs. Figures 4.14 and 4.15 illustrates an example of the split method for a tree
(where m = 1 and M = 3) built from the set of subscriptions of Figure 4.8 (the subscrip-
tions S9 and S10 were not inserted in the tree at this stage). In order to allocate the new
subscription S8, the children of node B2, already with 3 entries, must split. The entries S2,
S4 and S8 are kept in its children set, and subscription S3 is reinserted in the tree ﬁnding a
better position as a child of B3.
4.4.3 Hilbert R-trees
Hilbert R-trees [64] are another variant of R-trees, which impose an ordering on the nodes
at the same level in order to improve the proximity of the children set. This variant is based
on Hilbert space ﬁlling curves [60], which preserve the proximity of the spatial objects.
The entries at the non-leaf nodes store, in addition, a Hilbert value. The Hilbert value
(hv) is computed from the center coordinate of the MBR of the node and it is only calcu-
lated for the leaf nodes. Every non-leaf node is represented by (mbr, p, hv), where mbr is
the MBR that encloses the MBRs of its child node, p is the pointer to its child node and hv
is the largest Hilbert value among the entries of its child node. Entries at the leaf-nodes are
represented in the same manner as in R-trees, by (mbr, oid). Hence, each non-leaf node
only keeps track of the largest Hilbert value of its subtree and it does not recalculate it. The
Hilbert R-tree variant, with respective Hilbert values, built from the sample subscriptions
of Figure 4.8 is presented in Figure 4.16 (for m = 1 and M = 3).
The insertion of a new entry differs signiﬁcantly from the other variants as it does
not try to minimize the coverage of the MBRs, but it is based only on the Hilbert values.
Before starting the insertion procedure, the Hilbert value is calculated from the centroid of
the MBR of the new entry. Then, this Hilbert value is used to guide to which subtree the
new entry will be forwarded. At each level, the chosen subtree is the one which the node
has the smallest Hilbert value that is larger than the Hilbert value of the new entry. When a
leaf node is reached, the new entry is inserted in the correct order according to the Hilbert
values of the children. In addition, the internal nodes are also ordered by their hv. In this
way, the ordering of the nodes at each level of the tree is guaranteed. Note that, when the
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Figure 4.16: Hilbert R-tree for the subscriptions of Figure 4.8.
update is propagated upwards the tree, not only the MBR is updated but, as well, the largest
Hilbert value.
When a node overﬂows, the node does not split immediately, but some of its entries are
allocated to sibling nodes. Only if all the sibling nodes are full then the split takes place.
Considering s sibling nodes that are full, the split procedure results on s + 1 nodes. Where
the split will happen depends only on the Hilbert values. Thus, as the nodes are ordered
by their Hilbert values it is only necessary to determine the split point in order to distribute
evenly the entries among the s + 1 nodes.
In this variant, the deletion procedure also uses the concept of sibling nodes. After
deleting an entry, if the node becomes underﬂow it takes some entries from the sibling
nodes. In case all the sibling nodes underﬂow, they will be merged.
4.5 Conclusion
Publish/subscribe is an appealing communication primitive for large scale dynamic net-
works due to the loosely coupled interaction between the participants. In this paradigm,
publishers produce events and subscribers express their interests through subscriptions;
any event matching the subscription is delivered to the corresponding subscriber.
Unlike conventional routing, where packets are routed based on a set of attributes such
as IP addresses and port numbers, publish/subscribe systems route their messages based on
topics or on a representation of their content [45]. In topic-based systems, clients subscribe
to individual topics and events published on a speciﬁc topic are forwarded to all clients
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participating in this topic. The content-based systems provide a ﬁner granularity, where
subscribers specify their interests based on event contents. The topic-based approach lacks
of expressiveness, but it can be implemented very efﬁciently. On the other hand, content-
based publish/subscribe is more expressive and ﬂexible, but it requires more sophisticated
protocols.
Traditional solutions for content routing are usually based on a ﬁxed infrastructure of
reliable brokers. While subscriptions are dynamic, the event routing structure remains
mostly static. This approach limits the scalability and routing accuracy with the increase
and dynamism of subscription populations. Moreover, this solution introduces single point
of failures and bottlenecks.
Another approach to content routing is to design it with a free of brokers infrastructure,
and organize subscribers and publishers in a peer-to-peer overlay through which messages
ﬂow to interested parties. Several designs of peer-to-peer publish/subscribe systems were
proposed [23, 58, 124, 126]. The main advantage of these approaches is their scalability, al-
though most of them suffer from the loss of accuracy (apparition of false negatives or false
positives). Hence, for such approaches to be efﬁcient, the overlay must: avoid false nega-
tives (a subscriber failing to receive a message it is interested in); minimize the occurrence
of false positives (a subscriber receiving a message that it is not interested in); self-adapt to
the dynamic nature of the systems, with peers joining, leaving, and failing; and maintaining
the overlay balanced in order to provide a publication service time logarithmic in the size
of the network.
In the next chapters, we present our Distributed R-trees and Distributed Hilbert R-trees
approaches, which address the limitations of content routing in publish/subscribe systems.
Our approaches extend R-trees to construct a peer-to-peer overlay for selective dissemina-
tion of information.
CHAPTER
5 Distributed R-trees
5.1 Introduction
In this chapter, we present the Distributed R-tree (DR-tree) overlays [15, 16] that are based
on R-trees [59] and R*-trees [14] to construct a peer-to-peer network optimized for selec-
tive dissemination of information. Distributed R-trees are a class of content-based pub-
lish/subscribe overlays where subscribers and publishers are organized in peer-to-peer bal-
anced structures based only on their interests.
Our overlays achieve the efﬁciency through: 1) organizing subscribers in a distributed
and completely decentralized virtual balanced tree, based on the containment relationship
of the subscriptions; 2) disseminating quickly the events in the system and minimizing the
message overhead; 3) providing a zero risk of false negatives and maintaining a low level
of false positives; 4) including self-stabilizing protocols [15] that guarantee consistency
despite failures and rapid changes in the peer populations.
Section 5.2 presents the design of our peer-to-peer stabilizing overlays and extends
them to embed publish/subscribe systems with complex spatial ﬁlters. Our overlays guar-
antee subscription and publication times that are logarithmic in the size of the network.
They are self-organized in a balanced tree with a per node polylogarithmic memory cost.
In Section 5.3 we propose self-stabilization algorithms for our overlays. We show that
the recovery time in face of joins/leaves or memory corruptions is also logarithmic in the
size of the network. We also prove that our overlays remain correct in spite of transient
faults, joins, and leaves, and we analytically study its resistance to churn.
Finally, the Section 5.4 concludes the chapter.
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5.2 Distributed R-trees
In this section we extend the R-tree index structures to peer-to-peer content-based spatial
ﬁlters. That is, subscribers self-organize in a balanced virtual tree overlay based on the se-
mantic relations between their subscriptions. We refer to the resulting distributed structure
as DR-tree. In order to simplify the presentation we consider that each ﬁlter is a rectangle
and can be represented using coordinates in a two dimensional event space. The extension
to complex ﬁlters represented with poly-space rectangles is straightforward.
5.2.1 Overlay Organization
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S2 M=3
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root
Figure 5.1: DR-tree for the subscriptions of Figure 4.8.
In our peer-to-peer content-based routing overlay, every peer or subscriber subscribes
for certain interest, may or not publish events and may participate in the event routing.
These subscriptions are mapped onto a logical balanced tree, called DR-tree, in the way
that every peer is responsible for, at least, a leaf node of the logical tree, which stores its
subscription. In case of a peer registering multiple subscriptions, the peer may choose
between being responsible for multiple leaf nodes in the overlay or compute the MBR of
the set of subscriptions to register as a single subscription. Depending on the nature of a
peer’s subscription (also called ﬁlter), it may be responsible also for internal nodes of the
tree. In this case, the peer has not only the role of subscriber, but also of router participating
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Figure 5.2: Communication links between the peers/subscribers in the system for the of
subscriptions of Figure 5.1.
in the event dissemination. A subscriber responsible for an internal node of the tree ﬁlters
events for all subscribers responsible for internal nodes in its subtree. In order to maintain
the balanced nature of the tree, such a subscriber is responsible for an internal node at each
level of its subtree. More precisely, an internal node p is recursively its own child in the
subtree rooted by p. Therefore, a peer may have different children sets for each level where
it is responsible for an internal node and, thus may have to maintain more than one parent
link and children set.
Considering again the sample subscriptions of Figure 4.8, a possible logical organiza-
tion of the subscriptions in the system is shown in Figure 5.1. Some subscriptions are both
leaves and internal nodes of the DR-tree. The choice of which subscriptions are promoted
as internal nodes will be discussed shortly. The DR-tree has a single virtual root (subscrip-
tion S2) that appears at all levels. The physical organization of the subscribers is shown in
Figure 5.2. Each node is neighbor of its children and parent in the DR-tree.
Events ﬂow through the tree according to the MBR value of the nodes at each level: an
internal node forwards the event to each of its children whose MBR contains the event. An
event produced by a node n is disseminated along the interested subtrees for which n is the
root; further, it is propagated upwards the root of the DR-tree and down to every sibling
subtree encountered on the path to the root. Thus, event dissemination may start from any
node in the tree. Consider for instance the production of the event b (see Figure 4.8) by the
peer associated to the subscription S7 in the DR-tree of Figure 5.1. The instance of node
S7 at level 2 sends the event down to child S3 as its subscription matches the event, and
upwards to S2. Node S2 checks if the event is contained by the MBR of any of its children
at levels 0 and 1 and, as this is not the case, does nothing. Therefore, the event is received
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only by S3, S7, and S2, thus producing no false positive and transmitting only 2 messages.
DR-tree structures guarantee that no false negative occurs during event dissemination,
i.e., every subscriber receives the events it is interested in. However, the organization of the
subscribers has a strong inﬂuence on the routing accuracy and the number of false positives
in the system. It is, therefore, essential to organize the nodes carefully so as to minimize
the occurrence of false positives. To this end, we organize the subscriptions in the DR-tree
structure while preserving existing containment relationships. In particular, we want to
preserve the following property:
Property 5.2.1 (Weak Containment Awareness) Given two ﬁlters S1 and S2 with S1 
S2, then (the topmost instance of) S1 is not an ancestor of (the topmost instance of) S2 in
the DR-tree.
This property guarantees that a containee ﬁlter will not be a parent of a container ﬁlter,
as it would degrade routing accuracy. In addition, it is desirable to implement a stronger
variant of the containment awareness property:
Property 5.2.2 (Strong Containment Awareness) Given two ﬁlters S1 and S2 with S1 
S2, then either (the topmost instance of) S2 is an ancestor or sibling of (the topmost instance
of) S1 in the DR-tree, or there exists S3 such that S1  S3, S2  S3, S3  S2, and (the
topmost instance of) S3 is an ancestor or sibling of (the topmost instance of) S1 in the
DR-tree.
This property would ensure that a containee ﬁlter is a descendant of its containers.
Because of the height-balancing mechanism, it might not be possible to register a containee
deep enough in the tree as child of one of its container; in that case, it can be inserted as
a sibling of the container. The second clause of the property deals with the case of a ﬁlter
having two container ﬁlters that do not cover each other (remember that the containment
relationship is a partial order). Therefore, the containee may become a descendant of either
of its container. This case is illustrated in Figure 4.8, with S10 being contained in both S2
and S9. The DR-tree of Figure 5.1 preserves the strong containment awareness property
but, in the general case, the order of node insertion and removal may lead to sub-optimal
conﬁgurations in which this property is occasionally violated.
In order to preserve the containment awareness properties and minimize the likeliness
for false positives, we elect as root of a subtree the node whose current MBR is largest,
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Figure 5.3: Principle of root election. In all cases, S1 is the best candidate to be elected as
root.
i.e., which provides most coverage over the MBR of the new root. If one ﬁlter covers all
the others, then it trivially becomes the new root (case 1 in Figure 5.3): the containment
awareness properties are preserved and there is no occurrence of false positives. If ﬁlters
intersect or are disjoint, we elect the node with the largest MBR (cases 2 and 3 in Figure 5.3)
in order to minimize the size of the area corresponding to false positives. As we shall
discuss later, it might be desirable to not elect the node with the largest MBR when the
distribution of events in not uniform.
5.2.2 Overlay Maintenance
Data Structures. Each node p in the overlay maintains constant non-corruptible data
representing its subscription:
filterp = Sp = ((xp, yp), (xp, yp))
where xp and yp represent the minimal abscissa/ordinate, and xp and yp the maximal ab-
scissa/ordinate of the rectangle that circumscribes the ﬁlter. Additionally, each node p
maintains the following variables:
• C lp is the children set of p at level l. This set is periodically updated upon insertion
of new subscriptions or existing children leave the structure at level l.
• mbrlp = ((xlp, ylp), (xlp, ylp)) represents the minimum bounding rectangle that includes
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all the MBRs of all children at level l, and is computed as:
mbrlp = (((min
q∈Clp
(xl+1q ),min
q∈Clp
(yl+1
q
)), (max
q∈Clp
(xl+1q ),max
q∈Clp
(yl+1q )))
The MBR of a leaf node is identical to its subscription.
• parentlp is the parent of node p at level l in the tree. The parent of the DR-tree root
node is the node itself.
Joins. We assume that, at connection time, a subscriber (responsible for the node q) in-
vokes an oracle that accurately provides a subscriber responsible for a node already in the
structure (Figure 5.6). The join process may start from any node, but the odds of ﬁnding a
good position for the new subscription are best when starting from the root. Therefore, the
subscription is recursively redirected upward the tree until it reaches the root. The detailed
pseudo-code of the join process is shown in Figures 5.4 and 5.5. The implementation of
functions ChooseBestChild (select the subtree in which to insert a new node) and SplitNode
(separate a leaf set into two sets and return both parents) are not shown as they depend on
the splitting method and type of structure being used. As we have previously presented,
DR-trees support three R-tree variants: linear, quadratic, R*.
Upon reception of a connection request, a node s already in the structure chooses in its
children set the child whose interests are closest to the new subscription (as determined by
comparing MBRs). In addition, it pushes the request to the chosen child. This downward
propagation process stops at the last non-leaf level (lines 1-6 in Figure 5.5). Having neigh-
bors with similar interests helps minimize the occurrence of false positives. Our DR-tree
structures support two variants for selecting the best branches when traversing down the
tree to register a new subscription: 1) R: we choose the subtree that needs the least enlarge-
ment of its MBR to insert the new subscription; upon tie, we select the subtree with the
smallest MBR [59]; 2) R∗: we proceed as above until we reach the last non-leaf nodes;
then, we insert the new subscription in the node that needs the least overlap enlargement;
upon tie, we select the node whose MBR needs the least area enlargement [14].
Assume that the join request reaches node p at the last non-leaf level. If the number of
children alive of p is less than M , then p adds the new subscription q to its children set and
it adjusts its MBR in order to include the new subscription. In case of MBR adjustment, p
pushes the update upwards until it reaches the root (lines 7-10 in Figure 5.5). On the other
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1: ComputeMBR(p, l) ≡
2: mbrlp ← ((min
q∈Clp
(xl+1q ),min
q∈Clp
(yl+1
q
)), (max
q∈Clp
(xl+1q ),max
q∈Clp
(yl+1q )))
3: IsBetterMBR(p, q, l) ≡
4: return |mbrl+1q | > |mbrl+1p |
5: IsGoodMBR(p, l) ≡
6: return mbrlp = ((min
q∈Clp
(xl+1q ),min
q∈Clp
(yl+1
q
)), (max
q∈Clp
(xl+1q ),max
q∈Clp
(yl+1q )))
7: ChooseBestParent(p, l) ≡
8: select q ∈ Clp,mbrl+1q = max|mbrl+1Clp |
9: parentlq ← parentlp
10: forall s ∈ Clp do parentl+1s ← q
11: Clq ← Clp
12: ComputeMBR(q, l)
13: AdjustParent(p, q, l) ≡
14: if IsBetterMBR(p, q, l) then
15: parentlq ← parentlp
16: forall s ∈ Clp do parentl+1s ← q
17: Clq ← Clp
18: ComputeMBR(q, l)
19: if ¬ IsRoot(q, l) then
20: AdjustParent( parentlq, q, l − 1)
21: else if ¬ IsGoodMBR(p, l) then
22: ComputeMBR(p, l)
23: if ¬ IsRoot(p, l) then
24: send CHECK MBR(l − 1) to parentlp
25: AdjustChildren(p, q, l) ≡
26: mbrlp ← mbrlp
⋃
mbrq
27: Clp ← Clp
⋃{q}
28: parentl+1q ← p
Figure 5.4: Functions used by the Join, Leave, and Repair modules
hand, if the children set is bigger than M , p executes a split-children module that divides
its children set in two groups, each having at least m elements (note that m must be chosen
such that M ≥ 2m). The invocation of this module aims at preserving the maximal and
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1: upon receive JOIN(q, l) at node p at level l
2: n ← ChooseBestChild(p, filterq, l)
3: if ¬ IsLeaf(n,l + 1) || (lp = l) then
4: send JOIN (q, l + 1) to n
5: else
6: send ADD CHILD (q, l) to p
7: upon receive ADD CHILD(q, l) at node p
8: if |Clp| < M then
9: AdjustChildren(p, q, l)
10: AdjustParent(p, q, l)
11: else
12: (left, right)← SplitNode( p, q, l)
13: if IsRoot(left, l) then
14: CreateRoot(left, right)
15: else
16: send ADD CHILD (right, l − 1) to parentlleft
Figure 5.5: Join Phase requested by q and executed at node p
1: upon receive INITIATE NEW CONNECTION at l
2: send INITIATE NEW CONNECTION to q,∀q ∈ Clp
3: parentlp ← p
4: send JOIN (p, new level) to GetContactNode(p,&new level)
Figure 5.6: (Re)connection of node p
the minimal bounds on the nodes degrees (lines 11-16 in Figure 5.5). One of the subtree
returned by the split procedure stays as a child of the node p, and this process adjusts its
MBR, accordingly. A new root is created for the other subtree and is pushed backwards
to p’s parent. If the size of the parent’s children set is less than M , then the parent adds
the new root of the subtree to its children list. Otherwise, the parent recursively invokes
the split-children module. Note that this process eventually stops with the split of the root,
which generates the creation of two subtrees and the election of a new root.
DR-tree structure supports three original methods for splitting a children set, as pre-
sented in the previous chapter:
• The linear method [59] chooses two children from the overﬂowing node such that
they are as far apart as possible and assign the remaining children, randomly chosen,
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to the nodes based on the MBR coverage.
• The quadratic method [59] chooses two child seeds such that the union of their
MBRs would generate the largest dead space area. The remaining nodes are assigned
also based on the MBR coverage, but not randomly.
• The R*-tree splitting method [14] attempts to reduce not only the coverage, but also
the overlap. Instead of just splitting the node when it overﬂows, it also tries to allocate
some entries to a better suited node through reinsertion.
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Figure 5.7: Example of the join procedure (using quadratic splitting method) for the set of
subscriptions of Figure 4.8.
Figure 5.7 illustrates an example of the join procedure of node S9 for the subscriptions
of Figure 4.8. The new subscription S9 is pushed downwards the tree according to the
MBR coverage until it reaches the last non-leaf node S7. Since S7 has already 3 children,
its children set should split (based on quadratic method) in order to allocate the new sub-
scription. Thus, the node S7 keeps in its children set the nodes S3, S6 and itself, and the
node S9 is added in a different children set with parent S9 as well. The new parent S9
is pushed upwards in the tree level. Thus, the children set of the root S2 also must split
once it overﬂows with the new parent S9. Finally, two children set rooted by S1 and S2,
respectively, are created.
Controlled Departures. We now describe the repair algorithm (Figure 5.8, 5.9 and 5.12)
executed whenever a subscriber leaves properly the system by sending a LEAVE message to
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1: RepairChildren(q, l) ≡
2: n ← parentlq
3: Clq ← Clq \ {q}
4: if |C lq| < m then
5: send INITIATE NEW CONNECTION to all s ∈ Clq
6: parentlq ← ∅
7: else
8: ChooseBestParent(q,l )
9: if n = q ∧ ¬ IsRoot(q,l) then
10: RepairChildren(q, l − 1)
Figure 5.8: Repair the subtree of leaving node q
1: upon receive LEAVE(q, l) at node p
2: if p = q then
3: RepairChildren(q, height)
4: send LEAVE(q, l − 1) to parentlq
5: else
6: send CHECK STRUCTURE(l) to p
Figure 5.9: Leave Phase executed at node p
the parent p of its topmost instance q in the DR-tree (Figure 5.9) and executing RepairChil-
dren (Figure 5.8). Upon receiving a leave message, p checks its children set (lines 2-3 in
Figure 5.12). Since the size of the children set may drop below m after q leaves, the subtree
that contains the departing node q must be repaired. In this case, the children set must be
reinserted in the tree. Hence, for each child of p, the whole subtree rooted by this child
is reinserted in the tree at the same level l and p is removed from the tree (lines 11-15 in
Figure 5.12). On the other hand, if the size of the children set remains between m and
M , the MBR of p must be updated since it may become smaller (lines 26 in Figure 5.12)
and it may happen that another node (part of the p’s children set) exchange position with p
(lines 16-19 in Figure 5.12). After updating its children set and its MBR, the node p sends
a message CHECK STRUCTURE to its parent. This process is recursively redirected upward
the tree until it reaches the root.
Since the leave message is sent to the parent p of the topmost instance of q, the subtree
rooted at q must be repaired as well. Therefore, before q leaves the system, it checks each
of its children set at each level starting from the leaves. If the children set will become
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smaller than m, when q leaves, it sends a INITIATE NEW CONNECTION message for each
child (lines 4-6 in Figure 5.8). Otherwise, a new parent must be elected and updated on the
path to the node p (lines 7-10 in Figure 5.8). Note that the MBRs are also updated.
An example of the leave procedure is shown in Figure 5.10. Upon the departure of node
S9, the children sets in the right subtree become less than 2. Note that the DR-tree in this
example has m = 2 and M = 4. In this way, the node S10 and the subtree rooted by S7 are
reinserted in the tree.
5S1 S2 S4 S8
S2
S10
M=4
m=2
S7
<2C
S9
<2C
S1 S S7 92S
root
S2 7
S
S
3 S6 S7 S9S
S1 2S S7
S2 M=4
m=2root
S5S1 S2 S4 S8 S10 S3 S6 S7
Figure 5.10: Example of the leave procedure for the set of subscriptions of Figure 4.8.
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Figure 5.11: Example of the dynamic reorganization for the set of subscriptions of Fig-
ure 4.8.
Dynamic Reorganizations. There are two situations where nodes may dynamically re-
organize to improve the accuracy of the underlying DR-tree structure. First, each internal
node in the tree periodically checks if it is the best cover for subtree, i.e., if it has the biggest
104 CHAPTER 5. DISTRIBUTED R-TREES
MBR of the children set. If one of its children provides better coverage (e.g., because its
MBR has grown after the insertion of a new node), then the nodes exchange their positions.
This scenario can occur during join, splitting, and if the tree is corrupted (to be discussed
later).
Second, under biased event workloads, it may happen that the organization of the DR-
tree (computed statically so as to minimize MBR coverage) may perform poorly because
small false positive regions are hit by many events while larger areas see none. If a child
is interested in many events that its parent does not care about, then both nodes exchange
their positions.
An example of dynamic reorganization upon join of the node S7 is illustrated in Fig-
ure 5.11. Since S7 provides better coverage than S6, they change positions and S7 becomes
the new parent of the subtree.
5.3 Self-stabilizing Distributed R-trees
The implementation of publish/subscribe systems in dynamic environments where con-
tinuous service has to be guaranteed despite churn (frequent connections/disconnections)
requires self-stabilizing algorithms in order to ensure correct operation in all circumstances.
The occurrence of faults can change the state of the system. Thus, the self-stabilization
algorithm (the concept was ﬁrst introduced by Dijkstra [41]) is responsible to converge
from any arbitrary state to the desired behavior in a ﬁnite number of steps [42]. In con-
trast to that, upon transient faults, a system that is not self-stabilizing may never leave the
illegitimate state.
Therefore, self-stabilizing publish/subscribe systems can automatically recover after
transient faults (e.g., node’s failure, message losses or corruption). Many self-stabilizing
algorithms for publish/subscribe systems have been proposed in the literature [62, 63, 78,
99, 115]. Similar to our work, [34] proposes a reconﬁgurable publish-subscribe system
over a tree-based distributed hash table in order to cope with nodes failures in dynamic
environments. In the following we present our self-stabilization algorithms for our DR-tree
overlays.
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1: upon receive CHECK STRUCTURE(l) at node p
2: while ∃s ∈ Clp, parentl+1s = p do
3: Clp ← Clp \ {s}
4: if IsRoot(p, l) then
5: if |C lp| = 1 then
6: s ∈ Clp do parentl+1s ← ∅
7: else
8: if  ∃s ∈ Clp, s = p then
9: ChooseBestParent(p,l)
10: else
11: if |C lp| < m then
12: send INITIATE NEW CONNECTION to all s ∈ Clp
13: t ← parentlp
14: parentlp ← ∅
15: send CHECK STRUCTURE(l − 1) to t
16: else
17: if  ∃s ∈ Clp, s = p then
18: ChooseBestParent(p,l)
19: send CHECK STRUCTURE(l − 1) to parentlp
20: if |C lp| > M then
21: (left, right)← SplitNode( p, q, l)
22: if IsRoot(left, l) then
23: CreateRoot(left, right)
24: else
25: send ADD CHILD (right, l − 1) to parentlleft
26: CHECK COVER(l) to p
Figure 5.12: Repair DR-tree structure at node p
5.3.1 Overlay Stabilization
The overlay stabilization process implements the self-stabilization of the mbr variables
and the tree structure, and checks that the overlay respects the DR-tree speciﬁcation. This
veriﬁcation is performed periodically due to the dynamism of the environment. That is, at
each node in the DR-tree, the following events are triggered periodically at each level of
the tree: CHECK MBR, CHECK COVER, CHECK PARENT, CHECK STRUCTURE. Note that
the time interval that the events are triggered may be adapted according to each level, i.e.,
nodes situated at high level may trigger the events more often than the leaf nodes once the
peers responsible for these nodes have higher degree.
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Correction of the MBR values. In a correct state, the MBR of a leaf node equals its
ﬁlter while the MBR of a non-leaf node is the smallest rectangle that covers the MBRs
of its children. Upon the reception of a CHECK MBR event at level l, each node checks
the correctness of its MBR value and repairs it in case of anomaly (see Figure 5.13). In
case of MBR update, the node sends the CHECK MBR message to its parent at level l − 1
and the message is recursively propagated upwards the tree until it reaches the root (lines
9-10 in Figure 5.13). This propagation is optional in the algorithm. If the rate of fails in
the structure is high, then the event is frequently executed at all levels, consequently, the
propagation of the event becomes redundant.
1: upon receive CHECK MBR(l) at node p
2: update ← false
3: if IsLeaf(p, l) ∧mbrlp = filterp then
4: mbrlp ← filterp
5: update ← true
6: if ¬ IsLeaf(p, l) ∧¬IsGoodMBR(p, l) then
7: ComputeMBR(p, l)
8: update ← true
9: if ¬ IsRoot(p, l) ∧ update then
10: send CHECK MBR(l − 1) to parentlp
Figure 5.13: Repair MBR at node p
Correction of the cover. Due to somemodiﬁcations in the tree structure, a child of a node
may better cover the node subtree than the node itself because the child has a bigger MBR
than the node at the same level. In that case, the node and the child exchange their roles.
Also, the MBR of the new parent must be updated, as well as the MBRs and the parents
of all ancestor nodes on the path to the root. This correction is performed by the module
proposed in Figure 5.14. Note that the update of the ancestors (lines 10-11 in Figure 5.14)
is necessary only in stable environments where the event is not triggered frequently.
Correction of the DR-tree structure. Transitory faults or uncontrolled departures may
have a dramatic impact on the DR-tree structure. Therefore, we reinforce the system by
adding modules that deal with the different scenarios of corruption. The DR-tree structure
is corrupted if: (a) the parent or the children set is corrupted (i.e., the parent does not appear
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1: upon receive CHECK COVER(l) at node p
2: if ∃q ∈ Clp, IsBetterMBR(p, q, l) then
3: if ¬ IsRoot(p, l) then
4: parentlq ← parentlp
5: else
6: parentlq ← q
7: forall s ∈ Clp do parentl+1s ← q
8: Clq ← Clp
9: ComputeMBR(q, l)
10: if ¬ IsRoot(q, l) then
11: AdjustParent(parentlq, q, l − 1)
Figure 5.14: Repair Cover at node p
in the parent variable of its children or it does not appear in the children list of its parent);
(b) the size of the children set drops under the limit m or becomes bigger than M . Each
one of these situations is corrected by one of the modules shown in Figures 5.12 and 5.15
as explained in the following. Note that the insertion of new nodes in the structure cannot
create corruptions of the DR-tree state.
A transient fault may corrupt the parent variable. In order to stabilize the DR-tree
structure in this respect, each node veriﬁes via module 5.15 if it appears in the list of
children of its parent and if it has a parent. If that is not the case, then the node initiates a
join process. Note that the node will be reinserted in the tree at the same level.
1: upon receive CHECK PARENT(l) at node p
2: if p ∈ Cl−1
parentlp
||GetParent(p, l) = ∅ then
3: send JOIN (p, l) to GetContactNode(p, l)
Figure 5.15: Repair Parent at node p
By speciﬁcation, each node has to have between m and M children. In order to avoid
underloaded (less than m children) or overloaded (more than M children) nodes resulting
in an imbalanced tree, each node veriﬁes periodically if its structure is correct by executing
CHECK STRUCTURE. Thus, when a children set drops below m, due to uncontrolled de-
partures, the children set is reinserted in the tree (lines 11-15 in Figure 5.12). On the other
hand, if the children set becomes bigger than M , the parent splits the children set as in the
join phase (lines 20-25 in Figure 5.12).
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Persistent event dissemination. During the reorganization of the tree events may not be
delivered to interested parties due to controlled/uncontrolled departures. In order to im-
prove the reliability of the message dissemination, one can use various well-known tech-
niques (e.g., buffering messages in the peers).
Each peer may have one queue for each communication channel with its neighbor. Once
the structure is stabilized, the events may be re-sent to the subscribers. Thus, subscribers
may request from each other a list of notiﬁcations they have sent and, if a subscriber does
not ﬁnd a speciﬁc event, it requests its retransmission. However, the time interval that
an event remains stored in the peers has a strong inﬂuence on the reliability of the sys-
tem. Three classes of persistence were proposed in [7], where each strategy has a different
impact in the memory size required in the system. They are classiﬁed as follows:
0-persistence: the events do not remain available in the network, expiring as soon as
they are disseminated. One example of an application in this class is a stock quote. Thus,
only subscribers available at the very moment of the event dissemination are considered for
the event delivery. Since the publication rate is typically high in such applications, missing
events are not considered critical.
Δ-persistence: each event expires after Δ > 0 from the instant that it is published.
After the time interval expires, a garbage collection is performed removing all expired
notiﬁcations. Daily news can be viewed as an example of Δ-persistence application. In
this case, the subscribers have 1 day to visualize the notiﬁcation. Note that high values for
Δ may generate out-of-date notiﬁcations.
∞-persistence: each event remains permanently available in the system. When a sub-
scriber registers a new subscription, it will receive all the events previously published that
match the subscription. An example of an application based on this classiﬁcation is a digital
library. Upon the arrival of a new subscriber, all the catalog updates previously published
will be notiﬁed to the new user. Obviously, this implementation requires unlimited memory
to store all the events published in the system.
5.3.2 Overlay correctness
In this section we present the correctness of the computed overlay. We ﬁrst show that join
and controlled departure operations do not corrupt the DR-tree structure. Then, we show
the stabilization of the structure once the local variables are corrupted by a transient fault
or disconnection of subscribers without notiﬁcation.
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Deﬁnition 5.3.1 The DR-tree is in a legal state iff the following conditions are veriﬁed:
• each non-root and non-leaf node in the tree1 has at least m and at most M children;
• all the leaf nodes are at the same level;
• for each node p in the DR-tree overlay, the parent and children variables are coher-
ent:
– if p is the parent of node q at level l then q belongs to the children set of p at
l − 1;
– if q is the child of p at level l then q has parent variable set to p for level l + 1;
• for each node p at level l there is no child q such that q offers a better cover for the
subtree of p at l;
• the MBR value of each non-leaf node p at level l is the union of the MBR values of
its children at level l + 1.
Deﬁnition 5.3.2 (legitimate conﬁguration) Let S be the system executing the algorithms
described in section 5.2. The system is in a legitimate conﬁguration c iff the virtual structure
deﬁned by the parent variables and the children sets is a legal DR-tree.
Lemma 5.3.1 In a legitimate conﬁguration the height of the DR-tree is O(logm(N)) while
the space complexity for the structure maintenance is O(M log2(N)/ log(m)).
Proof. Since the number of children for each node is at least m and there are N nodes
in the network, then the height of the tree is O(logm(N)). A peer, in the worst case, may
be responsible for one node at each level of the tree and for each level corresponding node
maintains at most M children. Since the height of the tree is O(logm(N)) and the cost to
store each child is O(log(N)), then the space needed to store all the children at all levels is
O(M log2(N)/ log(m)).
Lemma 5.3.2 (stabilization after joins) Let c be a legitimate conﬁguration and let q be
a new subscription joining the system in c. Let c′ be the new conﬁguration of the system
after q executes the join operation (Figure 5.5). c′ is a legitimate conﬁguration and the
stabilization time of the structure after the insertion of a new node is O(logm(N)).
1Note that a peer can be responsible for several nodes in the tree.
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Proof. Once a node q joins the network, the join request is forwarded downward to the
last non-leaf node p. In order to guarantee correctness of theMBRs and the covers (the node
q may better cover its parent p), they are updated (if necessary) during upward traversal of
the tree from p to the root. Since the height of the tree is O(logm(N)) (Lemma 5.3.1), it
takes logm(N) steps to choose the children set in which the new node will be inserted and;
logm(N) + 1 steps to update and/or split all the children set along the subtree considering
the worst case where the root is split generating a new level. Thus, the stabilization is
reached in 3 logm(N) + 1 steps. Overall, the join process does not introduce anomalies in
the DR-tree structure and the structure eventually stabilizes to a legal conﬁguration.
Lemma 5.3.3 (stabilization after controlled departures) Let c be a legitimate conﬁgu-
ration and let q be a subscriber leaving the system via a controlled departure in c. Let c′
be the new conﬁguration of the system after q executes the controlled departure operation
(Figure 5.8). c′ is a legitimate conﬁguration and the complexity is O(m log2m(N)).
Proof. The controlled departure operation consists in informing the parent the in-
tention to leave. However, before q sends a message to its parent p, q must advertise its
children set at each level so they can elect a new parent or rejoin the system. After q leaves
the system, p must update its children set and its MBR; and forward the update upward the
tree until it reaches the root. Considering the worst case scenario, all the children set along
the subtree become less than m and they should be reinserted in the tree. Since the join
procedure for each node takes O(logm(N)) and the height of the tree is O(logm(N)), then
in the worst case the stabilization takes (m− 1)(3/2 log2m(N) + logm(N)) steps.
Lemma 5.3.4 (stabilization after uncontrolled departures) Let c a legitimate conﬁgura-
tion and let q be a node leaving the system via an uncontrolled departure (failure) in c. The
system reaches a legitimate conﬁguration c′ in a ﬁnite number of steps and the complexity
is O(M log2m(N)).
Proof. Since the system is designed to be self-stabilizing, a node that leaves the
system without notiﬁcation is detected by its children and parent. Each node in the tree
periodically triggers the event CHECK PARENT and CHECK STRUCTURE. Thus, after trig-
gering the event CHECK PARENT, q’s children will detect the departure of q and will initiate
a join process. If the child is a non leaf node then the whole subtree is reinserted as in a
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controlled leave operation. Finally, once the departure is detected by q’s parent through the
event CHECK STRUCTURE, the rest of the stabilization follows the Lemma 5.3.3. Consider
the worst case scenario where q is the root of the tree and it appears at all levels in the tree.
Then, all the children sets at all levels in the subtree will be reinserted in the tree. Since the
join procedure for each node takes O(logm(N)) and the height of the tree is O(logm(N)),
then the in the worst case the stabilization takes (M − 1)(3/2 log2m(N) + logm(N)) steps.
Lemma 5.3.5 (stabilization after memory corruption) Let c be an initial arbitrary con-
ﬁguration of the system. The system reaches a legitimate conﬁguration c′ in a ﬁnite number
of steps.
Proof. In an arbitrary conﬁguration the variables mbr and parent and the chil-
dren sets may be corrupted. Each node periodically triggers the events CHECK MBR,
CHECK COVER, CHECK PARENT and CHECK STRUCTURE. Once these events are trig-
gered the local variables are corrected via the modules shown in Figures 5.13, 5.14, 5.15
and 5.12. Note that the correction of the variable parent is done via an insertion of the
faulty process. The correctness of the join operation follows from Lemma 5.3.2. The
children set is repaired following Figure 5.12. If the root of a subtree has a child which
provides better cover for the subtree then the two nodes exchange their positions in the tree
by executing the module shown in Figure 5.14.
The DR-tree integrates modules that repair the overlay as soon as a corruption is de-
tected. The recover process is totally dependent on the value of the “timeout” and the
stabilization time of the structure. As shown in the previous lemmas, for most of the faults
the recovery time is O(log2m(N)). Studies have showed that, in a peer-to-peer systems, the
longer a node stays available in the network, the higher is the probability that it remains
connected [55, 93]. In order to avoid a signiﬁcant number of rejoin operations under high
churn, the structure organization may be based also on the time that the peer has been
connected in the network. Hence, peers with high availability may be placed near to the
root, upon tie, we remain the organization based on the MBR value. The implication of
this approach is that the number of false positives in the system may increase, however the
reorganization cost will minimize under high uncontrolled departures.
However, in environments prone to high churn the structure may never be able to self-
repair. Therefore, it is interesting to study the limits of our overlay. The following lemma
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computes the bound on the expected time the DR-tree gets disconnected due to frequent
departures. We recall that joins have no impact on the overlay connectivity.
Lemma 5.3.6 (DR-tree churn resistance) Let Δ be an interval of time during which no
stabilization operation is triggered and let λ be the rate of departures.2 The expected time
before the DR-tree disconnects is Δ
N
e
m(N−Δλ)2
N4Δλ .
Proof. The proof uses the technique proposed in [74] for the Multi-Chord system. Let
p be an internal node in the system and let λ the rate of leaves. In a steady conﬁguration,
p has at least m children. The average number of leaves occurred in the children sets of p
during the interval Δ is μ = Δλm
N
, where Δλ is the average number of leaves occurring in
the system. By applying the Chernoff bound, the probability that more than (1+δ)μ events
occur is: Pr(X > (1 + δ)μ) < e−μ
δ2
4 . The probability that more than m leave events
produced in the children sets of p is: Pr(X > m) < Ne−
(m−μ)2
4μ .
Given an interval Δ where the rate of leaves is λ, the probability that more than m leave
events occur in the children sets of any node in the system is: p(Δ) ≤ NPr(X > m) <
Ne−
(m−μ)2
4μ .
Overall, the mean time before the DR-tree disconnects is: Td = Δp(Δ) >
Δ
N
e
m
N
(N−Δλ)2
4Δλ .
5.4 Conclusion
In this chapter we have studied a class of distributed R-trees and their applicability to build
content-based publish/subscribe overlays. Our study has focused on the properties of the
resulting topology and the accuracy of event dissemination (occurrence of false positives
and false negatives).
Distributed R-trees, proposed in this chapter, are a decentralized implementation of the
R-tree structure and its variants, which, were ﬁrst introduced in the context of databases [59],
as response to the problem of ﬁnding adequate storage structures for complex database ob-
jects.
These self-stabilizing peer-to-peer overlays are well adapted to publish/subscribe sys-
tems with complex subscriptions (multi-dimensional) as geometrical representation cap-
tures well the semantics of the subscriptions. Also our overlays can cope with the dy-
namism of the system. The overlays are designed such that they eradicate false negatives
2We consider arrivals and departures modeled by a Poisson distribution.
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and drastically drop the number of false positives. Moreover, organizing the peers based
on their interests minimizes the amount of false positives in the system and events can be
quickly disseminated.
DR-trees are fault-tolerant overlays designed for dynamic systems. The overlays pro-
vide logarithmic guarantees for the publish/subscribe operations and use only polylogarith-
mic memory per node.
In addition, we have proved the correctness of our overlay under static and dynamic
assumptions. Note that DR-trees generalize P-trees [36], which are the dynamic version of
B+-trees. B+-trees are ancestors of R-trees designed to handle ranges and inequalities.
The experimental evaluation of the Distributed R-tree overlays will be presented in
Chapter 7.

CHAPTER
6 Distributed Hilbert R-trees
6.1 Introduction
In this chapter, we propose three different Distributed Hilbert R-tree overlays (DHR-tree),
which are based on Hilbert space ﬁlling curves [60]. As DR-trees, DHR-trees are also a
class of content-based publish/subscribe overlays where publishers and subscribers self-
organize in a balanced tree peer-to-peer overlay based on the similarity between the sub-
scriptions.
The overlays mainly differ by the data structure that each peer stores (geometrically
and/or Hilbert-based) and the strategies used to build the tree (join and split methods). We
show that, there is a tradeoff between the routing accuracy and the cost in space to index
the subscriptions.
The rest of this chapter is organized as follows. Section 6.2 describes the three DHR-
tree overlays: DHR-tree Center, DHR-tree Min/Max and DHR-tree Segment. As the join,
leave and self-stabilizing algorithms are similar to the DR-trees (see Chapter 5), we only
present examples to illustrate the functions ChooseBestChild (select the subtree to insert a
new subscription) and SplitNode (split a children set into two groups). The summary and
discussion of the overlays are presented in Section 6.3.
6.2 Distributed Hilbert R-tree Overlays
As in DR-trees, we assume that each peer subscribes for certain interest, which this sub-
scription is stored in the leaf node of the tree. In addition, a peer may have the role of
forwarder thus being responsible for certain internal nodes of the tree. Each node p in the
116 CHAPTER 6. DISTRIBUTED HILBERT R-TREES
overlay maintains the following variables:
• filterp = Sp represents the subscription to which every peer in the system sub-
scribes.
• mbrlp or mbplp represents the minimum bounding rectangle (MBR) or the minimum
bounding polytope (MBP) that includes all the MBRs/MBPs of all children at level
l. The MBP is equivalent to the MBR thus we will show in the Subsection 6.2.3 that
in a tree built completely based on Hilbert space ﬁlling curves (we refer to as Hilbert
SFC), the MBP is not necessarily represented geometrically as a poly-rectangle but
as a polytope in the Euclidean space.
• C lp is the children set of p at level l. Note that the subscribers responsible for the
internal nodes have to maintain different children sets for each level that it is present.
• parentlp is the parent of the node p at level l in the tree. Note that the parent of the
DR-tree root node is the node itself.
6.2.1 Distributed Hilbert R-trees Center
This variant extends the Hilbert R-trees [64] presented in Section 4.4. The subscriptions are
organized in an R-tree structure based on Hilbert values, which are used to guarantee that
similar subscriptions are gathered together in the same subtree. As aforementioned, each
node in the tree keeps track of its subscription and MBR. Each node stores, in addition, the
Hilbert value associated to the centroid coordinate of the subscription. The three variables
are computed as follows:
• Sp = ((xp, yp), (xp, yp)), where xp and yp represent the minimal abscissa/ordinate,
and xp and yp the maximal abscissa/ordinate of the subscription.
• mbrlp = ((xlp, ylp), (xlp, ylp)) includes all the MBRs of all its children at level l, and, as
in DR-trees, is computed as:
mbrlp = (((min
q∈Clp
(xl+1q ),min
q∈Clp
(yl+1
q
)), (max
q∈Clp
(xl+1q ),max
q∈Clp
(yl+1q )))
• hvlp represents the Hilbert value used to guarantee the ordering of the nodes at level
l. The hv of a non-leaf node is the largest Hilbert value among its children: hvlp =
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maxq∈Clp(hv
l+1
q ). The hv is computed only for the leaf-nodes as the Hilbert value
of the center of the subscription: hvlp = hv((
xlp+x
l
p
2
), (
yl
p
+ylp
2
)). Note that depending
on the order of the space ﬁlling curve, the curve may not intersect the center of the
subscription. In this case, the Hilbert value stored at the leaf node is the one nearest
to the center.
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Figure 6.1: Example of splitting method in DHR-tree center.
Overlay Organization. The insertion of a new node in the system is only based on the
Hilbert value used to preserve the proximity between the nodes at the same level. Pre-
serving the proximity, i.e., organizing the subscriptions based on their similarity helps to
minimize the occurrences of false positives. Given a joining node q and a node p already in
the structure, node p forwards to the child whose hvl+1
s∈Clp is the smallest among the children
set and hvl+1
s∈Clp ≥ hvq. If the hv of the new node is bigger than the largest hv among
all nodes in the tree, the node is allocated in the children set of the parent node with the
largest hv. In this case, the hv of the parent must be updated. Upon tie, the joining node
is redirected to the branch that requires the smallest enlargement of the MBR. Even if there
are several subtree choices, the node is redirected to the node with the biggest MBR.
The splitting method in this variant is straightforward. Since, at each level the nodes
are ordered based on the Hilbert values it is only necessary to deﬁne where the splitting
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takes place in order to evenly distribute the nodes among the groups. Once the overﬂowing
node is split into two groups, the parent for each subtree is the one whose current MBR is
the largest to preserve the containment relationship. An example of the splitting procedure
is shown in Figure 6.1. The left hand side of the Figure illustrates four subscriptions that
will split into two groups (where m = 1 and M = 3). The right hand side of the ﬁgure
presents the DHR-tree Center after the splitting. In this example, one group is composed
by S3 and S1 as their Hilbert values are the smallest and the other group is composed by S2
and S4 as their Hilbert values are the biggest.
S1
1S 2S S3
S1
[9] [45]
[9] [45][32]
S1 S2 S3
[9]
[32]
[45]
Attribute 1
At
tri
bu
te
 2
S3
Figure 6.2: Example of subscriptions with containment relationship that is not preserved in
the overlay.
Even though the root election preserves the containment relationships, the insertion and
splitting procedures may not guarantee that two subscriptions that contain each other are
allocated in the same subtree. An example is illustrated in Figure 6.2. Consider the sub-
scriptions S1 and S3 already in the structure and a joining subscription S2. The subscription
S1 contains S2, however S2 is inserted in the subtree rooted by S3 as hvS3 is the smallest
Hilbert value greater than hvS2 .
On the other hand, the joining and the splitting methods are only based on a single
integer value hvlp, which is much less complex than using n-dimensional computations
as in the original R-trees. Figure 6.3 shows the overlay (re-)organization for the set of
subscriptions of Figure 4.8.
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Figure 6.3: DHR-tree center for the subscriptions of Figure 4.8.
Event Dissemination. In order to avoid false negatives, the event dissemination is based
on the MBR and not on the Hilbert value. When a node receives an event, it forwards the
event to each child, which its MBR contains the event (i.e., event falls in the range of the
MBR for each of the dimensions), unless the message was already received by that child.
Therefore, the Hilbert value is not considered in the event dissemination and only used
during the overlay organization.
6.2.2 Distributed Hilbert R-trees Min/Max
This variant aims to minimize the amount of memory used to store the MBR and the match-
ing complexity at internal nodes. The subscriptions and MBRs are represented as:
• Sp = ((xp, yp), (xp, yp)), where xp and yp represent the minimal abscissa/ordinate,
and xp and yp the maximal abscissa/ordinate of the rectangle that circumscribes the
ﬁlter.
• mbrlp = (hvlp, hv
l
p) represents the smallest and the largest Hilbert value among its
children set:
mbrlp = ((min
q∈Clp
(hvl+1q ),max
q∈Clp
(hv
l+1
q ))
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The MBR of a leaf node is computed as the smallest and the largest Hilbert value
from all the coordinates of its subscription.
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Figure 6.4: Example of splitting method in DHR-tree min/max.
Overlay Organization. The join procedure is only based on the min/max Hilbert values
at each level and the chosen subtree is the one whose distance between the min/max values
of the joining node q and the node p, already in the tree, is the smallest. Upon tie, we
do not choose the child with the biggest distance between the min/max values in order to
avoid that all subscriptions are inserted in the same branch. This strategy is also used in the
splitting method. First, two children s and r (also called seed), from the overﬂowing node,
such that hvl+1s and hv
l+1
r are the extremities, are placed in separate groups. If the same
node has the smallest and highest Hilbert value, we choose a second highest Hilbert value
among the children set. Then, each remaining child is assigned in the group for which the
distance between the min/max values between the child and the seed is the smallest. The
splitting procedure is illustrated in Figure 6.4. The left hand side of the Figure illustrates
four subscriptions that will split into two groups (where m = 1 and M = 3) and the right
hand side the DHR-tree Min/Max resulted from the splitting. In this case, one group is
composed by S2 and S1, where S2 is the seed node and the other group is composed by S3
and S4 with S3 being the seed node for that group.
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The new parent of the subtree is the one with the biggest distance between the hvlp
and hv
l
p values of its MBR. Note that the biggest distance does not guarantee the largest
MBR in terms of area. Figure 6.5 presents the resulting DHR-tree Min/Max for the set
of subscriptions of Figure 4.8. We can observe that this variant may not guarantee that
subscriptions with containment relationship are placed in the same subtree. For example,
the subscription S8 is inserted in the children set of subscription S1. Considering the root
election, a subscription with large scope is more likely to have bigger distance between hvlp
and hv
l
p, which may help to preserve the containment relationship.
5 S8S1S9S6 S2S10S7S3 S4
level 1
level 2
level 3
level 0 S2 M=3
m=1root
S2S7
7S 2S S1S9
[0,58][2,63]
[0,58] [49,63][17,34][2,61]
[32,46][0,58] [2,7][50,61][6,61][49,63][6,57] [18,23][17,18]
S
[34,34]
Figure 6.5: DHR-tree min/max for the subscriptions of Figure 4.8.
Event Dissemination. The coordinate of an event e is also associated to a Hilbert value
hve. Thus, an event is forwarded to the child p whose hve falls in the range hvlp and hv
l
p. As
the MBR is computed from all the coordinates contained in the subscription, there are no
false negatives. Of course, this variant may produces higher amount of false positives com-
pared with the overlays that are based on the MBR for the event dissemination. However,
the memory cost of indexing the MBRs is not only reduced, but the matching procedure is
also less complex.
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6.2.3 Distributed Hilbert R-trees Segment
In this variant, all the information stored by the nodes is transformed in 1-dimensional
using Hilbert SFC. Each node stores the following information:
• Sp = ((hv1, hv1), ..., (hvi, hvi)) is composed of a ﬁnite set of range values and each
range value represents a cluster (i.e., a group of consecutive points in the curve) in
the Hilbert curve.
• mbplp = ((hvl1, hv
l
1), ..., (hv
l
i, hv
l
i)) is also composed of a set of Hilbert range values
that includes all the MBPs from the children set at level l. The MBP is computed as
follows:
mbplp = ∪l+1q∈ClpSq
3
S1
S
2
S
2
S
S
1
3
S 2
S
S
3
1 S
(a) (b) (c)
Figure 6.6: Difference between grouping subscriptions through MBR and MBP. (a) Set
of subscriptions to be grouped. (b) The bold rectangle represents the MBR that encloses
the set of subscriptions. (c) The bold polygon represents the MBP that encloses the set of
subscriptions.
An example of the minimum bounding polytope (MBP) is shown in Figure 6.6. Con-
sider a set of subscriptions shown in Figure 6.6(a). In the DR-trees the three subscriptions
are grouped and the MBR is computed as the minimum bounding rectangle that includes
all the subscriptions (see Figure 6.6(b)). Using Hilbert SFC to represent the subscriptions,
the resulting MBP is the union of the set of segments from each subscription (see Fig-
ure 6.6(c)). We can observe that, using Hilbert SFC representation, there is no dead space,
which may generate false positives. Comparing MBR and MBP to group the same set of
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subscriptions, MBP may achieve better results in terms of false positives. However, identi-
fying the set of subscriptions to accomplish an efﬁcient merging is not trivial using Hilbert
SFC representation. The algorithms used to merge similar subscriptions will be presented
in the overlay organization discussion.
Another issue in this representation is the scalability for higher dimensions. The num-
ber of segments to represent a subscription considerably increases with high dimensions
and large range values [76]. Moreover, the number of ranges to represent the MBPs may
increase signiﬁcantly at the upper levels of the trees. We propose two strategies to mini-
mize the number of segments to be stored by the peers. The ﬁrst approach is to represent a
range value by a single Hilbert value (i.e., a set of coordinates is represented by the same
Hilbert value) in order to ﬁnd a good compromise between memory cost and routing ac-
curacy. Another approach, which may be combined with the ﬁrst, is to limit the number
of segments of the subscriptions and MBPs. The ranges with the smallest distance (false
positive area) are merged until the desired number of segments is reached.
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Figure 6.7: Example of splitting method in DHR-tree segment.
Overlay Organization. A joining node will be inserted in the branch for which the MBP
of the last non-leaf node is the nearest (in terms of spatial proximity) with the new sub-
scription. The new subscriber q is allocated in the children set of the node p, where the
new subscription overlaps the most with the MBP of the node, i.e., the biggest range size
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Figure 6.8: DHR-tree segment for the subscriptions of Figure 4.8.
resulted from the intersection of the MBP and the subscription. If the subscription and the
MBP are disjoint, the chosen branch is the one for which the resulting MBP (i.e., the union
of the subscription and the current MBP) has the same number of, or less, segments than
the current MBP. If there is no node to forward the request, the chosen subtree is the one
whose union of the distance between the segments is the smallest. Upon tie, the joining
node is redirected to the node with the biggest MBP area, computed from the union of the
ranges.
We propose two variants for splitting method. In the ﬁrst strategy, two nodes (also
called seed) are selected, such that the union of their MBPs has the biggest distance be-
tween their segments and they are assigned in separate groups. The remaining children are
assigned to the group in the same way as in the join procedure. The new parent of the sub-
tree is the one with the biggest MBP area in order to preserve the containment relationship.
The second strategy is based on R∗-trees. Instead of splitting immediately the overﬂowing
node, some entries are reinserted in the tree to be better allocated as the join is nondeter-
ministic. An example of the splitting strategy is shown in Figure 6.7. The left hand side
of the ﬁgure illustrates four subscriptions that will split into two groups (where m = 1 and
M = 3) and the right hand side the DHR-tree segment resulted from the splitting. The
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subscriptions S1 and S3 are picked as seed and assigned to separate groups. The remaining
subscriptions S2 and S4 are assigned to the group with S3. Figure 6.8 presents the overlay
organization for the set of subscriptions of Figure 4.8.
Event Dissemination. The event is represented in 1-dimensional space and its propa-
gation is based on the MBP. Thus, a node forwards the event to each child whose MBP
contains the event, i.e., the event falls in one of the range values. Considering the 1-to-1
transformation, i.e., one coordinate is represented by one Hilbert value; the event dissem-
ination is equivalent to the overlays that use n-dimensional representations. However, the
matching cost is much smaller considering a single dimension strategy. On the other hand,
if we consider either a limited number of segments or an n-to-1 transformation (a set of
coordinates represented by a single Hilbert value) the routing inaccuracy increases. In the
ﬁrst case, the false positives area (i.e., the distance between two merged range values) may
be propagated at upper levels in the tree, and in the former case the number of false posi-
tives increases with the size of the range to be represented by a single value and the number
of dimensions.
6.3 Conclusion
In this chapter we have proposed three Distributed Hilbert R-tree overlays to build content-
based publish/subscribe systems: DHR-tree Center, DHR-tree Min/Max and DHR-tree
Segment. The overlays mainly differ in the subscription information and the mechanism
used to organize the subscriptions in the overlay. All three overlays are based on the Hilbert
space ﬁlling curves, which maps an n-dimensional space into 1-dimensional space while
preserving the proximity between the subscriptions. By using Hilbert space ﬁlling curves
to organize the subscriptions in the overlay, similar subscriptions are allocated close to each
other in the tree with simpler operations when compared to n-dimensional operations.
As aforementioned, the bases of the main operations (join and leave) in DHR-trees are
the same as in DR-trees and this class of overlays relies on the self-stabilizing algorithms,
presented in Section 5.3. In this way, DHR-trees are self-organizing and scalable for large
number of subscribers and provide logarithmic guarantees for the overlay organization and
event dissemination. The experimental evaluation of the Distributed Hilbert R-tree overlays
will be presented in Chapter 7.

CHAPTER
7 Evaluation and Related Work
7.1 Introduction
In this chapter, we present the evaluation of the performance of our overlays: DR-trees
(quadratic, linear and R∗) and DHR-trees (center, min/max and segment). As we have
discussed previously, the routing accuracy affects the efﬁciency of the system. We evaluate
the accuracy through the number of false negatives (a subscriber does not receive a message
that it is interested in) and false positives (a subscriber receives a message that it is not
interested in) generated in the system. False negatives are very critical to the consistency
of the system. As aforementioned, our overlays do not generate false negatives as the event
dissemination is based on the MBRs/MBPs. Thus, all subscribers interested for a certain
event will be notiﬁed. False positives do not affect the consistency, but a high rate may
degrade the performance, consuming high bandwidth and memory.
The rest of this chapter is organized as follows. Section 7.2 presents the experimental
setup used in the evaluation of our DR-tree and DHR-tree overlays. In Section 7.3, we ﬁrst
evaluate the performance of DR-tree overlays in terms of false positives ratio, and then the
self-stabilizing algorithm for DR-trees. In addition, at the end of this section, we propose
and evaluate two optimization strategies in our overlays under skewed event workloads.
In Section 7.4 we evaluate the performance of DHR-tree overlays based on false positives
ratio. Section 7.5 presents some related work. We ﬁnalize the chapter with a summary of
the experimental evaluation in Section 7.6.
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Parameter Values
Number of subscriptions 1, 000, 2, 500, 5, 000, [10, 000], 25, 000, 50, 000
Number of events [2, 500]
Subscription distribution uniform, uniform-25:75, uniform-10:90, Zipf,
[Zipf-25:75], Zipf-10:90
Event distribution [uniform], Zipf
Dimensions 2, [3], [4], 6, 8, 10, 12
Tree degree (m,M) (2, 5), [(5, 10)], (10, 20), (15, 30), (20, 40)
Table 7.1: Parameters used for the experiments.
7.2 Experimental Setup
Subscriptions are deﬁned as a set of d attribute-range pairs, each of which corresponds to a
dimension. The range speciﬁes the set of values that the subscriber is interested in. Without
loss of generality, we used range values between 0 and 1, 000 for DR-trees and between 0
and 1, 023 (10 bits) for DHR-trees. Note that a range may represent a single value. Events
are points in the d-dimensional space.
We analyzed the performance of the system under uniform and skewed subscription
workloads; and with a uniform event distribution. Skew is simulated using a power-law
distribution (Zipf with α = 1), as is often done when evaluating publish/subscribe systems
(e.g., [6, 119]), and is applied to the origin of subscriptions only: their size is always chosen
according to a uniform distribution.
The subscriptions and events are composed by a set of predicates over the attributes
that corresponds to the tree dimensionality. In the simulations, we considered different set
of predicates with only numerical attributes.
To model and observe the inﬂuence of containment relationships, we have generated
some subscription sets with a given ratio of container/containee subscriptions. Given a
ratio of X:Y , we have ﬁrst generated X% of the subscription population according to
the current distribution. For each subscription in the remaining Y %, we have taken the
following steps: select a random subscription S from the current set; generate a uniform
random subscription S ′ such that S ⊇ S ′; and insert S ′ in the set. This method guarantees
that at least Y % of the subscriptions are containees. We considered uniform and Zipf
distributions, as well as two X:Y ratios: 25%:75% and 10%:90%. Figure 7.1 shows the
distribution of the origins of the subscriptions used in the experiments for d = 2 (one can
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(a) Uniform (b) Zipf
(c) Zipf(25:75) (d) Zipf(10:90)
Figure 7.1: Subscription distribution (only the bottom left corner of subscriptions is plot-
ted). The abscissa/ordinate in the graphs represent the abscissa/ordinate in the event space
considering range values between 0 and 1, 000.
clearly observe containment relationships in the last graph (d)).
In the experiments, we evaluated the efﬁciency of our approach in terms of false posi-
tives ratio, i.e., the percentage of the subscribers or peers in the system that receive events
that do not match their interests. For simplicity, we assume that events are injected at the
root. Note that this assumption is equivalent to having each event with at least one inter-
ested subscriber being produced by a publisher with a matching subscription, i.e., publish-
ers never experience false positives locally.
Obviously, an event that does not match a single subscription is expected to show a
lower false positive ratio than an event with many interested subscribers, because the latter
is likely to be propagated deeper in the tree. Note that, as leaves have an MBR equal to their
subscriptions and a node forwards an event to each of its children whose MBR contains the
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event, only internal nodes can experience false positives. We do not consider false negatives
since our structures do not produce any.
The number of events was ﬁxed in all simulations to 2, 500 for computing false posi-
tive ratios. We have used the parameters shown in Table 7.1 (default values are in square
brackets). For each simulation, we have varied the values of the parameter to be observed
and ﬁxed the remaining ones to their default values. We have ﬁxed the default number of
dimensions for DR-trees to 4 dimensions and for DHR-trees to 3 dimensions.
7.3 Distributed R-trees
This section describes the results of our evaluation and comparison of the different DR-tree
variants presented earlier.
7.3.1 Overlay Structure
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Figure 7.2: False positives ratio for dif-
ferent subscription set sizes.
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Figure 7.3: False positives ratio for dif-
ferent subscription distributions.
We measured the false positives ratio for different sizes of subscription sets. Figure 7.2
shows that the average false positives ratio is less than 5% and slightly decreases with the
size of the subscription set. Comparing the three splitting methods, we observe that R∗
presents the best results because it reinserts nodes in case of overﬂow instead of splitting
immediately. This may improve the containment relationship along the tree and, conse-
quently, the routing accuracy because R-trees are known to be highly susceptible to the
order in which entries are inserted.
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ferent dimensions.
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sions (quadratic splitting).
Figure 7.3 shows the average false positives ratio when varying the distribution of the
subscriptions. We observe that better results are obtained for subscriptions with high con-
tainment relationship, which conﬁrms that our trees do indeed preserve and take advantage
of containment relationships. Accuracy is also slightly better with a uniform subscription
distribution. Under a Zipf distribution, the event travels more subtrees, which explains the
higher amount of false positives.
Figure 7.4 illustrates the average false positives ratio for different dimensions. Surpris-
ingly, accuracy improves with the number of dimensions. This is due to the fact that less
nodes are interested in the event, as can be seen in Figure 7.5. The hit ratio is the percentage
of subscribers in the system that are interested in the event. In this way, we have performed
the same experiment taking into account only events that match at least one subscription,
as presented in the Figure 7.6. The average false positives ratio slightly increases though
remaining less than 5%. Comparing the results shown in Figures 7.4 and 7.6, the average
of false positives ratio for 4 dimensions is almost the same in both cases. This is due to
the fact that most of the events, considering 4 dimensions, match at least one subscription.
Also, we have plotted the average false positives ratio as a function of the number of hits
for each experiment (i.e., each event disseminated) with three dimensions (2, 4 and 8).
The results are shown in Figures 7.7, 7.8 and 7.9 for, respectively, R∗, quadratic and linear
splitting methods. We observe now that the false positives ratio actually increases with the
dimension but remains reasonably small, never reaching 10% even for linear.
As discussed before, our approach differs from original R-trees in that some subscrip-
tions may appear at the same time at the different levels in the logical tree. Thus, the degree
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Figure 7.6: False positives ratio for
different dimensions considering only
events that match at least one subscrip-
tion.
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Figure 7.8: False positives ratio
(quadratic) vs. hit ratio for different
dimensions (one point corresponds to
one experiment).
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
 10
0 1,000 2,000 3,000 4,000 5,000
F
a
ls
e
 p
o
s
it
iv
e
s
 r
a
ti
o
 (
%
)
Number of interested consumers
d=2
d=4
d=8
Figure 7.9: False positives ratio (linear)
vs. hit ratio for different dimensions (one
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Figure 7.10: False positives ratio for different degrees of the tree.
linear quadratic R*
Degree Max Avg Var Max Avg Var Max Avg Var
m=2, M=5 19 4.61 5.08 20 4.59 5.09 25 3.91 8.47
m=5, M=10 28 7.93 10.66 29 7.99 10.98 30 7.49 16.27
m=10, M=20 37 14.82 23.15 51 14.92 25.40 42 15.05 32.87
m=15, M=30 50 21.69 33.52 51 21.91 35.70 57 22.28 56.29
m=20, M=40 60 28.39 54.02 68 28.02 55.38 77 30.00 81.10
Table 7.2: Degree statistics.
of a subscriber varies depending on the position and number of occurrences of its subscrip-
tion in the tree, in addition to the values of m and M . Figure 7.10 presents simulation
results for different degrees between M = 5 and M = 40, where m = M/2; and Table 7.2
shows the maximum, average, and variance of the degree of subscribers (peers) responsible
for internal nodes. We observe a clear tradeoff between accuracy and subscriber’s degree:
increasing the degree improves accuracy. In the studied scenario, a value of M = 20
appears to be a good compromise.
For comparison purposes, a tree built as a direct mapping of the containment graph
using the same 10, 000 subscriptions (Zipf-25:75) would have a virtual root node with ap-
proximately 2, 000 children and would obviously not be height-balanced.
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7.3.2 Overlay Stabilization
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Figure 7.11: Cumulative distribution of
the number of steps to stabilize the over-
lay (controlled departures).
 1
 1.1
 1.2
 1.3
 1.4
 1.5
 1.6
 1.7
 1.8
m=5,M=10 m=10,M=20 m=15,M=30 m=20,M=40
 5
 5.5
 6
 6.5
 7
 7.5
 8
 8.5
 9
 9.5
 10
A
v
e
ra
g
e
 n
u
m
b
e
r 
o
f 
n
o
d
e
s
 u
p
d
a
te
d
A
v
e
ra
g
e
 n
u
m
b
e
r 
o
f 
s
te
p
s
Degree of the tree
updates
steps
Figure 7.12: Average number of nodes
updated and steps for different degrees of
the tree (controlled departures).
For the evaluation of the self-stabilization algorithms, we considered the default ex-
perimental setup of Table 7.1 and the quadratic splitting method. We have evaluated the
number of steps necessary to stabilize the overlay; the number of nodes updated during
the stabilization process; and the number of internal nodes underloaded after uncontrolled
departures and arrivals of nodes in the system. The overlay stabilization time includes
the steps to check the branch of the departing node and to reinsert the nodes and update
their ancestors. To compute the number of nodes updated after controlled/uncontrolled
departures, we have considered the nodes reinserted in the tree, the new parent in case of
reorganization, and the nodes that have updated its MBR.
Stabilization after controlled departures. In order to analyze the overlay stabilization
process after controlled leaves, we performed a wide range of experiments by observing the
departure of individual nodes. For each experiment, we removed 1, 000 random subscrip-
tions (out of the set of 10, 000 subscriptions) from the system at a time. We then computed
the average number of steps and of nodes updated as a result of the departures. Results
were obtained by computing the average over 20 simulations.
Figure 7.11 shows the number of steps necessary to stabilize the DR-tree after each
departure. For all different node’s degree, more than 99% of the nodes that left the system
required less than 5 steps to stabilize the DR-tree (where the height of the tree is h = 4).
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Figure 7.13: Maximum number of nodes
updated and steps for different degrees of
the tree (controlled departures).
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updated at different levels of the tree
(controlled departures).
In most of the scenarios, the children set does not become underloaded after a controlled
departure, which explains this low value.
Figure 7.12 presents the average number of nodes updated and number of steps to sta-
bilize the overlay when nodes leave the system properly as a function of the tree degree.
For both experiments, we observe that better results are obtained for higher degrees. This
is due to the fact that the height of the tree decreases when increasing the degree and,
consequently, nodes are less frequently underloaded after a departure.
We have also plotted results considering only the maximum number of steps and up-
dates over all simulations, as shown in Figure 7.13. We observe that, for both cases, the
results increase for larger children sets as more nodes will be reinserted in the tree when
nodes become underloaded. Consequently, more nodes in the tree are affected by the rein-
sertion of those nodes.
Finally, Figure 7.14 presents the average number of nodes updated for each level of the
tree. Note, that for a tree built from a set of 10, 000 subscriptions, the height of the tree is
h = 4. Obviously, the number of nodes updated is higher at the lower levels as the number
of nodes increases.
Stabilization after uncontrolled departures. We have introduced 10, 000 uncontrolled
node departures (chosen randomly among the initial set of subscriptions) and 10, 000 addi-
tional node arrivals to evaluate stabilization under churn. We considered a Poisson model
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Figure 7.16: Underloaded nodes ratio for
different timeout values.
for node arrivals and uncontrolled departures [72] with rate λ = 1s and we varied the time-
out interval Δ of the stabilization modules: 1s, 10s, 100s, 1, 000s, and 2, 500s. This means
that, during each stabilization interval, there are on expectation Δ departures and Δ ar-
rivals. For all the simulations, events to check the correctness of the tree were triggered by
the leaves and propagated upwards the tree (this is equivalent to having every node locally
triggered the events without propagation).
Figure 7.15 presents the average number of nodes updated per second when varying the
timeout. Unsurprisingly, we observe that more nodes need to be updated when increasing
the degree. Indeed, as the children set grows, more nodes must be reinserted in the tree
when a node becomes underloaded. Note that, upon arrivals of new subscriptions, nodes
that have corrupted variables due to uncontrolled departures are updated before the timeout.
Figure 7.16 illustrates the average ratio of underloaded nodes for different timeout val-
ues. Considering the initial setup of 10, 000 subscriptions, we built a DR-tree for each
degree conﬁguration. The resulting tree had the following number of internal nodes:
1, 670 (m = 5,M = 10), 783 (m = 10,M = 20), 524 (m = 15,M = 30), 382
(m = 20,M = 40). The ratio of underloaded nodes is computed as a percentage of these
values. As expected, we observe better results for small timeouts because the structure
is corrected more frequently. The results do not show a signiﬁcant difference for varying
node degrees, because there is a correlation between the number of underloaded nodes and
the number of internal nodes in the tree.
We have ﬁnally analyzed the evolution of the minimum node degree in the tree over
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time to verify that self-stabilization works as expected under churn. We can observe in
Figure 7.17, for timeout 100s, that the average degree is approximately 7 and the minimum
children set before correction of the tree varies between 4 and 3. However, after every
timeout, the structure is corrected and the minimum degree reverts to m = 5. We also
tested for timeout 1, 000s, as shown in Figure 7.18. In this scenario, the average degree is
above 6 and the minimum children set before the execution of the self-stabilization modules
varies between 2 and 1. Again, we can observe that the structure is corrected with minimum
degree m = 5 after every timeout.
7.3.3 Overlay Optimization
Under biased event workloads, it may happen that the organization of the DR-tree, based on
minimizing the MBR coverage, may perform poorly because small “false positive” regions
are hit by many events while larger areas see none. To deal with such situations, we have
introduced two optimization mechanisms for minimizing the number of false positives.
Static. The ﬁrst optimization takes place when inserting a new subscription in the tree.
The choice of which branch the new subscription will be inserted is no longer only based
on the MBR coverage, but also on the event history that each node keeps track of. We
choose the branch for which the MBR enlargement covers the smallest number of events
(instead of the smallest area) in order to minimize the total number of false positives in the
structure. Upon tie, we revert to the criterion of the smallest MBR enlargement.
138 CHAPTER 7. EVALUATION AND RELATED WORK
 0
 2
 4
 6
 8
 10
 12
 14
 16
 18
alpha=2.0alpha=1.5alpha=1.0
F
a
ls
e
 p
o
s
it
iv
e
s
 a
v
e
ra
g
e
Event distribution
without FP history
dynamic: local reorganization
static: construction time
dynamic + static
Figure 7.19: False positive average for different event distribution.
Dynamic. The second mechanism is based on local reorganizations of the DR-tree, where
parent election is performed according to the number of hits (event that matches a subscrip-
tion, or “true positives”) instead of the largest MBR coverage. Each node computes locally
its number of hits and false positives. When a child experiences signiﬁcantly more hits than
its parent, the former replaces the latter in the hierarchy.
In order to evaluate these two strategies, we have measured the false positives average
for different event distribution, i.e., we have generated the events according to the Zipf
distribution varying the value of α (see Figure 7.19). For the evaluation, we considered
the default experimental setup of Table 7.1 and quadratic splitting method. We observe
that the combination of static (construction time) and dynamic (local reorganization of the
DR-tree) mechanisms performs better for skewed event distribution than the DR-tree built
without false positives history. Moreover, the static mechanism alone presents better results
than the dynamic one. This shows that one can already signiﬁcantly improve the routing
accuracy under bias event workload with just a simple modiﬁcation to the node insertion
algorithm.
7.4 Distributed Hilbert R-trees
As in the DR-trees, we also evaluate the routing accuracy through the number of false
positives generated in the overlays. We have compared the three different approaches:
DHR-tree Min/Max, DHR-tree Center and DHR-tree Segment. For the DHR-tree Segment,
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Figure 7.20: False positives ratio for dif-
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Figure 7.21: False positives ratio for dif-
ferent subscription distributions.
for most cases, we have evaluated the overlay considering a limited number of segments
(i.e., number of discrete ranges, each of which represents a segment of the curve) of the
subscriptions and MBPs. We have considered two values, 100 and 1, 000 segments.
First we have measured the routing accuracy for different subscription sets, as shown
in Figure 7.20. We observe that DHR-tree Segment presents better results than DHR-
tree Center and DHR-tree Min/Max. Obviously, minimizing the number of segments to
represent the data structures increases inaccuracy, what explains the higher average false
positives ratio for the DHR-tree Segment with 100 segment set size compared with 1, 000
segments. Unsurprisingly, DHR-tree Min/Max presents high average of false positives ratio
compared with the other approaches. This is due to the fact that the event dissemination
is based only on the min/max Hilbert values of the MBR. Thus, minimizing the memory
cost to index the MBRs increases the inaccuracy during the event dissemination. For each
overlay, the average false positives ratio remains nearly the same even if the number of
subscriptions increases. This is because using Hilbert space ﬁlling curves, the containment
relationship is not preserved efﬁciently, i.e., subscriptions with containment relationship
may not be allocated in the same subtree.
Figure 7.21 shows the average false positives ratio when varying the subscription distri-
bution. As in DR-trees, better results are obtained for subscriptions with high containment
relationship (10:90) and under uniform distribution, which conﬁrms that DHR-tree overlays
also preserve the containment relationship. As in the previous experiment, the DHR-tree
Segment with 1, 000 segments presents better results.
We have performed simulations varying the degree of the nodes between M = 5 and
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Figure 7.22: False positives ratio for dif-
ferent degrees of the tree.
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ferent dimensions.
M = 40 (remember that m = M/2). Figure 7.22 illustrates the average false positives
ratio for the different values of m and M . As can be observed, varying the degree in
the DHR-tree Min/Max overlay affects the routing accuracy signiﬁcantly. Considering a
value of M > 20 for DHR-tree Min/Max, the routing accuracy improves signiﬁcantly,
almost reaching 5%. In contrast to DHR-tree Min/Max, the results from the DHR-tree
Segment (100 and 1, 000) variant remain almost constant. Even though the event travels
fewer subtrees, the routing inaccuracy increases as the number of segments to represent the
MBPs is limited.
We have also plotted the average number of false positives for 2 and 3 dimensions in
Figure 7.23. For DHR-tree Segment, we have ﬁxed the number of segments to 500 for 2
dimensions and 1, 000 for 3 dimensions. We can see that the average slightly increases but
remains less than 5% for the DHR-tree Center and the DHR-tree Segment variants.
In order to compare the tradeoff between the memory cost to store the segments in
the DHR-tree Segment overlay and the routing accuracy, we have performed simulations
varying the number of segments. Figures 7.24 and 7.25 present the average false positives
ratio varying the segment set size, respectively, for 2 and 3 dimensions. For 2 dimensions,
the results are roughly the same while for 3 dimensions, the ratio increases with smaller
numbers of segments. Fixing 50 segments to represent the subscriptions and MBPs, the
ratio remains very low in both experiments and the memory cost to index remains low.
As presented in the Section 4.3, we may consider a set of coordinates in the Euclidean
space to be represented by a single Hilbert value in order to minimize the memory cost.
Considering the range values between 0 and 1, 023 we have varied the order of the Hilbert
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curve used in the transformation. This means that considering a low order of Hilbert curve
implies in a larger range of values to be covered by the same Hilbert value. Figure 7.26
illustrates the routing accuracy by varying the order (k) of Hilbert curve between 2 and 10.
Note that we have performed the experiments for 2 dimensions and we consider unlim-
ited number of segments for the subscriptions and MBPs. Obviously, the number of false
positives is directly related to the granularity of the Hilbert curve, i.e., space partitioning.
We observe that k = 4 (Hilbert values from 0 to 255) is a good compromise as the aver-
age remains less than 5% and the number of segments per subscription/MBP is reasonably
low. Note that the events were mapped using the same order of the Hilbert curve as for the
subscriptions.
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Figure 7.28: False positives ratio for different overlays.
Finally, we have compared the two different splitting methods of the DHR-tree Seg-
ment: with or without reinsertion of nodes. Figure 7.27 illustrates the results for 100 and
1, 000 segment set sizes. Both set sizes show only little improvement when performing
reinsertion during the splitting method, which does not justify the cost of reinsertion.
In order to compare, DR-tree and DHR-tree overlays, we have performed simulations
with 10, 000 subscriptions and range values between 0 and 1, 023 for 2 and 3 dimensions.
As in the previous experiment, we have ﬁxed the number of segments, in the DHR-tree Seg-
ment variant, to 500 for 2 dimensions and 1, 000 for 3 dimensions. Results are presented
in Figure 7.28. As expected, DR-trees present in general better results than DHR-trees.
Moreover, R∗ outperforms all other variants, which conﬁrms the tradeoff between routing
accuracy and memory cost to index the data structures. Except for the DHR-tree Min/Max,
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all variants present an average false positives ratio less than 5%. For the 2 dimensions ex-
periment, the DHR-tree Segment variant shows better results than the linear. In addition,
the results from DHR-tree Segment show that our merging algorithm is efﬁcient at main-
taining a low false positives ratio. The DHR-tree Center variant presents higher average
compared with DHR-tree Segment and DR-trees. The reason is that the insertion and split-
ting are based only on the Hilbert value of the centroid of the subscriptions, which may
violate the containment relationship properties.
7.5 Related Work
Publish/subscribe over structured peer-to-peer systems has been widely addressed in recent
years.
TERA [8] is a topic-based publish/system built on top of peer-to-peer systems. This
approach clusters the subscribers with similar interests in order to conﬁne the trafﬁc. Many
other topic-based approaches have been proposed e.g., Scribe [23] and Bayeux [126].
These publish/subscribe systems leverage DHT, Pastry [92] and Tapestry [120] respec-
tively, in order to build scalable and fault-tolerant publish/subscribe systems. The advan-
tage of using DHTs is to build scalable, self-organizing and fault-tolerant publish/subscribe
systems. However, in contrast to content-based systems, topic-based systems lack on ex-
pressiveness to specify the subscriptions.
Tam et al. [105] extend Scribe to support content-based systems by organizing the con-
tent into several topics. For each subscription and for each event, they build a set of topics
and submit to Scribe. This approach does not fully provide the query semantics of a tra-
ditional content-based approach limiting the expressiveness and ﬂexibility of the subscrip-
tions. Moreover, false positives are likely to occur.
We focus on content-based publish/subscribe approaches built on top of structured peer-
to-peer systems. One of the techniques used in some of these approaches is the rendezvous-
based routing (e.g., [3, 4, 11, 27, 84, 125]). The main principle of this technique is to iden-
tify particular nodes where subscriptions meet publications. Once the event meets the node
responsible for managing the dissemination structure for this event, the event delivery starts
from this node as the root of a spanning tree reaching all the interested subscribers. The
main motivation of this approach is that a controlled subscription distribution allows bet-
ter load balance in terms of subscription storage and management (insertion, removal and
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update), thus avoiding redundant matching operations to be performed by several nodes.
The main drawback of such solutions is the high load reported on the rendezvous nodes
since they centralize all the ﬁltering performed in the system. Hence, rendezvous nodes
may become bottlenecks and single point of failures. In contrast, a totally distributed (i.e.,
decentralized) approach, where every peer in the system participates in the matching and
event dissemination, spreads the load in the system.
Willow [91] uses a virtual tree, where each leaf in the tree is associated to a set of
attributes and values. The internal nodes are responsible for the attributes of their children.
The routing procedure leverages the DHT, the event is sent to the node with the identiﬁer
nearest to a speciﬁed key in terms of an XOR metric. Similarly, Wang et al. [110] propose
to use a spanning tree in which each leaf is responsible for an identiﬁer range and the
root is in charge of the entire identiﬁer space. The event forwarding is similar to preﬁx-
forwarding, but in addition, for each entry in the routing table, there is a ﬁlter associated to
the identiﬁer. Also, covering relation is considered to reduce the number of subscriptions
stored by each peer. These approaches have the disadvantage that the notiﬁcation starts at
the root of the spanning tree, thus depending on the publication rate, the root node may
become overloaded.
HyperCBR [22] relies on a multidimensional space topology (simulations are done
using a CAN-based implementation). The space is divided into multiple partitions under
responsibility of nodes. In a two dimensional space, subscriptions are propagated along the
entire column, thus distributed among different nodes. The events are disseminated along
a row and if it intersects a matching subscription, the event will be disseminated along the
respective column. The main drawback of this approach is that it can lead to a high amount
of false positives.
HOMED [29] and Mirinae [28] use a peer-to-peer hypercube-based overlay. Peers
are organized based on their interests in order that only interested peers participate in the
dissemination of an event. Similarly, Meghdoot [58] uses the CAN infrastructure. In this
system, the subscriptions composed by multiple predicates are partitioned and distributed
onto CAN nodes. These approaches have two main drawbacks: the lack of scalability for
publish/subscribe systems that require complex subscriptions and the large number of false
positives/negatives. The ﬁrst problem was addressed by using multi-dimensional spaces.
Terpstra et al. [106] propose to partition the event space among the peers in the system, but
they broadcast the events and the subscriptions to all the peers in the system. Consequently,
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the number of false positives is in the order of the number of subscriptions in the system.
Other approaches have been proposed to improve subscription representation on DHT-
based systems, more precisely, to support range predicates. Chord is used in [108] to build
a content-based publish/subscribe system. The values of each attribute are hashed and
stored at the corresponding Chord node. The matching procedure is done for each attribute
separately. The main disadvantage of this approach is that the number of nodes that will
store a subscription is proportional to the number of attributes in the system and to the
interval of the range value for each attribute. Hence, the total number of subscriptions in
the system can be critical to the performance, generating high trafﬁc in the network and
high matching rate.
One of the techniques that focus on minimizing the false positives/false negatives is
the organization of subscribers based on their similarity [6, 25, 109, 118]. In the ﬁrst two
systems, subscriptions form unbalanced trees and the publication complexity is strongly
dependent on the subscription distribution. Contrary to these approaches, our structures
are balanced and offer logarithmic guarantees (subscription, unsubscription, event dissem-
ination).
One approach that tries to balance the workload among the nodes is proposed in [118].
A hierarchical tree is used to partition the subscriptions based on the attributes or their
values. Similar subscriptions are grouped at the same branch. The matching tree is di-
vided into a set of subtrees distributed among the peers in the system. Another similar
approach is presented by [117], where the content space is partitioned and mapped to a k-d
tree. The node responsible for a partition will store all the subscriptions that overlap the
partition. In case a subscription overlaps n partitions, the subscription will be split into n
sub-subscriptions and stored each of them in the node responsible for the corresponding
partition. The main drawback of these approaches is that skewed subscription distribution
may load some peers with high amount of subscriptions.
Sub-2-Sub [109] is constructed on top of an epidemic semantic-based group member-
ship. Nodes with similar interests are organized in a gossip-based overlay. For the event
dissemination, an event is disseminated through a probabilistic balanced tree to all inter-
ested parties. The main drawback of this approach is that depending on the subscription
distribution, it can lead to nodes having high degree. In contrast, our approaches provide
bounded degree per node in the tree.
Another approach is the subscription merging [37, 71], which also groups subscriptions
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based on their similarity and creates a new subscription containing the set. This new sub-
scription is similar to the MBR and it is used in the matching procedure to determine if
the event must be disseminated in the group. The merging algorithm used to identify the
groups impacts on the number of false positives generated in the system. However, the
merging problem was proved to be NP-hard [37]. An optimization of subscription merg-
ing is presented by Ouksel et al. [83] where they propose a Monte Carlo type algorithm.
Contrary to our approach, the algorithm introduces false negatives due to the probabilistic
nature of the algorithm.
Similar to our overlays, Wang et al. [112, 113] propose a broker-based publish/subscribe
based on R-trees. Subscriptions and events are represented geometrically, i.e., events as
points in a d-dimensional space and subscriptions as hyper-rectangles. This representation
is more ﬂexible than the previous ones and captures well the semantics of the subscriptions.
They propose two routing approaches: event space partitioning (ESP) and ﬁlter set parti-
tioning (FST). In the ESP, the d-dimensional space is partitioned into n disjoint subspaces,
where each server is responsible for one subspace. Thus, a subscription that intersects the
subspace is stored in the corresponding server. The main disadvantage is that if there is
a high overlap of the subscriptions in multiple subspaces, the subscription is replicated in
multiple servers, thus increasing the total of subscriptions in the network also the trafﬁc
generated by the event forwarding. The second approach, FST, assigns each subscription
to a single server and similar subscriptions are grouped together in the same server. For this
approach they suggest to use R-trees assigning the subscriptions at leaf nodes and the root
has as many children as servers in the system. Thus, each subtree is under responsibility of
one server and uses the MBRs to ﬁlter the event. Conversely to our overlays, this approach
is not appropriated to large-scale systems being limited to a ﬁxed set of subscriptions.
Publish/subscribe over unstructured peer-to-peer overlays is only marginally addressed
and with little success only. This is due to the fact that unstructured peer-to-peer overlays
do not rely on a structure that would facilitate the routing since they use inefﬁcient routing
strategies. Costa et al. [35] propose a hybrid approach, which uses deterministic and/or
probabilistic event routing. In case the subscription information is available, the algorithm
uses deterministic event routing by routing the event along the link that transmitted the
matching subscription. If no subscription information is available, the events are forwarded
to a randomly chosen subset of the available links. They propose that the links of the
connectivity graph can be easily built as an unstructured peer-to-peer overlay.
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Another approach based on unstructured peer-to-peer overlays is presented in [10]. The
main idea is to build event distribution lists via subscription ﬂooding. The active subscrip-
tions are periodically broadcast in the network in order to refresh the subscription informa-
tion. Thus, the subscriptions of faulty nodes will no more remain, being removed after a
time-out.
The main drawback of these approaches relies on the main characteristics of unstruc-
tured peer-to-peer overlays, the uncontrolled organization of the nodes in the system. Thus,
subscribers with similar interests may be located logically far away from each other in the
network. As a consequence, these approaches may generate high message overhead during
event dissemination. Moreover, non-deterministic approaches, as presented in [35], can
lead to unsuccessful event deliveries if the TTL reaches zero before the event reaches all
the interested subscribers.
7.6 Conclusion
We have implemented and analyzed the performance of our DR-tree and DHR-tree over-
lays. We have evaluated the performance in terms of false positives and false negatives.
By construction of the MBRs, the R-tree structure does not produce false negatives during
dissemination, i.e., all the subscribers that have subscribed for an event will receive the
event.
Except to DHR-tree Min/Max overlay, our experiments show that the false positives
rate is in the order of 2− 4% with most workloads. Overall, DR-trees present better results
than DHR-trees since the n-dimensional MBRs are more appropriate in order to preserve
the containment relationship between the subscriptions. On the other hand, using Hilbert
space ﬁlling curves may reduce the computation costs during the overlay organization and
the matching procedure. In addition to that, the cost in space to index the data structures.
We have also evaluated the effectiveness of our self-stabilizing algorithms and proposed
two optimization strategies for the DR-tree overlays considering skewed event workloads.
Note, that the optimizations can be easily adapted to the DHR-tree Center overlay.
At the end of this chapter, we have presented some related work focusing on content-
based publish/subscribe systems built on top of structured peer-to-peer systems. We have
presented the main characteristics of these systems and compared to our overlays.

Conclusion

CHAPTER
8 Conclusion
In large scale distributed environments, huge amounts of information are exchanged and ac-
cessed by a large and dynamic number of participants. In distributed settings, the informa-
tion may not be distributed uniformly and may have different request popularity, with some
information being accessed frequently while other never being accessed. This may cause
bottlenecks and overload some nodes responsible for storing the information and forward-
ing the request. Another challenge in distributed environments is to efﬁciently disseminate
information. For efﬁcient information dissemination, it is important to disseminate useful
information to the users taking into account their interests. Diffusion of information that is
not interesting to the users consumes bandwidth and may overload some nodes responsible
to route the information. In this thesis, we focused on developing efﬁcient load balanc-
ing mechanisms when the information is requested with different popularity and efﬁcient
information dissemination considering different user’s interests.
8.1 Contributions
The contributions of this thesis can be summarized as follows:
Balancing the Communication Load in Structured Overlays. Several approaches have
been proposed to balance the communication load in peer-to-peer systems. However, most
of these approaches focus on the uneven distribution of the objects and nodes in the overlay.
Few of them aim to balance the trafﬁc resulting from the skewed popularity of the objects.
First, we have studied the impact, through simulations, of the biased popularity of the
objects. We have shown that with a Zipf-like distribution of the requests in the system, the
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load at the nodes responsible for the requested information or object and the routing load
along the lookup paths also exhibits a Zipf-like distribution. The routing load at the lookup
path is very intense at the nodes close to the destination and decreases with the hop distance
from the destination node.
We have proposed to balance the routing and request load through, respectively, dy-
namic routing table reorganization and adaptive caching. We dynamically reorganize the
”long range neighbors” in the routing tables of the nodes that have a high request load in
order to reduce the routing load, thus increasing the routing load of the nodes that do not
hold popular objects. As this mechanism only balances the routing load of the nodes in
the system, the request trafﬁc at the nodes that hold popular objects remains high. For that
reason, we proposed caching as complementary solution, where the most popular objects
are cached along the lookup path. Our approach is easy to deploy and can be applied to
any DHT that provides ﬂexibility on the neighbor selection to build the routing tables. We
have shown that our routing table reorganization signiﬁcantly improves the distribution of
the trafﬁc in the system. The combined caching approach aims to achieve a global trafﬁc
load balancing. We have demonstrated that the cache does not require much storage ca-
pacity to be effective once the most popular objects may remain permanently in the cache.
Extra messages are introduced in the system by our caching algorithm but the amount is
negligible if we compare with the number of requests issued. In the studied scenarii, we
have shown that using routing table reorganization approach combined with caching most
of the nodes have the same load. Moreover, depending on the degree of the popularity of
the objects (e.g., requests follow a Zipf-like distribution with α = 0.5) the routing table
reorganization is satisfactory to balance the traﬁc load, being unnecessary to complement
with caching.
Content-based Publish/Subscribe Overlays. It is not trivial to create and maintain an
efﬁcient peer-to-peer overlay for selective content dissemination. Most approaches suffer
from loss of routing accuracy (resulting in false negatives and false positives) and poor
latency during the event dissemination.
We have proposed two classes of overlays, Distributed R-trees (DR-trees) and Dis-
tributed Hilbert R-trees (DHR-trees), which are a class of content-based publish/subscribe
where publishers and subscribers are organized in a peer-to-peer network. Our overlays
extend the R-tree structure and its variants, where subscribers are organized in a decen-
tralized virtual tree based on their interests (containment relationship) in order to quickly
CHAPTER 8. CONCLUSION 153
disseminate the events and minimize the message overhead. Moreover, we have shown that
our overlays do not produce false negatives and maintain a low rate of false positives.
We have shown that join and control departures do not corrupt the structures. We
have implemented self-stabilizing algorithms that guarantee correctness despite failures
and changes in the peer population. Our overlays provide logarithmic guarantees for the
publish/subscribe operations (subscription, unsubscription and event dissemination).
The main difference between the two approaches lies in the data structure that each
peer stores. With the DR-tree approach, the subscriptions are represented geometrically
in a n-dimensional Euclidean space. In the DHR-tree approach, we have proposed two
subscription representations. In the ﬁrst representation, subscriptions are represented by
an n-dimensional space associated with Hilbert values. Another representation maps the
subscriptions in a 1-dimensional space using Hilbert SFC. As we have presented, Hilbert
Space Filling Curves (Hilbert SFC) preserves best the proximity compared to other space
ﬁlling curves.
Our experiments have shown that our overlays exhibit a low rate of false positives. DR-
trees outperform DHR-trees in terms of false positives, more precisely, R∗-trees presented
the best results. This is explained by the fact that usingMBRs to group similar subscriptions
tends to preserve more efﬁciently the containment relationship than using Hilbert space
ﬁlling curves. Moreover, we have shown that there is a tradeoff between memory cost for
indexing data structures and routing accuracy. DHR-tree Center and DHR-tree Min/Max
provide much less complex overlay organizations (join and leave procedures) if compared
to the other overlays. This is due to the fact that the overlay organization relies only on
one/two Hilbert value(s) facilitating the criteria for the join and leave procedures. However,
this approach does not preserve the containment relationship among the nodes as efﬁcient
as DR-trees.
8.2 Discussions and Future Directions
Balancing the Communication Load in Structured Overlays. As previously men-
tioned, our load balancing solution can be adapted to any system that provides neighbor
selection ﬂexibility such as Pastry [92]. However, not all structured peer-to-peer systems
provide such ﬂexibility for neighbor selection when building the routing tables. There
are several directions for future work in our load balancing strategy. One direction is to
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extend our protocol to systems that provide route selection ﬂexibility and not neighbor se-
lection ﬂexibility such as CAN [89]. The load information remains stored in the routing
tables, however the nodes may choose the next hop with the lowest load. The tradeoff of
this approach is that the lookup path may become longer since the least loaded node is not
necessarily the closest to the destination. Another direction is to provide a more generic so-
lution adaptable to other peer-to-peer systems taking into account different characteristics
of the overlay (e.g. node’s degree).
Content-based Publish/Subscribe Overlays. The implementation of our publish/subscribe
overlays has been evaluated by the means of simulations. We have shown that our over-
lays maintain a low false positive ratio when using synthetic subscriptions and events with
different distributions. We have proved that our approach is efﬁcient in theory, however
we could imagine to test with real data. One of the interesting directions is to evaluate
our overlays in terms of false positives using the data gathered from real life systems (e.g.,
Yahoo! Alerts).
Another interesting issue is to consider the subscriber capacities to organize the overlay
rather than only relying on the subscription properties (containment relationship). In envi-
ronments where the resources are scarce (CPU, memory and bandwidth), the decision of
electing a new parent for a subtree based on the node’s capacities may be crucial to avoid
degradation of performance rather than using only containment relationship. The implica-
tion of this strategy is that the number of false positives in the system may increase as the
subscription of the new root may not cover the subscriptions of its children.
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