This appendix describes the numerical procedure used to generate the simulated investment data analyzed in Bond, Söderbom and Wu (2011) . It also contains additional results.
where (X t ; K t ; I t ) = h 1 X t (K t + I t ) 1 I t G (I t ; K t ) ;
and ln X t = ln X t 1 +~ + " t " t iid N 0; (see the main paper for de…nitions).
Exploiting linear homogeneity of the value function
Since the value function is homogeneous of degree 1 in (X; K), we can eliminate K t from the state space by normalizing by K t . De…ning t = t =K t = h 1 (x t ) (1 + I t =K t ) 1 ; x t = X t =K t , v t = V t =K t ; we thus write the value of the …rm normalized by K t as v(x t ) = max It=Kt f (x t ; I t =K t ) + I t =K t + 1 1 + r E t v (x t+1 )g:
Solving the Bellman equation using value function iteration
We solve the …rm's optimization problem using value function iteration. The principles of our algorithm are as follows.
1. Start with a guess for the true value function v(x t ): Call this guess v 1 . Use it on the right-hand side of the Bellman equation (1) , and compute E t [v (x t+1 )] (more on how to compute this expectation below). Find the values of I t =K t that maximize …rm value given the state x t .
2. Update the true value function v(x t ) using the solution obtained in the previous step (i.e. this is the value v associated with optimal I t =K t To implement this method we need to discretize the state and control space, and we need a way of calculating the expected value of the …rm in t + 1. We discretize the distribution of the variables x t (state) and x t+1 (control) by constructing a …nite set of permissible values (x 1 ; x 2 ; :::; x M ) where x 1 is the lowest permissible value, x M the highest, and M is the number of permissible values. In the simulations we vary x 1 and x M depending on the size of the adjustment cost parameter b q and the level of uncertainty
The limits are set su¢ ciently wide not to bind, whilst trying to avoid too extreme values as this would result in a coarse grid. We use M = 300 throughout. Increasing M further does not affect the results. The expectation of the value function E t [v (x t+1 )] is computed by summing over the M possible realizations of the value function associated with the possible realizations of x t+1 that follow from the stochastic process using weights implied by the normal distribution.
The simulated data
Once the value iteration has converged, we recover the policy functions for investment. Based on these we simulate J panel data sets on N …rms over T time periods. We use J = 8, T = 100 and di¤erent random numbers throughout.
where
Additional analysis
Simulating the Abel-Eberly model. We compute numerical simulations of based on the Abel-Eberly model (which features complete irreversibility and no quadratic adjustment costs) and compare these to the analytical values, which are given by
is the negative root of equation (5b) in Aberly and Eberly (1999). The results are shown in Table A1 and Figure A1 . The simulated values of track the analytical values closely, suggesting there are no major errors in our computer code. For large values of , we need a very large number of …rms to obtain reasonable precision in the simulated means. This is much less of an issue for the quadratic costs model, since …rms in that model can adjust capital downwards.
Additional results. The full set of results underlying the summary statistics shown in Table 1 in the main paper are shown in Table A2 . We show values of for the real options model based on (2), and simulated values of for the quadratic adjustment costs model. For the latter we also show standard errors.
Abel and Eberly (1999) discuss the e¤ects of changing other model parameters on long run capital accumulation. They prove that r has a positive e¤ect and that and have negative e¤ects. Table A3 shows the results of regressing the values of (T ) obtained for di¤erent values of the parameters ; ; ; r on these parameter values. The …rst column shows the results for the real options model. The results are consistent with the theoretical results documented in Abel and Eberly (1999), Section 5. The e¤ects of uncertainty is small. An increase in the parameter has a small negative e¤ect on (T ). An increase in the discount rate brings expected long run capital closer to the level that would prevail under reversible investment. 4 Demand growth has the opposite e¤ect.
Columns (2) and (3) show the results for the models with quadratic costs. We …nd a signi…cant negative e¤ect of uncertainty on (T ), which is stronger for b q = 3:0 than for b q = 0:5. This suggests that the e¤ect of higher uncertainty on long run capital accumulation is more adverse if adjustment costs are high. An increase in tends to reduce (T ), i.e. increase the gap between long run expected capital under quadratic costs and the level without adjustment costs. An increase in the discount rate r has the opposite e¤ect, similar to the real options model. Table A1 for further details. 
