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1 はじめに
量子通信とは，情報の伝送に量子状態を使用する通信である．
古典情報を量子状態に対応付けた量子通信を古典-量子通信と呼
ぶ．量子通信では，量子情報源を固定し，測定を変化させるこ
とで得られる最大の相互情報量としてアクセシブル情報量が定
義される．アクセシブル情報量の下界を達成する量子情報源を
\Scrooge Ensemble"（以降，けちん坊量子情報源）と呼ぶ [1]．
けちん坊量子情報源は，最も情報を与えないという意味で，セ
キュリティへの応用が期待される．けちん坊量子情報源は，従
来，無限集合とされていたが，応用を考えるのであれば，有限集
合が望まれる．したがって，本研究の目的は有限のけちん坊量
子情報源の存在を調査することである．
けちん坊量子情報源を考えるためには，相互情報量の最大化
を考える必要がある．しかし，相互情報量の定義式に含まれる
対数ゆえに，直接，相互情報量を最大化するのは困難である．そ
こで，本研究では，相互情報量の上界である，2次の相互レニー
情報量に対して，測定に関する最大化を考える．具体的には，文
献 [2]にある，群共変的信号に対する相互情報量の最大化に関す
る定理が 2次のレニー情報量規準でも成り立つことを示した．
2 相互レニー情報量
アルファベット X の離散確率変数 X に対して，レニーエン
トロピー*1 R(Y )は，次のように定義される．
R(Y ) :=   log2
0@X
j2Y
P (j)2
1A: (1)
レニーエントロピーを用いて条件付きレニーエントロピー
が R(Y jX) := Pi2X P (i)R(Y jX = i) のように定義される．
そして，相互レニー情報量 IR(Y ;X) は，これらの差として
IR(Y ;X) := R(Y ) R(Y jX)のように定義される [3]．
一般に，相互レニー情報量は，シャノンの相互情報量とは異
なり，対称性，加法性，また，凸性を持たない．本研究では，Y
を測定結果に関する確率変数，X を信号に関する確率変数とし，
IR(Y ;X)を相互レニー情報量として用いる．
3 群共変的信号・測定
量子信号（測定）が群共変的であるとは，文献 [2]にて以下の
ように定義された．ただし，(G; )を有限群，Ug を g 2 Gのユ
ニタリ表現とする．
定義 1：群共変的信号
先験確率が等確率 jGj 1 である信号系 fi : i 2 Ggを考える．
この信号系が次の性質を満たすとき，信号系は群共変的である
という．
UgiU
y
g = gi (8g; i 2 G): (2)
定義 2：群共変的測定
測定  = fj : j 2 Ggを考える．この測定が次の性質を満た
*1 2 次のレニーエントロピー，2 次の条件付きレニーエントロピー，また，
2 次の相互レニー情報量を，しばしば \2 次の"を省略して呼ぶ [3] ため，
本稿でも \2次の"という言葉を省略する．
すとき，測定は群共変的であるという．
UgjU
y
g = gj (8g; j 2 G): (3)
定義から分かるように，群共変的信号（測定）とは，任意の信
号（決定作用素）の G軌道と元の信号系（測定）が一致するよ
うな信号系（測定）である．
4 群共変的信号を用いた相互レニー情報量を最大化
する測定
シャノン情報量を規準とした場合，既約なユニタリ表現を持
つ群に関して群共変的な信号に対しては，ランク 1 の群共変的
測定によって相互情報量が最大化されることが文献 [2]に示され
ている．本研究では，相互レニー情報量がシャノンの相互情報
量にある性質（e.g., 加法性）を持たないにも関わらず，相互レ
ニー情報量を規準とした場合にも，Daviesが示した定理と同じ
命題が成り立つことを示した（紙面の都合のため，証明は省略
する）．
命題 3
信号が既約なユニタリ表現 Ug (g 2 G) を持つ有限群 G に関
して群共変的であるとする．このとき，相互レニー情報量を最
大にする測定として，ランク 1の群共変的測定が存在する．
この命題により，仮定を満たす量子情報源の相互レニー情報
量の最大値を求める際に，測定をランク 1 の群共変的測定に絞
ることができる．また，群共変性から相互レニー情報量の解析
が容易になる．
5 おわりに
信号が既約なユニタリ表現を持つある群 Gに関して群共変的
である場合，相互レニー情報量を最大化する測定として，ランク
1の群共変的測定が存在することを示した．
今後の課題として，シャノン情報量規準において示されてい
る「群が可約表現を持つ場合に，相互情報量を最大化する測定」
についての定理 [4]が，レニー情報量規準においても成り立つの
かを考える必要がある．
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