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ABSTRACT 
Steady fluid flow within circular pipelines has been the subject of very extensive 
research for well over 100 years. However, unsteady flows, particularly those at 
transitional and higher Reynolds Numbers, have not been nearly so well analyzed. 
Consequently, although there is now an essentially complete description of the hydraulic 
and fluids mechanics aspects of steady flow, the understanding of turbulent unsteady 
flow phenomena is much less certain. 
The major difficulty in working in the unsteady flow area is the inherent nature of the 
flow. That is, the unsteadiness of the velocity vector requires a measurement device 
that does not rely upon time-averaging techniques to produce estimates of the velocity 
magnitude. For this reason alone, the laser-Doppler anemometer (LDA) is an ideal 
instrument for analysis of unsteady flows. In addition, it is non-intrusive and so does 
not affect the structure of the flow during the measurement process. 
Experimental procedures were developed successfully to enable the accurate 
measurement of mean velocity and turbulence intensity in monotonically varying 
unsteady pipe flow. Previous research at the University of Queensland had produced 
unexpected results in relation to this class of flow, and it was considered that a more 
detailed experimental analysis would yield important information. 
More specifically, the concept of quasi-steadiness of the flow was examined. In parallel 
with the experimental program, theoretical analyses were undertaken to derive methods 
for determining whether flow at a particular time instant is quasi-steady in nature. A 
modified simple power law was developed, which enables the flow rate and velocity 
profile in a steady turbulent flow to be estimated accurately from a single measurement 
of the centreline velocity. From the same velocity measurement, a law of the wall was 
used to derive estimates of the friction velocity and hence turbulence intensities over 
the entire cross-section. 
ni 
It was found that velocity profiles in monotonically unsteady turbulent flow were 
indistinguishable from the corresponding profiles for steady flow at the equivalent 
Reynolds Number. However, turbulence intensities, in flow under the effect of an 
acceleration transient, were shown to be significantly smaller than quasi-steady. This 
is consistent with a lagging process. Under these conditions, it was also found that the 
onset of laminar-turbulent transition was very significantly delayed (to Re in excess of 
100 X 10^). The behaviour around the time of transition was examined in detail, with 
the conclusion that transition to fully developed turbulent flow occurred much more 
rapidly in accelerating flow than under steady flow conditions. 
The LDA was also used to study the behaviour within an open channel flow transition, 
where the flow area remains constant throughout the transition, but the aspect ratio 
varies continuously. The channel chosen was such that the width of flow converged as 
the bed level fell away. Previous research has shown that this form of channel 
exhibited no form loss. That is, the friction loss was equal to that for a constant 
rectangular channel with the same cross sectional area of flow. 
Five equally spaced sections were defined over the length of the transition. At each 
section, detailed measurements of longitudinal and vertical velocity components were 
made at a significant number of points, together with the associated turbulence 
intensities. From this data, Reynolds stress terms were also computed. A comparison 
of each parameter's variation over the length of the transition was provided, enabling 
conclusions to be drawn in regard to the effect of both flow divergence and convergence 
on boundary layer development. 
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1. INTRODUCTION 
Fluid flow within either closed (e.g. circular pipes) or open (e.g. rectangular channels) 
conduits may be either laminar, transitional or turbulent in nature. From both the 
theoretical and experimental points of view, the study of laminar flows is an attractive 
option for two particular reasons: 
1) Exact analytical solutions have been achieved for a number of simple 
unsteady laminar flow situations, with various approximate solution 
techniques available for increasingly complex cases. In contrast, there 
is no analytical solution for any turbulent flow situation, because of the 
additional presence of the Reynolds stress terms in the equations of 
motion. Approximate solutions for varying degrees of complexity have 
been developed, but all depend in the final analysis on the question of 
closure - the assumption of the Reynolds stress or eddy viscosity 
distribution, based usually upon empirical findings. 
2) Experimental measurement of laminar flow is certainly far simpler (and 
more precise) than the corresponding measurements in any form of 
turbulent flow. For example, with steady laminar flow in a uniform 
conduit, only a single measurement is required at each relevant location 
to determine the velocity profile accurately. There is certainty that 
another reading taken at the same point at any later time will return a 
virtually identical result. In addition, this single measurement is the 
sole indicator of the flow condition. In contrast, the ever-varying 
turbulence intensity component of a turbulent flow dictates that only a 
long term temporal average for the velocity at one location can be 
derived. There is no way to predict the exact velocity at this same 
point for any particular time. The experimental study of turbulent flow 
therefore becomes statistical in nature, and detailed measurement and 
analysis techniques are necessary. 
1 
However, it is certain that the overwhelming majority of real-life flows of interest to 
technologists are turbulent.   Among these are 
Water hammer effects in large pipelines, particularly those associated 
with hydro-dynamic machinery. 
Transport characteristics within process flows. 
Fluid circulation within the bodies of living organisms (known to be 
both laminar and turbulent in different phases). 
Fuel system development. 
Further considering transitional and turbulent flows, it is easily accepted that the study 
of steady uniform flow will be far less complex than that associated with other 
conditions. Again, however, in many situations, the assumptions of steadiness and 
uniformity are in complete contrast to actual fluid flows. 
In general, therefore, it can be seen that, although every-day flow situations are likely 
to be either unsteady or non-uniform (or probably both) as well as turbulent, these 
flows are the most difficult to treat on both theoretical and experimental bases. 
Previous work completed within the Civil Engineering Department of the University of 
Queensland has examined the effects of unsteadiness and non-uniformity upon various 
flow parameters, with some unexpected results. The availability of a laser-Doppler 
anemometer (LDA) has provided an excellent opportunity for further experimental study 
within these areas. This thesis documents a detailed program undertaken, to analyse 
the effect of unsteadiness in turbulent pipe flow upon velocities and turbulence 
intensities, as well as the effect of non-uniformity in a steady rectangular channel flow. 
1.1 Unsteady Pipe Flows 
In recent years, much research has been done in the area of unsteady flow within 
uniform circular pipes. However, almost all of this research has centred upon aspects 
of periodic flow, either pulsatory or oscillatory. Only very recently, have a few papers 
been published relating to the effects of monotonic unsteadiness upon flow conditions. 
Shuy [1985] measured the change in wall shear stress in a circular pipe flow subject to 
monotonic acceleration and deceleration. Shuy's experimental rig was reconstructed for 
this experiment, in which an LDA was used to determine the changes in velocity and 
turbulence intensity within this pipe for similar conditions of unsteadiness. 
1.2 Non-Uniform Free Surface Channel Flow 
A significant amount of research has been carried out at the University Of Queensland 
in relation to form losses within irregular channels. The impetus for most of this work 
was provided by McKay (McKay and Kazemipour [1976]), who patented the concept 
of the minimum energy structure, whereby losses induced by rapid change of form 
could be removed almost entirely by shaping inlets and outlets using one-dimensional 
flow theory. 
Kazemipour and Apelt [1980] reported upon the flow characteristics of one particular 
irregular channel shape, and were able to show that form losses associated with the 
longitudinal changes in aspect ratio were effectively zero. A channel similar in form 
to Kazemipour's was constructed, and again the LDA was used to measure the flow 
parameters. 
1.3 Fluid   Acceleration   and   Deceleration   -   (Temporal) 
Unsteadiness vs. (Spatial) Non-Uniformity 
Unsteady flow in a circular pipe and non-uniform flow within a rectangular channel can 
be described as being representative of two different forms of fluid flow. In the case 
of unsteady pipe flow, the transient is easily recognized as being temporal in nature. 
Measurements taken at one location will show either an increase (acceleration) or 
decrease (deceleration) of average velocity with time. In terms of a cylindrical 
coordinate system set up along the pipe axis, if the measuring location were to be 
transported in the longitudinal direction only, no change would be noted from the 
previous readings. This form of pipe flow can therefore be accurately described as 
uniform, but unsteady. 
In contrast, non-uniform open channel flow is an example of spatially varying 
behaviour. Measurements taken over a period of time at any one particular location 
would show constancy of time-averaged parameters. Adopting a cartesian coordinate 
system, and again transporting the measurement location in the longitudinal location 
only, the results collected over any similar time period would differ from those of the 
first point. The way in which the measured parameters altered would be dependent 
upon the manner in which the channel non-uniformity was applied. For example, in 
the situation where a uniform channel is set at a mild slope for a particular sub-critical 
discharge rate, with a tailwater level lower than the normal depth, the water level would 
follow that of the M2 backwater curve, depth increasing in the upstream direction. 
Therefore, the average cross-sectional velocity increases with downstream distance, and 
spatial acceleration is occurring. The flow rate remains constant over the duration of 
the experiment. The form of open channel flow to be analysed within this report can 
be most accurately described as steady, but non-uniform. 
In unbounded flows, the presence of a pressure gradient, whether favourable or 
adverse, will affect the growth of the boundary layer which forms on either a fixed or 
moving surface.  There is evidence to show that the boundary layer in both closed and 
open conduit flow is similarly affected by the presence of either an accelerative or 
decelerative force. However, these phenomena have not been studied previously in any 
great detail. 
By replicating the experimental rigs used by Shuy [1985] and Kazemipour and Apelt 
[1980], it was possible not only to analyse and expand upon the previous findings of 
these two researchers, but also to examine the differing effects of temporal and spatial 
transient action upon various fluid flow parameters. 
The results of the experimental series are described in detail in this thesis. 
2, UNSTEADINESS IN LAMINAR AND TURBULENT 
PIPE FLOW - LITERATURE REVIEW 
A large number of studies have been carried out in the past, relating in some form or 
another to temporal unsteadiness under both laminar and turbulent pipe flow conditions. 
Basically, these studies can be classified into two main subgroups, depending upon the 
motion studied. The majority of work has been completed in time periodic flow, which 
may indicate either pulsating or oscillating flow. A lesser number of researchers have 
focussed on the effects of monotonic (of constant sign, as opposed to cyclic) 
acceleration and deceleration. 
Denison et al [1971] provided the following defmition for pulsating flow : 
"A pulsatile flow consists of a mean flow with a superimposed oscillatory 
component." 
In light of this, oscillating flow may be defined as a special circumstance of a pulsating 
flow, where the mean flow component is zero. In oscillating flow, therefore, flow 
reversal will occur during each cycle. In pulsating flow, a typical cycle will involve 
acceleration of the fluid up to a maximum velocity, followed by deceleration to the 
minimum velocity, at which time the cycle will recommence. In oscillating flow, as 
deceleration continues, the direction of flow reverses. The minimum and maximum 
velocities will be of the same magnitude, although of opposite sign. As well, a number 
of studies have been carried out for pulsatile flows where the flow direction reverses 
for some minor part of the cycle. For both analytic and experimental research, the 
choice of sinusoidal variation to the periodicity has been used most often. Presumably, 
this is linked closely to the amenability of the trigonometric functions to analysis. The 
dominance of studies in periodic flow can be related to the fact that this form of fluid 
motion is found widely in both natural and constructed situations. Probably the most 
significant form of pulsating flow is that which occurs in the circulation of blood and 
other fluids within the human body, but other examples include the motion of water 
7 
near the bed of estuaries and oceans, the intake and exhaust cycles of the internal 
combustion engine, and the damping of manometer oscillations. In only a few of these 
situations will the flow remain solely laminar throughout the cycle. Some particular 
applications of this are certain industrial process applications, where a pulsatile laminar 
flow is maintained principally because of the high fluid viscosity. Only a limited 
number of studies have been carried out analyzing purely laminar periodic flows. 
However, significant research has been undertaken in the equivalent transitional or fully 
turbulent pipe flows. 
For monotonic unsteadiness, the mean flow velocity is considered to be either 
continually increasing or decreasing in magnitude with respect to time. Typical 
applications include the analysis of pressure surges caused by the startup, shutdown or 
other transient effect of flow in pipelines, considerations of the effects of acceleration 
and deceleration upon the transition from laminar to turbulent flow, and the operation 
of turbomachinery, such as pumps and turbines. In contrast to the findings for periodic 
flow, it would appear from the detailed literature review carried out, that most of the 
research in monotonic flow has been carried out for either laminar or transitional 
conditions. However, aside from the pioneering experimental work reported upon by 
Richardson and Tyler [1929], experimental analyses of unsteady laminar flow were not 
carried out until almost 1970. 
This may initially be considered a serious omission. However, an appreciation of the 
theoretical description of laminar flow will quickly reveal why there was little emphasis 
on experimental analysis. Following the Richardson-Tyler experiments, Sexl [1930] 
produced an exact analytical solution to the Navier-Stokes equations of motion for 
purely oscillating flow. This solution was able to reproduce the empirical findings very 
accurately. Further, in 1932 Szymanski presented what has come to be accepted as the 
classical theoretical analysis of unsteady laminar flow. 
For the situation of a long pipe filled with an incompressible fluid initially at rest, 
Szymanski derived the exact solution for the velocity distribution (both radial and 
temporal) following the instantaneous opening of a valve at the downstream end of the 
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pipe. Szymanski's solution therefore models the situation of a fluid being accelerated 
monotonically from rest to a steady state laminar flow condition (which, theoretically, 
may only be achieved at infinite time). 
Based on the 19th century experimental investigations of Hagen and Poiseuille, and the 
corresponding theoretical analysis carried out by Wiedemann, the validity of the exact 
solution of the Navier-Stokes equations for steady laminar flow was completely accepted 
well before the unsteady analyses of Sexl and Szymanski. Since the solutions presented 
by these two researchers were both exact, and Sexl's work had validated the previous 
experimental results of Richardson-Tyler, it can be seen that there was little impetus for 
further experimental studies into purely laminar flow. In addition, by the principle of 
superposition, Szymanski's solution was also valid for the situation of decelerating flow, 
and so monotonic deceleration was also considered to be defined. As has been shown 
by experimental research carried out much later, the analytical results presented at this 
time were completely valid. Later, Uchida [1956] was able to extend the work of Sexl 
to present the exact solution for the case of pulsatory flow under laminar conditions. 
Again, this theoretical analysis has been validated by experimental studies carried out 
since. 
Unfortunately, although the solutions presented by Sexl, Szymanski and Uchida are 
exact, the form of the solution is complex, involving the series expansion of Bessel 
functions. In addition, the exact solution process seems only amenable to those forcing 
functions that may be modelled accurately by relatively simple mathematical 
relationships. Therefore, a number of the studies that have been carried out since 1968 
have been initiated as a means of either producing an approximate solution method for 
the previously modelled forcing functions (eg., Letelier and Leutheusser [1976], 
Stavitsky and Macagno [1980]), or to produce a solution technique for a stochastic, 
rather than a deterministic forcing function (eg., Zielke [1968], Trikha [1975]). 
Additionally, a deal of attention has focussed upon the effect of unsteady flow 
conditions on the transition from laminar to turbulent conditions (eg., Maruyama et al 
[1978], Moss [1983], Lefebvre and White [1989], Lefebvre and White [1991]). 
It is only relatively recently that detailed studies of either monotonically varying (Daily 
et al [1956]) or periodically varying (Brown et al [1969]) turbulent flow have appeared. 
A major reason for this is undoubtedly the lack of a sufficiently exact solution of the 
Navier-Stokes equations for turbulent flow, even under steady conditions. All of the 
approximate solutions so far presented have relied on the adoption of postulated and 
hence non-exact models for eddy viscosity distribution. For unsteady flow, the added 
complication is that the value of eddy viscosity will vary temporally as well as radially. 
In terms of theoretical analysis therefore, the studies carried out to date have been 
unsuccessful in producing a universally, or even generally accepted model for unsteady 
turbulent flow. Accordingly, most work since 1980 has been carried out 
experimentally, with the measurement of velocity, turbulence and shear stress 
distributions. 
However, even here the results in many instances have been conflicting, with little 
agreement between researchers using different measurement and interpretation 
techniques. In general, these studies on unsteady turbulent pipe flow should be 
considered as part of the more extensive work available on unsteady turbulent 
boundary-layers. Carr [1981] presented a detailed review of the experiments carried 
out to that time in this general field. 
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2.1 Terminology in Unsteady Flow 
Prior to commencing the detailed literature review, it is necessary to provide definitions 
for three terms, which will be used extensively throughout the remainder of this 
document. 
a) "quasi-steady" 
This will be used at all times in reference to either measured or predicted unsteady 
flow conditions.   A quasi-steady situation will then be defined as follows: 
During unsteady flow, the discharge rate is a function 
of time. At any particular moment, and for a chosen 
spatial location, one instantaneous flow rate is 
applicable. If it is considered that this discharge will 
be imposed as a steady (i.e., time-invariant) flow upon 
the same experimental apparatus under the 
instantaneously applicable conditions of temperature 
and fluid viscosity, the flow may be typified by 
Reynolds number (Re) as either laminar, transitional or 
turbulent. If the flow conditions (e.g., wall shear 
stress, velocity profile, turbulence intensity 
distribution) are identical (or at least similar, given the 
variability of turbulent flow) between steady flow, and 
the instantaneously equivalent unsteady flow situation, 
then the unsteady flow at that time and location can be 
considered to be quasi-steady in nature. 
That is, for quasi-steady conditions, the parameters associated with the unsteady 
flow at any instant in time are identical with those applicable for a steady flow 
of the same Re. Therefore, for the quasi-steady situation in unsteady flow, it can 
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be deduced that instantaneous flow conditions are completely independent of the 
past history of the flow. 
b) "top-hatted profile" 
This refers to a particular velocity profile shape, that occurs consistently in a 
laminar flow subject to an acceleration. Figure 1 demonstrates an example of 
this form of profile. The profile line rises steeply from the wall on both sides, 
terminating in a plateau of relatively constant velocity which extends over 
perhaps 80% of the total profile width. 
c) "turbulence intensity" 
The turbulence intensity is a measure of the absolute magnitude of the fluctuating 
velocity component of the turbulent velocity vector.   As defined in Appendix B, 
u = u + u' (B.l) 
where u     = instantaneous longitudinal velocity 
u     = the long term average longitudinal velocity 
u^    = fluctuating component of turbulent velocity 
The turbulence intensity is then defined as 
^ rms V^ y=i \n  y=i ; 
(2.1.1) 
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FIGURE 1 Typical Velocity Profile Shapes 
y/d 
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2.2 Laminar and Transitional Flow - Monotonically Varying 
Unsteadiness 
Szymanski [1932] presented the classical theoretical analysis for laminar flow starting 
from rest subject to an instantaneously applied constant pressure gradient. This 
situation is typified by a long pipe supplied by a constant head tank, with flow 
controlled by an instantaneously operated valve at the end of the pipe. Szymanski 
determined the exact solution for the spatially and time varying local velocity, as listed 
following by Van de Sande et al [1980]: 
u    = 4|iL 1- 
/7-\2 
\Rj 
Jr 
8E n=l 
'""R exp 
/        2      \\ 
\ pR^ 
a^o(«n) (2.2.1) 
where r^ = velocity at time t and radial position r 
Ap 
R 
pressure loss 
pipe length 
dynamic viscosity 
radial co-ordinate 
pipe radius 
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= time co-ordinate 
JQ(;C) = Bessel function of first kind of order zero 
JQ(X) = the derivative of the Bessel function 
a^ = the zeros of the Bessel function 
According to the solution, the parabolic velocity distribution typical of fully developed 
laminar flow would only be achieved theoretically at infinite time. At lesser times, the 
profiles would still be developing, in a somewhat analogous, although different, manner 
to developing flow in a pipe inlet. The major statement made by the work of 
Szymanski was that a quasi-steady assumption was completely invalid for the analysis 
of acceleration-developing laminar flow. The term acceleration-developing flow has 
been introduced to differentiate this mechanism from the development of flow that 
occurs in the inlet region of a pipe. 
Primarily, it was demonstrated that the velocity profiles which occur at different stages 
during acceleration were significantly different from the parabolic profile, which 
typifies and identifies fully developed laminar flow. At times immediately following 
the onset of acceleration, the profiles could be typified as top-hatted. That is, over the 
majority of the cross section, the velocity could be effectively regarded as constant. 
The typical parabolic profile for steady laminar flow in a circular pipe is shown on 
Figure 1, together with a top-hat profile predicted for the same instantaneous flow rate 
under laminar monotonically accelerating conditions. A typical turbulent profile shape 
is also shown on this figure for comparative purposes. 
Based on the differing velocity profiles, it can be deduced easily that the wall shear 
stresses in developing flow would vary considerably from the equivalent steady state 
conditions.   Because of the flatter profile shape (much flatter at earlier times), the 
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velocity gradient at the wall will be greater than its quasi-steady equivalent.   Under 
laminar flow conditions, the following expression for wall shear stress applies, 
(2.2.2) 
where t = shear stress at the pipe wall 
(—) = velocity gradient at wall dy 
Since shear stress is directly proportional to the velocity gradient, it is seen that, during 
a monotonic acceleration phase, the wall shear stress must be greater than the value 
induced for the equivalent steady state flow. 
Zielke [1968] developed a theory for predicting wall shear stress in unsteady laminar 
flow. He classified the result as frequency-dependent friction, and demonstrated that, 
in laminar flow, the flow response and associated shear stress variation was dependent 
upon both the instantaneous velocity and a weighted flow history. Verification of the 
theory was achieved experimentally, with excellent reproduction of the pressure 
fluctuations in a water hammer problem.   Zielke stated 
"If the pressure gradient which is the driving force on the fluid is varying with 
time, it affects the boundary layer and the fluid in the centre of the pipe 
differenUy. Since, in the boundary layer, friction is prevailing and the inertia! 
forces are small, the velocity near the pipe wall is in phase with the pressure 
gradient.   However, in the inner region of the pipe cross section, the inertial 
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forces are dominating, and therefore the pressure gradient is in phase with the 
acceleration of the fluid." 
Trikha [1975] extended upon the work of Zielke, by presenting a simpler, but more 
approximate method to simplify the analysis technique. 
Kataoka et al [1975] described start-up phenomena in laminar flow, by analysing the 
response of a pipe flow subject to an almost instantaneous change in flow rate from 
zero to a constant value. The constancy of flow rate was maintained by a pump and 
solenoid controlled valve. It is important to realize the differences between this form 
of acceleration, and that described in Szymanski's [1932] work. 
Szymanski offered an analytic solution to the situation of a suddenly applied constant 
pressure gradient. In physical terms, the application of the constant head causes the 
flow to begin to accelerate immediately to overcome the inertia of the water column. 
Eventually (not until infinity in the theoretical solution) the steady state regime is 
established. The available upstream head must be totally expended over the length of 
the pipe at any instant in time, during both unsteady and steady flow behaviour. 
Obviously, the flow is always lower throughout the pipe during the acceleration phase 
than steady state. By inspection, therefore, the wall shear stress should be higher 
during acceleration than for the quasi-steady situation, which is seen to be the case. 
In Kataoka's experiment, the equipment is used to input a constant flow rate into the 
pipe. Any acceleration in terms of mass flow rate therefore occurs very quickly, and 
in Kataoka's case, prior to the commencement of measurements. Again by inspection, 
to achieve the same final flow rate, the initial driving head must be significantly higher 
in this situation than that studied by Szymanski. By the time steady state is produced, 
the heads must again be equal, implying that Kataoka's analysis involves a varying 
upstream head condition. 
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Both laminar and turbulent final flow conditions were modelled by Kataoka, according 
to the Re of the fmal flow. Velocity measurements were taken using electrolytic 
solution and a cathode probe, that was traversed progressively across the pipe. The 
researchers identified a response in accelerating laminar flow that was described as the 
"annular jet effect". For both fmal laminar (Re=1910) and fmal turbulent (Re=6230) 
flow, the time-varying velocity profiles in the laminar zone immediately developed a 
maximum at a point intermediate to the centre-line and wall of the pipe. It is 
interesting to compare the profiles so formed with those presented by Richardson and 
Tyler [1929] in their classic treatise on oscillating flow. Richardson also described an 
annular jet effect, but in his case, the peak occurred much closer to the wall 
(y/R<0.02, versus Kataoka's figure of y/R = 0.75 for laminar case and y/R = 0.60 
for turbulent final conditions). It has been well accepted that the Richardson-Tyler 
effect is caused by the difference in behaviour between the viscous wall sub-layer and 
the inertia dominated core of the flow. Sexl [1930] presented a theoretical analysis to 
explain the annular jet effect successfully. The essentials of Sexl's work are reproduced 
by Letelier [1986]. 
Unfortunately, the case studied by Kataoka et al is not amenable to analytic solution, 
because of the particular form of the forcing function. It is not possible, therefore, to 
test the validity of the data presented. It would appear from this detailed literature 
review that no other researchers have attempted to reproduce the results of Kataoka. 
In addition, research in other forms of monotonic acceleration does not seem to have 
uncovered a similar phenomenon. The maximum from Kataoka's profiles became more 
pronounced with increasing time and average velocity, before reducing and eventually 
disappearing as the profiles progressed towards the fully developed parabolic 
distribution of steady state laminar flow. The peculiarity of the profiles is explained by 
the researchers as being linked to the development of the laminar boundary layer, and 
the postulated non-uniformity of acceleration in the central core region of the flow. For 
Kataoka's case where transition from laminar to turbulent flow occurs, the peak is still 
present for some time after the onset of turbulent bursting. The acceleration-developing 
flow profiles obtained for Szymanski's analysis also demonstrate no evidence of the 
annular jet effect.   It will be shown later, that the results for the pipe acceleration 
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experiments conducted for the present analysis also do not display any annular jet 
characteristics. 
This substantial difference between apparently similar types of flow transients is perhaps 
not so surprising. The acceleration transient produced by Kataoka actually occurs very 
rapidly at the start of the experiment, while during the period of measurement, the flow 
rate is constant. It can be appreciated that this step change instigates a severe change 
in the flow profiles from the pre-existing rest situation. The profile responses reported 
upon should therefore not be interpreted as representative of acceleration. Rather, they 
describe the recovery of an initially highly perturbed velocity profile towards the 
uniform flow steady state. 
Letelier and Leutheusser [1976], expanding on the work by Szymanski [1932], 
presented an approximate solution for the case of establishment of fully developed 
laminar flow from rest conditions, following the instantaneous application of a constant 
pressure gradient. Letelier provided partial verification of his and Szymanski's work, 
by measuring the flow rate at various times and for differing final laminar Re during 
the profile development. Importantly, it was also shown that the exact solution of 
Szymanski yielded higher wall shear stresses and hence friction factors than for the 
equivalent quasi-steady flows during the duration of the accelerafion. The conclusions 
of Letelier et al were that the two common assumptions used for analysis of transient 
laminar flow (constant friction factor based on the final uniform flow, or varying 
friction factor based on equivalent quasi-steady flow) do not accurately predict the 
velocity profile development.  He concludes by stating 
"It stands to reason that similar conclusions also pertain to turbulent flow." 
The validity or otherwise of this statement will be examined in detail in Section 6, 
relating to the results of the present experimental studies. 
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Leutheusser and Lam [1977] presented the results of an experimental study on the delay 
of turbulent transition in straight and coiled pipe subject to convective and temporal 
acceleration. They found that transition Re for steady flow was strongly dependent 
upon the rate of pipe curvature, with Re increasing from 2300 for straight pipe to 6400 
for a pipe with a ratio of radius of curvature to internal pipe radius of 38. For the 
temporal acceleration cases, it was found that transition was delayed for both straight 
and coiled pipe approximately proportional to the rate of acceleration. A maximum 
transition Re of about 70,000 was achieved. The researchers concluded that, in the 
coiled pipe, centrifugal action attenuated turbulence, while inertial reaction effects 
delayed transition in the temporally accelerated flow. 
Chambre et al [1978] extended the theory of Szymanski for a ramped pressure forcing 
function, as opposed to the previously studied instantaneous (hence, step) pressure 
change. Their general result validated the findings of Zielke [1968], by showing that 
the velocity profile during a transient event was dependent upon the past history of the 
pressure gradient. No anomalous peaks were found in the velocity profiles during the 
analysis, and it was demonstrated again that the quasi-steady assumption was invalid 
except during mild transients. 
Maruyama et al [1978] carried out an experimental investigation into the transition to 
turbulence in starting pipe flows. The top-hatted velocity distribution typical of laminar 
accelerating flow was again very evident in the plotted profiles. During transition, the 
profiles were shown to develop an inflection point before the apparently fully developed 
turbulent flow profile was evident. Maruyama et al provide no direct data on the flow 
variation with time. However, a careful analysis of the flow profiles for a final Re of 
10,000 indicates that the flow is essentially constant for the measurement range 
reproduced. Therefore, transition is not occurring under conditions of acceleration. 
This is reinforced by the statement in the paper that 
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"... suggests that the velocity profile would evolve from that of laminar 
boundary-layer flows to the parabolic profile if the measuring position had been 
further downstream than in this study." 
It should therefore be expected that the results presented by Maruyama et al need not 
necessarily be similar to those contained within this document. Rather, the object of 
experimental study was certainly focussed mainly on the transition, with the initial 
acceleration used primarily as a means of ensuring transition occurred at approximately 
the same time during repeated testing. 
Maruyama et al also provided data on the variation of turbulence at differing radial 
positions during the transient. Turbulent content was represented by u'^^, the root 
mean square value of the axial velocity. This showed that the r.m.s. values peaked at 
around the time of transition, before quickly settling to the expected long term values. 
Van de Sande et al [1980] carried out an experimental validation of the classical work 
of Szymanski [1932], achieving generally excellent agreement. The data on velocity 
profiles was collected using an LDA. An important aspect of the study was that 
transition to turbulence did not occur until a Re of 57,500 was reached. Two 
conclusions would be that turbulence is significantly suppressed by the presence of a 
strong acceleration field, and that transition is remarkably delayed by this phenomenon. 
Van de Sande et al state that the transition Re would increase with increasing pipe 
diameter, but no reason for this conclusion is given. However, it would seem doubtful 
from the data presented that the value of 57,500 has a particular significance. 
Transition in this case could easily be a reaction to a lessening of the acceleration rate, 
since it is further stated that transition occurred at about 95 % of the steady state flow. 
In the laminar zone, the velocity profiles were of the familiar top-hat shape. One 
further point of relevance to the present study is the very short time required to develop 
the turbulent flow profile following the onset of transition. Van de Sande et al conclude 
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"The time to establish a fully developed turbulent flow pattern is shorter than 
could be expected from any known theory." 
They also showed that the frictional losses differed significantly from those for the 
quasi-steady state flows. Interestingly, in discussion of this paper, the authors answered 
a question in regard to decelerating flows: 
"The transient friction factor in decelerating flow will be much higher than the 
steady state values." 
This is the opposite behaviour to that noted in laminar flow. Although the authors' 
comments refer to turbulent flow conditions, it should be noted that numerous other 
researchers have presented contradictory views for decelerating turbulent flow. 
Stavitsky and Macagno [1980] attempted to produce an approximate solution for 
unsteady laminar flow. In particular, they targeted the problems solved analytically and 
exactly by Szymanski [1932] (step increase in pressure gradient) and Sexl [1930] and 
Uchida [1956] (sinusoidal oscillation in pressure gradient). Unfortunately, the method 
of approximation was to apply the quasi-steady state friction factor, which has been 
seen previously and extensively to produce unacceptable inaccuracies in calculation. 
That the results of Stavitsky and Macagno's analysis are within 15% of the exact 
solution probably only indicates that the unsteady frictional value is not markedly 
different for the cases under examination. 
Moss [1983] also carried out research into transition from laminar to turbulent flow 
under the effect of temporal acceleration. He noted that almost all previous studies had 
focussed on pulsating and oscillating flows. This work had identified Re and shape 
factor as the parameters governing transition in oscillating flow. In the context of 
oscillating flow, shape factor was defined as follows: 
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P=4 (2-2.3) 
where d    = pipe diameter 
/   _ 6     = Stokes sub-layer thickness = 
^ 
2v 
0) 
V     = kinematic viscosity 
0)    = angular velocity 
Moss adopted these same two parameters for his analysis for monotonic acceleration. 
However, from equation 2.2.3, the definition for shape factor in oscillating flow is 
dependent upon the angular velocity, which has no physical meaning for monotonically 
varying flow.  Moss therefore proposed a new definition for shape factor, as follows: 
P=- (2.2.4) 6 
where 6 = — 
T w 
u     = cross-sectional mean velocity 
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Moss stated that, for laminar flow, the following relationships hold: 
1) for steady flow, 6 =— 
o 
2) for acceleration, 6<— 
3) for deceleration, 6>— 
The first result can be easily demonstrated by considering Darcy's formula for steady 
fluid flow 
2gd hf = V    , (2.2.5) 
where h^   = pipe head loss due to friction 
/     = Darcy-Weisbach friction factor 
g    = gravitational acceleration 
and relating friction factor to the wall shear stress by 
/ = —^ (2.2.6) 
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where p     = fluid density 
The second and third relationships are derived from the known increase and decrease 
in shear stress during acceleration and deceleration respectively (for laminar flow). 
Moss noted that these values were confirmed by the analyses of Zielke [1968]. The 
study concluded with an empirical relationship for the transition Re, based solely upon 
the shape factor. 
Ohmi et al [1985] carried out a numerical analysis of transitional turbulent flow in a 
pipeline, subject to instantaneous closure of a downstream valve. The finite difference 
approximations to the one-dimensional equations of flow were solved using the method 
of characteristics. Based on a previous finding that the frictional loss in an inertia 
dominant flow was similar to that in laminar accelerating flow, an expression for 
unsteady shear stress had been derived by Ohmi, Iguchi and Urahata [1982,B], and was 
incorporated into the solution. It was found that this technique predicted the first surge 
peak, but was increasingly less accurate for following variations. This would indicate 
that the shear stress expression is not valid for this type of flow. 
Kurokawa and Morikawa [1986] carried out an experimental program very similar to 
that undertaken for the present study. A hot-film anemometer was used to determine 
velocity profiles over the duration of both accelerating and decelerating transients. The 
transients were initiated by the opening and closing of a ball valve over differing 
lengths of Ume, and the measurements were taken during this period. The experiments 
in this case were therefore substantially different to those previously undertaken, where 
a downstream valve was opened instantaneously, and the development of uniform 
velocity profiles described following the transient. 
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During the laminar stages of acceleration, the velocity profiles were seen to be all top- 
hatted, with uniform velocity extending over the majority of the section. In this same 
range, it was shown that measured friction factors were higher than the equivalent 
quasi-steady parameters. Following transition, the profiles quickly adopt the shape of 
the fully developed turbulent profiles, obeying the l/7th power law. However, these 
researchers show very peculiar velocity profiles with points of inflexion, occurring both 
before and after transition, depending upon the rate of acceleration. It will be shown 
later that no such areas of profile instability were found in the present experimental 
series. 
One further point of interest in Kurokawa and Morikawa's work is that a significant 
step reduction in average velocity was recorded at transition, for those radial locations 
occupying the outer 50% of the pipe profile according to radius. The inner 50% 
recorded either very small reduction or a smooth increase. 
The results of Kurokawa's work also show the same suppression of transition in 
accelerating flow as reported upon by van de Sande et al [1980] and indicated by the 
present set of experiments. Importantly, they also indicated that even low levels of 
acceleration were sufficient to cause a significant increase in the transitional Re. These 
Re varied from 17,000 for the minimum acceleration case to 50,000 for the maximum. 
Iguchi et al [1989] examined the formation of turbulent slugs in a transitional flow. In 
discussing Maruyama et al [1978], they considered that the results of that study only 
demonstrated that acceleration suppressed the initiation of slugs. Once again, it was 
. shown that, during the laminar acceleration phase, the profiles were all typically top-hat 
in shape. Iguchi et al also showed that, as turbulent slugs were propagated during the 
transition from laminar to fully developed turbulent flow, the velocity profiles differed 
significantly from the l/7th power law. However, an important aspect was that the 
velocity gradients in the near-wall region did agree with the fully developed cases. 
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Lefebvre and White [1989] also carried out an analysis of transition, this time in a 
constant-acceleration pipe flow. The researchers measured wall shear stress 
simultaneously at six different locations over a pipe length of 30 metres, as well as 
recording velocity fluctuations with the use of an LDA. Interestingly, they showed that 
transition occurred at virtually the same instant over the entire length, 
"indicating  that the entire  accelerating  flow undergoes  a  kind  of global 
instability". 
Lefebvre and White were able to delay transition to a Re of over 500,000, for the 
maximum acceleration of 11.8 ms'^. In this paper, it is also interesting to note the 
remarkably controlled conditions under which the experiments were carried out. 
Temperature was maintained within ±1°C, while the water was filtered to remove all 
particles in excess of 0.5 fxm in diameter. An automatic feedback system was utilized 
to control the required constant acceleration. 
Moss [1989] carried out a study of pipe flows accelerated from rest, to investigate the 
formation of turbulent puffs and slugs (as identified by Wygnanski and Champagne 
[1973]). This previous work had sought to typify puffs as being caused by external 
flow disturbances (such as an upstream orifice plate, or inlet conditions), while slugs 
were propagated by natural boundary layer instability. Maruyama et al [1976] produced 
a slug-like structure using an orifice plate as a transition initiator, casting doubt on the 
previous classifications. Although Moss provides no details of cross-sectional velocity 
variation (the experimental results are based on shear stress measurements), he states 
qualitatively 
"... a pipe flow which has been accelerated from rest starts off with essentially 
'tophat' velocity profiles." 
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Although Moss specifically mentions acceleration, it would appear from the following 
statements that he is referring mainly to the profile transition that takes place in the inlet 
region of a steady laminar pipe flow. 
However, Moss does show that, in some circumstances, two separate turbulent 
transition modes may occur in the same accelerating pipe flow. These two modes 
correspond to the different mechanisms previously expounded for puffs and slugs. 
Lefebvre and White [1991] extended the analyses into transition reported upon by the 
same authors in 1989, using a 9 cm diameter pipe and applying constant mean 
accelerations ranging from 0.2 to 11.2 ms'^. Again, transition was shown to occur 
globally over the entire length of the test section, and to be delayed very significantly, 
up to a maximum Re of 600 x 10^ An interesting occurrence was the indicated 
presence of a turbulent slug at intermediate Re, followed by relaminarization and 
eventual full transition at a higher Re. The authors postulated that this phenomenon 
was perhaps similar to that noted by Moss [1989]. The findings were consistent with 
those derived for the 5 cm pipe. 
2.2.1 Conclusions for Laminar and Transitional Monotonic Flow 
The main conclusions to be derived from the detailed literature review of this class of 
flows are: 
a) Exact analytical solutions are achievable for simple forcing functions, 
while more complex pressure gradient conditions can be modelled 
accurately with various approximate numerical methods, such as 
Zielke's weighting function. 
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b) Instantaneous velocity profiles in the laminar zone of flow are not 
quasi-steady in nature, and are typified in accelerating conditions by the 
top-hatted shape defined in Section 2.1. 
c) Transition is significantly delayed by the presence of even a mildly 
accelerative field. 
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2.3 Laminar     and     Transitional    Flow 
Periodically Varying Unsteadiness 
The majority of work carried out in unsteady flow situations has been directed at 
defining the effects of periodic unsteadiness. Periodic flow analysis is not, per se, a 
topic that has been explored in the present research program. However, some of the 
data presented by researchers in that field are of relevance, and this information will 
be presented herein. Only a minor number of research papers have been published 
dealing exclusively with pulsating and oscillating laminar flow. 
As discussed earlier, the recognized pioneering studies carried out in this field include 
those of Richardson and Tyler [1929], Sexl [1930] and Uchida [1956]. However, 
Grace [1928] presented a brief numerical analysis of oscillating laminar flow, deriving 
an expression for longitudinal velocity that is functionally identical to that of Sexl. 
Grace also typified unsteady laminar flow, as follows: 
"...for very slow oscillatory motion...the velocity distribution resembles that for 
steady motion...the velocity being in phase with the disturbing force." 
"As the period of oscillation decreases, the magnitude of the velocity in the 
central portion of the tube tends to become uniform...while the phase...tends to 
lag more and more behind that of the disturbing force." 
"For comparatively short periods of oscillation, the velocity across...the tube is 
approximately uniform, and has a phase lag of 90 degrees behind the disturbing 
force." 
An early numerical investigation was reported upon by Schonfeld [1949]. Schonfeld 
typified unsteady flow (in both laminar and turbulent conditions) as either quickly or 
slowly varying. Quickly varying flow was described as being inertia dominant, with 
resistance only affecting layers immediately near the wall.   Conversely, the slowly 
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varying flow was classed as resistance dominant. However, Schonfeld further 
delineates the slow flow from steady resistance dominated flow : 
"When the motion varies slowly, the velocity distribution differs from that of 
steady flow in that there is a phase lag of the central layers with respect to the 
peripheral layers." 
In light of other studies, and the universally recognized concept of quasi-steady motion 
for minor transient action, the applicability of this statement is somewhat limited. 
Among a number of derivations for both laminar and turbulent flow conditions (verified 
against previous experimental data), Schonfeld extended Grace's [1928] exact numeric 
solution for oscillating laminar flow, in apparent ignorance of the work of Sexl [1930]. 
Iberall [1950] developed an approximate model for pulsating laminar pipe flow, that 
formed the basis of the later work carried out by Brown and his co-researchers. 
Womersley [1955] presented an analytical solution for oscillatory fluid motion in an 
elastic tube, corresponding to arterial blood flow. 
Atabek and Chang [1961] presented an approximate solution technique for pulsating 
laminar flow within the entry length of a circular pipe. The equations of flow were 
linearized by assumptions in respect of the inertial terms of the equations. 
Brown [1962] analyzed the transient response of laminar pipe flow, using the concept 
of the one-dimensional transmission model, with constant resistance-inertance- 
capacitance. The frequency response of the pipeline to the application of small 
amplitude waves was converted to a transient response using a transfer function. 
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Biery [1963] carried out analytical and experimental studies into oscillating fluid 
movement in a manometer. For the most part, the velocity profiles given for water 
demonstrate the top-hatted shape typical of accelerating laminar flow. 
D'Souza and Oldenburger [1964] developed an approximate method for analyzing 
frequency response in laminar unsteady flow. This solution technique was shown to 
give an excellent match to experimental data. It was further noted that a previously 
applied technique was to ignore the effects of viscosity in modelling unsteady 
conditions.  It was shown that this approach was invalid for small diameter tubes. 
Brown and Nelson [1965] developed an approximate method for analysis of laminar 
compressible flow subject to pressure and flow step inputs. 
Holmboe and Rouleau [1967] extended the work of D'Souza and Oldenburger [1964] 
and Brown [1962]. In particular, the premise that wall shear stress in unsteady flow 
is a function of both frequency of disturbance and mean velocity was examined. The 
excellent agreement between the theoretical and experimental work indicated that the 
premise was valid. 
Florio and Meuller [1968] adopted the approximate model of Atabek and Chang [1961], 
in carrying out an investigation into partly developed pulsatile laminar flow. For the 
range of parameters studied, it was shown that a developing pulsatile flow was 
composed of a fully developed oscillating component, superimposed upon a 
monotonically developing flow. 
Denison et al [1971] used an LDA to determine velocity profile variation for laminar 
flow subject to both pulsatile and oscillatory disturbance.  Perhaps the most important 
32 
aspect of the study was the good experimental validation of Uchida's [1956] theoretical 
analysis for pulsating laminar flow. 
Jayasinghe and Leutheusser [1972] presented an approximate one-dimensional method 
of analysis for a laminar starting flow subject to any general periodic forcing function. 
Jayasinghe et al [1974] formulated an expression for the time averaged friction factor 
in oscillatory flow. They showed that the pulsatile friction factor was consistently 
larger than the corresponding quasi-steady factor. In addition, for increasing 
Womersley Number (also known as Re for oscillating flow), the discrepancy between 
pulsatile and quasi-steady friction factors increased. Womersley Number can be defined 
as follows: 
W = 0)— (2.3.1) 
A further one-dimensional method of analysis was presented. It is interesting to note 
that both models formulated by Jayasinghe incorporate Bessel functions, in a similar 
manner to the exact solutions. 
Safwat and Polder [1973] presented an analysis of oscillating laminar flow in a U-tube, 
to study friction-frequency dependence. Wall shear stresses were derived indirectly 
from measured average velocities. Using this method, the authors noted discrepancies 
with Zielke's [1968] weighting function approach. Given the later validation of Zielke 
by numerous other researchers, and the assumptions used in the analyses, the results 
of Safwat and Polder must now be viewed as of doubtful accuracy. 
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Mizushina et al [1973] studied the capacity of pulsating laminar flow upon rates of heat 
and mass transfer. 
Jayasinghe et al [1974] also studied frequency-dependent friction in oscillating laminar 
flow. A one-dimensional model of fluid flow was developed, assuming that wall stress 
variation oscillated with the same frequency as the pressure gradient. Womersley 
Number, W, was used as an indicator of fluid behaviour. According to the model, at 
low values of W (less than 10), the time-averaged friction coefficient in pulsating flow 
is approximately equal to the quasi-steady value, and therefore the quasi-steady 
assumption holds. However, with increasing W, the unsteady friction coefficient was 
predicted to become increasingly greater than the quasi-steady factor. 
A number of researchers have presented data on the transition from laminar to turbulent 
flow in oscillatory pipe flow. Sarpkaya [1966] carried out experimental studies into the 
critical transition Re for pulsating flow. Turbulent plugs of defined initial length were 
generated, and their response to various combinations of pulsating frequency and 
disturbance amplitude was measured. Probably the most important finding from this 
study was that the critical Re increased in comparison to a steady laminar flow with 
identical time-averaged Re. 
Clarion and Pelissier [1975] studied laminar velocity profiles and transition in a free 
oscillatory flow situation (i.e., U-tube motions), typified by a similarity parameter that 
was identical to the Womersley number. They showed that, at low frequencies, the 
velocity profiles at all phases were fully developed laminar, independent of the 
amplitude of the motion. This corresponds to a quasi-steady response. However, as 
the frequency of oscillation increased, the quasi-steady approximation was seen to fail. 
The profiles were classed as laminar boundary layer flow, becoming transitional with 
increasing amplitude of disturbance. In particular, for zones of significant acceleration. 
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the velocity profiles were distinctly top-hatted, as has been shown by numerous other 
researchers. 
Merkli and Thomann [1975] studied transition to turbulence in oscillating laminar pipe 
flow. In particular, they postulated that there were two distinct forms of post-transition 
flow. In the first, flow remains turbulent throughout the cycle. In the second, 
transition to turbulence is followed by relaminarization. In the experiments carried out, 
only the second form of flow occurred. 
Hino et al [1976] demonstrated that, at low oscillation frequency, the time averaged 
velocity profiles (based on absolute velocity magnitudes) satisfied steady state laminar 
theory. At increasing oscillation frequency and mean velocity amplitude, transition to 
turbulent flow occurred. It is apparent from the plotted results, although not explicitly 
commented upon by the researchers, that acceleration in the laminar zone was capable 
of suppressing the onset of turbulence. Hino et al identified four Re bounded regions 
in the vicinity of transition for oscillating flows. These were as follows, using the 
terminology of Ohmi, Iguchi, Kakehashi and Masuda [1982], 
Region (I) Laminar flow 
Region (II) Weakly   turbulent   flow.      Small  amplitude  perturbations 
appearing in the central portion of the pipe in the initial 
acceleration phase. 
Region (III) Conditionally turbulent flow.   Small amplitude perturbations 
persist for later stages of acceleration. 
Region (IV) Fully turbulent flow.   Turbulent bursting in the deceleration 
phase. 
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Ramaprian and Tu [1980] used an LDA to study pulsating flow, where the Re of the 
time averaged mean velocity was near-transitional. The scale of the experiment was 
chosen so that accurate measurements could be taken in both the viscous sub-layer and 
the Stokes sub-layer. 
The frequency of oscillation was low, ranging from 0.05 to 1.75 Hz, and it was found 
that the time-mean velocity distributions generally fitted closely to the steady state 
profiles, which could be either laminar or turbulent depending upon the Re of the flow 
being studied. This is in line with the work of other researchers, who showed that 
quasi-steady conditions were maintained at low levels of transient application. 
However, it is interesting to note the comments of Ramaprian and Tu in respect to wall 
shear stress, for a case with a transient oscillation frequency close to the characteristic 
turbulent bursting frequency of the flow near the wall. 
"....the time-mean velocity distribution in the unsteady turbulent flow of run 13 
exhibits a point of inflexion near the wall and thus differs from the steady-state 
turbulent velocity profile. The time-mean velocity gradient at the wall is slightly 
larger than in the steady case resulting in a larger time-mean wall shear stress. 
This observation differs from those reported by previous investigators of 
oscillatory turbulent boundary layers, who concluded that unsteadiness has no 
effect on the time-mean properties....of the flow." 
Ramaprian and Tu also commented on the structure of the turbulence intensity, u'^^, 
and the Reynolds shear stress, in pulsating flow. Unfortunately, the results for 
Reynolds stress were not taken directly, but inferred from measured wall shear stress 
and velocity distribution. For frequencies close to the turbulent bursting frequency, it 
was found that the u'^^s structure everywhere within the pipe remained frozen 
(unchanged) across the pulsation cycle.  The researchers quote 
"Stress freezing is well documented in rapidly accelerated steady flows..." 
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Based on the inferred values of Reynolds stress,    uV , Ramaprian and Tu found that 
the Reynolds shear stress in those areas beyond the Stokes sub-layer were also frozen. 
However, within the sub-layer,    u'v'   varied with the pulsation cycle, although some 
lag was evidenced. 
By far the most productive (and ultimately successful) author in the field of pulsating 
and oscillating flow has been Munekazi Oh mi, who has collaborated with numerous 
other researchers, most notably Iguchi, to produce an almost continual series of papers 
in the period from 1976 to 1984. Approximate solutions for all classes of flow and 
forcing function have been formulated, and verified with detailed experimental work. 
Ohmi, Usui, Fukawa and Hirasaki [1976] extended the work of Sexl and Uchida (for 
incompressible fluids), to present an approximate solution for pulsating laminar pipe 
flow with a slightly compressible fluid. At low frequencies, the velocity profiles agreed 
with the quasi-steady approximation. For higher frequency oscillations, the theoretical 
velocity profiles demonstrated a peak away from the pipe centre line, in agreement with 
the experimental study by Richardson and Tyler [1929]. Experimental results were in 
agreement with theory, and generally similar to results obtained for incompressible 
flow. 
Ohmi, Iguchi and Usui [1981] carried out investigations of a pulsating laminar flow in 
an incompressible fluid. They showed analytically that, as the frequency of oscillation 
went to zero, the tlow could be adequately described by quasi-steady parameters. In 
this case, the pulsating components of the mean flow velocity and wall shear stress were 
found to be in phase with the pressure gradient variations. Conversely, as the 
frequency went to infinity, the flow parameters were not consistent with the quasi- 
steady assumption. In addition, the velocity and shear stress pulsation components were 
calculated as having phase lags of 45 degrees and 90 degrees respectively from the 
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pressure gradient wave. New analytical and approximate expressions for wall shear 
stress were formulated, incorporating an acceleration term. Four characteristic 
parameters, originally proposed by Ohmi et al [1980] for turbulent flow, were found 
also to describe the flow patterns adequately under laminar conditions. These 
parameters were used to verify the accuracy of the approximate expressions. Further, 
Ohmi, Iguchi and Usui [1981] used these same values to classify pulsating laminar flow 
into three types with respect to the frequency of disturbance. These were quasi-steady, 
intermediate and inertia dominant. 
Ohmi and Iguchi [1981,B] continued the research reported upon in the previous 1981 
paper, to derive both instantaneous and time-averaged friction factors from the various 
approximate theories. These values were compared with the exact analytical results. 
It was found that the modified equivalent viscosity representation gave an excellent 
match with the exact theory. Perhaps of more interest was the presentation of results 
from the analytical case.   It was found that the following held : 
a) Under quasi-steady conditions, the instantaneous friction factor is equal to the 
quasi-steady value, which is the expected result. 
b) For purely oscillating flow, in the intermediate and inertia dominant regions, the 
instantaneous friction factor is always larger than the quasi-steady one in the 
accelerating zone. In the decelerating zone, it is also larger initially, and then 
becomes smaller than the quasi-steady value. 
c) For pulsating flow, in the intermediate and inertia dominant regions, the 
instantaneous friction factor is initially smaller than the quasi-steady value, and then 
becomes larger in the remainder of the accelerating zone. For deceleration, the 
reverse occurs.  That is, initially greater than quasi-steady and then smaller. 
d) The time-averaged friction factor was correlated to the time-averaged viscous 
dissipation. However, the instantaneous friction factor did not correlate with the 
instantaneous viscous dissipation, except in the quasi-steady region. 
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These results are of great interest, since it has been shown analytically that, in laminar 
flow, the instantaneous friction factor is always greater than the quasi-steady value in 
acceleration, while the converse is applicable for decelerating flows. The findings of 
Ohmi and Iguchi [1981,B] in respect of the pulsating flow for frequencies greater than 
quasi-steady are indicative that the wall shear stress is out of phase with the pressure 
gradient variation. It is also shown that, for the lower frequencies, the wall shear stress 
variation is in phase with the pressure variation. However, it is interesting to note that, 
for the purely oscillating flow condition, Ohmi and Iguchi produce somewhat contrary 
results, as outlined in b) above. The present researcher must admit to some confusion 
in the interpretation of Ohmi's Figure 1, relating to oscillating flow, and it is perhaps 
in this presentation of the data that some difficulty arises. 
Ohmi, Iguchi, Kakehashi and Masuda [1982] carried out an experimental investigation 
into transition from laminar to turbulent conditions in a laminar oscillating pipe flow. 
The Re limits between the various regions defined by Hino et al [1976] were examined. 
A fifth region was proposed, defined as follow : 
Region (V) Fully  turbulent  flow.     Turbulent  bursting  beginning  during  the 
acceleration phase. 
The most important findings of this investigation centred upon the change in velocity 
profiles for a particular frequency of oscillation, as the Re increased. It was shown 
that, at relatively low Re, the time averaged (over one complete cycle) velocity profiles 
followed the exact oscillating laminar solution. With increase in Re, the time-averaged 
velocity profiles tended to follow the Blasius l/7th power law, in excellent agreement 
with quasi-steady predictions for turbulent flow. There was also an intermediate zone, 
where the profiles obeyed neither law. In addition, instantaneous velocity profiles were 
measured throughout the oscillation cycle for a particular combination of Re and 
frequency denoting an intermediate condition. These velocity profiles were found to 
approach neither the instantaneous oscillating laminar profiles, nor the quasi-steady 
turbulent profiles.   The analysis was extended to a fully turbulent condition, where 
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turbulence was induced in each phase of the cycle except for the first stage of 
acceleration and the last stage of deceleration. It was found that, upon the initiation of 
turbulent bursting for flow conditions corresponding to Regions (IV) and (V), the 
instantaneous velocity profiles closely matched the appropriate quasi-steady assumption. 
This result was independent of frequency of oscillation. 
The concept of identifying a critical Re in transitional oscillating pipe flow was further 
expanded upon by Ohmi and Iguchi [1982]. Experimental results were given, showing 
that, at initiation of turbulent bursting, the phase difference between instantaneous 
velocity and pressure gradient became essentially zero across the entire cross-section. 
In addition, measured values of wall shear stress were stated as being comparable to the 
quasi-steady values. The measurement technique was not revealed, but it was inferred 
to be indirect.  The following were concluded : 
1) Upon the initiation of turbulence in an oscillating pipe flow, both the 
instantaneous and time-averaged velocity profiles were identical to those for 
quasi-steady turbulent conditions. 
2) The mechanism and generation region of turbulence for oscillating flow were 
similar to those for steady transitional flow. 
The region of turbulence generation was previously identified by Corino and Brodkey 
[1969] as 
5 <   y+ < 70 
where y .    'N 
T. 
■^ (2.3.2) 
y =  radial distance from wall 
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Correspondingly, the critical value of Re was assigned as   800Vo>^ 
where    G)^ = w— = dimensionless frequency of oscillation 
It should be noted that this is precisely the formulation for Womersley Number 
(equation 2.3.1). 
This value was found to fit the experimental data reasonably well. It can be noted that 
a significant number of authors have adopted a similar form of equation, with variance 
in the numeric component. 
Iguchi et al [1982] analysed oscillating free flow in a manometer tube, using one- 
dimensional theory to predict the wall shear stress and water column damping. The 
Reynolds Number limits between laminar, transitional and turbulent flow regions were 
determined on the basis of experimental results. For flows in the fully turbulent zone, 
the critical value of oscillating Re was found to be equal to the value defined above for 
forced oscillating pipe flows. In addition, the quasi-steady turbulent assumption was 
found to give good agreement with experimental results. 
Ohmi, Iguchi and Urahata [1982,A] carried out an experimental investigation into 
transition to turbulence in pulsating pipe flow, with varying Re, and frequency and 
amplitude of disturbance. In general, the experimental conditions were chosen to 
mirror possible flow behaviour within the human aorta. As noted previously, various 
regions denoting stages of the laminar to turbulent transition in oscillating flow were 
defined by Hino et al [1976] and Ohmi, Iguchi, Kakehashi and Masuda [1982]. Those 
5 regions were refined by Ohmi et al to the following 3 regions to study pulsatile flow: 
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Region (I) Laminar flow over one cycle. 
Region (II) Low frequency and small amplitude disturbances appear in the 
accelerating phase in the core region of flow. 
Region (III) Higher frequency turbulence occurs. 
In general terms, the pulsating conditions were defined by a steady state flow upon 
which an oscillating component was superimposed. Three differing sets of experiments 
were undertaken, as noted following. Each experimental run was classified into one 
of the 3 regions, as above. 
1) Steady Re components varying from 1200 to 23,600. 
Oscillating Re component of approximately 1500. 
2) Steady Re components varying from 8,330 to 24,200. 
Oscillating Re component of approximately 10,000. 
3) Steady Re component varying from 10,900 to 24,000. 
Oscillating Re component of approximately 19,000. 
From a comparison of the steady and oscillating Re components, it can be seen that 
some of the experiments undertaken resulted in flow reversal over part of the cycle. 
To enable ease of comparison,   a constant value of non-dimensional oscillation 
frequency,   yo^   was adopted for each set, as listed following: 
Set 1 8.93 
Set 2 16.48 
Set 3 16.48 
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The data was analysed to produce both the time-averaged magnitude of the oscillating 
velocity component, and the time-averaged total velocity. 
For set 1, it was found that, for mean Re less than 2240, the oscillating component 
matched the laminar theory for an oscillating flow. With increasing Re, the profile was 
found to match the l/7th power law, as used for steady turbulent flow. Total velocity 
distributions did not match the parabolic shape of laminar flow even for the lowest Re, 
but were skewed towards the quasi-steady turbulent condition. For increasing Re, the 
velocity profiles more closely approached the l/7th power law. 
For set 2, the analyses for oscillating velocity component were similar to set 1. Flows 
with steady Re less than 8330 reproduced the laminar shape, while those of higher Re 
approached the quasi-steady turbulent profile. However, in the case of time-averaged 
total velocity distributions, the measured profiles for the lower steady Re were 
significantly fuller than both the parabolic and l/7th power law profiles. With 
increasing Re, the profiles approached and matched the l/7th power law. 
For set 3, even at the lowest Re, there was no match to a theoretical laminar 
distribution. With increasing Re, the profiles more closely approached the turbulent 
quasi-steady assumption. For total velocity profiles, a similar result to set 2 was found. 
The researchers made particular note of the fact that re-laminarization occurred 
following turbulent transition, during the acceleration phase of some set 3 experiments. 
This suppression of turbulence began at a minimum instantaneous Re in excess of 6000, 
and was maintained to an Re of at least 20,000. 
This particular effect of re-laminarization was a central point of the pure oscillating and 
pulsatile flow research reported upon by Iguchi and Ohmi [1982]. Experimental 
conditions were chosen so that the flow relaminarized at the end of the deceleration 
phase, and then was subject to turbulent transition at the end of the acceleration phase, 
over each cycle.  The pulsatile flow conditions were set up so that a reversal of flow 
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direction occurred over a minor part of the cycle. The researchers made an important 
observation, in regard to relaminarization: 
"...in the oscillatory flow accompanied by transition to a turbulent flow and the 
following retransition to a laminar flow in a half cycle, it can be considered that 
the fluid forgets its history at flow reversal..." 
For both oscillating and pulsatile flows where flow reversal occurs at some phase of the 
cycle, the following was found to be true : 
1) For laminar natured flow (in that part of the cycle where turbulence is not 
indicated), the instantaneous axial velocities matched the theoretical values for 
either oscillating or pulsating laminar flow. 
2) For turbulent phases of the flow, the instantaneous velocity profiles were in 
good agreement with the quasi-steady assumption. That is, the velocities 
matched the l/7th power law. 
3) At the occurrence of flow reversal, there was zero phase lag for each radial 
position. 
Iguchi and Ohmi used the above statement to define the zero velocity phase as the 
beginning point for calculating the laminar velocity development that followed 
temporally. However, a further implication of their results should be considered 
closely. It can be seen that the fluid essentially shows no memory effect immediately 
following the transition from laminar flow in each cycle. The turbulent velocity 
profiles are identical to those calculated for a steady turbulent flow acted upon by the 
instantaneous pressure gradient. Therefore, the quasi-steady assumption is completely 
valid for the turbulent phases. On the basis of the match in velocity profiles, Iguchi 
and Ohmi also adopted the quasi-steady assumption for wall shear stresses. By using 
the indirect method of calculating wall shear stress from measurements of longitudinal 
head loss, they appeared to get excellent agreement with this hypothesis.    It is 
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interesting to note that these indirect results also give agreement in the laminar phases 
of the flow. 
Iguchi and Ohmi [1984] presented one further study on transitional pulsatile pipe flow. 
In this paper, the limits for transition and relaminarization were denoted in terms of a 
monotonic acceleration parameter, K, defined as follows : 
K=(-^X^) (2.3.3) 
where U    = velocity at the pipe centre-line 
Upon substitution of the momentum integral equation and assuming quasi-steady shear 
stress behaviour, this equation reduces to the following final form 
K=^^^(-4(^^Re^m(jit^^Re^) (2.3.4) 
where Re^^ = Re based on the oscillatory velocity component 
/ = turbulent quasi-steady friction factor, based on Re 
Stettler and Fazle Hussain [1986] also considered the effect of pulsation upon laminar 
to turbulent transition. Data was collected using an LDA in a straight circular pipe, 
with an orifice plate in the inlet to produce highly disturbed entry flow. The authors 
introduced the concept of turbulent plugs, to denote any form of turbulent structure such 
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as slugs, puffs and patches. It was identified that the transition Re initially increased 
with increasing pulsatile frequency, and then decreased. It was postulated that this 
occurs because, at low frequencies, the turbulent plugs are formed in a regular fashion 
in phase with the flow, whereas at higher frequencies, the plugs occur randomly. 
Kurzweg et al [1989] studied the occurrence of transition in small diameter tubes (0.85 
to 4.85 mm), with a oscillating flow. In particular, the thickness of the Stokes layer 
in comparison to the radius of the tube was examined. 
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2.3.1 Conclusions for Periodic Laminar and Transitional Pipe Flow 
It is generally accepted that the work completed to date on periodic laminar flow, 
particularly that with which Ohmi has been associated, has adequately defmed this state 
of flow. The question that needs to be answered in respect to the present experimental 
study is, to what degree are the findings for periodic flow applicable to monotonically 
varying conditions. Ohmi's results for oscillating and pulsating flow would seem to 
lead to the following conclusions : 
a) At low frequencies of oscillation, flow behaviour under 
laminar conditions can be accurately described by the 
quasi-steady assumption. 
b) As frequency increases, flows that remain 
predominantly laminar in nature show excellent 
analytical agreement with the analytical solutions of 
Sexl [1932] and Uchida [1956]. 
c) Periodicity in the flow results in higher critical Re for 
laminar to turbulent transition. 
d) For periodic transitional flows, instantaneous velocity 
profiles in the laminar phases of flow agree with the 
analytic periodic solution. For those phases that 
demonstrate a turbulent nature, the instantaneous 
velocity profiles match those for the quasi-steady 
assumption, independent of frequency. 
e) At times of flow reversal, there is zero phase lag 
between the axial velocities at different points in the 
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ciujjs secliuii. At the point of zero velocity, the 
memory dependence of the laminar flow is destroyed. 
f) During  the  acceleration  phase  of the cycle,   the 
turbulent component of the total flow is frozen across 
the entire cross section, including the viscous sub- 
layer. In contrast, the Reynolds stresses remain 
unchanged only in that part of the cross section outside 
of the Stokes sublayer. 
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2.4 Turbulent Flow - Monotonically Varying Unsteadiness 
There have been very few studies carried out on monotonic turbulent acceleration and 
deceleration in pipes. For monotonic variations in laminar flow, exact solutions exist 
for a number of different problems while approximate methods have been developed for 
more complex forcing functions. In addition, it is generally accepted that the work of 
Ohmi and associated authors, building upon the results of earlier researchers, has 
adequately defined the behaviour and flow structure of periodic unsteady laminar flow. 
The reasons for this neglect of turbulent conditions is the lack of an analytical solution 
to even steady turbulent flow, because of the presence of the unsteady Reynolds stress 
terms in the Navier Stokes equations. In general, this has meant that theoreticians in 
this field have relied on empirical eddy viscosity distributions to produce approximate 
analyses. As will be detailed later in Section 2.5, there have been many recent studies 
completed in periodic fully developed turbulent pipe flow. However, the topic of 
monotonically varying turbulent flow, in either the acceleration or deceleration phases, 
has been largely untouched. A number of authors have touched briefly on the subject 
through carrying out studies in monotonic transitional flow. However, the major point 
of interest in these investigations has invariably been the mechanics of transition, and 
little attention has been devoted to measurement or description of the flow 
characteristics following the laminar phase. 
Only a very few studies have been directed at monotonic turbulent flow, and most of 
this work is relatively recent. Daily et al [1956] were probably the first to consider the 
frictional effects occurring in monotonically accelerated and decelerated flows in 
circular pipes.   Resistance coefficients were determined for two different conditions: 
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1) an orifice with three different ratios of orifice opening area to pipe area 
(0.3, 0.5 and 0.7), and 
2) an unrestricted flow. 
For flows with the orifice plate in position, it was found that the unsteady friction 
coefficient was firstly, less than the quasi-steady value for accelerating flows, and 
secondly, greater than the quasi-steady value for decelerating flows. This is the 
opposite of the phenomenon for laminar flow conditions in an unrestricted pipe. 
However, for the full pipe, it was concluded that the friction coefficients were almost 
identical in accelerating flow, and consistently lower in decelerating flow. Based on 
the data, the authors postulated that the behaviour in decelerating flow was affected by 
the previous flow history.   It was stated: 
"These observations for the uniform tube are consistent with the view that under 
acceleration the central portion of the stream moves somewhat bodily while the 
velocity profile steepens, giving higher shear. For deceleration, the reverse 
seems to hold. In either event, it appears that unsteadiness does not result in 
marked changes from equivalent steady-state flows." 
These conclusions would not appear to be particularly supported by the actual 
measurements. Firstly, the friction coefficient in the accelerating stage shows no 
definable difference from the quasi-steady value. Secondly, the deceleration friction 
coefficient is significantly different from quasi-steady at higher rates of deceleration. 
Carstens and Roller [1959] provide a theoretical and experimental analysis of boundary 
shear stress in monotonically accelerating turbulent flow. In contrast to Daily et al's 
[1956] comment in respect to the relevance of flow history, these authors offered the 
hypothesis that unsteady turbulent flow has no memory effect, and that flow parameters 
are only dependent upon the instantaneous value of the pressure gradient and the 
acceleration. This was justified from the knowledge that the presence of turbulent 
eddies in the flow produces a strong lateral diffusion. Implicit in this postulation is that 
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the diffusion will instantly transport the wall turbulence and shear to the centre-line of 
the pipe. In the experimental stage of the study, shear stress was calculated indirectly 
from pressure gradient and mean velocity. The results were inconclusive, although the 
theoretical curve predicted shear stresses higher than the quasi-steady in accelerating 
flow. The trend of the data collected by the two authors seemingly tends towards the 
opposite conclusion. 
Wood and Funk [1970] assumed that core flow under transient turbulent conditions was 
slug-like, ie., completely inviscid, and that all viscous dissipation therefore occurred 
in the boundary layer. The past history of the flow was taken into account, similarly 
to Zielke's [1968] analysis for laminar flow. The viscous sub-layer was assumed to be 
constant in thickness over the period of the transient. It was found experimentally that 
the method produced acceptable results at Re up to 35,000, which was the experimental 
limit, and that the quasi-steady assumption did not do so. However, it was clear that 
the deviation from quasi-steady behaviour decreased with increasing Re. 
Vasiliev and Kvon [1971] presented an approximate numerical solution to the equations 
of motion for unsteady turbulent pipe flow.  No experimental validation was provided. 
Kawamura [1976] studied the heat transfer characteristics in turbulent flow subject to 
a step change in pressure gradient. He used a previously formulated two-dimensional 
implicit model to determine hydraulic parameters. This model predicted instantaneous 
friction factors in acceleration that were significantly higher than the quasi-steady 
values. Conversely, in deceleration, predicted instantaneous friction factors were just 
slightly less than the quasi-steady values. Kawamura explained this difference in terms 
of the model, by showing that the predicted velocity profiles in accelerated flow are 
significandy different (flatter) than the quasi-steady profile, while the decelerated 
profiles are virtually unchanged. In light of later experimental data available for both 
turbulent and transitional accelerating flows, this finding is insupportable.    The 
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predictions for friction factor are therefore also very doubtful, albeit only in terms of 
this model. 
Vardy [1980], in modelling unsteady air flow in railway tunnels, considered the effect 
of unsteady wall friction. In previous studies of this type, it was shown that the 
assumption of quasi-steady approximation was not able to predict the pressure 
attenuation and phase differences correctly. Vardy proposed that the discrepancies 
occurred because of an unsteady component in the wall shear stress representation, that 
was not accounted for in the quasi-steady representation. By formulating an expression 
for this unsteady component, and calibrating same against a set of known values, Vardy 
was able to obtain somewhat better agreement with the measured results. However, the 
sign of the unsteady component was assigned by inspection, such that the total shear 
stress was greater in acceleration and less in deceleration in comparison to the quasi- 
steady values. The term 'by inspection' implies that the conclusion is seemingly 
straightforward and universally applicable. However, based on the data available to 
date, this conclusion can not be supported. In conjunction with the extensive calibration 
required to achieve partial experimental agreement, it is considered that this paper 
cannot be used to support any hypothesis on the variation of shear stress under transient 
turbulent conditions. 
Iguchi and Ohmi [1983,A] were perhaps the first to present a detailed and 
comprehensive analysis of turbulent accelerating and decelerating pipe flows, without 
a periodic component. A numerical model incorporating a four region model for the 
eddy viscosity distribution was previously developed for low frequency periodic flow. 
This model was applied to the current problem. An acceleration parameter was 
defmed, as follows : 
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4> = 
du\ 
dt 
4T. 
(2.4.1) 
The value of 0 therefore represents the ratio of the absolute value of the inertia term 
to the viscous term in the momentum integral equation : 
^p     du   4T^ 
L       dt     d (2.4.2) 
where the variables have the usually defined meanings. It must be noted that, for total 
accuracy, the value of r^ to be used should be the instantaneous value, as measured 
from experiment. However, given the high degree of difficulty associated with this 
measurement, it is normal to accept the quasi-steady value calculated from the mean 
velocity. 
The equation for acceleration parameter therefore reduces to the more recognizable 
form adopted by numerous other researchers in this field. 
4> Id du (2.4.3) 
Given that, in this instance, the aim was to identify the limit for the quasi-steady 
assumption, there should be no inherent difficulty with this approach. The experiments 
were conducted up to a maximum acceleration parameter of 0.12. At this limit, it was 
shown that the contribution of the inertial term to the unsteady momentum integral 
equation was of the order of 10%, so that the quasi-steady assumption was in some 
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doubt. However, it was shown that, up to this limit, the instantaneous (and hence the 
time-averaged) velocity profiles were identical to that for the quasi-steady assumption. 
In addition, the quasi-steady values of wall shear stress were also found to be 
applicable. No data was provided on the variation of other variables, such as 
turbulence intensity or Reynolds stress. It was shown that the numerical model gave 
excellent agreement with the measured results. 
Iguchi and Ohmi [1983,B] extended the work of the previous paper, by defining the 
limits of the quasi-steady assumption for decelerating flow. It was initially assumed 
that the instantaneous flow conditions would be dependent upon the flow history, and 
so an expression for friction factor was obtained incorporating Trikha's [1975] 
simplified representation of Zielke's [1968] weighting factor. Shear stress and hence 
friction factor were calculated by an indirect method, from experimentally derived 
results for pressure gradient, mean velocity and acceleration. For the deceleration 
analyses, the values so derived were subject to a large degree of scatter, probably 
because of uncertainties associated with obtaining temporally accurate measurements of 
instantaneous pressure gradient. The match with the theoretical curves is considered 
to be only marginal because of this scatter. Iguchi and Ohmi, in a somewhat arbitrary 
manner, assigned the maximum value of 4) for validity of the quasi-steady assumption 
in decelerating flow to be 0.50. 
Shuy [1985] carried out both theoretical and experimental research on the effect of 
monotonic velocity variations on wall shear stress, for water flow in a circular pipe. 
Based on both direct and indirect measurement of wall shear stress over a significant 
number of experiments, the following conclusions were reached: 
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1) In accelerating turbulent flow, the wall shear stress is smaller than the 
equivalent quasi-steady value at all times. 
2) In decelerating flow, the wall shear stress is greater than the quasi- 
steady value. 
These empirical conclusions were in contrast to the results of Shuy's and other's 
theoretical analyses, where the opposite behaviour was predicted. A more complete 
description of the work undertaken by Shuy, and his relevant fmdings and conclusions, 
are given in Chapter 4. 
2.4.1 Conclusions for Monotonically Varying Turbulent Pipe Flow 
In general, it is apparent that there is much less data available for this form of pipe 
flow than for any of the other three classes discussed previously. Conclusions wrought 
from such a small database are likely to be of rather uncertain nature, but some 
pertinent comments can still be made: 
a) There are numerous examples of conflicting results, 
particularly in respect of wall shear stress. Almost, if 
not all predictions based on numerical modelling 
support agreement with the laminar flow condition, 
i.e., in accelerating flow, the unsteady value of the 
wall shear stress is greater than the quasi-steady value, 
while in decelerating flow, the opposite effect can be 
expected. However, the results of measurements in 
real flow situations have been inconclusive, with some 
later researchers (Shuy [1985], Kurokawa and 
Morikawa [1986]) demonstrating shear stress behaviour 
to be the opposite of that occurring in laminar flow. 
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b) Quasi-steady conditions are applicable over some ill- 
defined range of acceleration parameter, 0. 
c) Measured unsteady turbulent velocity profiles have 
generally shown good agreement with quasi-steady 
behaviour. 
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2.5 Turbulent Flow - Periodically Varying Unsteadiness 
In comparison with laminar flow investigations, the study of periodic turbulent flows 
has been a more recent part of fluid mechanics resccU'ch. The pioneering work was 
carried out by Schultz-Grunow [1940], who measured velocity profiles and the 
distribution of axial pressure. Brown and various co-researchers analysed transient 
response of fluid flow in the 1960's. In particular, Brown et al [1969] analyzed 
turbulent flow subject to small amplitude pulsations in the range from 50 to 3000 Hz. 
Brown postulated that, at very high frequencies, the inertia of the turbulent motion 
would force a lag in velocity profile response. In effect, Brown stated that the inertia 
of the flow froze the turbulent content of the flow, so that the eddy viscosity 
distribution remained constant with time. On the Moody diagram for laminar flow, the 
relationship between friction factor and Reynolds Number is a straight line with a 
constant gradient based on the equation: 
64 f=^ (2.5.1) Re 
The consequence of Browns's hypothesis would be that, for a smooth pipe, the variation 
of frictional resistance with Reynolds number would also be a straight line with the 
same gradient as laminar flow. Obviously, however, the actual friction factor would 
be larger in the turbulent flow situation, since the turbulent flow straight line is offset 
to the right of the laminar relationship. The experimental results seemed to verify 
Brown's predictions. 
Baird et al [1971] carried out a study to determine instantaneous friction factors in 
turbulent flow, pulsating in the range up to 1 Hz. In terms of velocity and pressure 
gradient, the researchers found excellent agreement with the quasi-steady assumption. 
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It was therefore concluded that, in the range studied, friction factors were identical to 
the quasi-steady turbulent values. 
The first comprehensive analyses of turbulent pulsating flows were provided by Gerrard 
[1971] and Gerrard and Hughes [1971]. Gerrard noted that laminar pulsatile flow was 
described by three parameters, namely the mean Re, the amplitude of the disturbance, 
plus the frequency of oscillation. The same parameters were used to study turbulent 
flow. Although Gerrard's experiments were in transitional flow, he was most interested 
in the turbulent phases of the flow.  Gerrard made the following observation : 
"The turbulence intensity diminishes during acceleration, a process known as 
laminarization, and in decelerating flows the turbulence intensity increases." 
Gerrard also commented that the velocity profiles changed in periodic turbulent flow, 
and ascribed this behaviour to the changes in turbulence intensity. Most notably, 
Gerrard interpreted his results to show a flattened instantaneous turbulent velocity 
profile in the central portion of the tube, somewhat similar in shape to that obtained 
experimentally and analytically by many researchers for accelerating laminar flow. 
However, Gerrard did state that, at higher Re, no flat central portion would be 
expected. Laminarization was extolled as the reason for the flat segment, with those 
parts of the cross section closest to the pipe wall showing higher effects from 
turbulence. However, this would seem to indicate an appreciable time span where 
turbulent and laminar flow was occurring in the same cross section. Later research 
(Ohmi, Iguchi and Urahata [1982,B]) has indicated that transition to turbulence occurs 
virtually instantaneously across the whole profile. It could perhaps be argued, 
therefore, that Gerrard's results do not indicate turbulent flow at all, but rather the 
suppression of turbulence that has been recognized to occur with pulsation effects. The 
photographic plates provided would seem to be showing turbulent flow, but later 
research casts doubt on Gerrard's interpretations. 
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Mizushina et al [1973] also studied pulsating turbulent flow in a tube. Instantaneous 
velocity profiles and root mean square turbulence intensities were measured at differing 
phases. Flow behaviour was shown to be dependent upon the frequency of oscillation 
in comparison with a critical value. For frequencies lower than the critical, flow 
profiles, shear stress and Reynolds stress distributions appeared to meet quasi-steady 
requirements. However, turbulence intensity remained virtually unchanged over the 
period of oscillation. For higher frequencies, there was no agreement with quasi-steady 
values, and the turbulence intensity varied significandy with phase. These intensities 
were found to vary in accordance with the findings of Gerrard, ie., decreasing during 
acceleration and increasing during deceleration stages. The critical frequency was 
calculated as being equal to the turbulent bursting frequency of the flow. 
Funk and Wood [1974] utilized a method previously developed for monotonic turbulent 
flow (Wood and Funk [1970]) to study small amplitude frequency response. It was 
found that this boundary layer theory was able to reproduce Brown at al's [1969] results 
excellently. 
Lu et al [1975] carried out detailed measurements of time-averaged and instantaneous 
parameters, in pulsating turbulent pipe flow. Film probes were used to determine 
velocity and axial turbulence intensity. It was found that over the full range of flows 
tested (frequencies ranging from 0.27 to 1.53 Hz), there were 
"....no significant differences between the long-time average axial pressure drop 
in the pulsating and steady flows...." 
Also, long-term velocity profiles were identical to those derived for steady turbulent 
flow at the same Re. That is, the quasi-steady assumption was applicable for long-term 
average values. Instantaneous velocity profiles were shown to be quasi-steady at low 
frequencies, but slug-like at higher values.    In respect of instantaneous turbulence 
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intensities, it was noted that the measured values decreased during the acceleration 
phase of the cycle, and increased during the deceleration phase. 
Mizushina et al [1975] continued the 1973 investigation into the structure of turbulent 
pulsatile pipe flow. Once again, for frequencies lower than the minimum bursting 
value, quasi-steady velocity profiles and frozen turbulence intensities across the core 
region were reproduced. However, close to the wall, the velocity profiles were steeper 
than quasi-steady, while turbulence intensities varied with phase. 
Thomas and Shukia [1976] based an analysis on the theory of surface renewal - fluid 
elements intermittently move from the turbulent core to the wall region, and unsteady 
molecular diffusion is predominant during the residency of these elements within the 
wall region. 
As with oscillating and pulsating laminar flows, certainly the most productive researcher 
in pulsating turbulent flow has been Oh mi, who produced a long series of experimental 
and analytical studies. 
Ohmi and Usui [1976] presented a theoretical analysis of the pressure and velocity 
distributions in pulsating turbulent pipe flow in a slightly compressible fluid. The 
Reynolds stress uncertainties were resolved by the assumption of five different models 
for eddy viscosity distribution. Each model was used to determine analytical solutions 
for velocity distributions and pressure variations. By comparison between the results 
for the various eddy viscosity forms, it was considered that a 4 region variant of the 
von Karman's [1939] 3 region wall model produced the most reliable analysis of flow 
behaviour. 
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Ohmi, Usui, Tanaka and Toyama [1976] attempted an experimental verification of the 
theoretical findings from the previous study. Oscillation frequencies of 0.0432 Hz to 
48 Hz were applied to flows with mean Re varying from 7,740 to 95,900. It was found 
that time-averaged velocity profiles all matched the theoretical log-law distribution. In 
addition, for low frequencies, the instantaneous velocity profiles were identical to the 
equivalent quasi-steady distributions. This was verified by a zero relative phase lag 
across the section for this frequency. Using the 4 region eddy viscosity model, good 
agreement was obtained between measured and calculated time-averaged magnitude of 
oscillating velocity over the total range of frequencies and Re studied. It should be 
noted that analysis of this paper was hampered somewhat by the absence of some 
nomenclature descriptions, particularly for oscillating velocity components. 
Ohmi et al [1978] considered the effect of a time-varying eddy viscosity distribution, 
in contrast to the steady state 4 region model previously applied for the analysis of 
pulsating turbulent flow. The instantaneous value of time-variant eddy viscosity was 
expressed as the sum of the steady and oscillating components. Interestingly, it was 
noted that, at high frequencies, the inertia dominant flow will tend to suppress any 
effects from the oscillating eddy viscosity component. However, at low frequencies, 
the expected quasi-steady behaviour indicates that eddy viscosity will change 
instantaneously in response to pressure gradient changes. Therefore, under these 
conditions, the oscillating component of the eddy viscosity can not be ignored. By 
considering a time varying value of friction velocity, defined as 
X « w u = N P (2.5.2) 
and calculated according to the instantaneous velocity profile, this qualitative assessment 
was verified experimentally.  At high frequencies, it was also shown that the choice of 
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either a varying or constant friction velocity produced a satisfactory fit to measured 
data. 
Kirmse [1979] used an LDA to carry out an experimental study in pulsating turbulent 
pipe flow. The basis of the work was an attempt to validate a part-empirical eddy 
viscosity distribution formulated by Vasiliev and Kvon [1971]. Kirmse's initial 
experiments verified that the LDA could reproduce the velocity distributions and 
turbulence intensities measured by previous researchers. Based on a very indirect 
method of calculation, it was predicted that the friction factor was smaller than the 
stationary value over all but the initial stage of acceleration, and over the entire stage 
of deceleration. 
Kita et al [1980] analysed pulsating turbulent flow, using a 5 region, time-varying eddy 
viscosity model. This model gave good agreement with measured values of 
instantaneous velocity profiles, which did not agree with quasi-steady assumptions. The 
authors extended their analyses to wall shear stresses, to note : 
"The predicted magnitude of the instantaneous friction factor exceeds that of 
steady state during accelerating flow and it is smaller than that during 
decelerating flow." 
However, measured values of a variable used to determine the instantaneous friction 
factor were widely scattered. The validity of the statement could therefore be 
questionable. 
Ohmi et al [1980] continued  the analysis of pulsating  turbulent pipe flow,  by 
considering the effects of oscillation frequency and amplitude.  The authors note that 
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"...experimental results on frictional losses during accelerated and decelerated 
motion are contradictory..." 
Four characteristic parameters were introduced as a means of describing flow patterns 
in pulsating flow under different conditions. Once again, the 4 region model for eddy 
viscosity was adopted. Flow behaviour was classified as being either quasi-steady, 
intermediate or inertia dominant, depending upon the frequency of oscillation. It was 
concluded that oscillation amplitude was an insignificant factor in determining flow 
patterns. 
Ohmi and Iguchi [1980, A] analyzed the effect of pulsation frequency upon turbulent 
friction losses. Wall shear stresses were calculated by an indirect method, from 
measured rates of acceleration and pressure gradient. As expected, in the quasi-steady 
region, the friction factor was identical to the quasi-steady value, and mean velocity and 
shear stress distributions were in phase with the pressure gradient. For the intermediate 
zone, experimentally determined values of friction factor were shown to match the 
theoretical curves reasonably, although there was significant scatter. The following 
description of the variation in instantaneous friction factor was provided: 
"During the acceleration phase, the friction factor was initially smaller, and then 
became larger than the quasi steady value. The opposite phenomenon was 
observed in the decelerating phase of the oscillation." 
For this region, it was found that the mean velocity and shear stress lagged the pressure 
gradient by approximately 90 and 45 degrees respectively. However, for oscillation 
frequencies near the limit between the quasi-steady and intermediate regions, the 
measured friction factors did not match theoretical expectations. In addition, in one of 
the data sets, measured friction factors were seen to be always greater than the quasi- 
steady values, in apparent conflict with the authors' comments. It was shown that both 
mean velocity and shear stress developed a phase lag of about 60 degrees from the 
pressure gradient.   For time-averaged friction factors, the experimental scatter would 
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seem to invalidate the authors' assertion that a favourable match was found with the 
theory. The only reasonable inference from the data would be that time averaged 
friction factor for pulsating flow is always greater than the quasi-steady equivalent. 
Ohmi and Iguchi [1980,B] continued the analysis of pulsating turbulent flow. The 
limits between the three previously identified regions were more closely determined. 
Of most interest to the present study is that the instantaneous velocity profiles plotted 
for the two air flows show good agreement with the log-law profiles valid for quasi- 
steady turbulent conditions. The remaining data was for a water flow, and once again, 
most of the profiles show reasonable agreement with the quasi-steady values. However, 
a number of the profiles were significantly different, with the typical top-hatted shape 
regularly noted by other researchers for accelerated laminar flow. The phase of these 
profiles agree with the lower Re zone of the flow, and so it could be postulated that the 
measured values are in fact representative of laminarization. 
Ramaprian and Tu [1981] carried out detailed investigations into the behaviour of 
turbulent flow, pulsating at frequencies approximately equal to the frequency of 
turbulent bursting in the flow.   The major conclusions from the study were : 
At low Re, there was a slight inflexion point in the 
time-averaged velocity profile near the wall. No such 
effect was found for the high Re case. Both profiles 
were comparable to the quasi-steady profile. 
Turbulence intensity remained frozen at the value for 
the mean flow rate over the period of oscillation. 
Reynolds stresses over the cycle showed more variance 
than the turbulence intensities, but were also 
considered to remain reasonably constant. 
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Ohmi, Kyomen and Usui [1981] reviewed and expanded upon a number of previous 
studies, to produce a theoretical basis for one-dimensional analysis of pulsating 
turbulent flow for a slightly compressible fluid. In general terms, the findings were 
identical with those for an incompressible fluid. 
Ohmi and Iguchi [1981, A] extended the work carried out by the same authors in their 
first paper in 1980, investigating friction factors more accurately in pulsating turbulent 
flow. By measuring instantaneous velocity profiles, and comparing these to the log-law 
applicable for steady turbulent flow, the findings of 1980 with respect to varying 
friction factor were confirmed for the quasi-steady and intermediate zones. In addition, 
measurements in the inertia-dominant zone showed that the friction factor variation in 
this zone was identical to that in the intermediate zone, ie., friction factor initially less 
and then greater than quasi-steady value in accelerating phase, with the converse true 
in deceleration.  The limits of each of the zones were defined accurately. 
Ohmi and Iguchi [1981,C] presented a further study in the series on pulsating turbulent 
flow. A new method for calculating wall shear stress was derived, based on the 
similarity between the values of the characteristic parameters for turbulent and laminar 
flow. It was found that the experimental values for friction factors matched those 
calculated theoretically from the new methods better than previous analyses. 
Ohmi, Iguchi and Urahata [1982,B] switched their attention to oscillating pipe flows, 
in particular the frictional losses associated with the transitional and fully turbulent 
phases of the flow. It was found that, independent of frequency of oscillation, at all 
stages where turbulent flow was indicated, the instantaneous velocity profiles and wall 
shear stresses were essentially identical to those for quasi-steady conditions. This is 
precisely the result obtained by the same authors, although in more detail, in 1982, in 
their study on transitional pulsatile flows [1982,A]. 
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Ohmi, Kyomen and Usui [1982] revised their previous 1981 study for pulsating flow 
in a slightly compressible fluid. The method of characteristics and a finite difference 
technique were used to compute mean velocity distributions. In the first instance, the 
method was applied to unsteady laminar flow to determine its accuracy. It was found 
that this approximate numerical solution produced an excellent match to the analytical 
solution. The situation of fully turbulent flow was then analysed, with good 
reproduction of experimental data. An interesting aspect of this study was the method 
used to calculate wall shear stress. By approximating the measured velocity distribution 
in the viscous sub-layer with a straight line, wall shear stress was calculated from the 
equation 
K = ^ (^). (2.2.2) dy 
This expression assumes that the velocity distribution in the so-called laminar sub-layer 
in unsteady flow is similar to that for steady flow. The use of the term 'laminar' in 
reference to the wall adjacent sub-layer is not strictly correct, since it is well known 
that there is a degree of intermittent turbulence present in this location. This region is 
more accurately described as a viscous sub-layer. The effect of unsteadiness on the 
turbulent behaviour within the sub-layer is unknown. However, a number of studies 
have been carried out on boundary layer analysis for flat plates subject to adverse 
pressure gradient turbulent flow (see Carr [1981]). In at least some of these studies, 
significant changes within the viscous sub-layer have been observed. For example, 
McDonald [1969] states: 
"Mellor....did demonstrate theoretically....considerable departures from the 
constant pressure velocity profiles could be obtained in the presence of large 
streamwise pressure gradients, even across the viscous sub-later." 
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McDonald then calculated velocity profiles for both adverse and favourable pressure 
gradients, showing significant variation from the zero pressure gradient condition. 
These results were validated by experimental data. 
Tu and Ramaprian [1983,A and B] presented a very comprehensive analysis of fully 
developed periodic turbulent pipe flow. These two parts were a precis of the more 
complete core material, reported upon in full detail in the previous year (Ramaprian and 
Tu [1982]). The study was also reported upon in overview by Ramaprian et al [1983], 
together with some results for comparable periodic boundary layer flow over a flat 
plate. At a mean Re of 50,000, two separate oscillation frequencies of 0.5 Hz (velocity 
amplitude 64% of the mean) and 3.6 Hz (velocity amplitude 15% of the mean) were 
applied. Ensemble averages of instantaneous flow properties were assembled from 
repeated experiments, as well as time-mean values over a large number of cycles. Wall 
shear stresses were obtained directly by the use of a flush wall-mounted heat transfer 
surface shear stress gauge. 
Tu and Ramaprian adopted a new calibration technique for this study, that was expected 
to return an accuracy of within 5%. Basically, this consisted of measuring steady state 
flow conditions at a number of different Re for fully turbulent flow conditions. 
However, in the method of analysis used, there was no allowance for any response lag 
in unsteady flow as other researchers (Mao and Hanratty [1986]) have attempted to 
apply for similar types of probes. A numerical model developed by Acharya and 
Reynolds [1975] was used to predict flow parameters. This model is essentially quasi- 
steady, since it was developed and has been used for steady turbulent flows. It was 
found that the time-averaged velocity profiles were very close to the quasi-steady 
assumption, although the authors did consider the slight discrepancies to be significant. 
Ensemble averaged instantaneous velocity profiles were also presented. For the 3.6 Hz 
case, it was found that these profiles matched the Re equivalent quasi-steady profiles 
throughout the oscillation cycle. However, for the 0.5 Hz case, which it can be 
recalled had a much larger amplitude variation, the velocity profiles were significantly 
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different. In particular, inflexion points were developed in the velocity profiles, in the 
same manner as reported by Ramaprian and Tu [1980]. The authors postulated that this 
difference in response arises because of the slug-like behaviour of the central region of 
the flow at higher frequencies, and the confmement of oscillation effects to a thin 
boundary layer near the wall. However, this conclusion seems difficult to justify based 
upon the data presented. The instantaneous profiles for the 3.6 Hz case were seen to 
be quasi-steady, and so there is no direct evidence of the typical slug tendencies 
reported upon by other authors. If anything, the flat profiles and increased radial 
velocity gradients at the wall in the accelerating zone of the 0.5 Hz case were more 
representative of slug-like effects in the central core. Contrastingly, in the decelerating 
phase, the profiles were fuller than predicted in the central core. That is, flow 
behaviour in the core was more slug-like than expected. Obviously, this indicates a 
complex phase lag variation across the profile, in comparison to the implied zero phase 
difference for the 3.6 Hz case. 
Tu and Ramaprian also presented the variation of wall shear stress over the oscillation 
cycle. For the 3.6 Hz case, a peculiar inflexion point was noted, which the authors 
attributed to inflexions in the velocity profiles close to the wall. However, there were 
no measurements that showed such an inflexion. In addition, there was a significant 
phase lag of about 45 degrees from the quasi-steady distribution, and hence from the 
unlagged instantaneous velocity. For the 0.5 Hz case, wall shear stress was found to 
be almost identical to the quasi-steady values over the cycle. There was no apparent 
phase lag from the quasi-steady distribution. The familiar phenomenon of turbulence 
intensity frozen at the values for the mean Re was observed over the entire cycle for 
the 3.6 Hz case. Together with the results for instantaneous velocity profiles, this 
reinforces the applicability of quasi-steady assumption with respect to velocity. 
However, the corresponding curves for the 0.5 Hz case showed no qualitative match 
with the quasi-steady values. For instantaneous Reynolds stresses, the values for the 
3.6 Hz case were generally of the same shape as the predicted profiles, but the 
magnitudes varied with phase. Subsequently, the concept of stress freezing was not 
applicable. The 0.5 Hz case showed similar behaviour. Reynolds stresses were not 
measured directly, but were inferred from the integral momentum equation and 
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measured velocity and wall shear stress.  The experimental results from this study are 
therefore perplexing, as noted following: 
1) For the 0.5 Hz case (low frequency, large amplitude), both the time-averaged 
velocity profile and the instantaneous wall shear stress variation were identical 
to that for the quasi-steady assumption. However, the instantaneous velocity 
profiles and the turbulence intensities were significantly different from quasi- 
steady. Instantaneous Reynolds stress profiles were qualitatively similar, but 
quantitatively different from the predicted values. 
2) For the 3.6 Hz case (high frequency, small amplitude), both the time-averaged 
and instantaneous velocity profiles matched the quasi-steady values. The 
longitudinal turbulence intensities were shown to be unchanged with phase over 
both the accelerating and decelerating stages of the cycle, indicating a stress 
pattern frozen at the mean flow values. However, the instantaneous wall shear 
stress variation over the period of oscillation was markedly different to the quasi- 
steady assumption, displaying an inflexion point. Again, Reynolds stress profiles 
were qualitatively similar, but quantitatively different from the predicted values. 
In Part 2 of the study (Tu and Ramaprian [1983,B]), a more detailed analysis of the 
effect of oscillation on flow structure was attempted. One interesting result was that, 
for both the 0.5 Hz and 3.6 Hz cases, the measured radial distributions of time- 
averaged turbulent stress and phase angle difference were reasonably close to the 
theoretical values. This is surprising in respect to the 0.5 Hz case, where the Part 1 
study showed very significant deviation of instantaneous shear stress profiles. Also, the 
variation of wall shear stress was analyzed over a range of frequencies varying from 
0.5 to 3.0 Hz, using a constant pulsation amplitude of 25%. It was found that, over 
this frequency range, no inflexion point was present in the profiles, and there was 
virtually zero phase lag from the velocity profiles. This casts doubt on the explanation 
given for the peculiar shear stress profile measured in Part 1 for the 3.6 Hz case. The 
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authors concluded by developing a 'turbulent' Stokes number parameter, that was used 
to classify shear flows into five regions: 
1) quasi-steady 
2) low frequency 
3) intermediate frequency 
4) high frequency 
5) rapid oscillation. 
There is no doubt that the experimental results presented by Tu and Ramaprian are of 
high quality and very significant value. However, it is considered that a number of 
their conclusions are difficult to support (or disprove) from the data. 
Shemer and Kit [1984] attempted to define the limits of the quasi-steady zone for 
turbulent pulsating flow, in a similar manner to Ohmi and Iguchi [1981,A]. 
Frequencies of 0.18, 0.68 and 1.82 Hz, and steady Re of 3,600, 5,500 and 9,000 were 
studied, with a fixed relative Re oscillation amplitude of about 8%. Shemer and Kit 
defined quasi-steadiness in terms of the steady-state turbulence intensity distribution,and 
how well the pulsating distribution matched this profile. The limit was defined by a 
Re, based on the mean velocity and a length scale based on the Stokes layer thickness. 
One interesting experimental result was that, for the lowest Re, the turbulence intensity 
showed a phase lead over the mean velocity. The authors' suggested that this 
phenomenon was caused by 'nonmonotonic' variation of turbulence intensity with Re. 
Presumably, this means that turbulence intensity for some phase decreases with 
increasing velocity. 
Shemer et al [1985] examined both laminar and turbulent pulsating flows, at a mean Re 
of about 4,000 and frequencies of 0.2 to 2.0 Hz. For turbulent flow pulsating at a 
frequency of about 0.75 Hz, it was found that the time-averaged velocity profiles were 
identical to the quasi-steady values, for relative amplitudes up to 20% of the mean. 
Even at 35% amplitude, the variation was almost insignificant.   It was further found 
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that the time-averaged values of turbulence intensity, u'^, and v'^ns, were similar to the 
equivalent quasi-steady case. Similarly, time-averaged Reynolds stresses were found 
to be identical to their quasi-steady counterparts. With increasing frequency, it was 
shown that the phase angle between velocity and turbulence intensity increased. That 
is, the turbulence became increasingly uncoupled from the velocity. Reynolds stresses 
were seen to be phase lagged behind the velocity distribution at all radial positions. 
The authors postulated that this lagging is because of the relaxation effect between 
turbulence and wall shear stress. In particular, the concept of turbulent flow possessing 
'memory', in a similar fashion to laminar flow, was promoted. 
Reddy et al [1985] used a numerical pseudospectral model developed for steady 
turbulent flow, to determine various parameters in regard to pulsating turbulent flow. 
The pulsation frequency was chosen to be typical of the bursting frequency of the flow 
Only the areas close to the wall were studied. No experimental validation of calculated 
data was provided. Based on model results, it was found that the wall shear stress in 
the pulsed flow was only 3% greater than that in steady flow. 
Iguchi et al [1985] reported upon an experimental study of turbulence in a pulsatile pipe 
flow, for frequencies ranging from 0.30 to 2.08 Hz, Re from 18,900 to 84,500 and 
relative amplitudes from 0.248 to 0.802. A turbulence model was proposed, postulating 
a lag in response time for turbulence intensity compared to mean cross-sectional 
velocity.   Experimental results showed the following : 
For an oscillation frequency of 2.08 Hz, both the time- 
mean and oscillating velocity components matched the 
l/7th power law. For the oscillating component, the 
phase lag was essentially zero over the entire cross- 
section. No comparable data was provided for other 
frequencies. 
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At this same frequency, the time-mean value of 
turbulence intensity agreed well with the quasi-steady 
distribution. 
The oscillating component of turbulence intensity 
showed a significant phase lag over the cross-section. 
This lag was greater at the pipe centre-line than at the 
wall, and the relative lag increased with increasing 
pulsation frequency. 
The response time lag turbulence model was found to 
predict turbulence intensities quite well except in the 
immediate vicinity of the wall. 
The findings of significant lagging between turbulence intensities and mean velocities 
are important, especially in regard to previous researchers' results that acceleration 
freezes the turbulence intensities across the entire section. One other interesting aspect 
of this study was the authors' recognition that the indirect method of shear stress 
evaluation was inherently inaccurate. 
Mao and Hanratty [1986] used a flush-mounted platinum wall probe in a 
electrochemical solution to determine wall shear stress in a small amplitude pulsating 
turbulent flow. By measuring the mass transfer coefficient at the electrode, the velocity 
gradient at the wall was derived. Using the assumption of a linear velocity gradient in 
the viscous sub-layer, the instantaneous wall shear stress was evaluated. However, it 
was recognized that the mass transfer coefficient response lags the wall shear stress by 
a phase angle dependent upon the frequency of oscillation. A correction factor was 
therefore applied. The frequencies studied, 0.325 and 0.625 Hz, were of the same 
order as the frequency of turbulence in the flow, while velocity amplitudes were less 
than 10% of the mean. Four different numerical models were used to compare 
experimental to theoretical results: 
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1) The quasi-laminar model, based on the knowledge that 
the flow behaviour in inertia dominant (high frequency) 
pulsating turbulent flow is similar to that for pulsating 
laminar flow. 
2) A quasi-steady approximation, implicitly assuming that 
the flow parameters change instantaneously in response 
to pressure gradient variations and flow acceleration. 
3) A relaxation model, based on previous work on flow 
over wavy surfaces. At the core of this model is the 
assumption that turbulence does not respond 
immediately to pressure gradient variations. 
4) Numerical solution of the equations of flow, using a 
simplified model for eddy viscosity. 
It was found that the time-averaged properties of flow in the pulsating case were no 
different to those for the corresponding mean flow, over the study range for Re from 
10,000 to 60,000. However, it was shown that, for the lower frequency and a high Re, 
the minimum turbulence intensity occurred at about the phase of maximum favourable 
pressure gradient, and the maximum intensity occurred at the phase of maximum 
adverse pressure gradient. This is similar to the result for boundary layer flow over 
a flat plate. Conversely, for higher frequency and low Re, the opposite phenomena 
occurred. These results led to the following conclusions. At low Re, the frequency of 
bursting is such that the flow cannot respond instantly to high frequency oscillation. 
At high Re, the reverse is true - the higher bursting frequency results in immediate 
transfer of applied low frequency effects. It was shown that phase lag between the wall 
shear stress and the centre-line velocity increased significantly over a small range of 
non-dimensionalized oscillation frequency, corresponding to the frequency of turbulent 
bursting. It was found that the relaxation model gave the best fit to the measured data, 
after the application of calibration parameters.   The absolute validity of this model 
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therefore remained unproved, although the reproduction of the shape of the various 
distributions was encouraging. 
Iguchi et al [1987] considered the formation of turbulent slugs in the inlet region of a 
pipe subject to pulsating flow. It was found that the transition length (the distance from 
the first slug appearance to fully developed turbulent flow) became shorter with 
increasing frequency of pulsation. 
Iguchi [1988] considered turbulent structure in a pulsatile pipe flow subject to 
relaminarization during some phase of the cycle. The pulsation frequency adopted was 
10% of the mean turbulent bursting frequency. For this condition, it was shown that 
the instantaneous velocity profiles were identical to the quasi-steady turbulent 
distribution in the turbulent zone, and to the analytical laminar accelerating distribution 
in the laminar zone. The Reynolds stresses were found to decrease to zero across the 
entire cross-section upon the onset of relaminarization. With the recommencement of 
turbulent bursting, an increasing phase lag was evident between the wall and succeeding 
radial positions closer to the pipe centre-line. The detailed analysis of turbulent 
structure was carried out by typifying motion as sweep, outward interaction, ejection 
and wallward interaction. It was found that, following the transfer of turbulence from 
the pipe wall to the centre-line, the turbulent structure was identical to that of fully 
turbulent pulsating flow of the same frequency. 
Iguchi and Miura [1989] studied the radial propagation of turbulence in a pulsatile pipe 
flow. In particular, the phase lag between the oscillating velocity component and the 
turbulence intensity was measured, and used as a descriptor of turbulent transport rate. 
Measured values of mean oscillating velocity and turbulence intensity were 
approximated by Fourier series, enabling a time delay, to be calculated at each radial 
position. As expected, minimum values of the time delay were recorded in the buffer 
transition zone, at a location of y"^ = 20, approximately independent of oscillation 
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frequency, mean Re and oscillation amplitude. It was shown that turbulence was 
propagated monotonically from this location both inward to the centre-line and outward 
to the wall. The transport time to the centre-line was found to be inversely proportional 
to the mean Re and independent of the pulsating frequency. 
In relation to unsteady turbulent pipe flows, it is important to consider that such flows 
are only a restricted subset of the more general unsteady turbulent boundary-layer 
flows. Carr [1981] presented a review of unsteady turbulent boundary-layer 
experiments completed up until that time. In that review, a number of pipe flow 
experimental studies were identified, all associated with turbulent flow subject to 
pulsation. It is interesting to note some of Carr's conclusions for all classes of unsteady 
turbulent boundary layer flows: 
"There are certain trends which can be determined based on the existing 
experiments. 
a) The time-averaged mean velocity profile is almost 
always the same as the velocity profile that would 
occur in a steady flow having an equivalent mean 
external flow velocity... 
b) In many cases, the turbulent structure...is not 
changed from the equivalent steady-state component. 
c) The unsteady effects are often confined to a thin 
layer near the wall, while the outer region of the 
boundary layer is not strongly affected." 
Based on previous studies reported upon here, it seems likely that these conclusions 
may also be generally applicable to unsteady turbulent pipe flows.   The experimental 
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studies carried out since 1981 would not seem to affect the validity of Carr's 
conclusions. 
In the existing literature, it would appear that there has been some effort to correlate 
results from general boundary layer studies with those for the unsteady pipe flow 
situation. Based on Carr's work, it is considered that there may be significant potential 
in tying the two areas of research more closely together. In particular, as identified 
earlier, there is a paucity of data on monotonically varying turbulent flow. However, 
there are numerous studies available for similar types of boundary layer flow across flat 
plates. 
2.5.1 Conclusions for Turbulent Periodic Flow 
In contrast to the conflicting information presented for monotonic transient behaviour, 
the significant amount of research carried out in the field of periodic turbulent flow 
allows some well supported conclusions to be made: 
a) For all reported frequencies, cycle averaged values of 
velocity and turbulence intensity are generally equal to 
the quasi-steady values based on the mean Re of the 
flow. 
b) In the acceleration phase of the oscillation cycle, 
relaminarization of the flow will frequently occur at Re 
well in excess of the steady state transition maximum. 
c) At frequencies of oscillation below the turbulent 
bursting frequency of the flow, instantaneous velocity 
profiles are quasi-steady in the turbulent region. In 
those     flows     where     re-laminarization     occurs. 
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instantaneous velocity profiles are consistent with the 
analytical solutions for monotonically accelerating 
laminar flow. 
d) At frequencies in the order of the turbulent bursting 
frequency and above, and depending upon the mean Re 
of the flow, turbulent velocity profiles can not be 
classed as quasi-steady. In addition, the turbulence 
intensity shows an increasing phase lag from the 
velocity. 
f) Time averaged shear stresses are greater than a quasi- 
steady assumption would indicate. 
e) There have been no consistent experimental findings in 
regard to the variation of the time varying friction 
factor and hence, wall shear stress, within a cycle. It 
should be noted that this result is not generally true for 
boundary layer flows. A number of studies (Jonsson 
and Carlsen [1976], Sleath [1987] and Jensen et al 
[1989]) have shown a consistent time dependence of 
the wall shear stress in plane oscillatory boundary 
layer flow. 
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2.6 Overall Conclusions for Unsteady Pipe Flow 
Based on the conclusions reached for each individual section of the literature review 
presented above, some important overall conclusions can be reached for unsteady pipe 
flow as a whole: 
a) Where conditions remain completely laminar, both 
exact and accurate approximate analysis methods are 
available. 
b) Unsteady laminar flow is not quasi-steady. In 
accelerating conditions, wall shear stress is greater 
than the equivalent quasi-steady value, while in 
decelerating flow the opposite holds. 
c) Under a wide range of conditions, unsteady turbulent 
flow over the majority of the cross-section is 
essentially quasi-steady in nature in respect of velocity 
profiles, turbulence intensities and Reynolds stresses. 
Behaviour in the near-wall regions is likely to be more 
complex, particularly in regard to turbulence intensities 
and Reynolds stresses. 
d) The available empirical data on wall shear stress 
variation in unsteady flow is contradictory. Numerical 
methods invariably have predicted similar behaviour to 
that occurring in laminar flow. Experimental results 
have been largely inconclusive, and can not have been 
said to have validated the theoretical analyses. 
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3. LASER-DOPPLER ANEMOMETRY (LDA) 
3.1 Introduction 
There axe two major advantages in the use of the LDA system for measurement of fluid 
particle velocities. Firstly, in contrast with devices such as hot-wire anemometers and 
propeller meters, the LDA is non-intrusive. The structure of the flow therefore remains 
unaffected by the measurement procedure, which is likely to be particularly important 
in respect of determining turbulence parameters. 
Secondly, the LDA is, theoretically, free of any calibration requirement. That is, it can 
be regarded as an absolute measurement device, where no allowance need be made for 
changes in physical parameters, such as fluid density or temperature. A complete 
explanation of the mode of operation of the laser-Doppler anemometer is provided in 
Appendix A, but the most relevant equations will also be presented in this section. The 
LDA principle relies upon the fact that the light scattered by particles crossing a laser 
beam will suffer a frequency shift proportional to the absolute velocity of the particle. 
Any LDA system requires a number of discrete elements, as listed below in 
downstream (designating the source of the laser beam as upstream) sequence: 
A) a source of temporally and spatially coherent laser light 
B) an optical processing array, to modify the characteristics of the light 
source and to allow accurate focussing of the beams 
C) an optical/electronic device, to capture the intensity of the scattered 
light particles 
D) an electronic processing capability, to determine the frequency of the 
scattered light 
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In the present experiment, these four elements were made up of 
A) a 5 watt Argon-ion laser, supplied by Spectra-Physics, 
B) a laser optical system, supplied by DISA/DANTEC, 
C) a photomultiplier, and 
D) DISA/DANTEC counter processors 
respectively.   The operation of each element is referred to in detail in Appendix A. 
In its simplest one-dimensional configuration, an LDA device will be a two-beam, one- 
component system. The laser source emits light of a single frequency, which is split 
into two beams. The first is referred to as the reference beam, and its characteristics 
remain unchanged from those of the laser source. The second beam, known as the 
illuminating beam, has its frequency shifted to enable accurate processing of the 
scattered light. A lens is used to focus the two beams, so that they intersect at one 
location, which is defined as the probe volume. A particle crossing the probe volume 
will scatter the laser light, and alter its frequency. The LDA can only determine the 
magnitude of that component of the particle velocity which lies in a plane perpendicular 
to the optical axis of laser.   The following equation is used to calculate this velocity: 
M, = —^-^— (3.1.1) X 
where u^    = particle velocity perpendicular to the beam direction 
/^    = frequency of scattered light, defined as the Doppler frequency 
A,     = wavelength of the laser light 
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6     = intersection angle of the source and reference beams 
A typical layout for a two-beam system is given on Figure 2, showing the component 
of the particle velocity which is measured by such a device. 
The two-dimensional LDA configuration, similar to that used for the present set of 
experiments, consists of a three-beam two component system. The output from the 
laser source is made up of two distinct frequencies, corresponding to different colours 
in the visible light spectrum. For the Civil Engineering setup, an Argon-ion laser 
produces the following wavelengths of laser light: 
488.0 nm (blue) 
514.5 nm (green) 
Each of these components is produced with equal intensity, and since the beams are 
both aligned along the optical axis of the laser, the result is a single output beam of 
cyan colour. This forms the reference beam, and the two illuminating beams are 
composed of the blue and green component respectively, created by the use of optical 
colour beam splitting of part of the source beam. All three beams are focussed on the 
one probe volume, thereby producing an intersection of both the blue illuminating beam 
with the unshifted blue component of the cyan reference beam, and the green 
illuminating beam with the corresponding component of the cyan beam. In each case, 
the frequency of the scattered light will be proportional to the velocity of the particle 
perpendicular to the plane formed by the illuminating-reference beam axis. In 
comparison to the one-component LDA, which can only determine the magnitude of a 
velocity component in one defmed direction, the two-component system can therefore 
provide a complete description of the velocity vector in a two-dimensional plane 
perpendicular to the optical axis of the laser system. 
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The operation of either system is therefore identical apart from the post processing used 
to determine the velocity. According to equation 3.1.1 above, the measured particle 
velocity is directly dependent only upon: 
1) the wavelength (and hence frequency) of the coherent 
light source that is generated by the laser system, and 
2) the included angle which the reference and source beams defme at their 
intersection point within the measurement medium. 
If the optical array downstream of the beam exit point from the laser were to be 
considered as invariant, the only variable parameter involved in the equation is the 
frequency of the light emitted. In the ideal laboratory, it should therefore only be 
necessary to determine accurately the frequency of the light beam generated within the 
laser cavity, to calculate the absolute particle velocity. 
The physical properties of the Argon-ion laser ensure that only a totally controlled 
number of discrete frequencies can be generated in any particular system. Therefore, 
there is no requirement for calibration in terms of the temporal coherence of the laser 
light emitted. 
However, the detected velocity is also dependent upon the angle of intersection of the 
two beams involved, i.e., the reference beam and the illuminating beam. The LDA 
manufacturers provided a set of parameters for inclusion in the velocity equation, 
designating the theoretical spacing of these beams at their exit from the focussing 
optics. Prior to the entry to the fmal focussing lens, each of the beams is aligned 
parallel to the optical axis of the system. If a vertical plane, aligned perpendicular to 
the optical axis, is interceded in the beam path, the intersections of the three beams with 
the plane form the vertices of a triangle. The manufacturer's parameters are based on 
the premises illustrated in Figure 3, such that 
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FIGURE   2 
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1) A line joining the green and blue vertices passes through the optical 
axis of the system, 
2) The green and blue vertices are equidistant from the optical axis, and 
3) The triangle formed by the three vertices is isosceles, and right-angled 
at the apex. 
The intersection angle between the blue and cyan, and the green and cyan beams will 
therefore be identical, and can be easily calculated from the following equation, given 
that the length of the triangle side (equal to the beam spacing) and the focal length of 
the lens are known. 
e = cos'^ /      F2     \ 2 ^ T\2 F^+D (3.1.2) 
where intersection angle 
2D = distance between green and blue beams 
= focal length of lens 
It can be shown that the first requirement above, that the green and blue vertices lie on 
a diameter of the lens, is inconsequential to the accuracy of the result for focal lengths 
significantly greater than the beam spacing on the front lens. However, if either of the 
remaining requirements are not satisfied, small errors will result. Therefore, the 
validity of the supplied parameters relies firstly upon the initial perpendicularity of the 
optical system, and secondly upon the continued rigidity and constancy of the supports 
for the optical focussing system. If no movement were possible, and the 
perpendicularity of the beams as they traverse the optical system was guaranteed, then 
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the parameters would be completely accurate. In reality, however, it is exceptionally 
difficult to achieve and maintain a truly perpendicular beam arrangement, and the 
optical system is therefore not as precise as envisaged by the equipment suppliers. It 
was found that the errors induced in positioning of the beams were of relatively minor 
importance, producing errors in velocity magnitudes of less than 5 % in the worst case. 
In a situation where the absolute magnitudes are not crucial to the experiment, such 
errors may be acceptable. However, in the present case, it was decided that this degree 
of inaccuracy was not acceptable. 
Given the necessary equipment (e.g., dehumidifiers and air conditioning) and a 
controlled environment, it might be possible to maintain stability in the focussing optics. 
However, in the laboratory situation in which the LDA system was used for these sets 
of experiments, it was impossible to maintain a continually stable environment. 
Typically, air temperatures within the laboratory site varied from a minimum of about 
4 degrees in winter to a maximum in summer of about 35 degrees. This range in 
temperature was mirrored by the changes in water temperature, from approximately 14 
degrees to 28 degrees, depending upon the season. In addition, relative humidity was 
always high in the laboratory, because of the numerous water based experiments being 
conducted. 
Thermal effects on optical components and mounting equipment can clearly be 
identified as a source of variability in the LDA system. The high humidity also led to 
problems, particularly with the integrity of lens' coatings. The condensation of water 
vapour, associated with some residual acidity from other air-borne pollutants, produced 
pitting and peeling of optical protective films, and thereby reduced overall optical 
effectiveness. 
In hindsight, therefore, it is not surprising that the results of initial experiments 
indicated very clearly that the parameters supplied by the LDA manufacturer did not 
produce accurate readings. In particular, by rotating the LDA optics so that readings 
were received only on each of the green and blue channels in turn, it was apparent that 
a lack of symmetry existed.   That is, the angle of intersection of the green and cyan, 
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and the blue and cyan beams were seen to be significantly different (in terms of 
absolute accuracy). As previously outlined, under some circumstances, this could 
possibly be inconsequential - the gross errors were in the range from 3% to 5%. 
However, one of the aims of this overall experimental study was to obtain 0.5% to 
1.0% accuracy in readings, which was accepted as being the best possible obtainable. 
Using the supplied parameters, this was not possible. 
It was therefore necessary to determine the relevant values more accurately, in order 
to attempt to achieve the required accuracy. Basically, the problem reduced to the 
accurate measurement of small angles (approximately 5 degrees). When dealing with 
such small angles, it can be seen that there is likely to be substantial difficulty in 
obtaining the required accuracy. On this scale, 1% will be equivalent to 0.05 degrees, 
or 3 minutes of arc. 
A further major problem lies in determining if the desired accuracy has been achieved. 
No other fluid velocity measurement device can achieve the same degree of accuracy 
as quickly as the LDA. For example, a hot wire anemometer is probably only accurate 
to within 3 percent. Similarly, although a simple total head tube can achieve accuracy 
comparable to an LDA, the degree of effort and time required is much greater. 
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3.2 Validation of the LDA 
It was decided to construct a stable measurement platform, that would enable the 
accurate determination of various dimensional parameters. This was done by setting 
up a rectangular co-ordinate system, with particular care taken to achieve orthogonality 
between the 3 axes. The longitudinal axis was formed by the optical axis of the LDA 
system, and the beams which are parallel to that axis. A heavy steel plate 
(approximately 300 mm by 300 mm square, and 20 mm thick) was obtained, and the 
two large parallel surfaces were machined to ensure flatness and exactly parallel 
surfaces. This plate was then placed in position along the guiding rails of the traversing 
system. The upper face of the plate was set parallel to the longitudinal axis of the LDA. 
The longitudinal axes of all three beams forming the LDA system are set parallel to the 
optical axis during the physical beam alignment process. A sophisticated height 
measuring pointer gauge was then placed on the steel plate, so that the height of each 
of the three beams above this parallel surface could be measured to an accuracy within 
0.2 mm. 
The laser optics were set up in the normal operating configuration, i.e., the cyan beam 
in the uppermost position, forming a triangle with the vertices of the green and blue 
beams. These last two beams were positioned so that they were at the same height, as 
shown in Figure 4. The level of the probe volume was also measured, denoted by the 
'X'. The relevant levels for all beam intersections with the vertical plane are shown 
on this Figure. 
The optical system was then rotated through 90 degrees, so that the blue beam was now 
the uppermost. The rotation was such that the blue and green vertices were now 
positioned on the same vertical line, the green directly below the blue, as shown on 
Figure 4. The relative levels of all beam intersections were then accurately determined 
again, and the results are given on the Figure. 
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For correct optical alignment, the position of the probe volume, marked by the 'X', will 
not change with rotation. This was in fact found to be the case. The only value now 
required to carry out a closure of the geometry is the distance from the lateral axis of 
the focussing lens to the intersection point of the beams. This is, of course, the focal 
length of the lens. In this case, the focal length was 310 mm, and this value was 
confirmed by measurement. The layout of the beams is as shown in Figure 5. It can 
be seen that the beam intersections form the vertices of a tetrahedron, with the three 
beams acting as the connecting lines between the vertices in the longitudinal direction. 
The relative locations of each of the beam points measured are indicated in Table 1. 
TABLE 1 
Measurement Positions for Laser Beam Angle Evaluation 
Cartesian Co-ordinates 
X 
y (cm.) 
Green 21.420 24.804 0.000 
Blue 28.650 24.804 0.000 
Cyan 24.998 28.496 0.000 
X 25.070 25.070 31.000 
It can be seen that the green and cyan, and the blue and cyan beams each form a 
triangle with the base centred in the front lens of the optics, and the apex at the probe 
volume. By now using the geometric 'cosine' rule, it is possible to calculate the angle 
of convergence of the green with the cyan beam, and the blue with the cyan: 
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e = cos"^ ^ bKc^-a^ Ibc (3.2.1) 
where    a , b , c      = lengths of sides of the triangle 
The lengths of the three sides for each of the triangles can be simply calculated from 
the data within Table 1, and the following intersection angles are found 
e        = 9.45^ green 
QMU. = 9.55' 
Each of these values can be substituted in the Doppler velocity equation, in order to 
calculate the correct velocity according to the Doppler frequency of the scattered light 
beams. 
As outlined earlier in this section, there is a necessity to confirm the accuracy of these 
measurements. There are two alternatives possible in such a situation - either obtain a 
different measurement device capable of attaining an accuracy of at least 1 %, or set up 
a system where velocities are already known to the tolerance required. It has already 
been demonstrated that no other flow measurement device is likely to achieve the 
required result. It was therefore necessary to construct some form of known velocity 
apparatus. 
In this case, this was achieved after consideration of the capabilities of the LDA system. 
An LDA can measure the velocities of particles in, or on, any transparent medium. 
This medium can be liquid (water), gaseous (air) or even solid.   A solid such as the 
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plastic methyl methacrylate, better known in Australia as perspex, is ideal for such an 
application. 
A perspex disk approximately 120 mm in diameter was fabricated from a 10 mm thick 
sheet of perspex. A small electric motor was used to rotate the disk at a constant 
angular speed. Initially, it was found that the LDA signal strength from the surface of 
the disk was very low, indicating insufficient particles. By incorporating ground 
perspex dust on the face of the disk, it was possible to derive a strong LDA signal from 
any required location. Extreme care was needed when operating this system, since the 
light source was almost completely unattenuated when used in this mode. Focussing 
of the photo-multiplier optics on the probe volume could only be carried out using neo- 
dymium gallium arsenide lens to filter out the majority of the glare. The use of the 
disk had the obvious advantage that confirmation of the LDA system could be carried 
out quickly. The actual velocity of the disk could be determined easily by measuring 
the rate of rotation of the motor and the distance of the probe volume from the centre 
of the disk. The rotational speed was measured by using a mechanical revolution 
counter, and confirmed using a strobe light frequency meter, both of which indicated 
good uniformity with time. 
It was found that the initial geometric measurements taken using the flat plate were not 
accurate enough to achieve the desired resolution. Upon more careful readjustment, a 
correlation of better than 1 % was calculated between the velocities determined from the 
LDA, and those found by direct measurement of rotational speed. 
At this stage, measurements of the green and blue systems were being carried out 
independently of each other. That is, there was no attempt to combine the two readings 
together to obtain a two-dimensional representation of the velocity. 
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3.3    Processing of a 2-component LDA Signal 
In the experiments reported upon within this thesis, a three-beam two-component system 
was employed so that velocities could be measured in two dimensions. 
One factor extremely important to the overall use of the LDA system became apparent 
from the detailed measurement of the position of the beams described in Section 3.2. 
On the front lens, the intersection of the three beams form the vertices of a triangle. 
Under the assumed operation of the optical system, the lines joining the green-cyan and 
blue-cyan vertices line should intersect to form a right angle. This was obviously not 
the case in actual operation, and the angle of intersection was not truly 90°. In the 
actual experimental orientation, it was found that the included angle was 88.79 degrees. 
This has no effect as such on the measurement of velocity values from either the green 
or blue set of beams. However, it is very important when considering how to combine 
the results to obtain a correct two-dimensional representation of the velocity field. With 
an angle of intersection of 90°, the green and blue readings can be accepted as 
orthogonal components of the total velocity. However, when the angle of intersection 
is not 90°, it is not immediately obvious that the two velocity readings can not be 
considered to be the components of the velocity. 
In the normal configuration, the 3 beams would form an orthogonal system. In this 
case, the determination of the unique two-dimensional velocity vector would be trivial, 
since the two components could be combined together vectorially. However, as just 
indicated, the laser optical system gave an included angle of 88.79 degrees. 
This leads to significant problems in its own right, which were at first difficult to 
comprehend. It must be realised that the velocity measurements on the two channels 
are not truly vector components of the actual velocity, even though they are identical 
to these vectors when the vertex joining lines are orthogonal to one another. In general 
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terms, the velocity measured on either channel is the magnitude of the velocity field in 
the direction of the green to cyan or cyan to cyan line. It is only an accident of 
geometry that, by setting the intersection of these two lines to be perpendicular, the 
magnitudes measured are equal to orthogonal components of the true velocity vector. 
Each colour set instrument is independent of the other, and the combination of the two 
will be a true vectorial representation of the velocity field only for the unique case of 
othogonality. 
This can be demonstrated most easily by considering an example where the amount of 
the discrepancy from 90° is overly exaggerated, as shown in Figure 6. Assuming a 
particle moving in the perpendicular vertical plane, such that the sole velocity 
component is horizontal with a magnitude of u^, the performance of a two-component 
doppler system with a vertex intersection angle of perhaps 60° can be evaluated. The 
magnitude on each of the channels is therefore uy2. Combining the green and the blue 
together vectorially, on the presumption that they are components of the actual velocity, 
therefore produces a result of M^h/2, and an error of approximately 30%. This is an 
obvious result when considering large discrepancies from 90 degrees. It is far less 
obvious upon initial view when the angles are very close to 90°. Under these 
circumstances, the amount of inaccuracy is small, but unacceptable in terms of the 
resolution required. 
The initial programming used for analysis purposes assumed that the angle of 
intersection was orthogonal. The problem was first recognized when analysing the 
results taken from the rotating disk. The error was checked by using only one channel 
at a time, exactly aligned with a very consistent velocity vector, so that the orientation 
chosen produced the maximum possible from all orientations. It was discovered that 
the blue and green channels each reproduced the correct velocity within 0.1 %. 
However, combining the two velocities vectorially assuming an angle of vertex 
intersection of 90° produced a resultant velocity combination that was more than 2% 
inaccurate. Given that the aim of the experimentation was to obtain data in as accurate 
a form as possible, it was therefore necessary to develop a better technique for 
combining the two velocity representations. 
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All of the information about the true velocity, i.e., the magnitude and direction, is 
contained within each of the blue and green channel readings separately, provided that 
the angle between the true direction of velocity and one of the components measured 
is known. This is illustrated on Figure 7. As shown, the velocity magnitudes measured 
on the green and blue channels, denoted as Vg and V^ respectively are not orthogonal 
components of the true velocity, but can be related to it by simple trigonometry, as 
noted below 
Vf = P^(l+tan^Y) = K^Cl+tan^a) (3.3.1) 
By measuring the angle of vertex intersection of the beam triangle, denoted as |S, it is 
possible to fix the geometry exactly and therefore determine the solution of the 
problem. 
However, in this case, it is not feasible to simply calculate either of the angles which 
would yield the solution, since this would involve too many constraints on the operation 
of the LDA system, and possible angle translation errors (it would be necessary to 
relate the angle of experimental rig to the degree of rotation of the LDA). The solution 
to the problem can still be achieved nevertheless, since there are two separate, distinct 
and independent representations of the true velocity vector (the green and blue channels 
respectively). 
A method was therefore developed so that the true vector could be evaluated from the 
two representations. It can be shown that there is an exact, although iterative solution 
to the direction and magnitude of the true two-dimensional velocity vector. 
From Figure 7 
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and substituting into equation 3.3.1 
P^(l+tanM = P^(l+tan2[180-a-p]) (3.3.2) 
Now tan(180-<|)) = -tan(\> 
Therefore V^Cl+tan^a) = 1:^(1+tan2[a+P]) 
Now ^   ,     „.        tana+tanS taii(a+p) = — 1-tanatanp 
Therefore vf = 1^(1 + ^ taii^a+tan^P+2tanatanp "^ ,2^^„^2 tan a tan p +1-2tanatanp ^ (3.3.3) 
Allowing —^=K   and tana = A   and tanp = B 
and expanding all terms as required 
Then 2^^   ^3^^  ^4   ^ aQ+a^A+a^A +a^'^+a^^ = 0 (3.3.4) 
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where    a^ = K{B^+i)-l 
a^ = IB ■V 
a^ = {K-\){B'-\) 
^3 = IB 
% = -B' 
This equation is most easily solved using the Newton-Raphson iteration technique, 
which, for a general function is as follows 
If m = 0 
Then, an iterative solution to the roots of the function is obtained by 
-^n+l        ^n 
From the polynomial form of equation 3.3.4 above, a solution for a can therefore be 
obtained, incorporating the chain rule of differentiation and recognizing that, 
For A = tana        — = 1-A^ da 
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Then a   ,  = cc - (3.3.5) 
The initial estimate of the value of the variable was obtained from the following 
equation 
a tan" (V\ 
V^V 
(3.3.6) 
Since the angle between the green-cyan and blue-cyan lines is within a few degrees of 
a right angle, this first estimate is close to the correct value. This iteration technique 
enables the process to converge to a solution very quickly. It was found that the results 
from successive iterations were accurate to within 1 in 10000 after only a maximum of 
three to four cycles. 
The accuracy of the algorithm was validated in the first instance by using the perspex 
disk. The measured velocities were determined firstly for the blue and green channels 
acting independently. Using the combinational technique, the resulting velocity 
magnitude was found to be accurate within 1 % of the single channel values. 
It was therefore accepted that the iteration method was acceptable for experimental use. 
100 
4.      SHUY'S EXPERIMENTS IN UNSTEADY PIPE FLOW 
Shuy [1985] presented a doctoral dissertation to the University of Queensland. Of 
particular relevance to the present research were his findings in regard to shear stress 
variations in unsteady turbulent flow in pipes. 
A direct measurement dynamometer was designed and constructed within the Civil 
Engineering Department. Shuy tested this device, using it to determine the magnitude 
of the wall shear stress in a pipeline. Under steady conditions and after some 
adjustments, he was able to show a consistent match between theoretically predicted and 
directly measured wall shear stress. 
The equipment was then used in unsteady turbulent flow, for both decelerating and 
accelerating transients.   It was shown consistently that 
1) In accelerating flows, the measured unsteady wall shear stresses were 
lower than the equivalent quasi-steady values over the duration of the 
transient. 
2) In decelerating flows, the measured unsteady wall shear stresses were 
higher than the equivalent quasi-steady values. 
Shuy also performed numerical computer modelling of these conditions, using an 
implicit fmite difference method for solution. Wall shear stress was calculated from 
the computed velocity gradient at the wall. For laminar conditions, the program gave 
excellent agreement with the exact analytical solutions available for a number of 
conditions. In both unsteady laminar and turbulent flow, the following were predicted 
numerically: 
1) In accelerating flow, the predicted unsteady wall shear stresses were 
higher than the equivalent quasi-steady values. 
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2)        In decelerating flows, the predicted unsteady wall shear stresses were 
lower than the equivalent quasi-steady values. 
As Shuy noted 
"....theunsteady wall shear stress was found to decrease in accelerating, 
and increase in accelerating flows. This observation contradicts all 
published results and the predictions of the numerical solution...." 
Shuy carried out exhaustive testing of his equipment and data collection and processing 
methods, and was unable to demonstrate that there was any error in his experimental 
technique. The experiments were repeated over a large range of transient conditions, 
with no apparent anomalies reported. 
To quantify his findings, Shuy modified the equation terminology of Daily et al [1956], 
relating the unsteady friction factor to the quasi-steady value by 
/  =/  + K — — (4.1) 
where   /^      = unsteady Darcy-Weisbach friction factor 
/^       = quasi-steady friction factor 
K      = an empirical constant 
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He further reduced equation 4,1 to the following form: 
^ = 1 + - <t) (4.2) 
where    d)       = acceleration parameter =  (4.3) 
Shuy used the following definition for quasi-steadiness of the friction factor, and hence 
wall shear stress, 
/ 0.95 < - < 1.05 (4.4) 
J s 
in combination with the following empirically defined equations, 
/ — = 1 - 0,15 (J)    for monotonic acceleration (4.5) 
J s 
f — = 1 - 0.20 (j)    for monotonic deceleration (4.6) 
J s 
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For a 5 % deviation from the equivalent steady state value of friction coefficient, Shuy 
was therefore able to define a limit for quasi-steady conditions in terms of the 
acceleration parameter, as follows: 
-0.25 < (}) < 0.33 (4.7) 
Shuy also considered the limiting value of 0 for the case where a 10% deviation from 
a steady value occurred. 
-0.5 < (j) < 0.66 (4.8) 
On the basis of these apparently unique findings (at that time) in respect to variation in 
unsteady wall shear stress, the present experimental program for LDA measurements 
in unsteady pipe flows was conceived. 
It is well recognized that, under steady flow conditions, the wall shear stress can be 
evaluated accurately by a consideration of the velocity gradient operating in the near- 
wall area. It was therefore considered that, if wall shear stress in unsteady turbulent 
flow was significantly different from that in quasi-steady flow, some change in the 
velocity profile in the pipe might be expected. One compelling reason for this is that 
most of the standard velocity distributions, which have been demonstrated to be 
accurate in steady turbulent flow, are non-dimensionalized with respect to the friction 
velocity. Under these same steady conditions, it is known that friction velocity can be 
calculated by 
'^w u* = 
^ p 
(2.5.2) 
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A noticeable change in wall shear stress, therefore, would affect the magnitude of the 
friction velocity, and presumably alter the velocity distribution. 
This hypothesis was tested by carrying out detailed LDA measurements of velocity in 
both accelerating and decelerating flow conditions in a circular pipe. 
105 
5.      PIPE FLOW EXPERIMENTS 
5.1    Experimental Setup 
The experimental setup for pipe flow measurements was generally similar to that used 
by Shuy [1985] for his work on the determination of wall shear stress in unsteady 
conditions. The main features of the layout are illustrated on Figure 8, and are listed 
below : 
A large overhead water supply tank, 
A 4.0 metre high standpipe, of 295.8 mm internal diameter, connected 
upstream to the large tank, and downstream directly to the pipe, 
A pipeline fabricated from lengths of polymethyl methacrylate, known 
commercially as perspex in Australia. 
A measurement location, centred on a fabricated perspex cube. 
A discharge point, with flow able to be directed to a set of accurate 
weighing scales. 
The requisite characteristics and qualities of each component are discussed in this 
section. 
With respect to the overhead tank, the dimensions of this container were such that the 
level could be considered to be constant with time despite any flow demands imposed. 
A recirculating water supply system was in operation in the laboratory, with expended 
water being returned to the tank via two centrifugal pumps. Overall change in level in 
this tank over the duration of an experiment was therefore zero. 
Under gravity, flow from the large tank was delivered by pipe to the base of the 
standpipe.  Flow rate was controlled by the inlet valve.  Since entry was at the base. 
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and the level in the overhead tank was constant, the instantaneous flow rate at any time 
was dependent only upon the water level in the standpipe. At the top of the tank, a 
potentiometer was installed, and connected to a float in the tank, so that the water level 
variation with time could be recorded. The location of the pipe entry at the base of the 
standpipe was dictated by the presence of the float, since an overhead entry would 
surely have disturbed the level measurement mechanism. The standpipe was equipped 
with a draining valve, to lower the water level in static calibration level situations, and 
to empty the standpipe if required. In addition, a circular overflow weir was 
incorporated at the top of the standpipe, and connected to an overflow pipe. 
The pipeline consisted of 9 lengths of perspex pipe, each approximately 1.83 metres 
long. Pipe joints were machined socket and spigot to achieve adequacy of fit and limit 
leakage. Each joint was secured using aluminium/rubber pipe clamps, tightened when 
in position. Repeated measurements yielded average internal and external pipe 
diameters of 50.9 mm and 56.9 mm respectively, giving a resultant wall thickness of 
3.0 mm. The cross-section of the pipe was not perfectly circular, nor was this cross- 
section constant with longitudinal position. However, for any one cross-section, the 
degree of non-circularity was only of the order of 1 %, while it was considered that 
changes in cross-sectional shape along the length of the pipeline were gradual enough 
so as not to cause any noticeable form loss. Inflow to the pipe could be controlled by 
the application of the outlet valve. 
The measuring point was located approximately 9.0 metres downstream of the outlet 
valve, and also about 1.6 metres downstream of the nearest joint on the upstream side. 
Although the pipe joints were machined to reduce the effect of mismatch, it was still 
considered prudent to isolate the measurement point as much as possible from this 
possible source of non-uniformity. With regard to the distance of inlet, it was vital to 
ensure that the inlet length was sufficient to produce fully developed turbulent flow at 
the measurement location. The 9.0 metre length translates to an LJd ratio of about 
180, where L^ is the entry length. It is well accepted that the required length is 
dependent to some degree upon the Re of the flow. In the present set of experiments, 
it was expected that Re would vary from about 50 x 10^ to 150 x 10^.  There is some 
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conflict in the available literature about the actual entry length required to develop the 
turbulent flow profile fully. Obviously, there is some dependence upon the conditions 
upstream of the entry. In the standpipe situation, a large degree of turbulence is present 
in the storage volume upstream of the pipe entry. 
Schlichting [1968], Richman and Azad [1973] and Klein [1981] have all presented work 
in the area of turbulent flow development. The results of the first two authors indicate 
that an entry length of 50 pipe diameters would be more than sufficient to provide fully 
developed flow for the range of Re required. Klein presents a significantly greater 
estimate, stating that, under some conditions, an LJd value of over 140 might be 
required. 
Even accepting Klein's perhaps overly conservative assertion, the entry length of 180d 
provided in this case easily satisfied the requirement for full development of a steady 
turbulent flow profile. It was realised that the test rig would be used to model unsteady 
flows. There is less information available regarding the necessary development length 
under these conditions. However, numerous researchers, most notably Ohmi, Iguchi 
and Urahata [1982,B], have demonstrated that development length for an oscillating 
flow condition is not significantly different from that of the steady state case. It was 
therefore expected that the entry length provided would be acceptable for all flow 
conditions likely to be encountered in the present set of experiments. 
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5.2    Data Processing 
5.2.1   Data Storage 
It can be appreciated that, at even low particle rates, the LDA system will provide a 
rapid and ever-growing volume of data. The sheer mass of this output dictates that 
information handling must be handled by computer. In the case of the present setup, 
the LDA system was interfaced directly with a DEC PDP-11/23 computer, which was 
used to store the velocity data in a digital form, as well as to provide some initial 
processing capability. 
From previous descriptions, as well as the more complete outline in Appendix A, it was 
noted that each valid particle crossing of the probe volume will generate two Doppler 
frequencies, corresponding to the blue and green channels respectively. Each value is 
passed to the computer as a single integer word, that may be decoded into the real 
magnitude of the frequency. A word is equal to 2 bytes of data storage in this system. 
In initial testing prior to actual experiment, validated data rates of over 1 kHz were 
used, thereby generating at least 2000 single precision integer variables per second, 
equivalent to almost 4 kBytes of computer memory. The PDP-11/23 computer uses a 
16-bit, 2-byte word in its central processing unit architecture, which dictates that the 
maximum direct addressable memory size is limited to 2^^, or only 64 kBytes, or 32 
kWords. Given that the operating system, as well as the task image of any presently 
executing programs, will occupy a significant portion of this space, it can be seen that 
the amount of normally addressable memory available for data storage is likely to be 
very limited. When this same data has an arrival rate of 2 kWords per second, the 
problem is severely exacerbated. Under normal conditions, the operating system alone 
takes up about 16 kB of core memory. The area available for data storage is therefore 
not large enough for any extended periods of data collection. It was therefore 
considered that other options for data storage would need to be investigated. 
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Two alternatives were immediately available: 
1) Electromagnetic storage by direct transmission to disk, and 
2) The use of virtual memory techniques. 
In regard to the first alternative, PDP-11 systems use removable disk platters to store 
programs and data in electromagnetic form. Initially, therefore, the possibility of 
outputting data directly from memory to disk was pursued. In this way, only the 
information from one time period of data collection would be occupying memory space 
at any one time. At the end of the time step, the data would be written immediately 
to disk, and the data from the next time period would occupy the same memory 
locations. Unfortunately, in a real-time data collection situation, it was found that the 
time to access the disk drive and write the data was manifestly excessive, resulting in 
very significant data losses and interruptions to continuity of measurement. 
The second option, that of using virtual, or high memory, was then analysed in detail. 
As just noted, only 256 kB of memory area (designated as the core) is directly available 
for system and application software. However, a greater amount of memory may be 
installed in the computer, and accessed using relocation registers. This area, normally 
considered to reside at higher address spaces than the core memory, is therefore defined 
as high or virtual memory. Because of operational difficulties, this area may only be 
used for data storage purposes, and any executable code must still reside in core. It can 
therefore be seen that, in general terms, virtual memory could be used to bypass the 
address space problem, so that all of the data collected from one experimental run could 
be stored. Since access time to electronic memory is of the order of 100's of nano- 
seconds, while disk access is measured in lO's of milli-seconds, virtual storage is 
potentially 100,000 times faster than disk storage. 
The FORTRAN compiler available for the PDP-11 supports access to virtual memory 
through the use of the VIRTUAL statement. This statement is similar to the other 
FORTRAN statements defining data variables, such as DIMENSION, REAL, DOUBLE 
PRECISION, etc.    When a variable item, that has been defined in a VIRTUAL 
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statement, is accessed, the computer adds an offset contained within one of its registers 
to arrive at an address higher than its normal range. The value of the variable is then 
stored at this address space. This simple technique was then tested experimentally, and 
found to be untenable, again because of time constraints. In the use of the VIRTUAL 
statement, every reference to a virtual variable requires the use of a system subroutine, 
leading to a large increase in system overhead processing times. It must be considered 
that, for a constant collection time period, part of the time is dedicated to data 
collection, while past must be allocated to data processing storage. Even for relatively 
long collection time intervals, in the order of 0.5 second, it was found that the use of 
the VIRTUAL statement required processing time which left only a small proportion 
of the total period available for actual data collection. For smaller time intervals, data 
collection rate was effectively zero. 
A more complex use of virtual memory was then considered. It can be noted that the 
problem with the preceding attempt was that a unique address needed to be generated 
for every access on a virtual array. Therefore, if the number of calls to the relocation 
register program could be reduced significantly, the timing problem might be overcome. 
In general terms, this was done in the following way: 
1) A window of certain size was set aside in the addressable memory space. 
The memory storage characteristics of the PDP-11 operating system 
dictated that the optimum size of this window should be 4kWords. 
2) A relocation register was set up, so that this 4kW addressable space 
could be mapped exactly to a comparable 4kW space in the virtual 
memory area, denoted only by the starting relocation address of the 
virtual block. 
3) When the 4kW window is filled, it can be transferred to virtual memory 
space with only one relocation address, rather than the 4096 needed for 
the VIRTUAL statement access. With proper accounting of numbers of 
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items processed, it is not necessary to clear the window space prior to 
recommencing data collection and storage. 
4) The relocation register is then updated to reflect a virtual address space 
4k greater than that just used. Again, when the addressable window is 
filled, the entire block can be transferred to virtual memory, and the 
process repeated. 
5) At the completion of the total data collection phase over all time periods, 
the time constraint disappears. Reversal of the relocation register 
technique enables 4k blocks of data to be relocated from virtual memory 
to normal addressable memory for either further processing, or disk 
storage. 
Although the process as detailed is simple in theory, the application of producing 
successful executable code was a significantly more demanding procedure, occasioning 
the use of complex and relatively undocumented subroutines. Full details of the 
programming techniques used are contained in Appendix B. 
It was found that the employment of this method was very successful, providing 
extremely fast data manipulation. Only a very minor proportion of the time period was 
needed for data transfer requirements, and so a significantly longer period of actual data 
collection was possible. It turn, this produced a much better picture of the measurable 
flow parameters, in particular for unsteady flow conditions. 
It can be seen that the amount of data able to be processed by this technique is limited 
only by the total amount of memory installed in the computer. In the present case, a 
total of 1024 kB of memory was installed, therefore producing a virtual memory space 
of 992 kB. For the necessary requirement that the information from each time step 
requires a separate 4kW storage space, the available memory could handle over 100 
time steps. As will be shown later, this was more than adequate for the experimental 
conditions. 
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5.2.2   Data Collection and Immediate Processing 
A Fortran program was written to incorporate the storage technique just described. In 
addition, this program was used to carry out preliminary processing of the collected 
data. Complete details of the programming used for this experimental project is 
contained in Appendix B. However, a short precis is included at this point in the text 
to set out the general principles. 
It can be appreciated that, for any particular experiment, the volume of raw velocity 
data produced was likely to be quite significant. For example, if velocity information 
was collected at the rate of 50 particles per time step on average, for two channels, 50 
time steps, 25 measurement locations and 4 repeats per measurement point, then, a total 
of 500,000 velocity readings would be taken. Although unprocessed data was uploaded 
to the computer in the form of 2-byte integers, for experimental accuracy checking, 
it was necessary that this data be converted into the actual velocity reading. Obviously, 
these were real numbers, each requiring 8 bytes of data storage. A total of 4 MB of 
data storage would then be necessary per experiment. Since the removable disk platters 
used in the PDP-11 only hold a total of 10 MB, and a significant portion of this volume 
is occupied by the operating system files, as well as those used for the data collection 
and processing, it was not considered practical to retain the data in its unprocessed 
form. 
Therefore, the program which was developed was also used to carry out preliminary 
processing of the data. The mean and root mean square (rms) standard deviation of the 
velocity readings over the duration of the time step were derived using normal statistical 
methods, as detailed in Appendix B.4. In this way, the amount of data kept per time 
step was reduced by an order of magnitude. 
Specially written software was supplied by the LDA manufacturer for use with the 
PDP-11.  This software was designed to enable the user to upload data from the LDA 
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Buffer Interface, and to transform this information to a readable format for higher level 
processing. The software was provided in the form of source code for a number of 
subroutines, written in either low-level MACRO code, or the higher-level FORTRAN 
language. A list of the subroutines and a short description of their respective uses is 
given in Appendix B. The task of employing these subroutines successfully was 
hindered significantly by the inadequate instruction manuals supplied with the software. 
This made progress particularly difficult for a period of time, since, not unexpectedly, 
no help was available from the local equipment suppliers in Australia, and no other 
installations of this type were operational in the east coast region. In most cases, a trial 
and error approach was adopted to validate the operation of various DISA/DANTEC 
subroutines. This was achieved by supplying differing parameters, until the actual 
operation of the subroutine could be deduced from debugged output. In addition, some 
contact with DISA/DANTEC researchers in Denmark was established via facsimile 
transmission, and the intricacies of the provided software package were finally laid 
bare. 
Software supplied was of two forms. Firstly, there were a number of base level 
subroutines (RWG20, TRG20, CLREUF, SETCOI), with which the programmer could 
make direct calls on the various devices in the system, enabling complete control over 
all aspects of the data collection and transfer process. Secondly, these base level 
programs were incorporated into the operation of higher level subroutines (COLLEC, 
TRl, TR2, TRT), such that the programmer was insulated to a significantly greater 
extent from the collection and transfer interface. 
Based on the programming manuals, it was initially decided to operate with the higher 
level subroutines. However, it was quickly discovered that the transfer rates achievable 
with this setup were not sufficiently high for the proposed experimental requirements. 
As with the use of the FORTRAN VIRTUAL statement, it was found that data 
collection durations were severely limited with this arrangement. Accordingly, there 
was no option but to build up a data collection and transfer procedure using the base 
level subroutines. Although this demanded a significantly greater degree of 
involvement in the programming aspects than was originally envisaged, it is considered 
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that there was more than adequate recompense in the amount of knowledge gained. 
There is no doubt that the understanding of the system operation, which was achieved 
from a complete and detailed analysis of the operation of the base level subroutines, 
was of significant and long-lasting value in error and problem trouble-shooting. Such 
a detailed insight would not have been possible from a use of the higher level programs. 
Data transfer rates attained using this technique were shown to be adequate for all 
purposes investigated. 
The second major component of the processing effort was directed towards achieving 
a satisfactory two-dimensional combination of the two individual velocity 
representations. At first appearance, this appears to be a trivial application. However, 
as shown in Section 3.3, the application of LDA operation in a relatively uncontrolled 
environment made the reality a more difficult proposition. Full details of the two- 
dimensional processing techniques are contained in that section. 
The third aspect of the data processing that required particular attention was the 
preliminary statistical analysis of the raw data. As outlined previously, the volume of 
raw data collected was such that it was not capable of being stored in the unprocessed 
form. Therefore, it was decided to retain only the relevant statistical parameters of the 
velocity information. It will be recalled that data collection was carried out over 50 
successive time intervals. In general, therefore, the statistical processing was restricted 
to computation over each of the time steps of the mean and rms standard deviations of 
the following measured and computed parameters: 
the measured velocity reading on the blue channel 
the measured velocity reading on the green channel 
the magnitude of the computed two-dimensional velocity 
the angle of combined velocity direction 
Again, this process could normally be considered to be a trivial exercise. However, 
it is well recognized that an effect known as velocity bias may be present in velocity 
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measurements obtained using the LDA. In brief, velocity bias may be expected in LDA 
work, because the method involves the measurement of discrete particle velocities. 
There will normally be a range of particle velocities present in any average flow 
sample, and there certainly will be in the case of turbulent conditions. It can be shown 
statistically, that there is a greater probability that more faster particles than slower ones 
will traverse the probe volume over a certain period of time. Under some 
circumstances, therefore, it is expected that uncorrected LDA velocity measurements 
will be biased towards higher values than should occur. However, in this case, it was 
possible to show by two different methods, that the magnitude of any possible bias 
effect was negligibly small. A complete description of the bias testing carried out is 
contained in Section 5.4. 
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5.3    Determination of Measurement Position 
5.3.1   Refraction Effects with the Laser-Doppler Anemometer 
In the setup used for the pipeline experiments, the LDA was positioned so that 
velocities could be measured across the horizontal diameter of the pipe. A number of 
potential difficulties associated with refractive behaviour of the laser beams were 
recognized with this arrangement. Firstly, the surface of the pipe has significant 
curvature in the plane orthogonal to the optical axis of the LDA. It can be recognized 
that a light beam entering directly from air will undergo a refractive change of direction 
upon intercepting the perspex wall of the pipe. The three beams forming the LDA 
system all have similar angles of approach with respect to the optical axis of the system. 
Therefore, if the intercepting material was represented as a plane face, perpendicular 
to the optical axis, there would be no effect on the positioning of the probe volume, 
since the pathlengths of each beam would be identical. However, because of the 
curvature of the pipe wall and the relative alignment of the beams, it is certain that the 
cyan beam has a longer travel path through the perspex than the two shifted beams, as 
illustrated on Figure 9. Given the significant difference in refractive indices between 
air (n=1.000) and perspex (n=1.49), it was considered possible that there would be a 
problem in achieving a simultaneous focus of all three beams, as required for velocity 
measurement. 
However, if the difference in refractive indices as the curved surface was crossed were 
reduced, it was also considered that any effect was likely to be lessened. Therefore, 
a rectangular perspex box was fabricated around the measurement location, so that the 
pipe was completely enclosed. This box was designed so that the laser beams would 
intercept a plane face, which has been demonstrated to have no effect on the focussing 
position of the probe volume. This perspex box was then filled with distilled water 
(n = 1.336). The difference in refractive indices between the water and the perspex is 
significantly smaller than that between the perspex and air. 
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The second problem that arose was the determination of the actual physical position of 
the probe volume. As the beams enter the perspex box, their trajectories are altered 
in accordance with the angle of incidence and the respective indices of refraction of air 
and perspex.   Snell's law dictates the new direction of the beam: 
P = sin"^ (— sina) (5.3.1) 
«2 
where a =        angle on incidence of light beam, in relation to a normal 
drawn perpendicular to the surface in the plane of the 
refracted and incident beams 
jS =        angle of refraction, measured in the same manner 
ni        =        refractive index of the material containing the incident 
beam 
Uj        =        refractive index of the material containing the refracted 
beam 
Each time the beam enters a material with a refractive index different to that in which 
it was previously travelling, there is a further change in direction, commensurate with 
the ratio of the indices as indicated above. In the arrangement with the external perspex 
box, it can be seen that each laser beam will undergo a number of refractions, as 
detailed below: 
1) air to perspex (box wall) 
2) perspex to distilled water (in perspex box) 
3) distilled water to perspex (pipe wall) 
4) perspex to water (in pipe) 
Movement of the probe volume in the lateral direction (across the pipe diameter) 
therefore involves crossing a range of interfaces, each of which may effect the final 
position of the probe volume with respect to a fixed datum.   At first appearances, 
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therefore, the accurate determination of the absolute probe volume location may seem 
particularly complex. However, in the final examination, it will be shown that the 
actual solution was in fact simple. 
The refractive indices of air, methyl methacrylate (perspex) and air were known 
accurately from various lists. However, accurate knowledge of the refractive index of 
the experimental water was also required. It is well known that the presence of 
chemical impurities within water may affect the refractive index. For, example, the 
index of normal sea water is 1.303, significantly different to the value of 1.336 for 
distilled water. The water used throughout the experimental procedures was unaltered 
water from the Brisbane domestic supply, recycled continuously through the laboratory 
system. It was likely, therefore, that this water would be different from both the supply 
source and distilled water. 
The cyan beam of the LDA system was used to measure the refractive indices of 
various liquids. A small rectangular perspex box was fabricated, and used to contain 
a sample of the liquid. The cyan beam was directed onto the surface of the liquid, as 
shown on Figure 10. A level measuring plane was set up using a machined steel plate, 
as outlined previously in Chapter 3.2. In the same manner, a pointer gauge 
arrangement was employed to enable accurate measurements in the vertical plane, and 
so determine both the angles of incidence and refraction of the laser beam. The first 
test was completed using distilled water, and it can be noted that the beam was very 
indistinct and faint in this situation, because of the absence of small particulate matter 
within the liquid. This was in marked contrast to the appearances when the beam was 
passed through normal tap water. It was therefore obvious that distilled and filtered 
water would have made a very poor medium for the measurement of particle velocities. 
Seeding of the flow would certainly have been necessary in this case. 
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The respective angles were measured as accurately as possible, and found to be as 
marked on Figure 10: 
Angle of incidence = 5.90° to the horizontal = 84.10° to the surface normal 
Angle of refraction = 41.86° to the horizontal = 48.14° to the horizontal 
Now according to equation 5.3.1, and taking the refractive index of the air equal to 
1.000, the refractive index for the distilled water can be calculated from 
__ sin(84.10°)  __ ^33, 
^      sin(48.14°) 
This is precisely the textbook value for distilled water at a temperature of 20°. The 
validity and accuracy of the experimental procedure was therefore proven. 
The experiment was then repeated using water from the recirculation system. No 
difference was discernible in the angle of refraction in this case. It was therefore 
accepted that the refractive index for the water used throughout the experiment was 
equal to that of distilled water, at the respective temperature. 
The refractive indices for the various materials used in this experiment were therefore 
accepted as follows: 
Air 1.000 
Perspex 1.490 
Water 1.336 
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5.3.2   Determination of Actual Measurement Locations 
An initial attempt was made to calibrate the apparent position of the probe volume 
against the true position. A small device was installed within the pipe at the 
measurement location, consisting of a number of sharpened pins standing upright within 
a semi-circular piece of perspex, such that the pin points coincided with the horizontal 
diameter of the pipe at 5 mm intervals. It was intended that the focal point of the three 
laser beams would be positioned on each point in turn, with the apparent location of the 
intersection obtained directly from the digital readout on the LDA traversing mechanism 
control.   The true location depends only upon the pin spacing. 
However, it was found that, because of the acute angle of intersection of the beams, it 
was exceptionally difficult to place the probe volume accurately and reproducibly upon 
a pin point. Accuracy of no better than 1 mm on successive readings on the same point 
were achievable, which was outside the designated acceptable tolerance- 
It was therefore accepted that the human eye was an unreliable estimator for this type 
of LDA measurement. This attempt at calibration was consequently abandoned, and 
a more empirical concept was developed. 
It was found that satisfactory LDA operation was obtainable when the three beams were 
within the pipe, despite the traversal of the two perspex regions, as well as the distilled 
water in the external box. This demonstrated conclusively that the intersection point 
of the three beams was satisfactorily co-linear from an experimental viewpoint. 
Further, this logically indicated that the beam path lengths were of equal length (within 
the tolerance necessary to obtain a valid Doppler signal) and that, therefore, the 
differing angles of incidence upon the curved pipe wall were insignificant in their 
impact. It can be appreciated that, at the point of intersection of the laser beam with 
the curved external pipe wall, the incident beam and the wall tangent are not necessarily 
perpendicular to each other.   Observation showed that these angles of incidence could 
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be considered to deviate only marginally from a purely orthogonal intercept with the 
external surface of the pipe wall. 
Apart from the relevance of this finding with respect to taking effective measurements, 
one further important conclusion could be made. If the probe volume remained co- 
linear at all measurement points within the pipe (i.e., from one inner wall surface to the 
other across the horizontal diameter), the relationship between apparent and real 
traversing position need only be dependent upon the difference in refractive indices 
between air and water.  The reasons for this are as follows. 
It was possible to achieve a satisfactory intersection of the three beams with the above 
arrangement. By inspection, the curved walls of the pipe therefore have no noticeable 
differential effect upon any of the three laser beams. Further, this dictates that there 
is no appreciable difference in path lengths, and that the curved wall may be treated as 
a plane surface, in a similar manner to the wall of the external box. 
In addition, if a datum position could be set within the pipe, thereby excluding the two 
perspex surfaces and the distilled water layer, the refractive indices of these materials 
would not need to be considered since the travel distances through external materials 
were shown to be equal for all three beams. It was found by close and careful 
observation, that the point at which the probe volume exited the pipe wall and entered 
the flow area could be determined within a repeatable accuracy of 0.1 mm. Within the 
perspex wall, the intersection point of the three beams was noticeably dull. However, 
as this point crossed into the water, a particular and recognizable flaring was noted. 
With repeated observations, it was seen that this location could be recovered fairly 
easily. By setting the digital reading of the traversing mechanism to zero at this 
location, the apparent lateral movement across the pipe could be read directly from this 
source. 
Therefore, it was considered that the probe volume position with respect to the inner 
surface of the pipe was only dependent upon the refractive index of the water used in 
the experiment, and the apparent location as measured from the accurate traversing 
124 
mechanism attached to the LDA system. This mechanism, based on small electric 
motors and high gearing ratios, allowed accuracies in apparent position to be 
determined to within 0.1 mm. In addition, because of the trigonometry of small angles, 
where both the sine and tangent of an angle can be considered to be equal to the angle 
itself (measured in radians), Snell's Law was able to be reduced to an even simpler 
relationship, derived generally as follows and illustrated on Figure 11. 
Consider two materials, with respective refractive indices n^ and n2, through which a 
beam is passed. Let the beam make a small angle, a, with the axis perpendicular to 
the material interface.   The angle of refraction, ^, may be derived from Snell's Law 
sina   _ ^ 
sinp       Wj 
Now the beam is moved from its initial position, by lateral displacement with respect 
to the material interface. The vertical displacement, y, of the beam from the horizontal 
axis remains constant as it impinges further into material 2. It can be shown by simple 
geometry, that 
tana .^ ^ «v x^ = X. (5.3.2) ^       ^  tanp 
where    x^      = lateral movement of beam in material 1 
^2      = lateral movement of beam in material 2 
both as shown on Figure 11. 
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For small angles, such that 
sina « tana ~ a 
then ^2 = ^\ (5.3.3) 
^1 
For the present experiment, the angle on intersection of each of the laser beams with 
the horizontal optical axis of the LDA is approximately 5°. In radians, this is equal to 
0.08727. The sine and tangent of this angle are 0.08716 and 0.08749 respectively. 
The amount of error involved is therefore significantly less than 0.5%. Therefore, the 
above representation is sufficiently accurate for the present set of experiments. 
By measuring the apparent diameter of the water filled pipe according to the beam 
positioning, this hypothesis could easily be tested accurately. This distance was found 
to be 38 mm. As previously noted, the actual measured diameter of the pipe was 
shown to be 50.9 mm. In line with the above theory, the apparent diameter 
measurement would therefore be calculated as 
50 9 d   = -^^^^ = 38.10 1.336 
which  is   sufficiently  accurate  given  the  measuring   accuracy   of the  traversing 
mechanism. 
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Therefore, two important conclusions were made: 
1) The measuring arrangement consisting of the pipe surrounded by a 
rectangular, water filled perspex box produced a satisfactory result in 
respect of achieving a co-linear and adequate probe volume. 
2) The apparent distance moved by the probe volume within the pipe was 
simply related to the actual position by the refractive index of the water 
used in the experiment. 
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5.4    Consideration of Velocity Bias in LDA Measurements in Pipe 
Flow 
In the mode of operation employed in this experimental investigation, the laser-Doppler 
anemometer is a very accurate measurement device. The velocity of any particle 
crossing the probe volume, and intercepting the requisite number of fringes, will be 
determined to any required degree of accuracy. However, in terms of the statistical 
parameters associated with the flow, it is accepted that the LDA can provide inaccurate 
data. The presence of velocity bias is a well documented feature of LDA measurement 
systems. A comprehensive analysis of the phenomenon was presented by Buchave and 
George [1979]. 
As explained in detail in Appendix A, accepted measurements from the LDA system 
are confmed to those particles which enter the probe volume, and which cross sufficient 
fringes to generate a valid reading. Primarily, the bias effect arises because an LDA 
burst processor measures the velocity of these discrete particles within the flow, and not 
the flow itself. In this respect, the instrument may be regarded as an indirect 
measurement device, only able to determine the characteristics of a phenomena 
(velocity) by detecting and recording the effect of that phenomena (the velocities of 
discrete particles within the flow). It can be shown statistically that, in a flow situation 
where there is a range of particle velocities, there is a greater probability of a faster 
particle crossing the probe volume, than a slower particle. Effectively, this means that 
faster particles should be over-represented in the finite sample taken. Subsequently, the 
flow statistical parameters built up from individual particle velocities may be biased 
towards higher velocity values if simple arithmetic averaging techniques are applied. 
A number of techniques for removing velocity bias have been discussed in the 
literature. For the determination of lower order statistical parameters (spectral analysis 
and autocorrelation excluded), the most commonly used and accepted method would 
appear to be that of residence time weighting. In this formulation, the measured 
particle velocity is factored by the inverse of the its residence time in the probe volume. 
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An extension of this method is the one-dimensional weighting factor [DISA, 1983]. In 
this method, a weighting factor equal to the inverse of the perceived particle velocity 
is applied as follows to determine the mean and root mean square velocity of the flow. 
u = ^ (5.4.1) 
and       («L)' = ^^^ (5-4.2) 
7=1 
where    u.      = particle velocity 
n       = total number of particles 
Wj     = weighting factor    = 1 for arithmetic averaging 
for 1-dimensional averaging 
"; 
However, before resorting to the application of computationally intensive techniques to 
eliminate a possible bias error, the likely magnitude of the effect should first be 
determined. For this experimental study, this was carried out in two ways. Firstly, a 
set of 50 consecutive particle velocities was collected by LDA measurement in a typical 
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steady turbulent flow. The mean and r.m.s. velocity of the flow were then determined 
by 1) simple arithmetic computation, and 2) the one-dimensional weighting scheme. 
Since the pipe flow situation is well represented by the one-dimensional application, it 
was not considered necessary to apply a more sophisticated bias elimination technique. 
It was found that there was no discernible difference between the arithmetic and one- 
dimensional method results. A second similar analysis for a different flow rate 
confirmed this fmding. The apparent lack of velocity bias is found to be reasonable 
upon consideration of the expected statistical description of the flows measured. 
According to the comprehensive study of steady turbulent pipe flow provided by Laufer 
[1954], the turbulence intensity or rms standard deviation of the velocity varies from 
0.8 u* at the centre of the pipe to 2.2 u* at the wall, at least for the Re range from 50 
X 10^ to 500 X 10^ (which more then covers the present experimental range). It should 
be noted the Laufer's Re were computed on the pipe centreline velocity, so that, strictly 
speaking, the results are for true Re of about 40 x 10^ and 400 x 10^. However, this 
minor discrepancy will not effect the analysis to be carried out. Friction velocity is 
related to mean velocity by the following equation 
\ 8 ^ u (5.4.3) 
Using Swamee and Jain's [1976] approximate equation for friction factor (see Section 
6.4), the value of u* can be evaluated in absolute rather than non-dimensional terms. 
For water flow in a 50.9 mm diameter tube, as used in this experiment, the values of 
u* for each Re was calculated to be 
0.045 m/s for Re = 50 x 10^ 
0.311 m/s for Re = 500 x 10' 
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For a Re of 50 X ICP, the peak centreline velocity for fully developed steady turbulent 
flow is approximately 1.06 m/s, while the velocity at y/R = 0.05 can be calculated as 
0.70 m/s. Correspondingly for the higher Re, the values are 10.26 m/s and 7.33 m/s. 
The magnitude of the turbulence intensity with respect to the actual local velocity can 
therefore be now determined.  The results are shown in the following Table 2: 
TABLE 2 
Turbulence Intensity Variations at Differing Radial Positions 
and Reynolds Number 
Re            Position U'^M 
50000            centre 3.4% 
wall 15.5% 
500000            centre 2.4% 
wall 10.2% 
Based on these figures, it would therefore be acceptable and in most cases conservative, 
to consider a statistical population, where the rms value is 10% of the mean value. 
To test the consequences of either using or not using the one-dimensional weighting 
factor, a numerical model was set up. Since the particle velocity magnitudes will be 
normally distributed around the mean value, the input to the model consisted of a large 
population of numbers similarly distributed. These were generated using a method 
based on the Central Limit Theorem (Jansson [1966]), which states 
For a distribution with a finite variance cp- and mean ^, then the sum of 
the elements of a sample of size n is asymptotically normally distributed 
with mean n^ and variance na^. 
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The random number generation feature of FORTRAN 77 provided series of individual 
values from a distribution with an infinite population mean of 1.00, and standard 
deviation of 0.1. An example of the use of the method is described by Yevjevich 
[1972]. 
The set of numbers was analysed firstly using simple arithmetic processing, which is 
equivalent to using a weighting factor of 1. The one-dimensional method was then 
applied to the primary data, to return a second estimate for sample mean and standard 
deviation. It was found that the means between the two methods did not vary by more 
than 1% over repeated tests, while the standard deviations differed by lesser amounts. 
Based on the two analyses, using both actual and synthesized data, it was decided that 
simple arithmetic methods for determination of velocity means and standard deviations 
would be acceptably accurate, while reducing the computational processing load. 
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5.5    Validation of the LDA in a Flow Measurement Situation 
5.5.1   Experimental Procedure 
The use of the perspex rotating disk provided satisfactory validation of the LDA system 
and the modified computation techniques for measurements in air. Hov/ever, the 
primary aim of the experimental program was to measure particle velocities in water 
flow. It was therefore considered that a further validation test was necessary to prove 
the operation and accuracy of the system in the fluid flow situation. 
Therefore, the LDA system was set up to determine accurately the velocity profile in 
a pipe under steady flow conditions. The area beneath this profile curve can be derived 
by numerical integration and compared with the volumetric flow rate computed by 
direct measurement. Rather than rely on the accuracy of any form of flow meter, it 
was decided to determine the flow rate by weighing. 
An accurate set of weighing scales was used to measure the mass flow rate, by 
recording the length of time necessary for 200 kilograms of water to discharge from the 
pipe. This mass flow rate was then be converted to an equivalent volumetric flow rate 
by the use of the appropriate density as a conversion factor. This density was 
calculated from the water temperature, which was monitored at regular intervals. 
A comparison can then be made between the flow rate determined by repeated weighing 
over a long period of time (over 60 seconds), and the flow rate calculated by integration 
of the area beneath the velocity profile curve. While this method is undoubtedly 
accurate, it is time consuming and laborious to collect the velocity readings at enough 
positions across the pipe to enable the computations to be performed accurately enough. 
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5.5.2   Uniform Flow Conditions 
The velocity profile measured for uniform flow in the circular pipe is as shown on 
Figure 12. The volume under the profile was determined as accurately as possible, by 
assuming the annular volume between successive 'known' points as being representative 
of a section of a truncated cone. The actual data points were not used directly for this 
analysis, but rather a smoothed curve was fitted to this data. This enabled the 
computation of volume to be carried out using as small a position increment as needed 
to achieve the required accuracy. The smoothed curve is also shown on Figure 12, and 
it can be seen the fit to the measured data points is adequate throughout. It is therefore 
considered that the calculations of flow rate obtained by curve area integration are 
acceptable and accurate. 
However, it was initially found that the calculations produced a computed flow rate that 
was more than 3 percent greater than the weighed flow rate. A number of causes were 
investigated in order to attempt to ascertain the source of the error. Firstly, the LDA 
system was checked in detail, and in particular, the use of the rotating disk as a 
calibration device was exhaustively analysed. All parameters were found to be 
satisfactory in respect of this mechanism. 
Secondly, it was considered that perhaps the measuring scales used to compute the mass 
flow rate could have been inaccurate to the measured tolerance. Tests on the scales, 
involving firstly a detailed mechanical examination and secondly the test weighing of 
objects and water volumes with known dimensions and densities, indicated that this 
equipment was accurate to better than 0.5%. Since this seemed to cater for all 
eventualities, serious doubts were raised in relation to the accuracy of the LDA system 
in general, and the measurement procedure in particular. 
Lengthy discussion were held with the LDA suppliers (in Australia) and manufacturers 
(in Denmark) in an attempt to obtain a rational explanation for the significant 
discrepancy.   No answer was obtained from this source. 
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FIGURE 12 PIPE UNIFORM FLOW VELOCITY PROFILE 
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A detailed literature search was then undertaken in a somewhat desperate bid to 
maintain the impetus of the project. A paper by Durst et al [1988] was found which 
greatly aided the research effort. Durst described the phenomenon encountered when 
the LDA probe volume is partly in the fluid continuum being measured, and partly in 
the solid boundary to that continuum, as shown on Figure 13. Durst found that under 
these circumstances, the indicated velocity magnitude was slightly higher than the 
correct result. In his experiment, Durst used an extremely small probe volume and fme 
tolerance stepper motor (1 micrometer) to measure very close to the wall of a circular 
pipe. 
The probe volume dimensions for the LDA system used in this set of experiments is 
much larger than that used by Durst. It is a characteristic of LDA measurement that, 
by far the largest dimension of the probe volume occurs in that direction along the 
optical axis of the system. For example, for the use of a 310 mm focal length front 
lens under optimum conditions where the diameter of the laser beams at the intersection 
point are controlled closely by the use of a beam waist adjuster, the relevant dimensions 
of the probe volume are 
d, = 0.083 mm 
dy = 0.083 mm 
d, = 0.96 mm 
where d^ is the probe volume dimension in the measurement direction 
dy is the probe volume dimension normal to d^ and d^ 
d^ is the probe volume dimension along the optical axis 
For less than optimum conditions, the value of d^ could easily be magnified by a factor 
of 2. Therefore, in the present situation, there is a high probability that those 
measurements taken at positions within at least 2 mm of the wall would be affected by 
the intersection of the probe volume with the fixed boundary of the pipe. It can be 
appreciated that, because of the axial symmetry of pipe flow, those annuli in the outer 
regions of the flow are able to contribute very much substantially greater areas of flow 
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than those of the core region. Accordingly, the outer annuli axe likely to contribute a 
substantial proportion of the total flow rate carried by the cross-section. Therefore, 
accepting this as a possible reason for the flow rate discrepancy, a means of accurately 
evaluating the magnitude of these near-wall velocities was necessary. 
Spalding [1961] outlined a method of determining accurately the velocity distribution 
across a circular pipe, given only the shear stress at the wall. In the case of steady 
flow, the shear stress is related to the pressure gradient in the pipe by the following 
relationship: 
dp   d /c c i\ t. = ^x- (5.5.1) 
Pressure gradient was measured using an inclined total head manometer to give the head 
loss over a known length of pipe. Excellent agreement was found between Spalding's 
work and the measurements from the LDA, over the majority of the pipe radius. It was 
found that the velocities indicated by the Doppler frequency at points close to the wall 
(within 1.5 mm) were somewhat higher than those predicted by Spalding's formula. 
This corresponds precisely with the phenomena reported by Durst. 
The velocities to within 1.5 mm of the wall were recalculated using Spalding's formula. 
Given the validation for Spalding's formula achieved in the central section of the pipe, 
it was assumed that these computed velocities were accurate for steady flow conditions. 
This was particularly useful, since the LDA system was unable to operate satisfactorily 
within about 0.5 mm of the wall. Approximately 4 percent of the cross-sectional area 
of flow is contained within this zone, so accurate determination of the velocity profile 
was quite important to overall accuracy. 
The computation of flow rate was then carried out using the measured velocities outside 
this range, and the calculated velocities within the range. Given that the temperature 
of the water on the day of the experiment was approximately 26 degrees, the density 
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of the water was determined as 997 kg/cubic meter. Using the refashioned velocity 
profile, and taking account of the density of the water, it was found that the measured 
and calculated flow rates agreed to within better than 0.5%. 
It was therefore considered that the tests carried out, and the computational procedure 
employed to compensate for the non-orthogonal beam alignment, provided sufficient 
validation for the LDA system in the configuration used. 
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6.      UNSTEADY PIPE FLOW EXPERIMENTS 
6.1    Apparatus 
The same perspex pipe system used for the steady state testing described in Section 5.1 
was employed for the unsteady experiments. A needle valve was installed at the end 
of the pipeline, and used to close off the pipe progressively over a certain time period. 
The rate of valve movement was controlled by a variable speed electric motor, 
connected to the valve via an eccentric circular cam. With rotation of the cam, and 
depending upon the starting position of the needle valve, side openings in the end of the 
pipeline were either progressively covered or uncovered, thereby inducing either an 
accelerating (for opening) or decelerating (for closing) flow transient in the pipeline. 
Since the movement of the valve is in the longitudinal direction, it was a simple matter 
to identify the two locations (for the two different forms of transient), where the 
respective change from steady to unsteady conditions was initiated. Movement of the 
valve past these locations was monitored by sensor. Initially, an infra-red sensor was 
used as the trigger, but it was found that a physical movement micro-switch gave a 
more sharp-edged, accurate and reproducible voltage burst. Repeatable positioning of 
the valve was an essential part of the experimental technique, and so the micro-switch 
was accepted. This sensor was connected to a power supply and mini-light, forming 
a simple electric circuit. The system was linked into an analog to digital electronic 
converter. When the circuit was completed (at either a certain opening or closing 
position), a small voltage was generated, and then transformed via the A-D converter 
into a digital signal. The magnitude of this signal was captured by an assembly 
language code program written for the PDP-11 computer. 
The program used for data collection and processing in the uniform flow experiment 
was modified, to incorporate a call to this subroutine prior to commencement of data 
collection. Depending upon the transient being imposed upon the flow, either a 
WAITG (wait until a value greater than a user specified value is detected) or a WAITL 
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(wait until a voltage less than the specified amount is detected) was programmed. Data 
collection was then enabled, and program operation was identical to that for the uniform 
flow case. 
Numerous problems were encountered in trying to get the trigger system to work in a 
satisfactory manner. When the mains power supply was used as the voltage source to 
the micro-switch, it was found that the operation of the electric motor for the needle 
valve activated the circuit immediately that power was supplied (and well before the 
micro-switch should have triggered). No amount of shielding proved effective in 
controlling this phenomenon. It was necessary to provide a battery operated circuit, 
with a 5 volt torchlight battery, in order to prevent this premature operation. 
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6.2    Testing Procedure 
For the first set of experiments, the valve actuating motor was set at a speed of 120, 
resulting in the valve closure over a period of about 15 seconds, of which 10 seconds 
were recorded on computer. The position of the recording period within the overall 
valve movement is shown in Figure 14. It was found that it was necessary to work 
outside of the time zone where full valve closure occurred. In this zone, the LDA 
system was incapable of capturing more than 2 or 3 particles per time interval, because 
of the decreased velocity of the flow. Given the wide amount of discrepancy previously 
shown between individual particle readings, it was decided that measurements in this 
zone were unlikely to yield useful information. 
The total ten second recording period was sub-divided into fifty intervals of 0.2 
seconds. Since any LDA system can collect data only at one particular point at any one 
time, the experiment was conducted in the following way. 
The pipe system was set in operation with the valve set fully open. The traversing 
mechanism was set so that the LDA probe volume was locked onto one measuring 
point, e.g., L5 mm from the inside wall on the digital readout. It must be noted that 
this distance is smaller than the actual distance travelled inside the pipe, because of the 
refractive index difference between air and water. The computer collection program 
was initiated, and further processing was suspended until the valve trigger voltage was 
detected. The electric motor was then actuated, closing the valve and triggering the 
data collection program. After 50 intervals, data collection ceased and preliminary 
processing was carried out. Velocity data captured by the LDA was processed to return 
the mean value and the rms standard deviation (which is equivalent to the turbulence 
intensity) over each time step. The processing methods used are given in Appendix 
B.4. Upon return of the valve to the fully open position, the power was cut off to the 
motor. It was found that a time interval of about 6 minutes was necessary between 
successive tests to guarantee that starting conditions would be identical. This test was 
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repeated 4 to 5 times for each point, before the traversing mechanism was moved to the 
next measuring position. Close to the wall, the displacement interval was taken as 0.5 
mm.   From 6 mm out, an interval of 1.0 mm was adopted. 
The overall result was a data base of velocity readings each corresponding to a certain 
position in the pipe and a particular time interval. As just explained, either 4 or 5 
repeats were available for each reading location. The number of repeats were necessary 
for two reasons - 1) the inherent stochastic turbulence of the flow being analysed would 
indicate that a large number of readings is needed to obtain a realistic long term 
average, and 2) only a relatively small number of particles can be collected over the 0.2 
second time interval (in this case 30 to 50). 
The validity of the data collection and processing method could only be determined by 
the integrity of the data obtained. From earlier experiments carried out when the LDA 
system was not functioning to its full potential, the outcome of this type of collection 
and processing was considered to be uncertain. Ideally, the profile at each time step 
would be a recognizable smooth curve, representative of the instantaneous profile that 
could be measured at that same time. The previous results had shown a very jagged 
profile, for which any adopted smoothing would have represented a travesty of the use 
of data. 
At the time of the earlier test, however, there had been marked problems with the 
experimental apparatus. In particular, the LDA system had shown a serious defect, in 
relation to the generation of spurious near zero velocities. Although these extraneous 
and completely unpredictable readings represented significantly less than 1 percent of 
the total readings, they affected the mean and standard deviation of the overaU ensemble 
average by a much greater amount, thereby invalidating the overall experiment. This 
problem, although of concern in terms of measuring mean velocities of the order of 1.0 
metres per second, was particularly exacerbated when attempting to measure velocities 
close to zero. Obviously, with spurious readings, there is no way to differentiate 
between a valid and an invalid measurement. The problem worsens when it is 
considered that, for measurements at low velocities, the number of available particles 
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for collection is much lower than at higher velocities. In a particular time interval, the 
number of readings may decrease by a factor of 5 to 10. For example, at low 
velocities, the number of available particles may drop as low as 6 to 8 per 0.2 second 
time interval. In this case, the acceptance of all measurements as being correct may 
result in highly erroneous readings over a particular time step, given that 1 incorrect 
value in a total of 8 readings will lead to large errors. 
Months of correspondence with the DIS A technicians in Denmark was followed by the 
complete debugging of the computer programs used on the PDP-11, a detailed analysis 
of the electronic apparatus and a check of the entire physical setup of the LDA system. 
A test circuit board for installation into an IBM compatible micro-computer was 
obtained from DISA, together with a set of MS-DOS software. The use of this 
hardware and software together enabled a parallel data collection system to be set up. 
Unfortunately, the results from this supposedly more reliable setup were no more 
consistent than those obtained previously. 
Eventually, an operating and processing method was adopted in an attempt to achieve 
more accurate and useable data. It was decided to analyse systems where the mean 
velocity in the pipe would be about 1.0 metres per second at the minimum stage of 
recording. All velocities lower than 0.2 metres per second were filtered out and 
ignored. It was considered that, given a root mean square standard deviation of about 
3% in the centre of the pipe varying to about 8% near the boundary, the chance of 
recording a correct value of 0.2 compared to a mean velocity of 1.0 was very low. 
This procedure was initially tested in a deceleration experiment. The results were 
pleasing, with the profiles plotted at each time step having a recognizable shape. In 
general, the departures of the measured points from a smooth curve were low. 
Therefore, it was decided to use this method for the remaining experimentation in the 
pipe. 
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6.3    Unsteady Flow Experiments 
Three separate unsteady flow situations were modelled in the laboratory using the pipe 
apparatus. In each case, the transient applied was monotonic in nature, i.e., either 
solely accelerative or decelerative. In the first instance, only one acceleration and one 
deceleration test were carried out, designated as experiments ACC.l and DEC.l 
respectively. Flow parameters were recorded across the pipe diameter over the duration 
of each experiment. Based on the initial results of this testing, a second acceleration 
test was programmed, designated as experiment ACC.2. In this case, the acceleration 
rate was increased significantly by altering the valve closure speed. 
In both of the detailed acceleration experiments carried out, delayed transition from 
essentially laminar flow to fully turbulent conditions was noted as a significant 
phenomenon. Given firstly, the presence of significant turbulence in the upstream 
standpipe, and secondly, the lack of any smoothed inlet detail from the standpipe to the 
pipeline, the occurrence of any laminar flow was somewhat unexpected. The most 
surprising aspect, however, was the continued existence of laminarity at Re in excess 
of 100,000. 
Figures 15 and 16 show the temporal variation of velocity profiles across the cross- 
section, at 0.2 second intervals for the 10 second duration of the experiment ACC.l. 
A significant change in profile shape can be seen to be occurring between 1.0 (time step 
5) and 1.2 seconds (time step 6) after the start of data collection. 
Figures 17 and 18 shows a similar set of profiles for experiment ACC.2, with the time 
interval now reduced to 0.06 second and the total experiment duration becoming 3.0 
seconds.  In this case, the profiles can be noted to change significantly from time 1.98 
seconds (time step 33) to 2.04 seconds (time step 34). 
In both sets of data, the sequence of events is essentially identical, as described 
following: 
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1) At the time of commencement of velocity recording, the 
velocity profiles are of the top-hatted shape, previously 
predicted theoretically by Szymanski [1932] for laminar 
flow accelerated from rest, and measured experimentally 
by Van de Sande et al [1980], In the core region of the 
pipe, away from the immediate influence of the wall, the 
velocity profile for any particular time step shows an 
essentially uniform distribution. In addition, a study of 
the turbulence intensities in this region of the flow show 
them to be substantially lower at each radial position than 
would be measured for fully turbulent flow conditions. A 
further check on the laminar nature of the flow is 
evidenced by the temporal variation of velocity measured 
at each radial position. The full sectional profiles 
recorded on Figures 15 and 16, and 17 and 18 were 
derived from ensemble averages of a number of identical 
experiments, so that the variation expected within any one 
set of readings would not adversely affect the presentation 
of results. For experiment ACC. 1, Figures 19 to 22 show 
the increase in velocity with time at radial positions, y/R 
= 0.1, 0.25, 0.50 and 1.00, for each of the repeated 
experiments used to obtain the ensemble averages. In a 
similar manner. Figures 23 to 26 show the same 
parameters for experiment ACC.2. In the turbulent zone, 
the variation from one data set to the next is a direct 
product of the turbulence of the flow. However, it is 
immediately apparent that, in the initial stages of 
experiment ACC.l, and for a significantly longer period 
for experiment ACC.2, there is no significant difference 
between any of the data sets. Apart from any more 
rigorous, mathematical evidence, this result alone 
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demonstrates very clearly that the flow in this region is 
essentially laminar in nature. 
2) For the duration of this unsteady laminar flow event (i.e., 
up to the time of transition), the central portion of the 
instantaneous velocity profile (where the velocity is 
approximately uniform) can be correctly described as slug 
flow. That is, this core is reacting to external changes in 
the pressure gradient as if it were one solid, inviscid 
mass. As well, velocity changes over the entire cross- 
section from one time step to the next are occurring in a 
smooth, monotonic fashion. In contrast, in accelerating 
turbulent flow, while there is a similar increase in the 
mass flow rate and the net average velocity over a long 
time period at any radial position, over shorter time 
periods, average velocity variation is not predictable. 
This again reinforces the existence of accelerating laminar 
flow in this temporal zone. 
3) At some later time, an extremely rapid transition from 
laminar flow is apparently occurring. As just noted, for 
the first acceleration experiment, ACC. 1, the time step for 
data collection was 0.2 second. In this case, at timestep 
4 (time 0.8 second), the cross-sectional profile is top- 
hatted in shape and laminar in respect of measurable 
parameters. At the next time step (time 1.0 second), 
some minor perturbation of the profile is indicated, with 
the wall gradient in particular appearing to steepen up. 
However, the temporal variation at each radial location 
still indicates a laminar flow condition. For experiment 
ACC.2, the flow is still accelerating laminar at time step 
32 (time 1.92 seconds).    For time step 33, there is a 
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degree of non-uniformity present, in that the right hand 
side of the profile is developing a 'bulge' in relation to the 
left hand side, where the flow behaviour remains slug like 
in the core region. However, the overall profile is still 
recognizable as typical accelerating lamincu*. 
4) There is probably a perception from Figures 15 to 18 that 
transition for both experiments ACC.l and ACC.2 occurs 
almost instantly and globally across the entire section of 
the pipe. However, a detailed study of Figures 19 to 26 
discloses some interesting information in relation to the 
timing of transition at each of the plotted radial positions. 
For both ACC.l and ACC.2, transition occurs 
significantly earlier at position y/R = 0.10 than at the 
remaining locations. In addition, transition at these other 
positions occurs approximately at the same time. This 
indicates that transition occurs simultaneously at all 
positions except very close to the wall. The earlier 
occurrence in the near-wall position is consistent with the 
knowledge that turbulence in pipe flow originates within 
the buffer transition zone. However, the delay in initial 
transmission of turbulence to the centre of the pipe is an 
interesting phenomenon. 
5) For ACC.l at time step 6 (time 1.2 second), the top- 
hatted laminar profile has been replaced by a profile that 
is, even at first appearance, qualitatively turbulent in 
shape. The profile is relatively irregular, with evidence 
of significant small scale variation from one radial 
position to the next. The Re for pipe flow applicable for 
time step 6 is approximately 102 x 10^. Similar, but even 
more pronounced, is the profile shape change in ACC.2 
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at time step 34 (time 2.04 seconds). Although the profile 
is now demonstrably not laminar in nature, it also appears 
to be somewhat distorted from the expected turbulent 
profile. In addition, the intra-profile irregularities at this 
time step are even more pronounced than for ACC.l. 
The indicated Re at time step 34 for experiment ACC.2 is 
approximately 142 x ICP. In both cases, therefore, 
transition has been delayed remarkably in comparison to 
steady state conditions. 
6) For following time steps, in the case of both ACC.l and 
ACC.2, the profiles become smoother, and (based on 
visual inspection alone) apparently more consistent with 
fully developed turbulent steady flow. 
The results for the deceleration experiment DEC.l were not as diverse or spectacular 
as those for the acceleration experiments. For each time step throughout the series, as 
shown on Figures 27 and 28, the profile shape was similar, with a consistent decrease 
in average velocity apparent with increasing time. Once again, these profiles were 
visually similar to those expected for steady turbulent flow. 
This form of visual classification is obviously inadequate for other than the most 
cursory of analyses. Therefore, a more detailed and rigorous examination of the 
apparently turbulent profiles was necessary, before any conclusion in regard to either 
turbulent transition or the presence of quasi-steadiness in the flow could be formulated. 
A number of different methods were developed to enable a comparison to be made, as 
detailed in the following section. 
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6.4    Procedures    for    Identifying    Quasi-Steady    Behaviour    in 
Turbulent Pipe Flows 
Some important conclusions are possible if the form of the profiles in the unsteady 
turbulent region could be identified with a degree of confidence. In the simplest form, 
the process of identification consisted of attempting to typify the profile parameters as 
either turbulent quasi-steady or non-quasi-steady in nature. Based on the significant 
turbulence intensity measured at post-transition times for experiments ACC.l and 
ACC.2, as shown graphically on Figures 19 to 26, there is no doubt that the profiles 
in question are not laminar in nature. By comparison, preliminary inspection shows 
that the immediate pre-transition profiles are definitely not quasi-steady laminar, 
although there is no doubt about the laminarity of the flow at this or any preceding 
time. Therefore, a number of independent tests were formulated to enable a detailed 
comparison of the measured data with the their quasi-steady fully developed turbulent 
flow equivalents. 
Five different procedures were developed, as listed following and described in detail 
in the following pages: 
1) Profile shape comparison, according to the modified simple power law. 
2) Turbulence intensity comparison at differing radial positions and times. 
3) Profile shape comparison, according to Spalding's law of the wall. 
4) Mass flow rate comparison, based on integration of the area beneath the 
velocity profile, and differentiation of standpipe level recordings. 
5) Direct comparison of velocity against equivalent steady  state flow 
situations at differing radial positions and times. 
It was considered that this list was sufficiently exhaustive (and in some cases several 
times redundant) that any departure from quasi-steady conditions in the measured 
profiles would be immediately apparent. 
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6.4.1   Modified Simple Power Law 
Schlichting [1968] demonstrated that the steady state velocity profiles for turbulent flow 
for any Re conformed essentially to the following relationship: 
(-) = i^r (6.4.1) U        R 
where    u       = velocity at radial distance, y, from the wall 
U      = centreline velocity 
n       = an exponent varying slighdy with Re 
Streeter and Wylie [1979] presented this expression in a slightly different form 
(replacing    -   by n), and attributed the development to Prandtl, noting that, 
"For Re less than 100,000, n = l/7, and for greater values of Re, n 
decreases." 
This does not accord completely with Schlichting, who used Nikuradse's data for steady 
turbulent velocity profiles in smooth pipes to show that n varied with Re as set out in 
the following Table 3: 
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TABLE 3 
Variation of Power Law Exponent with Reynolds Number According 
to Schlichting [1968] 
Re n 
4,000 6.0 
23,000 6.6 
110,000 7.0 
1,100,000 8.8 
2,000,000 10.0 
3,200,000 10.0 
The apparent anomaly at lower Re is probably not significant, given the small range for 
Re below 100,000. However, to identify any possible conflicts, it was decided to re- 
analyse Nikuradse's relevant data (as given by Schlichting). In addition, Laufer [1954] 
provided velocity profile data for nominal Re of 50,000 and 500,000. However, 
detailed examination discloses that these Re were based on the centreline velocity, and 
not on the now accepted mean sectional velocity. It was therefore necessary to ascribe 
new Re values to the two sets of curves provided by Laufer. These two data sets were 
also incorporated into the analyses. Over the present Re experimental range (about 
70,000 to 150,000), the combination of the two sets of figures provided a good 
coverage. 
For each Re, the (u/U) vs (y/R) data was obtained by direct measurement from 
Schlichting's and Laufer's charts. From Schlichting's Figure 20.3 (reproduced here as 
Figure 29), which plots (u/U)° against (y/R) for each set of Re data, it can be seen 
immediately that Prandd's formulation of the power law is flawed in two important 
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FIGURE 29 - Schlichting's Representation of the Power Law 
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respects. Firstly, the actual velocities measured in the core region of the flow (typically 
for y/R > 0.70) are consistently below the values that would be predicted by the power 
law. The mismatch in this spatial location should not be considered to be an 
insuperable shortcoming, however. It can be noted that the more widely used Von 
Karman-Nikuradse Universal Velocity Distribution also does not accurately predict 
velocity magnitudes over the full radial extent of the pipe. 
^u^ 
\" / 
= 2.5 lnOO+5.5 (6.4.2) 
Secondly, and perhaps more importantly in respect of this experimental analysis, it is 
obvious that the lines, plotted by Schlichting through the (u/U)° points, do not pass 
flO\ through in  the  (u/U)-(y/R) domain.     The discrepancy  is  seen  to be 1.0 
approximately 20% in the (u/U)°-(y/R) domain, although this effect is certainly 
magnified by the exponential raising of (u/U), and the corresponding error in prediction 
of (u/U) from Prandtl's expression is significantly smaller. However, it is still true that 
the simple power law is inaccurate, to a degree that somewhat precludes its use for 
predictive purposes. By inspection, a much better fit over the majority of the pipe 
cross-section would be obtained by applying a modification factor to the power law, as 
shown here 
1 
(Ji) = (.^li^)« (6.4.3) U R 
where m        = a constant greater than unity, varying only very slightly with 
Re 
170 
Equation 6.4.3 will be referred to as the modified power law, to differentiate it from 
Prandtl's formulation. 
By defining (u/U)° to be the dependent variable in a linear regression analysis, the 
goodness of fit of any particular n value can be determined by the respective value of 
the regression coefficient. The regression analysis was carried out using a spreadsheet 
based computer model to calculate the regression constants for the straight line and the 
corresponding regression coefficient. For each set of Re data, manual iteration was 
used to determine that n value which produced the largest regression coefficient, and 
hence the least deviation from a straight line. A further complication in this analysis 
was the previously noted core velocity over-prediction. It was necessary therefore, to 
determine also the best range of data for each Re to produce the best fit. 
The expression for velocity ratio in the modified power law then becomes strictly 
incorrect, of course, since for any value of m other than 1.0, the value of u predicted 
at the centre-line becomes different from the actual value, U. However, in terms of 
using the power law for accurate determination of the mass flow rate, this error 
becomes insignificant. The total flow carried through the pipe can be expressed as 
follows: 
Q = ju da = 2IL fru dr (6.4.4) 
Therefore, the more distant the annulus (and hence the greater the radius), the larger 
the sub-area contributing to the overall area of the pipe, and the larger contribution to 
the flow rate. This is of course balanced to some extent by the lower velocities in the 
outer regions, but the net effect is that an error in velocity determination is far less 
important in the core region. This can be illustrated to great effect by a consideration 
of Nikuradse's data for a Re of 110,000. The result of applying a 5% error over 
certain zones of the radius is shown in the following Table 4. Note that radial distance 
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is measured from the wall inward, so that the centre of the pipe has an y/R value of 
1.0. 
TABLE 4 
Errors in Flow Rate Caused by a 5% Error in Velocity 
over Different Regions 
Zone of Percentage Error 
Application in Calculated 
(y/R) Flow Rate 
0.0 to 1.0 5.00% 
0.0 to 0.5 3.80% 
0.5 to 1.0 1.76% 
0.7 to 1.0 0.74% 
It will be shown below, that for the steady turbulent flow profiles measured by 
Nikuradse and Laufer, the deviation of the correct velocity profile from that predicted 
by the modified power law is restricted essentially to the region of r/R of 0.7 to 1.0. 
If it can be shown that the velocity error in this region, as predicted by the modified 
simple power law, is at least comparable to the 5% assumed above, then the application 
of the law will provide an accurate estimate of the flow rate. This hypothesis was 
tested by examining known velocity profiles for fully turbulent flow conditions. 
For each of the historical sets of data collected by Nikuradse and Laufer, it was 
therefore possible to determine a best fit to the modified simple power law. The 
goodness of fit can be judged from Figures 30 to 34, for Re varying from 23 x 10^ to 
1100 X 10^.  The calculated parameters for the modified law are given in Table 5: 
172 
FIG 30 - BEST MOD. POWER LAW FIT Nikuradse Data for Re of 23,000 
1.2- 
y/R 
u/U actual        +   (u/U) ^ n        -^t^ u/U calc ^3- Regress Line 
FIG 31 - BEST MOD. POWER LAW FIT Laufer's Data for Notional Re of 50,000 
1.2 
y/R 
u/U actual        -+-   (u/m'^n        -^t^ u/U calc ^3-Regress Line 
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FIG 32 - BEST MOD. POWER LAW FIT 
Nikuradse Data for Re of 110,000 
y/R 
u/U actual        +   (u/U) ^ n        -^^ u/U calc -s- Regress Line 
FIG 33 - BEST MOD. POWER LAW FIT 
Laufer Data for Notional Re of 500,000 
1.2 
< s 
C 
y/R 
u/U actual        +    (u/U) ^ n        -^t^ u/U calc -^- Regress Line __ 
FIGURE 34 - BEST MOD. POWER LAW FIT Nikuradse Data for Re of 1,100,000 
1.2 
y/R 
u/U actual        +   (u/U) ^ n        -^t^ u/U calc -3- Regress Line 
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TABLE 5 
Modified Power Law Parameters For Nikuradse's and Laufer's Profdes 
Researcher Re n m 
xlOOO 
Nikuradse 23 6.6 1.1555 
Laufer 50(nominal) 6.4 1.0780 
Nikuradse 110 7.0 1.1968 
Laufer 500(nominal) 8.7 1.1158 
Nikuradse 1100 8.9 1.1703 
It can be seen that the values calculated for Nikuradse's data are essentially identical 
to those calculated by Schlichting [1968]. An interesting point in terms of experimental 
conditions is that Laufer's data is not completely consistent with that provided by 
Nikuradse, particularly for the nominal Re 50 x 10\ The derivation of these values 
enables a direct comparison to be made between the simple power law (as postulated 
by Prandtl) and the modified power law, as formulated by the present author. Figure 
35 depicts three velocity profiles at a Re of 110,000 : 
Nikuradse's data for actual flow 
Approximation of the profile by the simple power law 
Approximation of the profile by the modified power law 
The data used to plot each curve is given in the following Table 6: 
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TABLE 6 
Velocities (and Errors) at Re = 110 x 1(P in terms of (u/U) 
Radial Actual Simple Modified 
Position Measurement Power Law Power Law 
(y/R) 
0.02 0.584 0.567(2.9%) 0.581(0.5%) 
0.04 0.652 0.633(2.9%) 0.649(0.5%) 
0.1 0.739 0.720(2.6%) 0.738(0.1%) 
0.2 0.814 0.795(2.3%) 0.815(0.1%) 
0.3 0.863 0.842(2.4%) 0.864(0.1%) 
0.4 0.900 0.877(2.6%) 0.900(0.0%) 
0.5 0.931 0.906(2.7%) 0.929(0.2%) 
0.6 0.953 0.930(2.4%) 0.954(0.1%) 
0.7 0.975 0.950(2.6%) 0.975(0.0%) 
0.8 0.984 0.969(1.5%) 0.994(1.0%) 
0.9 0.992 0.985(0.7%) 1.011(1.9%) 
1.0 1.000 1.000(0.0%) 1.026(2.6%) 
From this table, and as illustrated graphically on Figure 35, the modified power law is 
shown to provide a better fit to the actual data at all positions of (y/R) < 0.9. More 
importantly, it can be deduced from the analysis given in Table 6, that the modified 
power law will predict the correct flow rate to within an accuracy of better than 0.5%, 
while the simple power law will be more than 2.5% inaccurate. The usefulness of the 
modified power law is therefore considered to be demonstrated clearly. 
It was then decided to attempt to derive equations that would describe accurately the 
variation of n and m with respect to Re. Firstly, it was necessary to ascribe more 
accurate Re values to Laufer's two data sets. It will be shown immediately below that 
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FIGURE 35-Re of 110,000 Power Law vs.Modified Form 
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X   measured mod.law    power law 
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the modified power law can be used to predict the flow rate, according to equation 
6.4.7. Using this result, factors of 0.826 and 0.856 were applied to the nominal Re of 
50 X 10^ and 500 x 10^ respectively, producing actual Re of 41.3 x 10^ and 428 x 10^. 
Preliminary analysis indicated that for m, the best fit would be obtained using a linear 
relationship of the form 
m = axRe + b 
where a and b are constants 
Figure 36 shows the line calculated by linear regression as the best fit, which produces 
the following equation for m. It is seen that m varies only very weakly with Re, 
perhaps indicating that the choice of a Re-independent value is more realistic. 
m = 2.5886x10-^ Re + 1.1345 (6.4.5) 
For n, the analysis was slightly less straightforward. Two forms of possible equation 
were formulated, the first being a full log relationship of the form 
lii(n) = axln(i?e) + b 
The semi-log relationship was also examined, such that 
In(rt) = axRe + b 
It was found that the full log relationship gave a much better fit to the data, as shown 
on Figure 37 and according to the following equation 
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FIGURE 36 Linear Regression for m in power law 
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FIGURE 37 Linear Regression for n in power law 
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Measured Values —»— Regression Line 
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ln(n) = 0.09306 ]n(Re) + 0.9067 
which reduces to the direct form 
n = 2.4761 i?g009306 (6.4.6) 
The validity of these two expressions was checked against the profile data used to 
derive them. Figures 38 to 42 display calculated profiles versus Nikuradse's and 
Laufer's measured values for the range of Re under consideration. In general, the fit 
is excellent, with the worst match occurring on Figure 39 for a Re of 41,300. The 
following Table 7 gives the computed values of n and m for the range of Re, together 
with the discrepancy in the flow rate calculated from the computed profile versus that 
for the measured profile. 
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FIGURE 38 Mod. Power Law for Nikuradse, Re 23,000 
y/R 
measured computed 
FIGURE 39 Mod. Power Law to Laufer, Re 41,000 
0 0.1        0.2        0.3        0.4        0.5        0.6        0.7        0.8        0.9 1 
y/R 
meflsured computed 
~T82 
FIGURE 40 Mod. Power Law to Nikuradse, Re 110,000 
y/R 
measured computed 
FIGURE 41 Mod, Power Law for Laufer, Re 428,000 
y/R 
measured computed 
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FIGURE 42 Mod. Power Law for Nikuradse, Re 1x10'^ 6 
measured computed 
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TABLE 7 
Error in Flow Rate from Modified Power Law Fit 
Researcher Re n n m m Flow 
xlOOO Computed Actual Computed Actual     Error 
Nikuradse 23 6.3 6.6 1.135 1.156 -1.1% 
Laufer 41 6.7 6.4 1.136 1.078 +2.1% 
Nikuradse 110 7.3 7.0 1.137 1.197 0.0% 
Laufer 428 8.3 8.7 1.146 1.116 -0.4% 
Nikuradse 1100 9.0 8.9 1.163 1.170 0.0% 
It is considered that the modified power law, as described by equation 6.4.3 above, can 
be used as a powerful interpretative tool in the analysis of fully turbulent flow, provided 
that the core velocity defect is not of overwhelming importance in the analysis being 
performed. 
The mean sectional velocity can be estimated by simple integration over the entire cross 
section: 
R 
- - 5 =  f2Tzr u dr A J U ^ 0 
Using equation 6.4.3 as the expression for u, it can be shown by integration, that 
1 
u = (6.4.7) (72+1) (n+2) 
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Therefore the use of the modified simple power law can provide three sets of 
information. Firstly, the velocities assembled for each time step over the cross-section 
can be analysed, to determine the goodness of fit to the empirical distribution. This 
will indicate whether the profiles for the accelerating and hence unsteady flow 
conditions can be classed as quasi-steady. Secondly, the calculation of an accurate Re 
from the measured profile enables other statistical parameters of a corresponding steady 
turbulent flow to be determined as outlined in Section 6.4.2. Thirdly, if the assumption 
of quasi-steadiness is applied to any profile, a derivation of the modified power law 
enables the quasi-steady flow rate to be determined from the single measurement of 
centreline velocity. 
It must be noted that, despite the acknowledged presence of the velocity core defect, 
the velocity value used in the modified power law is the actual measured centreline 
velocity. Since the law has been formulated from Nikuradse's and Laufer's uncorrected 
data, the regression parameters (n and m) cater implicitly for the defect. 
A comparison of the quasi-steady and unsteady flow rates provides a further parameter 
for matching purposes. 
6.4.2   Turbulence Intensities According to Laufer 
As well as providing typical profile shapes for fully developed turbulent flow, Laufer 
[1954] also published detailed information regarding the turbulent flow characteristics 
of two distinct fully developed flows. Re of 41.3 x 10^ and 428 x 10^ The Re studied 
in the present experimental program are within this range. In particular, he showed that 
the distributions of turbulence intensity, u',^, and Reynolds stress component, when 
normalised by the appropriate value of the friction velocity, u., were very similar in the 
region away from the wall. The values obtained from Laufer's figures are given in the 
following Table 8: 
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TABLE 8 
Turbulence   Intensity,   u'^j^,   in   Steady   Fully   Developed 
Turbulent Flow, Normalised by Friction Velocity, u* 
Radial Position        Re = 41.3 x 10^       Re = 428 x 10^ 
(y/R) 
2.12 
2.00 
1.77 
1.58 
1.41 
1.27 
1.14 
1.03 
0.92 
0.82 
0.76 
0.05 2.04 
0.1 1.75 
0.2 1.57 
0.3 1.46 
0.4 1.35 
0.5 1.24 
0.6 1.14 
0.7 1.03 
0.8 0.92 
0.9 0.82 
1.0 0.76 
By using the method outlined in Section 6.4.1 for calculating mean velocity at any time- 
step for the equivalent fully developed steady state flow, the equivalent Re can also be 
calculated. If the value of friction velocity can be determined accurately at each time- 
step, then it is possible to compare the equivalent steady state turbulent flow parameters 
with the measured values. 
It is important to note that the friction velocity used for comparative purposes in this 
case was not calculated indirectly from measured parameters such as instantaneous 
pressure gradient and derived acceleration. Rather, a value of friction velocity was 
computed solely from the measured maximum centreline velocity, based on an initial 
assumption.   This was that the measured profiles would be turbulent quasi-steady in 
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nature. Although at first glance this may appear to be an unreasonable premise on 
which to base detailed analysis, it should be recalled that the aim of the exercise was 
to either confirm of reject the hypothesis of quasi-steady behaviour following the 
transition from laminar accelerating conditions. It has been shown that the use of the 
modified power law enables accurate determination of whether a profile shape matches 
that required for fully developed turbulent flow. Since this will be the primary test as 
to whether quasi-steady conditions are established in some respect, there is no 
likelihood that an erroneous decision on the hypothesis will be made. Obviously, if the 
velocity profile is not shown to be quasi-steady, the use of this friction velocity 
computation will be meaningless. However, if the particular profile is shown to be 
quasi-steady according to the modified power law, then the comparison of measured 
versus calculated turbulence intensity can be used as a further significant test. 
For the assumption of fully developed, steady turbulent flow, the pressure gradient in 
the pipe can be related to the non-dimensional coefficient of friction and the mean flow 
velocity by 
Ap  _  /p   -2 
2 D u ^ (6.4.8) 
The pressure gradient in steady flow is balanced by the wall shear stress according to 
the following equation 
= ^ p u^ (6.4.9) 8 
In addition, Blasius showed empirically for smooth walled pipes that 
,-0^5 / = 0.3164 Re-''-''' (6.4.10) 
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for turbulent flow with Re up to 100 x 10^. For higher values, there is increasing 
deviation from equation 6.4.10. In this case, the friction coefficient can be determined 
in a number of ways, such as 
by reading the Moody diagram for smooth 
pipes. 
solving the implicit equation for f 
developed by Colebrook [1938], which is 
the basis for the Moody diagram. 
using the approximate explicit equation 
developed by Swammee and Jain [1976], 
which will provide accuracy within 1% 
over the range of interest. For smooth 
pipes, this equation is 
/ = y?5 (6.4.11) 
(1.75 - 0.9 hi [Re])^ 
The friction velocity is simply related to the wall shear stress as follows : 
X « yv u = 
\ P (2.5.2) 
If either the Blasius equation 6.4.10 (for Re < 100 x 10^) or the explicit equation 
6.4.11 (for Re > 100 x 10^) is used to calculate the friction coefficient directly, it is 
therefore possible to formulate a single explicit expression for friction velocity in a 
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smooth pipe, dependent only upon the maximum centre-line velocity in the pipe.  For 
equation 6.4.11, this becomes : 
0.407 kU /^ ^ ION u   = (6.4.12) 
1.75 - 0.9 In (—) 
where JJ        = maximum centreline velocity 
where k — mean velocity coefficient such that   u = k U (6.4.13) 
Therefore, the use of this expression for each time-step profile enables the friction 
velocity to be evaluated. With the use of Laufer's data for Re of 41.3 x lO' and 428 
X 10^ (formulated in terms of the friction velocity), the value of the quasi-steady 
turbulence intensity in absolute units can be estimated accurately at any radial position 
and for any Re within that range. 
If it is assumed that the unsteady velocity profiles are quasi-steady in nature, the quasi- 
steady turbulence intensities across the pipe can be calculated simply from the centreline 
velocity for each profile. These can then be compared directly with the measured 
values of turbulence intensity. However, the measured values require some 
modification, before they can be classed as representative of the true turbulence 
intensity within the flow. 
It can be recalled that the measurement technique in this case consisted of collecting 
velocity readings from a certain number of particle crossings within a short time period. 
It was initially considered that these time steps would be so small as to provide 
representative instantaneous estimates of the flow parameters. However, a detailed 
analysis of the temporal velocity variations showed that this was not the case. Although 
there is no effect on the mean velocity calculation with the use of this time-averaging 
method, there is a particular problem apparent with the determination of turbulence 
190 
intensity. This is calculated as the rms standard deviation of the velocity population. 
It can be readily seen that, if there is trend in the velocity measurements, as should 
occur in a monotonic unsteady analysis, the computed rms will have a deterministic 
component associated with the trend, as well as a stochastic component caused by the 
turbulence of the flow. Obviously, the stochastic component is representative of the 
turbulence intensity, whereas the trend component will be present even in completely 
laminar flow. This is most readily identified by an examination of the computed 
turbulence intensity in the pre-transition phase of the experiments. To gain a true 
estimate of the turbulence intensity therefore, this trend component must be subtracted 
from the computed rms value. The method used to determine the trend component is 
outlined in detail in Appendix C. 
It can therefore be accepted that this method can accurately determine the quasi-steady 
turbulence intensities for an unsteady flow which possesses quasi-steadiness in terms of 
instantaneous velocity profiles. However, this still begs the question of what the 
relationship should theoretically be between the quasi-steady and the unsteady 
turbulence intensities. In particular, the assumption of quasi-steadiness assumes that the 
wall shear stress in the unsteady flow state is equal to that for steady conditions. In 
unsteady flow, the wall shear stress is related to the pressure gradient as well as the 
applied acceleration, as shown from the following equation: 
d (Lp du^ 
'---AVZ-' dt (6.4.14) 
However, this expression does not imply directly that the wall shear stress will change 
in any predetermined way in unsteady flow, since the pressure gradient may (and 
certainly does) also alter with respect to steady state conditions. The validity of this 
statement is borne out, albeit indirectly, by the differing findings of previous research 
in this area, as noted in detail in the literature review in Section 2. Prior to 1986, most 
researchers had postulated, based on both theoretical and experimental considerations, 
that the wall shear stress behaviour in transient turbulent flow was similar to that known 
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exactly for laminar conditions. That is, for a monotonic acceleration, it was expected 
that the unsteady wall shear stress was greater than the quasi-steady value. 
Correspondingly, the wall shear stress in a deceleration field was expected to be lower 
than the quasi-steady equivalent. However, Shuy [1985] and Kurokawa and Morikawa 
[1986] carried out independent experimental studies that concluded precisely the 
opposite of the above findings. It can therefore be seen that there is considerable 
disagreement in respect to the expected behaviour of the wall shear stress in unsteady 
turbulent flow. It is interesting to note also, that Shuy carried out numerous tests using 
relatively low rates of acceleration and deceleration conditions, where he found good 
agreement with the quasi-steady assumption. This therefore implies that, up to the limit 
of acceleration magnitude specified by Shuy, the flow behaviour may be considered to 
be quasi-steady in respect to all flow parameters. 
6.4.3   Spalding's Law of the WaU 
Spalding [1961] and Pai [1956] presented single expressions for the velocity profile over 
the entire cross-section that give a substantially better fit to measured data at the pipe 
centre-line than the more commonly accepted von Karman-Nikuradse Universal 
Velocity Profile. Of the two formulae, Pai's requires calibration against measured data 
to determine the Re dependence. Therefore, Spalding's single 'Law of the Wall' 
equation is likely to be of most use in this analysis : 
y^ = «*+0.1108 ^ ^0.4.-  1  Q^^.   i^Au'f   (0.4M0^   (0.4^-Z)^ 2! 3! 4! (6.4.15) 
where    M"" = u 
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Spalding demonstrated that this equation gave an excellent fit over the entire pipe cross- 
section to Laufer's [1954] data for nominal Re of 50,000 and 500,000. 
In the present analyses, the relevant friction velocity was estimated from the measured 
velocity profile, using the methods outlined in Section 6.4.2 relating to determination 
of quasi-steady turbulence intensity. This then enabled the formulation of the 
theoretical fully developed turbulent profile. The measured velocity profiles for each 
time-step are then available for comparison. 
6.4.4   Flow Measurement by Differentiation of Standpipe Level Readings 
The instantaneous flow rate within the pipe can be evaluated by considering the rate of 
change of level within the upstream standpipe. The potentiometer fitted to this tank 
enabled the accurate determination of level variation over the duration of the 
experiment. Timing for data collection was controlled by computer, which also stored 
the results. At any particular time, the potentiometer outputs a voltage signal, the 
magnitude of which is proportional to the relative water level. This analog voltage was 
transformed to the equivalent digital value by the use of an analog-digital converter. 
These digital values were then stored electronically together with the corresponding time 
values. Data was collected using both the DEC PDP-11 computer, and an IBM PC 
compatible computer. Two different A-D converters were therefore employed, 
depending upon the computer used. For the PDP-11, a simple A-D box developed 
within the Department was used, and the timing was controlled using a computer- 
dependent subroutine. For the IBM computer, a commercial Burr-Brown board was 
installed, and this board controlled the timing of data collection. The results, denoting 
level variation with time, were stored for later analysis. In the simplest form of a closed 
system with no inputs, the rate of change of level variation is directly proportional to 
the pipeline flow rate, according to the following equation: 
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^«.=-f ■ -- f 
where    Q = pipeline flow rate •pipe 
= tank volume 
H = water level within tank 
^tank ~ cross-sectional area of tank 
However, in this experimental series, the tank is receiving input from a larger, constant 
level supply tank at the same time as flow is occurring in the pipeline. Although this 
introduces a further analytical complexity, it also produces higher flow rates and hence 
accelerations throughout the duration of the experiment. It was therefore necessary to 
determine the value of this inflow, which was expected to vary with changing tank 
level. The inflow rate was determined by closing the outflow valve, so that level rise 
in the tank was only caused by the incoming flow, and using the potentiometer to 
register the level variation. For the situation of inflow as well as outflow, the following 
equation holds: 
dH 
dt Qpipe = Qin - ^.n.^ (6-4-17) 
where    <?^^    = inflow to standpipe 
By applying polynomial regression techniques, the level variations for both the total 
flow  and  inflow only  situations  were  described very  accurately  by polynomial 
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expressions with time as the dependent variable. The instantaneous flow rate can be 
simply calculated from differentiation. Therefore, for each time step of the experiment, 
the actual flow rate could be determined. A general computer program was written to 
enable polynomials up to the 5th order to be fitted to any set of collected data. This 
program incorporated a Gaussian solution technique as outlined by Dom and 
McCracken [1972]. As outlined below in Section 6.4.5, in the experimental procedure 
a number of steady state flows were set up, where the steady centreline velocity was 
matched to the short-time averaged centreline velocity for a particular time step in the 
unsteady series. The flow rates for the steady state cases were determined accurately 
by weighing over a significant period of time. It was then possible to compare the two 
flow rate values, as a further and quite rigorous test of the quasi-steady hypothesis. 
Using the modified simple power law, it is also possible to estimate the flow rate for 
a fully developed turbulent profile by consideration of the maximum centreline velocity 
alone. As shown previously, this method will provide accuracy within the region of 
about 1 % on average.  Flow rates were therefore also calculated using this technique. 
6.4.5  Direct Velocity Measurements in Corresponding Steady Flows 
Steady state turbulent flow was set up in the system, so that the maximum centre-line 
velocity was equivalent to that recorded during the transient operation at a number of 
individual time steps. For each time step steady state equivalent case, velocities were 
measured using the LDA at a number of different radial positions, for comparison with 
the unsteady experimental data. Data on turbulence intensities was also recorded at the 
same time, thereby providing a further basis for comparison. 
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6.5    Acceleration Experiments 
Experiment ACC.l was formulated to examine the response of a turbulent flow to the 
effect of an imposed temporal acceleration. A valve opening rate was adopted so that 
10 seconds of velocity data could be collected. This total duration was divided into 50 
time steps of 0.2 second each, so that the temporal behaviour of the flow could be 
analysed in detail. 
As noted earlier, it was necessary to build up a composite picture of the transient flow 
from data collected from repeated runs under identical experimental conditions. The 
start condition for the acceleration test was simply chosen to be that of zero flow - that 
is, the valve was completely closed prior to commencement of each run. An accurately 
positioned microswitch sensor provided an electrical trigger to the computer system as 
the valve started to open, so that the results from repeated tests would be coordinated 
in time. 
Preliminary analysis of the results from experiment ACC.l produced some unexpected 
findings, particularly in regard to the presence of laminar conditions and turbulent 
transition in the early stages of the transient. Therefore, a second acceleration 
experiment, ACC.2, was set up to examine these phenomena in more detail. In this 
case, the rate of acceleration was increased by increasing the motor speed, thereby 
decreasing the time to open the valve. 
For each acceleration experiment, the quasi-steadiness of the flow parameters was 
evaluated using the five different methods outlined in Section 6.4. The results of these 
comparisons are included in the following sections. 
196 
6.5.1   Results for Experiment ACC.l 
6.5.1.1 Velocity Profiles According to Modified Power Law 
For experiment ACC.l, the radial velocity profiles around the time of notional 
transition are given on Figures 43 to 48 for time steps 4 (0.8 seconds) to 9 (1.8 
seconds) respectively. The velocity data has been processed to give the best fit in line 
with Method 1 listed above (velocity variation with radial position calculated in 
accordance with the modified simple power law, equation 6.4.3.), with information 
from both sides of the centre-line plotted coincidently. For example, the data points 
at positions y/d = 0.2 and 0.8 are both plotted at y/R = 0.4. 
As noted earlier, at time-step 4 (Figure 43), the velocity distribution is notionally 
identical with accelerating laminar motion. At time-step 5 (Figure 44), some minor 
deviation from the top-hatted profile is apparent, but these variations are relatively 
insignificant. At time-step 6 (Figure 45), the shape of the profile has altered 
dramatically. 
Although there is some scatter in the data, two conclusions can be drawn. Figure 44 
shows that at time step 5, the velocity profile is not consistent with a quasi-steady 
assumption, as was expected. However, Figure 45 shows that the unsteady velocity 
data for the next time step matches the steady flow equivalent in an adequate fashion, 
and therefore satisfies the modified power law, and ultimately the condition of quasi- 
steadiness. The scatter is easily explained in terms of the duration of the data collection 
period, and should in no way be considered to be experimental in nature. Rather, it is 
an expected characteristic of steady turbulent flow. The short-time mean velocity for 
each time step was determined as the ensemble average of a number of readings 
occurring over a period of less than 0.2 seconds in this case. Normally, temporally- 
averaged flow parameters would be collected over significantly longer periods of time. 
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FIGURE 43 Mod. Power Law, ACC.1 - Time Step 4 
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FIGURE 44 Mod. Power Law, ACC.1 - Time Step 5 
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FIGURE 45 Mod- Power Law, ACC.1 - Time Step 6 
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FIGURE 46 Mod. Power Law, ACC.1 - Time Step 7 
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FIGURE 47 Mod- Power Law, ACC.1 - Time Step 8 
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FIGURE 48 Mod. Power Law, ACC.1 - Time Step 9 
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An examination of the remaining figures in this series shows increasingly better 
compliance with the modified simple power law. Therefore, in terms of equation 6.4.3, 
the time-steps immediately following departure from laminar conditions indicate fully 
developed turbulent flow, with velocity profiles similar to the corresponding steady 
turbulent flow with the same Re. 
6.5.1.2 Turbulence Intensities According to Laufer's Data 
Figures 49 to 52 present the trend-adjusted turbulence intensities over the full duration 
of the experiment ACC.l, for differing radial positions across the pipe cross-section, 
as noted on each Figure. Also marked on these Figures are the theoretical turbulence 
intensity temporal distributions for the equivalent fully developed steady turbulent 
flows, calculated in accordance with Laufer's data using the method outlined above. 
The presence of laminar flow is obvious at the start of each figure, where the apparent 
turbulence intensities are effectively negligible. However, following time-step 5 and 
leaving aside the previously noted scatter of data points, it can be seen that the match 
with the theoretical analysis is consistently satisfactory at each radial position, 
particularly when the entire time history is considered. Once again, this is definite 
evidence of the fully developed nature of the flow, and the rapid transition from laminar 
conditions. 
However, a close analysis of these figures shows what may be a significant 
phenomenon in the time steps immediately following transition. For each radial 
position, the experimentally determined u'^^s is smaller than the equivalent quasi-steady 
value. In order to determine the significance or otherwise of this difference, it is 
necessary to consider the statistical parameters involved in detail. 
The values of u'^^ were determined as the r.m.s. standard deviations of the individual 
velocity measurements over a short time step. Each set of data was verified by 
repeating the experiment a number of times, and it was found that the range of values 
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FIG 49 - TURBULENCE INTENSITIES ACC-1 Quasi-Steady and Unsteady at y/R = 0.10 
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FIG 50 - TURBULENCE INTENSITIES ACC.1 Quasi-steady and Unsteady at y/R = 0.25 
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FIG 51 - TURBULENCE INTENSITIES ACC-1 
Quasi-Steady and Unsteady at y/R = 0.50 
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FIG 52 - TURBULENCE INTENSITIES ACC.1 Quasi-Steady and Unsteady at y/R = 1.00 
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was quite small.  The measured data therefore represent a fmite sample of an infinite 
population. Statistically, it can be shown that the sample variance, (u'^'^ provides an 
unbiased point estimate of the true population variance,     o^  .  If a statistic is 
formulated, 
x^=^^!:}}!^ (6.5.1) 
where n = number of velocity measurements in time step 
then it can further be shown that this statistic has a chi-square distribution with n-1 
degrees of freedom, when the samples are chosen from a population that is normally 
distributed. Since this criteria is satisfied for steady turbulent flow, the chi-square 
distribution can be used to calculate the significance limits of the measured u'^^ values. 
By adopting a suitable hypothesis, the similarity of the variances of both the sample and 
the total population can be evaluated.  In this case, the chosen hypothesis is that 
"L = ^J 
which presumes quasi-steady behaviour of the flow.   The alternate hypothesis in this 
case was chosen as 
u     < o 
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An example of the calculation procedure can now be provided. From Figure 52, for 
the centreline radial position, the hypothesis that the difference in variance is significant 
can be determined.  The two values will be differentiated by subscripting, as follows: 
u^ = u'nns calculated directly from velocity measurements 
u'^ = u'nns calculated indirectly from friction velocity 
At time step 12, the two values for   u'      and   u'^^.   are 0.05 and 0.075 respectively, 
and there were a total of 40 readings taken within the time step.    Therefore, the 
significance statistic becomes 
Y2-(40-1)X0.05^_^^3 
0.075^ 
For the chi-square distribution with (n-1) = 39 degrees of freedom, the null hypothesis 
is therefore significant only at the 0.001 level.   Accordingly, the hypothesis that the 
calculated   u'      value is smaller than the equivalent quasi-steady value is accepted at 
this significance level. Therefore, there is a very strong likelihood that the turbulence 
content of the flow for a short time immediately following transition is significantly 
smaller than that occurring at the equivalent Re in steady turbulent flow. 
For the later time steps, it can be seen from each of Figures 49 to 52 that, after about 
time step 25 (approximately 3.8 seconds after transition has occurred), there is an 
increasingly better match between the unsteady and the quasi-steady turbulence 
intensities.  The observed behaviour is completely consistent with the expectations for 
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accelerating flow. It is known that an acceleraUve field has the capacity to suppress the 
turbulence intensity under turbulent flow conditions. It should be noted in Experiment 
ACC.l that the rate of acceleration is decreasing with time, and that the flow will be 
under the influence of a greater acceleration in the earlier time steps. The adherence 
to quasi-steady conditions for later time steps is probably indicative of the fact that the 
acceleration has reduced significantiy at those times, and that conditions could perhaps 
be truly described as quasi-steady. From an acceptable extrapolation of Table 9, it is 
apparent that the value of the acceleration parameter will have diminished significantiy 
after about time step 30. 
This finding is significant in a number of respects. Firstly, the method of computation 
of the quasi-steady values carries the implicit assumption that the wall shear stress in 
unsteady flow is identical to that for steady state conditions. It has been shown here 
that for the fluid acceleration transients generated in experiment ACC.l, the quasi- 
steady turbulence intensities are approximately equal to the unsteady turbulence 
intensities for times other than immediately following laminar-turbulent transition. 
Ignoring the possibility of a more complex explanation, this finding is consistent with 
the assumption of a quasi-steady wall shear stress. 
Shuy's [1985] work would seem to show adequately, on the weight of a significant 
amount of experimental evidence, that the instantaneous shear stress during a significant 
monotonic acceleration transient is smaller than the quasi-steady value. If it was 
concluded therefore, that the values of the unsteady wall shear stress following 
transition were different from the equivalent steady values, then an apparent dichotomy 
is present. This is, that even though the wall shears vary, the velocity profiles match 
the steady state equivalent. However, it is also important to consider the results of the 
present acceleration experiments, and how these may have related to Shuy's findings. 
In particular, Shuy had no means of determining whether the flow at any particular 
instant was notionally turbulent or laminar. It is possible that, for at least part of the 
acceleration transient, the flow was accelerating laminar. Under these conditions, the 
laminar shear stresses would be much lower than the quasi-steady turbulent value. 
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However, it should also be noted that Shuy found consistently lower values of wall 
shear stress over the entire duration of the transient. 
In order to reach a conclusion in regard to the shape of the velocity profile, it must first 
be determined whether the rate of acceleration present in experiment ACC.l is 
significant in terms of Shuy's acceleration parameter, <^, defined previously as 
* = ^-^ ^ (4.3) 
Both the instantaneous rate of flow, and change of rate of flow are available by 
differentiation of the accurate water level data obtained from the standpipe 
potentiometer over the duration of the experiment. Therefore, it is a simple matter to 
calculate the mean velocity and acceleration for each time step. Also, the value of the 
quasi-steady Darcy-Weisbach friction factor is easily determined, given the flow rate 
and hence Re. The value of 0 can be calculated therefore, for each time step following 
transition. 
The computed values of acceleration parameter for the post-transition turbulent flow are 
given in the following Table 9: 
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TABLE 9 
Temporal   Variation  of  Acceleration  and  Acceleration   Parameter  for 
Experiment ACC.l 
Time Actual Acceleration <!> 
Step Time 
(sec) (ms') 
6 1.1 0.34 0.67 
7 1.3 0.34 0.63 
8 1.5 0.34 0.59 
9 1.7 0.34 0.55 
10 1.9 0.34 0.52 
The peak value of the acceleration parameter listed above is greater than the value 
specified by Shuy (</> =0.66) as producing a 10% difference in the computed unsteady 
friction coefficient, f^, compared to the equivalent steady state friction coefficient, f,. 
For the corresponding 5% deviation, Shuy specified a value of <^ = 0.33. 
Shuy's figures therefore confirm that experiment ACC. 1 was conducted under unsteady 
conditions, and so, according to that author, the wall shear stress should therefore be 
significantly lower than for the quasi-steady condition. If this were correct, then it 
would be further expected that the turbulence intensities would be lower than quasi- 
steady. This is precisely the observed condition. Therefore, the results in relation to 
unsteady turbulence intensities are generally supportive of Shuy's data. 
Some previous researchers have postulated that there should be a lag between 
application of an acceleration and the response of the flow, especially in respect to the 
turbulent content. In particular, the findings of Tu and Ramaprian [1983,A] were that 
the turbulence intensity in a pulsating flow field became essentially uncoupled from the 
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velocity field, remaining frozen at the mean flow values across the entire extent of the 
pipe. For the significant acceleration phase of experiment ACC.l, the lowered 
turbulence intensities are consistent with a lagging effect in accelerated flow. During 
this period, the turbulence intensity required to match the measured velocity profile (for 
quasi-steady conditions) does not occur until a significant period of time after that 
profile has been observed. For example, on Figure 52, the quasi-steady turbulence 
intensity at time step 12 is 0.075 ms'\ a value which is not achieved in the unsteady 
case until about time step 18.  This represents a lag of 1.2 seconds. 
6.5.1.3 Velocity Profiles According to Spalding's Law of the Wall Formula 
Figures 53 to 56 plot the velocity profiles measured for time-steps 6 to 9 respectively, 
in accordance with the formulation of Spalding as described in method 3 above. As 
noted there, the value of friction velocity used in this representation was that derived 
in the turbulence intensity comparison from method 2. The match between the 
measured unsteady instantaneous velocity profiles, and the fully developed steady 
turbulent profiles according to Spalding is seen to be quite adequate for each time step. 
There is therefore good agreement with the other velocity profile check carried out 
using the modified simple power law. 
The goodness of the quasi-steady fit is reinforced by a closer examination of Spalding's 
formula and the application of sensitivity analyses. In particular, it can be seen that this 
expression may be ill-conditioned in respect to the value of shear velocity used 
throughout. A small difference in shear velocity is magnified significantly in the 
calculation of the velocity profile. For example, a difference of 5% in the value of the 
shear velocity used produces an error of approximately 40% in the computed value of 
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FIGURE 53 Spalding's Law, ACC.1 - Time Step 6 
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FIGURE 54 Spalding's Law, ACC.1 - Time Step 7 
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FIGURE 55 
Spalding's Law, ACC.1 - Time Step 8 
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FIGURE 56 
Spalding's Law, ACC.1 - Time Step 9 
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The use of Spalding's [1961] formula, and the subsequent match to recorded unsteady 
data, can be analysed in regard to Shuy's [1985] findings for unsteady wall shear stress. 
The use of the quasi-steady friction velocity in Method 1 is completely dependent upon 
a similar quasi-steady relationship for the unsteady wall shear stress. Shuy indicated 
that this is not the case, and that the wall shear stress in accelerating flow should be 
always smaller than the equivalent steady state value. Spalding's formula provides a 
good opportunity to test the effect upon the measured velocity profiles for a reduction 
in the wall shear stress commensurate with that reported by Shuy. 
It was shown that the value of the acceleration parameter, 4>, at time step 6 was 0.67. 
For this magnitude, Shuy found that the unsteady friction factor, and hence the unsteady 
wall shear stress, were 10% smaller than their steady state equivalents. The computed 
friction velocity should therefore be multiplied by a factor of ^0.90. Figure 57 
presents the calculated profile for time step 6, based on the revised friction velocity. 
For comparison purposes, the effect of increasing the friction velocity by a factor of 
Vl.lO is also shown on this figure, as is the actually measured velocity profile. 
It can be seen that the fit of either of the modified data sets to the actual recordings is 
very poor, particularly in relation to the fit achieved on Figure 53 using the quasi- 
steady assumption for unsteady wall shear stress. This result should not be considered 
as a disproof of Shuy's hypotheses, principally because of the simplistic nature of the 
analysis. Rather, the use of Spalding's formula in unsteady flow conditions simply 
yields no validation of these hypotheses. 
6.5.1.4 Comparison of Measured and Calculated Flow Rates 
Figure 58 shows the temporal variation in flow rate over the experiment duration, for 
measured discharge (calculated according to the change in water level in the upstream 
tank), inferred discharge (assuming fully developed turbulent profiles from time step 
5 onwards) and measured discharge from the equivalent quasi-steady case (determined 
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FIGURE 57b Spalding's Law, Shear Stress + 10% 
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FIGURE 58 Temporal Variation in Flow Rate - ACC.1 
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from accurate weighing over a long time penod).    There is excellent cuiielatioa 
between all three sets of data. 
6.5.1.5 Quasi-Steady Point Velocities 
Figures 59 to 63 show the measured accelerating velocity profiles at a number of 
different post-transition time steps. Also plotted on these Figures are individual 
velocity readings for the corresponding steady state flows. All Figures show excellent 
agreement between the unsteady and steady state profiles. 
6.5.1.6 Conclusions for Experiment ACC.l 
The following conclusions can be drawn from the plotted data, and the interpretation 
provided above : 
1) The mean velocity profiles at each time step following 
transition are indistinguishable from the corresponding 
steady profiles computed at the same Re. This similarity 
was achieved using two independent and analytically 
disparate methods. The behaviour of the short-time 
averaged velocities throughout the measured pipe section 
following transition can be therefore classed as quasi- 
steady. However, it must be noted that the experimental 
techniques did not allow measurements within the viscous 
boundary layer in the wall region. 
2) Transition from lamineir to turbulent conditions was 
delayed until a Re in excess of 100 x 10^ was achieved. 
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FIG 62 - STEADY FLOW VELOCITIES ACC.1 - UNSTEADY TIME STEP 9 
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FIG 63 - STEADY FLOW VELOCITIES ACC.1 - UNSTEADY TIME STEP 10 
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3) For a short period of time immediately following 
transition, the measured turbulence intensities were 
statistically lower than the equivalent steady state values. 
As the rate of acceleration decreased with time, the 
measured unsteady turbulence intensities were found to 
match the quasi-steady values closely. This result is 
supportive of the concept that an accelerative field can 
reduce the variability of a turbulent flow. However, the 
result is also somewhat unexpected, in that the velocity 
profiles in this same period matched the quasi-steady 
profiles closely. 
4) The validity and accuracy of the modified simple power 
law technique for estimating flow rates from the centreline 
velocity alone was demonstrated adequately. 
5) Based on the use of the friction velocity in the application 
of Spalding's formula to the measured velocity profile 
data, it was shown that a quasi-steady assumption for 
unsteady wall shear stress variation provided an adequate 
fit to the measured data. By contrast, in comparison to 
the equivalent steady state shear stress, adoption of either 
a decreased value (as proposed by Shuy) or an increased 
value (as occurs for unsteady laminar flow), was shown to 
produce a poor fit to measured data. On this admittedly 
singular basis, therefore, there is evidence to deduce that 
the quasi-steady assumption for wall shear stress in 
accelerating turbulent flow is applicable, at least for the 
noted range of accelerations. However, the measured 
values    of   turbulence    intensity    in    the    significant 
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acceleration zone are consistent with decreased wall shear 
stresses,in comparison to steady state conditions. 
6) There is excellent agreement between instantaneous 
unsteady flow rates over the duration of the experiment, 
and the fully developed steady turbulent flow equivalents. 
It has already been shown above that there is a consistent 
velocity profile match over the region of measurement for 
both the accelerated and equivalent steady state flow. 
Since it is not possible to consider a consistent (increasing 
from the wall) profile within the viscous sub-layer other 
than that which occurs in steady flow, it can therefore be 
concluded that the velocity profile over the entire pipe 
diameter is unchanged in accelerating flow in comparison 
with steady state conditions. 
7) Transition from laminar to turbulent flow occurs firstly in 
the near-wall regions in the cross-section. Transition in 
the core region of the flow (y/R > 0.25) occurs at a 
significantly later time, and globally at the same instant. 
Based on these findings, a further acceleration experiment, ACC.2, was formulated. 
6.5.2   Results for Experiment ACC.2 
The procedure outlined for ACC.l was repeated for the data collected for the 
acceleration experiment ACC.2. This experiment was designed differently than ACC. 1 
in the following respects: 
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1) The downstream valve was opened at a faster rate, to 
produce a significantly greater rate of temporal 
acceleration. 
2) The laminar acceleration range was examined in greater 
detail, by devoting a proportionally longer time to 
collection of laminar profiles, prior to transition. 
3) The time step was reduced to 0.06 second, to defme the 
temporal extent of transition more accurately. 
One potentially negative aspect of these changes was that the number of valid particle 
crossings during each time step was reduced to 10 or less, from the previously used 35 
or 40. The effect of this reduction was analysed in respect to the statistical accuracy 
of the intra time step parameters (in comparison with the assumed full population 
parameters). 
Cochran [1953] discusses the estimation of sample size from a population of infinite 
size. In the case of particle velocities, it is valid to assume a normal distribution for 
the total population. For a given sample size and known standard deviation of the 
population, it is possible to estimate a confidence interval for the sample mean. From 
the measurements in steady state turbulent flow reported upon in Section 5, as well as 
Laufer's data, the rms can be calculated at a number of different radial positions. 
Turbulence intensity varies with radial distance, being lowest at the centreline. These 
rms values were accepted as reliable estimates of the true population standard 
variations.  The values derived in this manner are given in the following Table 10: 
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TABLE 10 
Radial Variation of Turbulence Intensity as a Percentage of Mean 
Velocity at Re of 100 x 10^ 
Position u'^ 
y/R = 1.00 3.0% 
y/R = 0.84 3.5% 
y/R = 0.63 4.5% 
y/R = 0.42 5.5% 
y/R = 0.21 7.5% 
y/R = 0.11 8.5% 
Based on this data, it is conservative for the puq)oses of this analysis to assume a value 
of say 7% for the average standard deviation within the flow. According to Cochran, 
therefore, the expression for sample size probability is 
n = ii^f (6.5.1) e 
where t = area under the normal distribution for a particular probability 
S = standard deviation of sample means 
e = margin of error 
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The value of t is 1.96 and 2.58 for the 95 % and 99% confidence intervals respectively. 
For a sample size of 8 readings therefore, the margins of error for the mean are as 
follows. 
1) There is a 95 % chance that the true population mean will lie within 5 % of 
the sample mean. 
2) There is a 99% chance that the true mean is within 6.5 % of the sample mean. 
Based on these findings, it was decided to accept the analysis as providing statistically 
valid results for the local velocities calculated as short-time averages. 
6.5.2.1 Velocity Profiles According to Modified Power Law 
For experiment ACC.2, Figures 17 and 18 display the ensemble-averaged velocity 
profiles determined at each of the 50 time steps over the duration of the experiment. 
It can be seen that the deviation from laminar slug flow is initiated at about time step 
34 (time 1.92 seconds). The profile behaviour around transition can be examined in 
more detail. At time step 32, the data is typical of the laminar accelerating profile 
previously identified, with the central section of the flow acting as an inviscid slug. 
Time step 33 (time 1.98 seconds) shows some slight deviation from the accelerating 
laminar profile in respect to a flattening of the velocity gradient at a position just away 
from the wall. As noted earlier, there is also some distortion on the right hand side of 
the profile. However, it is still considered that the profile is essentially laminar in 
nature. 
It is seen that the profile shape has undergone a major change at time step 34 (time 2.02 
seconds). A degree of irregularity is apparent in the shape of the profile from one 
radial measurement point to the next. The following time steps show a more consistent 
profile shape, with the irregularity reduced significantly. 
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Figures 64 to 69 show the application of the modified power law method to the velocity 
profiles measured at time steps 32 to 37 respectively. 
As expected, Figures 64 and 65 show that the profiles at time steps 32 and 33 (times 
1.92 and 1.98 seconds) do not fit the quasi-steady turbulent profile. At first 
appearance, the profile for time step 34 (time 2.04 seconds) notionally has a shape 
consistent with that for a fully developed turbulent profile. However, the detailed plot 
given in Figure 66 displays some intriguing information. Over the outer region of the 
cross-section (y/R = 0.0 to 0.5), there is a good match to the modified power law. In 
contrast, the variability in the velocities in the core region of the flow are shown to be 
significantly greater than for either the previous or following time steps. That is, the 
velocities are more disparate from one radial measurement position to the next. Also, 
in this core region (y/R = 0.5 to 1.0), the velocities have increased on average by over 
10% in a time step of only 0.06 second. For the preceding time step, the average 
velocity increase in the same region was only of the order of 2 %. 
It can also be seen that the velocities just outside of the wall region have decreased 
slightly in comparison with those of time step 33. Figure 70 shows the percentage 
change over the cross-section. This graph shows that a very significant re-distribution 
of momentum has occurred over this small time step. 
A study of Figures 67 to 69, giving the velocity profiles for time steps 35 to 37, 
completes the picture, but also raises some interesting questions. These Figures show 
that the profiles are well described by the modified power law. In addition, there is 
much less scatter in the data than for time step 34. What is most surprising is that the 
velocities in the core region of the profile for time step 35 appear to be significantly 
smaller than for time step 34, while the velocities in the wall region are notably larger. 
Figure 71 presents a similar comparison as Figure 70, this time showing a further re- 
distribufion occurring from time steps 34 to 35. 
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FIGURE 64 Mod. Power Law, ACC.2 - Time Step 32 
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FIGURE 65 Mod- Power Law, ACC.2 - Time Step 33 
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FIGURE 66 Mod- Power Law, ACC.2 - Time Step 34 
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FIGURE 67 Mod. Power Law, ACC.2 - Time Step 35 
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FIGURE 68 Mod- Power Law, ACC.2 - Time Step 36 
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FIGURE 69 Mod. Power Law, ACC.2 - Time Step 37 
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FIGURE 70-ACC.2 % Change in Profile, TS 33 to 34 
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The change in profile shape over the transition period is shown graphically on Figure 
72, which displays each of the profiles for succeeding time steps. This Figure 
demonstrates a number of points powerfully: 
1) The minor velocity and profile changes taking place from time steps 32 
to 33, essentially in a laminar accelerating phase. 
2) The magnitude of the profile shape change between time steps 33 and 34. 
In particular, the large increase in velocity in the central portion of the 
flow. 
3) The degree of irregularity shown between adjacent radial locations for 
the profile at time step 34. 
4) The reduction in core velocities from time step 34 to 35, and the more 
regular profile shape thereby produced at time step 35. 
5) The small velocity changes from time step 35 to 36, consistent with 
monotonic acceleration in a turbulent field. 
Given the match to the modified power law, it would be reasonable to conclude that 
fully developed quasi-steady turbulent flow conditions are present in the pipe from time 
step 35 onwards. Further expanding this concept, and assuming that time step 32 is 
laminar in nature and marks the beginning of the laminar-turbulent transition, Figure 
66 therefore shows the flow in a transitional state, at time step 34. However, the shape 
of the velocity profile on this figure certainly does not indicate that the profile could in 
any way be considered intermediate between those measured for time steps 33 and 35. 
The most striking aspect of this comparison is the large increase in core velocities from 
time step 32 to 33, followed by a smaller but still significant decrease in the following 
time step. 
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FIGURE 72 ACC.2 - Profile Changes at Transition 
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As a measure of the strength of the profile shape change, the peak localised 
accelerations can be determined at those locations, where the velocity changes are 
greatest. The average acceleration from time step 33 to time step 34, based on the 
mean sectional velocity change, is only about 0.52 ms'^. However, it will be shown 
that within the section, there are both local accelerations and decelerations that are at 
least an order of magnitude greater than the section average. From Figure 72, it can 
be seen that the general increase in velocity in the core region of the pipe is about 0.30 
ms'^ over the time step of 0.06 second. This would correspond to an acceleration of 
approximately 5.0 ms'^, about Vz g, the gravitational acceleration. The rates of 
acceleration achieved more precisely at a number of radial locations are listed in the 
following Table 11: 
TABLE 11 
Radial Variation of Local Acceleration for Experiment ACC.2 
Location     Acceleration   Proportion 
(y/d) (ms-^) of g 
0.50 6.57 0.67 
0.53 7.31 0.75 
0.55 6.64 0.68 
0.63 1.60 0.16 
0.87 -2.59 -0.26 
0.92 -6.90 -0.70 
There are two significant points to be raised in consideration of these results. Firstly, 
the magnitude of the transients is remarkable, given the comparatively low acceleration 
for the section in toto. Secondly, it can be seen that there is a major shift between the 
core region of the pipe and the outer radii. In particular, from location 0.53d to 0.92d, 
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which represents a physical distance of less than 20 mm within the pipe, there is a net 
change in the local temporal acceleration of over 14 ms'^, corresponding to almost 1.5 
g. This implies the production of very significant shear stresses within the fluid over 
this small radial distance. It could therefore reasonably be expected that turbulence 
would increase in relation to a comparable steady state situation, i.e., turbulence 
intensities would be greater than quasi-steady. However, it will be shown in Section 
6.5.2 following, that in fact the opposite occurred. 
One immediate postulation in regard to the profile change is that the transfer of energy 
from ordered laminar flow to a chaotic turbulent condition is so great during transition, 
that the velocity profile is forced to overshoot the correct fully turbulent shape. The 
profile becomes more elongated in shape (i.e., a greater range between minimum and 
maximum velocities) than should occur. This could be explained on a very primitive 
and intuitive level if the amount of momentum transferred from the buffer region 
laterally into the centre of the pipe was greater than that required for more orderly 
transition. Certainly, the rapidity of transition in comparison to steady state conditions 
indicates the action of a very vigorous, even explosive mechanism. As the momentum 
transfer occurs, presumably via the formation of significant vorticity, the profile reacts 
by reducing velocity in the near wall regions, and speeding up considerably in the areas 
closer to the centreline. This process is identical to that expected under more regular 
transition conditions. However, for some reason that remains unexplained at this stage, 
the momentum transfer apparently continues past the point required to produce a fully 
developed profile, and the profile shape changes to maintain continuity. It can not be 
argued, therefore, that the transition process in accelerating flow is a continuously 
developing mechanism, whereby transition occurs by steady progress from fully laminar 
to fully turbulent conditions. 
Following this apparent 'over-reaction' to the internal re-distribution, within the next 
time step, the measurements show that the profile attempts to correct its shape again, 
by redistributing momentum in the opposite direction, from the centreline towards the 
wall. Although there is scatter in the measured readings that makes a categoric 
statement impossible, there is some slight support in the experimental results to say that 
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there is a further over-correction at this time step. However, the profiles after time 
step 34 all satisfactorily meet the requirements of the modified power law. Therefore, 
the measured velocities at these later times may represent simply an oscillation between 
acceptable fully developed turbulent flow conditions. Given the relatively short time 
step, this oscillation, if it exists, is probably more a consequence of the stochastic 
nature of normal turbulent flow. However, the magnitude of the anomalies apparent 
in Figures 70 and 71 indicates a phenomena that could not be explained in this way. 
Based on the apparent beginnings of deviation from the laminar accelerating profile 
described at time step 33, the significant departure from turbulent quasi-steady 
conditions found at time step 34, and the return to a fully developed turbulent profile 
at time step 35, it is considered that the laminar-turbulent transition period for this event 
was of the order of two time steps, or 0.12 second. 
Given that the behaviour of the flow in experiment ACC.2 is apparently significantly 
different from that shown for experiment ACC. 1, a check was made on the value of the 
acceleration parameter, 4), at times following transition to turbulent flow. These are 
given in the following Table 12: 
238 
TABLE 12 
Temporal   Variation  of  Acceleration  and  Acceleration   Parameter  for 
Experiment ACC.2 
Time Actual Acceleration 0 
Step Time 
(sec) (ms') 
34 2.01 0.50 0.50 
35 2.07 0.49 0.48 
36 2.13 0,48 0.46 
37 2.19 0.46 0.44 
38 • 2.25 0.45 0.42 
39 2.31 0.45 0.41 
40 2.37 0.43 0.39 
Even though the accelerations are substantially greater than those applied to the fluid 
in experiment ACC. 1, the values of the acceleration parameter are in fact smaller. This 
arises principally from the form of the expression for this parameter, where the 
instantaneous mean sectional velocity is squared in the denominator of equation 4.3. 
Because of the higher rates of acceleration imposed, transition from laminar conditions 
was significantly delayed for this experiment in comparison to ACC.l. Therefore, the 
mean velocity at transition for experiment ACC.l was only 1.69 m/s, whereas in 
experiment ACC.2, turbulence was not established until the mean velocity was 2.46 
m/s. This makes a substantial difference to the values of (j) that can be established, 
even though the accelerations for experiment ACC.2 are greater. 
This result casts some doubt on the use of the acceleration parameter as the sole 
designator of significance of acceleration. In particular, the results of experiment 
ACC.l supported the hypothesis that the fluid behaviour in that instance was quasi- 
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steady. However, with some apparent changes from quasi-steadiness occurring for 
experiment ACC.2, it is inconsistent that the value of the acceleration parameter for that 
experiment should be significantly smaller. 
6.5.2.2 Turbulence Intensities According to Laufer's Data 
Figures 73 to 76 present the turbulence intensities measured at differing radial positions 
across the pipe over the duration of the experiment. These Figures also show the 
equivalent quasi-steady values, derived from Laufer's data and the application of the 
modified power law. It can be seen that the measured turbulence intensities are 
consistently well below those found for the equivalent turbulent steady state Re, with 
a more significant difference between quasi-steady and unsteady values than was found 
for Experiment ACC.l. Given the observed speed and intensity of the laminar- 
turbulent transition for this experimental case, and the significant redistribution of 
momentum that takes place, this was a surprising discovery. Some disquiet was felt at 
these results, particularly since they were obtained using significantly less individual 
particle readings than Experiments ACC. 1 and DEC. 1. In addition, data collection did 
not continue for a sufficient duration to show a return to quasi-steady values. As well, 
the velocity profiles after transition were shown to match the quasi-steady turbulent 
profiles very well.  However, given that 
a) statistical theory indicates that the number of readings taken were sufficient 
to return values of more than adequate accuracy, and 
b) the measured turbulence intensities are lower than the predicted quasi-steady 
values for the entire duration of the turbulent event, and for all radial positions, 
the results must be accepted as representative. A reduction in turbulence intensity in 
comparison with quasi-steady values is consistent with the effect of a significant 
acceleration, a similar effect as that observed in experiment ACC. 1. From Figures 73 
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FIG 73 - TURBULENCE INTENSITIES ACC.2 
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FIG 75 - TURBULENCE INTENSITIES ACC.2 
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to 76, the suppression of turbulence intensity at radial positions other than at the 
centreline is notionally significantly greater than for Experiment ACC.l. However, 
from Section 6.5.2.1 and Table 12, it was noted that the values of the acceleration 
parameter in Experiment ACC.2 at times following transition were lower than those for 
Experiment ACC.l. As for experiment ACC.l, it would appear that the turbulence 
intensity, and presumably the Reynolds stress component, are lagging significantly 
behind the velocity profile. Whereas the velocities seem able to respond instantaneously 
to changes in the pressure field driving the flow, the u'^^s ^d u'v' can not. In 
elementary terms, the lower turbulence intensities show that there is significantly less 
variation in the velocity vector than under steady state, or lower acceleration conditions. 
It is well known that the presence of a temporal acceleration field will cause a delay in 
laminar-turbulent transition, as is well evidenced by the results of ACC.l and ACC.2. 
As well, numerous researchers, notably Ohmi, Iguchi and Urahata [1982, A], Iguchi and 
Ohmi [1982], Iguchi and Ohmi [1984], Iguchi et al [1987] and Kurokawa and 
Morikawa [1986], have shown that relaminarization of turbulent flow in pulsating 
conditions is possible under the action of a sufficiently strong acceleration gradient. 
Therefore, it is well accepted that the presence of such a field can reduce the temporal 
variability of a flow. The results from both experiments ACC.l and ACC.2 are an 
affirmation of this phenomenon. Other researchers, notably Ohmi and Iguchi [1983,B] 
and Shuy [1985], have used the acceleration parameter 0 to define applicable zones of 
behaviour. The implicit belief is that, at appropriately low values of <^, the fluid 
behaviour is quasi-steady, and that increasing values of (j) denote increasing deviation 
from quasi-steady behaviour. Given the quantitatively different results for Experiments 
ACC.l and ACC.2, the use of <^ as a reliable estimator of acceleration effect is 
questionable. 
243 
6.5.2.3 Velocity Profiles According to Spalding's Law of the Wall Formula 
In a similar manner to experiment ACC.l, Spalding's single law of the wall formula 
was applied as a secondary check on the power law velocity profiles. Figures 77 to 80 
provide the comparisons between the measured and calculated velocity information, for 
each time step following transition (time steps 34 to 37). The value of friction velocity 
used in each case was that derived from an assumption of quasi-steadiness in regard to 
unsteady wall shear stress. 
The use of the quasi-steady friction velocity (which implies quasi-steadiness of the 
unsteady wall shear stress) does not yield as consistendy good a fit as was achieved 
with the velocity readings from experiment ACC. 1. However, if the fricdon velocities 
for each time step are increased by a factor equivalent to a 2% increase in the 
instantaneous wall shear stress, the fit to the data becomes much more acceptable at 
each time step. 
It can be noted that this is inconsistent with Shuy's [1985] results, which indicated a 
decrease in wall shear stress in accelerating flows. 
6.5.2.4 Comparison of Measured and Calculated Flow Rates 
For ACC.2, weighed measurements were not taken, since both ACC.l and DEC.l 
showed that, 
1) the method of deriving instantaneous flow rate from the variation of level in 
the upstream tank gave acceptable accuracy, and 
2) the application of the modified power law to the calculation of flow rate from 
the centreline velocity also was acceptable. 
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FIGURE 77 
Spalding's Law, ACC.2 - Time Step 34 
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FIGURE 78 
Spalding's Law, ACC.2 - Time Step 35 
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FIGURE 79 Spalding's Law, ACC.2 - Time Step 36 
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FIGURE 80 Spalding's Law, ACC-2 - Time Step 37 
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Therefore, Figure 81 shows the temporal flow variation for the experiment, as 
determined from the level variation with time in the upstream tank. This plot is 
compared, in the turbulent temporal region, to the flow rates estimated by application 
of the quasi-steady assumption and the modified power law. It can be seen that the fit 
is consistently good over the entire range. As has been shown for ACC. 1 (and will be 
shown for DEC.l in Chapter 6.7.1), it can be stated with confidence that, based on the 
instantaneous velocity profiles, the behaviour of the unsteady flow can be described as 
quasi-steady fully developed turbulent. This of course does not ignore the previously 
noted transition period around time steps 33 and 34, where the velocity profiles are not 
particularly consistent with either steady laminar or turbulent flow. 
6.5.2.5 Quasi-Steady Point Velocities 
For experiment ACC.2, no validation of the velocity profile by direct velocity 
measurement in equivalent steady state flow was carried out. The validation carried out 
in DEC.l and ACC.l using this method was considered to be extraneous in this case, 
given the proven successful application of the modified power law method for those 
experiments. 
6.5.2.6 Conclusions for Experiment ACC.2 
Based on the data presented and the preceding discussions, the following conclusions 
can be drawn in respect of experiment ACC.2: 
1) Prior to transition, the velocity profiles are consistent with 
laminar accelerating conditions, and therefore significantly 
different from quasi-steady laminar conditions. 
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FIGURE 81 Temporal Variation in Flow Rate - ACC.2 
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2) Transition takes place over a time span of about 0.12 
seconds. The change from laminar to turbulent conditions 
is not a smooth developmental process, as evidenced by 
flow profiles measured in the intermediate zone. Rather, 
there is a very significant momentum transfer from the 
turbulence production regions in the buffer layers to the 
core section of the pipe. This transfer causes the velocity 
profile to 'overshoot' the expected quasi-steady turbulent 
profile. 
3) Transition was delayed until a Re in excess of 140 x 10^ 
was achieved. 
4) Following transition, velocity profiles are well described 
by the quasi-steady assumption, and the modified power 
law is shown to hold. 
5) Turbulence intensities at and, at least immediately 
following, transition are significantly below quasi-steady 
values. 
6) Flow rates calculated according to the quasi-steady 
assumption match those calculated for unsteady conditions 
in the post-transition times steps. 
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6.6    Transition in Accelerating Flow 
Transition from laminar to turbulent flow was noted in both acceleration experiments 
carried out. From the ensemble-derived velocity profiles presented for each time step 
in Figures 43 to 48 for ACC.l and Figures 64 to 69 for ACC.2, it can be appreciated 
that the profiles change shape dramatically over the duration of only one time step. 
Leading up to transition, the profiles are all top-hatted, of the typical form for 
accelerating laminar flow, with little velocity variation occurring over the majority of 
the diameter in each section. 
It is immediately obvious that transition in both cases has occurred in a very short 
period of time. The findings of ACC.l, where this event was completed within a 
maximum time of 0.2 second, were sufficiently interesting to justify ACC.2 being 
carried out. It has been estimated that transition for this experiment took place over a 
duration of approximately 0.12 second- 
In terms of transition for steady flows, the matter of a time scale has not been 
considered previously. Many researchers have shown that there is an intermittency 
effect in flows at transitional steady Re within a pipe, most notably Reynolds [1883], 
Rotta [1956] and Wygnanski and Champagne [1973]. Zones of turbulent flow are 
interspersed with zones of laminar flow, with turbulent conditions becoming more fully 
developed with increasing distance downstream. Rotta demonstrated that, even for the 
relatively high transitional Re of 2600, the flow could not be considered to be fully 
turbulent for a distance of over 500 pipe diameters downstream of the pipe entrance. 
Wygnanski and Champagne introduced the concept of turbulent 'slugs' and 'puffs' 
propagated by different mechanisms within the pipe, and travelling downstream with 
the flow. Normally, therefore, transition in the steady pipe flow situation would not 
be considered to be a particularly rapid event. 
The traditional concept of transitional behaviour in this case, whether in a pipe or along 
a flat plate, is well described by Cebeci and Smith [1974] : 
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"Naturally developing transition does not occur as a sharp, continuous 
front. Instead, random spots of turbulence arise. Outside of these spots, 
the flow is still fully laminar. The spots grow because fluid in contact 
with them is contaminated." 
The turbulent spot then travels downstream, forming a wedge with a half angle of about 
10°. With the formation of more and more wedges, there is eventually a coalescing 
where the flow becomes fully turbulent and laminar conditions are excluded. Similarly, 
Brodkey [1967] noted: 
"The transition from laminar flow and the spread of turbulence....is 
composed of a number of developing steps and is not a sudden single 
catastrophic change." 
There is no evidence that this correctly describes the mechanics of transition occurring 
in the accelerated pipe flow. In fact, the behaviour of the accelerating transition is 
indicative of a radically different process. Moss [1989] studied transition in pipe flows 
accelerated from rest to a steady state over a very short period of time, and contended 
that there were two possible modes of transition for this class of flow. The first 
corresponds to the classical theory, with turbulence being initiated by the downstream 
advection of turbulent spots. However, Moss showed experimentally that downstream 
transition under some conditions was occurring at times much earlier than could 
reasonably be expected using this model. He therefore postulated a second transition 
mode, which was described as local boundary layer transition. For a flow that was 
both time-dependent and not fully spatially developed, Moss argued that, for a 
sufficiently high final Re, a turbulent slug could be initiated by immediate transition in 
the boundary layer at a downstream position, where boundary layer thicknesses would 
be greatest. 
Other researchers have commented upon the speed of transition occurring in accelerated 
pipe flows.  Van de Sande et al [1980] stated that 
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"The time to establish a fully developed turbulent flow pattern is shorter 
than could be expected from any known theory." 
Lefebvre and White [1989] showed transition occurring almost instantaneously over a 
25 metre length of pipe, with a maximum time lag in the order of 0.05 second. If, as 
Moss postulated, transition in this case is caused by upstream propagation of a 
turbulence, then the indicated minimum velocity of disturbance transport is 500 ms'^ 
This is greater than could be expected for Moss's theory. In fact, Lefebvre and White 
concluded that the transition time was independent of spatial position for uniform 
acceleration. It was also observed that the boundary layer thickness at transition was 
much less than the pipe radius. Lefebvre and White considered that the global 
transition noted was probably caused by instability of the instantaneous velocity profiles, 
and not by inertial or acceleration effects. They have therefore tended to an explanation 
more in line with the accepted theory of laminar instability developed by Orr, 
Sommerfeld, Tollmien and Schlichting (Schlichting [1968]). However, on a more 
empirical level, the adoption of this theory still leads to the concept of the growth of 
turbulent spots. This mode of turbulent transition can only be accepted in this case if 
it is contended that the turbulent spots form independently at the same time along the 
entire length of pipe. 
It can therefore be concluded that there is, as yet, no model that satisfactorily describes 
the transition phenomenon in accelerating flow. The differences between this process 
and that which occurs in steady flow are significant. 
In the case of a steady pipe flow at a Re well in excess of the transition value, it is 
known that the flow will not reach a fully developed state for some distance 
downstream of the entrance. This will hold true even if the incoming flow is disturbed 
and has a relatively high turbulence intensity. There is considerable disagreement over 
what entrance length in necessary to ensure that turbulent flow is fully developed. 
Schlichting [1968] proposed a minimum value of L/d of 25, based on Nikuradse's 
results.   Hinze [1959] quotes a formula developed by Latzko, 
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- = 0.693 Re^-^^ (6.6.1) d 
For a Re of 90,000, Nikuradse recorded an inlet length of 40, whereas this formula 
yields a prediction of 21.   Hinze concludes 
"For practical purposes Nikuradse's value of 40 diameters may be 
recommended as a minimum value" 
For a sufficiently large Re, it can be considered that turbulence production will be 
initiated in the buffer or transition layer at some short distance downstream of the pipe 
entrance.   Brenkert [1960] states that 
"The   zone   where   the   boundary   layer   changes   from   laminar   to 
turbulent...is usually three to five diameters long." 
The remaining entrance length, of at least 35 pipe diameters, is therefore required for 
this turbulence to be transported laterally to the centre of the pipe, so that the turbulent 
boundary layer occupies the full pipe diameter (except for the thin viscous boundary 
layer at the wall). The time for the flow to traverse this entrance length should 
therefore be analogous to the duration of the laminar-turbulent transition under 
acceleration conditions, if the Re for both cases are similar. 
For ACC.l, the transition duration was taken to be less than 0.2 second. Presuming 
that fully developed quasi-steady turbulent flow holds for the time step immediately 
following transition (as was verified previously), the mean cross-sectional velocity at 
this time can be evaluated using the methods outlined in Section 6.4.1. In this case, 
the velocity was calculated as 1.70 m/s. For the pipe diameter of 50.9 mm, the time 
to travel 40 pipe diameters, or 2.04 m, is therefore about 1.20 seconds, which is greatly 
in excess of the experimentally obtained value. A time of 0.2 second corresponds to 
less than 7 pipe diameters in this instance. 
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Similarly, for ACC.2, the mean velocity at the time step following transition was 
calculated as about 2.50 m/s. To travel 40 pipe diameters in this case would take 0.81 
second. The experimental value has been accepted as 0.12 second. This is equivalent 
to about 6 pipe diameters for this mean flow rate. 
It is recognized that the transition length in steady pipe flow can be reduced by the 
presence of significant turbulence intensity in the upstream fluid supply. This 
turbulence may be either present in the fluid itself, or induced by a roughened inlet. 
For example, Laufer [1954] used a roughened inlet in his important experiments to 
produce an inlet length of 25 pipe diameters to fully developed turbulent profiles. 
However, in the present experiments, it has been shown that the turbulent content of 
the laminar flow prior to transition is very low indeed, probably much lower than exists 
in steady laminar flow at near transition Re. It could therefore be argued that the 
transition lengths should be significantly greater than the minimum values used, since 
previous researchers have shown that, by reducing upstream turbulence, transition can 
be delayed very significantly. 
Transition under accelerated flow conditions is seen to be significantly different to the 
steady state transition case. The differences are so marked that it is postulated that an 
entirely different mechanism of turbulent diffusion may be operating. Certainly, the 
transition length is much shorter than could reasonably be expected from the growth and 
advection of turbulent spots. Since the present experimental results were collected at 
only one cross-section, it is not possible to delineate this process completely. 
The speed of transition within the accelerated pipe flow is much closer to that found for 
a flat plate in a free air stream, rather than for steady pipe flow. As noted by Streeter 
[1961] and Schlichting [1968], a fully developed turbulent layer begins at a distance x 
from the leading edge, such that the length Re becomes 
U X 
V 
R^crit = (-^)cnr3xlO^ to 3x10^ (6.6.2) 
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where    U^     = free stream velocity 
A Re value of 1 x 10^ was adopted because of the very low turbulent content of the 
flow, as previously noted. For the mean velocities at transition for experiments ACC. 1 
and ACC.2, the temporal duration of the transition can therefore be calculated from the 
following equation 
x_ ^  IxlO^v t..r. - -^ - ^^^ (6.6.3) 
yielding 0.31 second and 0.14 second respectively. This would indicate that pipe flow 
is inherently more stable than free stream flow. In fact, a number of researchers have 
shown theoretically that laminar pipe flow is stable under all conditions to two- 
dimensional disturbances, although it is obviously not stable to three-dimensional 
disturbances. The linear-stability theories of transition show that free stream flow is 
not stable to either form of disturbance. 
One possible implication is that the accelerated pipe flow is more susceptible to 
disturbance-induced turbulence than its steady state counterpart, and that the disturbance 
is amplified much more severely under these conditions. In the accelerated pipe flow, 
once transition has been initiated, it is completed in a much shorter period of time than 
for quasi-steady conditions. This could occur if there were some mechanism, present 
in steady flow but absent in unsteady flow, that worked to damp out disturbances to 
some extent. 
This thesis is difficult to support in light of the behaviour of accelerated flows, as 
evidenced by the present experiments as well as numerous previous studies. The 
application of an acceleration to a flow has been shown to suppress the formation of 
disturbances, most obviously reflected in the very low turbulence intensity of the 
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developing flow. It is well accepted (van de Sande [1980], Moss [1989], Lefebvre and 
White [1989]) that this extinction of turbulence causes a significant delay in transition, 
to Re in excess of 100 x 10^. 
The speed of transition may therefore be linked to the delayed transition response. It 
would be expected that the propensity for turbulent transition must increase with 
increasing Re. Prior to transition in either steady state or accelerating flow, the total 
available energy of the system is directed in the longitudinal direction. Under steady 
flow conditions, the degree of turbulence generated is designated by the Re, which 
determines the capacity of the flow to sustain the formation of eddies and signiflcant 
vorticity. 
However, another interpretation can be considered. Nielsen [1991], in commenting 
upon the experimental results of this research program, has put forward an alternative 
theory to explain the unsteady transition phenomenon. The details of his hypothesis are 
listed in some detail below\ It is considered that Nielsen's concept is a very plausible 
explanation for many of the phenomena noted during the experimentation. However, 
it is also considered that further work is necessary to accurately deflne the mechanism 
of transition. A full and complete analysis of Nielsen's proposals and their implications 
has therefore not been undertaken in this document.    Nevertheless, the apparent 
1 Nielsen's [1991] Theory for Unsteady Transition 
In his theory, Nielsen postulates that transition is associated much more closely with the growth of the boundary layer 
in the pipe, than with the mechanics of steady pipe transition. Defining the Reynolds number based on the boundary 
layer thickness as 
Jit. = — (6.6.4) V 
where 6 = boundary layer thickness 
A close consideration of Figures 43 and 64, for time step4of ACC.l and time step 32 of ACC,2 respectively enables 
a reasonably accurate estimate of boundary layer thickness to be measured just prior to transition. This leads to the 
determination of the following values for the boundary layer Reynolds number: 
For ACC.l,     R£^ = 4000    , and for ACC.2,     R^^ = 6500 
These values of Re are much more in line with those expected for transition conditions, and the concept of boundary 
layer transition certainly requires more investigation. The theory is well supported by a consideration of the speed 
of transition, as listed on page 254, where it was seen that the duration of transition in both ACC.l and ACC.2 is 
similar to that found for a flat plate under comparable unbounded flow conditions. 
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applicability of the hypothesis and its match with the experimental results indicates that 
it is deserving of more significant analysis. It has therefore been included where 
appropriate as a credible alternative explanation to the transition theories put forward 
by the present author. 
For Re less than 2300, any turbulence that is generated is unable to propagate spatially, 
and flow conditions remain laminar. At steady Re in excess of say 3000, as turbulence 
is generated within the buffer region, the associated formation of eddies provides a 
mechanism whereby the turbulent boundary layer can eventually extend across the entire 
cross-section. At transitional Re in steady flow, there is insufficient energy within the 
flow to maintain the eddy size and strength needed to sustain full temporal and hence 
spatial turbulent conditions. Therefore, the phenomenon of slug transition is observed, 
with its associated intermittency. 
At very high Re, it is certain that the flow inherently contains the energy necessary for 
fully developed turbulent flow to be maintained. However, under accelerating 
conditions, this energy is fully tied up within the laminae, and apparently very little is 
available for eddy formation.   At some point, dependent upon factors such as 
a) the maximum rate of acceleration, 
b) the rate of decrease of acceleration after the maximum is attained, and 
c) the amount of turbulence within the seemingly quiescent flow prior to 
commencement of the event, 
the external driving force is no longer able to suppress the formation of turbulence. It 
is notionally consistent to postulate that, once this no-turbulence condition has been 
breached, eddy formation could proceed unhindered. Obviously at the high Re found 
(in excess of 100 x 10^), the flow has a large amount of energy available to aid this 
process. Under normal (i.e., steady) conditions, it is accepted that such a flow would 
be fully developed turbulent. 
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The question of pre-existing turbulence, and its effect upon transition bears further 
consideration, particularly in light of experimental results that have so far been excluded 
from the analyses. The measurement procedure described earlier included carrying out 
repeated testing at the same measurement location under identical experimental 
conditions, so that an average data set could be assembled from a number of similar 
readings. For both acceleration experiments, transition was found to occur consistently 
at the same time, within a range of 1 to 2 time steps. However, for a very few of these 
repeats, collected at different individual measurement locations, transition occurred at 
markedly earlier times. For consistency of the ensemble averaging techniques, these 
series were excluded from the data set. The reason for this earlier transition was not 
discernible, since care was taken to ensure that experimental conditions were unchanged 
from one run to the next. The only likely variable was the length of time between 
successive experiments. It was therefore concluded that early transition was triggered 
by post-experiment turbulence remaining in the apparently quiescent flow, a situation 
that has been identified previously in other research. 
The possibility that pre-existing turbulence may effect transition Re is indicative of a 
residual effect carried with the flow. The phenomenon of a 'memory' effect is accepted 
for laminar conditions, e.g, Zielke's [1968] weighting function, and has been postulated 
by others, e.g., Iguchi and Ohmi [1983,B], for turbulent conditions. 
However, the results for both acceleration experiments show that the flow exists in a 
laminar accelerating state until transition occurs, and that the turbulence intensity over 
this period is essentially zero. This also holds true for the excluded early transition 
data sets. If the existence of a memory effect is considered, it is interesting to 
contemplate where, in a physical sense, this effect could be held. 
The temporal velocity variations for ACC.2 were presented on Figures 23 to 26 for a 
number of different radial positions. In the core region, the variation of velocity with 
time in the pre-transition zone is remarkably consistent over the number of repeats at 
each position. With increasing proximity to the wall (smaller values of y/R), there is 
significantly less reproducibility over the same time period, typified by increasing 
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variation between successive experimental runs. It is almost certainly no coincidence 
that the buffer transition zone is located in this near-wall region. This zone is 
recognized as the source of the structures that propagate turbulence laterally in steady 
flow situations. It does not appear possible that any memory effect can be retained in 
the core region. At the peripheries of the pipe, it is known that a viscous sub-layer 
exists directly adjacent to the wall under steady turbulent flow conditions. Although 
there is sufficient experimental evidence to show that some degree of unsteadiness exists 
within this layer in steady flows, it is considered unlikely that the magnitude of the 
turbulence intensities occurring here are of significance within an accelerating flow. 
The probability of the memory effect being primarily centred within the viscous sub- 
layer is therefore not high. However, it is considered possible, perhaps even likely, 
that such an effect could originate from the buffer transition zone. 
From this data, ■ it appears that turbulence generation still proceeds in the buffer 
transition zone, despite the presence of laminar conditions further away from the wall. 
The turbulence intensities,and the size and energy of the turbulent eddies would be 
expected to increase with increasing Re in excess of the normal transition limit of say 
3,000. The accelerative field has the effect of actively discouraging the growth of the 
boundary layer in comparison to steady flow conditions. Therefore, the lateral 
transport of turbulence away from the wall is inhibited to such an extent, that laminar 
conditions are able to be maintained in the flow core at very high Re. However, just 
prior to transition, there is likely to be a substantial amount of energy confined to a thin 
layer near the wall, fed by increasing wall shear stress and friction, as the longitudinal 
kinetic energy of the flow increases with increasing Re. This belief is reinforced by 
the results of experiments ACC.l and ACC.2, where it was seen that transition 
apparently occurred in the near-wall region significantly before any effect was noted in 
the core region. 
Therefore, the situation occurs, where, perhaps from one instant to the next, this large 
amount of energy is unable to be confined by the acceleration field, and becomes 
available for lateral momentum transfer.   It is impossible from the experimentation 
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carried out so far to predict what is happening on either the micro or macro scales 
during this transition.  However, two hypotheses can be made. 
Firstly, the very significant change in profile shape from one time step to the next can 
only occur if the transition mechanism is extremely energetic. The concept of the 
accelerating laminar flow 'letting go' at the instant when turbulence can no longer be 
suppressed is consistent with this observation. It is therefore also consistent, to suggest 
that the energy previously (to transition) directed longitudinally, is instantly available 
for turbulence generation within the buffer region, and eddy formation across the pipe 
profile. 
Secondly, for the case of both experiments ACC.l and ACC.2, it was shown that 
turbulence intensities in the post-transition phase were statistically lower than the 
equivalent steady state conditions. This result is consistent with the concept that the 
transition mechanism in such a flow is significantly more ordered than in steady state 
transition. This belief is reinforced indirectly by the apparent lack of effect of the high 
local acceleration and deceleration transients found around the time of transition. With 
a net change in magnitude of over 14 ms"^ occurring over a very small distance, some 
significant spatial distortion of the flow with consequent increase in disorderliness 
would be expected. If the rapidity of transition is considered to be the result of 
extremely fast eddy formation at the time of 'letting go', then the structures so formed 
may be found to be greatly different to those existing in steady turbulent flow. The 
profile over-extension found at time step 33 in ACC.2 is indicative that this may be the 
case. 
It is still difficult to reconcile these two conclusions. On the one hand, it is obvious 
that a high energy phenomena is taking place, significantly more energetic than that 
found in steady flow. Contrastingly, the transition mechanism is apparently so 
structured that turbulence intensities are much lower than found in the corresponding 
steady flow. 
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6.7    Deceleration Experiment 
One deceleration experiment was carried out, with identical data collection and analysis 
techniques as applied for experiment ACC.l. 
Using a time step of 0.2 second, the velocities of between 35 and 40 particles were 
measured per time step using the LDA. Time step-average longitudinal velocity was 
calculated, together with the rms standard deviation, corresponding to the turbulence 
intensity of the flow. As for the acceleration experiments, repeated runs were carried 
out at each radial measurement position, so that ensemble averaged profiles could be 
assembled for each time step. 
For the deceleration test, it was necessary to adopt a starting steady state flow in the 
system. Valve closure was triggered using the microswitch arrangement, reversed in 
direction so as to activate upon a valve closure point, to give repeatably accurate 
positioning. Total experiment duration was 50 time intervals, equivalent to 10 seconds 
of data collection. 
In line with the analysis carried out for ACC.l, the data collected was processed in the 
following ways: 
1) The modified power law derived in Section 6.4.1 was applied directly to 
each of the time step profiles, to determine the applicability of the quasi- 
steady assumption for profile shape. 
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2) The actual measured unsteady flow rate, calculated from instantaneous 
level changes in the upstream supply tank, was compared to 
a) quasi-steady flow rates determined using the assumption of fully 
developed turbulent flow at each time step, and the derivation of 
the power law, as outlined in Section 6.4.5, and 
b) flow rates determined by weighing, for the steady flow situation 
where the centreline velocity was equal to that measured at an 
actual time step during the experiment. 
4) The velocities at a number of radial positions on selected unsteady 
profiles were compared against the equivalent data in the fully turbulent 
steady state flows, where the steady centreline velocity was equal to the 
instantaneous centreline velocity recorded in the unsteady case. 
5) The measured turbulence intensities were compared to the equivalent 
quasi-steady values that would have been applicable at each time step. 
6.7.1   Results for Experiment DEC.l 
Figures 82 to 85 show the temporal variation of velocity recorded at a number of 
different radial positions within the pipe. For most positions, six experimental repeats 
were carried out. Further, it can be seen that the velocity data collected at each 
position was very consistent over the six repeats. The deceleration trend at each 
location is apparent. 
Figures 27 and 28 show the ensemble averaged velocity profiles assembled for each of 
the 50 time steps of the experiment.   Unlike the acceleration tests, there are no 
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discernible differences between successive profile shapes. Each shape is, on first 
appearances, notionally turbulent. 
The characteristics of the valve used dictated that the maximum decelerations were 
recorded at the end of the experimental series. Therefore, detailed analysis was 
focussed on the interval from time step 40 to the end. 
Figures 86 to 91 give the profiles for time steps 40, 42, 44, 46, 48 and 50 in detail, 
with the data presented according to the modified power law fit. The match to fully 
developed turbulent conditions is good throughout. 
Figures 92 to 95 display the measured values of unsteady rms standard deviation for the 
velocity data at four different radial locations (y/R = 0.1, 0.25, 0.50, LOO), together 
with the calculated turbulence intensities for equivalent quasi-steady turbulent conditions 
according to Laufer's data. The measured rms have been corrected for the trend 
component of the standard deviation. At each radial position, the match between 
unsteady and quasi-steady values is close over the total experimental duration. 
However, at least visually, it appears that unsteady turbulence intensity is slightly 
smaller than the steady value for radial positions y/R = 0.1, 0.25 and 0.50, particularly 
towards the end of the time collection period. 
The fit to each of the time step velocity profiles according to Spalding's law of the wall 
equation is shown on Figures 96 to 99 for time steps 44, 46, 48 and 50 respectively. 
For the first three cases, the match between theoretical and measured values is good. 
At time step 50, the match could perhaps only be considered adequate. 
The flow rate comparison over the experiment duration is given on Figure 100. Again, 
there is good agreement between the measured unsteady flow and the power law quasi- 
steady flow values derived from each time step profile. The actual weighed steady state 
flow rates at a number of discrete time steps do not match as well, but still lie within 
about 5% of the values derived by the other methods. 
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FIGURE 87 Mod. Power Law, DEC.1 - Time Step 42 
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FIGURE 88 Mod- Power Law, DEC.1 - Time Step 44 
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FIGURE 89 Mod. Power Law, DEC.1 - Time Step 46 
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FIGURE 90 Mod. Power Law, DEC.1 - Time Step 48 
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FIGURE 91 Mod. Power Law, DEC.1 - Time Step 50 
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FIG 92 - TURBULENCE INTENSITIES DEC.1 Quasi-Steady and Unsteady at y/R = 0.10 
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FIG 94 - TURBULENCE INTENSITIES DEC-1 Quasi-Steady and Unsteady at y/R = 0.50 
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FIGURE 96 
Spalding's Law, DEC.1 - Time Step 44 
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Spalding's Law, DEC.1 - Time Step 46 
2500- 
2000- 
1500- + 
1000- 
500- 
□ 
X 
□ □ n        X 
□ X 
X X 
X 
^ □ 
X TT 
X □ 
□ a □ 
u + 
17 18 19 20 21 22 23 24 25 26 
□   measured   x   predict 
276 
FIGURE 98 
Spalding's Law, DEC.1 - Time Step 48 
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FIGURE 99 Spalding's Law, DEC.1 - Time Step 50 
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FIGURE 100 Temporal Variation in Flow Rate - DEC.1 
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Figures 101 to 103 show the measured unsteady profiles for time steps 44, 46 and 50 
respectively, together with a number of steady state velocities measured for the situation 
where the steady state centreline velocity matched the unsteady value at those particular 
time steps. There is excellent agreement in all cases between the unsteady point 
velocities and the steady state values. 
In line with the data processing carried out for the previous two experiments, it was 
necessary to confirm the unsteadiness of the flow in accordance with the requirements 
of Shuy [1985]. The values of the acceleration parameters determined from the mean 
sectional velocities for time steps towards the end of the data collection period are given 
in the following Table 13.   The maximum value of 0 achieved was -0.62. 
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FIG 101 - STEADY FLOW VELOCITIES 
DEC.1 - UNSTEADY TIME STEP 46 
-^ 2 E 1.9 ^—^ 1.8 
>^ 1.7 .tz: 1.6 
O 1.5 
O 1.4 
CD 1.3 
> 
^ ^<i= ^ S-^         1                   1 ^,.^ rit*—' ►-.^ w- '--.^ 
■<r /  ""^^^ 1    .   Y > i /  V—^ l\ 
1  0 0.1        0.2        0.3        0.4        0.5        0.6        0.7       0.8        0.9 
y/d 
unsteady flow   -^   steady flow steady flow 
FIG 102 - STEADY FLOW VELOCITIES DEC.1 - UNSTEADY TIME STEP 47 
CO 
b 1.9 
""^ 1.8- 
^^ 1.7- 
"O 1.6- 
O 1.5 
CD 1-4 
:>fi-^ 
0 0.1 0.2        0.3        0.4        0.5        0.6        0.7        0.8        0.9 
y/d 
unsteady flow   -+-   steady flow steady flow 
FIG 103 - STEADY FLOW VELOCITIES 
DEC.1 - UNSTEADY TIME STEP 49 
CO 
O O 
> 
1.9 
1.8 
1.7 
1.6 
1.5 
1.4 
1.3 
„.   ,                   -.-    ,, i 
\^ r^^^-^y^'^ "—f^^^ 
„^_/'~~"|          1                     i       ^^---.^ 
^ / i ^"\^ _ i ^ ^  /w [   ■■■ i i j 
1                    1  0         0.1 0 1— 2 0 3 0.4 0 5 0.6 0.7 0 8 0 9          1 
y/d 
unsteady flow   -^   steady flow steady flow 
280 
TABLE 13 
Temporal   Variation   of  Acceleration  and  Acceleration   Parameter  for 
Experiment DEC.l 
Time Actual Acceleration <!> 
Step Time 
(sees) (ms-^) 
40 7.9 -0.10 -0.17 
41 8.1 -0.11 -0.20 
42 8.3 -0.12 -0.23 
43 8.5 -0.14 -0.26 
44 8.7 -0.15 -0.29 
45 8.9 -0.16 -0.33 
46 9.1 -0.18 -0.37 
47 9.3 -0.19 -0.41 
48 9.5 -0.20 -0.46 
49 9.7 -0.22 -0.52 
50 9.9 -0.24 -0.62 
6.7.2   Conclusions for Experiment DEC.l 
Based on each comparative test used, the unsteady turbulent flow was found to be 
essentially quasi-steady in nature. Given the results for the corresponding acceleration 
tests, and the reported characteristics of decelerating flow, this finding was as expected. 
It was noted in the comments on the acceleration tests, that the presence of a significant 
temporal acceleration field will suppress turbulence, and delay the onset of laminar- 
turbulent transition.   The converse is applicable for a deceleration field, in that the 
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subject flow is intrinsically less stable to disturbances than a steady state situation. 
Other research has found that the turbulent-laminar transition will only occur at very 
low Re (<2000) for this situation. 
There was therefore never any likelihood that the profiles in the decelerating event 
would demonstrate laminarization, although such phenomena have been shown to occur 
in periodic flow experiments. 
The deceleration rates over the last 10 time steps place the flow within the limits 
proposed by Shuy [1985], for which he found significant discrepancies between 
unsteady and quasi-steady boundary shear stresses. Similarly to the comments offered 
in respect to the values of 4> calculated for experiment ACC.2, it can be seen that the 
magnitude of the acceleration parameter is greater for experiment DEC. 1, although the 
magnitude of the deceleration is very significantly smaller. For the maximum (^ value 
of-0.62, Shuy's results would indicate a greater than 10% increase in the unsteady wall 
shear stress in comparison to the quasi-steady value. It would normally be expected 
that a difference of this size would cause some noticeable change to the flow 
parameters. Certainly, for fully developed steady turbulent flows, a comparison of the 
relevant velocity profiles would show easily identifiable discrepancies. 
However, based on the data collected within the present experimental series, there is 
no evidence in either the profile shape or the turbulence intensity outside of the viscous 
sub-layer that could explain Shuy's results. A detailed examination of Shuy's work 
failed to indicate a source of possible error (other than that previously identified for the 
acceleration experiments), given the large amount of data and repeatability of the 
experimental results. 
Accepting Shuy's results for monotonic deceleration therefore, it can be postulated that 
the viscous sub-layer and the buffer transition zone, are the areas which hold the key 
to further understanding of the phenomena. It was shown conclusively that, for higher 
rates of acceleration, the unsteady turbulence intensities were significantly less than 
those for quasi-steady conditions.   Unfortunately, equipment failures prevented the 
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carrying out of a more significant deceleration experiment. However, based on the 
acceleration tests, one possible hypothesis is that the turbulence intensities for a severe 
deceleration could be found to be greater than the quasi-steady values. This concept 
is not supported by the data from experiment DEC.l, which showed a tendency for 
slightly reduced turbulence intensities. 
In the detailed literature review undertaken, a number of different researchers had 
considered that shear stresses in unsteady turbulent flow should behave in an identical 
manner to unsteady laminar flow. However, this is based on the premise that the 
mechanism inducing the boundary shear stress is similar in the two cases. 
Certainly, the presence of a viscous sub-layer adjacent to the wall, demonstrating some 
laminar qualities, has long been identified in steady turbulent flow. In unsteady laminar 
flow, it is implicitly recognized that the flow remains laminar over the entire cross- 
section, including the layer adjacent to the wall. If the magnitude of boundary shear 
stress is considered to be a function of the properties of the wall-adjacent layer alone, 
then there is reasonable justification for using the data and knowledge available for 
unsteady laminar flow to predict the wall shear stress behaviour in steady turbulent 
flow. 
However, if the nature of the wall-adjacent sub-layer in transient turbulent flow can not 
be shown to be essentially laminar in nature, then the connection becomes 
insupportable. The measured turbulence intensities recorded for experiments ACC.l 
and ACC.2 show, in both the pre-transition accelerating laminar situation, and the post- 
transition turbulent situation, an increase in turbulence intensity with increasing 
proximity to the wall. As noted, the scale of the experiment precluded the possibility 
of measuring within the zone where the viscous sub-layer would be expected in steady 
turbulent flow. Therefore, there is no direct evidence to support any hypothesis in 
regard to the properties of the wall-adjacent layer in unsteady turbulent flow. 
Nevertheless, circumstantial data would indicate that there is some significant behaviour 
occurring in this zone. 
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6.8    Comparison    of    Results     with    Previous    Research    in 
Monotonically Varying Turbulent Pipe Flows 
Iguchi and Ohmi [1983,A and B] examined monotonically unsteady turbulent flows in 
detail. In their first paper, they considered both accelerating and decelerating flows, 
using the same expression for acceleration parameter as Daily et al [1956] and Shuy 
[1985] employed, namely: 
* = -^ ^ (4.3) f-u^   dt 
For the 1983,A experiments, Iguchi and Ohmi were able to achieve a maximum value 
of this parameter of about 0.12, and showed that the instantaneous unsteady velocity 
profiles in both acceleration and deceleration were consistent with the von Karman- 
Nikuradse universal velocity distribution. Unsteady wall shear stress was found to be 
essentially no different to that calculated for the equivalent fully developed turbulent 
flow condition. In addition, the internal shear stress distributions across the pipe were 
shown to hold to the linear form expected for steady turbulent flow. It was therefore 
concluded that the quasi-steady assumption held at least up to the value of <^ of 0.12. 
In the later paper [1983,B], the authors attempted to identify the limiting value of 0 for 
decelerating flow, beyond which the quasi-steady assumption was no longer valid. The 
analysis was based solely upon the calculated values of unsteady friction factor, f^, and 
no flow profiles were determined. These unsteady friction factors were determined 
using instantaneous recordings of mean flow rate, and pressure loss. In Shuy's [1985] 
terminology, the experimental procedure can therefore be classed as indirect. There is 
significant scatter in the calculated f^ values, which is perhaps a reasonable validation 
of Shuy's contention that the indirect methods do not produce well conditioned results, 
in that relatively small errors in the measurement process can produce significanfly 
284 
larger errors in the finally produced value of fy. Shuy quotes the example of a 10% 
error in the measured values of pressure gradient and mean temporal acceleration 
causing a 70% error in the determination of the appropriate f^ value. Based somewhat 
tenuously upon the data, Iguchi and Ohmi proposed that the limiting value of </> was 
approximately 0.5. 
This value was exceeded in the experiment DEC.l reported upon earlier, without any 
evidence that quasi-steadiness was not applicable. 
One very interesting point from Iguchi and Ohmi's 1983,B paper is the authors' 
postulation that unsteady turbulent flow is affected by the pre-history of the flow. This 
therefore leads to the conclusion that unsteady turbulent flow is subject to a memory 
effect, such as exists for unsteady laminar flow. 
This is at least partially at odds with the results of the present set of experiments. It 
was found that velocity profiles for both acceleration and deceleration in the <t) range 
in excess of 0.5 were quasi-steady turbulent. However, turbulence intensities in the 
initial stages of the acceleration tests were markedly different from quasi-steady 
expectations. 
Therefore, there is sufficient evidence to state that, with regard to profile shape, 
unsteady turbulent flow exhibits no memory effect with the profiles reacting very 
rapidly to changes in the external driving mechanism. With respect to turbulence 
intensities, the converse may well be true. Certainly in the case of experiment ACC.2, 
the lowered values of turbulence intensity are stiU present in the later stages of the 
acceleration event, when (}> values have decreased significantly in comparison to the 
peak experienced by the flow. 
Given that maximum turbulence generation occurs in the buffer transition zone, this 
result lends further credence to the concept that the memory effect in unsteady turbulent 
flow is confined to the near-wall regions. 
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Particular attention can be focussed on the paper by Kurokawa and Morikawa [1986], 
in which detailed profile measurements were taken over a range of monotonically 
varying unsteady turbulent flows. In the most severe acceleration experiment, 
designated as acceleration A, the centreline velocity was increased from rest to 4.0 m/s 
over a period of approximately 2 seconds. In the equivalent position in experiment 
ACC.2, the velocity increased from 1.0 to 3.4 m/s over about 3 seconds, indicating a 
somewhat lower rate of acceleration. Based on the results of experiments ACC. 1 and 
ACC.2, it would be expected that transition for the event of Kurokawa and Morikawa 
would therefore be significantly faster than that for ACC.2. However, the cross- 
sectional profiles available for acceleration A indicate that a fully developed turbulent 
profile was not established until about 1.2 seconds after the start of transition was 
noted. In fact, quasi-steady conditions were not established until the flow itself became 
virtually steady. That is, no instance of quasi-steady behaviour was observed for this 
acceleration rate. In addition, the intermediate instantaneous velocity profiles, 
presumably obtained by a similar method of ensemble averaging as used in the present 
analysis, are of a decidedly different shape to either accelerating laminar or quasi-steady 
turbulent.  A double inflexion point is exhibited, as reproduced on Figure 104. 
It is also apparent that there is no evidence of the profile 'overshoot' found immediately 
following transition for ACC.2. For the lowest rate of acceleration used, designated 
E, anomalous profiles were also recorded, this time prior to the commencement of 
transition (noted as the production of turbulence in the near-wall region). The period 
of non-adherence to either laminar accelerating or turbulent quasi-steady conditions is 
at least 4 seconds in this case. For an average velocity of about 1 m/s and a pipe 
diameter of 25 mm, 4 seconds represents a longitudinal distance of about 160 pipe 
diameters. In comparison, for acceleration A, a comparable distance of about 144 pipe 
diameters can be calculated. These results are extraordinary, in the light of the 6 to 7 
pipe diameter length transition found for ACC.l and ACC.2, and even the accepted 
transition length of 40 pipe diameters for steady flow conditions. 
Of major interest are Kurokawa and Morikawa's findings in respect of friction 
coefficient.  Their results agree qualitatively with those of Shuy [1985], and are the 
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(a) Acceleration A (b) Acceleration E 
FIGURE 104 
Velocity Profiles Measured by Kiirokawa and Morikawa [1986] 
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opposite of what is found in unsteady laminar flow. That is, the friction factor is less 
than the quasi-steady value during accelerating flow, and greater in decelerating flow. 
It should be carefully noted, however, that the calculation of the unsteady friction 
factors was carried out using the indirect method, i.e., 4 was not measured directly but 
inferred from recorded values of instantaneous acceleration and pressure loss. The 
authors argue that, since the accelerating field is known to suppress the production of 
turbulence, the shear stresses would be commensurately less than that found in steady 
turbulent flow. The results for measured turbulence intensity for ACC.2 are consistent 
with this thesis. The corresponding argument for decelerating flow, not stated by 
Kurokawa and Morikawa, is therefore that turbulence would be enhanced in such a 
flow, thereby increasing shear stresses and frictional resistance. However, the 
turbulence intensities for experiment DEC.l show only slight difference from quasi- 
steady predictions. The transients involved in both cases were sufficiently large to meet 
Shuy's criterion for a significant (> 10%) discrepancy from steady state wall shear 
stress. The explanation provided by Kurokawa and Morikawa can only go part way to 
identifying a possible mechanism for reduction of shear. 
A further point of interest with the results reported by Kurokawa and Morikawa, is the 
temporal velocity variation recorded at a number of different radial positions over the 
duration of their experiments. It can be seen very clearly from these plots that there 
was no significant increase in centreline velocity at the time of transition for either 
acceleration A or E. On the contrary, particularly for A, velocities elsewhere in the 
pipe are seen to decrease, while the velocity at y/R = 1 is seen to exhibit the same 
temporal velocity gradient as was occurring for the pre-transition, i.e., laminar flow. 
This is manifestly incorrect, if the flow, as stated, is to be monotonically increasing 
with time. The net effect of maintaining the centreline velocity while the near-wall 
velocities decrease significantly must be to cause the flow rate to decrease, albeit only 
temporarily. This can be contrasted with the temporal variation of centreline velocity 
given for both experiments ACC.l and ACC.2, on Figures 22 and 26 respectively. 
Immediately following transition, the increase in average velocity as the flow profile 
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switches from laminar turbulent is immediately noticeable and commensurately 
significant. 
The smoothness of plotted data for both the variation of velocity with time at various 
radial positions, and the instantaneous velocity profiles presented by Kurokawa and 
Morikawa also bears some comment, in relation to the experience of the present author. 
In the present experiments, even in those situations where as many as six repeats were 
carried out for each radial location, the average curves produced for the times following 
transition could still not be considered to be smooth. The authors do not state how 
many repeated data sets were collected. 
In decelerating flow, Kurokawa and Morikawa state that, at low rates of deceleration, 
the instantaneous profile behaviour satisfies a l/7th power law. However, as 
determined in detail in Section 6.4.1, the exponent in the power law should increase 
with decreasing Re, for example being 1/6.6 at a Re of 23 x 10^. For the data 
presented in chart form for the lowest deceleration rate and the smallest Re, a quick 
analysis shows that the data is quasi-steady. 
For the most severe transient, it was found that the exponent in the power law changed 
very significantly with decreasing Re, increasing from 1/7 at time 0 seconds to 1/3 at 
time 1.7 seconds. The authors present a log-log plot of (u/U) versus (y/R), showing 
the regression lines at different times during the transient. All of the lines pass through 
the point (1.0,1.0). However, it was found from the detailed investigation of the power 
law in Section 6.4.1 that, for fully developed turbulent profiles, the best fit will 
certainly not pass through this point. In addition, the profiles plotted for the 
deceleration cases show a significant lateral velocity gradient at the centreline of the 
pipe. It can be easily shown that a discontinuity such as this cannot be produced by the 
equations of flow. 
No explanations are apparent as to why the results of Kurokawa and Morikawa should 
be so drastically different from those of the present author. There is no doubt that 
some of the data presented and commented upon would help to validate both Shuy's and 
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the present author's findings. However, based on the number of discrepancies and 
inconsistencies noted above in the presentation of the data, it is considered that it is 
difficult to fully accept the results of the analyses. 
Therefore, it would appear that there still exists no satisfactory data that would either 
confirm or preclude Shuy's data on boundary shear variations. As noted by Shuy, and 
again by Kurokawa and Morikawa, previous research in the field has been inconclusive, 
in that researchers have presented data to support both sides of the argument. 
However, it is considered that detailed investigations, along the same lines as the 
present research, into velocity and turbulence variations within the wall-adjacent sub- 
layer, and the buffer transition layer yield the best chance of identifying a possible 
mechanism. 
Maruyama et al[1978] studied transition to turbulence for starting flows in the entry 
section of a pipe. The details presented are very relevant to a the present study, in that 
the data collected shows a transition mode significantly different to that found in the 
accelerating case. The authors demonstrated that transition to turbulence in starting 
pipe flow was initiated by the downstream transport of a turbulent slug, in a similar 
manner to that found in steady transition.   In particular, they state 
'....indicates that transition to turbulence is similar to the propagation of 
a turbulent slug in steady pipe flow with the exception that the non- 
turbulent starting-flow velocity profile is different. In this flow, the 
laminar boundary layer is developing with time whereas in steady pipe 
flow the velocity profile is that of fully developed Hagen-Poiseuille 
flow.' 
In particular, for a Re of 10 x 10^, plotted data shows that the velocity profile is close 
to fully developed laminar before transition occurs. As the turbulent slug passes, a 
redistribution of velocity occurs, whereby the centreline velocity decreases and the near- 
wall velocities increase significantly.   This is identical to the transition phenomena 
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observed in steady flow, where the parabolic profile of Hagen-Poiseuille flow is 
replaced by the much fuller profile of steady turbulent flow. 
In contrast, the velocity profiles measured for experiments ACC.l and ACC.2 show 
very different transition behaviour. In these cases, the pre-transition profiles are typical 
of accelerating laminar flow, with the recognizable 'top-hat' shape. These profiles are 
fuller again than fully developed turbulent profiles, with more flow distributed to the 
peripheral annuli. Upon transition, flow is redistributed from the edges of the profile 
to the core, with a subsequent significant temporal acceleration around the pipe 
centreline. It can therefore be seen that the momentum transfer is in the opposite 
direction to that which occurs in either steady state or starting flow. In those cases, the 
redistribution is from the core to the fringes. 
Maruyama et al's data on the temporal variation of turbulence intensity is also relevant 
to the discussion. In the starting pipe flow, it was shown that the profile transformation 
was centred around the location 0.2 < y/R < 0.4. That is, for y/R < 0.2, velocities 
decreased and for y/R > 0.4, velocities decreased during transition. In the 
intermediate range, velocities stayed almost unchanged. The detailed measurements of 
turbulence intensity indicated very clearly that turbulence levels begin to increase in this 
region at least 5 seconds prior to transition, and well before significant change occurred 
at other radial positions. Again, this is significantly different to the behaviour observed 
in accelerating transition, where no change in turbulence intensities was signalled at any 
location until the onset of transition. 
It is also interesting to note that Maruyama et al showed the development of a double 
inflexion point in the velocity profile just prior to transition. Again, no such 
phenomenon was observed in experiments ACC.l and ACC.2. Based on their results, 
the authors denoted the existence of a very low frequency wave, preceding the turbulent 
interface and centred on the radial location where least change of velocity was expected. 
The transition in accelerating flow in the present experiments was so rapid that there 
no evidence was obtained to verify that such a wave exists in this situation. One 
argument is respect to this would be that measurements taken at shorter time intervals 
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would perhaps disclose the required behaviour. However, for the starting Re of 10 x 
10^, and based on the change in turbulence intensity, the data of Maruyama et al 
demonstrates laminar-turbulent transition times in the order of perhaps 6 seconds. 
Based on a pipe diameter of 5.1 cm and an average velocity of 0.2 m/s, this time 
corresponds to a transition length of 24 pipe diameters, which is significantly greater 
than the 6 to 7 pipe diameters calculated for experiments ACC.l and ACC.2. 
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6.9    Conclusions for Unsteady Pipe Flow 
The series of experiments carried out in the pipe under monotonically varying 
conditions yielded a significant amount of raw data, which has been shown to be 
consistent and apparently accurate. Although the data set was quite limited in the extent 
of the experimental conditions modelled, this large body of information allows for a 
degree of confidence in the overall conclusions, which are as follows: 
a) Under accelerating conditions, laminar to turbulent 
transition was remarkably delayed in comparison to steady 
state flows. For both acceleration experiments, transition 
did not occur until Re in excess of 100 x 10^ were 
achieved. This compares to the accepted steady state limit 
of less than 3,000. A consideration of Nielsen's [1991] 
theory, where unsteady flow transition is linked to 
boundary layer growth, produces boundary layer Reynolds 
numbers similar to the steady state values. Although 
turbulence generation apparently still proceeds in the 
buffer transition zone, the accelerating force causes a 
significant retarding effect upon the boundary layer, 
thereby preventing momentum transfer away from the 
wall. In experiments ACC.l and ACC.2, transition 
occurred earliest in the near-wall regions. At a 
significantly later time, the core region of the pipe flow 
underwent a global transition without any apparent spatial 
delay. 
b) Up until the time that transition occurs, the velocity 
profiles are consistent with expectations for accelerating 
laminar flow. Turbulence intensities over this period are 
virtually zero. 
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c) Transition to turbulent conditions takes place over a very 
short period of time, approximately equivalent to a 
distance of 6 pipe diameters at the average sectional 
velocity. This is much shorter than occurs in steady pipe 
flow, but comparable to the transition periods experienced 
along a flat plate in unbounded flow. This supports 
Nielsen's [1991] theory of boundary layer transition in 
unsteady flow. 
d) For experiments ACC. 1, ACC.2 and DEC. 1, representing 
a range of acceleration parameter of 
-0.62 < (i> < 0.67 (6.9.1) 
velocity profiles in the turbulent region show excellent 
adherence to the quasi-steady assumption. 
e) For experiments ACC. 1 and ACC.2, turbulence intensities 
immediately following transition were significantly lower 
than quasi-steady values, which is consistent with the 
application of a accelerative field. With increasing time 
and diminishing rate of acceleration, an excellent match to 
quasi-steady conditions was achieved for experiment 
ACC.l. 
f) For experiment ACC.2, there is a greater discrepancy 
between unsteady and quasi-steady turbulence intensities 
than occurs for experiment ACC.l. Although the mass 
acceleration rate for experiment ACC.2 is greater than 
that for experiment ACC.l, the peak value of 4> only 
reaches  0.50.     The applicability  of the acceleration 
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parameter,  (^, as a reliable indicator of magnitude of 
transient effect is therefore questionable. 
g) Velocity behaviour around the time of transition is 
complex, with very significant momentum transfer 
occurring between adjoining segments of flow. Strong 
local accelerations are indicated. At the instant of 
transition, the turbulence intensity rises significantly above 
the quasi-steady value, before falling immediately to a 
significantly lower condition. 
h) Based on the measured turbulence intensities for 
experiments ACC.l and ACC.2, there is some evidence 
to indirectly infer that wall shear stress behaviour under 
these unsteady conditions differs from quasi-steady. The 
smaller unsteady values are consistent with decreased wall 
shear stress. This is in conflict with virtually all 
theoretical expectations, which admittedly have not been 
particularly validated by previous experimental data. 
However, the result is qualitatively similar to that 
obtained experimentally by Shuy [1985]. The source of 
any likely phenomenon is considered to lay in the region 
very close to the pipe wall, i.e., the viscous sub-layer and 
the buffer transition zone. The scale of the present 
experiments prevented measurements in this region. 
Given the lack of noticeable effect upon the instantaneous 
velocity profiles, it is alternatively possible that this 
suppression of turbulence intensity is only a product of the 
applied acceleration field, and not related to shear stress 
deviations. In this case, all evidence would provide an 
albeit indirect indication that a quasi-steady assumption for 
wall shear stress was applicable. 
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7.      STEADY NON-UNIFORM CHANNEL FLOW 
McKay and Kazemipour [1976] expounded the concept of 'minimum energy' in relation 
to open channel flow, and particularly with respect to the design of extremely efficient 
flow conveyance structures, such as culverts. Minimum energy structures have been 
used in numerous applications in Queensland and Victoria, with widespread research 
being carried out at the University of Queensland. The present author has been 
involved in this research effort (Johnson [1985]), showing that small scale minimum 
energy designed channel transitions displayed virtually no head loss, in comparison to 
more conventional culverts. 
A detailed description of the general structure of turbulent flow in rectangular uniform 
channels is provided by Johansson and Alfredsson [1986], but there is no comparable 
data available for non-uniform flow conditions. 
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7.1    Kazemipour's Experiments 
Kazemipour and Apelt [1980] considered the effect of one special type of channel 
irregularity on energy losses in open channel flow. The channel that was modelled 
could probably be better described as cyclically regular, than irregular. The test rig 
designed by Kazemipour consisted of a number of longitudinally connected parts, each 
with vertical sides. The first section was 6.0 m long with constant bed width of 400 
mm, i.e., a constant rectangular cross-section. In the second section, the bed width 
tapered linearly to 200 mm over a length of 1.0 m, while the bed level decreased non- 
linearly by a depth of 125 mm. The bed level variation was formulated such that the 
cross-sectional area, below a plane parallel to the uniform section of the bed and 125 
mm above it, was constant at every point. The third section was the reverse of the 
second, i.e., the bed width increased from 200 mm to 400 mm over a length of 1.0 m, 
while the bed level rose by 125 mm. Again, the constancy of cross-sectional area was 
maintained. Sections 2 and 3 therefore constituted a full cycle in bed width and level 
variation. A further four cycles were incorporated in the layout. Overall, therefore, 
the model consisted of a 6.0 m length of uniform channel, followed by 10.0 m of non- 
uniform, but regularly varying channel. Figure 105 sets out the model dimensions in 
plan and elevation. 
The entire rig was allowed to be tilted in the vertical plane, such that average 
longitudinal slopes of 0.001 to 0.003 were imposed. A tail-gate device was 
incorporated at the downstream end of the channel, so that both the water level and 
discharge rate could be varied. 
Using very accurate measurements of water level, and a one-dimensional hydrodynamic 
computer program, Kazemipour and Apelt measured the variation of Manning's 'n' for 
both the uniform and non-uniform sections of the model, over a wide range of water 
levels, discharges and overall bed slopes. It was proved conclusively, that the irregular 
channel profile as tested registered almost identical friction factors to the regular 
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channel. Therefore, the irregular channel displayed virtually no form loss, mirroring 
the results for more rigorously designed minimum energy structures. 
Although constant cross-sectional area (and therefore average velocity) was maintained 
only at the +125 mm plane, it was found that the no-form-loss result applied over the 
entire range of water levels tested, some of which were very significantly different to 
the optimum. In the most extreme cases, the cross-sectional area of flow differed by 
a factor of 2 in different sections of the non-uniform channel. 
Although Kazemipour measured average horizontal velocities at a number of locations 
in the model, this was done in a rather rudimentary manner, using a propeller meter. 
There was therefore no capacity to determine the higher statistics of the flow, as well 
as some likely effect from physical intrusion of the probe into the flow field, 
particularly near the channel bed. 
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7.2    Experimental Design and Setup 
Following the successful use of the LDA in the closed conduit experiments described 
in Sections 5 and 6, it was decided to use the device to carry out a detailed assessment 
of the velocity parameters associated with the experiments of Kazemipour and Apelt. 
The major advantages of the LDA approach in this case are readily identifiable : 
1) Accurate positioning and measurement of both horizontal and vertical 
velocities. 
2) Non-intrusiveness,  producing results unaffected by instrument flow 
disturbance. 
One major disadvantage was immediately obvious, although it did not prove to be 
insuperable. To obtain adequate data, it was necessary that measurements be taken at 
a number of different longitudinal locations over the cycle length. The LDA was 
effectively fixed in location planwise, to produce a stable operating environment. To 
avoid unnecessary movement of the LDA, which may have precipitated time-consuming 
optical realignments, it was considered that the test rig itself would be moved 
longitudinally, as required. 
Although this was a simple statement to make, the physical realization of the task was 
much more difficult. The test rig designed was essentially identical to that used by 
Kazemipour and Apelt. The rig was composed with two separate channel components, 
the first formed by a 6.0 m regular rectangular section 400 mm wide. The second, 
which was connected directly downstream of the first, consisted of three complete 
channel cycles of the previously described dimensions. The channel sections of the rig 
were constructed with a marine ply bed, and either marine ply or glass walls. The 
glass walls were incorporated in the LDA measurement locations. 
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The two flow components were supported on stiff steel frameworks constructed from 
structural angles and rectangular hollow sections. In turn, the frames were supported 
by manoeuvring wheels, to enable movement of the system when this was required. 
When each component was placed in its correct plan location, the wheels were retracted 
and replaced by levelling bolts. The desired grade of 0.001 was achieved by accurate 
vertical positioning of these bolts. 
Longitudinal positioning of the frames became a difficult task because of a number of 
reasons. 
Firstly, it was necessary to construct a water supply facility which was itself partly 
transportable. The provision of such a facility initially appeared to be a trivial task. 
However, practical consideration of the inflow characteristics altered this perception, 
and the eventual reality, to a large degree. In particular, it will be shown in detail 
later, that uniformly distributed channel flow was only possible with a great deal of 
attention to inlet detail. 
Successful supply provision was achieved through the use of an overhead supply 
structure, as shown on Figure 106, which also shows the overall apparatus layout. 
Flow from a large, and relatively head-constant overhead tank was carried into a 
vertical standpipe connected to a horizontal supply manifold. A number of flanged 
vertical joints were incorporated into this manifold, so that, as the channel rig was 
moved downstream, an approximately vertical feed was available at each location. 
Connection from the manifold to the inlet box at the start of the channel was achieved 
using flexible polyethylene pipe. 
Adequate uniform flow conditions in the channel were eventually achieved using a 
manifold placed vertically in the inlet box, followed by the use of wire rolls at the exit 
to the channel. 
Secondly, the rig movement procedure was lengthy and time-consuming. A high level 
of accuracy in both plan location and vertical alignment (to achieve the constant grade 
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required) was necessary. The use of two separate components increased the amount of 
effort required. However, it is likely that a uni-component total length rig would have 
been unworkable because of the propensity for lateral buckling. Nevertheless, each 
longitudinal relocation involved a significant procedure. 
Thirdly, it was necessary to verify the establishment of uniform flow conditions in the 
channel after each relocation. With each relocation, the inlet pipes were disconnected. 
Although the longitudinal movement was only 250 mm in each case, some disturbance 
to pre-existing conditions was found routinely. The measurement of non-uniformity of 
flow was itself a problem. The initial establishment of uniform conditions was made 
using the LDA at a downstream section in the uniform channel section. With 
movement of the rig in relation to the LDA, and the LDA's previously noted fixed 
position, the measurement location obviously changes and so remeasurement at the 
original position is not possible. Therefore, the propeller meter technique used by 
Kazemipour was employed. At this original cross-section, average velocities were 
measured at a number of horizontal and vertical locations. Following relocation, the 
measurements were repeated. Although somewhat lacking in accuracy (both velocity- 
wise and spatially), this approach was found to produce satisfactory results. Minor 
changes to inlet details were necessary in each case to reproduce the original results. 
Fourthly, stresses induced during repositioning caused major leakage of the rig at 
numerous locations. Most notably, this occurred at the join between the two 
components, but it was also apparent that both twisting and sagging effects were 
occurring. Although the leaks were repairable, they did represent a nuisance which 
remained present for some time after each move. 
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7.3    Data Collection Procedures 
The maximum flow rate achieved by Kazemipour was 30 L/s. This was not achievable 
in the present laboratory setup, with a maximum of about 16 L/s being possible. 
However, this rate is still well in excess of Kazemipour's minimum of 10 L/s, so the 
data collected was well within the previous experimental range. 
Flow rate was calculated using a manometer connected to an orifice meter in the 
vertical standpipe. The correct operation of the orifice meter was verified by both 
weighing of discharge, as well as with the use of triangular weir. Accuracy of about 
1% between the 3 sets of data was achieved. 
The LDA was used to collect two-component velocities at a large number of points in 
each cross-section, based on a rectangular grid. Despite both the linear variation in 
total width and the non-linear variation in bed level, each section perpendicular to the 
net direction of flow is rectangular. The experimental procedure was that, for each 
vertical position above the bed, the velocity was measured at a significant number of 
horizontal locations in turn. The LDA height was then set at the next vertical position, 
and the procedure repeated. 
Given that the flow was steady for this experiment, more emphasis was placed on 
obtaining long term average velocities. Therefore, data was collected over 50 time 
intervals of 0.5 second each. Laser power was set at a significantly lower level than 
for the pipe experiments, thereby reducing the data collection rate, and hence the 
number of readings over a particular time period. It was found that usually between 
30 and 40 validated readings were obtained for each 0.5 second time step. It was 
shown for the pipe experiments that basing statistical parameters on this number of 
readings produced better than acceptable accuracy for determination of means and 
standard deviations. 
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Therefore, the reduction in power in comparison to the pipe experiments has no effect 
on operational accuracy, given that the time step duration has been increased to 0.5 
second. A further advantage of reducing power is that the range of particle sizes that 
will produce a valid reading is decreased significantly. As laser power is increased, the 
velocities of smaller and smaller particles are able to be detected. 
Readings were repeated at each measurement location to reduce and, hopefully exclude 
the chance of gross error. Velocities were measured in two components roughly at 45° 
each to the longitudinal direction of flow and 90° to one another. The processing 
techniques outlined in Appendix B.4 were used to produce the following statistics of the 
flow: 
a) u Average  velocity  parallel   to  the  average  bed   slope 
(essentially horizontal) 
b) V Average velocity perpendicular to the average bed slope 
(essentially vertical) 
c) ^ims' ^im Horizontal and vertical turbulence intensities 
d) V Total average velocity 
e) V^ Turbulence intensity for total velocity 
f) ttV^ Reynold's stress term (see equation B.6, Appendix B) 
Only the longitudinal component of the horizontal velocity is measured by the LDA 
operating in the configuration used. To capture the third velocity component would 
require a 4-beam laser system with more complex optical alignment, traversing and 
focussing mechanisms. Kazemipour's study, as well as those reported upon here, show 
that flow separation does not occur with the irregular channel chosen.   Therefore, it 
305 
FLOW  DIRECTION 
ASSUMED 
STREAMLINE DIRECTIONS 
IN  PLAN 
FIGURE   107 
306 
should be acceptable to assume that, in plan view as shown on Figure 107, the 
streamline direction would be aligned in an approximate radial pattern. 
In any case, the continuity equation and the channel symmetry dictate that the horizontal 
velocity components are the only ones that do not sum to zero over any control volume. 
Therefore, for the present experimental purposes, it is not necessary to measure the w 
component of the velocity vector at each location. 
In Kazemipour's original experiment, cases with both unrestricted and level controlled 
downstream conditions were examined. For the present experiment, the maximum 
achievable flow rate was too low in combination with the average bed grade to produce 
normal flow at the depth required. Therefore, a level gate was used to set a 
downstream tail water condition, such that the depth of flow in the regular channel 
immediately before the start of the transition was maintained at 125 mm. 
In addition, it was noted that Kazemipour adopted a constant flow for each set of data 
collected. It must be recognized that, under such conditions, expected temperature 
changes during the course of data collection will produce changes in absolute viscosity 
and fluid density, and hence kinematic viscosity and Re. In the situation of minor 
temperature changes over only a few hours duration on any one day, the discrepancy 
from a constant Re could probably be considered to be small. However, for the present 
experiment, the number of measurement locations required dictated that much longer 
periods of time, in the order of days would be necessary for each cross-sectional 
profile. Given the complexities and vagaries of the LDA system, in particular its often 
realized potential for serious operational failure, the data collection period eventually 
became even more protracted, with over six months elapsing from the time that 
measurements were commenced until the equipment eventually failed irreparably. Over 
this period, seasonal variation became a factor, such that quite significant temperature 
changes were experienced over the course of the experimental period. 
For these reasons, as well as to observe more stringent accuracy requirements, it was 
decided to adopt a rigorous approach in the present experiment, whereby the Re would 
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be maintained as close to as possible to a constant value. Therefore, water temperature 
was monitored continuously, with subsequent adjustments to flow rate necessary to 
control the discrepancies from the desired constant Re. 
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7.4    Measurement Locations 
Detailed LDA data was collected at 5 cross-section locations over the length of the first 
plan contraction element, as shown on Figure 108. These sections, numbered 1 to 5, 
were each 250 mm apart, such that sections 1 and 5 coincided with the start and end 
of the plan contraction respectively. 
For each section, the majority of the collection effort was directed at those areas where 
maximum lateral velocity gradients could be expected, i.e., near the walls and bed. A 
collection grid was set up, such that a significant number of locations were interrogated 
at each horizontal measuring level. For areas with smaller spatial velocity variation, 
a larger grid was adopted in terms of both horizontal and vertical positioning. 
Therefore, there are very many more measurement points for the lower half of the flow 
profile for each section, than for the upper half where changes in velocity from one 
location to another were relatively minor. Figures 109 to 113 give the measurement 
locations for sections 1 to 5 respectively. 
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FIG 109 - CHANNEL SECTION 1 Measurement Locations 
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FIG 110 - CHANNEL SECTION 2 Measurement Locations 
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FIG 111 - CHANNEL SECTION 3 Measurement Locations 
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FIG 112 - CHANNEL SECTION 4 Measurement Locations 
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7.5    Establishment of Uniform Flow Conditions 
With a uniform channel approach length of only 6.0 m, it is apparent that flow 
conditions at the start of the non-uniform section will not be fully developed. In a 
comparable situation to the developing flow present in the entry section of a pipe, the 
velocity contours found at the downstream end of the rectangular channel section cure 
not those that would be measured if the channel length were significantly longer. In 
a similar analogy to pipe flow, how much longer this channel would need to be is a 
somewhat esoteric question, given the conflicting work presented by various 
researchers. 
Gessner [1981] expounded the following condition for the required entry length to 
achieve fully developed two dimensional flow in a rectangular duct: 
L ^ 326 R (7.5.1) 
where    R   — hydraulic radius =    — 
A    = area of flow 
P    = wetted perimeter 
In previous work, Gessner and Jones [1965] found that values of L/R of 160 (for a 
square duct) and 240 also gave fully developed conditions. Nezu and Rodi [1986] used 
L/R of 326 for their analyses in open channel flow. However, it is questionable 
whether the results for fully enclosed duct flow should be applicable to free surface 
flow, even given the agreement in cross-section shape. Other researchers seem to have 
shown a marked reluctance to ascribe a minimum limit to the development length. 
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Steffler et al [1985] and Kirkgoz [1989], both of whom carried out LDA measurements 
of fully developed steady flow in rectangular open channels, provide only the following 
information : 
Steffler : "The test section was located about 21  m from the flume 
entrance" 
For Steffler's largest cross section, with an aspect ratio of 5.08, the hydraulic radius 
is 102 mm, resulting in an L/R value of about 130. 
Kirkgoz : "In order to assure the establishment of the fully developed flow, 
the measuring section was chosen near the downstream end of the 
channel." (12 m long) 
In this case, the largest hydraulic radius used for a smooth channel was 62.5. This 
produces an L/R of 192. 
In both of these cases, the researchers have accepted the flow as fully developed in 
significantly shorter lengths than that proposed in Gessner's work. This is surprising, 
since, for reasons that will be outlined shortly, it is considered that the development 
length for open channel flow should be significantly longer than that for duct or pipe 
flow. However, there is no data in either of the referenced papers in regard to the 
entrance conditions. It will be seen that entrance conditions for open channel flow are 
inordinately influential (in comparison to conduit flow) on conditions far downstream. 
Depending upon the extent of inlet smoothing and upstream turbulence reduction, the 
minimum length to achieve fully developed uniform conditions will obviously vary 
significantly. 
For the present experiment, with a rectangular section having a bed width of 4(X) mm 
and a depth of flow of 125 mm, the area of flow and the wetted perimeter become 0.05 
m^ and 0.65 m respectively. Therefore, for an entry length of 6.0 m, the L/R ratio 
becomes 78. The required length according to Gessner [1981] would be approximately 
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25 m. The provision of such a length of channel was not possible in the laboratory 
situation, nor was it warranted given that one requirement for the study was to 
reproduce Kazemipour's experimental conditions accurately. 
Initial velocity readings verified that flow in the rectangular channel was not fully 
developed. However, this condition did not obviate the necessity to ensure that the 
flow distribution was uniform at the start of the transition. Without a symmetrical 
velocity distribution in the approach conditions, the applicability of any data collected 
would be very questionable. 
It was initially considered that the 6.0 m length of rectangular approach channel would 
be sufficient to 'iron out' any irregularities in the flow entering via the inlet box. This 
belief was further enhanced by the dimensions of the inlet box (approximately 1.5 m 
high with a rectangular base measuring 600 mm wide by 300 mm long) in relation to 
the channel. 
Therefore, for the first analysis, flow from the overhead supply unit was delivered via 
an open ended pipe discharging into the base of the inlet box. Outflow from the box 
was allowed to enter the channel in a totally unrestricted manner. 
Contrary to initial assumptions, the velocity contours were found to be decidedly non- 
uniform at the downstream end of the rectangular channel. The first correction applied 
was to place a number of wire cylinders in the immediate channel entry. These were 
formed by tightly rolling rectangular sections of wire mesh into cylinders approximately 
100 mm in diameter and 400 mm long. The cylinders were placed length-wise, 
perpendicular to the direction of flow, to promote the breakdown of the larger turbulent 
structures existing in the inlet box into smaller eddies more compatible with uniform 
channel flow. 
The effect was disappointing, with virtually no improvement to flow conditions 
apparent. The next step was therefore to promote more even distribution within the 
inlet box itself This was done by packing the box tightly with the previously described 
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wire cylinders. Although some changes were noticed, the overall effect was still 
unacceptable. 
Flow distribution from the inflow pipe to the inlet box was then targeted. A discharge 
manifold was designed to stand vertically in the inlet pipe and be connected to the open 
end of the inflow pipe. This manifold was constructed from plastic, with a series of 
horizontal holes drilled symmetrically around its diameter with constant vertical 
distances between sets of holes at any one level. 
A significant degree of effort was therefore expended to achieve flow symmetry. It 
should also be noted that the wire cylinders in the channel and in the inlet box were 
retained in this arrangement. Accordingly, the non-appearance of uniform velocity 
conditions was accepted with some degree of incredulity. However, the measurements 
clearly showed that no significant improvement over the initially unsatisfactory findings 
had been obtained. 
The next arrangement consisted of all of the previously described mechanisms, together 
with the placement of a tight fitting horizontal baffle in the inlet box. Once again, 
symmetrical circular holes were drilled in this baffle to allow flow entering from the 
inflow pipe to discharge to the channel. The centre of the baffle was also drilled to 
allow the plastic manifold to be positioned through it. This baffle therefore had two 
purposes. Firstly, all incoming flow was restrained to below the level of the baffle, 
thereby suppressing the transmission of large eddies which were apparently being 
formed in the inlet box. Secondly, by fitting the manifold into the baffle, the placement 
of the manifold could be controlled accurately to ensure its symmetric location within 
the box. 
The improvement in flow conditions was very noticeable, but fine tuning in relation to 
placement of the manifold was still necessary before the velocity distribution was 
considered to be acceptable. 
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The most surprising aspects of this operation were firstly the very significant initial 
deviations from uniform flow conditions, and secondly the intransigence of the rig to 
attempts to rectify the problem. Although the approach length was short in relation to 
that required for fully developed two dimensional flow, it was doubtful from the 
measurements whether an increase to 18.5 m would have completely smoothed out the 
irregularities. In addition, the aspect ratio of the flow (3.2) was quite low, in 
comparison to that (6.0) suggested by Nezu and Rodi [1986] for full two-dimensionality 
of flow in the central region of the channel. It would therefore be expected that, for 
a larger aspect ratio, the deviations from uniformity would have been even more 
pronounced. With regard to this phenomena, a comparison with closed conduit pipe 
flow would indicate that open channel flow is more susceptible to upstream flow 
disturbances. Certainly, the experience in pipe flow is that uniform conditions, whether 
developing in either the laminar or turbulent condition, or in the fully developed state, 
is established far more quickly. 
This concept may simply be a consequence of the pipe diameter in relation to the size 
of the upstream reservoir. For example, in the pipe experiments reported upon 
previously, the pipe diameter was 50.9 mm, in relation to the upstream tank diameter 
of almost 300 mm, producing an area ratio of 1 to 6. However, it is also possible that 
the effect has much to do with either the presence or absence of a free surface in the 
flow. It is normal practice to assume that, at any particular cross section in a horizontal 
pipe, the pressure is invariant with location. However, in approximately horizontal 
open channel flow, the hydrostatic assumption is applied. That is, the pressure at any 
location is dependent upon the depth of water above it. In addition, the head driving 
the flow is only equal to the water level plus the velocity head. Any deviation from 
uniform flow velocities can be accommodated by producing a related change in local 
water level.   No such compensatory mechanism is available in closed conduit flow. 
Intuitively, therefore, any irregularity in pipe flow will tend to be quickly suppressed 
by the application of the driving head, which is significantly greater than the pipe 
diameter and acts uniformly across it. Conversely, in open channel flow, a significant 
velocity non-uniformity is acted upon by a comparatively much smaller head.    In 
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addition, the localized free surface need only change by a small amount to allow for this 
deviation. The only factor redressing the irregularity therefore is the water level 
difference between adjacent locations in the open channel flow. From the results just 
described, it would appear that this mechanism is relatively weak at overcoming the 
mal-distribution of velocities. 
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7.6    Data Processing 
It was intended that the experiments be conducted at a constant Re. However, the rate 
of flow to the channel was controlled by a relatively coarse lever operated sluice valve. 
With changes in water temperature, it was necessary to adjust this valve to produce the 
correct Re. It was found that it was very difficult, and certainly not time-effective, to 
achieve routine accuracy of better than about 2 % of the required value. Taking the 
maximum variations around the target Re of 93.7 x 10^, the highest and lowest Re 
values measured were approximately 6% different. For example, at cross-section 1, 
the readings at a level 40 mm above the bed were taken at a Re of approximately 97.8 
X 10^, whereas those for level 7.5 mm were taken 10 days later at an average Re of 
about 91.7 X 10^ In terms of flow conditions, it is considered that this variation in Re 
conditions is not significant for either inter- or intra-profile comparisons. However, 
given that the flow rate was being continuously altered to reflect the change in water 
temperature, it was necessary to normalize all data accordingly, so that comparisons 
were unbiased. 
For each set of data collected, the flow rate was noted accurately, as determined from 
a manometer connected to an orifice meter in the supply pipeline. Given that the water 
level immediately upstream of the channel transition was maintained to provide a 
constant depth of 125 mm, a reference velocity was therefore available for all readings. 
This value will be defined as follows: 
^^ = -^ (7.6.1) 0.06 
For velocities, both this value, and that of the friction velocity, have been used by 
previous researchers and theoreticians for normalization purposes. Typically, the 
friction velocity has been used in those situations where it is expected to fit the data to 
some form of the velocity log law.   In the present case, the normalization is required 
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to allow comparison between the spatial distributions for different cross-sections. In 
addition, it has been predicted, and will be shown, that the flow will not be fully 
developed at the measurement locations, and that the aspect ratio is too low to expect 
two-dimensionality of the flow. Therefore, the average velocity is a more consistent 
and useful parameter in this case. Nevertheless, the friction velocity will be used to 
some effect to demonstrate the deviation of the measured velocity profiles from fully 
developed, fully two-dimensional turbulent profiles. However, in the situation being 
analysed, with a rectangular profile and a cross-sectional shape that changes with 
longitudinal distance, there must be some debate about the correct value of friction 
velocity to use.  This will be expanded upon shortly. 
For the other measured parameters, namely 
turbulence intensities,   u^^^   and   v^^^   and 
Reynolds stress term,   u^v^ , 
more appropriate terms are required. For open channel flow, as with pipe flow, it is 
accepted practice to non-dimensionalize the rms values by the friction velocity. 
Further, if this concept is extended to the Reynold*s stress term, the normalization 
factor becomes (u*)^ 
Given that the friction velocity is the appropriate parameter to use for non- 
dimensionalizing purposes, there is still a problem in determining the value of this 
parameter. As noted above, the friction velocity is defined to be proportional to the 
square root of the wall shear stress. In a circular pipe flowing full, this presents a 
consistent and simple scenario, since the wall shear stress is constant at all locations 
within the same section. However, for a rectangular section, it is well known that 
shear stress varies considerably around the wetted perimeter of the flow. Therefore, 
the average  friction  velocity  for the entire wetted perimeter  was  adopted  for 
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computation purposes. However, the computation of this value itself is not 
straightforward in this situation. 
Nezu and Rodi [1986] presented three different methods for calculating the magnitude 
of the friction velocity. Firstly, the distribution of the fully developed axial velocity 
field was examined, and a value ascribed to u* so that the velocity profile matched the 
theoretical von Karman-Nikuradse log law. Secondly, the measured values of Reynolds 
stress were studied, and again a value of u* was assigned to produce the expected spatial 
distribution. Neither of these two methods is applicable in this case, since the flow was 
not fully developed and hence was not expected to match the requisite theoretical 
profiles.  The third calculation method used depends upon the following relationship: 
u* = ,/F^ (7.6.2) 
where    g       = gravitational acceleration =9.81 m/s^ 
R      = hydraulic radius 
5y.      = slope of the total energy grade line 
Of these parameters, only the hydraulic gradient is an unknown in the present situation. 
Nezu and Rodi used a backwater model to compute the correct value, and this was 
adopted also for this case. Kazemipour and Apelt [1980] showed that a Manning's 'n' 
value of 0.010 was appropriate. A proprietary backwater program was used to compute 
the value of Sf. It was shown by Kazemipour, and validated by the present 
experimental observations, that if the depth of flow in the approach channel was 125 
mm, the water surface level remained approximately parallel to the overall average bed 
gradient throughout the transition. In this situation, the cross-sectional area of flow, 
average sectional velocity and hence velocity head remain constant. Therefore, the 
slope of the total energy line is independent of the actual channel shape at any particular 
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location, and the backwater analysis can be performed using a single prismatic reach, 
with a bed width of 400 mm, and a longitudinal bed slope of 0.001. It should be 
recalled that the water level for the experiment was maintained by the use of a 
downstream gate, since the flow was insufficient to maintain a normal depth of 125 mm 
for the chosen bed gradient. The level of the energy line was therefore calculated at 
various points immediately upstream and downstream of the point where the depth of 
flow reached 125 mm. These levels are plotted on Figure 114. The flow rate used for 
the backwater analysis was 15.3 Ls"^ which corresponds to the required Re of 93.7 x 
10^ at a water temperature of 20°C, and a width and depth of flow of 400 mm and 125 
mm respectively. It is shown that the gradient of the total energy line is constant at a 
value of 0.00034. Since the experimental analysis was carried out using a constant Re, 
the flow rate was variable to some extent. The maximum deviation in flow rate was 
of the order of 10%. Accordingly, the computed friction velocity can vary by a similar 
amount. This variation was not considered to be significant in terms of the data 
presentation. From equation 7.6.2 above, the friction velocity is also proportional to 
the square root of the hydraulic radius of the section. The relevant values for this 
parameter, together with the calculated values of u* for each section are listed below 
in Table 14. It is interesting to note that there is only a small variation in hydraulic 
radius over the 5 sections, and therefore an even smaller difference in the computed 
values of u*.  These values were used as appropriate in the normalization procedures. 
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TABLE 14 
Cross Section Dimensions and Variation of Friction Velocity in the Channel 
Transition 
Section B 
(mm) 
400.0 
350.0 
300.0 
250.0 
200.0 
H R * u 
(mm) (nun) (IBS') 
125.0 76.9 0.00160 
142.9 78.6 0.00162 
166.7 79.0 0.00162 
200.0 76.9 0.00160 
250.0 71.4 0.00154 
where B = width of channel 
H = depth of flow 
R = hydraulic radius 
Therefore, the normalization factors to be used initially to examine differences between 
successive cross-sections will be: 
Velocities V_ 
Turbulence intensities 
Reynolds stress term *\2 («•) 
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In addition, there is obviously significant change in cross section shape with increasing 
longitudinal distance through the experimental apparatus. To enable ease of graphical 
comparison between sections, it was decided to non-dimensionalize the cross-section 
dimensions themselves, according to the parameters in the preceding Table 14. 
Therefore, lateral dimension, x, has been normalized by the total width, B, while 
vertical dimension, y has been normalized by total depth, H. Accordingly, each section 
is now parametrized in the range 0.0 to 1.0 in both directions. 
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7.7    Analysis of Results 
7.7.1   Longitudinal Velocities 
Contours for normalized axial velocity for each of the five cross sections are presented 
on Figures 115 to 119 respectively. It is seen that, in each case, the velocity 
distribution is acceptably symmetrical about the centreline of the section. Further, the 
flow distortion in the comers of each section are apparent, indicative of the secondary 
flow effect caused by the Reynold's Stress terms in rectangular duct flow, first reported 
by Nikuradse. However, it is noticeable that there is a significant strengthening of the 
phenomena from sections 1 to 2, as the flow enters the non-uniform component of the 
channel. 
A further observation is that the isovel of peak magnitude moves significantly towards 
the surface of the channel with increasing longitudinal distance. For section 1, the peak 
velocity occurs at a height of about 0.4 of the total depth. In section 3, the peak has 
moved upwards to 0.5 of the depth, increasing to 0.65 for section 4, and probably 
about 0.7 for section 5. Also, there is a slight increase in the magnitude of the peak, 
from 1.10 to 1.15 of the average cross-sectional velocity. 
The most obvious change in behaviour relates to the change in velocity gradient from 
the bed to the peak isovel location at the midline of the channel. For section 1, it can 
be seen that, at a height of 0.05 of the total depth, the velocity has already attained 
90% of the average velocity. With decreasing bed width, this location changes 
according to the following Table 15: 
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TABLE 15 
Longitudinal Variation of Normalized Depth Location of 0.90 V^^ Isovel 
:tion Normalized 
Depth 
1 0.05 
2 0.07 
3 0.09 
4 0.13 
5 0.22 
It could be argued that this change in velocity gradient may be the result of further 
development of the turbulent velocity profile with increasing downstream distance. 
However, two factors mitigate against this hypothesis. Firstly, it has been shown 
previously that velocity distribution is very slow to change under free surface flow 
conditions. In particular, it can be recalled that anomalies present in the flow at the 
entry point to the rectangular channel were apparendy little changed over the 6 metre 
length. In addition, previous empirical work would indicate that unrestricted entry 
lengths in the order of over 20 metres are necessary to guarantee full development of 
a turbulent flow. The five sections for which the present set of data was collected 
represent a longitudinal length of only 1 metre, or less than 5% of the required length. 
The rapid change in velocity profile therefore does not relate to standard development 
of the flow. 
A further test can be provided, by considering the work of Nezu and Rodi [1986], who 
presented measured vertical velocity distribudons at the midline of a rectangular channel 
in fully developed turbulent flow. They showed that the distributions matched the von 
Karman-Nikuradse logarithmic law over the majority of the depth, except for the 
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location close to the free surface. The data provided has been reanalysed, to tind the 
comparable depth to achieve 90% of the average velocity in fully developed flow. For 
Nezu and Rodi's cases P-1 to P-8, the results are as follows in Table 16. In this table, 
y"^ was calculated according to equation 6.4.15. 
TABLE 16 
Normalized Depth Location of 90% Isovel from Nezu and Rodi's Data 
Case V,, yju 0.9 y^ y^ y/h 
(ms"^) times for for 
V^v/u*     pre V. col.        y/h 
=0.2 
P-1 0.0764 17.7 15.9 0.73 0,91 0.16 
P-2 0.1891 19.9 17.9 2.00 2.00 0.20 
P-3 0.4830 21.9 19.7 4.10 4.70 0.17 
P-4 0.6970 23.0 20.7 5.30 6.30 0.17 
P-5 1.1850 24.3 21.9 10.00 12.00 0.17 
P-6 0.5910 21.7 19.5 3.40 4.70 0.15 
P-7 0.8580 21.2 19.1 2.80 4.00 0.14 
P-8 0.4170 18.9 17.0 1.30 1.60 0.16 
From this table, a median acceptable value would perhaps be y/h = 0.17. Therefore, 
the velocity gradient change demonstrated in the present set of experiments significantly 
exceeds that required for fully developed flow. It can therefore be stated with 
confidence that the data collected is not significantly affected by the further 
development of a partly developed flow, but is representative of the changes occurring 
arising from the modification of the flow cross-sections. 
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By considering the actual dimensional variation of the channel, the mechanism of 
change of the velocity gradient can be considered in more detail. One possibility is that 
the 90th percentile isovel remains relatively unchanged in level as the bed level drops 
away, therefore allowing the 'boundary' layer to expand to fill the newly available 
depth at each section. If the actual level of the 0.90 isovel is plotted against a fixed 
reduced level with longitudinal distance, Figure 120 is produced. This shows that the 
expansion concept does not adequately describe the behaviour, although it may have 
some small effect. It can be seen that there is a consistent and smooth change in 
location of the isovel with increasing downstream distance. This relative movement of 
the isovels is consistent with a boundary layer thickening, as found in the entry length 
of a pipe flow. However, this 'boundary layer development' eventually exceeds that 
observed for fully developed steady turbulent channel flow. Presumably, if the profile 
shape change was extended to lower bed levels, a continuation of the expansion would 
be observed. However, the bed longitudinal bed gradient is not insignificant even at 
the close of the present experimental set. With increased steepening of the bed, it is 
possible, perhaps even likely, that separation of the flow from the bed would occur. 
No such separation was noted during this experiment. 
Given that the bed velocity gradient is significantly lessened as the flow passes 
downstream, most probably in response to the change in bed level, it is interesting to 
note the equivalent behaviour on the vertical sides of the sections. A study of Figures 
115 to 119 shows that, in non-dimensionalized form, the wall velocity gradient stays 
constant with increasing downstream distance. At each location, the velocity increases 
from zero at the solid boundary to 1.05 times the average sectional velocity at a 
distance of about 0.10 of the section width from each wall. Since the average velocity 
is constant throughout the transition while the actual width decreases, this therefore 
shows that the side-wall velocity gradient is in fact increasing in the downstream 
direction. 
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The behaviour at the bed and sides, although not consistent with each other, can be 
considered to be locally consistent with the expectations for boundary layer growth. 
Nikuradse carried out experiments to determine turbulent velocity distributions in 
channels with both converging and diverging vertical walls. The results of these 
experiments have been reported upon in detail in Schlichting [1968], Streeter [1961] and 
Duncan et al [1970]. Typical velocity profiles for convergent, parallel and divergent 
wall conditions are shown on Figure 121. 
For converging walls, which may be typified as producing both accelerating flow, and 
flow with a favourable pressure gradient, it was shown that boundary layer growth was 
retarded in comparison to parallel wall flow. That is, steeper velocity gradients were 
induced at the wall, producing a thinner boundary layer than for uniform flow, and the 
velocities in the core region of the channel were relatively uniform over a more 
significant proportion of the flow width. The parallel uniform flow case can be 
adequately described as a zero pressure gradient occurrence. Conversely, for diverging 
wall conditions (decelerating, and hence adverse pressure gradient flow), it was found 
that the wall velocity gradient was smaller than for parallel flow, and that the boundary 
layer eventually extended to the midline of the channel. The velocity varies in a 
substantially linear fashion over the majority of the profile in this case. 
Batchelor [1967] demonstrated theoretically that identical velocity profile behaviour is 
exhibited for laminar boundary layers in converging and diverging channels. The same 
phenomena are well accepted in unbounded flows subjected to favourable or adverse 
pressure gradients. That is, in a favourable pressure gradient (accelerating flow), 
boundary layer development is retarded, while for an adverse pressure gradient 
(decelerating flow), boundary layer growth is promoted at a faster rate, both with 
respect to boundary layer behaviour in the zero pressure gradient case. 
From Figures 115 to 119 for increasing downstream distance, it can be seen that the 
reduction in velocity gradient at the bed, together with the increasing non-uniformity 
of velocity distribution in the vertical direction, is completely consistent with the 
expected behaviour for a divergent channel. If the longitudinal profile of the transition 
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FIGURE 121 
Nikuradse's Data on Converging and Diverging Channels 
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length is considered alone, with the plan contraction being ignored for the moment, the 
channel is seen to be divergent in the vertical plane, reinforcing the concept of an 
adverse pressure gradient flow. 
A similar analysis of the vertical wall velocity gradients can be carried out. The 
boundary layer in a zero pressure gradient uniform flow, whether it be in a pipe, 
channel or unbounded flow, will increase in thickness with increasing distance 
downstream. Consideration of the shape of the profile transition in plan view, this time 
ignoring the bed level drop, demonstrates that the channel is convergent in this respect. 
In such contracting conditions, the thickness of the boundary layer should decrease. It 
has been shown that the velocity gradient on the side-walls increases with increasing 
downstream distance, while the velocity distribution in the core of the flow becomes 
more uniform width-wise. 
This behaviour is completely consistent locally with the contraction of the bed width. 
If this explanation of the flow behaviour is accurate, then the contour diagrams, for the 
later sections in particular, show the occurrence of both boundary layer promotion (at 
the bed) and boundary layer retardation (on the walls) within the same cross-section. 
In global terms, the flow situation should be classed as a zero pressure gradient 
situation. Cross-sectional area of flow, and hence average velocity, is virtually constant 
at all locations through the transition. It has been shown that the water surface profile 
is smooth, and that the friction velocity varies only slightly throughout the transition. 
Therefore, it is intriguing to note that, within a global zero pressure gradient flow 
condition, there appears to be both local adverse and favourable pressure gradient 
effects on the measured velocity gradients. This is perhaps the cause of the sudden 
deepening of the comer flow effect as the flow transitions from section 1 to section 2. 
However, it is unclear why this effect becomes less pronounced with increasing distance 
through the transition cycle. 
Batchelor provides a detailed explanation of the effect of pressure gradient on boundary 
layer development at large Re, by considering the formation of vorticity within the 
flow.   At rest, the flow is irrotational in nature.   As relative movement between the 
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solid boundary and the fluid occurs, the irrotationality breaks down at the wall as 
vorticity is generated at the fluid/solid interface. In the core region of the flow, 
however, the flow must remain irrotational, at least for a short period of time, since 
there is no vorticity generating mechanism present in this zone. A boundary layer 
forms at the solid boundary, describing a thin (at least initially) zone where viscous 
forces predominate. This is in contrast to the region of flow further from the boundary, 
where inertial forces are dominant, and the fluid behaves as an inviscid, frictionless 
mass. 
In a zero pressure gradient situation, the boundary layer will continue to grow in 
thickness, albeit with a continually reducing rate of increase, with increasing 
downstream distance from the propagation point. This growth is the result of the 
transfer of vorticity from the boundary layer into the main body of the flow, which is 
the product of two separate mechanisms. In the primary instance, and in the period of 
time immediately following the initial acceleration of the fluid, vorticity is transmitted 
away from the boundary by molecular diffusion. As velocity increases, convection of 
fluid elements begins to take place, and the vorticity is transported with the element. 
Diffusion will always take place away from the boundary, while the convective 
component may dictate movement either away or towards the boundary. In zero 
pressure gradient conditions, therefore, without the presence of any elemental 
convection, the boundary layer will continue to grow in thickness from the diffusion 
effect alone. The addition of the convective component will therefore either promote 
the boundary layer formation (e.g., divergent wall flow, where there is a component 
of flow away from the boundary) or retard it (e.g., convergent wall flow, where fluid 
elements are pushed towards the boundaries). 
One significant result that arises from the combination of the increase in thickness of 
the bed boundary layer plus the constancy of the wall boundary layer is that the peak 
cross-sectional velocity must increase, to compensate for the reduced velocity in the 
remainder of the profile. It can be seen that this does take place with increasing 
downstream distance.   Figure 122 shows a vertical slice taken at the midline of each 
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of the cross-sections, comparing the velocity profiles for each. The rapid lessening of 
bed velocity gradient is apparent, as is the increase in peak value. 
Figure 123 shows the corresponding information for the wall boundary layer, presenting 
the horizontal profile across each channel section at the level of peak velocity 
occurrence.   Again, the constancy up to the value of 1.05 V^^ is obvious. 
7.7.2   Longitudinal Turbulence Intensities 
Between 30 and 40 particle velocities were captured in each time interval, with the final 
result determined as the ensemble average of 50 contiguous intervals. It was previously 
shown for the pipe flow that, given an expected rms value of 0.1 of the mean velocity, 
this number of readings would provide more than adequate accuracy in the calculation 
of means and standard deviations. 
As for the velocities, the turbulence intensities are presented for each section in non- 
dimensional form, both in magnitude and spatially. The normalizing value for 
magnitude was the friction velocity for each section given in Table 14. Figures 124 to 
128 plot the contours of normalized axial turbulence intensity for cross sections 1 to 5 
respectively. 
In light of the different wall and bed behaviour noted for the axial velocities, two 
immediate inter-section comparisons can be made. It can be seen that, in the vertical 
direction in general, the range of turbulence intensity across the majority of each section 
is decreasing with increasing downstream distance. For example, in section 1, the 
value of 0.9u* is reached at a height of 0.18d at the midline of the channel, and that a 
value of 1.5u* is achieved closer to the bed. In contrast, for section 5, 0.9u* occurs at 
a height of 0.7d, while the maximum value recorded in the section is only l.Ou*. 
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Therefore, again in general, there is less variation across the depth of the section with 
increasing depth of flow. The use of term 'in general' should be carefully noted, since 
it is apparent, particularly with the later cross sections, that there are significant 
anomalous areas present in the profiles.  These will be discussed in detail shortly. 
With respect to side-wall behaviour, a similar phenomenon to that found in the velocity 
plots is shown. That is, again in general, there is no noticeable change in turbulence 
intensity distribution near the walls as downstream distance increases. The 0.9u* 
contour is seen to occur at a constant distance of about 0.05B from each wall, for each 
section. 
The question of uniformity of each profile can now be addressed. Figure 124 shows 
that section 1, just prior to the transition entry, displays relatively smooth contours, 
with no significant bumps or deviations. However, on Figure 125, section 2 is seen to 
have a finger of higher turbulence intensity developing on the right hand side of the 
profile. The contours of 0.8 to l.lu* distend significantly in this area, extending 
upwards into an area with generally lower turbulence intensity. 
A similar form of behaviour is found on Figure 126. In both the left and right hand 
lower quadrants of section 3, isolated zones of turbulence intensity with significantly 
higher magnitudes than the immediate surroundings are apparent. In addition, on the 
midline at a height of about 0.65H, a peak of turbulence intensity has developed. 
In section 4 on Figure 127, this midline anomaly has disappeared, but the occurrence 
of the lower quadrant fingers is more obvious. In particular on the left hand side of the 
profile, there are two adjacent zones with intensities much greater than their 
surroundings. 
In Figure 128, the presence of the fingers is very pronounced on both sides of section 
5. One possible interpretation fuelled by a study of the succeeding profiles is that zones 
of higher turbulence intensity are being generated in the comers of the flow, to 
eventually be shed as isolated fingers into the lower intensity flow occurring at 
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shallower depths. The phenomenon of comer flow in rectangular open channels and 
ducts is well documented. It can be postulated that the presence of the secondary flow 
needed to produce this effect, together with the changing shape of the profile, may be 
encouraging the development of vortices not orientated with the general direction of the 
flow. The possibility of vortex production can be easily visualized by considering the 
rate of change of the bed level longitudinally. As the level drops away, the tendency 
to form eddying currents around a horizontal axis perpendicular to the direction of flow 
can be recognized. The interaction of these essentially lateral structures with the 
longitudinal flow characteristics would be expected to produce greater turbulence than 
occurs under normal conditions. 
Nezu and Rodi showed that, in fully developed flow, the axial turbulence intensity 
varied in a roughly linear manner over the depth of flow, from a value of say 2.2 u* 
at the bed to about 1.0 u* at the free surface. Vertical profiles taken at the midline of 
each section certainly do not reproduce this behaviour, as shown on Figure 129. 
Similarly, although the measured turbulent magnitudes are of similar order, the values 
are lower than those recorded by Nezu and Rodi. 
However, even given these apparently significant differences, there is still a similarity 
with previously collected data. 
7.7.3   Vertical Turbulence Intensities 
The turbulence intensity of the vertical velocity component, v'^^s, was calculated at all 
measurement points in each cross section. As for the axial component, the values were 
normalized by the average sectional friction velocity for each section. The contour 
profiles of normalized vertical turbulence intensity are given on Figures 130 to 134 for 
sections 1 to 5 respectively. 
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As before, the bed-wise and wall-wise variations between succeeding downstream 
sections were evaluated. With respect to bed changes, it can be seen that on Figure 
130, a value of v'^^s of 0.8u* is achieved at a height of about O.IH for section 1. In 
Figures 133 and 134, this contour level has dropped to the general position of about 
0.05H for sections 4 and 5. This behaviour is consistent with that found for the u'^^, 
data. Although the wall values appear to be somewhat more confused than for the 
previously analysed parameters, once again there is no evidence of significant change 
in wall gradient with increasing downstream transition distance. The 0.8u* value occurs 
in the range 0.04B to 0.07B from each wall over the series. 
The presence of high intensity zones and isolated fingers within lower background areas 
is again notable as the flow transitions downstream. A comparison with the results for 
axial turbulence intensity shows that the spatial locations of these disturbances coiTelates 
very closely between the two intensity components. 
One interesting point of comparison is that while the vertical turbulence intensities are 
certainly of the same order as the axial intensities, they are consistently smaller in 
magnitude. This is consistent with Nezu and Rodi's results for fully developed flow, 
where the value of v'^^ was shown to be lower than that of u'^^ at all locations 
measured vertically at the midline of the channel. For example, at mid height, a 
median value of u'^ns was found to be about 1.5 u', while the comparable value for v'^^, 
was only 0.9 u*. 
In general, the values of vertical turbulence intensity determined in the present set of 
experiments were very similar in magnitude to those measured by Nezu and Rodi. 
However, these two researchers found the value of v'^^g varied almost linearly from the 
bed of the channel, where a value of 1.2 u* was recorded, to the free surface where 
v'nns was determined as about 0.6 u*. The corresponding vertical profiles at the midline 
for each of the cross-sections under present review are shown for comparative purposes 
on Figure 135. It can be seen that the linear approximation does not fit the data at any 
of the sections particularly well. 
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7.7.4   Reynolds Stress Term 
The Reynolds stress term, u'v', was calculated from the measurement of the axial and 
vertical velocity data in the channel. The information was non-dimensionalized by the 
term (u*)^, in line with the convention adopted by other researchers. 
As for the other flow parameters, the information is presented in the form of a contour 
plot for each section, given in Figures 136 to 140 for sections 1 to 5 respectively. As 
would perhaps be expected, the plots show good qualitative agreement with both the 
axial and vertical turbulence intensity figures for each section. In particular, the 
presence of higher intensity zones and the previously described fingers is noted, and the 
locations of these zones correlate very well spatially with the two turbulence intensity 
parameters. 
An analysis of the inter-section differences would indicate that, in general, there is 
marginally less variation within each section as the transition progresses downstream. 
For example, on section 1, more than half of the section area is taken up by the range 
0.0 to 0.1 (u*)^, and the minimum value in the section is about -0.45. In section 4, the 
area in the range 0.0 to 0.1 has decreased markedly, while the minimum value recorded 
on the midline is about -0.50. For section 5, the majority of the section is governed 
by the range 0.0 to -0.2, while the peak value has decreased slightly. 
However, it should also be recognized that there are significant areas of high u'v' 
production, in particular for sections 3 and 4, as shown on Figures 138 and 139. It is 
considered that the existence of these zones is related to the secondary flow occurring 
in the comers of the section, and is exacerbated by the interaction between longitudinal 
and lateral structures in the flow. 
For comparison purposes, Nezu and Rodi also presented data on the vertical distribution 
of Reynolds stress at the midline of a fully developed channel flow.  For that data, it 
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was found that u'v' varied in an essentially linear fashion from a value of 0.0 (u*)^ at 
the free surface to -1.0 (u*)^ at the bed. Just above the bed, the measured values were 
shown to increase (become less negative), and therefore deviate significantly from the 
linear relationship. 
It must be noted at this stage that the program used to collect the velocity data indicated 
that almost all of the Reynolds stress values measured were positive. However, the 
program also returned a positive value for the vertical velocity component throughout 
the transition, increasingly so with increasing downstream distance. Detailed dye tests 
proved conclusively that there was a significant and consistent downward component 
to the total velocity vector. Comprehensive debugging of the program at a later date 
did not uncover any reason for this certain error, and equipment failure prevented a 
rerun of the experiment. It was therefore decided that a sign change in both the vertical 
velocity term and Reynolds stress terms was required. The analyses and discussion 
presented following take this change into account. If the positive direction of the 
velocity component is altered, then the Reynolds stress will also change sign. Duncan 
et al [1970] presented the following argument in respect of the sign of u'v'. 
"In general, fluid elements arriving at a point from strata nearer the 
surface (v' positive) arrive with roughly the mean velocities of those 
strata and hence with negative values of u'; conversely fluid elements 
from higher strata (v' negative) generally arrive with positive values of 
u'.   Thus the product of u'v' is generally strongly negative...." 
It should be noted that the reference to 'surface' in this quote does not indicate a water 
surface, but rather a solid boundary, which in the present case corresponds to the bed 
of the channel. The underlying message, which is repeated by other authors in the field, 
is that the sign of the velocity product is negative. When the sign of the apparent 
tangential shear stress component is taken into account, the following relationship is 
produced 
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T^ = -P «V (7.7.1) 
Consequently, if the value of u'v' is negative, then the shear stress component is 
positive in the normal cartesian co-ordinate system. The validity of the sign reversal 
can be accepted accordingly, and it was therefore assumed that the sign of the u'v' will 
be negative in fully developed steady uniform channel flow. 
The midline vertical profiles for each of sections 1 to 5 are presented on Figure 141, 
and can be compared with the linear relationship expected for fully developed flow and 
verified experimentally by Nezu and Rodi. It is apparent that the linearity in fully 
developed flow is not reflected in these measurements. In addition, the values recorded 
are seen to be significantly smaller in absolute magnitude than those found by Nezu and 
Rodi. For example, as previously noted and seen on Figure 136, most of the contour 
plot area for section 1 occupies the range from -0.1 to 0.1. The maximum downwards 
extent of the -0.1 contour is to the y/H level of 0.2. Contrastingly, the commensurate 
level for a -0.1 value for Nezu and Rodi's data occurs at about y/H of 0.9. At the level 
of y/H of 0.2 in Nezu and Rodi's data, the value of the Reynold's Stress term is about - 
0.8 (u*)^ on average. 
Given that this present reading was obtained prior to the start of the channel transition, 
it can only be hypothesized that the deviations found are caused by the undeveloped 
nature of the flow. Certainly, it is true that these near-zero readings are dominant in 
each of the sections. In respect to the turbulence intensity plots, it would also appear 
that, apart from the high value areas previously noted, there is less evidence to suggest 
that the Reynolds stress values are as significantly affected by the channel transition. 
From Figure 141, there is no significant trend apparent in any of the vertical profiles 
that would correspond to the downstream progression through the transition. If 
anything, it could be said that the profiles are generally very similar. It has also been 
previously shown that the longitudinal length involved in the transition is not sufficient 
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FIGURE 141 - Reynolds Stress at Centreline 
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to produce a noticeable change in flow parameters caused by development of the profile 
alone. Based on this premise alone, no significant change would have been expected. 
However, given that notable changes were seen to occur in the two turbulence intensity 
components, the measured results are still somewhat surprising. 
Nevertheless, even though, in the overall sense, the profiles are similar, there are still 
some points of difference worthy of comment. In particular, the presence of relatively 
high intensity values at a number of locations for sections 3 and 4 is easily identifiable. 
For example, in section 4, there are two distinct peaks, where the local value of u'v' 
is significandy higher than the neighbouring values, and anomalous in regard to the 
trend obvious in the data for this section as well as the others. A detailed examination 
of the data used to derive the contour plots was undertaken, to determine whether the 
anomalies were caused by some experimental error. However, this analysis showed 
that the readings were valid, and reasonably consistent over the duration of data 
collection. This therefore removes the possibility that the results were affected by one 
or two very erroneous readings. The data at each point was seen to be relatively 
consistent with time. There is therefore no explanation available from the data to gain 
further insight into this phenomenon. However, the overall accuracy of the experiment, 
and the reproducibility of the results should leave no doubt about the validity of the 
readings. 
In respect to wall gradients, the available data produces a similar conclusion to those 
found for the other flow parameters. That is, there appears to be very little change in 
wall conditions through the transition, which is consistent with the results found for the 
vertical profiles. 
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7.8    Conclusions for Non-Uniform Channel Flow Experiment 
Based on a careful analysis of the data collected, and as discussed in detail in the 
preceding section 7.7.1 to 7.7.5, a number of conclusions can be drawn in respect of 
the hydraulic performance of the cyclically varying channel shape: 
1) The longitudinal measurement span of 1.0 m is quite short 
in relation to the expected distance required to produce 
fully developed turbulent flow. Accordingly, it is 
considered that there is no significant developmental 
contribution to the changes noted in various of the 
measured parameters. 
2) There is no net change in cross-sectional area of flow at 
any location in the transition. However, at different 
points on the same cross-section, the channel displays 
characteristics of both convergent and divergent flow. On 
the walls, the retardation of the boundary layer growth is 
consistent with the converging shape of the section in 
plan. Similarly, the divergence of the bed in the direction 
of flow is reflected in the expansion of the boundary layer 
in this region. 
3) Both axial and vertical turbulence intensity measurements 
show the existence of zones of localized high intensity in 
the later stages of the transition. In the main, these 
anomalies are sited into the two comers of the flow. It is 
postulated that these values are the result of some complex 
vortex interaction between the different boundary layer 
mechanisms in operation at the bed and walls of the flow. 
The comer flow effect with associated secondary flow in 
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uniform channel flow is well recognized, and the 
imposition of profile shape change may be ultimately 
responsible for greater transverse currents in the present 
case. 
4) The Reynolds stress terms measured are significandy 
different from those expected in fully developed flow. 
The magnitudes were found to be significantly less than 
for the fully developed case. In contrast to the other 
parameters presented, particularly the two turbulence 
intensity components, there was no noticeable change in 
Reynolds stress distribution over each cross-section with 
increasing downstream distance. It was shown that wetted 
perimeter and friction velocity were only marginally 
changed through the transition, and that cross-sectional 
area of flow remained constant. The behaviour of the 
Reynolds stress term would indicate that it is affected 
mostly by these values, while the turbulence intensities are 
affected to a much larger degree by the boundary layer 
phenomena. 
372 
7.9    Conclusions - Comparison Between Unsteady Pipe Flow and 
Non-Uniform Open Channel Flow Results 
Two separate experimental programs have been reported upon within this document, 
seemingly linked only by the use of the laser-Doppler equipment to collect data. It is 
recognized that the two flow situations studied (i.e., the pipe and the channel) are not 
strictly comparable. In the first instance, the transient nature of the pipe flow is 
temporal in origin, while the flow is uniform in terms of its spatial dimensions. In the 
case of the channel, the phenomena take place in steady flow, and the change in flow 
parametrics is caused by spatial variation in flow dimensions. Therefore, there are 
significant differences between the two situations. However, it will be shown that there 
are discernible similarities in the observed performance of the two systems. 
The presence of a significant acceleration field produces a retarding effect upon the 
formation and growth of the turbulent boundary layer in an unsteady pipe flow. The 
forcing head produces uniform pressure across the entire cross-section, and therefore 
also across the much thinner boundary layer. In laminar flow conditions, Batchelor 
argues that this pressure force will therefore exert work on each fluid element, the rate 
of acceleration applied being inversely proportional to the pre-existing velocity of the 
element. That is, the slower moving elements will be accelerated at a greater rate than 
the faster particles, so as to eventually produce a uniform velocity flow. It can be seen 
from the velocity profiles in the pipe for accelerating laminar conditions (figures 15 to 
18), that this is precisely what takes place over the majority of the section. The core 
region of the pipe reacts as an inviscid slug. Now, since the non-slip condition must 
be satisfied at the wall, total uniformity can not be achieved, and the slowest moving 
elements of all, those at the wall with zero velocity, experience no acceleration. 
However, just away from the wall, the elements can be accelerated, and this occurs 
temporally until the velocity of these elements essentially matches that of the core 
region. In this instance, therefore, part of the pre-existing boundary layer has been 
converted into core flow, and the boundary layer reduces in thickness. It must be noted 
that the previously identified viscous diffusion is always active,  and the actual 
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observable effect on the boundary layer will be completely dependent upon the 
respective magnitude of the two effects. 
The other important effect of this phenomenon is that, if the boundary layer thickness 
does not increase in thickness commensurately with the increase in velocity of the core 
region, the velocity gradient at the wall must increase. This provides an excellent 
physical validation of the theoretical and experimental finding that wall shear stress 
increases in laminar accelerating pipe flow. An identical but converse discussion can 
be presented for decelerating laminar flow, such that the boundary layer growth is 
enhanced. 
However, from the present set of results for the channel, as well as the previously noted 
and validated research by Nikuradse, it is apparent that this mechanism is also active 
for turbulent flow conditions, at least non-uniform, steady flows. For this case, the 
presence of a spatial expansion (deceleration) promotes the growth of the boundary 
layer to a greater extent than for fully developed channel flow. Similarly, the effect of 
a spatial contraction (acceleration) is shown to prevent the expected downstream 
thickening of the wall boundary layer. In spatially varied flow, therefore, Batchelor's 
hypothesis would seem to be valid. However, in spatially uniform, but temporally 
unsteady flow (as experienced in the accelerated and decelerated pipe flow situation), 
the experimentally obtained results are not supportive at all. 
In the case of the temporal deceleration, it was shown that there was no discernible 
change in velocity profile shape, and the boundary layer continued to occupy the full 
cross-section of the flow. Since further boundary layer expansion is simply not possible 
in this case, the noted results may be considered to be inconclusive in respect of the 
present analysis. One possible effect, if Batchelor's argument was applicable, is that 
the velocity profiles should demonstrate greater variability than for the comparable 
steady state condition. That is, there would be greater variation in the core region of 
the flow. No such behaviour was observed in the temporally decelerating pipe flow. 
However, it is important to note that this boundary layer 'expansion' was actually found 
in the channel bed transition.   For section 5, it was seen that the deviation of the 
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vertical profile from a uniform velocity condition was greater than that expected for 
fully developed turbulent channel flow. 
Similarly, for temporal acceleration, at the time immediately following laminar- 
turbulent transition, the measured profile response is completely at odds with the 
channel behaviour. In particular for the experiment ACC.2 with the greater 
acceleration, it was found that the requisite velocity profile had a larger maximum (at 
the centreline) to minimum (near the wall) difference than a fully developed turbulent 
profile. Batchelor's argument regarding the effect of an accelerative pressure field 
should yield, qualitatively, a profile that is flatter and more uniform than the fully 
developed case. It is accepted that the peculiar mechanics of transition in this case may 
produce anomalous results. However, at times well past transition, as demonstrated by 
both sets of acceleration experiments, there is still no tendency for the profiles to 
become more uniform. The logical extension of Batchelor's work to turbulent 
accelerating profiles would be to produce a similar shape to that recognized and 
measured in accelerating laminar flow. 
It is clear that this does not take place. Numerous researchers have argued that waU 
shear stress in unsteady turbulent flow behaves similarly to that in laminar unsteady 
flow. That is, shear stresses tend to increase in accelerating flow, and to decrease in 
decelerating flow, both in comparison to the values for equivalent steady state flow. 
If this supposition is based mainly upon the magnitude of the 'expected' wall velocity 
gradient, it can be seen that the argument is insupportable in respect of temporally 
unsteady flows. In fact, if the wall velocity gradient is taken as the only variable 
affecting the value of this shear stress, the results from this experimental series would 
indicate equality for the unsteady and the quasi-steady conditions. As was noted earlier, 
it is considered that the answers may well lie in the physics of the near-waU region. 
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Leaving aside this question, the differences and similarities found for velocity profile 
behaviour in 
1) spatially uniform, temporally unsteady flow, and 
2) spatially non-uniform, temporally steady flow, 
can be identified as follows: 
a) Laminar flow reacts consistently to the presence of a non-zero pressure 
gradient, applied temporally at one location. 
b) Non-uniform turbulent flow reacts similarly to laminar flow, in that the 
boundary layer growth is retarded by the presence of a favourable 
pressure gradient, and enhanced by an adverse pressure gradient. 
c) Unsteady turbulent flow does not exhibit the same behaviour as either 
unsteady laminar flow, or non-uniform turbulent flow. Velocity profile 
shape, at least at those times sufficiently distant from any transition 
phenomena, appears to be unaffected by either an accelerative or 
decelerative pressure field. In particular, under accelerating conditions, 
there is no evidence of the profiles developing more uniformly, as is 
found for laminar conditions. 
Therefore, the behaviour of unsteady flow is seen to be markedly different from the 
other classes of flow analysed. 
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8.0    CONCLUSIONS 
Detailed conclusions have been provided at the end of each relevant chapter within this 
document, and it is not intended that these be reproduced in full here. Rather, it is 
proposed to discuss some of the more general aspects of the work completed. 
From the literature review in Chapter 2, it is apparent that there has been a dearth of 
experimental data available historically for monotonically unsteady turbulent pipe flow. 
In respect to this class of flow, probably the most important results from the present set 
of experiments are as follows: 
The instantaneous unsteady turbulent velocity profiles for 
both accelerating and decelerating transients were shown 
to be indistinguishable from the quasi-steady equivalents. 
This would appear to indicate that the velocity profile is 
able to react, without noticeable delay, to changes in the 
external forcing head. 
Laminar-turbulent transition was delayed to a significant 
extent (to full pipe Re in excess of 100 x 10^) by the 
application of a accelerative field. However, Nielsen's 
[1991] theory based upon boundary layer transition 
predicts Re much closer to the classically expected values. 
In the laminar time zone, flow profiles were not quasi- 
steady in nature, but of a 'top-hat' form noted by 
numerous previous researchers. Transition to fully 
developed turbulent conditions occurred much faster than 
under steady flow conditions, with spatially complex 
velocity behaviour observed in the transition period. 
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In contrast to the velocity profiles for the accelerating 
case, the turbulence intensities over the full profile in the 
immediate post-transition (turbulent) time zone were 
significantly smaller than quasi-steady equivalents. With 
increasing time, and hence decreasing rate of acceleration, 
increasingly good agreement with quasi-steady turbulence 
intensities was achieved. This behaviour is consistent 
with a lag in response, and could also be indicative of a 
reduction in wall shear stress. 
For the deceleration experiment, turbulence intensities 
were essentially similar to quasi-steady values, although 
perhaps slightly lower. In general terms, therefore, it was 
considered that the available data was most consistent with 
a quasi-steady assumption for wall shear stress. This is in 
conflict, firstly with all theoretical expectations, which 
predict that wall shear stresses should increase in 
accelerating flow and decrease in decelerating flow, and 
secondly with experimental work by Shuy [1985] and 
Kurokawa and Morikawa [1986] which predicted precisely 
the opposite behaviour. 
Based on these results, it is considered that the most promising direction for future 
experimental research is to examine flow behaviour in the near-wall locations. In 
particular, the measurement of velocity parameters in the wall-adjacent and buffer 
transition sub-layers should yield important information in regard to turbulence 
generation and propagation, and the unsteady behaviour of wall shear stress. 
With respect to the open channel flow experiments, the most significant contribution to 
engineering knowledge is formed by the data collected and presented here. However, 
one interesting conclusion was gained from the study of the width-varying, depth- 
varying but constant area flow.   Within the same cross-section, the flow behaviour 
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varied significantly between the bed and the walls. On the walls, which converged with 
downstream distance, the boundary layer was found to decrease in thickness. This is 
consistent with the application of a favourable pressure gradient, produced by spatial 
convergence. Precisely the opposite behaviour was noted at the bed. Boundary layer 
growth was promoted, consistent with divergence of the flow and the application of an 
adverse pressure gradient. 
In a more general sense, the experimental program was successful in its implementation 
of procedures to derive unsteady flow parameters through the use of a laser-Doppler 
anemometer. This has important implications for the study of fluids within the Civil 
Engineering Department of the University of Queensland, promoting much wider use 
of the LDA with subsequent improvement in experimental accuracy. It is hoped that 
the work completed will provide impetus to further relevant research. In particular, a 
detailed experimental investigation based on the concepts put forward by Nielsen [1991] 
may yield important results. 
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APPENDIX A    LASER-DOPPLER ANEMOMETRY 
A.l   Introduction 
The concept of Doppler anemometry has been understood for hundreds of years, 
although the first practical demonstration of the Doppler effect did not take place until 
the mid-nineteenth century, when an experiment was performed using a trumpet player 
on a moving train. 
The Doppler effect describes the change in frequency of any wave based carrier signal 
generated from a moving body, as recorded by a stationary observer. In the case of the 
trumpet, this shift in frequency produces a noticeable change in audible pitch. The 
change in frequency of the wave is directly proportional to the velocity of the moving 
body. Since light may be considered to be a wave phenomenon, it is theoretically 
possible to determine the velocity of a particle by measuring the change in frequency 
of light waves scattered from the particle. However, the use of the method is 
dependent upon the initial carrier wave having a reasonable degree of frequency purity, 
or temporal coherence. For the case of sound in general, and the trumpet in particular, 
this is a relatively simple exercise, dependent only upon the skill of the musician. For 
light waves, however, it is only relatively recently that a suitable light source was 
developed. 
In 1960, the continuous wave gas laser was invented by Herriot, Javan and Bennett. 
By 1964, the first operational laser-Doppler anemometer (LDA) had been successfully 
tested. 
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A.2   Laser Principles 
Laser (Light Amplification by the Stimulated Emission of Radiation) generation is 
possible because of a basic principle of atomic physics, first postulated by Bohr in 
1913. Bohr's hypothesis stated that the electrons which surround the nucleus of an 
atom are confined to a certain finite set of discrete orbits. This leads to the conclusion 
that the atom is limited to certain discrete energy levels, dependent upon the orbital 
position of the electrons. Therefore, if the law of conservation of energy is to be 
preserved, the atom must either lose or gain energy as an electron moves from one 
discrete orbital level to another. This energy is manifested in either the absorption or 
emittance of a photon. The phenomenon also occurs for molecules composed from 
atoms of different elements. 
The process of Stimulated Emission involved in the laser effect occurs when an atom 
in an elevated energy state (i.e., with electrons in the most energetic orbit) interacts 
with a applied photon containing an amount of energy equal to the difference between 
the upper and lower energy states of the atom. This 'collision' stimulates the electrons 
to switch to the lower orbital position, with the result that the atom must shed a 
quantum of energy, equal to the difference in energy levels between the two positions. 
A second photon is therefore emitted. It is of crucial importance that the incident and 
emitted photons are of equal energy, and that the light waves associated with each will 
be completely in phase. In the general condition of a gas, there is an equal likelihood 
of the applied photon being absorbed by a lower energy state atom. Subsequently, no 
net gain of photons will occur unless the number of atoms in the higher energy state is 
significantly greater than those of lower energy. If a light beam of the requisite 
frequency is therefore introduced to a body of gas where the majority of atoms are in 
the upper energy state configuration (known as a population inversion), the photons of 
the beam will induce Stimulated Emission in the main. Amplification will occur as 
more and more photons of identical frequency are generated. Continued amplification 
is dependent upon a replenishable source of atoms in the higher energy state. In the 
case of the Argon-ion laser used in the present experiments, population inversion is 
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maintained by continually adding sufficient electrical energy to the gas to re-ionize the 
argon atoms after photon emission has occurred. Mirrors at each end of the laser 
cavity are used to align the beam. At a certain power level, an output beam of high 
temporal and spatial coherence is generated, and will continue to be generated so long 
as the system remains in equilibrium with a constant supply of high energy atoms. 
The alignment of the beam within the laser tube is vital to the correct functioning of an 
LDA. The various operational modes of a laser that may result from slightly different 
alignments are referred to as transverse electromagnetic modes (TEM). For an LDA 
system, the laser must operate in the uniphase or TEMQO mode, where the light wave 
is propagated in coincidence with the optical axis of the cavity. Gross deviation of the 
beam from the axis will prevent adequate amplification for lasing to occur. 
It is the coherence of the light wave that distinguishes a laser from less rigorous 
sources. Laser light is usually considered to be both temporally and spatially coherent. 
In the temporal sense, this refers to the range of frequencies in the output. Absolute 
temporal coherence can only be maintained for an exceedingly short period of time. 
Accordingly, a source may be considered to be coherent if the light emitted varies over 
an insignificantly narrow bandwidth of frequencies. The Argon-ion laser is used to 
generate two discrete frequencies, corresponding to visible blue (wavelength of 488 nm) 
and green (514.5 nm) light. Temporal coherence is important to the operation of the 
LDA, since the measured Doppler frequency is proportional to the frequency of the 
incident beam. Without a tightly controlled incident beam, the accuracy of the 
measurement will suffer commensurately. 
With respect to spatial coherence, this implies that the shape of the wavefront produced 
is constant with time. The wavefront is defined as the surface described by all points 
of equal phase. For two separate positions of this front, a light source may be 
considered to be spatially coherent if the phase difference for each point is identical 
between the two wavefront positions. The concept can be further explained by 
assuming a light beam to be composed of many individual packets, each containing a 
wavetrain.   For a spatially coherent beam, each of these packets is in phase with all 
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others, and all wavetrains are identical. Spatial coherence is important in an LDA for 
two reasons. Firstly, the LDA relies on the formation of an accurate and reproducible 
fringe pattern in the probe volume, which will only result if the phase difference of the 
beams used remains constant. Secondly, it is a by-product of the spatial coherence of 
the beam that the laser can be focussed on the smallest possible point, limited only by 
diffraction effects. Therefore, the power of the laser can be concentrated in a small 
measuring volume. In addition, the resolution of the instrument in relation to physical 
positioning in space of the probe volume will be extremely accurate. 
From the preceding discussion, it can be seen that the light emitted from a lasing gas 
well satisfies the twin requirements of spatial and temporal coherence. Since the 
photons are emitted in phase with the incident beam, all light waves so produced are 
in phase and therefore spatially coherent. In addition, because of quantum effects, each 
atom is constrained to release an identical amount of energy when the electrons drop 
from the higher to lower level condition. The frequency of the wave is therefore 
constant, and temporal coherence results. 
A more detailed explanation of laser operation is given by Beesley [1976]. 
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A.3   Principles of Laser-Doppler Anemometry 
As noted earlier, it is possible to determine the velocity of a moving particle by 
measuring the change in frequency of light scattered by the particle. However, only 
for extremely high velocities can the frequency shift be detected accurately in a direct 
measurement, such as in the Fabry-Perot interferometer. For lower velocity flows, 
such as those encountered in the present set of experiments, a dual beam method is 
employed. 
For the DISA LDA system used in the Civil Engineering Department of the University 
of Queensland, the fringe mode is employed. At the intersection point of two coherent 
beams, the effect of optical heterodyning will occur. The interference between the two 
wave fronts will form a fringe pattern, with a series of alternate light and dark bars, as 
shown on Figure 142. A particle crossing the probe volume will cross alternate light 
and dark areas, and the resultant scattering of light may be captured on a photodetector. 
The fringe spacing is proportional to the wavelength of the incident light according to 
the following relationship: 
6, =  :^ (A.l) ^     2 sin(6/2) 
where    X       = wavelength of incident light 
6       = intersection angle of two incident beams 
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FIGURE 142 
Fringe Pattern Formed by Intersecting Laser Beams 
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A particle moving across the fringe volume will scatter light at the following frequency 
0^ A. z 
where fj^      = Doppler frequency of scattered light 
U      = velocity component perpendicular to the fringes 
The signal for a single particle generated by the photodetector is passed as a Doppler 
burst to an electronic processing array. The typical form of a Doppler burst is shown 
on Figure 143. The signal is then processed in the current arrangement by a counter 
processor. This instrument is effectively a very accurate timing device, and operates 
in the following manner: 
1) The incoming Doppler burst is both high and low-level filtered, to 
remove as much of the random noise as possible from the signal. This 
activity is dependent upon the user having a reasonable estimate of the 
velocities being measured, so that the filter limits do not remove any 
possible valid readings. 
2) The amplitude variation of the filtered signal is analysed. Figure 143 
shows that the Doppler burst is approximately Gaussian in its 
distribution, with the maximum amplitude occurring at the mid-time of 
the burst. At the point (if any) where the amplitude exceeds a designated 
trigger level, data processing is enabled, and remains so until the 
amplitude falls below the trigger level. 
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FIGURE 143 
Typical LDA Doppler Burst on Oscilloscope 
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3) During processing, two pieces of data are extracted. Firstly, the number 
of valid 'zero crossings' (of the axis) is counted. Secondly, the time for 
the particle to transit this number of fringes is determined accurately. 
4) By comparative techniques (e.g., if the time for 8 zero crossings is 
equal, within a user defined tolerance, to 8/5 of the time for 5 zero 
crossings), the validity of the signal is established, and either accepted 
or rejected accordingly. 
5) If the signal is judged to be valid, it can be seen that the Doppler 
frequency is easily determined as 
h - ^ (A.3) 
where    n.      = number of fringes crossed 
A^     = transit time 
Therefore, the one-dimensional component of velocity perpendicular to the probe 
volume and in the plane of the beams can be calculated. The above explanation is 
somewhat simplified in terms of the data processing. In particular, the aspect of 
frequency shifting must be addressed. 
If the two coherent beams were exactly identical, the interference pattern so formed 
would be stationary in space. Under most operating circumstances, it is necessary to 
apply a frequency shift to one of the beams, so that the fringes appear to move within 
the probe volume with a significant velocity. Two separate frequency shifts are 
applied, for a number of reasons as listed following: 
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Electronic noise is generated within the photodetector output, as the 
result of undesired light and other random effects. This noise is defined 
as a pedestal signal, and appears in the frequency domain as a spectrum 
centred around the origin. As a particle crosses the probe volume, a 
Doppler frequency is generated. It can be appreciated that, if the 
velocity of this particle is insufficiently great, this Doppler frequency 
will mix with part of the pedestal signal, and be therefore incapable of 
being uniquely detected. However, if an adequate frequency shift is 
applied to the Doppler signal before it mixes with the pedestal signal, the 
pedestal can be safely filtered out, leaving only the shifted Doppler 
frequency for processing. The applied shift frequency can then be 
removed, and the remaining information processed. In the case of the 
DISA equipment, a frequency shift of 40 MHz is used. 
If the interference fringes move within the probe volume at a velocity 
much greater than the particle velocity, it can be seen that the particle 
has the opportunity to cross many more fringes than if a stationary 
pattern were used. For an unshifted arrangement, it can be appreciated 
that, for certain trajectories, particles will traverse only a small 
proportion of the total available probe volume. Therefore, not enough 
fringes may be intercepted to generate a valid Doppler burst. 
Subsequently, significant dead zones exist within such a probe volume. 
For moving fringes, however, the particle has the opportunity to 
intercept more fringes during the same residence time within the probe 
volume. Therefore, the application of a frequency shift increases the 
effective size of the probe volume, and data validation rate. Normally, 
it would be expected that the fringes would need to move against the 
direction of the flow to be of benefit. However, a shift of 40 MHz will 
result in a fringe velocity in the order of 100 m/s. For particle velocities 
less than 5 m/s, as in this case, it can therefore be noted that the 
direction of movement of the fringe pattern is unimportant. Whether the 
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particle crosses the fringes, or the fringes cross the particle, the 
generated Doppler burst will be only marginally affected. 
In the counter processor, there is no directional knowledge associated 
with the Doppler burst from a particular particle. That is, for a particle 
of velocity V m/s, the Doppler frequency passed to the counter processor 
is identical to that for a particle of velocity -V m/s. Without correction, 
this would represent a significant shortcoming in the study of highly 
turbulent or periodic flow. However, by applying a frequency shift 
greater than the largest expected Doppler frequency, directional 
uncertainty will be resolved. The Doppler frequency from a particle of 
positive velocity will add to the shift frequency, while the converse is 
true for a negative velocity. In the present experimental situation, a shift 
frequency of 500 ICHz was applied for this purpose. 
Therefore, it is necessary to apply two distinct frequency shifts, 40 MHz to resolve 
processing difficulties, and an amount of 500 KHz to remove directional ambiguity in 
the signal. The 40 MHz shift is removed by the application of a 40 MHz downshift via 
electronic heterodyning, prior to the signal passing to the counter processor. The 
directional frequency shift can not be cancelled until after the signal has been processed. 
It can be seen that the system as described above can provide only a one-dimensional 
representation of the actual velocity vector. By incorporating a second set of beams 
orthogonally to the first, a true two-dimensional representation can be achieved. In 
general terms, this setup requires 4 beams, two unshifted and two shifted. However, 
by allowing the two unshifted beams to act as one by sharing a coincident axial 
alignment, only a three beam arrangement is necessary. As noted in Section A.2, the 
laser used in the DISA equipment generates both green and blue laser lines. The output 
of the laser is therefore a cyan line, being a mixture of those two colours. With the use 
of optical beam splitting and translation, the typical three beam arrangement is 
achieved, all focussed on the probe volume. The arrangement is illustrated on Figure 
5.  Each of the shifted beams interacts with the appropriate unshifted component in the 
390 
cyan beam. A dual filtered photodetector system allows the Doppler frequency for each 
'axis' to be collected. Two counter processors are provided in this instance. Unlike 
the 40 MHz shift, the directional frequency shift must be applied so that the movement 
of the fringes is against the perceived direction of flow. Therefore, it is necessary that 
one of the colours experience a positive shift, while the other is shifted negatively. If 
this is not so, then the sign of one of the velocity components will not be returned 
correctly. 
For the counter processor operation, it is important that, on average, there is only one 
particle within the probe volume at any one time. It can be seen that, if more than 
particle is traversing the fringes, the light scattered by each particle will mix in the 
photodetector, and the resultant burst information will be erroneous. It is therefore 
important that the particle arrival rate is consistent with the probe volume dimensions 
in the longitudinal direction and the expected velocity of flow. The arrival rate is 
adjusted by reducing the output power of the laser. With increasing power, the LDA 
will be able to detect smaller and smaller particle sizes, and the arrival rate will 
therefore increase. 
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A.4   Components of the DISA Laser-Doppler Anemometer 
The basic components of the system used in the present set of experiments are as 
follows: 
A 5 Watt water cooled Argon-ion laser, 
A modular optics system, to process and manipulate the output beam 
from the laser, and also to focus the probe volume at the point of 
interest, 
A photomultiplier, to capture the scattered light intensity and convert the 
resultant analog signal to a digital value for further processing, 
Two frequency shifting modules, which produce firstly an optical upshift 
in the laser beams, and then provide for electronic downshifting of the 
collected signal. 
Two LDA counter processors, operating on the values supplied by the 
photomultiplier to derive the Doppler frequency for each channel, and 
A computer, to convert the Doppler frequencies into true velocities, 
carry out preliminary statistical processing and store the resultant values 
digitally. 
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The modular optics system is composed of a number of separate components, each of 
which is important in the overall adequate functioning of the system. A typical 
arrangement of this system is shown on Figure 144. In order of increasing downstream 
distance, the components are: 
A 1/4 wave plate, mounted on the output end of the laser. The laser 
beam exits from the laser tube in a vertically polarized condition. To 
facilitate rotation of the optical system, the 1/4 wave plate produces 
circularly polarized light 
A 1/4 wave plate, mounted at the entry to the optical system, and 
rotating with that system. This component maintains the beam in a state 
of consistent vertical polarization with respect to the axes of the optical 
system. Therefore, the polarization rotates as the 1/4 wave plate rotates. 
A neutral 50:50 beam splitter, which then offsets the two identical beam 
components laterally, although there direction remains parallel with each 
other and with the axis of the optical setup. 
A Bragg cell, which acts on only one of the beams. This is an acousto- 
optical device, which shifts the optical frequency of laser beam via the 
application of an ultrasonic beam propagated transversely to the direction 
of the light beam. A Bragg cell operates on the principle that ultrasonic 
energy can modify the refractive index of a liquid. The incident light 
beam is split as it hits the top surface of the liquid, with one component 
being reflected. The second component enters the liquid and is refracted 
through an angle designated by the frequency of the applied ultrasonic 
wave. After reflection from the bottom surface of the cell, this beam 
recrosses the liquid, going through a further refraction transformation as 
it exits the surface. At this point, since the liquid layer is extremely 
thin, the refracted part recombines with the reflected component to form 
a diffracted beam.   The Bragg effect will only occur when the cell is 
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FIGURE 144 - LDA Modular Optics 
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positioned at one particular angle relative to the incident beam, known 
as the Bragg condition. In this position, single sharp diffracted 
maximum will be generated, and it is this beam that is then carried on 
through the system. As a consequence of the Bragg effect, the diffracted 
beam has its frequency shifted by 40 Mhz in relation to the other 
neutrally split beam. The unshifted beam traverses a glass rod in parallel 
with the Bragg cell, so that the pathlength is identical and the two beams 
remain in phase. 
A colour beam splitter, which extracts the blue and green parts of the 
cyan beam. These two colours are then both also offset laterally, but 
remain parallel with the axis of the system. 
A beam expander, which increases the separation distance between the 
three beams. This has the ultimate net effect of reducing the size of the 
probe volume, thereby increasing positional accuracy as well as 
maximising light intensity. 
An achromatic focussing lens, of varying focal length depending upon 
the operational circumstances. This focuses the three beam, to a single 
position, known as the probe volume. 
In the probe volume, the mixing of the shifted and unshifted beams produces a 
interference fringe pattern as described in Section A.3. A particle crossing the probe 
volume scatters light with a characteristic Doppler frequency. This scattered light from 
each channel is detected on a dual photomultiplier, which converts the optical response 
of each colour to an electrical burst. This burst is passed to the relevant frequency 
shifting module, where the 40 MHz shift invoked by the Bragg cell is removed by 
electronic heterodyning. 
The resultant beat signal consists of the Doppler burst information offset by the 
directional frequency shift applied to each channel.   As described in Section A.3, the 
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Doppler burst is analysed by the counter processor to extract the frequency of the mixed 
signal. 
This frequency can then be passed to the computer for fmal processing. By subtracting 
the directional frequency shift of 500 KHz, the true Doppler frequency is derived, and 
the actual particle velocity component can be calculated. This velocity is then stored 
within the memory of the computer for later statistical processing. Details of 
programming techniques used are given in Appendix B. 
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APPENDIX B     PROGRAMMING TECHNIQUES 
B.l   Introduction 
The programming utilized in this experimental undertaking can be divided into three 
categories. Firstly, there was the problem of interfacing the PDP-11 computer with the 
LDA system, so that Doppler frequencies for individual bursts were captured. 
Secondly, these frequencies had to be transferred to the PDP-11 system for immediate 
storage. Thirdly, the stored data had to be retrieved and converted into velocities and 
then processed in both the trigonometric (to produce a two-dimensional representation 
from the two channels) and statistical (to derive the characteristics of the flow) senses. 
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B.2   Data Transfer to the PDP-11 
B.2.1 Introduction 
A set of subroutines was purchased from DISA for the purposes of data collection and 
interpretation. This software consists of both MACRO and FORTRAN IV subroutines, 
which may be called from the user's main programs, which in this case were all written 
in FORTRAN 77.  The subroutines fall into two main categories: 
1) MACRO handlers for direct input/output operations and translation of coded 
binary data, and 
2) MACRO and FORTRAN subprograms enabling more user friendly access to 
the low level MACRO routines. 
In all cases, the programs interrogate what is known as the 57G20 Buffer Interface of 
the DISA system. This is an array of electronic boards which control the data 
collection and initial processing of the Doppler bursts. In the circumstances under 
which the DISA software was applied, it was found that the 'user-friendly' programs 
were not fast enough in relation to data arrival rates. It was therefore found necessary 
to directly call the following low level MACRO handlers: 
RWG20, to program and collect data from the Buffer Interface. 
TRG20,  to translate the coded integer data into the corresponding 
Doppler frequency. 
SUBCOI, to access the Coincidence Filter in the Buffer Interface. 
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The Coincidence Filter ensures that the signals received from the blue and green 
channels have been generated by the same particle crossing of the probe volume. 
B.2.2 The Buffer Interface 
For each counter processor in the system, there are two alternative connections, known 
as Digital Input/Output Numbers 1 and 2, which enable the transmission of different 
values to the Buffer Interface, which can then pass information to the processing 
computer. For each I/O, information is supplied on two part channels. Typically, the 
information available from the I/O may be either Doppler frequency, time or fringe 
count data, as noted in the following Table B. 1: 
TABLE B.l 
Data Channels in the LDA Buffer Interface 
Digital I/O      Part Channel     Information 
Number Number Available 
1 1 Doppler Frequency 
1 2 Sample Interval Time 
2 1 Total Number of Fringes 
2 2 Burst/Transit Time 
It must be noted that sample interval time will not be computed unless the relevant 
Sample Interval Board is installed in the Buffer Interface. This board was not part of 
the present configuration, and so data was available from that part channel. 
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The Digital I/O transmit data to the Buffer Interface via the connections PI to P4. 
These may be connected in any sequence to either or both of the I/O channels from 
either counter processor. 
B.2.3  Subroutine RWG20 
This subroutine serves as a pure input/output handler. In input mode, it is used to send 
the Static Control Word (SCW) to the Buffer Interface, to control data collection. The 
sew is the primary control parameter in the system, and is input as either an octal or 
decimal number. It is represented internally as 12 bit binary number, the setting of 
each bit designating a certain control task. The interpretation of the SCW is as follows: 
Bit 11     10      9       8 
Value       dc     dc     s4     s3 
7       6       5       4       3       2       10 
s2     si     c4     c3     c2     cl    pch   pch 
where dc 
sl-s4 
cl-c4 
pch 
not used 
time base selection 
open/close specification for input connections PI to P4 
part channel code 
The time base selection parameters are used in relation to a known hardware switch 
setting sO, in order to vary the cycle time step for processing requirements. The time 
step may be chosen to be one of the following: 
- 0.1 microseconds 
- 10 microseconds 
- 10 milliseconds 
400 
Each of the values si to s4 sets the time base parameter on connectors PI to P4 
respectively. 
The c settings on bits 2 to 5 determine whether the buffer interface looks for incoming 
data from any of the connectors PI to P4. If the value of any of cl to c4 is set to 1, 
then the interface assumes that the respective connectors are active and transmitting 
data. 
The pch settings on bits 0 and 1, taken together, determine the interpretation of the 
incoming data, according to the following key: 
0 0      - both part channels 
0 1      - part channel 1 only 
10      - part channel 2 only 
A typical value for the SCW in the operating method used in this set of experiments 
would be decimal 205, which is equivalent to octal 315 and binary 00001 1001 
10 1. In line with the interpretative processing used by subroutine RWG20, this word 
specifies the following meaning to the Buffer Interface: 
Data is to be collected only from part channel 1 
Only connectors PI and P2 are receiving data from an I/O 
In conjunction with a hardware setting of 1 for sO, the time base 
selection for both connectors PI and P2 becomes 0.1 
microseconds. 
In output mode, subroutine RWG20 will transmit data without translation from the 
Buffer Interface to the computer. 
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The FORTRAN call to RWG20 is in the following form 
CALL RWG20(ITYP,IPAR1,IPAR2,IBUF) 
where the arguments are defined as follows: 
ITYP - specifies whether RWG20 is sending or receiving data. The value may 
be either 0 (read values from the buffer interface in special mode, indicating that 
the operation can be terminated by pressing any key on the terminal keyboard), 
1 (read from the Buffer Interface in ordinary mode) or 2 (write a value to the 
Buffer Interface). 
IPARl - specifies either the bus address at which a supplied value is to 
be written (if ITYP is 0 or 1), or the number of data values to be read 
from the Buffer Interface (if ITYP is 2). The SCW must be written to 
address 0. 
IPAR2 - specifies either the value to be written to the interface (if ITYP 
is 0 or 1), or the maximum number of time intervals to wait before a 
read operation is terminated (if ITYP is 2). 
IBUF - the name of an integer array in the main calling program used to 
store transmitted data (if ITYP is 0 or 1). If ITYP is 2, this value is not 
used. 
Output data from the Buffer Interface is held in array IBUF for later translation. The 
values in IBUF are interpreted according to the relevant settings of the binary bits in 
the internal representation. 
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Two typical calls to RWG20 would take the form 
1) CALL RWG20(2,0,205,IBUF) 
which writes the SCW value of decimal 205 to address 0 in the Buffer Interface, 
instructing the interface to interpret data according to the binary mask 0 0 0 0 
11001101. 
2) CALL RWG20(1,101,1,IARR) 
which tells the Buffer Interface to send 101 values and store them in the integer 
array lARR. 
B.2.4  Subroutine TRG20 
This subprogram allows the user to translate the values collected by RWG20 into real 
numbers which may correspond to either frequency or timing information. All relevant 
information, other than the DIGITAL I/O channel, is contained within the bit map of 
the integer word transmitted by RWG20. By designating this unknown value, the 
program is then able to translate the binary word. There are four arguments in the 
FORTRAN call: 
CALLTRG20(ICTRL,INDEX,IPCH,IBO,ICH,RESULT) 
where the arguments are defined as follows: 
ICTRL - A one-dimensional four element integer array, defining whether 
connectors PI to P4 are receiving data from Digital I/O 1 or 2 from the counter 
processor units. For example, if ICTRL(2) is equal to 2, this indicates that 
connector P2 is receiving data from an I/O 2 channel. 
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INDEX - This designates which value from the array specified by IBUF in 
RWG20 is to translated. For example, a value of 24 would indicate that the 
24th binary number in lARR should be translated. 
IPCH - This value is returned by the program, and specifies which part channel 
the data was collected from. In combination with the information transmitted 
in ICTRL, this enables the program to transform the binary data in the correct 
style. The returned value will be either 0 (part channel 1), or 1 (part channel 
2). 
IBO - A returned value of 1 indicates that buffer overflow has occurred during 
the RWG20 operation, while 0 indicates no error. 
ICH - This returned value specifies which input connector the information was 
received from. For example, a value of 3 advises that the data to be processed 
was collected from P3. 
RESULT - A real number, containing the result obtained when the designated 
INDEX element of the array is translated according to the parameters set in 
ICTRL and IPCH. After the conversion process used, the value of RESULT 
must be multiplied by a certain factor, the magnitude of which depends upon 
whether the data is a frequency or time measure. For frequency measurements, 
this factor is 14.76, while the corresponding factor for time measurements is 
1.000. 
A typical call to TRG20 could take the form 
CALLTRG20(ICTRL,20,IPCH,IBO,ICH,RESULT) 
which would request the program to convert the 20th value in the array designated by 
IBUF, from its internal binary format to that of a floating point decimal number. If 
ICTRL(l) was equal to 1, and this operation returned the values: 
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IPCH = 0 
IBO = 0 
ICH = 1 
RESULT = 6.0E5 
then the following information could be obtained: 
The data was collected from part channel 1 on a DIGITAL I/O 1 channel connected to 
PL Therefore, the data was translated as a Doppler frequency reading of 14.96 x 6.0 
X 10^.  No buffer overflow occurred during transmission of the data. 
B.2.5 Subroutine CLRBUF 
This subprogram has no arguments: 
CALL CLRBUF 
Upon this call to the Buffer Interface, all input channels are closed, and the buffer is 
cleared of all resident information. This subroutine is used at the completion of a data 
transfer exercise, so that there is no possibility of later mistakenly collecting data from 
a previous analysis. 
B.2.6 Subroutine SUBCOI 
This subprogram is used to program the operation of the 57G149 Coincidence Filter 
Board. In a two-component LDA, this device is necessary to ensure that the velocity 
readings on the two channels have been generated from the same particle. It also 
guarantees that the data will be collected sequentially in pairs, one alternatively from 
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each channel. SUBCOI allows the user to specify the maximum time interval allowed 
for concurrent readings. That is, if a particle activates the trigger on the first channel 
and a signal has not been initiated on the second channel within the time period set, the 
data will be rejected.   The call to the subroutine has four arguments: 
CALLSUBCOI(ISYS,ICHAN,IOPEN,ICOINC) 
where the arguments have the following definitions: 
ISYS - This specifies the next highest even number Dual-in-Line (DIL) socket 
on the 58G170 Output Multiplexer Board in the Buffer Interface, after the odd 
numbered one which has been connected to the Coincidence Filter. 
ICHAN - An integer is specified, which denotes which of the connectors PI to 
P3 will be monitored by the coincidence timing. A value of 1 designates PI and 
P2 to be active, even though other connectors may be present. 
lOPEN - The on/off status of the Coincidence Filter is governed by this 
variable, which may take the value of 0/1 respectively. 
ICOINC - The time interval is specified here, in terms of the time base defined 
by the SCW. A value of 0 to 4095 may be specified, with the time interval 
becoming ICOINC x time base. 
A typical call to the subroutine would be: 
CALL SUBCOI(4,1,1,500) 
which indicates that the Coincidence Filter was connected to DIL 3 on the Output 
Multiplexer, and that the time interval between coincident readings on connectors PI 
and P2 was set to a maximum of 50 microseconds, assuming that the time base had 
been previously defined as 0.1 microseconds. 
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B.3   Data Storage within the PDP-11 
As noted in B.2.1, it was necessary to use the basic MACRO subroutines to collect data 
from the buffer interface, to achieve an adequate transfer rate. However, once the data 
had been transferred to the PDP-11, it was still found necessary to adopt a special data 
storage process, so that overhead computing times were reduced to a minimum, 
enabling peak collection rates. 
The PDP-11/23 uses a 16 bit CPU, which indicates that the directiy addressable 
memory space is only 2^^ bytes, or 64 kB. Since the operating kernel plus the task 
image of the operating program usually reside in this area, it is obvious that the amount 
of directly addressable memory available for data storage is severely limited. For the 
volume of velocity measurements expected to be taken, it was apparent that the area of 
direct memory available was inadequate. 
The simplest way to overcome this problem would be to write the information to disk 
immediately upon transfer from the LDA, It can be appreciated that there are two tasks 
that require completion within each time step. Firstly, the data is collected by the LDA 
system and stored within the Buffer Interface. Secondly, this data is transferred to the 
PDP-11, where again it must be stored in a form that enables recovery for later 
processing. The time step used in this set of experiments ranged from 0.06 to 0.50 
second. For modem disk storage systems, with access times in the order of 10 ms, 
these time steps would not normally represent any difficulty. Unfortunately, the 
technology of the PDP-11 system was developed in the mid 1970's and has certainly 
been superseded. Consequently, memory to disk transfer rates were found to be 
unacceptably slow. The possibility of using virtual memory for storage requirements 
was then raised. 
Total physical memory on the PDP-11 is not Hmited to the 64 kB, and on the machine 
used in this case, a total of 1024 kB was available. One method of accessing this extra 
memory area in FORTRAN programming is by the use of VIRTUAL arrays.   When 
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an array has been specified as virtual, it is in effect stored outside of the addressable 
memory space. By using relocation registers to store relevant offset values, a reference 
to a VIRTUAL element is transformed to an address above the normal range. It is 
therefore possible to dimension arrays to be much larger than under normal conditions. 
However, the significant downside of this facility is that every reference to a VIRTUAL 
array element requires an access to a relocation register and the operation of a system 
subroutine. Correspondingly, there is a large increase in overhead processing time. 
It was found, in this case, that this time effect placed too great a restriction upon the 
number of individual velocity readings that could be processed within the short time 
steps used. 
However, it is still possible to access higher memory on the PDP-11 through the use 
of specialised system subroutines, that provide for significantly faster data transfer. A 
method was formulated for using these procedures. The PDP-11 operating system 
designates core memory (64 kB) into 8 separate windows, each 4 kWords in size (1 
word = 2 bytes = 1 integer storage space). By setting aside the uppermost of these 
4kW blocks as a window for data storage, and mapping this area directly to a 
corresponding 4kW block in the higher physical memory, it was found that extremely 
fast data manipulation was possible. The advantage of this method over that of a 
regular VIRTUAL call is that a relocation register need only be accessed once for every 
4096 items processed, provided that data storage and retrieval is sequential, as they are 
in this case. This obviously reduces system overhead processing time to a minimum. 
As each 4kW block in core is processed, the offset register of the first element in the 
window is upgraded to reflect the next 4kW block in physical memory. The program 
is then ready to receive a further transfer of data from the LDA, and the process is then 
repeated. 
Following completion of the data storage, which is limited in size only by the total 
physical memory in the computer, the information held in high memory may be called 
back into core sequentially and processed as required. This data may then be stored 
digitally on disk, for later retrieval and more extensive analysis. Given the relatively 
small disk size on the PDP-11 systems (10 MB), it was not considered possible to store 
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the unprocessed data. The processing requirements were therefore two-fold. Firstly, 
it was necessary to combine the readings from the blue and green channels, to derive 
the two-dimensional velocity vector for each set of particle velocities. Secondly, the 
total amount of data stored was reduced significandy by determining the statistical 
properties of the relevant parameters. Unfortunately, this destroys some of the 
information originally collected, but the sheer task of data storage requirements dictated 
that this be the case. It is intended to upgrade the LDA interface system in the near 
future, so that data transfer and manipulation is carried out using a fast IBM compatible 
personal computer. It is expected that full data storage and recovery will then be 
possible in most cases. 
The procedure used for the virtual mapping is as follows. Subroutines called are those 
provided by the Digital Equipment Corporation for the PDP-11 computer using the 
RSX-11 operating system. However, the procedure should be generally applicable to 
any 16 bit CPU. A typical programming application is listed below to explain the use 
of the subroutines. 
DIMENSION IRDB(9),IWDB(11),IARR(4096) 
COMMON/VIRT/IARR 
IWDB(1) = "3000 
rWDB(3) = 128 
IWDB(5)=0 
IWDB(7) = "402 
CALL ALSCT(IRDB,IWDB,ISW) 
CALL CRAW(rWDB,ISW) 
DO 10 1 = 1,50 
IWDB(5)=aFLAG-l)*128 
CALL RWG20(1,500,1,IARR) 
10   CONTINUE 
STOP 
END 
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ALSCT is used to allocate a section of physical memory for use by the program. In 
the core memory, the total available area of 32 kWords is subdivided into 8 pages of 
equal length, designated by the Active Page Register (APR) number, which ranges from 
0 to 7. Under normal circumstances, the uppermost page, APR7, would be used for 
data transfer. However, with the LDA system, this page is dedicated for the interface 
with the computer. It was therefore necessary to use APR6. The arguments of ALSCT 
which are set by the user are the four odd elements of the array IWDB, as follows: 
IWDB(l) 
IWDB(3) 
IWDB(5) 
IWDB(7) 
Base APR of the window in core 
Size in 32 word blocks to be allocated in physical memory 
Offset in 32 word blocks from the beginning of physical 
memory 
Status code, defining aspects of the windowing procedure 
The value of IWDB(l) has been given as octal 3000, and is arrived at in the following 
manner. The base APR number occupies bits 8 to 15 of the 16 bit word, while bits 0 
to 7 are used to return certain system parameters following completion. Therefore, 
installing decimal 6 (binary 110) into the 16 bit word produces 
Bit 15   14   13   12   11   10   9     8    7    6    5    4    3     2     1 
Value        000001     100000000 
which corresponds to octal 3000 (APR7 would produce octal 3400). 
IWDB(3) has been set to 128, which in terms of 32 word blocks is equivalent to 
4kWords. For the initial call to ALSCT, rWX)B(5) is set to zero corresponding to the 
start of physical memory space. The value of IWDB(7) is completely machine 
dependent, and is required to be octal 402 for the present procedure. 
Subroutine CRAW defines the size of the core address space, requiring the same values 
as ALSCT.   Subroutine MAP carries out the mapping process, transferring, in this 
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case, the 4kW block from core memory to an area of high physical memory. Again, 
the only parameters needed are those set for ALSCT. The only difference is that each 
time MAP is called, a new 4kW area needs to addressed. Therefore, the value of 
IWDB(5) mist be updated to prevent overwriting of previously stored data. 
As described earlier, RWG20 is called to transfer data from the Buffer Interface to the 
PDP-11. 
In order for the program to operate successfully, it is necessary to define the array 
VIRT within the part of the address space that is being referred to. This is done during 
the linking procedure, following FORTRAN compilation. In the RSX system, the 
format is 
VSECT=VIRT: 140000:20000:20000 
The value 140000 is an octal number specifying the start of the address space for array 
VIRT. This corresponds to the value for APR6, as expected. The next value is octal 
20000, which is the length of the block being defined, in bytes. 20000 octal is equal 
to decimal 8192, or 4kWords. The last value of 20000 refers to the number of 32 word 
blocks that are reserved in physical memory for transfer requirements. In this case, it 
has been set at 320 kWords. Given that, in the above program, there are 50 separate 
time intervals to be mapped, and that each will require a 4kW area (since mass transfers 
can only take place on 4kW boundaries), the total area required will be 200 kWords. 
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B.4   Data Processing 
The data processing requirements were in two parts. Firstly, it can be noted that 
velocity information was being collected simultaneously from two nominally orthogonal 
channels. The primary task was therefore to determine the actual two-dimensional 
representation of the total velocity vector, in terms of magnitude and direction. The 
procedure used for this task is relatively complex, and is outlined in detail in Section 
3.3. The second part of the processing task was to reduce the volume of data by 
extracting the relevant statistical parameters from each population. Although this may 
appear to be a trivial exercise, the possible presence of bias effects needed to be 
evaluated carefully. Once again, this detail has been covered in the main text in Section 
5.4. As noted there, it was found that simple arithmetic procedures were sufficiently 
accurate for the present set of experiments. 
Therefore, the mean of a series was defined as 
X = ^^^— (B.l) 
where    x.      = individual value for reading j 
n       = total number of readings 
and the square of the root mean square (rms) standard deviation as 
^' = - E ix.-x f (B.2) 
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One further parameter was defined for the case of the channel experiments. This was 
the Reynolds stress, which is proportional to the term u'v'. This was evaluated in the 
following way: 
In turbulent flow, it can be considered that the instantaneous velocity in the longitudinal 
direction may be represented by 
u = u + u^ (B.3) 
where    u       — the long term average longitudinal velocity 
u'      = fluctuating component of turbulent velocity, such that 
n n 
/=1 y=l 
Considering the vertical direction, then, a similar equation can be presented 
V = V + v^ (B.5) 
For every particle, therefore, if the long term average values of u and v are determined, 
the value of the term u'v' for each particle can be calculated.  Then 
_   E «'v' 
wV^ = ^ (B.6) n 
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For the pipe flow experiments, the following data was derived from the instantaneous 
particle velocity readings, for each time step (total of 50) for each measurement 
location, and stored for later analysis: 
mean and rms of the magnitude of the green channel velocity 
mean and rms of the magnitude of the blue channel velocity 
mean and rms of the calculated magnitude of the total velocity 
mean and rms of the calculated direction of the total velocity vector 
Similarly, the following information was stored from the channel experiments: 
mean and rms of the magnitude of the longitudinal velocity component 
mean and rms of the magnitude of the vertical velocity component 
mean and rms of the magnitude of the total velocity 
mean and rms of the direction of the 2-D velocity vector 
Reynolds stress term 
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B.5   User-Written FORTRAN Computer Programs 
A number of computer programs were written to enable capture and processing of data 
from the LDA buffer interface, incorporating the subroutines and procedures listed 
previously in this Appendix. 
For the uniform pipe flow case, where there was no requirement for a valve trigger 
routine, the program PIPEUNIF.FOR was used. 
For the unsteady pipe flow experiments, the program PIPETURB.FOR was used for 
data collection, differing from the previous program only in that the valve trigger 
procedure was included. 
In the channel experiment, the program CHAN.FOR was used for data collection. 
The programs are generally very similar in layout and operation, and a copy of 
PIPETURB.FOR is attached for reference. 
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PROGRAM PIPETURB 
VIRTUAL IDUM(l) 
REALK 
CHARACTER*20 LN 
DIMENSION IARR(2500),ICTRL(4),IDUN(1),FREQ(4,600) 
DIMENSION ATOT(4),BTOT(4),BSIG(100,4),BMEAN(100,4),FACT(2) 
DIMENSION AMEAN(8),AB(2),JFLAG(300) 
LOGICAL*! ANSW 
DIMENSION IRDB(9),IWDB(11),ANGLE(2) 
COMMON/VIRT/IARR 
DATAAB,ATOT,BTOT,CTOT,FACT,JFLAG/11*0.,3.169E-6,2.923E-6,300*0/ 
DATA ANGLE/0.08806,0.08829/ 
CONT=90.8/180.*3.14159 
CALL SUBC0I(4,1,1,250) 
IWDB(1) = "2400 
rWDB(3) = 128 
IWDB(7) = "402 
CALL ALSCT(IRDB,IWDB,ISW) 
CALL CRAW(rWDB,ISW) 
TYPE 189 
189 FORMAT('$OUTPUT FILE NAME ') 
ACCEPT 190,LN 
190 FORMAT(A20) 
OPEN(UNIT= 1 ,FILE=LN, STATUS = 'NEW, ACCESS = 'SEQUENTIAL' 
1,FORM = 'UNFORMATTED') 
TYPE 788 
788 FORMAT('$NO. OF INTERVALS ') 
ACCEPT *,NREAD 
56 TYPE 54 
54 FORMAT(//'$INPUT POSITION IN mm.: ') 
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ACCEPT *,P 
IF(P.LT.0.)GOTO 188 
TYPE 55 
55 FORMAT('$INPUT NO. OF READINGS FOR AVERAGE: ') 
ACCEPT *,IN 
ICTRL(1) = 1 
ICTRL(2) = 1 
ICTRL(3)=0 
ICTRL(4)=0 
CALL WAITG(0,3700) 
CALL WAIT(100,0) 
DO 126 IFLAG = 1,NREAD 
C 
C      VALUE OF 5 GIVES 0.1 SECOND 
C 
23 CALLMARK(1,5,1) 
IWDB(5) = (IFLAG-1)*128 
CALL MAP(IWDB,ISW) 
CALL RWG20(2,0,0,IARR) 
CALL CLRBUF 
CALL RWG20(2,0,205,IARR) 
CALL RWG20(1,2*IN+1,1,IARR) 
IF(IERR.NE.O)TYPE *,IERR 
CALL READEF(1,IDS) 
IF(IDS.NE.0)GO TO 56 
CALL WAITFR(l) 
126  CONTINUE 
CALL RWG20(2,0,0,IDUN) 
TYPE 987 
987  FORMATC SIGNAL PROCESSED') 
DO 150 IFLAG = 1,NREAD 
IWDB(5) = (IFLAG-1)*128 
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CALL MAP(IWDB,ISW) 
DO 152I=2,IN*2+1 
CALL TRG20(ICTRL,I,IPCH,IBO,ICH,A) 
A = (A*14.96-500.E3)*FACT(ICH) 
IF(A.LT.0.05)THEN 
JK=I/2 
JFLAG(JK) = 1 
ENDIF 
789 F0RMAT(1X,2I4,2F8.4) 
IF(ICH.EQ.1)THEN 
11=11 + 1 
FREQ(ICH,I1)=A 
ELSE 
12=12 + 1 ■ 
FREQ(ICH,I2)=A 
ENDIF 
152 CONTINUE 
IF(I1.NE.IN.0R.I2.NE.IN)TYPE161,IFLAG,I1,I2 
161 FORMATC MISMATCH ',316) 
11=0 
12=0 
DO 151 I=1,IN 
IF(JFLAG(I).EQ.1)G0T0 151 
K = (FREQ(1,I)/FREQ(2,I))**2 
C       A = (FREQ(1,I)+FREQ(2,I))*0.7071 
C       FREQ(2,I) = (FREQ(1,I)-FREQ(2,I))*0.7071 
C       FREQ(1,I)=A 
C 
C INCLUDED ANGLE = 89.72 DEGREES 
C 
ANG = 89.72*3.14159/180. 
GU=ATAN2(FREQ(1,I),FREQ(2,I)) 
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B=SIN(ANG)/COS(ANG) 
Cl=-B**2 
C2=2*B 
C3=-B**2-1+K*B**2+K 
C4=2*B 
C5=-1+K*(l+B**2) 
700 A=SIN(GU)/COS(GU) 
GUN=GU-(A**4*C1+A**3*C2+A**2*C3+A*C4 + C5)/ 
1(4*A**3*C1+3*A**2*C2+2*A*C3+C4)/(1+A**2) 
RAT=ABS(1-GUN/GU) 
:      TYPE *,I,FREQ(1,I),FREQ(2,I),RAT,GU,GUN 
GU=GUN 
IF(RAT.GT.0.00001)GO TO 700 
FREQ(3,I)=FREQ(2,I)*(1+A**2)**0.5 
IF(FREQ(1,I).GT.FREQ(2,I))THEN 
ANG=GU+ANG 
A = SIN(ANG)/COS(ANG) 
FREQ(3,I) =FREQ(1,1)*(1 + A**2)**0.5 
ENDIF 
FREQ(4,I) = GUN*180./3.14159 
:      W = 1/ABS(FREQ(3,I)) 
W = L 
CTOT=CTOT+W 
D0 33 J = l,4 
BTOT(J) =FREQ(J,I)*W+BTOT(J) 
33   CONTINUE 
151 CONTINUE 
DO 130 1=1,4 
BMEAN(IFLAG,I) =BTOT(I)/CTOT 
DO 140 J=1,IN 
IF(JFLAG(J).EQ.l)GOTO 139 
A=FREQ(I,J) 
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W = l. 
AT0T(I) = (A-BMEAN(IFLAG,I))**2/W+AT0T(I) 
139 IF(I.EQ.4)JFLAG(J)=0 
140 CONTINUE 
BSIG(IFLAG,I)=SQRT(ATOT(I)/CTOT) 
ATOT(I)=0. 
BTOT(I)=0. 
130 CONTINUE 
CTOT=0. 
150 CONTINUE 
27 TYPE 45 
45 FORMAT(/' INTERV     GREEN        SIG   1 BLUE SIG  2 
1       VEL SIG  3 ANGLE SIG  4') 
WRITE(1)P,IN,NREAD 
D0 28I=1,NREAD 
WRITE(1)I,(BMEAN(IJ),BSIG(I,J),J=1,4) 
DO 60 J = l,4 
K=J*2 
AMEAN(K-1)=BMEAN(I,J)/NREAD+AMEAN(K-1) 
AMEAN(K) =BSIG(I, J)/NREAD+AMEAN(K) 
60  CONTINUE 
28 CONTINUE 
TYPE 41, (AMEAN(J), J = 1,8) 
WRITE(1)(AMEAN(J)J = 1,8) 
41 FORMAT(/,4X,8F12.4) 
D0 42 J=l,8 
AMEAN(J)=0. 
42 CONTINUE 
GO TO 56 
188  CL0SE(UNIT = 1) 
STOP 
END 
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APPENDIX C     'APPARENT'   TURBULENCE   INTENSITY   IN 
THE     SHORT-TIME     AVERAGED     FLOW 
READINGS 
From the temporal velocity variations recorded at each radial position, (figures 19 to 
26 for experiments ACC.l and ACC.2) it can be seen quite clearly that, for the time 
steps prior to transition, conditions are apparently laminar. In this region, the data 
collected from at least four repeated experiments is shown to be almost coincident. In 
contrast, there is much greater scatter obvious for the repeated velocity readings for 
data collected in the time following transition, after a turbulent regime has been 
established. This corresponds to the expected short-term unpredictability associated 
with turbulent conditions, and the generally stochastic nature of turbulent flow. The 
coincidence of lines for the pre-transition times could only occur if the variation in the 
data was extremely low. This conclusion is reinforced by a study of the rms standard 
deviation of the velocity over the duration of the time step, which is of course equal to 
the turbulence intensity of the flow, u'^^. 
It was found that, even though the measurement time step was quite short for ACC.l 
(0.2 second) and even shorter for ACC.2 (0.06 second), the length of the step was not 
insigniflcant in relation to the magnitude of the acceleration field applied to the flow. 
It was therefore necessary to account for that part of the standard deviation contributed 
by the average velocity trend, which should be subtracted from the measured rms to 
derive the correct rms. Calculation of this 'apparent' turbulence intensity at each radial 
measurement location and for each time step was carried out using the following 
method : 
1) A polynomial equation was fitted to the average velocity trend line 
around the point of interest by the use of linear regression techniques 
(see Appendix D). By simple differentiation, the rate of change of 
velocity at the time step could be easily calculated.   If, for example, a 
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2nd order polynomial was found to provide an adequate fit to the data, 
it would have the following form: 
V = a,-^a, (T-T^ + a^ (T-T^^ (C.l) 
where    T   = time step number 
7Q    = initial time step number for polynomial fit 
aQ,a^,a2    = polynomial coefficients 
then, by differentiation, and the chain rule 
dV ^ dV ^ dT 
dt      dT      dt 
[a.^la^iT-T^] (C.2) 
M 
where    t    = absolute time in seconds 
At    = time step in seconds 
Therefore, the polynomial expressions for velocity and rate of change of 
velocity can be used to calculate the velocity at the start and finish of the 
time interval required. 
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2) The number of readings taken to produce the statistical data was 
known. It was assumed that these readings were uniformly distributed 
both temporally and numerically over the duration of the time step. For 
example, if the computed average velocity from 6 individual particle 
readings varied from 1.00 to 1.10 over a time step of 0.2 second, the 
following values were ascribed to each particle. 
TABLE C.l 
Particle Parameters Based on Uniform Distribution of Velocity and 
Arrival Time 
Particle Particle Velocity 
Number Arrival Time 
(seconds) (ms-^) 
1 0.00 1.00 
2 0.04 1.02 
3 0.08 1.04 
4 0.12 1.06 
5 0.16 1.08 
6 0.20 1.10 
Consideration of long term average quantities for a uniformly seeded and 
completely laminar flow shows that the assumed distribution is correct 
for the purposes required in this case. Some complication is introduced 
into the analysis upon consideration of the data collection period in 
relation to the actual time step. It will be recalled from the description 
of program operation given in Section 5.2, that the total time step was 
composed of a data collection period, followed by a computation period, 
used to process the data in part form prior to long-term storage. 
However, particular care was taken during the experimental phase to 
ensure that the maximum possible number of points were collected per 
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time step. The number of velocity readings collected per time step was 
restricted to a relatively low value (maximum of 40 for ACC.l and 10 
for ACC.2). As well, the degree of processing carried out at the end of 
the data collection period was only of a minor nature. It was therefore 
expected that the 'dead' time spent in processing would most likely not 
be a significant proportion of the total time period. 
3) Given the assumed distribution of particle velocities and arrival times, 
the 'apparent' value of turbulence intensity can be calculated easily from 
the number of particles, the rate of change of average velocity, and the 
proportion of the time step over which data collection took place. Given 
the velocity coincidence noted in the laminar temporal region of the 
experiments, it would be expected that the 'apparent' rms values 
calculated by the numerical modelling technique should be effectively 
equal to the rms values determined from the actual flow velocity data. 
This therefore provides an excellent opportunity to test the hypothesis 
that the data collection period extends over almost the entire time step 
used. In any case, if a consistent proportion can be established for any 
particular experimental case, the value of the 'apparent' rms in the 
turbulent measurements can be evaluated accurately. 
4) This value can then be subtracted from the calculated value of rms for 
the primary data, producing a true estimate of the turbulence intensity of 
the flow at each location and time step. 
A number of examples of the computation of the trend component of the rms in the 
laminar zone are given following. 
1)        Experiment ACC.2 
Radial Position y/R = 0.95 
Time Step 10 (time 0.60 seconds) 
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A 2nd order polynomial was fitted over data from time steps 5 to 15, 
such that 
V = 0.1343x10^ + 0.5717x10'^ (7-5) - 0.7552x10"^ {T-5f 
then       — = [0.5717 x 10'^ - 2 x 0.7552 x 10'^ x (7-5)] x 0.06 dt 
and at time step 10, the relevant parameters became 
dt 
V = 1.610 m/s 
= 0.827 m/s' dV     ^„.^     .2 
In the data collection phase, 8 particle readings were used to compute 
average time step velocity and turbulence intensity. As noted earlier, it 
was considered that the processing time component of each measurement 
time step was likely to be insignificant. Therefore, the numerical 
modelling was carried out using 8 values and assuming that the particle 
arrival times were uniformly distributed over the entire 0.06 second time 
step, as listed below in Table C.2: 
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TABLE C.2 
Particle  Velocities  For  Experiment  ACC.2,  Assuming   Uniform 
Spatial and Temporal Distribution 
Particle Velocity 
Number (ms-^) 
1 1,610 
2 1.617 
3 1.624 
4 1.631 
5 1.638 
6 1.645 
7 1.653 
8 1.660 
The rms standard deviation of this set can be calculated as 0.0164 m/s. 
There are six sets of temporal measurements available for this radial 
location, with the computed values of rms turbulence intensity as listed 
in Table C.3: 
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TABLE C.3 
Measured Values of Turbulence Intensity for Experiment ACC.2 
Run u\^ 
1 0.0173 
2 0.0164 
3 0.0097 
4 0.0186 
5 0.0174 
6 0.0213 
The mean value of measured turbulence intensity from this set is 0.0168 
m/s. Based on the coincidence of measured velocities in the laminar 
zone, it can be stated confidently that the true value of rms computed 
from the numerical model should be close to zero. There is thus 
excellent agreement between measured and calculated values of 
turbulence intensity at this location. This provides good validation for 
the assumption that the data collection period was of the same order as 
the total time period. 
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2)        Experiment ACC.l 
Radial Position y/R = 0.95 
Time Step 3 (time 0.60 second) 
The polynomial fit to the data from time steps 1 to 5 was calculated as 
V = 0.1366x10^ + 0.9984xl0-^x(r-l) - 0.7856xlO-3x(r-l)^ 
whence, at time step 3, the following values were computed 
V = 1.563 mfs 
dV — = 0.484 m/s dt 
For this radial location, 40 velocity readings were collected on average 
to derive the flow parameters. Therefore, it was assumed for the 
numerical analysis that 40 readings were uniformly distributed over the 
time step of 0.20 second. The rms value was calculated to be 0.0286 
m/s. This can be compared to the values determined from five separate 
runs at this radial location during the experimental phase, given in Table 
C.4. 
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TABLE C.4 
Measured Values of Turbulence Intensity for Experiment ACC.l 
:un U'rms 
ims') 
1 0.0225 
2 0.0279 
3 0.0304 
4 0.0186 
5 0.0223 
The mean of these values is 0.0243 m/s. Once again, it can be seen that 
there is good agreement between measured and computed values of rms. 
Based on the results of these two initial analyses, a more detailed examination of the 
numerically calculated rms was undertaken. 
Consider 2n4-l individual readings, uniformly distributed so that the mean of the 
reading is V^+i, and there are n readings lower and n readings higher than the mean. 
Then 
2n+l 
s'- = -^ (C.3) 2n+l 
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2      r,    . T,V2./«_IN2/A TA2 
2rt+l [(»AK)^+(/j-l)^(AF)2+....l] 
2n+l 
2/1 
where 
dt 
therefore 
2 i4^ (Arr  r   2   /      IN2 11 
2«^(2rt+l) 
2/ A A2 A^(Ar)\   1     /W-lx2   1 ,1,2   1   T 
2       2/1+1      rt     2«+l n   2n+l 
which produces the following form for simple analysis 
12/ A *\2 
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(C.4) 
s^ ^ K A\MY (C.5) 
where    K = 0,5x[--^^(^)^-^^..,.H-?-^] (C.6) 2n+l       n     2n+l n   2n+l 
The value of K can be easily calculated, being dependent only upon n.  The variation 
of K with increasing n is shown in the following Table C.5: 
TABLE C.5 
Variation of Parameter K with Number of Particles per Time Step 
K 
3 0.1111 
5 0.1000 
10 0.0917 
20 0.0875 
40 0.0854 
50 0.0850 
100 0.0842 
500 0.0835 
0.0833 
It can be seen that there is only a 10% difference in the values calculated when the 
number of available readings increases from 10 to infinite. The formulation of this 
expression for K enables a rapid determination of the value of the 'apparent' rms 
standard deviation at any spatial and temporal location. In particular, by fitting a 
polynomial over the post-transition part of the time history for any radial location, the 
actual value of the turbulence intensity can be calculated immediately, given the number 
of points per time step. 
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Based on these results, it was therefore found that, if the collection time period was 
considered to be equal to the total time step, the 'apparent' turbulence intensities in the 
pre-transition (and hence laminar) zone were, on average, equal to the turbulence 
intensities calculated from the primary data. This equality was shown to hold true at 
all relevant time steps and all radial locations, for both sets of acceleration data. 
Therefore, in the laminar phase of the flow transient, there is virtually no rms 
component to the velocity vector. This concept is reinforced by a consideration of the 
plots of velocity variation with time for each radial location. Each plot shows the 
velocity data for a number of repeats of each experiment, carried out under identical 
conditions. As shown on Figures 25 and 26 for example, in the laminar phase there 
is almost complete coincidence of the velocity time-histories corresponding to different 
experimental runs in the same series. For steady laminar flows, some small but still 
non-negligible variation, and hence rms component, can be measured. From the 
measured data for unsteady laminar flows subject to a significant acceleration, there is 
virtually no rms component, at least in the core region of the flow. 
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