Value-at-Risk (VaR) is commonly used for financial risk measurement. It has recently become even more important, especially during the 2008-09 global financial crisis. We propose some novel nonlinear threshold conditional autoregressive VaR (CAViaR) models that incorporate intra-day price ranges. Model estimation and inference are performed using the Bayesian approach via the link with the Skewed-Laplace distribution. We examine how a range of risk models perform during the 2008-09 financial crisis, and evaluate how the crisis affects the performance of risk models via forecasting VaR. Empirical analysis is conducted on five Asia-Pacific Economic Cooperation stock market indices as well as two exchange rate series. We examine violation rates, back-testing criteria, market risk charges and quantile loss function values to measure and assess the forecasting performance of a variety of risk models. The proposed threshold CAViaR model, incorporating range information, is shown to forecast VaR more efficiently than other models, across the series considered, which should be useful for financial practitioners.
Introduction
It is well known that the bursting of the global housing bubble, especially in the USA, caused a significant reduction in real estate-based securities and a subsequent increase in the default rate of mortgages, especially sub-prime mortgages. The resulting effect on global financial markets, initially via mortgage-based assets like collateralized-debt-obligations through to bankruptcies of financial institutions and collapsing stock markets, all contributed to the global financial crisis (GFC) of 2008-09. The crisis has (once again) called into question financial risk management practices and whether risk measures can be forecast accurately enough for that purpose. This during the 2008-09 GFC; evaluate how the crisis affected risk management practices, forecasts of VaR and daily capital charges; and discuss diagnostic checking of VaR methods. Further, we adapt the Bayesian estimation methods in Yu and Moyeed (2001) , exploiting the link between quantile estimation and the Skewed-Laplace distribution, first discussed by Koenker and Machado (1999) , to the range of models in the CAViaR family in a systematic way, conducting a comparison with the frequentist estimation of Engle and Manganelli (2004) , in regards to the forecasts produced from these models.
The paper is structured as follows. 
Value-at-Risk -Models and Methods
For a given value α, 0 ≤ α ≤ 1, the αth quantile of the variable y is defined as q α (y) = inf{y|F (y) ≥ α}, where F is the CDF of y. There are several VaR estimation methods in the literature, classified into three over-arching categories:
Non-parametric: no, or very few or non-restrictive, assumptions are made on the distribution of returns, e.g. historical simulation, which uses past sample return quantiles.
Parametric: usually constructed assuming a specific choice for the unconditional and/or conditional return distribution and also the model dynamics. Kuester et al. (2006) conduct a review of some competing models, many with generalized autoregressive conditional heteroscedastic (GARCH) volatility equations (proposed by Engle, 1982, and Bollerslev, 1986) with specific noise distributions such as Gaussian, Student-t, skewed Student-t (see Hansen, 1994) . McAleer and da Veiga (2008a) propose a parsimonious portfolio spill-over GARCH (PS-GARCH) model which accommodates aggregate spill-overs, and avoids the so-called curse of dimensionality. Chen et al. (2011) also consider a range of parametric models to forecast VaR, including standard, threshold nonlinear and Markov switching GARCH specifications (see e.g. Guidolin and Timmerman, 2006; or Haas, Mittnik and Paolella, 2006) , plus standard and nonlinear stochastic volatility models, together with four probability distributions for the error component, namely Gaussian, Student-t, skewed Student-t, and generalized error distributions.
Semi-parametric: often makes assumptions about the model dynamics but not the error distribution, e.g. Engle and Manganelli (2004) propose direct dynamic quantile regression (see Koenker and Bassett, 1978) to calculate VaR, denoted CAViaR, which directly models the dynamics of each quantile. Gerlach, Chen and Chan (2011) propose a family of nonlinear CAViaR models, extended from those in Engle and Manganelli (2004) .
In this paper we use methods from all three classes above. Historical simulation is employed in the non-parametric category, where we use two sample percentiles: a short-term (ST, the last 25 days) and a long-term (LT, last 100 days).
For parametric methods, RiskMetrics and GARCH models are used. More precisely, the IGARCH(1,1) of RiskMetrics with Gaussian errors, and the GARCH(1,1) model with Gaussian and Student-t errors, are considered in the empirical analysis. Much of the literature on VaR forecasting focuses on these models as benchmarks. The models are specified as follows:
Model A: GARCH model y t = µ t + a t , µ t = φ 0 + φ 1 y t−1 , a t = ε t h t , where ε t i.i.d
∼ D(0, 1),
Model B: RiskMetrics model y t = a t a t = ε t h t , where ε t i.i.d
∼ N (0, 1)
Under each model, the one-step-ahead VaR at α% quantile level is computed, as V aR t = µ t + D −1 α √ h t , where D −1 is the inverse CDF for the distribution D. The parameters of the GARCH models are estimated by Bayesian Markov chain Monte Carlo (MCMC), as in Chen, Chiang and So (2003) and discussed in the next section.
For semi-parametric models we consider the CAViaR models discussed in the next section. Giacomini and Komunjer (2005) find that CAViaR is most efficient at the 1% quantile level, but the GARCH model with normal distributed errors is better than CAViaR at the 5% quantile level. Gerlach et al (2011) find similar results across a range of financial market indices. McAleer et al. (2010a) consider mixing alternative risk models, and discuss the choice between conservative and aggressive risk management, as well as evaluating the effects of the Basel II Accord for risk management. McAleer et al. (2010b) provide a method for choosing one risk model at the beginning of the period, and then modify the forecast depending on the recent history of violations. Koenker and Bassett (1978) suggest that, based on a sample of i.i.d. realizations {y t } of y, the quantile b = q α (y) can be estimated by solving the following minimization problem:
Quantile regression and CAViaR
Engle and Manganelli (2004) propose some time series models for the quantile, i.e. b becomes b t and the i.i.d. assumption is relaxed, called CAViaR, and apply this criterion to estimate the unknown parameters in the models for b t . Let y t be an asset, market, portfolio or exchange rate return at time t, and β α the vector of q + r unknown parameters, (β 1 , . . . , β q , β q+1 , . . . , β q+r ) ,
for the α-quantile model. For notational convenience, we let f t (β) = f t (y t , β α ) denote the time t conditional α level quantile. A general specification of VaR at time t is:
where g() is a function of a finite number of lagged returns and model parameters, thus linking the alpha quantile f t (β) to past returns, which are a subset of all past information, denoted as
is the autoregressive term which ensures smooth quantile changes over time.
Three general CAViaR specifications in Engle and Manganelli (2004) are:
(1) Symmetric Absolute Value (SAV):
(2) Asymmetric Slope (AS):
(3) Indirect GARCH(1,1) (IG):
Yu, Li, and Jin (2011) extend CAViaR using two approaches, namely the threshold and mixture type indirect-GARCH CAViaR models. Gerlach et al (2011) propose a nonlinear CAViaR model to capture more flexible asymmetric and nonlinear responses via more general threshold nonlinear forms. We adopt the threshold CAViaR (TCAV) model of Gerlach et al (2011) , and threshold-type indirect-VaR model of Yu, Li, and Jin (2011) as follows:
(4) Threshold CAViaR (TCAV)
where z is an observed threshold variable, which can be exogenous or self-exciting (i.e. z t = y t ), and γ is the threshold value, typically set as γ = 0. We extend the model slightly by estimating this parameter in this paper, while Gerlach et al (2011) fix γ = 0. Further:
(5) Threshold Indirect GARCH(1,1) (TIG):
Proposed Range-based CAViaR models
There are several advantages to using the intra-day high-low price range directly for volatility measurement and forecasting, relative to the use of absolute or squared return data, or intraday returns. Many papers have shown the intra-day range to be an efficient measure of daily volatility (e.g. see Parkinson, 1980) . Mandelbrot (1971) proposes the range to evaluate the existence of long-term dependence on asset prices; Garman and Klass (1980) show that high-low price-range data contain more information regarding volatility than opening to closing prices. Beckers (1983) applies the range estimator to incorporate past information for different variance measures. Gallant et al. (1999) and Alizadeh, Brandt and Diebold (2002) incorporate the range into the stochastic volatility model. Brandt and Jones (2006) proposed a range-based EGARCH model, using a link between the range and intra-day volatility, showing that the their model had favourable out-of-sample volatility forecasting performance. Chou (2005) proposes the Conditional Autoregressive Range (CARR) model for the high and low range of asset prices.
Chen, Gerlach and Lin (2008) allow the intra-day high and low price range to depend nonlinearly on past information, or an exogenous variable such as US market information, finding increased accuracy for volatility estimation over the CARR and GARCH models. Here, we propose a family of CAViaR models that incorporates intra-day price range information.
In the same spirit as Chou (2005) and Chen et al (2008) , we extend the CAViaR models in (2), (4), (5) and incorporate the intra-day high-low price range into the following models:
(6) Range Value (RV):
(7) Threshold Range Value (TRV):
The first model has the same form as the SAV model in (1), but replaces the absolute return with the intra-day price range R t−1 . The TRV has the same form as the TCAV in (4), again replacing return data with range data. The following model makes the same adjustments to the TIG model in (5):
(8) Threshold Range Indirect GARCH(1,1) (TRIG):
Here R t is the intra-day range at time t, and γ is the threshold value. The RV model responds symmetrically to past range, while the TRV and TRIG allow for different responses to high and low ranges.
Estimation and Forecast Evaluation
Using the Koenker and Bassett (1978) regression quantile framework, the unknown parameters of CAViaR models can be estimated by optimising a criterion function. The αth regression quantile is defined as the solution, β α , of the criterion function:
where f t (β) is the model for the αth regression quantile. Based on a sample of data y 1 , . . . , y n , the function (9) can be numerically minimised to findβ α , as was done by Engle and Manganelli (2004) for CAViaR models (1)-(3). Chen et al (2011) also use this method for estimation in the TCAV in (4), then show that for simulated data, the Bayesian estimate using MCMC is more efficient for that model. We discuss this approach now.
It has recently been shown that the quantile regression criterion function is related to the likelihood function for the skewed-Laplace distribution. This result allows (maximum) likelihood estimation, and has motivated Bayesian solutions for this problem, as proposed in Yu and Moyeed (2001) , Tsionas (2003) , Yu and Zhang (2005) and Geraci and Bottai (2007) , and subsequently extended in Chen et al (2011) . These designs all involve MCMC computational methods due to the non-standard form of the posterior resulting from the skewed-Laplace likelihood.
Frequentist estimation
First, we define the data vectors as y = (y 1 , . . . , y n ) for the asset returns and R = (R 1 , . . . , R n )
for the intra-day range data. If we assume the returns follow a skewed-Laplace, i.e. y t
, then, the following density function results:
where
is the mode and τ > 0 is a scale parameter. Under this assumption, the likelihood function for any CAViaR model, including (1) - (8), is then:
As such, theβ α that minimises (9) also maximises (10). This estimate can then simply be plugged into the formula for f n+1 (β) to forecast VaR.
Bayesian estimation and forecasting
Bayesian inference requires specifying a prior distribution for the unknown parameters, combined with the likelihood function. Assuming the parameters, (β, τ, γ) , are a priori independent, we choose π(τ ) ∝ τ −1 , the standard Jeffreys' prior, and π(β) ∝ 1, as in Gerlach et al (2011) . When considering two regimes, a flat prior on the threshold limit γ is U nif (u, l), where the (u, l) are chosen as suitable quantiles of the threshold variable to allow reasonable sample size in each regime for inference.
MCMC methods sample from the joint posterior distribution of the unknown model parameters for estimation, inference and forecasting. Here groups of parameters are defined for the following sampling scheme:
p(β|y, R, γ), p(τ |y, R, β, γ), and p(γ|y, R, β, τ ) which is iteratively sampled from to form a dependent sample from the joint posterior distribution. The density p(τ |y, R, β, γ) is an inverse gamma distribution, allowing τ to be integrated out of the full posterior to obtain the marginal posterior distribution p(β|y, R, γ). As all parameters have non-standard posterior densities, we use the Metropolis-Hastings (MH) algorithms (Metropolis et al., 1953, and Hastings, 1970) .
In order to speed convergence and allow optimal mixing properties, we use the combined Random Walk and Independent Kernel MH algorithms. The Random Walk Metropolis algorithm is used for the first M iterations, the so-called burn-in period, while the Independent Kernel MH algorithm is employed from iteration M + 1 onwards, employing the sample mean and covariance matrix of the burn-in iterates for each parameter grouping. This procedure is discussed in detail in Chen and So (2006) .
Bayesian forecasts of VaR can be constructed via the MCMC sampling scheme. For each
obtained by plugging in β (j) , γ (j) to the formula for f n+1 (β), obtaining f n+1 (β) (j) . Under the TRV model, this is:
These iterated values f n+1 (β) (j) are then simply averaged over the iterates j = M + 1, . . . , N , to obtain a posterior mean estimate V aR n+1 that is a forecast of VaR, where the parameters have been integrated out in the MCMC sampling scheme.
Parametric GARCH estimation
The parametric GARCH models, labelled Model A above, are here estimated by MCMC methods, following the method in Chen, Chiang and So (2003) . First, the standard prior choices are made, so that the the usual stationarity and positivity conditions are enforced, i.e.:
and the degrees of freedom for the Student-t errors is restricted to be above 4, ensuring its' first four moments are finite. These are achieved by placing a flat prior over the parameters constrained to the region B, which is equivalent to (11), and defining η * = 1/η and using a flat prior η * ∼ Unif(0, 0.25). Thus, the prior becomes:
The likelihood is defined by the choice of error distribution, combined with the GARCH volatility equation.
Multiplying the likelihood and the prior gives the posterior density function (up to a proportionality constant). The standard Gaussian random walk Metropolis method is employed for the first M MCMC iterations (M is the size of the burn-in sample) for each of the parameter groups:
(i) (φ 1 , φ 1 );(ii) (α 0 , α 1 , β 1 ); and (iii) η * ; in turn. After the burn-in period, the sample mean and sample variance-covariance of the iterates for (α 0 , α 1 , β 1 ) are collected. These are then used as the proposal mean and covariance matrix in an independent kernel Metropolis-Hastings method, with a Gaussian proposal distribution. The overall method is thus adaptive, because it learns from the burn-in period. This has the added advantage of capturing the posterior correlations among the α in the burn-in period for use in the sample period proposal, which should also increase efficiency. In particular, since the burn-in sample's mean (now the proposal mean) is likely not too close to the boundaries in (11), the sampler should be more efficient in that region for these parameters. For more details of this method, see Gerlach and Chen (2008) or Chen, Chiang and So (2003) .
We note that this method will only work if the MCMC sample has converged and sufficiently covered the posterior inside the burn-in period. Convergence is thus monitored heavily using trace and ACF plots, while the tuning algorithm will also help to ensure sufficient coverage of the posterior by moderating the acceptance rate of the Metropolis method. MCMC results and convergence are extensively examined by starting the scheme from many different and varied starting values.
Forecast Evaluation
In this section we discuss assessing the accuracy of VaR estimates and forecasts. The Basel II Accord requires financial institutions to use back-testing, so that at least one year of actual returns are compared with VaR forecasts. There are some common criteria for comparing the forecasting performance of VaR models, that is, the violations (I(y t < −V aR t )) and the violation rate (VRate). For an in-sample period of size n, and forecast sample of size m, VRate is defined as:
which is simply the proportion of violating returns. Naturally, the VRate should be close to the risk level, α, for accurate risk models.
Three formal back-testing methods for assessing forecasting performance are the unconditional coverage (uc) test of Kupiec (1995) , the conditional coverage (cc) test of Christoffersen (1998) , and the dynamic quantile (DQ) test of Engle and Manganelli (2004) . Under the null hypothesis α = α 0 , Kupiec (1995) variable 'hits', defined as I (y t < −V aR t ) − α, which will on average be α if unconditional coverage is correct. A regression-type test is then employed to examine whether the 'hits' are related to lagged 'hits', lagged VaR forecasts, or other relevant regressors, over time; a model producing accurate and independent violations and 'hits' will not be. The DQ test is well known to be more powerful than the CC test, see e.g. Berkowitz, Christofferson and Pelletier (2010) .
The tests and criteria above do not consider whether the magnitude of the VaR forecasts is appropriate; only that the violations occur independently and in the right proportion. Naturally, however, it is also important to assess the accuracy of the magnitudes of the forecasts. For example, a simple method that sets VaR to be −100% on a randomly chosen number of days, each with probability α, and with probability 1−α sets VaR to be 500% (say), will automatically pass all the statistical tests mentioned above, since violations occur with probability α and are independent over time. But this method is very poor at setting appropriate risk or capital allocation limits. We thus consider three more measures, all assessing the accuracy of the magnitude of VaR forecasts. In our opinion, these measures should be employed once it is established that a VaR forecast method passes the test above.
The Basel II Accord stipulates that market risk charges (MRC) (also called Daily Capital Charge) should also be used to assess appropriate risk models, where lower MRC is desirable.
The optimization problem facing ADIs, with the number of violations and forecasts of risk as endogenous choice variables, is as follows:
where 336). We increase the forecast sample size here and extend the traffic light approach to obtain the penalty weight factor for such larger samples, which are given in Table 1 ; as discussed in detail in Section 4.
As we are also interested in the magnitude of violating returns, McAleer and da Veiga (2008a) propose the absolute deviation (AD) of violating returns, as follows:
This measure is related to the size of the loss for violating returns. We evaluate forecast performance based on the mean and maximum of AD, where smaller values are preferred, over the forecast sample.
Note that if models are consistently under-estimating risk and thus have too many violations, it is likely they will have smaller values for MRC, AD mean and AD maximum. Models that consistently over-estimate risk levels for violations, as the simple diabolical method mentioned above (which sets VaR randomly to −100% thus forcing a violation), will have very large MRC, AD mean and AD maximum values. As such, models with small AD and MRC values are preferred only if they are generating independent violations at the correct rate α.
Finally, the accuracy of quantile forecasts can be directly assessed using the quantile criterion loss function, given in equation (9). Here, f t (β) is replaced by the forecast VaRs for each method.
The true VaR series should give the minimum of (9) and thus the most accurate model under consideration, during the forecast period, should return the minimum value of this loss function.
Empirical Applications
In order to demonstrate and compare the forecasting performance of the proposed models, we first consider daily financial returns from five Asia-Pacific Economic Cooperation (APEC) stock markets: Standard and Poor's 500 Composite Index (U.S.), Nikkei 225 Index (Japan), TAIEX Index (Taiwan), HANG SENG Index (Hong Kong) and KOSPI Index (Korea). An equally-weighted daily return portfolio is formed from the five individual market returns, on days when all markets traded. For this portfolio, the range data from Standard and Poor's 500
Composite Index is used in the equations (6) The percentage returns series are calculated by taking differences of the logarithms or the daily price indices, r t,j = (ln(P j t ) − ln(P j t−1 )) × 100, where P j t is the closing price index on day t of asset j. We consider a single equal-weighted portfolio of assets, with returns:
In addition, the differences of the logarithm of the daily series of intra-day high and low prices are taken as the range data, R t , and are defined as R t = (ln(R t,max ) − ln(R t,min )) × 100.
We use the S&P 500 range for the portfolio as the explanatory variable, and the threshold variable, in the risk models using range data, and use domestic daily range for this purpose in each individual stock market.
We examine how risk management strategies perform during the 2008-09 GFC, evaluate how the financial crisis affects risk management practices, and forecast VaR and daily capital charges, that is, diversification of more than a single investment for the purpose of risk control and management. The specific VaR models and methods considered are now listed:
VaR forecasting for the portfolio
1. Non-parametric: short-term (ST, last 25 days) and long-term (LT, last 100 days) sample percentiles. For the Bayesian estimation, priors are as stated in Section 3, e.g. a uniform prior is used for the threshold value γ, that is γ ∼ U nif (l, u), where l and u are the 1st and 3rd quantiles of the range data. MCMC sampling is performed with 20,000 iterations in total, including the first 10,000 burn-in iterations. The last 10,000 iterations are used for inference.
We only report Bayesian estimates of the parameters for the RV, TRV and TRIG specifications in Table 3 Table   7 (bottom right corner). At the 1% confidence level the ST, LT, RM, both GARCH, both SAV, the AS-E&M and the TIG-Bayesian methods are rejected by at least one test, at 5%
significance. All the models using range information can not be rejected; while all the models surviving the tests are CAViaR-type models. In table 4, the top three ranked models, of those At the 5% confidence level, again the ST, LT, RM, both GARCH and both SAV models are rejected by at least test, as are all the CAViaR models estimated via the E&M method. As, such only the mnodels estimated via Bayesian methods survive all the tests here. For these models, the TIG, TRIG, RV and TRV-Bayesian models are closest to nominal in terms of VRate/α.
Across the metrics, the RV-Bayesian and TRV-Bayesian also rank best on Mean AD and the criterion loss function. Note that the Basel Accord only has 1% level penalties for MRC, not 5%, thus these metrics are not reported in this case. Table 7 : the IG-Bayesian, TIG-Bayesian and RV-Bayesian. All models under-predict risk for the Nikkei, since all VRates are larger than 0.01. The IG-Bayesian and RV-Bayesian do best (of all models) on VRate, but IG-Bayesian and does best, of these three models, on four of the six criteria (inclding 'Zone'). For the HSI index returns, all models underpredict risk levels, but only the ad hoc ST and LT methods fail the tests. Among the surviving models, the AS-Bayesian, TCAV-Bayesian and SAV-Bayesian consistently rank in the top three models across the criteria, for HSI. For the KOSPI only the SAV, AS, IG, RV and TRV, all estimated via the Bayesian method, survive the statistical tests. Of these, the SAV, TIG and RV-Bayesian all consistently rank in the top three models over the metrics. For the TAIEX, only the SAV, IG and RV models, using both E&M and BAyesian estimation, survive all the tests and only the RV-Bayesian is a conservative risk model (with VRate < 0.01). Of these, the IG-Bayesian and IG-E&M rank consistently well across the criteria. Finally, for the S&P500, no model survives the tests at the 1% VaR level.
At the 5% level, a similar story ensues, see Table 6 . All models are rejected for the Nikkei225, though not at the 1% significance level for TCAV-Bayesian and TIG-Bayesian, which also do comparatively well across the criteria in Table 5 . For the HSI, the ST, LT, GARCH-t, TIGBayesian and TRIG-Bayesian are all rejected. For the other models, the AS-Bayesian, TCAVBayesian and TRV-Bayesian ranked best across the criteria. For the KOSPI and the TAIEX, the IG-Bayesian and RV-Bayesian ranked most consistently among surviving models; while the TIG-Bayesian ranked best for the S&P500 among surviving models. Tables 5-6 about here From above, we note that the CAViaR family of models are consistently dominating the models surviving the formal back-tests, while traditional methods like RM and GARCH are consistently rejected. Further, CAViaR models estimated by the Bayesian method consistently rank higher across all or most series than models estimated by the traditional method in E&M.
Finally, the models with IG and RV form consistently survive the tests and rank highly in most series.
We now consider two more series, both exchange rates, being the Euro vs US and Japan vs US exchange rates. Due to the availability of intra-day data for these series, the dates for sample and forecast periods are: December 21, 2004 to July 3, 2009 and July 6, 2009 to February 8, 2011 . While it is well known that exchange rate returns do not, in general, exhibit significant volatility asymmetry, we choose to keep the same set of 17 models/methods, including the asymmetric ones, for consistency. Table 8 contains the p-values for the tests for the 1% and 5%
VaR forecasts for these two series over the 17 methods. Tables 9-10 show the violation rates and other accuracy metrics for these two series. At the 1% confidence level for the Euro/US series, only the two adhoc ST, LT methods fail the tests. Of the surviving models, the AS-Bayesian, TCAV-E&M and the TRIG-Bayesian consistently rank well across the metrics. For JP/US rates at 1% risk level, the ST, SAV-E&M, TCAV-E&M and RV-E&M models fails the tests. Of the surviving models, the TIG, TRIG, both Bayesian and the GARCH-t model consistently rank in the top 3 over the metrics.
At the 5% risk level, the ST, LT, RM, both GARCH models, both SAV and both AS models are rejected, for the Euro/US series. Of the remaining models, the TIG and RV, both Bayesian, consistently rank highly. For the JP/US series, only the AS models, plus RV-Bayesian and TRV-Bayesian survive the tests. Of these, AS-Bayesian and RV-Bayesian rank highest across the metrics. Tables 9-10 about here To summarise, for the exchange rate series, similar conclusions can be formed: the CAViaR family of models are consistently the only models surviving the formal back-tests; CAViaR models estimated by the Bayesian method rank highest across most series and; the models with IG and RV form consistently survive the tests and rank highly in most series. For the 5% VAR forecasts, table 11 shows that again the ST, LT, GARCH-t and AS-E&M methods are the worst performed, rejected in at least 6 series. Again, the IG-Bayesian and the RV-Bayesian models perform the best, being rejected in only two out of eight series. Table 12 shows summary statistics of the various criteria in Tables 4 and 5 VaR forecasting, clearly the non-parametric models are anti-conservative, under-estimating risk levels and performing the worst among these 17 methods across the six series. The CAViaR models are clearly the best performing as a group, since they get all the boxes except one, with two stand-outs across the criteria: the IG-Bayesian model, which is in the top three ranked models for eight of the eleven criterion summaries; and the RV-Bayesian model, in the top three ranked models for six of criterion summaries. Table 13 shows these summaries for 5% VaR forecasting. Now it is the TRV-Bayesian, with seven top three rankings across the nine criteria, and the RV-Bayesian model, with five top three rankings, that consistently do best across the criterion summaries over the eight markets combined.
Tables 11-13 about here
Summary and Discussion
Overall, the non-parametric methods have performed consistently the worst at VaR forecasting, over a range of criteria, in each of the eight series and combined across these series. The ST method's performance is perhaps explainable by the fact that 25 days is not sufficient to estimate quantiles at the 1% and 5% risk level, however the LT method's poor performance is harder to explain. Regardless, clearly these methods are not suitable for VaR forecasting at 1% and 5% levels. Further, the fully parametric RiskMetrics and GARCH models only did marginally better than the non-parametric ones, being rejected by at least one test in most or almost all series and generally and consistently under-estimating risk levels and poorly capturing risk dynamics across the data analysed.
The CAViaR models as a group did uniformly better than these four models on all metrics in almost all eight series and also in almost all metrics combined across the series, for both 1%
and 5% VaR forecasting. Further, when focusing on models estimated by Bayesian or classical methods (as in E&M), the Bayesian models also performed almost uniformly better in all markets and metrics than the same model estimated via E&M. Gerlach et al (2011) found in simulations that the Bayesian estimates of the TCAV model parameters and forecasts of VaR were more efficient than those estimated/forecasted using classical estimation. The results here suggest that this is a more general result across the CAViaR family of models: Bayesian estimation and forecasting of CAViaR models is more efficient and accurate than classical estimation of CAViaR models, at least for those models and the data considered here. Finally, three models stood out as performing the best across the back-tests and the range of forecast accuracy criteria applied: the IG-Bayesian model and the RV-Bayesian model for 1% VaR forecasting; and the TRV-Bayesian and RV-Bayesian models for 5% VaR forecasting. These models consistently out-performed all others across the eight series on most of the metrics considered, at each risk level.
The Basel Committee (1996) classified the reasons for model back-testing failures into the following categories:
1. Basic integrity of the model: The system is unable to capture the risk of the positions or there is a problem in calculating volatilities and correlations.
2. Model's accuracy could be improved: Risk of some instruments not measured with sufficient precision.
3. Bad luck, or markets moved in a fashion that could not be anticipated by the model. For instance, volatilities or correlations turned out to be significantly different than what was predicted.
4. Intra-day trading: There is a change in positions after the VaR estimates were computed.
The US market result, where all models are rejected at VaR 1% forecasting, may be explained by point 3; which points to possible future research on developing a model that can capture the risk dynamics in the US market, especially during extreme or crisis conditions.
Concluding Remarks
A novel family of risk models, namely nonlinear threshold CAViaR models using intra-day price range, are proposed and the selection of optimal risk models during the 2008-09 global financial crisis is assessed and discussed. Risk management strategies and performance are assessed during this period and the performance of VaR models during the gobal financial crisis is evaluated and compared. Further, both Bayesian and frequentist (quasi-Newton) methods of estimation and forecasting are assessed and compared with real financial return data. Bayesian MCMC methods are adapted to the new family of CAViaR models, employing the link between the quantile criterion function and the Skewed-Laplace density. Five APEC stock market indices are considered, individually and via and equally weighted portfolio, and VaR is forecast for these series over roughly a two year period. Two exchange rate series are added to the analysis. The empirical evidence reveals several phenomena:
1. Risk levels and dynamics during the financial crisis seem to be predictable at a one day horizon, at least by some models (but not by others), in most markets and the portfolio considered.
2. By comparing the same model using different estimation methods, the forecasting performance of the Bayesian method is more accurate than the frequentist quasi-Newton method, in almost all cases.
3. The forecasting performance of VaR models with range information outperform models without range information, in most cases.
4. Semi-parametric models, i.e. CAViaR, consistently ranked best via statistical testing and informal assessment criteria. Next came the parametric models, though they were consistently rejected by back-tests. The non-parametric methods consistently ranked worst and were rejected in most cases.
5. The two most favoured models for 1% VaR forecasting were the simple CAViaR models IG-Bayesian and RV-Bayesian. These were favoured by the statistical back-tests, being acceptable in almost all series, as well as by most of the informal criteria across the series.
6. The two most favoured models for 5% VaR forecasting, were the two range-based CAViaR models: TRV-Bayesian and RV-Bayesian.
7. When incorporating range information and employing the Bayesian approach, for dynamic quantile VaR forecasting, CAViaR models are competitive at worst, and far more accurate at best, when compared with a range of popular and well known VaR methods.
Each of these findings should be useful to financial practitioners and institutions. Many additional questions emerge for future research. Is the crisis period as predictable using similar time series models for longer horizons (for example 10-day forecasts)? Due to space limitations, we only focus on 1-day forecasting. Extensions to include different state variables in the information set, more than two regimes, and a smooth transition function are potential directions for further research. 
