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Supersymmetric Polar Coordinates
with applications to the Lloyd model∗
Margherita Disertori † and Mareike Lager†
Abstract
Spectral properties of random Schro¨dinger operators are encoded
in the average of products of Greens functions. For probability dis-
tributions with enough finite moments, the supersymmetric approach
offers a useful dual representation. Here we use supersymmetric polar
coordinates to derive a dual representation that holds for general dis-
tributions. We apply this result to study the density of states of the
linearly correlated Lloyd model. In the case of non-negative correla-
tion, we recover the well-known exact formula. In the case of linear
small negative interaction localized around one point, we show that
the density of states is well approximated by the exact formula. Our
results hold on the lattice Zd uniformly in the volume.
1 Introduction
A major open problem in mathematical physics is the existence of an An-
derson transition in dimension three and higher for random Schro¨dinger op-
erators. These operators model transport in disordered media, a classical
example being electrical conductivity in metals with impurities. In this pa-
per, we consider the quantum mechanical problem of an electron moving on
∗Key words: random Schro¨dinger, supersymmetric approach, Cauchy distribution;
MSC 2010: 82B44 (primary), 82B20 (secondary)
†Institute for Applied Mathematics & Hausdorff Center for Mathematics, University
of Bonn, Endenicher Allee 60, 53115 Bonn, Germany
E-mails: disertori@iam.uni-bonn.de, lager@iam.uni-bonn.de
We acknowledge the Deutsche Forschungsgemeinschaft for support through CRC 1060
“The Mathematics of Emergent Effects” and the Hausdorff Center for Mathematics.
1
a lattice Zd and interacting with a random potential. The corresponding
mathematical model is the so-called discrete Random Schro¨dinger operator,
or Anderson’s tight binding model [And58], acting on the Hilbert space l2pZdq
and defined by
H :“ ´∆Zd ` λV,
where ∆Zd is the lattice Laplacian p∆ψqpjq “
ř
k:|j´k|“1pψpjq´ψpkqq, and V
is a multiplication operator pV ψqpjq “ Vjψpjq. Here, tVjujPZd is a collection
of random variables (independent or correlated) and λ ą 0 is a parameter
expressing the strength of disorder. Physical information are encoded in the
spectral properties ofH . For a large class of random potentials V localization
of the eigenfunctions has been proved in d “ 1 for arbitrary disorder and in
d ě 2 for large disorder or at the band edge. A localization - delocalization
transition has been proved on tree graphs, and is conjectured to hold on Zd,
for d ě 3. A detailed up-to-date review on the model, known results and
tools can be found in the book by Aizenman and Warzel [AW15].
Finite volume criteria allow to reconstruct properties of H from the
Green’s function (or resolvent) of a finite volume approximation HΛ, by
taking the thermodynamic limit Λ Ò Zd. More precisely, let Λ Ă Zd be a
finite cube centered around the origin with volume |Λ| “ N . We define the
Random Schro¨dinger operator HΛ P l2pΛq on Λ as
HΛ “ ´∆ ` λV, (1.1)
where ∆ “ ∆Λ is the discrete Laplacian on Λ
p∆ψqpjq “
ÿ
kPΛ:|j´k|“1
pψpkq ´ ψpjqq ` eventual boundary terms.
The relevant quantities are expressions of the form
ErGΛpz1qj1,k1 . . . GΛpznqjn,kns, (1.2)
where GΛpzq :“ pz1Λ ´HΛq´1, z P CzσpHq, and E denotes the average with
respect to the random vector V.
In particular the (averaged) density of states ρ¯λpEq satisfies the relation,ż
R
1
z ´ E ρ¯λpEq dE “
1
π|Λ|ErTrGΛpzqs,
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hence (see for example [AW15, Section 4 and Appendix B])
ρ¯ΛpEq :“ ´ 1
π|Λ| limεÑ0` ErImTrGΛpE ` iεqs,
where E P R. Regularity properties of ρ¯ΛpEq and its derivatives can be
inferred from the generating function
GεpE, E˜q “ E
„
detppE ` iεq1Λ ´HΛq
detppE˜ ` iεq1Λ ´HΛq

. (1.3)
For example
TrGΛpE ` iεq “ ´BE˜GεpE, E˜q|E˜“E “ BEGεpE, E˜q|E˜“E. (1.4)
Information on the nature of the spectrum can be deduced from the ther-
modynamic limit of
Er|GΛpE ` iεqjk|2s, or ρ2pE,E ` ωq :“ ErρΛpEqρΛpE ` ωqs
where the spectral parameter ε and the energy difference ω must be taken of
order |Λ|´1.
A possible tool to analyse these objects is the so-called supersymmetric
(SUSY) approach. It allows to rewrite averages of the form (1.2) as an
integral involving only the Fourier transform of the probability distribution,
at the cost of introducing Grassmann variables in the intermediate steps.
A short introduction on Grassmann variables and their application in our
context is given in Appendix A. For more details see for example the following
monographs: [Var04, Ber87, Weg16, DeW92]. This formalism proved to
be especially useful in the case of random operators arising from quantum
diffusion problems [Efe99]. The supersymmetric approach was applied with
success to study Anderson localization as well as phase transitions on tree-
graphs [Wan01, Bov90, CK86, KMP86]. All these applications are based on
variations of the following key fact.
Theorem 1.1. Let HΛ be as in Eq. (1.1) and assume the Vj are independent
random variables with probability measure µj such that
ş
v2j dµjpvjq ă 8 @j,
i.e., its Fourier transform µˆjptq :“
ş
e´itvjdµjpvjq is twice differentiable with
bounded first and second derivatives.
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Let A “ Artχj, χ¯jujPΛus be a Grassmann algebra, z P CΛ a family of
complex variables and set Φj :“ pzj , χjqt, Φ˚j :“ pz¯j , χ¯jq such that Φ˚jΦk “
z¯jzk`χ¯jχk is an even element in A for all j, k P Λ. For any matrix A P CΛˆΛ,
we define
Φ˚AΦ :“ Φ˚diag pA,AqΦ “
ÿ
j,kPΛ
AjkΦ
˚
jΦk,
where diag pA,Aq is a 2|Λ|ˆ2|Λ| block diagonal matrix. In particular Φ˚Φ “ř
jPΛΦ
˚
jΦj . Finally, for any even element a “ ba ` na in A0 with n3a “ 0 we
define (cf. Eq. (A.2))
µˆjpaq “ EreiaVj s :“ µˆjpbaq ` µˆ1jpbaqna ` 12 µˆ2jpbaqn2a. (1.5)
Then the generating function (1.3) can be written as
GεpE, E˜q “
ż
r dΦ˚ dΦs eiΦ˚pE`iε`∆qΦ
ź
jPΛ
µˆjpλΦ˚jΦjq, (1.6)
where we defined r dΦ˚ dΦs :“ śjPΛp2πq´1 dz¯j dzj dχ¯j dχj, Φ˚εΦ “ εΦ˚Φ
and E “ diag pE˜1|Λ|, E1|Λ|q is a diagonal matrix. Moreover
Er|GΛpE ` iǫqjk|2s “
ż
r dΦ˚ dΦs r dΦ˜˚ dΦ˜s eiΦ˚pE`iε`∆qΦ´iΦ˜˚pE´iε`∆qΦ˜
ˆ zj z¯kz˜kz˜j
ź
jPΛ
µˆjpλpΦ˚jΦj ´ Φ˜˚j Φ˜jqq.
(1.7)
A similar representation holds for the two-point function ρ2pE, E˜q.
Remark. In the formulas above both µˆjpλpΦ˚jΦjqq and µˆjpλpΦ˚jΦj´Φ˜˚j Φ˜jqq are
well defined. Indeed, the even elements a1 :“ Φ˚jΦj and a2 :“ Φ˚jΦj ´ Φ˜˚j Φ˜j ,
have nilpotent part na1 “ χ¯jχj and na2 “ χ¯jχj ´ ¯˜χjχ˜j, respectively. The
result then follows from n2a1 “ 0 “ n3a2 , together with Eq. (1.5).
Note that we have taken independent variables above only to simplify
notations. In the general case, the product of one-dimensional Fourier trans-
forms is replaced by a joint Fourier transform. The generalized formula will
hold as long as the Fourier transform admits enough derivatives.
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Proof. We write GεpE, E˜q and Er|GΛpE`iεqjk|2s as a supersymmetric integral
(cf. Theorem A.1)
GpE, E˜q “ E
„ż
r dΦ˚ dΦs eiΦ˚pE`iε`∆´λV qΦ

Er|GΛpE ` iεqjk|2s “
E
„ż
r dΦ˚ dΦs r dΦ˜˚ dΦ˜s eiΦ˚pE`iε`∆´λV qΦ´iΦ˜˚pE´iε`∆´λV qΦ˜zj z¯kz˜kz˜j

This step holds for any choice of V P RΛ. Note that we need two copies of
SUSY variables to represent Er|GΛpE` iεqjk|2s. When dµj admits two finite
moments, we can move the average inside. The result follows.
The aim of this paper is to extend this representation to probability distri-
butions with less regularity. To this purpose we introduce a supersymmetric
version of polar coordinates which allows to reexpress eiλVjΦ
˚
j Φj as eiλVjxi ,
where xj P R is a real variable. As a result, the formula can be extended
to any probability distribution on N “ |Λ| real variables. In contrast to the
ordinary ones, supersymmetric polar coordinates introduce correction terms
due to the boundary of the integration domain. The simple formula above
will then be replaced by a sum of integrals.
As a concrete example, we consider the so-called Lloyd model, with V
defined as Vj :“
ř
kPΛ TjkWk, where tWkukPΛ is a family of i.i.d. random
variables with Cauchy distribution dµpxq “ π´1p1 ` x2q´1 dx. The stan-
dard (uncorrelated) Lloyd model corresponds to Tjk “ δjk. In this case the
variables tVjujPΛ are independent and Cauchy distributed. Note that dµpxq
has no finite moments. For this model, the averaged Green’s function (and
hence the density of states) can be computed exactly whenever Tjk ě 0 @j, k
(non-negative correlation) [Llo69, Sim83].
Using supersymmetric polar coordinates, we show here that for the non-
negative linearly correlated Lloyd model Eq. (1.6) and (1.7) remain valid,
with an appropriate redefinition of µˆpba ` naq. In this case, one can easily
recover the exact formula for the averaged Green’s function. The formula
remains valid also in the case of linear negative correlation, at the price of
adding additional correction terms, due to boundary effects.
We expect the supersymmetric representation will help to study problems
not yet accessible via other tools, such as negative correlations or the two
point function at weak disorder. As a first test, we considered a simplified
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model with small negative correlations localized on one site. For this toy-
model we used the supersymmetric representation to prove that the density
of states remains in the vicinity of the exact formula. Our result holds in
any dimension and arbitrary volume.
Overview of this article. In Section 2 we state the main results of the
paper, and give some ideas about the proofs. More precisely, Section 2.1
introduces supersymmetric polar coordinates (Theorem 2.1), with a general
integrated function f, not necessarily compactly supported. Applications to
GεpE, E˜q and Er|GΛpE ` iεqjk|2s are given in Theorem 2.2. The detailed
proofs of both theorems can be found in Section 3. In Subsection 2.2 we
consider the Lloyd model and give an application of the formula for a simple
toymodel. The corresponding proofs are in Section 4.
2 Main results
2.1 Supersymmetric polar coordinates
For an introduction to the supersymmetric formalism see Appendix A.
Consider first Arχ¯, χs a Grassmann algebra with two generators. The
idea of supersymmetric polar coordinates is to transform between generators
pz¯, z, χ¯, χq ofA2,2pCq and pr, θ, ρ¯, ρq ofA2,2pR`ˆp0, 2πqq 1 such that z¯z`χ¯χ “
r2. A reasonable change is
Ψpr, θ, ρ¯, ρq “
¨
˚˝˚zpr, θ, ρ¯, ρqz¯pr, θ, ρ¯, ρq
χpr, θ, ρ¯, ρq
χ¯pr, θ, ρ¯, ρq
˛
‹‹‚:“
¨
˚˝˚ eiθpr ´ 12 ρ¯ρqe´iθpr ´ 1
2
ρ¯ρq?
rρ?
rρ¯
˛
‹‹‚ (2.1)
Indeed, we have z¯z ` χ¯χ “ pr ´ 1
2
ρ¯ρq2 ` rρ¯ρ “ r2.
Note that 0 is a boundary point for polar coordinates since it maps
R` ˆ p0, 2πq to Czt0u. For functions with compact support in U “ Czt0u a
SUSY version of the standard coordinate change formula applies, where the
Jacobian is replaced by a Berezinian, c.f. Theorem A.3. On the contrary,
functions with fp0q ‰ 0 have no compact support in the domain U “ Czt0u
and we collect additional boundary terms as the following theorem shows.
1cf. Definition A.2. Note that ρ¯, ρ P A1rχ¯, χs.
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Theorem 2.1 (Supersymmetric polar coordinates). Let N P N, A2N the
complex Grassmann algebra generated by tχ¯j , χjuNj“1 and tΦ˚j ,ΦjuNj“1 a set of
supervectors defined as in Theorem 1.1. Let f P A2N,2NpCNq be integrable,
i.e., all fI : C
N Ñ C are integrable. Then
Ipfq “
ż
CN
r dΦ˚ dΦs fpΦ˚,Φq “
ÿ
αPt0,1uN
Iαpfq (2.2)
with multiindex α and
Iαpfq “ π´|1´α|
ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´α f ˝Ψαpr, θ, ρ¯, ρq, (2.3)
where p drq1´α “śj:αj“0 drj and Ψα is given by Ψα : pr, θ, ρ¯, ρq ÞÑ pz, z¯, χ, χ¯q
with $’’’&
’’’%
zjprj, θj , ρ¯j , ρjq “ δαj0 eiθj prj ´ 12 ρ¯jρjq,
z¯jprj, θj , ρ¯j , ρjq “ δαj0 e´iθjprj ´ 12 ρ¯jρjq,
χjprj, θj , ρ¯j, ρjq “ δαj0?rjρj ,
χ¯jprj, θj , ρ¯j, ρjq “ δαj0?rj ρ¯j .
Proof. See Section 3.
Remark. For f compactly supported on Czt0u (this means in particular
fp0q “ 0), we recover the result of Theorem A.3. Namely for α “ 0, we
obtain the right-hand side of Theorem A.3 while all contributions from α ‰ 0
vanish.
Example. To illustrate the idea behind the above result, consider the fol-
lowing simple example. Let ϕ be the smooth compactly supported function
ϕ : RÑ R, given by
ϕpxq “
#
e´p1´2|x|
2q´1 if |x| ă 1?
2
0 otherwise.
Note that ϕp0q “ e´1 ‰ 0, hence fpz¯, z, χ¯, χq “ ϕpz¯z` χ¯χq is a smooth func-
tion without compact support in Czt0u. By a straightforward computation,
we have
Ipfq “
ż
|z|ă 1?
2
r dΦ˚ dΦs e´p1´2z¯zq´1p1´ 2p1´ 2z¯zq´2χ¯χq
“ 1
2π
ż 1?
2
0
dr
ż
2pi
0
dθ 4r e´p1´2r
2q´1p1´ 2r2q´2 “ e´1,
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where we expand the expression in the Grassmann variables and change to
ordinary polar coordinates after integrating over the Grassmann variables.
Applying formulas (2.2) and (2.3), we obtain directly
Ipfq “ π´1
ż
R`ˆp0,2piq
dr dθ dρ¯ dρ f ˝Ψpr, θ, ρ¯, ρq ` f ˝Ψp0q “ e´1,
where the first integral vanishes, since f ˝Ψ is independent of ρ¯ and ρ.
Now consider the generating function (1.3). In the case of an integrable
density without other regularity conditions, we obtain the following result.
Theorem 2.2. Let Λ Ă Zd be a finite volume and HΛ “ ´∆ ` λV be the
Schro¨dinger operator introduced in Eq. (1.1), where tVjujPΛ is a family of
real random variables with integrable joint density µ. Then the generating
function (1.3) can be written as
GεpE, E˜q “
ÿ
αPt0,1uΛ
π´|1´α|
ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´αµˆptλr2j ujPΛq g ˝Ψαpr, θ, ρ¯, ρq
(2.4)
where gpΦ˚,Φq “ e´iΦ˚pE`iε`∆qΦ, E “ diag pE˜1|Λ|, E1|Λ|q and µˆptλr2j ujPΛq is
the |Λ|-dimensional, joint Fourier transform of µ. Similarly
Er|GΛpE ` iεqjk|2s
“
ÿ
αPt0,1uΛ
α˜Pt0,1uΛ
π´|1´α|´|1´α˜|
ż
pR`ˆp0,2piqq1´α
ˆpR`ˆp0,2piqq1´α˜
p dr dθ dρ¯ dρq1´αp dr˜ dθ˜ d¯˜ρ dρ˜q1´α˜
µˆptλpr2j ´ r˜2j qujPΛq g` ˝Ψαpr, θ, ρ¯, ρq g´ ˝Ψα˜pr, θ, ρ¯, ρq,
where g`pΦ˚,Φq “ z¯kzj eiΦ˚pE`iε`∆qΦ and g´pΦ˜˚, Φ˜q “ z˜j z˜k e´iΦ˜˚pE´iε`∆qΦ˜.
Idea of the proof. Again we write GεpE, E˜q and |GΛpE ` iεqjk|2 as a super-
symmetric integral (Theorem A.1). Note that we need two copies of SUSY
variables to represent |GΛpE` iεqjk|2. Taking the average inside at this point
would cause problems. Hence we apply first our polar-coordinate formula
Theorem 2.1. Since r is now real, the expression Er eiλ
ř
j Vjr
2
j s is the standard
Fourier transform µˆptλr2j ujPΛq. Details can be found in Section 3.
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2.2 Applications to the Lloyd model
As a concrete example, we consider the Lloyd model with linear correlated
random potentials, i.e. Vj “
ř
k TjkWk, where Wk „ Cauchyp0, 1q are i.i.d.
random variables, Tjk “ Tkj P R and
ř
j Tjk ą 0.
We discuss three cases:
1. the classical Lloyd model, where Tjk “ δjk, hence Vj „ Cauchyp0, 1q
are i.i.d.
2. the (positive) correlated Lloyd model, where Tjk ě 0 with
ř
j Tjk ą 0.
3. a toymodel with single negative correlation, i.e. Tjj “ 1 and T21 “
T12 “ ´δ2 with 0 ă δ ă 1 and Tjk “ 0 otherwise. The indices 1 and 2
denote two fixed, nearest neighbour points i1, i2 P Λ with |i1 ´ i2| “ 1.
Proposition 2.3. When Tjk ě 0 for all j, k (Case 1. and 2. above) we have
GεpE, E˜q “
ż
r dΦ˚ dΦs gpΦ˚,Φq e´
ř
k λ
ř
j TjkΦ
˚
j Φj .
where gpΦ˚,Φq :“ eiΦ˚pE´iε`∆qΦ. For the toymodel (Case 3. above) a similar
formula holds with additional correction terms. Precisely
GεpE, E˜q “
ÿ
βPt``,`´,´`u
ż
Iβ
r dΦ˚ dΦs hpΦ˚,Φq e´λ
ř
2
j“1 T
β
j Φ
˚
j Φj `Rphq
where hpΦ˚,Φq “ gpΦ˚,Φq e´λ
ř
j‰1,2 Φ
˚
j Φj , we defined T`` “ p1 ´ δ2qp1, 1q,
T`´ “ p1` δ2qp1,´1q and T´` “ p1` δ2qp´1, 1q and
I`` “ tz P CN : δ|z2| ă |z1| ă |z2|{δu,
I`´ “ tz P CN : |z1| ą |z2|{δu,
I´` “ tz P CN : |z1| ă δ|z2|u.
(2.5)
Moreover, the additional boundary term is given by
Rphq “ ´ 1
π2
ż
R`ˆp0,2piq2
dr2 dθ1 dθ2r dΦˆ˚ dΦˆs h ˝Ψ12pr2, θ1, θ2, Φˆ˚, Φˆq
ˆ λr2δ2
”
e´λp1´δ
4qr2
2 ` δ2 e´λp1´δ4qδ2r22
ı
,
(2.6)
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where Φˆ “ pΦjqjPΛzt1,2u and
Ψ12pr2, θ1, θ2q “ pΦ1,Φ2q “
ˆ
eiθ1δr2 e
iθ2r2
0 0
˙
The same formulas hold for ErTrGΛpE ` iεqs with g replaced by g1pΦ˚,Φq “ř
j |zj |2 eiΦ
˚pE´iε`∆qΦ.
Idea of the proof. We use the representation from Theorem 2.2 and insert
the Fourier transform of the given density. For non-negative correlations
we can then undo the coordinate change. When negative correlations are
present this operation generates additional correction terms. For details see
Section 4.
In the case of non-negative correlations we recover exact formulas, as follows.
Theorem 2.4. Let Tjk “ δjk (classical Lloyd model). We have
lim
εÑ0
GεpE, E˜q “ detppE ` iλq1Λ ´H0q
detppE˜ ` iλq1Λ ´H0q
, (2.7)
where H0 “ ´∆. In particular
lim
εÑ0
ErTrGΛpE ` iεqs “ Tr ppE ` iλq1Λ ´H0q´1. (2.8)
For Tjk ě 0 (non-negative correlation) Eq. (2.7) and (2.8) still hold, with
λ1Λ replaced by the diagonal matrix λTˆ , where Tˆij “ δij
ř
k Tjk.
In particular both, the classical and the (positive) correlated Lloyd model
have the same (averaged) density of states as the free Laplacian H0 “ ´∆
with imaginary mass λ and λTˆ , respectively.
Idea of the proof. Follows from Proposition 2.3. For details see Section 4.
Note that the results on the density of states above can be derived also
by other methods (cf. [Llo69] and [Sim83]).
In the case of localized negative correlation (the toymodel in Case 3.
above) we obtain the following result.
Theorem 2.5 (Toymodel). Consider Tjk be as in Case 3. above, λ ą 0 and
0 ă δ ! p1` λ´1q´1. Then
lim
εÑ0
ErTrGΛpE ` iεqs “
Tr pE1Λ ` iλTˆ ´H0q´1
”
1`O
´
pδp1` λ´1qq2
¯
`Op|Λ|´1q
ı
.
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Idea of the proof. Follows from Proposition 2.3 by integrating first over the
uncorrelated variables in Λ and estimating the remaining integral. For details
see Section 4.
3 Supersymmetric polar coordinates
3.1 Proof of Theorem 2.1
Proof of Theorem 2.1. The idea is to apply the coordinate change Ψ from
Eq. (2.1) for each j P t0, . . . , Nu. To simplify the procedure, we divide it
into Ψ1 ˝Ψ2 ˝Ψ3, where Ψ1 is a change from ordinary polar coordinates into
complex variables, Ψ2 rescales the odd variables and Ψ3 translates the radii
into super space. Note that only the last step mixes ordinary and Grassmann
variables and produces boundary terms.
We first change the complex variables zj, z¯j for all j into polar coordinates
ψ1 : p0,8q ˆ r0, 2πq Ñ Czt0u
pr, θq ÞÑ zpr, θq, zjprj, θjq “ rj eiθj @j.
The Jacobian is
śN
j“1 2rj and by an ordinary change of variables
Ipfq “ 1p2πqN
ż
pR`ˆp0,2piqqN
dr dθ dχ¯ dχ
Nź
j“1
2rj f ˝Ψ1pr, θ, χ¯, χq,
where Ψ1 “ ψ1 ˆ 1. Note that no boundary terms arise. Now we rescale the
odd variables by
ψ2pρ¯, ρq :“ pχ¯pρ¯, ρq, χpρ¯, ρqq
#
χ¯jpρ¯j , ρjq :“ ?rjρ¯j
χjpρ¯j , ρjq :“ ?rjρj
@j.
There are again no boundary terms since we have a purely odd transforma-
tion. The Berezinian is given by
śN
j“1 r
´1
j . Since ψ2 is a linear transforma-
tion, this can also be computed directly. This cancels with the Jacobian from
Ψ1 up to a constant. Hence
Ipfq “ 1
πN
ż
pR`ˆp0,2piqqN
dr dθ dρ¯ dρ f ˝Ψ1 ˝Ψ2pr, θ, ρ¯, ρq,
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where Ψ2 “ 1 ˆ ψ2. After these transformations, we have z¯jzj ` χ¯jχj “
r2j ` rj ρ¯jρj “ prj ` 12 ρ¯jρjq2. We set Ψ3pr, θ, ρ¯, ρq “ pr ´ 12 ρ¯ρ, θ, ρ¯, ρq. Hence
Ψ “ Ψ1 ˝Ψ2 ˝Ψ3 is the Ψ from Eq. (2.1):
zj
Ψ1ÞÑ rjeiθj Ψ2ÞÑ rjeiθj Ψ3ÞÑ
`
rj ´ 12 ρ¯jρj
˘
eiθj ,
χj
Ψ1ÞÑ χj Ψ2ÞÑ ?rjρj Ψ3ÞÑ
b
rj ´ 12 ρ¯jρj ρj “
?
rjρj .
We expand f˜ “ f ˝Ψ1 ˝Ψ2 ˝Ψ3 as follows
f ˝Ψ1 ˝Ψ2pr, θ, ρ¯, ρq “ f˜pr ` ρ¯ρ2 , θ, ρ¯, ρq “
ÿ
αPt0,1uN
`
ρ¯ρ
2
˘α Bαr f˜pr, θ, ρ¯, ρq. (3.1)
Note that we can set ρj “ 0 and ρ¯j “ 0 for αj “ 1 in Bαr f˜ . We use the
short-hand notation Bαr f˜pr, θ, ρ¯, ρq|ρ¯α“ρα“0. Inserting this into the integral I
and applying integration by parts in rα, we obtain
Ipfq “ 1
piN
ż
pR`ˆp0,2piqqN
dr dθ dρ¯ dρ
ÿ
αPt0,1uN
2´|α| pρ¯ρqα Bαr f˜pr, θ, ρ¯, ρq (3.2)
“
ÿ
αPt0,1uN
1
2|α|piN
ż
pR`q1´αˆp0,2piqN
p drq1´α dθp dρ¯ dρq1´αf˜pr, θ, ρ¯, ρq|rα“ρ¯α“ρα“0,
where we applied
ş
pR`qαpdrqαBαr f˜ “ p´1qαf˜|rα“0 and
şp dρ¯ dρqαpρ¯ρqα “ p´1qα.
Note that f˜pr, θ, ρ¯, ρq|rα“ρ¯α“ρα“0 “ f ˝ Ψα is independent of θj for αj “ 1
and we can integrate
şp dθqα “ p2πq|α|. This proves the theorem.
3.2 Proof of Theorem 2.2
Proof of Theorem 2.2. Applying Theorem A.1 to GεpE, E˜q yields
GεpE, E˜q “ E
„ż
r dΦ˚ dΦs eiΦ˚pE`iε´λV`∆qΦ

.
Note that we cannot interchange the average with the integral, since the av-
erage of the supersymmetric expression eiλΦ
˚VΦ may be ill-defined if infinite
moments are present. But after applying Theorem 2.1 we get
GεpE, E˜q “
ÿ
αPt0,1uΛ
π´|1´α|E
„ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´α e´iλ
ř
j Vjr
2
j g ˝Ψαpr, θ, ρ¯, ρq

,
where gpΦ˚,Φq “ eiΦ˚pE`iε`∆qΦ. Now we can take the average inside the
integral. The same arguments hold for Er|GΛpE ` iεqjk|2s.
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4 Applications to the Lloyd model
4.1 Proof of Proposition 2.3
We will need the following well-known result for the proof of the proposition.
Lemma 4.1. Let A „ Cauchyp0, 1q and t P R. Then Er eitAs “ e´|t|.
Proof. Let t ě 0. We take the principal value and apply the residue theorem.
lim
RÑ8
ż
r´R,Rs
eitx
πp1` x2q dx “ limRÑ8
„
2πiRes i
eitx
πp1` x2q ´
ż
γ
eitx dx
πp1` x2q

“ e´t,
where γpsq “ R eis for s P r0, πs. The case t ă 0 follows analogously by
closing the contour from below.
Proof of Proposition 2.3. Starting from the representation (2.4) of Theorem
2.2, we use Lemma 4.1 to determine the Fourier transform
µˆptλr2j ujPΛq “ Er eiλ
ř
j,k TjkWkr
2
j s “ e´
ř
k λ|
ř
j Tjkr
2
j |.
As long as rj P R, this is well-defined and the integral remains finite for
arbitrary correlation T . When Tjk ě 0 for all j, k, we can drop the absolute
value and obtain
µˆptλr2j ujPΛq “ e´
ř
k λ
ř
j Tjkr
2
j “ µ˜ ˝Ψα,
where µ˜pΦ˚,Φq “ expr´řk λřj TjkΦ˚jΦjs is a smooth, integrable function
in A2N,2NpCNq, which can be transformed back to ordinary supersymmetric
coordinates by Theorem 2.1.
In the case of the toymodel, our function is continuous but only piecewise
smooth. We partition the integration domain into regions, where our function
is smooth. In polar coordinates the regions (2.5) become
I`` “ t0 ă δr2 ă r1 ă r2δ u ˆ p0,8qΛzt1,2u “tr P p0,8qΛ : δr2 ă r1 ă r2δ u,
I`´ “ t0 ă r2δ ă r1u ˆ p0,8qΛzt1,2u “tr P p0,8qΛ : r1 ą r2δ u,
I´` “ t0 ă r1 ă δr2u ˆ p0,8qΛzt1,2u “tr P p0,8qΛ : r1 ă δr2u.
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Hence p0,8qΛ can be written as the disjoint union I`` Y I`´ Y I´` Y N ,
where N is a set of measure 0. Using T β defined above, we can write
I1 “
ÿ
αPt0,1uΛ
π´|1´α|
ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´αµˆptλr2j ujPΛq|rα“0 g ˝Ψαpr, θ, ρ¯, ρq
“
ÿ
β
ÿ
αPt0,1uΛ
π´|1´α|
ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´αχpIβq|rα“0
ˆ e´λpδα10r21Tβ1 `δα20r22Tβ2 qh ˝Ψαpr, θ, ρ¯, ρq,
where β P t``,`´,´`u and hpΦ˚,Φq “ gpΦ˚,Φq e´λ
ř
j‰1,2 Φ
˚
j Φj is indepen-
dent of β. Finally, χpIβq is the characteristic function of Iβ and rα “ 0
means rj “ 0 for αj “ 1.
To transform back we need to repeat the proof of Theorem 2.1 on the
different domains. Consider the integral
I2 “
ÿ
β
ż
Iβ
r dΦ˚ dΦs hpΦ˚,Φq e´λ
ř
2
j“1 T
β
j Φ
˚
j Φj ,
where Iβ are the corresponding subsets of C
Λ (cf. Eq. (2.5)). We will show
that inserting polar coordinates in I2, we recover I1 plus some correction
terms. In each region, the integrated function is smooth and we can apply
the first two transformations Ψ1 and Ψ2 from the proof of Theorem 2.1 and
obtain
I2 “ 1
π|Λ|
ÿ
β
ż
Iβˆp0,2piq|Λ|
dr dθ dρ¯ dρ e´λ
ř
2
j“1 T
β
j prj` 12 ρ¯jρjq2h ˝Ψ1 ˝Ψ2pr, θ, ρ¯, ρq.
Replacing as in Eq. (3.1) the integrand by the Taylor-expansion of f˜β “
e´λ
ř
2
j“1pTβqjr2j h˜, with h˜ “ h ˝Ψ1 ˝Ψ2 ˝Ψ3, we obtain
I2 “
ÿ
αPt0,1uΛ
Iα, where
Iα “ 1
π|Λ|2|α|
ÿ
β
ż
Iβˆp0,2piq|Λ|
dr dθ dρ¯ dρ pρ¯ρqα Bαr f˜βpr, θ, ρ¯, ρq.
Applying now integration by parts as in Eq. (3.2) generates additional
boundary terms. More precisely, when α1 “ α2 “ 0, no derivatives in r1
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and r2 appear and Iβ “ I˜β ˆ p0,8qΛzt1,2u. Hence no additional terms arise
and
Iα “ π´|1´α|
ÿ
β
ż
pR`ˆp0,2piqq1´α
p dr dθ dρ¯ dρq1´α e´λ
ř
2
j“1pTβqjr2jχpI˜βq h ˝Ψαpr, θ, ρ¯, ρq.
For α1 “ 1 and α2 “ 0 (or vice versa), additional boundary terms do appear
but cancel since the function is continuous:
Iα “ 1
π|Λ|2|α|
ÿ
β
ż
Iβˆp0,2piq|Λ|
dr dθ dρ¯ dρ pρ¯ρqα Br1
”
hpαqpr, θ, ρ¯, ρq e´λ
ř
2
j“1 T
β
j r
2
j
ı
“ 1
π|Λ|2|α|
ż
pR`q|Λ|´1ˆp0,2piq|Λ|
drˆ dθ dρ¯ dρ pρ¯ρqα
”
hpαq e´λ
ř
2
j“1 T
´`
j r
2
j
ır1“δr2
r1“0
`
”
hpαq e´λ
ř
2
j“1 T
``
j r
2
j
ır1“r2{δ
r1“δr2
`
”
hpαq e´λ
ř
2
j“1 T
`´
j r
2
j
ır1“8
r1“r2{δ
“´ 1
π|Λ|2|α|
ż
pR`q|Λ|´1ˆp0,2piq|Λ|
drˆ dθ dρ¯ dρ pρ¯ρqαhpαq|r1“0 e´λT
´`
2
r2
2 ,
where drˆ “ śj‰1 drj and hpαq “ Bαˆr h˜ and αˆj “ αj for all j ‰ 1, 2,
αˆ1 “ αˆ2 “ 0. Note that in the second step all terms except the first one
cancel because of continuity:
ř
2
j“1 T
´`
j r
2
j |r1“δr2 “
ř
2
j“1 T
``
j r
2
j |r1“δr2 andř
2
j“1 T
``
j r
2
j |r1“r2{δ “
ř
2
j“1 T
`´
j r
2
j |r1“r2{δ. We can apply now integration by
parts for rαˆ as before. Note that for r1 “ 0 the sets I`` “ I`´ “ H and we
obtain only contributions from the set I´` “ tr2 P R`u which is the same
as writing
ř
β χpIβq|r1“0.
When α1 “ α2 “ 1, we obtain additional boundary terms which do not
cancel. Applying integration by parts in r1, we need to evaluate
Br2rhpαq e´λ
ř
2
j“1pTβqjr2j s “ pBr2hpαq ´ 2λT β2 r2hpαqq e´λ
ř
2
j“1pTβqjr2j
on the different boundaries. The contributions of Br2hpαq e´λ
ř
2
j“1pTβqjr2j cancel
as above by continuity except for the term at r1 “ 0. The contributions from
the second summand remain:
Iα “ 1
π|Λ|2|α|
ÿ
β
ż
Iβˆp0,2piq|Λ|
dr dθ dρ¯ dρ pρ¯ρqαBr1Br2
”
hpαq e´λ
ř
2
j“1pTβqjr2j
ı
“ 1
π|Λ|2|α|
ż
pR`q|Λ|´1ˆp0,2piq|Λ|
drˆ dθ dρ¯ dρ pρ¯ρqαBr2
”
´hpαq e´λT´`2 r22
ı
r1“0
`Rαphq,
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where Rαphq is the remaining part defined below in Eq. (4.1). In the first
integral, we can apply integration by parts in r2 and r
αˆ as before and the
result is independent of β. It remains to consider
Rαphq “ 1
π|Λ|2|α|
ż
pR`q|Λ|´1ˆp0,2piq|Λ|
drˆ dθ dρ¯ dρ pρ¯ρqα 2λr2 (4.1)
ˆ
”
hpαq|r1“δr2pT``2 ´ T´`2 q e´λp1´δ
4qr2
2 ` hpαq|r1“ r2δ pT
`´
2
´ T``
2
q e´λp1´δ4qδ´2r22
ı
.
Here, we can integrate over rαˆ, but the integral over r2 remains:
Rαphq “ ´π´|1´αˆ|
ż
pR`ˆp0,2piqq1´αˆˆR`ˆp0,2piq2
p dr dθq1´αˆp dρ¯dρq1´α dr2 dθ1 dθ2 λr2
ˆ
”
h˜|rαˆ“ρ¯α“ρα“0,r1“δr2δ2 e´λp1´δ
4qr2
2 ` h˜|rαˆ“ρ¯α“ρα“0,r1“r2{δ e´λp1´δ
4qδ´2r2
2
ı
.
By rescaling the second term r2 ÞÑ δ2r2, we obtain
I2 ´ I1 “´
ÿ
αˆ
π´|1´αˆ|
ż
pR`ˆp0,2piqq1´αˆˆR`ˆp0,2piq2
p dr dθq1´αˆp dρ¯dρq1´α dr2 dθ1 dθ2
ˆ λr2δ2 h˜|rαˆ“ρ¯α“ρα“0,r1“δr2
”
e´λp1´δ
4qr2
2 ` δ2 e´λp1´δ4qδ2r22
ı
.
Note that we can transform the variables of Λzt1, 2u back to flat coordinates
by Theorem 2.1 and obtain I2 ´ I1 “ Rphq that finishes the proof.
4.2 Proof of Theorem 2.4
Proof of Theorem 2.4. We start from the result of Propostion 2.3.
In both models, the classical and the positive correlated one, we have
Tjk ě 0 and
ř
k Tjk ą 0, hence the body of λ
ř
j TjkΦ
˚
jΦj is strictly positive
except on a set of measure 0. We end up with
GεpE, E˜q “
ż
r dΦ˚ dΦs eiΦ˚pEˆ`iε`iλTˆ`∆qΦ,
where we can take the average εÑ 0 and go back to the original representa-
tion.
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4.3 Proof of Theorem 2.5
Proof of Theorem 2.5. Using Eq. (1.4) and the result of Proposition 2.3, we
obtain
ErTrGΛpE ` iεqs “ E
” ż
r dΦ˚ dΦs eiΦ˚pE`iε´λV`∆qΦ
ÿ
jPΛ
|zj |2
ı
“ I`` ` I`´ ` I´` `Rphq
where for β “ p``q, p`´q or p´`q we have
Iβ “
ż
Iβ
r dΦ˚ dΦs eiΦ˚pE`iε`∆qΦ
ÿ
jPΛ
|zj |2 e´λpT
β
1
Φ
˚
1
Φ1`Tβ2 Φ˚2Φ2`
ř
k‰1,2 Φ
˚
k
Φkq,
and for hpΦ˚,Φq “ řj |zj |2 e´λřj‰1,2 Φ˚j Φj eiΦ˚pE´iε`∆qΦ the remainder Rphq is
defined in Eq. (2.6).
We will show that the main contribution comes from I`` and indeed
body pT``
1
Φ˚
1
Φ1`T``2 Φ˚2Φ2q “ p1´δ2qr|z1|2`|z2|2s ą 0 @pz1, z2q ‰ p0, 0q.
In the following we show that I`´ and I´`, as well as Rphq are small in terms
of δ.
Analysis of the Iβ terms. Integrating out the Grassmann variables, we
obtain for all β
Iβ “
ż
Iβ
dz¯ dz
ÿ
jPΛ
|zj |2 det
”
Cβ`ε
2pi
ı
e´z¯pCβ`εqz,
where Cβ has the block structure
Cβ “
ˆ
Aβ ´iD
´iDT B
˙
, Aβ :“ A0 ` λdiag T β, A0 :“ ´ipE `∆q|t1,2u
B :“ pλ´ ipE `∆qq|Λzt1,2u, DT :“ pd1, d2q, (4.2)
and we defined the vectors d1, d2 P RΛzt1,2u as d1pjq “ δ|i1´j|,1, d2pjq “ δ|i2´j|,1,
where i1, i2 are the positions of 1, 2. Note that the blocks B and D are
independent of β and ReB ą 0. On the contrary ReCβ ą 0 holds only for
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β “ p`,`q.We set then ε “ 0 in our formulas and reorganize I```I`´`I´`
as follows
rI`` ` I`´ ` I´`s|ε“0 “
ż
dz¯ dz
ÿ
jPΛ
|zj|2 det
”
C``
2pi
ı
e´z¯C``z
`
ż
I`´
dz¯ dz
ÿ
jPΛ
|zj |2
´
det
”
C`´
2pi
ı
e´z¯C`´z ´ det
”
C``
2pi
ı
e´z¯C``z
¯
`
ż
I´`
dz¯ dz
ÿ
jPΛ
|zj |2
´
det
”
C´`
2pi
ı
e´z¯C´`z ´ det
”
C``
2pi
ı
e´z¯C``z
¯
“ TrC´1`` `
ż
I`´
p¨ ¨ ¨ q `
ż
I´`
p¨ ¨ ¨ q “ TrC´1`` p1` E`´ ` E´`q
To estimate E`´ and E´`, we integrate over the variables w “ pzjqjPΛ,j‰1,2
exactly. We define z “ pzˆ, wq, zˆ “ pz1, z2q. Then
z¯Cβz “ w¯Bw ´ iw¯Dtzˆ ´ izˆDw ` zˆAβ zˆ,ÿ
jPΛ
|zj |2 “ zˆzˆ `
ÿ
lPΛzt1,2u
|wl|2.
Integrating over w we getż
dw¯ dw det
“
B
2pi
‰
e´w¯Bw e´iw¯D
tzˆ´izˆDwpw¯w ` zˆzˆq
“ e´zˆDB´1DtzˆpTrB´1 ´ zˆDB´2Dtzˆ ` zˆzˆq “ e´zˆDB´1DtzˆpTrB´1 ` zˆMzˆq,
where we defined M :“ 1´DB´2DT . Then for β “ p`´q, p´`q and β 1 “ β
or β 1 “ p``q we haveż
Iβ
dz¯ dz det
”
Cβ1
2pi
ı
e´z¯Cβ1z
ÿ
jPΛ
|zj |2
“
ż
Iβ
dzˆ dzˆ det
”
Sβ1
2pi
ı
e´zˆSβ1 zˆ
`
TrB´1 ` zˆMzˆ˘ ,
where Sβ1 “ Aβ1 ` DB´1DT is the Schur complement of the 2 ˆ 2 block of
Cβ1 corresponding to 1, 2. We also used detCβ1 “ detB detSβ1. We consider
now the error term E´`. The error term E`´ works analogously. From the
18
results above we get
E´` “ 1
TrC´1``
ż
I´`
dz¯ dz
ÿ
jPΛ
|zj |2
´
det
”
C´`
2pi
ı
e´z¯C´`z ´ det
”
C``
2pi
ı
e´z¯C``z
¯
“
ż
|z1|ăδ|z2|
dzˆ dzˆ det
”
S``
2pi
ı
e´zˆS``zˆ TrB
´1`zˆMzˆ
TrC´1``
´
e´zˆXzˆ detp1` S´1``Xq ´ 1
¯
,
where we used S´1`` invertible and we defined
X :“ A´` ´ A`` “ 2λ
ˆ´1 0
0 δ2
˙
, hence zˆXzˆ “ 2λpδ2|z2|2 ´ |z1|2q ą 0.
Now we change the coordinate z1 to v “ z1z´12 δ´1. As a short-hand notation
write S “ S``. We have
zˆSzˆ “ |z2|2pv˚Svq, zˆMzˆ “ |z2|2v˚Mv, zˆXzˆ “ |z2|2pv˚Xvq,
where v “ pδv, 1qt and v˚ “ pδv¯, 1q. Note that ReS ą 0 and
pv˚Xvq “ 2λδ2p1´ |v|2q ě 0, (4.3)
therefore we can perform the integral over z2 exactly
E´` “det
“
S
2pi
‰ ż
|v|ă1
dz¯2 dz2 dv¯ dv δ
2|z2|2 e´|z2|2v˚SvTrB´1`|z2|2v˚Mv
TrC´1``
ˆ
´
e´|z2|
2
v
˚Xv detp1` S´1Xq ´ 1
¯
“δ2
ż
|v|ă1
dv¯ dv
2π
„
TrB´1
TrC´1``
ˆ
detpS `Xq
pv˚pS `Xqvq2 ´
detS
pv˚Svq2
˙
` 2v
˚Mv
TrC´1``
ˆ
detpS `Xq
pv˚pS `Xqvq3 ´
detS
pv˚Svq3
˙
“δ2
ż
|v|ă1
dv¯ dv
2π
ˆ
detpS `Xq
pv˚pS `Xqvq2 ´
detS
pv˚Svq2
˙
`Op|Λ|´1q,
where we applied Lemma 4.2 below and
TrB´1
TrC´1``
“ 1´ TrS
´1
``M
TrC´1``
“ 1`Op|Λ|´1q. (4.4)
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Applying Lemma 4.2 again, together with Eq. (4.3) we get
detpS `Xq
pv˚pS `Xqvq2 ´
detS
pv˚Svq2 “ ´
pv˚Xvq detS
pv˚pS `Xqvq2pv˚Svq
„
2` pv
˚Xvq
pv˚Svq

` X11S22 `X22S11 `X11X22pv˚pS `Xqvq2 “ O
´
p1` 1
λ2
q
„
1` δ2p1` 1
λ2
q
¯
.
Analysis of Rphq. Note that we can set ε “ 0 in Rphq. By the notations
in Eq. (4.2), we can write
Rphq “ ´ 1
pi2
ż
R`ˆp0,2piq2
dr2 dθ1 dθ2r dΦˆ˚ dΦˆsλr2δ2
”
e´λp1´δ
4qr2
2 ` δ2 e´λp1´δ4qδ2r22
ı
ˆ
˜
p1` δ2qr2
2
`
ÿ
j
|wj |2
¸
e´Φˆ
˚BΦˆ eir2pw¯D
T vθ`v¯θDwq e´r
2
2
v¯θA0vθ ,
where vtθ “ p eiθ1δ, eiθ2q. Integrating over the Grassmann variables, we obtain
Rphq “ ´ 1
pi2
ż
R`ˆp0,2piq2
dr2 dθ1 dθ2 dw¯ dwλr2δ
2
”
e´λp1´δ
4qr2
2 ` δ2 e´λp1´δ4qδ2r22
ı
ˆ
˜
p1` δ2qr2
2
`
ÿ
j
|wj|2
¸
det
“
B
2pi
‰
e´w¯Bw eir2pw¯D
T vθ`v¯θDwq e´r
2
2
v¯θA0vθ ,
Define S0 “ A0 `DB´1DT . Integrating over w and r2, we obtain
Rphq
TrC´1``
“´ 1
pi2
1
TrC´1``
ż
R`ˆp0,2piq2
dr2 dθ1 dθ2λr2δ
2
”
e´λp1´δ
4qr2
2 ` δ2 e´λp1´δ4qδ2r22
ı
ˆ `v¯θMvθr22 ` TrB´1˘ e´r22 v¯θS0vθ
“´ 1
pi2
TrB´1
TrC´1``
ż
p0,2piq2
dθ1 dθ2
λδ2
2
”
1
λp1´δ4q`v¯θS0vθ ` δ
2
λδ2p1´δ4q`v¯θS0vθ
ı
´ 1
pi2
ż
p0,2piq2
dθ1 dθ2
λδ2
2
v¯θMvθ
TrC´1``
”
1
pλp1´δ4q`v¯θS0vθq2 ` δ
2
pλδ2p1´δ4q`v¯θS0vθq2
ı
.
Similar to the estimates above, we insert absolute values and use Lemma 4.2
and Eq. (4.4) to bound the first term by δ2p1 ` Op|Λ|´1qq and the second
one by δ2Opλ´1|Λ|´1q.
Lemma 4.2. Let η ą 0 and µλ “ ληλ`4d eη . Let B,M,C`` and S`` be the
matrices in the proof above. Set 0 ă δ ď 1
2
. Then
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(i) |B´1ij | ď 2λ e´µλ|i´j| and Re pf˚B´1fq ě λλ2`p4dq2 }f}2 @f P CΛzt1,2u
(ii) |TrC´1``| ě |Λ|λKpλ`1q2 .
(iii) Re pf˚S``fq ě λ2 }f}2 @f P CΛzt1,2u. Moreover
|pS``qjk| ď Kpλ` 1λq for all j, k “ 1, 2 .
Proof. piq We have B “ ip´∆|Λzt1,2u ´ pE ` iλqq. The upper bound follows
by Combes-Thomas [AW15][Sect 10.3]. For the lower bound note that
f˚ReB´1f “ λ}B´1f}2
Moreover }Bg}2 “ λ2}g}2` g˚pE `∆|Λzt1,2uqg ď pλ2 ` p4dq2q}g}2. The result
follows setting g “ B´1f .
piiq As in piq above f˚ReC´1``f ě λp1´δ2q}C´1``f}2.We can write C`` “ λ´
λδ211,2´ ipE`∆q, where 11,2 is the diagonal matrix p11,2qij “ δijrδji1` δji2s.
Hence
C˚``C`` “ pλ´ λδ211,2q2 ` pE `∆q2 ` iλδ2r11,2,∆s.
The result follows by inserting this decomposition in }C``g}2 for g “ C´1``f.
piiiq Using piq we have
Re f˚Sf “ λp1´ δ2q}f}2 ` Re f˚DB´1Dtf ě λp1´ δ2q}f}2.
The upper bound follows from piq too.
A Super analysis
We collect here only a minimal set of definitions for our purpose. For details,
see [Ber87, Var04, Weg16, DeW92].
A.1 Basic definitions
Let q P N. Let A “ Aq “ Arχ1, . . . , χqs be the Grassmann algebra over C
generated by χ1, . . . , χq, i.e.
A “ ‘qi“0V i,
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where V is the complex vector space with basis pχ1, . . . , χqq, V 0 “ C and
V j “ V j´1 ^ V for j ě 2 with the anticommutative product ^
χi ^ χj “ ´χj ^ χi.
As a short hand notation, we write in the following χiχj “ χi ^ χj and for
I Ă t1, . . . , qu denote χI “śjPI χj the ordered product of the χj with j P I.
Then each a P A has the form
a “
ÿ
IPPpqq
aIχ
I , (A.1)
where Ppqq is the power set of t1, . . . , qu and aI P C for all I P Ppqq. We
distinguish even and odd elements A “ A0 ‘A1, where
A0 “ ‘tq{2ui“0 V 2i, A1 “ ‘tq{2ui“0 V 2i`1.
The parity operator p for homogeneous (i.e. purely even, resp. purely odd)
elements is defined by
ppaq “
#
0 if a P A0,
1 if a P A1.
Note that even elements commute with all elements in A and two odd el-
ements anticommute. For an even element a P A0, we write a “ ba ` na,
where na is the nilpotent part and ba “ aH P C is called the body of a.
Let U Ă R open. For any function f P C8pUq, we define
f : A0 Ñ A0
a ÞÑ fpaq “ fpba ` naq “
8ÿ
k“0
1
k!
f pkqpbaqnka
(A.2)
via its Taylor expansion. Note that the sum above is always finite.
A.2 Differentiation
Let I 1 Ă I. We define the signs σlpI, I 1q and σrpI, I 1q via
χI “ σlpI, I 1qχI 1χIzI 1 χI “ σrpI, I 1qχIzI 1χI 1.
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Then the left- resp. right-derivative of an element a of the form (A.1) is
defined as
ÝÝÑB
Bχj a
:“
ÿ
IPPpqq:jPI
aI σlpI, tjuq χIztju,
a
ÐÝÝB
Bχj :“
ÿ
IPPpqq:jPI
aI σrpI, tjuq χIztju.
A.3 Integration
The integration over a subset of (odd) generators χj, j P I is defined by
ż
dχIa :“
˜ÝÑB
Bχ
¸I
a “
ÿ
JPPpqq:IĂJ
aJ σlpJ, Iq χJzI ,
where a has the form (A.1) and dχI “ śjPI dχj is again a ordered prod-
uct. Note that the one forms dχi are anticommutative objects and e.g.ş
dχi dχjχiχj “ ´
ş
dχi dχjχjχi “ ´1.
Gaussian integral. There is a useful Gaussian integral formula for Grass-
mann variables. We rename our basis as pχ1, . . . , χq, χ¯1, . . . χ¯qq. Then for
M P Cqˆq ż
dχ¯ dχ e´
ř
i,j χ¯iMijχj “ detM, (A.3)
where dχ¯ dχ “śqj“1 dχ¯j dχj . Combining this with complex Gaussian inte-
gral formulas, we obtain the following result.
Theorem A.1 (Supersymmetric integral representation). Let A1, A2 P Cnˆn
with ReA1 ą 0. Let Φ “ pz, χqt P CnˆV n be a supervector and Φ˚ “ pz¯, χ¯q P
C
nˆV n its transpose. With the notations r dΦ˚ dΦs “ p2πq´n dz¯ dz dχ¯ dχ and
Φ˚AΦ “ řnj,k“1 z¯jpA1qjkzk ` χ¯jpA2qjkχk for a block matrix A “
ˆ
A1 0
0 A2
˙
(a supermatrix with odd parts 0) we can write
detA2
detA1
“
ż
r dΦ˚ dΦs e´Φ˚AΦ
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and
pA´11 qjk “
ż
r dΦ˚ dΦs z¯kzj e´Φ˚Aˆ1Φ,
where Aˆ1 “
ˆ
A1 0
0 A1
˙
.
Proof. Combine Eq. (A.3) with the complex Gaussian integral formulas
detA1 “ 1p2πqn
ż
dz¯ dz e´z¯A1z, pA´1
1
qjk “ detA1p2πqn
ż
dz¯ dz z¯kzj e
´z¯A1z.
Note that while Eq. (A.3) holds for all matrices A P Cnˆn, we need the ad-
ditional condition ReA ą 0 for the complex ones to ensure that the complex
integral is finite.
A.4 Grassmann algebra functions and change of vari-
ables
In this section, we denote the body of an even element a by bpaq instead of
ba.
Definition A.2. Let U Ă Rp open. The algebra of smooth Arχ1, . . . , χqs-
valued functions on a domain U is defined by
Ap,qpUq :“
$&
%f “ fpx, χq “
ÿ
IPPpqq
fIpxqχI : fI P C8pUq
,.
- .
We call yipx, χq, ηjpx, χq, for i “ 1, . . . p, j “ 1, . . . , q generators of Ap,qpUq if
ppyiq “ 0, ppηjq “ 1 and
(i) tpbpy1px, 0qq, . . . , bpyppx, 0qqq, x P Uu is a domain in Rp,
(ii) we can write all f P Ap,qpUq as f “
ř
I fIpyqηI .
Note that px, χq are generators for Ap,qpUq.
A change of variables is then a parity preserving transformation between
systems of generators of Ap,qpUq. A practical change of variable formula for
super integrals is currently only known for functions with compact support,
i.e. functions f P Ap,qpUq such that fI P C8c pUq for all I P Ppqq.
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Theorem A.3. Let U Ă Rp open, x, χ and ypx, χq, ηpx, χq two sets of
generators of Ap,qpUq. Denote the isomorphism between the generators by
ψ : px, χq ÞÑ pypx, χq, ηpx, χqq
and V “ bpψpUqq “ tpbpy1px, 0qq, . . . , bpyppx, 0qqq, x P Uu. Then for all f P
Ap,qpV q with compact support, we haveż
V
dy dηfpy, ηq “
ż
U
dx dχf ˝ ψpx, χqSdet pJψq,
where Sdet pJψq is called the Berezinian defined by
Jψ “
˜ By
Bx y
ÐÝB
Bχ
Bη
Bx η
ÐÝB
Bχ
¸
, Sdet
ˆ
a σ
ρ b
˙
“ detpa ´ σb´1ρq det b´1.
Integration over even elements x and y means integration over the body bpxq
and bpyq in the corresponding regions U and V .
Proof. See [Ber87, Theorem 2.1] or [Var04, Theorem 4.6.1].
Remark. Applying an isomorphism ψ that changes only the odd elements,
Theorem A.3 holds also for smooth, integrable functions that are not nec-
essarily compactly supported. Changing also the even elements for a non
compactly supported function, boundary integrals can occur.
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