second odor. PN2 fires over two phases separated by a silence in response to the first odor, whereas it is We now extend this model by including strong slow inhibition of PNs by LNs to explore the hypothesis that strongly hyperpolarized by the second odor. PN3 shows sustained inhibition followed by rebound to the first such mechanisms, with a time constant of a few hundred milliseconds, can account for the stimulus-specific slow odor, but strong phasic-tonic excitation by the second odor. These patterns are reliable; the same sequences temporal patterning of PN responses. Our results lead us to predict the existence and characteristics of slow of excitation, inhibition, and relative quiescence are evident each time each odor is presented ( Figure 1B ). Such inhibitory conductances in the LNs. Because the phenomena described here are observed in the vertebrate PN responses underlie a dynamic ensemble representation of odors in the antennal lobe. olfactory bulb also, our model may help us understand general rules of early olfactory circuit dynamics, important for odor coding.
Stimulus-Evoked Responses in PN-LN Network Model
To study the possible origin of odor-evoked slow tempoResults ral patterns in PN responses, we constructed a network model consisting of 90 PNs and 30 LNs (see Figure 2A ), In Vivo Recordings Locust PNs normally fire in response to more than one as previously introduced (Bazhenov et al., 2001 ). In the present study, the contribution of slow inhibitory recepodorant, typically with distinct odor-specific slow temporal patterns . Figure 1 shows tors between LNs and PNs was enhanced so that activity during normal stimulation would be sufficient to activate set of neurons when only the slow inhibitory receptors between LNs and PNs had been blocked: the slow temthem. The enhanced inhibition is illustrated in Figure  2B , where the IPSP in a postsynaptic PN is plotted in poral structure was eliminated from PN spike trains; PNs all showed similar responses that did not change when response to 1, 2, or 3 Ca 2ϩ spikes in a presynaptic LN (see also Experimental Procedures).
a new stimulus was applied. Thus, these results suggest that the slow, odor-specific modulation of PN firing durUpon stimulus presentation, PN activity in the model became synchronized at about 25 Hz, in agreement with ing olfactory stimulation observed in vivo (Figure 1) can emerge from the activation of slow inhibitory receptors experimental data (Laurent and Davidowitz, 1994) . Between stimuli, PNs displayed irregular low-frequency between LNs and PNs. firing (not visible in Figure 3B ), caused by random synaptic "noise" included in each model neuron (see ExperiEffect of Picrotoxin-Induced Disinhibition in LN-PN Network mental Procedures). The absence of synchronization and low firing rates in PNs during this time were reflected It has been shown in locusts that application of the GABA-activated chloride channel antagonist picrotoxin in field potentials, which became flat after a stimulus ended ( Figure 3A) .
(PCT) eliminates odor-evoked synchronous PN oscillations while sparing the slow temporal structure of their The role of slow inhibitory receptors is illustrated in Figure 3B . It shows 4 representative PNs during respike trains (MacLeod and Laurent, 1996; MacLeod et al., 1998). To examine this dissociation in our network peated presentations of two different stimuli. With slow inhibition intact ( Figure 3B1) , each stimulus induced model, we first blocked 98% of the fast inhibition between LNs and PNs (the peak conductance for all fast characteristic slow temporal structures in the response patterns of each individual PN. This structure usually inhibitory synapses was reduced by a factor of 50) while keeping slow inhibitory receptors intact. Figure 4A consisted of alternating depolarizing epochs when Na ϩ spikes were generated, and hyperpolarizing epochs, shows activity in 4 representative PNs under intact and disinhibited network conditions. Reducing the conducwhen only subthreshold oscillations (caused by periodic IPSPs) were evident. Each epoch usually lasted a few tance of fast GABAergic receptors between LNs and PNs by 98% eliminated the fast, periodic inhibitory drive hundred milliseconds. The model of slow inhibition used in our simulations required that a few presynaptic LN to PNs, leading to their desynchronization. In the disinhibited network, the local field potential was almost flat, spikes arrive sequentially to reach significant receptor activation (see Experimental Procedures). This condiexcept for the first 100-200 ms of stimulation, when a positive peak was evoked (see Figure 4C ). This peak tion also determined the timescale of temporal patterning-from 100 ms to 500 ms-also in agreement with reflects intense asynchronous responses in many PNs right after stimulus onset. In some cases stimulus termidata obtained in vivo (see Figure 1) . The slow patterns differed among PNs and were stimulus specific (Figure nation was followed by an increase in PN firing rate, leading to a second peak in the field potential. This 3B1). Figure 3B2 shows the responses of the same sub- offset response was partially the result of the slow stimuslow temporal patterns of individual PN responses remained essentially intact. lus decay used in our model (see Figure 3A) . When, after stimulus offset, many LNs became hyperpolarized below Ca 2ϩ spike generation threshold, some PNs fired Slow Inhibition and PN Response Patterning In a network with intact fast inhibition, reducing the peak at a higher frequency, producing the depolarizing peak in the field potential. Figure 4B shows average peristimuconductance for slow inhibitory receptors increased the field oscillatory power ( Figure 4C ). This resulted from lus time histograms (PSTHs) for the four neurons in Figure 4A . In spite of the induced desynchronization, the the loss of the slow temporal structure of PN spike trains: fast inhibition was blocked, the firing rate increased and number of slow inhibitory synapses is essential to generate realistic PN spike trains in the network, but that the synchronization disappeared ( Figure 4C, right) .
We next explored the role of the off time constant of absolute number of these slow synapses may not be critical. slow inhibition. Figure 5A Here we examined the role of slow inhibition in generattion. Decreasing the decay time constant had the opposite effect, causing most activated PNs to fire coning slow temporal patterns sufficient for stimulus discrimination. Figure 6A shows the responses (PSTHs) of tinuously.
Changing the probability of finding a slow inhibitory 4 PNs to two different stimuli, as in Figure 3B . When stimulus 1 was applied, PNs 1-3 had peaks of activity connection between each LN and PN had surprisingly little effect on the network and each PN's response. In right after the stimulus onset. PN4 displayed little activity during the stimulus, except for a firing rate increase our previous simulations, slow inhibitory synapses were distributed with a probability of 0.5 (identical to that of 200 ms after stimulus termination. When stimulus 2 was presented, these neurons showed different response fast inhibitory synapses; see Experimental Procedures). We changed this probability to 0.75 ( Figure 5B of fast inhibition, whereas increasing LN output leads to a greater activation of slow inhibitory receptors, caus-2001); the fine structure will be examined below.
To examine the relationship between the activity pating PN hyperpolarization. The spiking and phase-locking of PNs during odor-evoked responses thus result from tern of a given PN and those of its presynaptic LNs, we first identified, for each PN, all LNs presynaptic to it and a balance between fast and slow inhibition. Figure 7A illustrates the spatiotemporal dynamics of counted the total number of Ca 2ϩ spikes produced by these LNs in the time window between two nearest the entire PN population during stimulation with two odors (stimulus 1 and 2) over T ϭ 10 cycles of the LFP peaks of the field potential. Figure 6C plots Figure 6D shows the firing probabilities of 3 caused by specific stimuli, we used a clustering algorepresentative PNs for six different stimuli. These, but rithm (MacLeod et al., 1998; see also Experimental Pronot all, PNs fired reliably at the first cycle of the network cedures) to compare responses in intact and disinhibresponse; the firing probability of each PN then changed ited networks. The misclassification rate was calculated over the course of the response in a stimulus-specific using single-neuron responses (i.e., discarding correlamanner. Similar to data recorded in vivo (Wehr and tion between PNs and LNs) and for stimuli that over- Laurent, 1996) , model PNs fired with a high probability lapped by 50% and 90% (i.e., 50% and 90% overlap during specific cycles but never during other cycles. For between initially activated LN and PN subsets). Four example, PN1 fired synchronously with the field potenconditions were compared: (1) intact network; (2) fast tial during cycle 3 in response to stimuli 1, 2, 3, and 6 inhibition blocked by 98% (g block ϭ g GABA A /50); (3) slow but always skipped this cycle in response to stimulus inhibition eliminated; (4) fast and slow inhibition both 5. PN3 fired at every cycle in synchrony with the field reduced by factors of 50 and 8, respectively (blocking potential during stimulus 2 but missed some cycles durboth fast and slow inhibition completely caused the neting stimuli 4 and 5. Slow temporal patterning was also work to be overexcited, as shown in Figure 4C ). Figure evident: PN1 fired during every cycle in response to 7B shows that eliminating fast GABAergic inhibition did stimuli 3 and 4; when stimulus 1, 5, or 6 were presented, not affect an observer's ability to discriminate between however, the activity of this neuron was significantly stimuli using single PN spike trains, as observed in exreduced, starting from the third cycle. PN2 fired during periments with picrotoxin application (MacLeod et al., every cycle for stimuli 2 and 3, but its activity was much 1998). Surprisingly, blocking slow inhibition alone also reduced during cycles 4-6 of stimuli 1 and 5. Note also did not reduce discriminability. However, when both fast that, in some cases, a PN fired spikes that were not and slow inhibitions were reduced, the misclassification synchronized with the field potential. For example, PN1 rate increased significantly. This result suggests that fired during every cycle in response to stimuli 4 and 6; both fast and slow inhibition can individually contribute however, starting from cycle 3, spike timing relative to to a high level of discriminability. The potential role of the field potential maxima varied from one trial to anthe slow temporal structure for stimulus classification other. This shows that, although this PN did not skip becomes clear after the fast inhibition has been blocked cycles, its contribution to the ensemble response was and vice versa. reliable only during specific cycles.
We showed previously that PN desynchronization results from the reduction of fast inhibitory input from 
Slow versus Fast Inhibition Slow Inhibition and PN Firing Patterns
Blocking between LNs and PNs during repetitive stimulus presensome olfactory neurons never spike in response to a tations might thus be sufficient to explain the progresgiven stimulus while others do. However, the set of resive refinement of ensemble representations of odors sponding neurons is not fixed but evolves over time in over repeated stimulation (Stopfer and Laurent, 1999 ).
This prediction can now be tested experimentally. a stimulus-dependent manner. This dynamic depends
Slow Inhibition and Stimulus Discrimination
Short-Term Plasticity It was shown recently that, during initial stimulation with Slow inhibition provides an important means to discriminovel odors, the fine temporal structure is absent from nate odors. In the locust antennal lobe, information car-PN spike trains; this structure emerges only after reried by about 90,000 afferent axons is compressed to peated or prolonged stimulation (Stopfer and Laurent, about 800 output fibers (PNs) (Laurent, 1996) . This com-1999). Results from our model suggest progressive pression involves the transformation of odor codes from strengthening of initially weak GABA A synapses between an identity to an identity-temporal reference frame. It LNs and PNs may cause this effect. In disinhibited netappears that both fast and slow features of PN spike works, individual neurons fire at higher rates, leading patterns play a role in odor coding (MacLeod and  to lus-specific information across a wide range of timescales enables a decoder to categorize and identify
odors appropriately, even in the absence of some normal response features.
where V is the membrane potential, C m is the membrane capaci- as they help the dynamical system find the global attractor.
where g syn is the peak conductance, E syn is the synaptic reversal 5%-10% of its peak amplitude. ., 1995) . The time step was 0.04 
