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Abstract. It is expected that in the interior of compact stars a proton superconductor co-
exists with and couples to a neutron superfluid. Starting from a field-theoretical model for
two complex scalar fields – one of which is electrically charged – we derive a Ginzburg-
Landau potential which includes entrainment between the two fluids and temperature ef-
fects from thermal excitations of the two scalar fields and the gauge field. The Ginzburg-
Landau description is then used for an analysis of the phase structure in the presence of an
external magnetic field. In particular, we study the effect of the superfluid on the flux tube
phase by computing the various critical magnetic fields and deriving an approximation
for the flux tube interaction. As a result, we point out differences to the naive expecta-
tions from an isolated superconductor, for instance the existence of a first-order flux tube
onset, resulting in a more complicated phase structure in the region between type-I and
type-II superconductivity.
1 Introduction and main results
In the dense environment of compact stars, nucleons can form Cooper pairs, just like electrons in an
ordinary superconductor [1, 2]. As a consequence, nuclear matter becomes superconducting and/or
superfluid, depending on whether protons pair, or neutrons, or both (cross-pairing of neutrons with
protons is strongly suppressed because of the large difference in Fermi momenta). In addition, com-
pact stars can have large magnetic fields and can spin fast, resulting in a possible coexistence of
magnetic flux tubes and superfluid vortices, not necessarily aligned with each other. The pairing gaps
for both neutron and proton Cooper pairing depend on density (in a non-monotonic way) and become
very small in certain density regions of the star [3]. Therefore, temperature effects become important
because the critical temperature is of the same order of magnitude as the pairing gap and thus can
become very small too. The same is true for the critical magnetic fields: if the pairing gap is small,
only a small magnetic field is needed to either penetrate into the superconductor through flux tubes or
to break superconductivity completely. A schematic view of this complicated system is shown in Fig.
1. In this figure, as well as in the whole study, we ignore the rotation of the system, i.e., we do allow
for magnetic flux tubes, but not for rotational vortices.
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Figure 1. Schematic view of the interior of a compact star. (Reproduced with modifications from Refs. [4, 5].)
Left panel: critical temperatures for proton superconductivity and neutron superfluidity, where Cooper pairing
can occur in the 1S 0 (singlet) or 3P2 (triplet) channels. Outer and inner crust contain a lattice of ions. In the
inner crust, a neutron superfluid is immersed in this lattice. In the core, where the density exceeds nuclear
saturation density, neutron superfluidity is expected to coexist with a proton superconductor. Right panel: critical
magnetic fields for the proton superconductor, as expected naively from a system without a coexisting superfluid
(the present work points out deviations from this expectation, see Figs. 2 and 3). An array of magnetic flux
tubes exists between the critical magnetic fields Hc1 and Hc2 ("type-II superconductor"), and below a certain
value of the Ginzburg-Landau parameter κ, no flux tubes are expected for any external magnetic field ("type-I
superconductor"). The details of all curves shown here are poorly known at large densities: for instance, it is not
clear whether singlet and triplet neutron pairing indeed coexist in a certain density regime, whether the density
becomes large enough to indeed realize a type-I superconductor etc. (let alone the possiblility that the transition
to a quark matter phase cuts off the shown nuclear matter phases somewhere in the core).
In the present work, we consider a simplified version of this complicated system. We start from
a relativistic model for two bosonic fields, one of them charged, include entrainment between them,
and reduce it to a time-independent Ginzburg-Landau potential, similar to previous non-relativistic
approaches [6, 7]. Since we intend to apply the model to nonzero temperatures, we compute the ther-
mal excitations and derive the temperature dependence of the Ginzburg-Landau coefficients, which, in
the presence of entrainment, has not been done previously. We present the main results in Figs. 2 and
3, with derivations and details in the subsequent sections. Instead of fitting our parameters to poorly
known properties of dense nuclear matter, we have tried to keep our study as general as possible. In
doing so we have to deal with an unwieldy multi-dimensional parameter space, necessarily making
some assumptions and simplifications. As a result of our general approach, only the topology, not the
details, in the phase diagrams in Figs. 2 and 3 are relevant. Nevertheless, we obtain some interesting
insight when we compare the results of our calculation with the schematically shown expectation of
Fig. 1. First of all, our approach predicts, for a given parameter set, the phase structure for all temper-
atures and magnetic fields. For example, if we start from a phase where superfluid and superconductor
coexist, increasing the temperature may lead us to a pure superfluid phase or a pure superconducting
phase, depending on the values of the self- and cross-couplings. This fully consistent treatment of all
possible phases is usually simplified in the calculations that underly the sketch in Fig. 1. Regarding
the critical magnetic fields, the most obvious conclusion is that the change from type-I to type-II su-
perconductivity does not occur at the usual value for the Ginzburg-Landau parameter κ2 = 1/2, as
already noticed for instance in Ref. [8]. However, we find a further discrepancy to the case of an iso-
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Figure 2. Critical temperatures and zero-temperature critical magnetic fields for a negative (h < 0, left panel)
and a positive (h > 0, right panel) value of the non-entrainment coupling and a certain path through the two-
dimensional parameter space spanned by the self-couplings λ1, λ2, parametrized by α, for details see Fig. 4.
Here we have set the entrainment coupling to zero. The (black) dot on the Hc1 curve marks the point where the
second-order transition to the flux tube phase becomes first order, see Fig. 3 for a schematic view of this region
and Sec. 3 for more details. The critical magnetic fields are given in units of m2 and are multiplied by 0.3 (left)
and 0.2 (right) to fit into the plot. We have used the following abbreviations: COE = coexistence of superfluid
and superconductor, SC = superconductor with vanishing neutral condensate, SF = superfluid with vanishing
charged condensate, NOR = both condensates vanishing.
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Figure 3. Illustration of the type-I/type-II transition region for an isolated superonductor and a superconductor
coupled to a superfluid. We show rigorously that the second-order transition at Hc1 turns into a first-order phase
transition at H′c1. Stretching our approximation of small flux tube area densities ν beyond its regime of validity,
we also compute H′c2, which yields the unphysical result H
′
c2 < Hc2. The simplest phase structure suggested by
these results is shown on the right-hand side, where the flux tube phase is bounded by first-order phase transitions
close to the type-I/type-II transition region.
lated superconductor when we have a closer look at the transition region: the three critical magnetic
fields Hc, Hc1, and Hc2 do not intersect in one point, but in three distinct points. And the point where
the interaction between flux tubes changes from being attractive to repulsive at large distances – usu-
ally an indication for the type-I/type-II transition – coincides with neither of the three intersections.
This transition region will be discussed in more detail in Sec. 3, including a general expression for the
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flux tube interaction at large distances. However, eventually, a full numerical evaluation of the flux
tube phase is necessary to complete this region of the phase diagram. We leave such a study for the
future. But, based on our results, the shape of the complete result can be conjectured, see Fig. 3.
Our model allows for further generalizations and applications to different systems. First of all, we
could consider topological defects of the neutral condensate instead of the charged condensate. This
scenario, superfluid vortices getting magnetized through entrainment of a charged fluid, is also rele-
vant for dense nuclear matter inside a compact star [9, 10], and it would be interesting to see whether
our numerical calculation of the vortex profile, taking into account the coupling between the fluids
from a "microscopic" point of view, agrees with or possibly goes beyond the traditional approaches
in the literature. It is also possible to apply the model in a modified form to the color-flavor locked
quark matter phase with kaon condensation [11] and see whether and how color magnetic flux tubes
[12] are affected by the presence of the kaon condensate. In experiments with ultra-cold atoms, mix-
tures of charged and neutral gases seem impossible to create because atoms are neutral. However,
on the one hand, Bose-Fermi mixtures with two neutral condensates have been created [13], and, on
the other hand, flux tubes in a "synthetic magnetic field" have been observed in a single-component
system [14]. It thus seems conceivable to create two-component systems where only one component
couples to the synthetic magnetic field and for which our model might be suitable. Furthermore, the
model obviously can be used in a completely ungauged version, describing two superfluids. This has
been done to investigate hydrodynamical instabilities [15], which is of phenomenological interest as
a mechanism for pulsar glitches, but also in ultracold atomic Bose-Fermi systems [16]. Or, both fields
can be charged: two-component superconductors can be realized for instance in two-band supercon-
ductors [17], in liquid metallic hydrogen [18], or possibly in compact stars if charged hyperons form
Cooper pairs [19].
2 Ginzburg-Landau potential and critical magnetic fields
We consider the Ginzburg-Landau free energy
F =
∫
d3~x U(~x) , (1)
with the potential
U(~x) =
(∇ρ1)2
2
+
(∇ρ2)2
2
− µ
2
1 − (∇ψ1 − q~A)2 − m21,T
2
ρ21 −
µ22 − m22,T
2
ρ22 +
λ1
4
ρ41 +
λ2
4
ρ42
−hT
2
ρ21ρ
2
2 −
G
2
ρ1ρ2∇ρ1 · ∇ρ2 + B
2
8pi
, (2)
where
m21,T = m
2
1 +
2λ1 − h + 6piq2
6
T 2 , m22,T = m
2
2 +
2λ2 − h
6
T 2 , hT = h
(
1 +
GT 2
6
)
. (3)
This potential, in particular its temperature dependence, can be derived from an underlying Lagrangian
for two complex scalar fields ϕ1, ϕ2, whose condensates are parameterized by 〈ϕi〉 = ρieiψi/
√
2, for
details of the derivation see Ref. [20]. One of the fields, here field 1, carries charge q and couples
to the gauge field ~A, with the magnetic field ~B = ∇ × ~A. The second scalar field is neutral. The
model has two conserved global charges with corresponding chemical potentials µ1 and µ2. We have
introduced mass parameters mi > 0, self-couplings λi > 0, and cross-species couplings h and G.
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The dimensionful coupling constant G gives rise to a derivative coupling, which models entrainment
between the superfluid and the superconductor. In general, there are two independent entrainment
couplings [15], and in Eq. (2) we have assumed them to be equal. This presents a simplification in
particular for the temperature dependence which, in the given approximation, is absorbed in thermal
masses mi,T and a thermal non-entrainment coupling hT . In deriving this temperature dependence, we
have computed the excitation energies of the system. There are 6 modes in total: in the absence of
condensation each complex field contributes two modes, plus two massless degrees of freedom from
the gauge field; with condensation, these modes mix and, in the phase where neutral and charged
condensates coexist, one massless Goldstone mode remains. For simplicity, we have applied a large-
temperature approximation, although we shall employ the potential (2) for all temperatures, expecting
at least a qualitatively correct result for the melting of the condensates. In the derivation of the thermal
potential we have also assumed that Gµ2i ,Gm
2
i  1 (no assumption for the size of GT 2 was necessary).
The expressions (3) are generalizations of well-known results for a single (charged) scalar field, see
for instance Ref. [21]. They show for example that, even if one of the condensates vanishes, the other
condensate knows about the presence of the second field through the thermal excitations.
We are interested in the phase structure of the system for a homogeneous background magnetic
field ~H. To this end, we have to compare the Gibbs free energies of the various possible phases,
G = F − ~H
4pi
·
∫
d3~x ~B . (4)
Taking into account the formation of magnetic flux tubes, we first need to compute the free energy of
a single flux tube. This is done by solving the equations of motion for ρ1, ρ2, and ~A with the usual
boundary conditions for a flux tube. This calculation has to be done numerically and is analogous
to the calculation of Ref. [7], where a non-relativistic model has been employed at zero temperature.
The free energy per unit length of a single flux tube with winding number n turns out to be
Ftube
L
= piρ201
∫ ∞
0
dr r
n2κ2a′2r2 + f ′21 + f 21 n2(1 − a)2r2 + (1 − f 21 )22
+x2
 f ′22 + λ2λ1 x2 (1 − f
2
2 )
2
2
 − hT
λ1
x2(1 − f 21 )(1 − f 22 ) − Γx f1 f2 f ′1 f ′2
 , (5)
where we have used cylindrical coordinates ~x = (R, θ, z), introduced the dimensionless radial co-
ordinate r = R/ξ with the coherence length of the charged condensate ξ ≡ 1/(√λ1ρ01), where
fi(r) ≡ ρi(r)/ρ0i with the homogeneous condensates in the COE phase ρ0i, a(r) ≡ rqAθ(r)/n with
the gauge field ~A(r) = Aθ(r)~eθ. Moreover, κ ≡
√
λ1/(4piq2), x ≡ ρ02/ρ01, the dimensionless entrain-
ment coupling is abbreviated by Γ ≡ Gρ01ρ02, and prime denotes derivative with respect to r.
We can then define the following three critical magnetic fields (abbreviation of the various phases
as in Fig. 2).
• Critical field Hc. At Hc, the Gibbs free energies of the COE phase with all magnetic flux expelled
(~B = 0) and the SF phase (where ~B = ~H, assuming zero magnetization), are identical. Both phases
are homogeneous, and thus we easily compute
Hc =
√
2piλ1 ρ201
√
1 − h
2
T
λ1λ2
. (6)
In general, we also have to compute the critical magnetic field for the transition from the COE
phase to the NOR phase, resulting in a slightly more complicated expression, which is appropriate
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for large temperatures, where the NOR phase is preferred over the SF phase. In the numerical results
discussed below, however, we shall compute the critical magnetic fields only at zero temperature,
where Eq. (6) is sufficient.
• Critical field Hc2. Assuming a second-order phase transition between the COE phase with a flux
tube lattice and the normal-conducting SF phase, Hc2 is the maximal magnetic field for which a
nonzero charged condensate exists (becoming infinitesimally small just below Hc2). With the help
of the linearized version of the equations of motion, this field can be computed [22, 23]. Again, we
find that the entrainment coupling only enters through the temperature effect, and we have a simple
relation between Hc and Hc2,
Hc2 = Hc
√
2κ
√
1 − h
2
T
λ1λ2
. (7)
Consequently, Hc and Hc2 are identical if λ1 − 2piq2 = h2T /λ2, and one can show that for magnetic
fields just below Hc2 the Gibbs free energy of the superconducting phase is lower than that of the
normal-conducting phase for λ1−2piq2 > h2T /λ2. So far, the results are a straightforward generaliza-
tion of the textbook situation of an isolated superconductor, where Hc and Hc2 intersect at κ = 1/
√
2.
Only after computing Hc1 it becomes obvious that the generalization is less straightforward.
• Critical field Hc1. At Hc1, it becomes favorable to place a single fluxtube (with winding number
n) into the superconductor, resulting in a phase transition from the Meissner phase to the flux tube
phase,
Hc1 =
2q
n
Ftube
L
, (8)
with the free energy for a single flux tube from Eq. (5). This transition is continuous in the sense that
the flux tube density is infinitesimally small just above Hc1. A discontinuous transition, where the
flux tube density jumps from zero to a finite value, is possible if there is an attractive interaction at
large distances between the flux tubes (and short range repulsion) . Usually, in a single-component
system, the change from repulsive to attractive interaction occurs exactly at κ = 1/
√
2, and a
discontinuous onset of flux tubes never becomes relevant. This is different in the coupled system
considered here, as we demonstrate below.
In the current version, our model has 7 parameters, m1, m2, λ1, λ2, h, G, q, plus the 4 thermody-
namic parameters µ1, µ2, T , and H. For simplicity, we set G = 0 in the following phase diagrams. We
set q = 2e ' 0.171 (Gaussian units) with the elementary charge e, having in mind a proton Cooper
pair, and m ≡ m1 = m2, having in mind neutrons and protons. Let us first discuss the H = T = 0 case.
If h = 0, i.e., if the two fields are completely decoupled, it is obvious that coexistence of both conden-
sates occurs if and only if µ1 > m and µ2 > m. This coexistence region in parameter space is decreased
for h < 0 and increased for h > 0 (boundedness of the potential requires h <
√
λ1λ2, allowing for
arbitrary negative couplings, but imposing an upper limit for positive ones). In particular, for h > 0 it
is possible to achieve coexistence even if one (but not both) of the above conditions is violated, say
µ1 < m. And, for large negative values of the coupling, |h| >
√
λ1λ2, there is no coexistence possible
for any µ1, µ2. Having this phase structure in mind, we choose µ1, µ2 > m, and discuss the phase
structure for two values of the coupling, ±|h|, with |h| < √λ1λ2. For our purpose, it is most interesting
to consider the plane spanned by the self-coupling of the fields λ1, λ2, because in this plane we expect
a nontrivial structure regarding the change from type-I to type-II superconductivity, see above relation
between Hc and Hc2.
We show the phase diagrams for positive and negative cross-coupling h in Fig. 4, for zero tem-
perature and one non-vanishing temperature, keeping H = 0 for now. We observe an asymmetric
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Figure 4. Phases in the λ1-λ2-plane for h < 0 (left panel) and h > 0 (right panel) at zero temperature [(black) solid
curves] and nonzero temperature [(black) dashed curves], with the entrainment coupling set to zero, G = 0. The
shaded region in the right panel must be excluded because there the potential is unbounded. The (red) dashed-
dotted curves – only valid in the COE phase – are given by Hc = Hc2 and do, in the absence of entrainment and
in our approximation, not depend on T . The specific parameter sets are q = 0.17, µ1 = 1.5m, µ2 = 1.8m (both
panels), and h = −0.1, T = 2.43m (left panel), h = +0.1, T = 3.5m (right panel). The (blue) lines ending in two
dots are the paths taken for Fig. 2, parameterized by α ∈ [0, 1] via λi = λstarti + α(λendi − λstarti ) for i = 1, 2, and
(λstart1 , λ
start
2 ) = (0.25, 1.2) (left) and (0.35,0.2) (right), and (λ
end
1 , λ
end
2 ) = (0.1, 0.1) (left) and (0.05,0.9) (right).
temperature effect concerning charged and neutral condensates: the SC phase is disfavored more by
temperature compared to the SF phase. This is a consequence of the increased thermal mass, see Eq.
(3). The curve Hc = Hc2 divides the coexistence phase into two regions, expected to correspond to a
superconductor of type-I (to the left of the curve) and of type-II (to the right of the curve). Before we
switch on an external magnetic field, we recall the astrophysical context we are mainly interested in:
in the interior of a neutron star, there is only one parameter, the total baryon number density, which
increases as we proceed into the core of the star, and all parameters in our model should eventually
be functions of this density. Here we proceed simply by choosing a path parameterized by α ∈ [0, 1]
through the λ1-λ2 plane. There is of course some arbitrariness in choosing this path, but the purpose
of the phase diagrams in Fig. 4 was to show which scenarios are possible in general. We choose our
path such that we cross from the type-II region for small α into the type-I region as α is increased,
making α somewhat reminiscent of the baryon density. The results for the critical temperatures and
zero-temperature critical magnetic fields are shown in Fig. 2 and were already discussed in the intro-
duction. Here we continue with a more detailed discussion of the type-I/type-II transition region, for
which we have to compute the interaction between the flux tubes.
3 Flux tube interaction and first-order flux tube onset
We compute the flux tube interaction in the limit of a large flux tube separation, following Ref. [24],
where the calculation has been done for a single-component superconductor, and Ref. [8], where a
neutral component was added, but the interaction was only computed without entrainment and ap-
proximated around the SU(2) symmetric case λ1 = λ2 = h. (As explained above, in our model this
symmetric case is a singular point in parameter space because the tree-level potential becomes un-
bounded for all h >
√
λ1λ2). The limit of large flux tube separations is particularly easy and can be
EPJ Web of Conferences
treated semi-analytically because the lattice of flux tubes can be "patched" together from the single-
flux tube solutions, which are cylindrically symmetric, plus small corrections.
We briefly sketch the idea of the approximation, the details of the calculation can be found in Ref.
[20]. We consider two flux tubes in a distance r0 and define the interaction energy by writing their
total free energy as F(1)tube +F
(2)
tube +Fint, with F
(1)
tube and F
(2)
tube being the free energies of isolated flux tubes
from Eq. (5). We divide the total volume into two half-spaces separated by the plane perpendicular to
and in the center of the line that connects the centers of the two flux tubes. One half-space is then the
simplest version of a Wigner-Seitz cell. According to our assumption of a large separation r0, the free
energy in a certain half-space is given by the flux tube in that half-space plus a small correction from
the other flux tube. This small correction can be formulated in terms of the solution for the linearized
equations of motion, which is valid for the flux tube profile far away from its center. The correction
to the free energy is a pure surface term if the first-order correction to the full equations of motion are
kept to second order in the free energy. This reduces the problem to a surface integral over the plane
separating the two Wigner-Seitz cells, and due to the simple geometry of the configuration we end up
with a relatively compact result for the interaction free energy per unit length,
Fint
L
= 2ρ201r0
∫ ∞
r0/2
dr√
r2 − (r0/2)2
{
κ2n2a′(1 − a)
r2
− (1 − f1) f ′1 − x2(1 − f2) f ′2
+
Γx
4
( f1 + f2 + f1 f2 − 1)[(1 − f1) f ′2 + (1 − f2) f ′1]
}
. (9)
We can find an analytical expression with the help of the asymptotic solutions of the equations of
motion,
a(r) ' 1 + CrK1(r/κ) , (10a)
f1(r) ' 1 + D+γ+K0(√ν+r) + D−γ−K0(√ν−r) , (10b)
f2(r) ' 1 + D+K0(√ν+r) + D−K0(√ν−r) , (10c)
where Kp are the modified Bessel functions of second kind, where ν± are the eigenvalues and (γ±, 1)
the eigenvectors of the matrix
2
 1 −
Γx
2
− Γ2x 1

−1  1 −
hT
λ1
x2
− hT
λ1
λ2
λ1
x2
 , (11)
which needs to be diagonalized to solve the linearized equations of motion. The coefficients C, D+,
D− have to be determined from the numerical solution. In the absence of entrainment, Γ = 0, the
interaction energy assumes the simple form
Fint
2ρ201piL
= κ2n2C2K0(r0/κ) −
[
D2+(γ
2
+ + x
2)K0(
√
ν+r0) + D2−(γ
2
− + x
2)K0(
√
ν−r0)
]
. (12)
From this expression we can determine the point at which the interaction at r0 → ∞ changes from
repulsive to attractive,
1
κ2
= 1 +
λ2
λ1
x2 −
√(
1 − λ2
λ1
x2
)2
+
4h2x2
λ21
=
H2c2
κ2H2c
1 − h2
λ22x
2
+ O
(
1
x4
) . (13)
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Figure 5. Left panel: zoom-in into the region where the three critical magnetic fields intersect, using the param-
eters from the left panels of Figs. 2 and 4. H′c1 and H
′
c2 are first-order phase transitions, assuming a hexagonal
flux tube lattice. The second-order onset with critical magnetic field Hc1 becomes discontinuous at α ' 0.292
(beyond the scale of this plot, but shown in Fig. 2). Right panel: area density ν of the flux tubes as a function of
H for α = 0.360 in units of ν0 ≡ (piξ2)−1 (such that, roughly speaking, the flux tubes start to overlap at ν/ν0 = 1).
The dashed segment of the curve is the unstable branch.
Without coupling, h = 0 (and λ2x2 > λ1), the result becomes independent of x = ρ02/ρ01 and we
recover κ2 = 1/2, i.e., in an isolated superconductor the flux tube interaction changes sign exactly
where Hc = Hc1 = Hc2. The coupling h induces a correction to κ2 = 1/2. As the expansion for
large x shows, for x → ∞ this correction is the same as for the intersection point between Hc and
Hc2. This limit is interesting for neutron star applications because there the proton density is much
smaller than the neutron density, which, translated into our formalism, means a large ratio of neutral
to charged condensate, x = ρ02/ρ01  1. In general, however, Eq. (13) shows that the flux tube
interaction at large distances changes sign at a point different from Hc = Hc2. As a consequence, the
phase transition to the flux tube phase can become discontinuous, which has been discussed in the
literature in the context of multi-band superconductors [25–30]. We denote the critical magnetic field
for this discontinuous transition by H′c1, and compute it as follows. For the flux tube lattice we employ
the nearest neighbor approximation, which yields the Gibbs free energy per unit volume
Glattice
V
' UCOE + nν2q (Hc1 − H) +
tν
2
Fint
L
, (14)
where UCOE is the free energy density of the homogeneous coexistence phase with all magnetic flux
expelled, t is the number of nearest neighbors, and ν is the flux tube area density, related to r0 by
ν = s/r20, where s depends on the lattice structure (for a hexagonal lattice, used in Fig. 5, t = 6
and s = 2/
√
3). For the interaction term we use Eq. (9) and assume the asymptotic values of the
condensates to be identical to the homogeneous values in the Meissner phase, ρ01 and ρ02. Then, we
minimize the Gibbs free energy with respect to r0 (or, equivalently, with respect to ν), insert the result
back into Glattice and determine the phase transition from the condition Glattice/V = UCOE.
After the flux tube lattice has been created at H′c1, we may also ask at which critical magnetic field
it is no longer favored over the normal-conducting phase. We denote this critial magnetic field by H′c2
and compute it from the condition Glattice/V = USF−H2/(8pi). The results are shown in Fig. 5. We can
now identify the flux tube phase in the phase diagram, but have to keep in mind the range of validity
of our approximation: it is accurate only close to the point (13), where the second-order onset turns
EPJ Web of Conferences
into a first-order onset. In the left panel of Fig. 5 our approximation becomes worse the further we
follow the combined H′c1, H
′
c2 curve up right and then to the left along H
′
c2. In fact, in the left panel the
incompleteness of our approach becomes manifest: H′c2 suggests a first-order phase transition to the
SF phase, but Hc2 is a lower boundary for that transition (excluding exotic scenarios where the flux
tube phase disappears and then re-enters at a larger value of H). Hence, this phase diagram cannot
be the final answer, not even qualitatively. A more complete, numerical calculation of the Gibbs free
energy of the flux tube array is necessary. Such a calculation is beyond the scope of this work, but we
show a conjectured phase structure in Fig. 3, which has already been discussed in the introduction.
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