In this paper, we propose a novel writer-independent global feature extraction framework for the task of automatic signature verification which aims to make robust systems for automatically distinguishing negative and positive samples. Our method consists of an autoencoder for modeling the sample space into a fixed-length latent space and a siamese network for classifying the fixed-length samples obtained from the autoencoder based on the reference samples of a subject as being genuine or forged. During our experiments, usage of attention mechanism and applying downsampling significantly improved the accuracy of the proposed framework. We evaluated our proposed framework using SigWiComp2013 Japanese and GPDSsyntheticOnLineOffLineSignature datasets. On the SigWiComp2013 Japanese dataset, we achieved 8.65% equal error rate (EER) that means 1.2% relative improvement compared to the best-reported result. Furthermore, on the GPDSsyntheticOnLineOffLineSignature dataset, we achieved average EERs of 0.13%, 0.12%, 0.21% and 0.25%, respectively, for 150, 300, 1000 and 2000 test subjects which indicate improvement in relative EER on the best-reported result by 95.67%, 95.26%, 92.9% and 91.52%, respectively. Apart from the accuracy gain, because of the nature of our proposed framework which is based on neural networks and consequently is as simple as some consecutive matrix multiplications, it has less computational cost than conventional methods such as Dynamic Time Warping and could be used concurrently on devices such as Graphics Processing Unit and Tensor Processing Unit.
Introduction
The handwritten signature is the most widely accepted biometric measure for authentication in governments, legal systems, banks, etc. Therefore, it is of the utmost importance to have robust methods for verifying the identity of people based on their signatures. The task of automatic signature verification (ASV) is to address this problem by making robust systems that automatically classify a signature sample as being genuine or forged compared to some previously acquired signatures from the claimed subject. By doing so, we might be able to verify the identity of a person at a speed and accuracy which exceeds the human performance.
In online signature verification, the signatures are acquired directly from a capturing device that records the dynamic information of the pen at a constant rate which usually includes coordinates, pressure, velocity, and azimuth. Consequently creating a sequence of data points might also embed some other hidden dynamic information of the signature in itself too. These obscure pieces of information could be further exploited to discriminate the positive and negative samples. This method is in contrast with offline signature verification in which we acquire the sample after the signing process is complete, leaving us with only a picture of the signature. Due to saving the dynamic information of the sample instead of saving just an image, it becomes more difficult to forge a signature while trying to simulate these features. Hence, the online methods for signature verification are considered to be more reliable and accurate than the offline forms.
The previous studies on online signature verification could be grouped into two main categories based on their approaches for feature extraction [55] .
-Global feature extraction methods: The primary focus of these methods is to derive a fixed-length feature vector from the signature as a whole to make them comparable. We divide this category into two subcategories. The first subcategory consists of algorithms that try to extract the features from the totality of signature. For example, in [25] the number of strokes is used as a global feature. There also exist many other characteristics such as average velocity, average pressure, and the number of times the pen is lifted during the signing [29] . An excellent example of the extent of these features could be found in [14] , in which 100 global elements have been sorted by their discrimination power, a subset of these features has been used in other studies [30, [37] [38] [39] 42] . The second subcategory consists of algorithms that obtain a fixed-length feature vector of elements by applying a transformation on the signature. For example, in [31] a wavelet transform has been used to extract a feature vector from the entire sample. Other study [32] uses discrete cosine transform (DCT) transform to obtain the fixed-length feature vector [32] . Also, in a recent work [55] , a fixed-length vector, called i-vector, is extracted from each signature sample. The low-dimensional fixed-length i-vector representation was originally proposed for speaker verification, and in [55] it has been adopted for the application of online signature verification. -Functional methods: These methods are more focused on calculating a distance between two signatures which are represented by a sequence of extracted features (data points) and comparing them based on the estimated distance. Like the previous one, this category also could be divided into two subcategories. In the first subcategory, the algorithms do not perform any modeling, and these methods keep a reference set for each subject and use it in the test time to classify the input signature by comparing it to reference samples. Dynamic Time Warping (DTW) method is the most well-known method in this subcategory, and it has been widely used in many studies [26, 34, 45, 51] . In the second subcategory, the algorithms train a probabilistic model using the signatures in the reference set and later use this model to classify the test signatures as being forged or genuine by calculating the probability of them being genuine and comparing it with a threshold. These methods usually use likelihoods for scoring and decision making. Hidden Markov model (HMM) [10, 13, 43, 50, 53] and Gaussian mixture model (GMM) [23, 35, 41] are the most common methods in this subcategory.
From another perspective, it is also possible to divide previous studies on online signature verification into two main groups based on their approach to training the classifier [20] . In a writer-dependent method, for each subject, a binary classifier is trained based on a training set which only consists of signatures from the specific subject. In a writer-independent approach, a single global classifier is trained based on the whole training set. In both methods, the negative samples are obtained from the forgery samples of the specific subject which is provided in the training set.
The main benefit of a writer-independent approach is that it needs much less computation power compared to the other methods. Also, because these methods do not require to train a new model for each new user, they are considered easier to deploy and use in different scenarios. Note that it is also possible to use other subjects signatures as negative samples, but due to the nature of this method, it could lead to poor results and degraded generalization ability. At the test time, we use a classifier which is trained with one of the mentioned approaches to classify the query signature as being forged or genuine compared to reference signatures of the claimed individual. Some comprehensive reviews on the problem could be found in [19, 24] . In this paper, we propose a writer-independent global feature extraction method which is based on a Recurrent Autoencoder, sometimes called a diabolo network [3] , as the global feature extractor and a siamese network as the global classifier. Our approach for training the Recurrent Autoencoder is based on the proposed technique in [6] which is called sequence to sequence Learning. In this method, a model is trained to learn a mapping between samples space where every sample is a sequence of data points and a fixed-length latent space. By doing so, we obtain a mapping that could be used to extract a fixedlength feature vector that captures the most crucial attributes of each sample. We expect that these feature vectors could be further used to distinguish the forged and genuine samples. As for the classification part, we train a siamese neural network. Characteristically, siamese networks are a perfect solution for verification tasks, as has been previously studied in [4, 8, 9, 11, 28] , because their objective is to learn a discriminative similarity measure between two or more inputs that classifies the inputs as being the same or not. So we expect to achieve a promising solution with this combination for the task of online signature verification.
It is important to note that the proposed method has a relatively low cost of computation which is mostly during the training time, and it reduces to just a few matrix multiplications at the test time. This is a crucial advantage because it could lead to faster verification systems which can respond quickly to the queries by concurrently computing the results on devices such as Graphics Processing Unit (GPU), Tensor Processing Unit (TPU).
We organize the rest of the paper as follows: In Sect. 2, we describe the architecture and attributes of the models we used along with a detailed description of their structure. Sections 3 and 4 present our experiments and its comparison to the state-of-the-art algorithms. Finally, in Sect. 5, we conclude our paper with possible future directions.
The proposed framework
In this section, at first, the preprocessing performed on samples is explained in Sect. 2.1. This is followed by an overview of the proposed Autoencoder architecture in Sect. 2.2. Finally, a detailed description of the proposed siamese network architecture is given in Sect. 2.3.
Preprocessing
At first, we extract a set of 12 local features from the provided coordinates of the pen for each data point. These features are among the local features that have been introduced in [42, 55] . These locally extracted features are listed in Table 1 . After obtaining the local features, we normalize each sample individually by applying the standard normalization method on each local feature of each sample independently. Then, a threshold is applied to the length of samples to filter out very long samples.
At this stage, we apply a downsampling procedure to each sample. To perform this process with a sampling rate of K, we traverse the data points concerning the chronological order and do the following steps repeatedly until we reach the end of the sequence:
1. Select a data point 2. Skip K À 1 data points By applying this method to a given sample with the length of L, we obtain a downsampled sample with the length of ½ L K .
Finally, since batch training in neural networks requires samples to possess the same shape, we must apply a padding procedure to obtain samples with equal length. To do this, for each sample, we use pre-padding with zero to produce a sample that has a length equal to the length of the most extended sample in the dataset.
Autoencoder
The Recurrent Neural Network (RNN) is a generalization of feed-forward neural networks that make it possible to process sequences sequentially by maintaining a hidden state s which works as a memory containing the previously observed context. Given a sequence of inputs ðx 1 ; . . .; x t Þ, a standard RNN generates a sequence of outputs ðy 1 ; . . .; y t Þ in which the output at time step t is computed by
where f is a nonlinear activation function [6] . It is possible to train an RNN to learn a probability distribution over a set of sequences to predict the next symbol in a sequence given the previous symbols. By doing so, the output at each time step t could be formulated as the conditional distribution pðx t jx t1 ; . . .; x 1 Þ. Thus, the probability of the sequence x is calculated using
After learning the distribution, we could iteratively predict a symbol at each time step to obtain a whole sequence from a sample in the learned distribution [48] . Bidirectional Recurrent Neural Networks (BRNN) [46] is an extension to the vanilla RNN. The idea behind these networks is to have two separate RNN and feed each training sequence forward and backward to them, note that both of these RNNs are connected to the same output layer. At each point in a given sequence, this structure provides the network with information about all points before and after it, and this means that the BRNN has complete sequential details of the sequence in each step of the computation. Online signature verification, along with some other online tasks, requires an output after the end of the whole sequence. Therefore, it is plausible to use BRNNs to gain improved performance on these tasks.
The main difficulty of training RNNs is to learn a model that captures the long-term dependencies. This problem usually appears when we are dealing with long sequences that have dependencies between distant data points. Intuitively, it seems that the RNNs are unable to remember the information that is embedded in previously visited distant data points. In theory, RNNs are entirely capable of handling this problem, but unfortunately, in practice, RNNs don't seem to be able to learn them [2, 21] . To address this issue, we use a particular kind of RNN called long shortterm memory (LSTM) [22] . These networks are explicitly designed to deal with the long-term dependency problem and have proven their capability of learning long-term dependencies by showing excellent performance on a large variety of problems.
Since the length of signature samples could be as high as thousands of data points, even with the use of LSTM networks the problem of long-term dependencies remains. To improve the performance, we use a technique called attention mechanism [18, 52, 54] . Intuitively, the model tries to learn what to attend to based on the input sequence and the output sequence of the network. By doing so, each output y t of the decoder depends on a weighted combination of all the input states instead of only relying on the last hidden state of the network. Beside the attention mechanism, to improve the performance of the model, we feed the input backward to the encoder. This trick has been introduced in [48] and has shown a positive effect on the performance of the model by introducing many short-term dependencies, making the optimization problem more straightforward to solve.
Because of their structure, LSTM networks are more prone to overfitting which is a result of memorizing the training set samples. This problem will lead to a degraded performance and the inability of the model to generalize to new signatures. We use a regularization method called Dropout which has been introduced in [16, 47] to overcome this problem. The intuition behind this approach is that if we randomly drop units of the network with a probability of p in the training phase, creating a somewhat sparse network, we can prevent the co-adapting of the units and as a result obtaining a model with good generalization ability.
We used an Autoencoder architecture that closely follows the work of [6] except applying Bidirectional LSTM with attention mechanism instead of Vanilla RNN because of the previously mentioned benefits in boosting the performance. This architecture is illustrated in Fig. 1 . As for the other parameters, we used a combination of Glorot Uniform initializer function [17] , rectified linear units (ReLU) activation function [36] , ADAM optimizer [27] , Mini Batch Size of 128, mean absolute percentage error (MAPE) loss function and Early Stopping on loss value [40] to achieve improved performance and training speed. The details of our configuration are illustrated in Table 2 . For the training phase, we used the preprocessed sequences which were obtained by the previously described method from the raw coordinate samples.
The encoder part of the trained autoencoder will be further used to map each of the given sequences to the fixed-length vector space.
Siamese network
Siamese networks are particular kinds of neural networks that are made of two input fields followed by two identical neural networks called legs with shared weights. These two-legged architecture are eventually merged into a single layer by applying a discriminative function to the resulting output of the legs. These networks are designed to compare two inputs, and as a result, they are a reasonable pick when it comes to verification tasks.
We used a siamese network which consisted of one fully connected layer before and after the merge procedure followed by a single neuron with sigmoid activation function. The goal of this network is to calculate the probability of two inputs being in the same class. This network enables us to make a decision in the classification step based on the calculated probabilities concerning different reference samples which makes our classifier more accurate than the classic direct classification method. This architecture is depicted in Fig. 2 .
To prevent the network from overfitting, we used the Dropout method for regularization. As for the other parameters, similar to the autoencoder, we used a combination of Glorot Uniform initializer function, ReLU activation function, ADAM optimizer, Mini Batch Size of 128, Binary Cross Entropy loss function and Early Stopping on loss value to achieve improved performance and training speed. The details of our configuration are illustrated in Table 3 . In training phase, we used the fixed-length vectors obtained from the encoder part of the previously described autoencoder. A mean normalization method was applied before feeding the samples to the network by calculating a mean vector from the feature vectors of reference signatures of each subject and subtracting it from the feature vectors of each signature of the corresponding subject independently.
In the test phase, first, we feed the extracted feature vector of the given sample with every extracted feature vector of the reference samples of the claimed individual to the trained siamese network and calculate the outputs which are probabilities of them being in the same class. Then, we apply a predefined threshold to the estimated probabilities to classify them as being in the same category or not. Eventually, we classify a sample as genuine if it was classified as being in the same class with more than a predefined number of the reference samples of the claimed individual. Otherwise, we classify the sample as being forged. A complete illustration of our proposed framework is shown in Fig. 3 .
Attention mechanism
A recurring problem in encoder-decoder approaches is the difficulty of coping with long samples while encoding all the necessary information of the input into a fixed-length vector. Previous studies have shown [5] that the performance of basic encoder-decoders declines rapidly with the growth of input sample length.
Since there are samples with thousands of data points in the ASV task, we use an extension of regular encoderdecoder models which jointly learns to align and generate. At each step, it searches for a set of positions in the input sample where the most relevant information is stored, then it generates an output based on the context vectors associated with these input positions and all the previously generated outputs. This approach encodes the input sample into a sequence of context vectors and chooses a subset of these vectors adaptively while decoding rather than trying to encode the entire input sample into a fixed-length vector [1] .
In this approach, each conditional probability in Eq. 3 is defined as:
where s t is the hidden state of the RNN in time t, computed by
Each annotation h t contains information about the entire input sequence with a strong focus on the parts surrounding the tth coordinate of the input sequence. The context vector c t is computed as a weighted sum of these annotations ðh 1 ; . . .; h T x Þ 
The weight a ti is computed by
where
is an alignment model which scores the matching of inputs around position i and output at position t based on the RNN hidden state s t1 and the ith annotation h i of the input sample. The approach of taking a weighted sum of all the annotations could be interpreted as computing an expected annotation, where the expectation is over possible alignments.
The alignment model a is parameterized as a feed-forward neural network which is simultaneously trained with all the other parts of the system. It computes a soft alignment, which allows the gradient of the cost function to be back-propagated through. This gradient can be used to train the alignment model as well as the whole autoencoder model simultaneously.
Intuitively, the decoder chooses pieces of the input sample to attend to. By this mechanism, we relieve the encoder from having to encode all information in the input sample into a fixed-length vector. With this approach, the information can be scattered in the sequence of annotations, which can be retrieved by the decoder accordingly ( Fig. 4 ).
Experiments setup
For evaluation, we used the SigWiComp2013 Japanese [33] and GPDSsyntheticOnLineOffLineSignature [12] datasets. Our codebase is entirely implemented using Keras [7] library with Theano [49] as the backend. We trained the models using a K40 GPU, and it approximately took 1 to 24 hours to finish the training, depending on different datasets and different training settings.
Datasets
In this section, we describe the attributes of the datasets we used for the evaluation.
SigWiComp2013 Japanese
The SigWiComp2013 Japanese dataset contains the signatures of 31 subjects, 11 for the training set and 20 for the test set. For each subject, 42 genuine and 36 forged samples are available. This results in 462 genuine and 396 forged signatures in the training set and 840 genuine and 720 forged signatures in the test set. Each subject in the test set has a set of twelve reference signatures. The exact description of autoencoder and siamese network used for this dataset is illustrated in Tables 4 and 5, respectively. Fig. 4 The illustration of attention mechanism generating the tth target coordinate y t , given an input sample ðx 1 ; x 2 ; . . .; x T Þ 
Experiment scenarios
We evaluated our proposed method with two somewhat different scenarios. In the first one, for training the Autoencoder we used every available sample in the training set, forged and genuine, along with the reference samples from the test set. For the siamese network, we used the cross-product of forged and genuine feature vectors of each subject in the training set as negative samples. As for the positive samples, we used the union of the following sets of elements:
1. Every combination of genuine signatures of each subject in the training set.
Every combination of forged signatures of each subject
in the training set.
Every combination of reference signatures of each
subject in the test set.
In the second scenario, to train the Autoencoder, we only used the available samples in the training set and dropped the reference samples from the test set. For the siamese network, similar to the first scenario, we used the crossproduct of forged and genuine feature vectors of each subject in the training set as negative samples. As for the positive samples, we used the union of the following sets of elements:
Every combination of forged signatures of each subject
in the training set. It is essential to discuss the plausibility of using the reference samples in the test set for the training phase. If we consider a real-world scenario, in each of the previously mentioned use cases every subject has some reference signatures which has been taken for future references. Hence in a real-world situation, we have access to the reference signatures of each subject at any time. As a result, it is entirely plausible to use the reference signatures of the test set during the training phase.
Another relevant discussion that could be argued is about using skilled forgery samples provided in training set for the training process. Since our proposed framework consists of two parts in which the second part, siamese network, needs negative samples as well as positive samples in the trained phase, it is essential for our framework to use these negative samples for training the network. This issue could be assumed as a disadvantage compared to other methods such as DTW which does not need skilled forgery samples to be trained. These methods usually try to find a threshold for discriminating the positive and negative samples. However, these other methods could also benefit from these samples in the process of fine tuning. These samples will allow them to achieve a more accurate threshold which leads to producing better models. All things considered, since obtaining the skilled forgery samples for a small number of subjects is a feasible possibility, this problem could be overlooked, and thus our proposed framework could also be a viable option in a realworld situation.
t-SNE visualization
The best vector representation of samples for the task of signature verification is the one that flawlessly 
Dense
One unit with sigmoid activation discriminates between genuine and skilled forgery samples. Figure 5 shows t-SNE plots for the genuine and forged signatures of ten individuals in the test set of SigWiCom-p2013 Japanese dataset using the vectors obtained from the last layer of the siamese network. This representation discriminates between positive and negative samples accurately for almost all of the subjects as clearly shown in Fig. 5 . Therefore, we anticipate that using a suitable classifier an acceptable performance is achievable.
Experiments results
First, we present the results obtained on SigWiComp2013 Japanese dataset in Sect. 4.1. This is followed by discussions on the effect of attention mechanism and downsampling rate in Sects. 4 Table 8 shows the accuracies, false acceptance rates and false rejection rates of our proposed method along with the state-of-the-art techniques on previously discussed SigWiComp2013 Japanese dataset in Sect. 3.1. Because of the low number of subjects in this dataset, 11 for the training set and 20 for the test set, we used the first scenario described in Sect. 3.2 to obtain more samples for the training phase. As shown in Table 8 , our method outperformed all of the previously proposed state-of-the-art methods on this dataset.
Results on SigWiComp2013 Japanese dataset

Effect of attention mechanism
A noticeable observation in our experiments was the effect of the attention mechanism on the performance of the proposed framework. As shown in Table 8 , using this technique has improved the performance of our model significantly. This observation is aligned with other previous use cases of this method [52, 54] . Intuitively, by applying attention mechanism, we end up with a model that has learned to attend to the more critical features of a given sample which is the ultimate goal of this technique. 
Effect of the downsampling rate
Since downsampling reduces the size of a sample by a factor of K, it would have a significant impact on the processing speed of the framework. But, the effect of this method on the performance should also be considered.
Because when a downsampling is applied on a sample, many of its data points are removed, leaving us with a sort of summarization of the signature which might not have all of the information stored in the original sample. From another perspective, it is also possible to have a boost in performance by applying this method. Because by employing this technique, we remove many of the data points that are very similar to other data points, making the problem easier to solve. As shown by the results in Table 9 , changing the downsampling rate could result in both a better or worse performance. In our experiments, a downsampling rate of five gave us the best result.
Effect of the samples lengths
As demonstrated in Figs. 6, 7 and 8, the proposed framework performs well in situations when enough samples with similar length are available in the train set. Thus, it can generalize well to new samples when enough samples with a proper distribution in lengths are provided in the train set. Another observation is that even with a low number of very long train samples, the model has learned to model these very long samples better than the rather shorter samples. In conclusion, this framework tends to perform better in circumstances when either the samples are very long or enough samples with similar lengths are provided in the train set. These results are on SigWiComp2013 Japanese dataset 
Results on GPDSsyntheticOnLineOffLineSignature dataset
As for the previously discussed GPDSsynthet-icOnLineOffLineSignature dataset, since there are many different subjects, 10,000 to be exact, we used the second scenario described in Sect. 3.2. We trained our model with different sizes for the training set and test set. The resulted accuracies of our models are illustrated in Fig. 9. Figures 10 and 11 show the produced false acceptance rates and false rejection rates of our proposed method, respectively.
Since our framework needs some negative samples as well as positive samples, the evaluation method used for evaluating GPDSsyntheticOnLineOffLineSignature dataset differs from the previously used process of evaluation for this dataset which only used reference samples of subjects for training phase. Table 10 presents the comparison of the average EER of our proposed method with obtained results using the techniques in [15, 44] .
Effect of the reference set size
Our model works well with even a low count of reference samples, as shown by the results in Table 11 . This property gives subjects and end users a massive advantage because it requires less amount of storage and initialization. Another conclusion that could be drawn from Table 11 is that it is possible to achieve better results with a mid-range count of reference samples. In our experiments, seven reference samples gave us the best results.
Conclusion
In this paper, we presented a writer-independent global feature extraction framework based on the autoencoder models and the siamese networks for online handwritten signature verification task. Our experiments showed the significant effect of the usage of attention mechanism and applying downsampling on performance of the proposed framework. Since our approach is based on the deep models, long before running the experiments we suspected that the performance of our method would be more likely to be successful on bigger datasets. This suspicion was proved to be true, as evidently shown in Tables 8 and 10 . Nonetheless, in both datasets, our method outperformed the state-of-the-art techniques.
Our experiments are possibly the first attempt to use deep models on large-scale ASV tasks. Experiments results on the GPDSsyntheticOnLineOffLineSignature dataset showed the tremendous potent capability of these models. Even when we had a shortage of training samples while experimenting with the SigWiComp2013 Japanese dataset, our method proved to be completely capable of achieving excellent performance by surpassing the current state-ofthe-art results. This might be the very first step toward a robust large-scale global system for the task of automatic signature verification.
Furthermore, our future work will consist of adapting our proposed method to other online verification tasks such as speaker verification and further explore different deep models for online verification tasks which perform well under the constraint of the low count of training sample.
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