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Abstract
We study minimax convergence rates of non-
parametric density estimation in the Huber con-
tamination model, in which a proportion of the
data comes from an unknown outlier distribution.
We provide the first results for this problem un-
der a large family of losses, called Besov inte-
gral probability metrics (IPMs), that includes Lp,
Wasserstein, Kolmogorov-Smirnov, and other
common distances between probability distribu-
tions. Specifically, under a range of smoothness
assumptions on the population and outlier distri-
butions, we show that a re-scaled thresholding
wavelet series estimator achieves minimax opti-
mal convergence rates under a wide variety of
losses. Finally, based on connections that have
recently been shown between nonparametric den-
sity estimation under IPM losses and generative
adversarial networks (GANs), we show that cer-
tain GAN architectures also achieve these mini-
max rates.
1. Introduction
In many settings, observed data contains not only samples
from a population distribution of interest, but also a small
proportion of outlier samples. Because these outliers can
exhibit arbitrary, unpredictable behavior, they can be diffi-
cult to detect or to explicitly account for. This has inspired
a large body of work on robust statistics, which seeks sta-
tistical methods for which the error introduced by a small
proportion of arbitrary outlier samples can be controlled.
The majority of work in robust statistics has focused
on providing guarantees under the Huber ǫ-contamination
model (Huber, 1965). Under this model, data are assumed
to be observed from a mixture distribution (1− ǫ)P + ǫG,
wherein P is an unknown population distribution of inter-
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est, G is an unknown oulier distribution, and ǫ ∈ [0, 1) is
the “contamination proportion” of outlier samples.
The present paper studies nonparametric density estimation
under this model. Specifically, given independent and iden-
tically distributed samples from the mixture (1− ǫ)P + ǫG,
we characterize minimax optimal convergence rates for es-
timating P . Prior work on this problem has assumed P has
a Ho¨lder continuous density p and has provided minimax
rates under total variation loss (Chen et al., 2018) or for es-
timating p(x) at a point x (Liu & Gao, 2017). In the present
paper, in addition to considering a much wider range of
smoothness conditions (characterized by p lying in a Besov
space), we provide results under a large family of losses
called integral probability metrics (IPMs); (pseudo)metrics
of the form
dFd(P,Q) = sup
f∈Fd
∣∣∣∣ E
X∼P
f(X)− E
X∼Q
f(X)
∣∣∣∣ ,
where P and Q are probability distributions and Fd is a
“discriminator class” of bounded Borel functions. In this
paper, we specifically discuss the case of Besov IPMs, in
which Fd is a Besov space (see Section 2.1).
Besov IPMs comprise a large family of losses that have
recently received much attention (Liu et al., 2017; Liang,
2018; Singh et al., 2018; Uppal et al., 2019) due to con-
nections both with classical problems in nonparametric
statistics and with recent machine learning tools such
as generative adversarial networks (GANs). In classical
problems, Besov IPMs provide a unified formulation of a
wide variety of distances, including Lp (Wasserman,
2006; Tsybakov, 2009), Sobolev (Mroueh et al.,
2017; Leoni, 2017), maximum mean discrepancy
(MMD; (Tolstikhin et al., 2017))/energy (Sze´kely et al.,
2007; Ramdas et al., 2017), Wasserstein/Kantorovich-
Rubinstein (Kantorovich & Rubinstein, 1958; Villani,
2008), Kolmogorov-Smirnov (Kolmogorov, 1933;
Smirnov, 1948), and Dudley metrics (Dudley, 1972;
Abbasnejad et al., 2018). Hence, as we detail in Section 6,
our bounds for robust nonparametric density estimation
apply under many of these losses. More recently, it has
been shown that generative adversarial networks (GANs)
can be cast in terms of IPMs, such that convergence rates
for density estimation under IPM losses imply conver-
gence rates for certain GAN architectures (Liang, 2018;
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Singh et al., 2018; Uppal et al., 2019). Thus, as we show
in Section 7, our results also imply the first robustness
results for GANs in the Huber model.
Finally, in addition to showing rates under the classical Hu-
ber model, which avoids assumptions on the outlier distri-
bution G, we consider how rates change under additional
structural assumptions on G. Specifically, we show faster
convergence rates are possible under the assumption thatG
has a bounded density g, but that these rates are not further
improved by additional smoothness assumptions on g.
1.1. Paper Organization
Section 2 states the formal statistical problem we study,
along with some essential notation. In Section 3, we dis-
cuss closely related work in nonparametric density estima-
tion. Section 4 contains our upper and lower bound results
under the classical “unstructured” Huber ǫ-contamination
model. In Section 5, we study how rates change when addi-
tional assumptions are made on the contamination distribu-
tion. Section 6 develops our general results from Sections 4
and 5 into concrete minimax convergence rates for impor-
tant special cases. Finally, Section 7 applies our theoretical
results to bound the error of perfectly optimized GANs in
the presence of contaminated data. All proofs of our theo-
retical results are given in the Appendix.
2. Formal Problem Statement
We now formally state the problems studied in this paper.
Let p and g be probability densities such that we observe
n IID samples X1, . . . , Xn ∼ (1 − ǫ)p + ǫg, where g is
the contamination density and p is the true density. We
wish to use the samples to estimate p. We consider two
qualitatively different types of contamination, as follows.
In the “unstructured” or Huber contamination setting, we
assume that p lies in some regularity classFg, but g may be
any compactly supported density. In particular, we assume
that the data is generated from a density living in the set
M(ǫ,Fg) defined as
{(1− ǫ)p+ ǫg : p ∈ Fg, g has compact support}.
We then wish to bound the minimax risk of estimating p
under an IPM loss dFd ; i.e., the quantity
Rn(ǫ,Fg,Fd) = inf
p̂n
sup
f∈M(ǫ,Fg)
E
f
[dFd(p, p̂n)]
where the infimum is taken over all estimators p̂n.
In the “structured” contamination setting, we additionally
assume that the contamination density g lives in a smooth-
ness class Fc. Then the data is generated by a distribution
with density inM(ǫ,Fg,Fc) given by
{(1− ǫ)p+ ǫg : p ∈ Fg, g ∈ Fc},
and we seek to bound the minimax risk
Rn(ǫ,Fg,Fc,Fd) = inf
p̂n
sup
f∈M(ǫ,Fg,Fc)
E
f
[dFd(p̂n, p)]
In the following section, we provide notation to formalize
the spaces Fg,Fc and Fd that we consider.
2.1. Set up and Notation
For non-negative real sequences {an}n∈N, {bn}n∈N, an .
bn indicates lim supn→∞
an
bn
<∞, and an ≍ bn indicates
an . bn . an. For q ∈ [1,∞], q′ := qq−1 denotes the
Ho¨lder conjugate of q (with 1′ = ∞, ∞′ = 1). Lq(RD)
(resp. lq) denotes the set of functions f (resp. sequences
a) with ‖f‖q :=
(∫ |f(x)|q dx)1/q < ∞ (resp. ‖a‖lq :=(∑
n∈N |an|q
)1/q
<∞).
We now define the family of Besov spaces studied in
this paper. Besov spaces rely on the notion of a multi-
resolution approximation (MRA) of L2(RD). Since the
statements and formal justifications of an MRA are bit com-
plex, we refer the reader to (Uppal et al., 2019) for a tech-
nical introduction, and instead provide for intuition, the
best-known MRA of L2(R), namely the Haar wavelet ba-
sis. Let φ(x) = 1{[0,1)} be the Haar father wavelet, let
V0 = Span{φ(x − k) : k ∈ Z} be the span of translations
of φ by an integer, and let Vj = {f(2x) : f(x) ∈ Vj−1},
defined recursively for all j ∈ Z, be the set of horizontal
scalings of functions in Vj−1 by
1
2 . Then, {Vj}j∈Z is an
MRA of L2(R).
The importance of an MRA is that it generates an orthonor-
mal basis of L2(RD)with a specific structure. In particular,
let E = {0, 1}D \ (0, . . . , 0), Λj = {2−jk + 2−j−1ǫ : k ∈
Z
D, ǫ ∈ E} ⊆ RD. Then k, ǫ are uniquely determined
for any λ ∈ Λj . A multi-resolution approximation of
L2(RD) guarantees that there is a set of “mother” wavelets
{ψǫ : ǫ ∈ E} s.t. if we let ψλ(x) = 2Dj/2ψǫ(2jx− k) for
all λ ∈ Λ := ⋃j∈Z Λj , {ψλ : λ ∈ Λ}∪{φ(x−k) : k ∈ Z}
is an orthonormal basis of L2(RD). And when these
“wavelets” are r-regular, the MRA is an r-regular multi-
resolution approximation of L2(RD). Given such an MRA,
we now formally define a Besov space.
Definition 1 (Besov Space). Given an r-regular MRA of
L2(RD) with father and mother wavelets φ, ψǫ, ǫ ∈ E, re-
spectively, let 0 ≤ σ < r, and p, q ∈ [1,∞]. Then the
Besov space Bσp,q(R
D) is defined as the set of functions
f : RD → R s.t., the wavelet coefficients
αk :=
∫
RD
f(x)φ(x − k)dx for k ∈ ZD
βλ :=
∫
RD
f(x)ψλ(x)dx for λ ∈ Λ,
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satisfy
‖f‖Bσp,q := ‖{αk}k∈ZD‖lp +∥∥∥∥{2j(σ+D(1/2−1/p)) ∥∥{βλ}λ∈Λj∥∥lp}j∈N
∥∥∥∥
lq
<∞
The quantity ‖f‖Bσp,q is called the Besov norm of f . For
any L > 0, we write Bσp,q(L) to denote the closed Besov
ball Bσp,q(L) = {f ∈ Bσp,q : ‖f‖Bσp,q ≤ L}. When the
constant L is unimportant (e.g., for rates of convergence),
Bσp,q denotes a ball B
σ
p,q(L) of finite but arbitrary radius
L. We provide well-known examples from the rich class of
resulting spaces in Section 6.
We now define “linear (distribution) estimators”, a com-
monly used sub-class of distribution estimators:
Definition 2 (Linear Estimator). Let (Ω,F , P ) be a prob-
ability space. An estimate P̂ of P is said to be linear if
there exist functions Ti(Xi, ·) : F → R such that for all
measurable A ∈ F , P̂ (A) =∑ni=1 Ti(Xi, A).
Common examples of linear estimators are the empirical
distribution, the kernel density estimator and the linear
wavelet series estimator considered in this paper.
3. Related Work
This paper extends recent results in both robust estimation
and non-parametric density estimation. We now summa-
rize the results of the most relevant papers, namely those
of Chen et al. (2016), Liu & Gao (2017), and Uppal et al.
(2019).
Chen et al. (2016) give a unified study of a large class of
robust nonparametric estimation problems under the total
variation loss. In the particular case of estimating a σg-
Ho¨lder continuous density, their results imply a minimax
convergence rate of n
−
σg
2σg+1 +ǫ, matching our results (The-
orems 4 and 6) for total variation loss. Whereas the results
of Chen et al. (2016) are quite specific to total variation
loss, we simultaneously provide results for a range of other
loss functions that have been considered in the literature
as well as a range of densities of varying smoothness as-
sumptions. Moreover, the estimator studied by Chen et al.
(2016) is not computable in practice, as it involves solving
a testing problem between all pairs of points in a total varia-
tion cover of the hypothesis class in which the true density
is assumed to lie. On the other hand, our upper bounds
are based on a simple thresholded wavelet series estimator,
which can computed in linear time (in the sample size n)
using a fast wavelet transform.
Liu & Gao (2017) studied 1-dimensional density estima-
tion at a point x (i.e., estimating p(x) rather than estimat-
ing the entire density p) under Ho¨lder smoothness assump-
tions and Huber ǫ-contamination model. In the case of un-
structured contamination (arbitrary G), Liu & Gao (2017)
derived a minimax rate of
n−
σ0
2σ0+1 + ǫ
σ0
σ0+1
in root-mean-square error (RMSE).With the caveat that we
study estimation of the entire density f rather than a single
point f(x), and assume that G has a density g, this corre-
sponds to our setting when pg = qg =∞, andD = 1. Our
first set of results (Theorems 4 imply an upper bound on
the rate of
n−
σ0
2σ0+1 + ǫ
σ0
σ0+1/2
under the L2 loss. Interestingly, this suggests that estimat-
ing a density at a point under RMSE is harder than estimat-
ing an entire density under L2 loss. Moreover our results
imply a minimax rate of n−
σ0
2σ0+1 + ǫ
σ0
σ0+1 under the L∞
loss which suggests that estimating at a point is as hard as
estimating a density in the sup norm.
We also generalize these rates to (a) dimension D > 1,
(b) densities f lying in Besov spacesB
σg
pg ,qg , and (c) a wide
variety of IPM losses parametrized by Besov spacesBσdpd,qd .
Liu & Gao (2017) also study the case of structured contam-
ination, in which g is assumed to be σc-Ho¨lder continuous.
Because they study estimation at a point, their results de-
pend on an addition assumed parameter, denotedm, which
bounds the value of the contamination density g at the tar-
get point (i.e., g(x) ≤ m). They derive a minimax rate
of
n
−
σg
2σg+1 + ǫmin{1,m}+ n− σc2σc+1 ǫ− σc2σc+1 .
This rate contains a term depending only on n that is identi-
cal to the minimax rate in the uncontaminated case, a term
depending only on ǫ, and a third “mixed” term. Notably,
one can show that this mixed term n−
σc
2σc+1 ǫ−
σc
2σc+1 is al-
ways dominated by n
−
σg
2σg+D + ǫ, and so, unless m → 0
as n → ∞, the mixed term is negligible. In this paper, be-
cause we study estimation of the entire density f , the role
of the parameter m is played by M := ‖g‖∞. Since g is
assumed to be a density with bounded support, we cannot
haveM → 0; thus, in our results, the mixed term does not
appear. Aside from this distinction, our results (here, The-
orems 7 and 8) again generalize the results of Liu & Gao
(2017) to higher dimensions, other Besov classes of densi-
ties, and new IPM losses.
Uppal et al. (2019) studied the estimation of a density ly-
ing in a Besov space B
σg
pg ,qg under Besov IPM loss dBσdpd,qd
with uncontaminated data. For this problem, they used the
wavelet thresholding estimator, proposed in (Donoho et al.,
1996), to derive a minimax convergence rate of the form
n−1/2 + n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D(1−2/pg) , (1)
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(omitting polylog factors in n). Extending a classical result
of Donoho et al. (1996), they also showed that, if the esti-
mator is restricted to be linear (in the sense of Definition 2),
then the minimax rate slows to
n−1/2 + n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D(1−2/pg+2/p
′
d
) . (2)
Compared to (1), the first two terms in (2) are identical and
the third term is slower. In particular, when p′d < pg and
σd < D/2, linear estimators are strictly sub-optimal, while
the wavelet thresholding estimator converges at the mini-
max optimal rate. In the present paper, we extend this result
to show that when p′d ≥ pg wavelet thresholding estimators
remain minimax optimal under both structured and unstruc-
tured contamination settings. Moreover, for p′d ≤ pg linear
wavelet estimators are minimax optimal under the struc-
tured contamination setting and the unstructured contami-
nation setting if the IPM is generated by a smooth enough
class of functions (σd ≥ D/pd).
Using an oracle inequality (from Liang (2018)), a construc-
tion (by Suzuki (2018)) of a deep neural network that ap-
proximates Besov functions, and an equivalence result (due
to Singh et al. (2018)) between density estimation and im-
plicit generative modeling (sampling), Uppal et al. (2019)
also applied their results to bound the risk of a particular
generative adversarial network (GAN) architecture. Specif-
ically, they show that the GAN is able to learn Besov den-
sities at the minimax optimal rate. In this paper, we show
that the same GAN architecture continues to be minimax
optimal in the presence of outliers.
Finally, we mention two early papers on robust non-
parametric density estimation by Kim & Scott (2012)
and Vandermeulen & Scott (2013). These papers intro-
duced variants of kernel density estimation based on M -
estimation, for which they demonstrated robustness to arbi-
trary contamination using influence functions. These esti-
mators are more complex than the scaled series estimates
we consider, in that they non-uniformly weight the kernels
centered at different sample points. While they also showed
L1 consistency of these estimators, they did not provide
rates of convergence, and so it is not clear when these esti-
mators are minimax optimal.
4. Minimax rates under unstructured
contamination
In this section we consider the density estimation problem
under Huber’s ǫ contamination model; i.e. we have no
structural assumptions on the contamination. Let
X1, . . . , Xn
IID∼ (1− ǫ)p+ ǫg
where p is the true density and g is any compactly sup-
ported probability density. We then provide bounds on the
minimax risk of estimating the density p. We letM(ǫ,Fg)
be the set
{(1− ǫ)p+ ǫg : p ∈ Fg, g has compact support}
Then we bound the minimax risk
Rn(ǫ,Fg,Fd) = inf
p̂
sup
f∈M(ǫ,Fg)
E
f
dFd(p̂, p)
where the infimum is taken over all estimators p̂n con-
structed from the n IID samples.
Estimators: To illustrate the upper bounds we consider
two estimators that have been widely studied in the uncon-
taminated setting (see (Donoho et al., 1996), (Uppal et al.,
2019)) namely the linear wavelet estimator and the nonlin-
ear wavelet thresholding estimator. The linear wavelet esti-
mator is defined for any j0 ≥ 0 as
p̂n =
∑
k∈Z
α̂kφk +
j0∑
j=0
∑
λ∈Λj
β̂λψλ (3)
where α̂k =
1
n(1−ǫ)
∑n
i=1 φk(Xi) and β̂λ =
1
n(1−ǫ)
∑n
i=1 ψλ(Xi).
The nonlinear wavelet thresholding estimator is very sim-
ilar except that we now hard-threshold the coefficients
of some of the wavelets with higher resolution; for any
j0, j1 ≥ 0
p̂n =
∑
k∈Z
α̂kφk +
j0∑
j=0
∑
λ∈Λj
β̂λψλ +
j1∑
j=j0
∑
λ∈Λj
β˜λψλ (4)
where α̂k and β̂λ are the same as before, but β˜λ = β̂λ1β̂λ≥t
for threshold t = c
√
j/n and c is a constant.
Here j0, j1 typically correspond to smoothing parameters
which we carefully choose for the two settings we consider
to provide upper bounds on the risk.
Organization of Results In the sequel, let Fg =
B
σg
pg ,qg (Lg) and Fd = Bσdpd,qd(Ld) be Besov spaces. We
present our results separately for each of two settings,
which Uppal et al. (2019) respectively referred to as the
“Sparse” regime (when p′d ≥ pg) and Dense regime (when
p′d ≤ pg).
In the “Sparse” regime, Uppal et al. (2019) showed that
linear estimators have strictly sub-optimal dependence on
the sample size n, and non-linearities such as the hard-
thresholding in (4) are needed to obtain the minimax rate.
As discussed in Section 4.1, within this “Sparse” regime,
we are able to derive minimax convergence rates for all
Besov spaces Fg = Bσgpg ,qg (Lg) and Fd = Bσdpd,qd(Ld).
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Surprisingly, we find that linear and nonlinear estimators
have identical, rate-optimal dependence on the contamina-
tion proportion ǫ in this setting. Consequently, if the ǫ
is sufficiently large (e.g. larger than the breakdown point
given in Eq. (7)), then the difference in asymptotic rate be-
tween linear and nonlinear estimators vanishes.
In the “Dense” regime, Uppal et al. (2019) showed that lin-
ear estimators such as (3) are able to converge at the mini-
max optimal rate with respect to n. Hence, for this regime,
in Section 4.2, we analyze only the linear estimator (3). We
obtain only partial results, as a gap remains between our up-
per and lower bounds in the case of discriminator functions
with low smoothness (σd < D/pd).
Finally, in Section 4.3, we present a lower bound on the
minimax risk, which matches our upper bounds in the
Sparse regime and certain cases of the Dense regime.
4.1. Upper Bounds for the regime p′d ≥ pg
For the “Sparse” regime p′d ≥ pg , the wavelet thresholding
estimator with the choice of
2j0 =
√
n
1
σg+D/2
2j1 =
√
n
1
σg+D/2−D/pg ∧ ǫ− 1σg+D−D/pg
provides the following upper bound:
Theorem 3. (Non-Linear Upper Bound) Let r > σg >
D/pg and p
′
d ≥ pg . Then,Rn
(
ǫ, B
σg
pg ,qg , B
σd
pd,qd
)
.
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd+D/p
′
d−D/pg
2σg−2D/pg+D +
ǫ+ ǫ
σg+σd+D/p
′
d
−D/pg
σg−D/pg+D (5)
On the other hand the linear wavelet estimator with
2j0 = n
1
2σg+D−D/pg+D/p
′
d ∧ ǫ− 1σg+D−D/pg
only provides the following upper bound:
Theorem 4. (Linear Upper Bound) Let r > σg > D/pg
and p′d ≥ pg . Then,Rn
(
ǫ, B
σg
pg ,qg , B
σd
pd,qd
)
.
1√
n
+ n
−
σg+σd+D/p
′
d
−D/pg
2σg−2D/pg+2D/p
′
d
+D+
ǫ + ǫ
σg+σd+D/p
′
d−D/pg
σg−D/pg+D
In this case as is expected, the linear wavelet estimator con-
verges sub-optimally when the contamination is small. In
particular, when contamination is small the thresholding
wavelet estimator converges at the rate in the uncontami-
nated setting which is faster than any linear estimator as
shown in Uppal et al. (2019). In fact, from Theorem 7 in
Uppal et al. (2019) we can show that no linear estimator
can achieve a rate faster than that of (4) (take g = p to
lower bound the risk Rn(ǫ,Fg,Fc)).
However, if the contamination is large enough then the
distinction between linear and non-linear estimators disap-
pears. More specifically, if ǫ is large enough then both esti-
mators converge at the same rate of ǫ+ ǫ
σg+σd+D/p
′
d−D/pg
σg−D/pg+D .
Moreover, since the rate depending only on the number of
samples n is smaller for the wavelet thresholding estima-
tor the breakdown point or the proportion of contamination
that this estimator can tolerate (before converging at the
rate depending on contamination) is also smaller than that
of its linear counterpart.
4.2. Upper Bounds for the regime p′d ≤ pg
The linear wavelet estimator with the choice of 2j0 =
n1/(2σg+D) ∧ ǫ−1/(σg+D/pd) provides the following upper
bound.
Theorem 5. (Linear Upper Bound) Let r > σg > D/pg
and p′d ≤ pg . Then,Rn
(
ǫ, B
σg
pg ,qg , B
σd
pd,qd
)
.
1√
n
+ n
−
σg+σd
2σg+D + ǫ + ǫ
σg+σd
σg+D/pd
Here we only provide bounds for the linear wavelet estima-
tor because firstly, we know from (Uppal et al., 2019) and
(Donoho et al., 1996) that the terms that depend on n are
optimal. Secondly, the terms that depend on ǫ essentially
come from the bias and the misspecification error which is
the same for both of the esimators considered above. Thus,
the wavelet thresholding estimator would not provide any
benefit.
Before giving a detailed discussion of the rates in The-
orems 3, 4 and 5, we provide a lower bound on
Rn
(
ǫ, B
σg
pg ,qg , B
σd
pd,qd
)
matching the upper bound in many
cases.
4.3. Lower Bound
We now provide lower bounds on the above minimax risk
that are tight (up to poly logarithmic factors of n) whenever
either p′d ≥ pg or σd ≥ D/pd.
Theorem 6. (Lower bound) Let σg ≥ D/pg and ǫ ≤ 1/2.
Then,Rn
(
ǫ, B
σg
pg ,qg , B
σd
pd,qd
)
&
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D−2D/pg +
ǫ+ ǫ
σg+σd+D/p
′
d
−D/pg
σg−D/pg+D
Comparing the rates in Theorems 3, 4, 5 and 6, one can
see that all the terms except the ǫ
σg+σd
σg+D/pd term match.
Thus, in settings in which any of these dominates the er-
ror rate, specifically, when p′d ≥ pg or σd ≥ D/pd,
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the wavelet thresholding series estimator is minimax rate-
optimal (Note that with j1 = j0 this is just the linear
wavelet estimator). On the other hand, when the ǫ
σg+σd
σg+D/pd
term dominates (i.e. p′d ≤ pg and σd < D/pd) the wavelet
series estimators may fail to converge at the optimal rate.
Since, this rate comes from the trade-off between the bias
and the misspecification error, and thresholding reduces
only the variance, the wavelet thresholding estimator will
also converge at the same rate and provide no benefit over
the linear estimator.
In this setting, either the upper bound in Theorem 5
or the lower bound in Theorem 6 is loose. Given that
the empirical mean can be severely affected by outliers,
a large amount of recent work (Lugosi & Mendelson,
2016; Lerasle et al., 2018; Minsker et al., 2019;
Diakonikolas et al., 2019) has proposed estimators
that might be better predictors for the mean under the
contamination setting. In the case where the upper bound
in theorem 5 is loose a better density estimator based on
a better estimate of the wavelet mean βλ rather than the
empirical mean (β̂λ) might be able to converge at a faster
rate. We leave this investigation for future work.
5. Minimax Rates under Structured
Contamination
In the previous section, we analyzed minimax rates with-
out any assumptions on the outlier distribution. In certain
settings, this may be an overly pessimistic contamination
model, and the outlier distribution may in fact be somewhat
well-behaved. Thus, in this section, we explore how min-
imax rates change if we make some assumptions on the
outlier. Specifically, we study the effects of assuming the
contamination distribution G has a density g that is either
bounded or smooth. Our results show that assuming bound-
edness of g improves the dependence of the minimax rate
on ǫ to always be of order≍ ǫ, but that assuming additional
smoothness in g does not further improve rates.
As was described in Section 2, to do this, we consider a
more general form
Rn(ǫ,Fg,Fc,Fd) = inf
p̂
sup
f∈M(ǫ,Fg,Fc)
E
F
dFd(p̂, p) (6)
of the minimax risk function than in the previous section,
with an additional parameter Fc denoting the class of al-
lowed contamination distribution. As in the previous sec-
tion, we provide bounds using both the linear wavelet es-
timator as well as the nonlinear wavelet thresholding esti-
mator on the minimax risk when Fc = L∞ is a ball in the
space of essentially bounded densities. We then prove a
lower bound on the minimax rate when Fc = Bσcpc,qc lives
in a Besov space. Lemma 13 in the Appendix shows that,
if σc > D/pc, then B
σc
pc,qc ⊆ L∞, and so, in this setting,
the two theorems imply that the rate does not change with
σc. We note that, for σc ≤ D/pc, we do not generally have
Bσcpc,qc ⊆ L∞, and so it is possible that minimax rates im-
prove with σc in this regime. We leave this possibility for
future work to explore.
5.1. Lower Bound
We first provide lower bounds on the minimax rate (6).
Theorem 7. (Lower bound)
Let σg ≥ D/pg, σc ≥ D/pc and ǫ ≤ 1/2. Then, up to poly
logarithmic factors of n, Rn
(
ǫ, B
σg
pg ,qg , B
σc
pc,qc , B
σd
pd,qd
)
&
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D−2D/pg + ǫ
Note here that the lower bound is essentially the lower
bound in the case of no contamination plus an epsilon.
Moreover, the rate does not depend on σc the smoothness
of the contamination density.
5.2. Upper Bound
Since the above lower bound does not depend on the
smoothness of the contamination, one might expect that
this rate holds under even milder assumptions. Indeed,
we assume here the contamination density is merely com-
pactly supported and bounded (i.e., Fc = L∞). Con-
sidering again the wavelet thresholding estimator defined
above with parameters 2j0 =
√
n
1
σg+D/2 and 2j1 =√
n
1
σg+D/2−D/pg , we have the following upper bound:
Theorem 8. (Upper Bound) Let r > σg > D/pg and
p′d ≥ pg . Then,Rn
(
ǫ, B
σg
pg ,qg ,L∞, Bσdpd,qd ,
)
.
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D−2D/pg + ǫ
While we do get an improvement on the rate from the un-
structured case this upper bound implies that any additional
smoothness assumptions do not help. The rate is the same
if we only assume boundedness of the contamination den-
sity.
In this setting the linear wavelet estimator continues to be
suboptimal with a convergence rate of
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D−2D/pg+2D/p
′
d + ǫ
Moreover, it follows from Theorem 7 in (Uppal et al.,
2019) that no linear estimator can do better than this rate.
6. Summary of Results
Here, we summarize the conditions under which upper and
lower minimax bounds provided in the previous sections
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match, as well as the resulting minimax rates and implica-
tions for robustness. We also discuss some specific exam-
ples of function spaces for which these conditions are met.
We first discuss the case of unstructured contamination. As
noted in Section 3, Uppal et al. (2019) previously showed
in the uncontaminated case that linear minimax rates are
suboptimal whenever p′d ≥ pg . Together, Theorems 3 and 6
extend this phenomenon to the Huber contaminationmodel,
for which we obtain a unified minimax rate (5). For the
sake of simplicity, assume that pd ≤ 2 and pg = ∞; then,
this rate can be further decomposed into
n
−
σg+σd+D/p
′
d
−D/pg
2σg+D−2D/pg + ǫ
σg+σd+D/p
′
d
−D/pg
σg+D−D/pg
when σd < D/2, or{
n−1/2 + ǫ
σg+σd+D/p
′
d−D/pg
σg+D−D/pg ifD/2 ≤ σd < D/pd
n−1/2 + ǫ ifD/pd ≤ σd
.
otherwise.
In the terminology of robust statistics, one can then calcu-
late the “asymptotic breakdown point” (i.e., the maximum
proportion ǫ of outlier samples that the estimator can toler-
ate while still converging at the optimal rate of the uncon-
taminated problem)
n
−
σg+D−D/pg
2σg+D−2D/pg if σd < D/2
n
−
σg+D−D/pg
2σg+2σd+2D/p
′
d
−2D/pg ifD/2 ≤ σd < D
n−1/2 ifD/pd ≤ σd
. (7)
In the case of structured loss, whenever p′d ≤ pg, Theo-
rems 7 and 8 simply give a rate of
n−1/2 + n
−
σg+σd
2σg+D + n
−
σg+σd+D/p
′
d−D/pg
2σg+D−2D/pg + ǫ, (8)
for which the breakdown point is n
−
σg+σd
2σg+D or
n
−
σg+σd+D/p
′
d
−D/pg
2σg+D−2D/pg if σd < D/2 and n
−1/2 if D/2 ≤ σd.
In either of these cases, the wavelet thresholding estimator
is robustly minimax optimal.
From the above analyses, we have identified robust mini-
max convergence rates when p′d ≥ pg or σd ≥ D/pd. We
now discuss some examples of commonly used function
spaces and loss functions for which this provides minimax
rates.
In the case pd = qd = ∞, the Besov space Bσdpq ,qd =Cσd is equivalent to the space of σd-Ho¨lder continuous
functions (Triebel, 1994). This includes, as examples,
the total variation loss dB0pd,qd
((Rudin, 2006)) and the
Wasserstein (a.k.a., Kantorovich-Rubinstein or earthmover)
loss (Villani, 2008), which is equivalent to dB1pd,qd
. Un-
der these losses, the wavelet thresholding estimator is ro-
bustly minimax optimal, in both the arbitrary and structured
contamination settings (note that this is the case where
σd ≥ D/pd). In particular, in the case of unstructured con-
tamination, this generalizes the results of Chen et al. (2016)
for total variation loss to a range of other losses and smooth-
ness assumptions on p.
Analogously, in the case pg = qg = ∞, the data distribu-
tion is itself σg-Ho¨lder continuous, and the linear wavelet
estimator is robustly minimax optimal under any Besov
IPM loss under the structured contamination condition.
And whenever σd ≥ D/pd under the unstructured contam-
ination condition. Superficially, our results may appear to
contrast those of Liu & Gao (2017), who studied density es-
timation at a point x under Ho¨lder assumptions on both the
data density and the contamination density. Their results
in under structured contamination suggest that rates might
improve continuously as σc → ∞. However, as we noted
in Section 3, this contrast occurs only because of an addi-
tional problem parameterm that they assumed to bound the
contamination density g at x. Specifically, the term in the
rate of Liu & Gao (2017) that improves with σc can dom-
inate only if m → 0 sufficiently quickly, whereas, in our
results, this term is always dominated by the ǫ term.
As a final example, if pg = qg = 2, then B
σg
pg ,qg = Hσg
is a Hilbert-Sobolev spaces of order σg (Triebel, 1994;
Wasserman, 2006). Here, the linear wavelet estimator is ro-
bustly optimal under some losses (e.g., total variation and
Wasserstein distances). The wavelet thresholding estima-
tor is optimal under these and other losses under which
the linear estimator is sub-optimal (e.g., the generalized
Kolmogorov-Smirnov loss dB11,1 if D = 2).
7. Robustness of Generative Adversarial
Networks
Singh et al. (2018) showed (in their Theorem 9) that, in
terms of statistical minimax rates, the problems of generat-
ing novel samples from a training density (“implicit gener-
ative modeling” (Mohamed & Lakshminarayanan, 2016))
and of estimating training density are equivalent. Based on
this result, and an oracle inequality of Liang (2018), several
recent works (Liu et al., 2017; Liang, 2018; Singh et al.,
2018; Uppal et al., 2019) have studied a statistical formula-
tion of GANs as a distribution estimate based on empirical
risk minimization (ERM) under an IPM loss. This formula-
tion is as follows. Given a GANwith a discriminator neural
networkNd encoding functions inF and a generator neural
network Ng encoding distributions in P , the GAN genera-
tor can be viewed as the distribution P̂ satisfying:
P̂ = inf
P∈P
dF (P, P˜n) (9)
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While P˜n can be taken to be the empirical distribution
1
n
∑n
i=1 δXi , these theoretical works have shown that con-
vergence rates can be improved by applying regulariza-
tion (e.g., in the form of smoothing the empirical distribu-
tion), paralleling the “instance noise trick” (Sønderby et al.,
2016), a technique that is popular in practical GAN training
and is mathematically equivalent to kernel smoothing.
Here, we extend these results to the contamination setting
and show that the wavelet thresholding estimator can be
used to construct a GAN estimate (or rather a sequence of
GAN estimators) that are robustly minimax optimal.
Suzuki (2018) showed that there is a network (see section
3 in Suzuki (2018)) with depth at most logarithmic in 1/δ
and other size parameters at most polynomial in 1/δ that
can δ-approximate any sufficiently smooth Besov function
class (e.g. B
σg
pg ,qg with σg ≥ D/pg). This was used in
Uppal et al. (2019) to show that, for large enough network
sizes, the perfectly optimized GAN estimate (of the form
9) performs just as well as the estimator used to generate it.
A direct consequence of this is that we can always construct
a GAN of the form (9) that converges at the same rate as
the estimator P˜n. In particular from our upper bound in
Theorem 3 if we let the approximation error of the genera-
tor and discriminator network be at most the convergence
rate of the wavelet thresholding estimator then there is a
GAN estimate P̂ that converges at the same rate and so is
robust minimax optimal. In particular, we have the follow-
ing corollary:
Corollary 9. Given a Besov density classB
σg
pg ,qg with σg >
D/pg and discriminator class B
σd
pd,qd with σd > D/pd,
there is a GAN estimate P̂ with discriminator and gener-
ator networks of depth at most logarithmic in n, or 1/δ
and other size parameters at most polynomial in n or 1/δ
s.t.
sup
p∈M(ǫ,B
σg
pg,qg )
E
[
dBσdpd,qd
(p̂, p)
]
≤
δ +
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd+D/p
′
d−D/pg
2σg−2D/pg+2D/p
′
d
+D + ǫ
which is the upper bound from Theorem 3 when σ ≥ D/pd
or the convergence rate of the wavelet thresholding estima-
tor when the contamination is arbitrary and the discrimina-
tor is smooth enough.
This also implies that when σd ≥ D/pd and the contamina-
tion is below the breakdown point of the wavelet threshold-
ing estimator, (as illustrated by an example in section 6), we
can construct a GAN estimate with large enough networks
that converges at the minimax optimal rate of the uncontam-
inated setting i.e. n−1/2+n
−
σg+σd
2σg+D +n
−
σg+σd+D/p
′
d−D/pg
2σg−2D/pg+D .
The construction in Suzuki (2018) for accurately approxi-
mating the class of discriminator functions by a neural net-
work only holds when this class is sufficiently smooth (i.e.
σd ≥ D/pd). Intuitively, this condition is essential because
any neural network with only ReLU activation functions
is essentially a class of functions with finitely many linear
components. Approximating functions that are unbounded
(such as those contained in Bσdpd,qd with σd < D/pd) with
such networks should be more challenging. Explicitly, how
this would affect the grown of the depth and size of the
neural networks needed would be interesting to know.
8. Conclusion
In this paper, we studied a variant of nonparametric den-
sity estimation in which a proportion of the data are con-
taminated by random outliers. For this problem, we pro-
vided upper bounds on the risks of both linear and non-
linear wavelet estimators, as well as lower bounds on the
general minimax risk. We also showed how to calculate
the breakdown point of linear and nonlinear estimators in
specific examples. The main conclusions of our study are
as follows:
1. The classical wavelet thresholding estimator originally
proposed by Donoho et al. (1996), which is widely known
to be optimal for uncontaminated nonparametric density es-
timation, continues to be minimax optimal in the presence
of contamination, in many settings.
2. Imposing a simple structural assumption, such as a hav-
ing bounded density, on the contamination distribution,
can significantly alter how contamination affects estimation
risk. At the same time, additional smoothness assumptions
have no effect. This contrasts from the case of estimating a
density at a point, as studied by Liu & Gao (2017); the min-
imax rates they derived depend precisely on the smoothness
assumed of the contamination density.
3. Linear estimators exhibit optimal dependence on the
contamination proportion, despite having sub-optimal risk
with respect to the sample size, in many cases. Hence, the
difference between linear and nonlinear models diminishes
in the presence of contamination.
4. For sufficiently smooth density and discriminator
classes, a full-connected GAN architecture with ReLu ac-
tivations can learn the distribution of the training data at
the optimal rate, even in the presence of contamination.
Our results both extend recent results on nonparamet-
ric density estimation under IPM losses (Liang, 2018;
Singh et al., 2018; Uppal et al., 2019) to the contaminated
setting and extend recent results on nonparametric den-
sity estimation under contamination (Chen et al., 2016;
Liu & Gao, 2017) to Besov densities and IPM losses.
Our results leave open a number of interesting questions.
For example, in the case of unstructured contamination,
there is a gap between our upper and lower bounds for pd
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lying in the interval pd ∈ (p′g, D/σd) (when this is non-
empty). Is the wavelet estimator still optimal in this setting?
Our results also assume knowledge of parameters (σg and
pg) of the true density, as well as of the contamination pro-
portion ǫ, in order to choose the tuning parameters j0 and
j1. Since these parameters are rarely known in practice, can
we construct estimators that are minimax optimal without
knowledge of these parameters?
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A. UPPER BOUNDS
In this section we provide proofs of the upper bounds stated
above under both structured and unstructured contamina-
tion. We will use a scaled version of the wavelet thresh-
olding estimator to demonstrate these results. The proofs
are very similar to the uncontaminated case except that we
have an additional misspecification error to bound. When
the contamination density is bounded, this error is essen-
tially the contamination proportion ǫ; in the unstructured
setting, this error depends on the number of terms consid-
ered in the estimator. We now provide the formal proof.
Let
P = {p : p ≥ 0, ‖p‖L1 = 1, supp(p) ⊆ [−T, T ]}
denote the set of densities that are supported on the inter-
val [−T, T ]. We have assumed that our discriminator and
generator classes are, respectively,
Fd = {f : ‖f‖σdpd,qd ≤ Ld}
and Fg = {p : ‖p‖σgpg ,qg ≤ Lg} ∩ P .
Let the linear wavelet estimator p̂n with j0 terms be defined
as
p̂n =
∑
k∈Z
α̂kφk +
j0∑
j=0
∑
λ∈Λj
β̂λψλ,
where
α̂k =
1
n
n∑
i=1
φk(Xi)
and β̂λ =
1
n
n∑
i=1
ψλ(Xi).
We will use a scaled version of p̂n, i.e.
1
1−ǫ p̂n, to provide
our bounds. Let for any density function p
αpk = E
X∼p
[φk(X)]
and βpλ = E
X∼p
[ψλ(X)].
Since p ∈ Fg , we have that
p =
∑
k∈Z
αpkφk +
∑
j≥0
∑
λ∈Λj
βpλψλ,
where the convergence is in the Lp norm.
Before we apply the above lemmas to bound the risk we
provide a general bias-variance decomposition of the risk
in the contamination setting which is obtained simply by
applying the triangle inequality.
Lemma 10. (Bias-Variance Decomposition) Let
X1, . . . , Xn ∼ (1− ǫ)p+ ǫg and 11−ǫ p̂ be a linear estimate
of p. Then for any class F we have
E dF
(
p̂
1− ǫ , p
)
≤ 1
1− ǫ E dF (p̂,E[p̂]) + dF
(
E
p
[p̂], p
)
+
ǫ
1− ǫdF
(
E
g
[p̂], 0
)
where the first term is the stochastic error or variance, the
second term is the bias and the third term is the misspecifi-
cation error due to contamination.
Proof. By the triangle inequality we have
E dF
(
p̂
1− ǫ , p
)
≤ 1
1− ǫ E dF
(
p̂, E
(1−ǫ)p+ǫg
[p̂]
)
+ dF
(
E
(1−ǫ)p+ǫg
[
p̂
1− ǫ ], p
)
≤ 1
1− ǫ E dF (p̂,E[p̂]) + dF
(
E
p
[p̂], p
)
+
ǫ
1− ǫdF
(
E
g
[p̂], 0
)
where we obtain the last inequality by the linearity of expec-
tation and the fact that p̂ is a linear estimator and triangle
inequality.
We will use the following upper bounds on the bias and
variance of the linear wavelet estimator from Appendix C
of Uppal et al. (2019).
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We see below that under Besov IPM’s, if the density of the
data has specifically boundedmoments then the variance of
the linear wavelet estimator can be bounded above.
Lemma 11. (Variance) Let X1, . . . , Xn ∼ p where p is
compactly supported andFd = Bσdpd,qd . If Ep |ψλ(X)|p
′
d ≤
cp′d2
Dj(p′d/2−1), then the variance of a linear wavelet esti-
mator p̂n with j0 terms i.e.
p̂n =
∑
k∈Z
α̂kφk +
j0∑
j=0
∑
λ∈Λj
β̂λψλ
is bounded by
dFd(p̂n,E[p̂n]) ≤ c
(
1√
n
+
2j0(D/2−σd)√
n
)
where c = cp′
d
(
Ep |ψλ(X)|2
)1/2
is a constant.
Note here that we do not need the density to lie in a Besov
space but to simply have the given bound on its moment.
However, for a bound on the bias provided below we need
the full power of the Besov space.
Lemma 12. (Bias) LetX1, . . . , Xn ∼ p where p ∈ Bσgpg ,qg
is compactly supported and σg ≥ D/pg, Fd = Bσdpd,qd .
Then the bias of a linear wavelet estimator p̂ with j0 terms
is bounded by
dFd(p,E
p
[p̂n]) ≤ c2−j0(σd+σg−(D/pg−D/p
′
d)+)
where c = LdLg is a constant.
We will also need the following bound on the density living
in a Besov space
Lemma 13. (Upper Bound on Smooth Besov Spaces) Let
f ∈ Bσgpg ,qg where σg > D/pg then
‖f‖∞ ≤ 4A ‖ψ‖∞ Lg(1− 2(σg−D/pg)q
′
g )−1/q
′
g
This lemma implies that sufficiently smooth Besov spaces
B
σg
pg ,qq are uniformly bounded.
We are now ready to provide upper bounds on the risk in
both the structured and unstructured setting.
A.1. Structured Contamination
Here we assume that g is compactly supported and and es-
sentially bounded i.e. Fc = L∞(Lc) (where Lc is a uni-
form bound on the L∞ norm of any g ∈ Fc).
Proof. Let our estimator be p̂ = 11−ǫ p̂n where p̂n is the
linear wavelet estimator defined above with
2j0 = n
1
2σg+D−(D/pg−D/p
′
d
)+
Then using the bias variance decomposition from lemma
10 we have that
E dFd(p̂, p) ≤
1
1− ǫ E dF (p̂n, E(1−ǫ)p+ǫg[p̂n])
+ dF
(
E
p
[p̂n], p
)
+
ǫ
1− ǫdF
(
E
g
[p̂n], 0
)
where the first term is the stochastic error or the variance,
the second term is the bias and the third term is the misspec-
ification error.
Since, σg > D/pg we know that by lemma 13, ‖p‖∞ <∞.
Therefore, for any λ ∈ Λj ,
E
(1−ǫ)p+ǫg
[
|ψλ(X)|p
′
d
]
≤ ((1− ǫ) ‖p‖∞ + ǫ ‖g‖∞)2Dj(p
′
d/2−1)
So we can use lemma 11 to bound the variance above
E dF (p̂n, E
(1−ǫ)p+ǫg
[p̂n]) ≤ c
(
1√
n
+
2j0(D/2−σd)√
n
)
and similarly we can use lemma 12 to bound the second
term or the bias
dF
(
E
p
[p̂n], p
)
≤ c2−j0(σd+σg−(D/pg−D/p′d)+)
It only remains to bound the last term, i.e.
ǫ
1− ǫdF
(
E
g
[p̂n], 0
)
We will use the following lemmas proven by Uppal et al.
(2019) to first reduce the expression of the above distance
to one in terms of wavelet coefficients (of g) only.
Lemma 14. Let p, q be compactly supported probability
densities and Fd = Bσdpd,qd , s.t. either p, q ∈ Lp′d or σd >
D/pd, then dFd(p, q) =
sup
f∈Fd
∣∣∣∣∣∣
∑
k∈Z
αfk (α
p
k − αqk) +
∑
j≥0
∑
λ∈Λ
βfλ (β
p
λ − βqλ)
∣∣∣∣∣∣
where for f ∈ Fd
f =
∑
k∈Z
αfkφk +
∑
j≥0
∑
λ∈Λj
βfλψλ
Lemma 15. Let n1, n2 ∈ N∪{∞} and η be any sequence
of numbers. Then
E
X1,...,Xn
sup
f∈Fd
n2∑
j=n1
∑
λ∈Λj
γfληλ
≤ Ld
n2∑
j=n1
2−jσ
′
d
 E
X1,...,Xn
∑
λ∈Λj
|ηλ|p
′
d
1/p
′
d
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where σ′d = σd+D/2−D/pd. Note that the above is true
also if γ = αf and n1 = n2 = 0.
Applying the lemmas above we have for any contamination
density g, dF (Eg[p̂n], 0) ≤
Ld
‖αg‖p′d + j0∑
j=0
2−j(σd+D/2−D/pd) ‖βgλ‖p′d
 (10)
where for all k ∈ Z and λ ∈ Λj ,
αgk =
∫
φk(x)g(x)
βgλ =
∫
ψλ(x)g(x)
and |αgk| ≤ ‖φ‖∞.
ǫ
1− ǫdF
(
E
g
[p̂n], 0
)
≤
ǫ
1− ǫ
‖αg‖p′d + j0∑
j=0
2−j(σd+D/2−D/pd) ‖βgλ‖p′d

We have the following upper bound on the wavelet coeffi-
cients
|βGλ | =
∣∣∣∣∫ ψλ(x)g(x)d(x)∣∣∣∣
≤ ‖ψǫ‖∞ ‖g‖∞ 2−Dj/2
and |αGk | ≤ ‖φ‖∞ ‖g‖∞. Therefore, the above bound be-
comes
≤ c ǫ
1− ǫ
1 + j0∑
j=0
2−j(σd+D/2−D/pd)2Dj/p
′
d2−Dj/2

≤ c ǫ
1− ǫ
1 + j0∑
j=0
2−jσd

≤ cǫ.
Our upper bound is .
1√
n
+
2j0(D/2−σd)√
n
+ 2−j0(σd+σg−(D/pg−D/p
′
d)+) + ǫ
which gives,
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd−D/pg+D/p
′
d
2σg+D−2D/pg+2D/p
′
d + ǫ
A.2. Arbitrary Contamination
Here we assume only that g has compact support namely
[−T, T ].
A.2.1. DENSE CASE: p′d ≤ pg
We first use the linear wavelet estimator to provide an upper
bound on the risk when p′d ≤ pg .
Proof. GivenX1, . . . , Xn
IID∼ (1− ǫ)p+ ǫg. Let our esti-
mator be p̂ = 11−ǫ p̂n where p̂n is the linear wavelet estima-
tor defined above with
2j0 = n
1
2σg+D ∧ ǫ− 1σg+D/pd
Then using the bias variance decomposition from lemma
10 we have that
E dFd(p̂, p) ≤
1
1− ǫ E dF (p̂n, E(1−ǫ)p+ǫg[p̂n])
+ dF
(
E
p
[p̂n], p
)
+
ǫ
1− ǫdF
(
E
g
[p̂n], 0
)
where the first term is the stochastic error or the variance,
the second term is the bias and the third term is the misspec-
ification error. We bound each of these terms separately.
Using lemma 12 we get the same bound as before on the
bias or the second term i.e.
dF
(
E
p
[p̂n], p
)
≤ c2−j0(σd+σg−(D/pg−D/p′d)+)
Now we bound the variance or the first term. Let
Yi = ψλ(Xi)− E[ψλ(X)]
then for allm ≥ 1, applying first the triangle inequality and
then Jensen’s inequality repeatedly we get
E[|Yi|m] ≤ E[(|ψλ(Xi)|+ |E[ψλ(Xi)]|)m]
≤ 2m−1 (E[|ψλ(Xi)|m] + |E[ψλ(Xi)]|m)
≤ 2m E[|ψλ(Xi)|m].
Therefore, by Rosenthal’s inequality, i.e.,
Lemma 16. (Rosenthal’s Inequality ((Rosenthal, 1970)))
Let m ∈ R and Y1, . . . , Yn be IID random variables with
E[Yi] = 0, E[Y
2
i ] ≤ σ2. Then there is a constant cm that
depends only onm s.t.
E
[∣∣∣∣∣ 1n
n∑
i=1
Yi
∣∣∣∣∣
m]
≤ cm
(
σm
nm/2
+
E |Y1|m
nm−1
12<m<∞
)
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we have,
E[|β̂λ − (1− ǫ)βpλ − ǫβgλ|p
′
d ]
≤ cp′
d
((
E |ψλ(X)|2
)p′d/2 + E[|ψλ(Xi)|p′d ]
np
′
d−1
1p′
d
≥2
)
where cp′
d
is a constant that only depends on p′d.
This implies that the variance is bounded by:
j0∑
j=0
2−j(σd+D/2−D/pd)×
∑
λ∈Λj
E |β̂λ − (1− ǫ)βpλ − ǫβgλ|p
′
d
1/p
′
d
≤
j0∑
j=0
2−j(σd+D/2−D/pd)√
n
×
∑
λ∈Λj
(
E |ψλ(X)|2
)p′d/2 + E[|ψλ(Xi)|p′d ]
np
′
d
/2−1
1p′
d
≥2
1/p
′
d
Now we can bound each of the terms inside the brackets
separately. The second term is bounded as
∑
λ∈Λj
E[|ψλ(Xi)|p′d ]
n(p
′
d/2−1)
1p′
d
≥2
≤
∑
λ∈Λj
(1− ǫ)Ep[|ψλ(Xi)|p′d ] + ǫEg[|ψλ(Xi)|p′d ]
n(p
′
d/2−1)
1p′
d
≥2
≤
∑
λ∈Λj
2Dj2Dj(p
′
d/2−1) + ǫ2Djp
′
d/2
n(p
′
d/2−1)
1p′
d
≥2
≤
∑
λ∈Λj
2Djp
′
d/2
n(p
′
d/2−1)
1p′d≥2 ≤ 2Dj1p′d≥2
While the first term is bounded as∑
λ∈Λj
(
E |ψλ(X)|2
)p′d/2
≤
∑
λ∈Λj
(
(1 − ǫ)E
p
|ψλ(X)|2 + ǫE
g
|ψλ(X)|2
)p′d/2
≤
∑
λ∈Λj
(
(1− ǫ) ‖p‖∞ + ǫ2Djwλ
)p′d/2
where wλ is
∫
1supp(ψλ)g(x)dx. Since we know that at
any point at most finitely many wavelets intersect
∑
wλ ≤
c
∫
g(x)dx = c.
For p′d ≤ 2 by Jensen’s we have,
2Dj
 1
2Dj
∑
λ∈Λj
(1− ǫ) ‖p‖∞ + ǫ2Djwλ
p
′
d/2
≤ 2Dj (c+ ǫ)p′d/2 ≤ 2Dj
For p′d ≥ 2 again by Jensen’s, we have,
(1− ǫ)2Dj+(ǫ2Dj)p′d/2 ‖w‖p′d/2p′
d
/2
≤ 2Dj + (ǫ2Dj)p′d/2
where we have used the fact that ‖w‖p′d/2 ≤ ‖w‖1.
Since 2Dj0 ≤ (1/ǫ) Dσg+D/pd , for every j ≤ j0, ǫ ≤
2−j(σg+D/pd). This implies
(ǫ2Dj)p
′
d/2 ≤ 2j(D/p′d−σg)p′d/2 = 2j(D/2−σgp′d/2) ≤ 2Dj
In conclusion, the sum of the variance terms at any reso-
lution j (not too large) is bounded by 2Dj/p
′
d . Therefore,
we have an upper bound for the variance term, which is the
same as usual, i.e.,
j0∑
j=0
2−j(σd+D/2−D/pd)n−1/22Dj/p
′
d
≤
j0∑
j=0
2j(D/2−σd)n−1/2
≤ 1√
n
+
2j0(D/2−σd)√
n
It only remains to bound the last term, or the misspecifica-
tion error i.e.
ǫ
1− ǫdF
(
E
g
[p̂n], 0
)
Applying the lemmas 15, 14 as above we have for any con-
tamination density g, dF (Eg[p̂n], 0) ≤
Ld
‖αg‖p′d + j0∑
j=0
2−j(σd+D/2−D/pd) ‖βgλ‖p′d
 (11)
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By convexity we have,
‖βgλ‖p′d =
∑
λ∈Λj
|E
g
ψλ(X)|p
′
d
1/p
′
d
≤
∑
λ∈Λj
E
g
|ψλ(X)|p
′
d
1/p
′
d
≤
E
g
∑
λ∈Λj
|ψλ(X)|p
′
d
1/p
′
d
and we can interchange the expectation and sum in the last
step because g is compactly supported which implies there
are only finitely many non-zero terms to sum. The compact-
ness of the wavelets implies only finitely many wavelets
overlap at a point. So we have,∫ ∑
λ∈Λj
|ψλ(x)|p
′
d
 g(x)dx ≤ c2Djp′d/2
=⇒ ‖βgλ‖p′d ≤ c2
Dj/2 (12)
where c might depend on the dimension. So we obtain the
bound, (where the α term is bounded in the same way by a
constant)
ǫ
1− ǫdF
(
E
G
[p̂n], 0
)
≤ cǫ
1 + j0∑
j=0
2−j(σd+D/2−D/pd)2Dj/2

= cǫ
1 + j0∑
j=0
2j(D/pd−σd)

≤ cǫ
(
1 + 2j0(D/pd−σd)
)
Therefore, our upper bound is .
1√
n
+ n
−
σg+σd
2σg+D + n
−
σg+σd+D/p
′
d−D/pg
2σg−2D/pg+2D/p
′
d
+D+
ǫ+ ǫ
σg+σd
σg+D/pd + ǫ
σg+σd+D/p
′
d−D/pg
σg−D/pg+D
A.2.2. SPARSE CASE: p′d ≥ pg
In this section let p̂n be the wavelet thresholding estimator
of p introduced by (Donoho et al., 1996);
p̂n =
∑
k∈Z
α̂kφk +
j0∑
j=0
∑
λ∈Λj
β̂λψλ +
j1∑
j=j0
∑
λ∈Λj
β˜λψλ
where we threshold the higher resolution terms i.e.
αpk = E
X∼p
[φk(X)]
βpλ = E
X∼p
[ψλ(X)]
α̂k =
1
n
n∑
i=1
φk(Xi)
β̂λ =
1
n
n∑
i=1
ψλ(Xi)
β˜λ = β̂λ1{β̂λ>t}
with threshold t = K
√
j/n, where K is a constant to be
specified later, and
2j0 =
√
n
1
σg+D/2
2j1 =
√
n
1
σg+D/2−D/pg ∧ ǫ− 1σg+D−D/pg
We will use a scaled version of this estimator i.e. 11−ǫ p̂n.
We can write this estimator as 11−ǫ p̂ +
1
1−ǫ r̂, where p̂ is
the linear wavelet estimator with j0 terms and r̂ is the non-
linear part of the above estimator. We use this decomposi-
tion to write the error as the sum of the error of the linear
part, non-linear part, the bias and the misspecification.
E dF
(
p̂+ r̂
1− ǫ , p
)
≤ 1
1− ǫ E dF
(
p̂, E
(1−ǫ)p+ǫg
[p̂]
)
+ dF
(
E
(1−ǫ)p+ǫg
[
p̂
1− ǫ ] +
r̂
1− ǫ , p
)
Here we first use the triangle inequality to decompose the
error into the variance of the linear estimator p̂ and the rest
of the error. We can then write the rest of the error as
the distance between the non-linear part of the estimator
r̂ and the expected value of the linear version of this part
i.e. E q̂ = E p̂ where q̂ is the linear wavelet estimator with
j1 terms plus the bias and misspecification error of q̂.
≤ 1
1− ǫ E dF
(
p̂, E
(1−ǫ)p+ǫg
[p̂]
)
+ dF
(
E
(1−ǫ)p+ǫg
[
p̂
1− ǫ ] +
r̂
1− ǫ , E(1−ǫ)p+ǫg[
q̂
1− ǫ ]
)
+ dF
(
E
(1−ǫ)p+ǫg
[
q̂
1− ǫ ], p
)
≤ 1
1− ǫ E dF
(
p̂, E
(1−ǫ)p+ǫg
[p̂]
)
+ dF
(
r̂
1− ǫ , E(1−ǫ)p+ǫg[
q̂
1− ǫ ]− E(1−ǫ)p+ǫg[
p̂
1− ǫ ]
)
+ dF
(
E
p
[q̂], p
)
+
ǫ
1− ǫdF
(
E
g
[q̂], 0
)
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Then we can bound each of the above terms separately
as before. We can immediately bound the bias term as
above using lemma 12 (since this is just the bias of a lin-
ear wavelet estimator with j1 terms) by
2−j1(σg+σd+D/p
′
d−D/pg)
We can also similarly bound the mis-specification error as
this is simply the misspecification error of a linear wavelet
estimator with j1 terms. We then have an upper bound of
ǫ2j1(D/pd−σd).
For the variance term we have that
E |ψλ(X)|p
′
d ≤ ‖p‖∞ 2Dj(p
′
d/2−1) + ǫ2Djp
′
d/2
Since 2Dj1 ≤ ǫ− Dσg+D−D/pg ≤ 1/ǫ, ǫ ≤ 2−Dj for all j ≤
j1 . This implies that for all j ≤ j1 the second term above
is always smaller than the first i.e.
E
(1−ǫ)p+ǫg
|ψλ(X)|p
′
d ≤ ‖p‖∞ 2Dj(p
′
d/2−1) (13)
So we can use lemma 11 to bound the variance above
E dF (p̂n, E
(1−ǫ)p+ǫg
[p̂n]) ≤ c
(
1√
n
+
2j0(D/2−σd)√
n
)
So, it only remains to bound the risk of the non-linear terms
i.e.
dF
(
r̂
1− ǫ , E(1−ǫ)p+ǫg[
q̂ − p̂
1 − ǫ ]
)
From lemmas 14 and 15 we will upper bound the following:
j1∑
j=j0
2−j(σd+D/2−D/pd)
∑
λ∈Λj
E |(1 − ǫ)βpλ + ǫβgλ − β˜λ|p
′
d
1/p
′
d
We will need the following moment and large deviation
bounds from (Uppal et al., 2019):
Lemma 17. (Moment Bounds) Let X1, . . . , Xn ∼ p,
m ≥ 1 s.t. there is a constant c with Ep |ψλ(X)|m ≤
c2Dj(m/2−1). Let
γpλ = E[ψλ(X)],
γ̂λ =
1
n
n∑
i=1
ψλ(Xi),
Then for all j s.t. 2Dj ∈ O(n),
E[|γ̂jk − γjk|m] ≤ cn−m/2.
where c = cm
(
Ep |ψλ(X)|2
)m/2
is a constant.
Lemma 18. (Large Deviations) Let X1, . . . , Xn ∼ p such
that for a constant c, Ep |ψλ(X)|2 ≤ c. Let
γpλ = E[ψλ(X)],
γ̂λ =
1
n
n∑
i=1
ψλ(Xi),
Let l =
√
j/n and γ > 0, then, for all j s.t. 2Dj ∈ o(n),
we have,
Pr(|γ̂λ − γλ| > (K/2)l) ≤ 2× 2−γnl
2
whereK large enough such that
K2
8(c+ ‖ψǫ‖∞ (K/3))
> log 2γ
Both moment and large deviation bounds from above hold
for all j s.t. Ep |ψλ(X)|m ≤ c2Dj(m/2−1) which we have
show to hold for all j ≤ j1 (see equation 13).
We follow the procedure of (Donoho et al., 1996) and
(Uppal et al., 2019) and break up the term into different
cases. The first two of which correspond to the situation
where the empirical estimate and the true value of the co-
efficient are far apart. Using the large deviation bounds
above we show that the probability of this happening is neg-
ligible. This leaves with two cases to consider: when the
estimate β̂λ and the true coefficient are either both small
or both large. We show that both of these cases reduce to
the same term which we then bound using the properties of
Besov spaces and the compactness of all densities consid-
ered.
1. Let A be the set of λ ∈ Λj s.t. β̂λ > t and (1− ǫ)βpλ+
ǫβgλ < t/2 and r ≥ 1/p′d then by Ho¨lder’s inequality,
j1∑
j=j0
2−j(σd+D/2−D/pd)×
∑
λ∈Λj
E |βpλ − β˜λ|p
′
d1A
1/p
′
d
≤
j1∑
j=j0
2−j(σd+D/2−D/pd)×
∑
λ∈Λj
(E |βpλ − β˜λ|p
′
dr)1/r Pr(A)1/r
′
1/p
′
d
.
Using the large deviation and moment bound we get
an upper bound,
j1∑
j=j0
c2−j(σd+D/2−D/pd)
(
2Djn−p
′
d/22−jγ/r
′
)1/p′d
≤ cn−1/22−j0(σd−D/2+γ/p′dr′)
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which is negligible compared to the linear term for
large enough γ.
2. Let B be the set of λ ∈ Λj s.t. β̂λ < t and (1− ǫ)βpλ+
ǫβgλ > 2t then same as above
j1∑
j=j0
2−j(σd+D/2−D/pd)
∥∥βpλ + ǫβGλ ∥∥p′d 2−γj/p′d
≤ 2−j0(σd+σ′g+γ)
+ ǫ
j1∑
j=j0
2−j(σd+D/2−D/pd)2−γj/p
′
d
∥∥βGλ ∥∥p′d
≤ 2−j0(σd+σ′g+γ) + ǫ2j0(D/pd−σd−γ/p′d)
which is negligible compared to the bias term and the
misspecification error for large enough γ.
In other words, for the upper bounds of the first two
cases we have chosen γ (which in turn determines
the value of the constant K for the threshold t =
K
√
j/n) to be large enough so that the exponent of
2j in the upper bound of these two terms is negative.
This enables us to upper bound the geometric series
(as a sum of j) by a constant multiple of the first term.
3. LetC be the set of λ s.t. β̂λ > t and (1−ǫ)βpλ+ǫβgλ >
t/2 then for any pg ≤ s ≤ p′d,
j1∑
j=j0
2−j(σd+D/2−D/pd)×
(∑
k∈C
E |(1 − ǫ)βpλ + ǫβgλ − β˜λ|p
′
d
)1/p′d
≤
j1∑
j=j0
C2−j(σd+D/2−D/pd)
√
j
s/p′d×
‖(1− ǫ)βpλ + ǫβgλ‖s/p
′
d
s√
n
1−s/p′d
where we have used the moment bound and the lower
bound on (1− ǫ)βpλ + ǫβgλ.
4. LetE be the set of k s.t. β̂λ < t and (1−ǫ)βpλ+ǫβgλ <
2t then for any pg ≤ s ≤ p′d:
j1∑
j=j0
2−j(σd+D/2−D/pd)
(∑
λ∈E
|βpλ|p
′
d
)1/p′d
≤
j1∑
j=j0
2−j(σd+D/2−D/pd)×
∑
λ∈Λj
|(1 − ǫ)βpλ + ǫβgλ|s(2t)p
′
d−s
1/p
′
d
=
j1∑
j=j0
2−j(σd+D/2−D/pd)
√
j
s/p′d×
‖(1− ǫ)βpλ + ǫβgλ‖s/p
′
d
s√
n
1−s/p′d
where we have used the upper bound on (1 − ǫ)βpλ +
ǫβgλ.
Now both 3 and 4 above are bounded, for any s ∈ [pg, p′d],
by the following where we omit the
√
j term since it only
contributes a factor of polylog of n or ǫ to the upper bound.
j1∑
j=j0
2−j(σd+D/2−D/pd)
‖βpλ‖s/p
′
d
s + ǫ
s/p′d
∥∥βGλ ∥∥s/p′ds√
n
1−s/p′d
We now bound
∥∥βGλ ∥∥s as in equation 12 to get,
≤
j1∑
j=j0
2−j(σd+D/2−D/pd)
‖βpλ‖s/p
′
d
pg
+ ǫs/p
′
d(2Dj/2)s/p
′
d
√
n
1−s/p′d
≤
j1∑
j=j0
2−j(σd+D/2−D/pd)
max
 ‖βpλ‖s/p′dpg√
n
1−s/p′d
,
ǫs/p
′
d(2Dj/2)s/p
′
d
√
n
1−s/p′d
 .
Let A be the set of j s.t. ‖βpλ‖pg ≥ ǫ2Dj/2 and B =
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[j0, j1] \A. Then the above is upper bounded by
≤
∑
j∈A
2−j(σd+D/2−D/pd)
‖βpλ‖pg/p
′
d
pg√
n
1−pg/p′d
+
∑
j∈B
2−j(σd+D/2−D/pd)ǫ2Dj/2
≤
j1∑
j=j0
2−j(σd+D/2−D/pd)
‖βpλ‖pg/p
′
d
pg√
n
1−pg/p′d
+
j1∑
j=j0
ǫ2−j(σd−D/pd)
≤ n1/2(pg/p′d−1)2−jm((σg+D/2)pg/p′d+σd−D/2)
+ ǫ2j1(D/pd−σd)
where the second term is bounded by the mis-specification
error.
At the given values of j0 and j1 this gives us an upper
bound of
1√
n
+
√
n
−
σg+σd
σg+D/2 +
√
n
−
σg+σd+D/p
′
d−D/pg
σg+D/2−D/pg +
ǫ+ ǫ
σg+σd+D/p
′
d−D/pg
σg+D−D/pg
B. Lower Bounds
In this section we prove our lower bounds. We first provide
lower bounds in the case of structured contamination since
these also hold for the case of unstructured contamination.
We then provide additional lower bounds that are specific
to the unstructured case.
B.1. Structured Contamination
We assume here that G has a density that lives in a Besov
space i.e. Fc = Bσcpc,qc .
Proof. We will use Fano’s lemma to imply lower bounds
here.
First we show that the lower bounds on the risk in the set-
ting of no contamination also bound the risk in the contam-
inated setting. The key idea here is that if the set of den-
sities chosen to provide bounds in the uncontaminated set-
ting (when ǫ = 0) are perturbations of a “nice” density p0,
then in the contaminated setting we can choose our contam-
ination density to be this nice density g0. This will imply
that the contamination does not affect the samples i.e. the
samples are generated merely from the perturbation (since
(1− ǫ)(g0+ pτ ) + ǫg0 = g0+ (1− ǫ)pτ where pτ is some
perturbation).
We first state Fano’s lemma.
Lemma 19. (Fano’s Lemma; Simplified Form of Theorem
2.5 of (Tsybakov, 2009)) Fix a family P of distributions
over a sample space X and fix a pseudo-metric ρ : P ×
P → [0,∞] over P . Suppose there exists a set T ⊆ P
such that there is a p0 ∈ T with p≪ p0 ∀p ∈ T and
s := inf
p,p′∈T
ρ(p, p′) > 0 , sup
p∈T
DKL(p, p0) ≤ log |T |
16
,
where DKL : P × P → [0,∞] denotes Kullback-Leibler
divergence. Then,
inf
p̂
sup
p∈P
E [ρ(p, p̂)] ≥ s
16
where the inf is taken over all estimators p̂.
Now we choose our set of densities as,
p = p0 pτ = p0 +
1
(1− ǫ)cgfτ
g = p0 gτ = p0.
where p0+cgfτ ∈ Fg for every τ . Notice that the KL diver-
gence remains unchanged from the uncontaminated setting,
KL((1− ǫ)p0 + ǫp0, (1− ǫ)(p0 + 1
1− ǫcggτ ) + ǫp0)
= KL(p0, p0 + cgfτ )
i.e. the KL divergence doesn’t depend on the existence of
contamination. Neither does dFd(pτ , pτ ′). Since, 1 − ǫ ∈
[1/2, 1] we can treat it as a constant and only write cg
henceforth. Therefore we are essentially in the case of no
contamination i.e. if there exist densities p, pτ indexed by
τ such that they satisfy the assumptions of Fano’s lemma
then the conditions of Fano’s lemma are also satisfied for
(1− ǫ)p+ ǫg, (1− ǫ)pτ + ǫgτ . Moreover, the distance we
want to bound i.e. dFd(pτ , pτ ′) does not depend on the con-
tamination either. Therefore, we have a lower bound here
that is the same as the one in the setting with no contamina-
tion.
We note that the densities used to prove the lower bound
in (Uppal et al., 2019) are exactly of this form (see section
B of the appendix) ((Uppal et al., 2019) study the uncon-
taminated version of this problem). Therefore, their lower
bound (see Theorem 4) is implied here i.e.
C
 1√
n
+ n
−
σg+σd
2σg+D +
(
logn
n
)σg+σd−D/pg+D/p′d
2σg+D−2D/pg

Second, we consider the case where we “move” the per-
turbation so that the samples are generated from the same
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density. In particular, we first perturb the contamination
and then we move this perturbation to the true density i.e.
p = p0 p˜ = p0 +
ǫ
1− ǫcψǫ
g = g0 + cψǫ g˜ = g0
Then the KL divergence between the densities that generate
the samples is zero since they are the same ((1 − ǫ)p+ ǫg
is the same in both cases). It is easy to see that p˜, g both
live in the respective density classes i.e. Fg,Fc for a small
enough constant c. Using Le Cam’s two point argument i.e.
Lemma 20. (Le Cam (see section 2.3 of (Tsybakov,
2009))) Let P1, P2 be two probability measures on X s.t.
d(P1, P2) = s. IfKL(P1, P2) ≤ α <∞ then, for any P̂
E
Pi
[d(P̂ , Pi)] ≥ s
8
e−α
we have a lower bound that is the distance between p0 and
p0 +
ǫ
1−ǫψǫ i.e.
dFd(p0, p0 +
ǫ
1− ǫψǫ) = ǫ.
This section provided lower bounds on the risk that are min-
imax in the structured contamination setting. We now pro-
vide additional bounds that hold when we have no struc-
tural assumptions on the contamination.
B.2. Unstructured Contamination
Here we assume only that g is a compactly supported proba-
bility density. We will pick a single perturbation of a “nice”
density and use this to construct the contamination densi-
ties in such a way that the data is generated from the same
density. Hence, the KL divergence between the data gener-
ating densities will be zero. Then, as before, we can apply
Le Cam’s two point argument to bound the risk.
B.2.1. SPARSE OR LOWER SMOOTHNESS CASE
Let p = g0, p˜ = g0+cgψλ. Now we can pick densities g, g˜
such that
(1− ǫ)p+ ǫg = (1 − ǫ)p˜+ ǫg˜
if and only if
g − g˜ = (1− ǫ)
ǫ
(p˜− p)
integrates to zero and its L1 norm is ≤ 2 (see Lemma 6.6
of Liu and Gao). For p˜ to be a density in Fg we need
cg ≤ cmin(2−Dj/2, 2−j(σg+D/2−D/pg))
Since σg ≥ D/pg, we let cg = 2−j(σg+D/2−D/pg). From
the above constraint on the L1 of g − g˜ norm we need
cg
ǫ
2−Dj/2 ‖ψ‖∞ ≤ 2
This is equivalent to
2−j(σg+D−D/pg) ≤ cǫ
where c is a constant. We pick 2j = ǫ
− 1
σg+D−D/pg . We
also choose a simple discriminator i.e.
Ωd = {cdψλ}
where cd = 2
−j(σd+D/2−D/pd) so that Ωd ⊆ Fd. Then,
by 20 the minimax risk is lower bounded by
dFd(p, p˜) ≥ dΩd(p, p˜)
& cgcd
= c2−j(σg+σd+D−D/pg−D/pd)
= ǫ
σg+σd+D/p
′
d−D/pg
σg+D−D/pg .
