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向量  以及移動速度 ，此處位置向量pX pV
{ }KjcX jpp ,...,2,1,, ==  包含K個群聚中心 ,而
且
jpc ,
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),( ji cxcorr ix
ji Cx ∈ )，而 則表示加標資料
最後的分類結果錯誤。
),( ji cxerror ix
I 為指示函數，當













































Step5) 根據Equation 8 和Equation 9調整所
有個體移動的速度與位置。 
















5.121 == cc τ =0.75，以逐
漸調整個體移動的速度值。適應函數中
，50=ok γ =20， 以及 。 25.01 =s 8.12 =s
  Table 1為所提方法針對 Iris data得到的分
類結果；我們從 Iris versicolor和 Iris virginica
二個類別中分別抽取 100筆, 34筆和 25筆
進行加標，結果發現其分類錯誤率確實與加
標資料的學習有關，而且從表中我們還可看





    Fig.1 和 Fig. 2 分別以 3D plot 以及
one-dimensional 的方式來呈現資料的分類
結果，在 Fig.1(a)中，真實的 Iris data分佈情





Table 1 所提方法之分類結果 
 加標資料 = 100 加標資料 = 34 加標資料 = 25 
正確 錯誤 正確 錯誤 正確 錯誤 分類結果 
146 4 140 10 136 14 
MSE 102.6592 97.9849 97.6598 
centroids  (4.9608, 3.4893, 1.4179, 0.3063; 
  6.4106, 2.8230, 5.5318, 2.1189; 
 5.9869, 2.7984, 4.0956, 1.2498) 
(5.0231, 3.4036, 1.4483, 0.2672; 
6.5922, 2.9876, 5.6266, 2.0537; 
5.9400, 2.7542, 4.2904, 1.3214) 
(5.9287, 2.7601, 4.3227, 1.3620; 
4.9930, 3.4527, 1.4531, 0.2657; 









































































(d) labeled data = 25 (3D plot) 
 
Fig. 1 IRIS data的 3D plot 
 
 














































































































(b) labeled data = 100 






















































(c) labeled data = 34  






















































(d) labeled data = 25  
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