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Résumé
L'essor considérable de la technologie CMOS a permis l'accroissement de la den-
sité d'intégration selon la loi de Moore. Cependant, la poursuite de cette évolution
est en voie de ralentissement dû aux contraintes physiques et économiques. En par-
ticulier, une réduction importante des rendements de fabrication des systèmes sur
puce (SoC) est observée. Le déﬁ devient alors de pouvoir utiliser un maximum de
circuits tout en tolérant des défauts physiques présents en leur sein. Les circuits
reconﬁgurables de type FPGA (Field Programmable Gate Array) connaissent un
succès croissant car leurs performances et leurs capacités d'intégrer des applications
très complexes ont directement bénéﬁcié de l'évolution technologique. Le but de
cette thèse est de proposer une architecture de FPGA contenant des mécanismes
permettant de tolérer plus de 20% d'éléments défectueux après fabrication. La pre-
mière partie du manuscrit étudie les diﬀérentes architectures de FPGA (matricielles
et arborescentes), leurs avantages et leurs inconvénients ainsi que les diﬀérentes
techniques de contournement des défauts. Ces techniques peuvent être classées en
deux catégories : les techniques de redondance logicielles et matérielles. Au vue de
leurs performances, nous avons retenu les techniques suggérant l'ajout de redon-
dance matérielles. De plus, ces techniques sont adaptables à notre architecture de
FPGA. Dans la seconde partie de cette thèse, nous présentons l'architecture cible
matricielle (matrice de grappes ou groupes). Cette architecture combine les avan-
tages des architectures matricielles (sa généricité) et arborescentes (réduction du
taux d'utilisation de l'interconnexion). Les résultats démontrent qu'avec cette ar-
chitecture le taux d'utilisation de l'interconnexion est diminué d'environ 40% par
rapport à une architecture matricielle classique. La troisième partie de cette thèse
présente le développement d'une méthode d'identiﬁcation des blocs les plus critiques
contenus dans le FPGA ainsi que l'impact des diﬀérentes techniques de contourne-
ment retenues et proposées sur l'architecture et sur la criticité des blocs de base du
FPGA. Pour ﬁnir, nous déﬁnissons les performances des diﬀérentes techniques de
contournements en termes de tolérance aux défauts, de performances temporelles et
de surface. Ces techniques permettent de contourner en moyenne 25% de défauts
pour une augmentation de la surface de 30% et du délai du chemin critique de 10%.
Cependant, ces techniques ont un impact signiﬁcatif sur la surface du FPGA, c'est
pourquoi nous proposons des techniques de redondance locale appliquant les tech-
niques de redondance uniquement sur les blocs les plus critiques du FPGA. Ces
techniques permettent de tolérer un nombre important de défauts en minimisant
l'impact sur la surface et sur le délai du chemin critique (Dans le meilleur cas, 40%
de défauts sont contournés pour une augmentation de la surface d'environ 20% et
du délai de 10%). En conclusion, grâce à ces techniques de redondance locale, nous
sommes capable de tolérer plus de 20% de défauts dans l'architecture du FPGA. De
iii
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plus, le concepteur peut ﬁxer sa propre métrique en termes de surface, de délai du
chemin critique et de tolérance aux défauts.
iv
Abstract
The increasing integration density according to Moore's law is being slowed due
to economic and physical limits. However, this technological evolution involves an
higher number of physical defects after manufacturing circuit. As yield goes down,
one of the future challenges is to ﬁnd a way to use a maximum of fabricated circuits
while tolerating physical defects spread all over the chip. Fiel Programmable Gate
Array (FPGA) are integrated circuits that contain logic blocks and reconﬁgurable
interconnect. Their ability to integrate more complex applications, their ﬂexibility
and good performance make FPGAs the perfect target architecture. The aim of this
thesis is to propose an FPGA architecture containing mechanisms to tolerate more
than 20% of defective resources after manufacture. The ﬁrst part of the manuscript
studies the diﬀerent FPGA architectures (mesh and tree), their advantages and
disadvantages and diﬀerent defects bypass techniques. These techniques can be clas-
siﬁed into two categories : software and hardware redundancy techniques. In view
of their performance, we used hardware redundancy techniques. In addition, these
techniques can be easily adapted to our FPGA architecture. In the second part of
this thesis, we present the target architecture called Mesh of Clusters (MoC). This
architecture combines the advantages of mesh architectures (genericity) and tree
(reduction of the interconnect). The results shows that with MoC architecture the
utilization of the interconnect is reduced by 40% compared to mesh architecture.
The third contribution of this thesis is the development of a method to identify the
most critical blocks in the FPGA and the impact of all bypass techniques on the
architecture and on the criticality. Finally, we deﬁne the performance of all bypass
techniques in terms of defect tolerance, timing and area overhead. The best results
shows that around 25% defects can be bypassed bypassed for an area overhead
of 30% and timing overhead of 10%. However, these techniques have a signiﬁcant
impact on the FPGA area, that's why we propose local redundancy techniques ap-
plying redundancy techniques only on the most critical blocks of the FPGA. These
techniques can tolerate a large number of defects with a minimal impact on the
surface and on the timing (For the best case, 40% defects can be bypassed for an
area overhead of 20% and timing overhead of 10%). Finally, thanks to these local re-
dundancy techniques, we are able to tolerate more than 20% of defect on the FPGA
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Chapitre 1
Introduction
1 Contexte de recherche
Depuis les années 70, la capacité de l'industrie du semi-conducteur à suivre la loi
de Moore a permis l'essor considérable de la technologie CMOS. Cet essor conduit
à une amélioration des performances ainsi qu'à un accroissement de la densité d'in-
tégration. En eﬀet, Gordon E. Moore, cofondateur de la société Intel, démontre dès
1965 dans son article [54], que le nombre de transistors par circuit de même taille
double, à prix constant, tous les ans. Il porte par la suite ce délai à 18 mois et
en déduit que la puissance des ordinateurs augmente de manière signiﬁcative (voir
ﬁgure 1.1). Cette loi, fondée sur un constat empirique, a été vériﬁée jusqu'à aujour-
d'hui. Cependant, il déclare que cette croissance des performances et de la densité
d'intégration se heurterait à une limite physique (due à la taille des atomes) aux
alentours de 2017.
Figure 1.1  loi de moore
Pour anticiper cette baisse de performances, l'International Technology Roadmap
for Semiconductors (ITRS) a été créée. La première version de cette feuille de route
du semi-conducteur a été publiée en 1999 par la Semiconductor Industries Associas-
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tion (SIA). L'objectif de l'ITRS est de proposer la meilleure orientation possible en
termes de recherche et de développement des semi-conducteurs pour les 15 années
à venir. En 2013, la dernière version de l'ITRS suggère qu'à l'horizon 2025 la taille
des transistors des circuits CMOS descendrait en dessous de 10nm. Cependant, la
poursuite de cette évolution est en voie de ralentissement dû aux contraintes phy-
siques et économiques. En particulier, une réduction importante des rendements de
fabrication des systèmes sur puce (SoC) est observée. Elle s'accompagne de coûts de
fabrication très importants. Ce changement induit un bouleversement des pratiques
de conception. Les concepteurs ne doivent plus raisonner en termes de circuits seule-
ment bons ou mauvais après test de production mais le déﬁ devient alors de pouvoir
utiliser un maximum de circuits tout en tolérant des défauts physiques présents en
leur sein. La réponse à ce déﬁ aura des répercussions sur les modèles des dispositifs,
l'architecture, la sûreté de fonctionnement, la sécurité et les outils de CAO. De plus,
avec l'augmentation de la densité d'intégration, le nombre de défauts de fabrication
tend à augmenter [17] [64] [67] [68]. On estime à près de 20% le nombre d'éléments dé-
fectueux dans un circuit après fabrication [17] [56]. Ces défauts peuvent survenir sur
les masques de silicium et engendrent une variation dans le comportement électrique
des transistors et des connexions [54]. Dans les cas les plus extrêmes, ces défauts
peuvent aussi engendrer un dysfonctionnement dans le comportement du circuit in-
tégré. Un défaut représente une imperfection physique comme une connexion coupée,
un défaut dans la structure d'un transistor entraînant un dysfonctionnement (collage
à 0 ou à 1, crosstalk, etc...) permanent. Dans cette thèse, nous allons donc nous in-
téresser aux techniques permettant de corriger les défauts comme les collages ou les
courts-circuits. Les collages conduisent au blocage d'un signal dans un état logique
(0 ou 1) et les courts-circuits sont modélisés par un pont créé entre les deux broches
d'un composant (par exemple un transistor) modiﬁant donc son comportement. Les
circuits reconﬁgurables de type FPGA (Field Programmable Gate Array) sont des
circuits intégrés qui contiennent des blocs logiques ainsi que des blocs d'intercon-
nexions reconﬁgurables. Ils connaissent un succès croissant car leurs performances
et leur capacité d'intégrer des applications très complexes ont directement bénéﬁcié
de l'évolution technologique. Ces circuits accroissent en permanence leur part de
marché relativement aux ASIC (Application Speciﬁc Integrated Circuit). En eﬀet,
comparé aux ASICs, un FPGA oﬀre la possibilité d'être reconﬁguré à l'inﬁni et son
temps de développement ainsi que son temps de mise sur le marché sont beaucoup
plus courts. L'architecture cible de cette thèse sera donc une architecture de FPGA
dans laquelle des mécanismes capables de maintenir le fonctionnement du circuit
malgré la présence de défauts seront inclus.
2 Cadre de la thèse
Cette thèse se déroule dans le cadre du projet Robust FPGA ﬁnancé par l'ANR
dont les partenaires sont : le LIP6 dont le travail est de fournir l'architecture du
FPGA en y incorporant les solutions pour le contournement des défauts, le TIMA
qui doit fournir des outils de Tests et diagnostic ainsi qu'une cartographie des défauts
du FPGA, Telecom ParisTech qui doit fournir un outil d'analyse de la criticité des
blocs composant le FPGA ainsi que des blocs robustes, et pour ﬁnir l'entreprise
FlexRas qui développe les outils de conﬁgurations. Une nouvelle architecture de
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FPGA nommée Mesh of Clusters est proposée. Cette thèse a été réalisée au sein du
département "Systèmes Embarqués sur Puce" (SOC) du Laboratoire d'Informatique
de Paris 6 (LIP6) et fait suite aux travaux réalisés au sein du laboratoire sur les
diﬀérentes architectures des FPGAs ainsi que sur les outils de génération de circuits
intégrés.
3 Objectif
Dans le contexte de la tolérance aux défauts, notre objectif est de proposer dans
un premier temps une architecture de FPGA permettant l'ajout de mécanismes de
contournement des défauts. Pour cela, nous nous appuierons sur les divers travaux
étudiant les performances des diﬀérentes architectures de FPGAs existantes. Dans
un deuxième temps, notre objectif est de proposer des mécanismes de contournement
des défauts via l'utilisation de techniques de redondance logicielles et matérielles au
sein du FPGA. Cette étude a été étoﬀée par la mise en place d'une redondance
à diﬀérents niveaux de granularité. Ce qui signiﬁe que la redondance peut aussi
bien être appliquée aux blocs de base du FPGA mais aussi à l'intérieur de ceux-ci.
Cependant, l'ajout de matériel dans l'ensemble du FPGA va augmenter sa surface
de façon conséquente. Notre problématique se focalise donc sur la mise en place
d'une redondance dans le FPGA en trois étapes :
Sélection du niveau de granularité
Notre but est de déﬁnir à quel niveau il est plus intéressant d'ajouter cette
redondance. L'objectif étant de ne pas trop augmenter la surface du FPGA par
rapport au gain en robustesse. Nous voulons évaluer l'impact d'une redondance à
gros grain (connexions supplémentaires ajoutées entre les blocs de base du FPGA)
ainsi que d'une redondance à grain ﬁn (redondance à l'intérieur des blocs de base
du FPGA) en termes de délai et de surface.
Identiﬁcation des blocs critiques
Notre but est de proposer une méthode permettant d'identiﬁer les blocs les plus
critiques dans l'architecture du FPGA. Le FPGA est représenté par un graphe com-
posé de sous-graphes et de n÷uds. La criticité des blocs composant le FPGA est
déﬁnit en fonction du nombre de connexions par n÷ud et des paramètres architec-
turaux. Nous pourrons établir à partir de ce calcul une hiérarchie des blocs les plus
critiques présents dans le FPGA.
Redondance ciblée
Notre but est d'appliquer une redondance ciblée sur les blocs les plus critiques
dans le but de diminuer l'impact des techniques de redondances sur la surface et
le délai. Le choix de cette redondance ciblée sera proposé au concepteur lors de la
création de l'architecture. En eﬀet, celui-ci aura la possibilité de choisir d'optimiser
la tolérance aux défauts, le délai ou la surface de son FPGA.
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4 Contenu du mémoire
L'objectif principal de cette thèse est de développer une architecture de FPGA
tolérante aux défauts de fabrication, nous commençons donc par présenter les dif-
férentes architectures de FPGAs existantes ainsi qu'un état de l'art des diﬀérentes
techniques de contournement des défauts dans le chapitre 2. Ces techniques peuvent
être classées en deux catégories :
 Des techniques de contournement dîtes logicielles lorsque le contournement est
réalisé par les outils de conﬁgurations. Le principal avantage de ces techniques
est qu'aucun matériel supplémentaire n'est ajouté à l'architecture de base du
FPGA pour réaliser le contournement des défauts.
 Des techniques de contournement dîtes matérielles lorsque des ressources de
secours sont ajoutées à l'architecture du FPGA pour réaliser le contournement
des défauts.
Nous présentons ensuite une synthèse des performances de ces diﬀérentes tech-
niques dans le but de choisir celles qui seront utilisées sur l'architecture de notre
FPGA.
Nous présentons dans le chapitre 3 l'architecture de FPGA cible de cette thèse :
l'architectureMesh of Clusters. Les travaux de cette thèse consistent à pouvoir géné-
rer n'importe quelle architecture de FPGA Mesh of Clusters capable de tolérer des
défauts présents en son sein. Nous détaillerons donc le ﬂot de conception du FPGA
partant du générateur d'architecture Mesh of Clusters jusqu'au placement/routage
de diverses applications. Nous concluons ce chapitre par une exploration des per-
formances de l'architecture en fonction du nombre d'éléments logiques, du nombre
d'entrées/sorties des diﬀérents blocs composants notre FPGA par rapport aux ar-
chitectures industrielles.
Nous déterminons, dans le chapitre 4, pour commencer le niveau de criticité
des blocs présents dans le FPGA Mesh of Clusters. Ce calcul va nous permettre
d'identiﬁer les blocs les plus critiques de notre architecture. Puis, nous décrivons
les modiﬁcations architecturales nécessaires pour adapter les diﬀérentes techniques
de contournement des défauts retenues dans le chapitre 2 ainsi que pour les trois
nouvelles techniques de contournement présentées dans cette thèse. Nous calculons
aussi l'impact de ces solutions sur la criticité des diﬀérents blocs composant notre
FPGA.
Nous présentons dans le chapitre 5 les performances du contournement logiciel
grâce aux outils de placement/routage, puis les performances des diverses solutions
de contournement retenues. Notre but étant de fournir un FPGA tolérant aux dé-
fauts de fabrication, grâce à l'étude de criticité eﬀectuée au chapitre 4, nous pro-
posons et évaluons les performances des techniques de redondance ciblées sur les
éléments les plus critiques de notre FPGA.
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Nous terminons par une conclusion et des perspectives.
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Ce chapitre est consacré à la présentation des diverses architectures de FPGA
ainsi qu'aux diﬀérentes techniques de contournement des défauts. Nous commen-
çons par détailler les spéciﬁcités des FPGA puis nous déﬁnirons les avantages et les
inconvénients de chacune des architectures présentées. Enﬁn, nous présenterons les
diﬀérentes techniques de contournement des défauts pouvant être classées en deux
catégories : les techniques de redondances logicielles et matérielles.
2 Architectures des FPGAs
Les Field Programmable Gate Arrays (FPGAs) ont été développés depuis 1985.
Grâce à l'évolution technologique ces circuits n'ont cessé de se développer et de nom-
breux fabricants se sont depuis lancés dans la fabrication de FPGAs (Xilinx, Altera,
Actel...). Proﬁtant de l'évolution technologique, un FPGA peut maintenant contenir
plusieurs millions de portes logiques [51]. Ces circuits sont composés d'éléments lo-
giques interconnectés entre eux par des ressources de routage. La particularité d'un
FPGA vient de sa reconﬁgurabilité. Les éléments logiques ainsi que le réseau d'inter-
connexion peuvent être reconﬁgurés dans le but de supporter une autre application.
En eﬀet, les FPGAs sont composés de blocs mémoire qui permettent de conﬁgu-
rer et de ﬁger la fonctionnalité du circuit. Il existe plusieurs types de FPGA (les
SRAM-based FPGA, les Flash-based FPGA et les Antifuse-based FPGAs), classés en
fonction de la manière dont ils sont programmés. La majorité des FPGAs utilisent
des mémoires statiques (Fig 2.1) et sont appelés SRAM-based FPGA.
La conﬁguration du FPGA est chargée dans une mémoire statique. La cellule
a besoin d'être activée pour pouvoir charger la conﬁguration. Ce type de mémoire
peut être conﬁguré via une source externe comme une mémoire ﬂash ou via un pro-
cesseur. Les FPGAs du commerce fabriqués par Xilinx et Altera utilisent ce type de
conﬁguration. Les Flash-based FPGA quant à eux ne sont pas équipés de mémoire
statique et gardent leur conﬁguration même quand ils ne sont pas alimentés. Le
principal avantage de cette technologie est qu'elle consomme moins et est aussi tolé-
rante aux radiations, c'est pourquoi elle est principalement utilisée dans le domaine
médical. Enﬁn, les Antifuse-based FPGAs sont composés d'une série de fusibles et
sont principalement utilisés dans le domaine spatial. Ces fusibles sont brûlés lors de
7
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Figure 2.1  Cellule SRAM
la conﬁguration du FPGA. Il n'est donc pas possible de le reprogrammer. Cepen-
dant, tout comme les Flash-based FPGA ils consomment moins que ceux équipés
d'une mémoire statique (SRAM-based). Pour ﬁnir, les SRAM-based FPGA sont les
FPGA les plus répandus, c'est pourquoi nous avons choisi de développer un FPGA
composé de ce type de mémoire.
2.1 Les diﬀérentes architectures des FPGAs
Un FPGA est composé d'une matrice d'éléments logiques appelés Conﬁgurable





Figure 2.2  Architecture d'un FPGA
Chaque CLB est composé de BLEs (Basic Logic Element) utilisés pour implé-
menter la partie logique du circuit. Un CLB est donc caractérisé par le nombre de ses
entrées I et par le nombre N de BLE qu'il contient. Dans les FPGAs modernes ce
nombre de BLE peut varier de 3 à 12 et chaque BLE peut être connecté à n'importe
quelle entrée I du CLB ou à un autre BLE comme indiqué par la ﬁgure 2.3.a). Un
BLE est composé d'un ensemble de tables de transcodage (Look Up Table : (LUT )
en anglais) ainsi que d'une bascule D pour implémenter les fonctions de bases grâce
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au bloc mémoire (SRAM), suivie d'un multiplexeur. Un BLE est composé de k Look
Up Table ce qui permet d'implémenter une fonction logique à k entrées et une sortie
et nécessite 2k blocs mémoire pour la conﬁguration. La bascule D quant à elle per-
met de choisir entre un fonctionnement logique ou séquentiel. Ensemble les LUT et
la bascule D forme un Basic Logic Element (BLE illustré ﬁgure 2.3.b)). Des études
ont montré que la meilleure architecture de LUT en termes de performances est une
LUT ayant 4 entrées [60] [2].
Figure 2.3  Architecture d'un CLB/BLE
Les éléments logiques sont connectés entre eux et aux entrées/sorties grâce au ré-
seau d'interconnexion. Ce réseau est programmé de la même manière que les éléments
logiques avec des RAMs statiques. L'ensemble permet de conﬁgurer complètement
le FPGA. En théorie, il est donc possible de charger n'importe quelle fonction lo-
gique sur un FPGA. Enﬁn, la reprogrammation de l'ensemble des SRAM permet de
reconﬁgurer entièrement le circuit et donc de changer l'application ou la fonction du
FPGA. Pour ﬁnir, lors de la conﬁguration du FPGA, la netlist contenant l'ensemble
des connexions est envoyée au FPGA. Le placement des blocs logiques et la manière
dont ils sont interconnectés est alors déﬁni par un algorithme de placement et de
routage.
FPGA matriciel (Mesh)
L'architecture la plus répandue et utilisée dans le commerce est l'architecture
matricielle (Mesh) [10] [11] [18] [69] [34] [59] appelée aussi architecture de type îlot
(Island style). Elle est composée d'une matrice de tuiles en deux dimensions, chaque
tuile étant composée d'éléments logiques (CLB) et de ressources d'interconnexions
avec des blocs de Connexions (C) et des Switch boxes (S comme indiqué sur la ﬁgure
2.4). Les blocs de connexions C sont utilisés pour connecter les éléments logiques
au réseau d'interconnexion tandis que les Switchs boxes permettent de connecter
l'ensemble des blocs de connexions C.
Ce réseau d'interconnexion en 2 dimensions organisé en lignes et en colonnes
est distribué tout autour des éléments logiques et permet de connecter n'importe
quels éléments logiques entre eux ou aux entrées/sorties du FPGA. Le nombre de
connexions (CW) entre les Switch boxes et les blocs de connexions représente le canal
de routage (CR) du FPGA. Ces blocs d'interconnexions diﬀèrent par leurs topologies
2. ARCHITECTURES DES FPGAS 9
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Figure 2.4  Mesh-based FPGA
et leur ﬂexibilité. Pour les blocs de connexions (C), la ﬂexibilité est déﬁnie par le
nombre de ﬁls de routage du bloc d'interconnexions auxquels les entrées/sorties d'un
bloc logique peuvent être connectées. Elle peut donc être déﬁnie par deux paramètres
Fcin et Fcout (Fcin représente le nombre de connexions entre le bloc d'interconnexions
et les entrées du bloc logique et Fcout entre le bloc d'interconnexions et les sorties
du bloc logique). Par exemple, dans la ﬁgure 2.5.a), chaque CLB peut être connecté
à deux ﬁls du bloc de Connexions (C), la ﬂexibilité sera donc Fcin = Fcout = 2.
Les Switchs boxes utilisées pour interconnecter les blocs de Connexions au canal de
routage (CR) ont plusieurs topologies. En eﬀet, il existe des Switchs boxes avec une
topologie appelée disjoint [32], ou wilton [70] et pour ﬁnir universel [20]. La topologie
va déﬁnir le nombre de connexions entre le canal de routage et chaque entrée d'un
même bloc de Connexions (C). Ce nombre permet de déﬁnir la ﬂexibilité des Switch
boxes Fs. Par exemple, dans la ﬁgure 2.5.b), chaque segment en pointillés représente
une connexion possible. Il y a 3 connexions possible, La ﬂexibilité est donc Fs = 3.
Le canal de routage est formé de ﬁls de routage permettant de connecter les blocs
Connexions et les Switch boxes. Le nombre de ﬁls du canal de routage CW est
appelé largeur (ou taille) du canal. Cette taille est la même pour toute l'architecture
du FPGA. La taille du canal de routage doit être ﬁxée avant la fabrication du FPGA
par le concepteur car c'est l'un des paramètres architecturaux les plus importants
dans l'architecture d'un FPGA. En eﬀet, le canal de routage doit permettre de
router l'ensemble des signaux de l'application utilisée par le FPGA sinon on dit que
l'application est non routable. Un canal de routage contient des ﬁls de diﬀérentes
longueurs. Cette longueur dépend du nombre de blocs logiques longeant le ﬁl en
question. La ﬁgure 2.6 montre un canal de routage avec des longueurs de ﬁls allant
10 2. ARCHITECTURES DES FPGAS
CHAPITRE 2. ETAT DE L'ART
de 1 à 4. Pour une longueur de ﬁl supérieure à 1, le nombre de commutateurs
programmables (switchs) traversés est réduit cela permet donc de réduire la surface
ainsi que le délai de routage. Cependant, cette solution diminue la ﬂexibilité du
FPGA donc augmente la diﬃculté de routage de l'application. Dans l'industrie, les
FPGAs sont souvent composés de segments de routage de diﬀérentes longueurs.
Figure 2.5  Exemple d'architecture d'un bloc de Connexions et d'une Switch box
Bloc logique
fil de longueur = 1 fil de longueur = 2 fil de longueur = 4
Figure 2.6  Exemple d'un canal de routage
En résumé les avantages et les inconvénient de cette architecture sont :
 Avantage : La régularité et la ﬂexibilité de cette architecture.
 Inconvénient : Le réseau d'interconnexion utilise 90% de la surface totale,
est responsable de 80% du délai de fonctionnement total et de plus de 85% de
la consommation globale du FPGA [2] [47] [25].
FPGA arborescent (Tree)
Pour réduire l'inﬂuence du réseau d'interconnexion et se rapprocher des perfor-
mances en terme de surface et de vitesse des ASICs, une deuxième architecture de
FPGA a été développée appelée Tree-based FPGA [1] [19] [43] [26] [50] [49]. En eﬀet
dans les mesh, 90% de la surface est occupée par le réseau d'interconnexions et le
nombre important de commutateurs traversés augmente considérablement le délai de
propagation. Une réduction du nombre de commutateurs dans l'architecture devrait
donc permettre d'améliorer les performances du FPGA. Dans l'architecture arbores-
cente (Tree), les blocs logiques sont regroupés sous forme de clusters et chaque cluster
est composé d'un réseau local d'interconnexion sous forme d'une Switch box (illustré
ﬁgure 2.7). Une Switch box est composé d'un réseau descendant pour connecter les
entrées du cluster aux blocs logiques appelé Downward Mini Switch box (DMSB)
ainsi que d'un réseau montant pour connecter les éléments logiques aux sorties du
cluster appelé Upward Mini Switch box (UMSB). Pour connecter les UMSB/DMSB
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aux blocs logiques une interconnexion de type Butterﬂy-Fat-Tree (BFT) [46] est
utilisée. La particularité de cette architecture est que chaque UMSB/DMSB de ni-
veau N est connecté à 4 fois plus d'UMSB/DMSB de niveau N + 1. Par exemple,
dans la ﬁgure 2.7, un bloc logique conﬁgurable (ici LB) est connecté à un UMSB
de même niveau (ici niveau 1). Cet UMSB sera donc connecté à quatre fois plus
de UMSB (4 × 1 = 4UMSB) de niveau N + 1 = 2, 16 UMSB de niveau 3... Enﬁn
les entrées/sorties sont regroupées dans un cluster spéciﬁque et sont directement
connectées aux UMSB/DMSB comme indiqué par la ﬁgure 2.7. Cette conﬁguration
permet donc de connecter ces plots à n'importe quel élément logique de l'archi-
tecture. Grâce à ce type d'architecture, une connexion entre deux blocs logiques
nécessite moins de commutateurs comparée à l'architecture matricielle (mesh) car le
nombre de commutateurs traversés augmente de façon logarithmique [44](contraire-
ment à l'architecture matricielle où le nombre de commutateurs augmente linéaire-
ment en fonction de la distance de Manhattan entre deux blocs logiques). Xilinx et
Altera commercialisent des FPGA avec des architecture hiérarchiques tel que Xilinx
Virtex-II [71] et Altera Apex [39]. Au LIP6, une architecture arborescente multi-
niveaux appelée Multi-level FPGA (MFPGA) [73] a été étudiée et montre un gain
en surface de 40% comparé à une architecture matricielle. En résumé les avantages
et les inconvénients de ce type d'architecture sont :
Switch box
Figure 2.7  Tree-based FPGA
 Avantage : Réduction de l'impact du réseau d'interconnexion par rapport aux
éléments logique (56% de switchs utilisés en moins comparé à une architecture
de type mesh).
 Inconvénient : La taille du chemin critique est augmentée. De plus, plus
le nombre de niveaux dans l'architecture est important, plus il est diﬃcile
de générer le layout correspondant car l'architecture souﬀre de problèmes de
scalabilité.
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2.2 Conclusion
En conclusion, nous avons présenté dans cette section les spéciﬁcités des ar-
chitectures FPGA, puis diﬀérentes architectures de FPGA. On constate que ces
architectures diﬀèrent dans la manière dont sont interconnectés les blocs logiques au
réseau d'interconnexion. Chacune de ces architectures présentent des avantages et
des inconvénients et ont servit de base pour l'architecture utilisée dans cette thèse :
l'architecture de FPGA appelé Mesh of Clusters.
3 Contournement des défauts
Nous nous intéressons dans cette section aux diﬀérentes techniques de contour-
nement des défauts dans les FPGAs aussi bien appliquées sur les éléments logiques
que sur les blocs d'interconnexions.Ces techniques peuvent être classiﬁées en 2 ca-
tégories :
 Approches logicielles : elles utilisent les outils de conﬁguration pour éviter les
ressources défectueuses à partir de leur localisation dans le FPGA (cartogra-
phie des défauts). Ces méthodes peuvent prendre du temps pour placer et
router une application car elles sont dépendantes des outils de conﬁguration
mais ne nécessitent pas de matériel supplémentaire.
 Approches matérielles : elles requièrent l'ajout de matériel supplémentaire
comme ressources de contournements. Ces ressources de contournements fa-
cilitent la correction des défauts puisqu'elles vont tout simplement remplacer
l'élément défectueux. Ces méthodes sont donc rapides à mettre en place mais
nécessitent une augmentation de la taille du FPGA.
Chaque approche a ses avantages en termes de délai (délai du chemin critique,
temps de traitement...) et de ressources (surface de silicium, stockage externe...).
Chaque approche sera présentée avec ses avantages et ses inconvénients.
3.1 Approches logicielles
Introduction
Dans le cas des approches logicielles, les outils de placement/routage sont uti-
lisés pour conﬁgurer le FPGA sans utiliser les ressources défectueuses grâce à une
cartographie qui permet de localiser les défauts. Ces solutions logicielles sont très
utilisées car elles permettent de ne pas ajouter de matériel. Cependant, le place-
ment/routage d'une application en évitant les défauts peut prendre beaucoup de
temps car il nécessite souvent plusieurs phases de routage pour trouver une solu-
tion viable. De plus, l'eﬃcacité de ces méthodes est dépendante de la vitesse du
placement/routage des outils de conﬁguration. En général, il faut eﬀectuer plusieurs
phases de routage jusqu'à ce que tous les défauts soient évités mais cette solution est
impraticable dans l'industrie pour deux raisons. Premièrement, générer une solution
de placement/routage évitant les défauts pour chaque FPGA revient trop cher en
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termes de temps de conﬁguration car cela peut nécessiter un grand nombre d'ité-
rations. Ensuite, il est impossible de vériﬁer que chaque solution respecte le cahier
des charges (temps caractéristiques, délai du chemin critique) car ils sont diﬀérents
pour chaque nouveau placement/routage. Pour les circuits les plus complexes, il est
parfois impossible de trouver une solution de placement/routage viable. Malgré ces
inconvénients, l'approche logicielle est une solution intéressante car elle permet de
ne pas ajouter de matériel supplémentaire.
Translation de l'application
Cette solution proposée par Vijay Lakamraju et Russell Tessier [45] propose
d'éviter les défauts de deux manières diﬀérentes en fonction du matériel visé. Pour
un défaut dans les éléments logiques, les ressources défectueuses sont échangées avec
des ressources non utilisées.
Figure 2.8  Schéma de principe
Cette méthode se base sur le fait que tous les BLEs ne sont pas utilisés dans un
FPGA, et que ces BLEs peuvent être permutés avec d'autres défectueux. Dans la
ﬁgure 2.8 ci-dessus, on constate que le BLE 1 et le BLE de secours (spare BLE qui
n'est pas utilisé donc pas conﬁguré) ont les mêmes connexions en entrée. On peut
donc facilement utiliser le BLE non utilisé (spare BLE ) dans le cas où le BLE 1
présenterait des défauts. Dans le cas où le défaut interviendrait sur une connexion,
un algorithme pour re-router le signal aﬀecté par le défaut est utilisé. Pour les ap-
plications les plus complexes, trouver une nouvelle solution de routage peut prendre
beaucoup de temps et même être impossible. On constate d'après la ﬁgure 2.9 que
14 3. CONTOURNEMENT DES DÉFAUTS
CHAPITRE 2. ETAT DE L'ART
l'utilisation de l'algorithme de routage (incremental) est avantageux pour un nombre
de défauts compris en moyenne entre 1 et 500 dans les interconnexions avec un
FPGA contenant en moyenne 6000 BLEs, car le temps pour re-router l'application
est moins important qu'avec des outils utilisant un placement/routage classique
(from scratch). Cependant au-delà d'un certain nombre de défauts, cette méthode
devient très contraignante en termes de temps de routage. C'est aussi le cas pour
les défauts dans les blocs logiques. Pour les circuits les plus denses, il est parfois
impossible de trouver les ressources non utilisées nécessaires pour le contournement
des défauts. Malgré ces désavantages, cette solution reste attractive car elle permet
de ne pas ajouter de matériel et qu'elle permet de tolérer un nombre important de
défauts (voir ﬁgure 2.9).
Figure 2.9  Résultats de simulation [45]
Diﬀérents Bitstream
Une autre méthode pour éviter les défauts consiste à réserver des ressources dites
de secours (à utiliser pour remplacer les ressources défectueuses) lors de la conﬁgura-
tion. Le nombre de ressources de secours dépendra de la taille de l'application ainsi
que de la taille du FPGA. Il est possible d'éviter l'utilisation de certaines ressources
en eﬀectuant une translation de l'application d'une ligne ou d'une colonne [29]. La
translation d'un schéma structurel peut être eﬀectuée en un minimum de temps en
modiﬁant directement le bitstream. La ﬁgure 2.10 montre un exemple de translation
de bitstream dans le cas où l'on rencontrerait un CLB défectueux. En eﬀet, si le CLB
central est défectueux et son plus proche voisin non-utilisé, il suﬃt alors de faire une
translation de l'application pour que celle-ci utilise le CLB voisin non-utilisé. Cette
solution permet d'eﬀectuer une translation sur un bloc logique (ﬁgure 2.10) ou sur
une partie complète du circuit (ﬁgure 2.11). En eﬀet, la modiﬁcation du bitstream
permet, dans le cas où un défaut serait présent sur une ligne ou une colonne du
FPGA, de faire une translation de l'application complète pour utiliser une ligne ou
une colonne de secours. Cependant, pour pouvoir corriger plusieurs défauts avec une
seule ligne de secours, il faudrait que ceux-ci soient parfaitement alignés(voir ﬁgure
2.11).
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Figure 2.10  Translation d'un CLB [29]
Figure 2.11  Translation d'une partie de l'architecture
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EasyPath de XILINX
Xilinx, un des principaux vendeurs de FPGA, propose sa solution pour éviter
les ressources défectueuses EasyPath [72]. Les clients fournissent leur bitstream, en
retour Xilinx fournit un lot de FPGAs fonctionnels pour ce bitstream. Xilinx ga-
rantit le fonctionnement de l'application en contournant eux-même les ressources
défectueuses du FPGA lors du routage à partir de leur localisation dans le FPGA.
Cette solution permet aux clients d'obtenir un FPGA 30 à 70% moins cher qu'un
FPGA classique (série Virtex de Xilinx), et de réduire le temps de développement
du circuit puisqu'il suﬃt de fournir le bitstream de l'application. En eﬀet Xilinx
se charge de tester ce bitstream sur un lot de FPGA contenant des défauts pour
trouver les FPGAs fonctionnels. Le principal désavantage de cette solution, c'est
qu'elle nécessite que l'application soit mature. En eﬀet, Xilinx ne garantit pas qu'en
cas de changement dans le bitstream, donc dans le placement/routage, le circuit soit
toujours opérationnel.
Conclusion
Le tableau ci-dessous présente les avantages et les inconvénients de chacune des
méthodes logicielles pour éviter les défauts. On constate que d'une manière générale,
les méthodes logicielles permettent de gagner en temps de développement et en coût
en améliorant le rendement du FPGA. Cependant, le nombre de défauts que l'on
peut corriger reste très limité surtout pour les applications les plus complexes, si













Inconvénients Peut s'avérer ineﬃ-
cace pour les appli-
cations les plus com-
plexes
Avec une seule ligne
de secours tous les dé-
fauts doivent être ali-
gnés pour être corrigés
Application ma-
ture
Table 2.1  Comparaison des solutions logicielles
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3.2 Approches matérielles
Introduction
La redondance matérielle consiste en l'ajout de matériel supplémentaire (BLE et
blocs d'interconnexions) en tant que ressources de secours. Ces ressources de secours
facilitent la correction des défauts en remplaçant les éléments défectueux par ceux
non utilisés. Ces modiﬁcations réduisent le temps de correction par rapport au temps
que prendrait un nouveau placement et un nouveau routage de l'approche logicielle.
Le désavantage de ces approches est l'incorporation d'une redondance à l'intérieur
des éléments logiques et des blocs d'interconnexions du FPGA. La redondance maté-
rielle inclut une augmentation de la surface du FPGA et peut au ﬁnal corriger moins
de défauts que les approches logicielles. Cependant, la redondance est déjà utilisée
dans l'industrie [21, 22, 40]. Cela suggère que les désavantages en termes de coût et
de surface sont négligeables par rapport au gain en termes de fonctionnement.
Redondance à gros grain [4]
Dans le schéma traditionnel Coarse Grain Redundancy (CGR), une ligne et une
colonne sont utilisées pour corriger les défauts. Cette méthode peut tolérer plusieurs
éléments logiques défectueux dans la même ligne/colonne. Cependant, la distribution
de ces ressources additionnelles inﬂue sur la capacité du circuit à tolérer un nombre
important de défauts. Nous allons étudier deux méthodes ajoutant des ressources
de secours.
Architecture
Le schéma traditionnel du CGR ajoute une ligne/colonne au FPGA qui sera uti-
lisée en remplacement de la ligne/colonne défectueuse. Cette architecture ne peut
corriger que les défauts présent dans une ligne ou dans une colonne comme pré-
senté sur la ﬁgure 2.12. Pour pouvoir tolérer plusieurs défauts, ils doivent se trouver
dans la même ligne/colonne. De plus, même en augmentant la taille du FPGA,
on ne pourra corriger que des défauts se trouvant dans la même ligne/colonne.
Pour augmenter le rendement de cette solution, on peut envisager d'augmenter le
nombre de lignes/colonnes de secours. La CGR nécessite une modiﬁcation des blocs
d'interconnexions du FPGA. Pour contourner les défauts, les connexions entre les
diﬀérents blocs doivent être allongées (voir ﬁgure 2.13). Dans le cas d'un FPGA
sans défauts ces extensions ne seront pas utilisées. Si un défaut est constaté dans
le FPGA, ces extensions permettent de ramener les signaux présents dans la res-
source défectueuse vers les ressources de secours. En plus des connexions de base,
de nouvelles connexions sont ajoutées à l'entrée et à la sortie des éléments logiques.
L'ajout de ces connexions restera invisible pour l'utilisateur dans les logiciels de
placement/routage.
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Figure 2.12  Principe du CGR
Figure 2.13  Modiﬁcation des blocs de connexions
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Ressources de secours multiples
Pour pouvoir corriger un nombre plus important de défauts, de multiples res-
sources de secours peuvent être ajoutées. La 1ère méthode consiste à ajouter des
lignes ou des colonnes supplémentaires au FPGA comme la CGR traditionnel (voir
ﬁgure 2.14).
Figure 2.14  FPGA avec plusieurs ressources de secours
Ces éléments de secours peuvent être utilisés pour corriger des défauts n'im-
porte où dans le FPGA. Plus il y aura de ressources de secours et plus le FPGA
pourra tolérer de défauts comme le montre le graphique ﬁgure 2.15. La courbe base-
line représente la tolérance aux défauts d'un FPGA classique sans redondance. Les
courbes 2 Global et 4 Global indiquent la tolérance aux défauts du FPGA lorsqu'on
lui ajoute respectivement 2 puis 4 lignes ou colonnes de secours. On constate qu'on
augmente donc le rendement du FPGA. L'extension des connexions sera dépendante
du nombre d'éléments de secours. Pour 2 éléments, on devra augmenter les longueurs
des extensions d'une longueur 2, pour 3 éléments, on utilisera des extensions d'une
longueur 3 etc... Avec cette méthode on va donc augmenter la taille des extensions
de connexion et donc augmenter la taille des multiplexeurs présents dans les blocs
de connexions.
Figure 2.15  Rendement de la CGR
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La seconde méthode consiste à diviser le FPGA en sous-ensembles. Chaque sous-
ensemble va contenir sa propre ligne ou colonne de secours(voir ﬁgure 2.16). La
correction des défauts sera donc locale dans chaque sous-division. Le fait de diviser
le FPGA de cette façon va permettre de réduire la taille des extensions de connexion
et de répartir les éléments de secours de manière uniforme.
Figure 2.16  Division du FPGA en sous-ensembles
Le principal inconvénient de cette méthode réside dans le fait que chaque élément
de secours ne peut corriger que des défauts contenus dans sa sous-division.
La CGR traite tous les défauts de la même manière aussi bien dans les éléments
logiques que dans les blocs d'interconnexion. Une ligne ou une colonne contenant
un ou plusieurs éléments défectueux est toujours remplacée par une ligne ou une
colonne de secours. Cela simpliﬁe le processus de correction mais est dépendant du
nombre de ressources disponibles. Le principal inconvénient de cette méthode est
l'augmentation de la surface due à l'ajout de matériel. Chacune des versions du
CGR conduit à la modiﬁcation des blocs de connexions donc à l'augmentation de
la surface du FPGA. Pour ﬁnir, certains défauts ne peuvent être corrigés. En eﬀet,
les défauts sur les extensions de connexions reliants deux lignes ou deux colonnes ne
peuvent être traités avec la CGR.
Apex d'ALTERA
Altera, concurrent de Xilinx et un des principaux vendeurs de FPGA, utilise
la CGR dans une gamme de ses FPGA : Apex redundancy. Des lignes et colonnes
supplémentaires ont été ajoutées à l'architecture du FPGA. Si un défaut est trouvé
sur une ligne ou une colonne du FPGA, une ressource de secours sera conﬁgurée et
utilisée pour la remplacer sans aﬀecter la fonctionnalité ou le temps de propagation
du FPGA (voir ﬁgure 2.17). Altera est à notre connaissance la seule compagnie à
proposer ce genre de redondance matérielle dans ses circuits.
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Figure 2.17  FPGA avec redondance [23]
Redondance à grain ﬁn [4]
Conservant le même principe que la méthode Coarse Graine Redundancy, la mé-
thode Fine Graine Redundancy (FGR) consiste à ajouter des ressources matérielles
au FPGA. Cependant, cette méthode utilise une approche diﬀérente puisqu'au lieu
d'ajouter des ressources sous forme de lignes et de colonnes supplémentaires dans
le FPGA, elle va descendre dans l'architecture des blocs de bases, notamment dans
les blocs d'interconnexions (Swith Boxes). C'est pourquoi une modiﬁcation de la
structure des Switch boxes a été proposée.
Architecture des blocs d'interconnexions
Pour rendre les blocs d'interconnexions tolérants aux défauts, le principe consiste
à ajouter des connexions de secours aux entrées et aux sorties des Switch boxes(voir
ﬁgure 2.18).
Figure 2.18  Switch boxes avec des connexions de secours
Dans le cas où un défaut serait présent sur une entrée ou une sortie du bloc
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d'interconnexion, les entrées/sorties de secours vont permettre de contourner la res-
source défectueuse. Si on s'intéresse de plus près à l'architecture interne d'une Switch
box, on constate que l'ajout de deux étages de multiplexeurs en entrée et en sortie
est nécessaire (voir ﬁgure 2.19).
Figure 2.19  Architecture d'une Switch box avec la Fine Grain Redundancy
Si un défaut est constaté (après le test et diagnostic du FPGA) à l'intérieur
de l'élément, les 2 étages de multiplexeurs en entrée vont permettre de contourner
ce défaut et les 2 étages en sortie serviront à restaurer le signal sur la sortie qui
lui est attribuée (voir exemple ﬁgure 2.20). Dans cet exemple, on constate que les 2
étages de multiplexeurs en entrée vont servir à contourner l'élément défectueux pour
utiliser son plus proche voisin. Puis les 2 étages en sortie vont aiguiller le signal sur
la bonne sortie. Au ﬁnal, l'aspect externe de la Switch box est identique puisque l'on
garde le même nombre d'entrées et de sorties. Cependant, l'ajout de multiplexeurs
va permettre de tolérer un certain nombre de défauts dans chacune des Switch boxes.
Figure 2.20  Contournement d'un élément défectueux
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Comparaison entre la CGR et la FGR
Dans le cas de la FGR, plus on va augmenter la taille du FPGA, plus on va
ajouter de blocs robustes donc on va augmenter la tolérance aux défauts du FPGA.
Contrairement à la CGR, où la tolérance aux défauts va directement dépendre du
nombre de lignes et colonnes de secours présentes à l'intérieur du FPGA quel que
soit sa taille (voir ﬁgure 2.21).
Figure 2.21  Rendement de la CGR et de la FGR
La courbe CGR représente le rendement de la CGR en fonction du nombre de
défauts présents dans le FPGA. On constate qu'avec la CGR classique (une seule
ressource de secours), un seul défaut est toléré. Si plusieurs défauts sont présents, la
fonctionnalité du circuit n'est plus assurée à 100%. Les autres courbes représentent
le rendement de la FGR pour diverses tailles de FPGA. On constate que plus la
taille du FPGA augmente, plus le nombre de défauts tolérés est important dû au
fait que le nombre d'éléments robustes augmente de la même manière que la taille
du circuit.
Amélioration de la FGR
Le principe de la FGR est applicable uniquement si toutes les ressources pré-
sentes dans les blocs d'interconnexions ne sont pas toutes utilisées. En eﬀet, si lors
du contournement d'un élément défectueux on essaye d'utiliser un bloc lui-même
utilisé par une autre entrée cela va engendrer un conﬂit (voir ﬁgure 2.22). Pour évi-
ter les conﬂits une modiﬁcation de l'architecture a été proposée. Le premier étage de
multiplexeurs va être embarqué à l'intérieur des Switch boxes. Cela va conduire à une
modiﬁcation des blocs composants les Switch boxes. En eﬀet, les blocs d'intercon-
nexions sont composés de mini blocs d'interconnexions appelés MSB. Ces MSB vont
être dupliqués pour avoir deux sorties indépendantes. Cette modiﬁcation va per-
mettre d'utiliser chaque MSB pour piloter deux entrées et deux sorties diﬀérentes
et donc éviter les conﬂits.
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MSB
Figure 2.22  Résolution des conﬂits
Conclusion
En conclusion, on constate dans le tableau 2.2 que contrairement à la CGR, la
FGR permet de tolérer un plus grand nombre de défauts quel que soit la taille du
FPGA. Cependant, une modiﬁcation des blocs de base constituant l'architecture du
FPGA est nécessaire. L'ajout d'étages de multiplexeurs dans chaque bloc d'inter-
connexion va augmenter la taille du FPGA de 35 à 50% et va aussi augmenter les
délais de 5 à 20%. De plus, le contournement des ressources défectueuses n'est pos-
sible qu'avec une cartographie des défauts présents dans le FPGA en représentant
l'élément défectueux par un circuit ouvert lors de la conﬁguration du FPGA. Pour
ﬁnir, cette méthode reste ineﬃcace pour les défauts présents dans les blocs logiques.








Inconvénients Suppose que tous
les défauts peuvent
être corrigés avec










Table 2.2  Comparaison des solutions matérielles
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Tolérance aux défauts des blocs logiques [28]
Les diﬀérentes techniques présentées précédemment se concentrent sur la tolé-
rance aux défauts au niveau des blocs d'interconnexions du FPGA. Nous allons
maintenant nous intéresser aux techniques de tolérance aux défauts pour les blocs
logiques.
La Triple Modular Redundancy(TMR)
Une des techniques les plus populaires quand on parle de redondance est la
Triple Modular Redundancy. Le principe est le suivant : trois modules identiques
calculent la même fonction et un voteur est ajouté à la sortie qui va transmettre le
résultat majoritaire. La TMR est principalement utilisée au niveau système pour les
systèmes critiques avec une probabilité très forte de défauts. Cependant, la ﬁabilité
d'un système augmente si on applique cette redondance au niveau le plus bas. Un
système peut être divisé en plusieurs sous-systèmes chacun utilisant la redondance
de la TMR et mis en cascade pour former le système complet. Dans ce genre de
système, une importante partie est consacrée aux voteurs qui seront triplés (voir
ﬁgure 2.23).
Figure 2.23  Principe de la TMR
On pourrait appliquer la TMR aux portes logiques aﬁn de les rendre plus ﬁables
mais ce n'est pas utilisable en tant que tel (dû à l'importance du voteur par rapport
au reste des éléments) c'est pourquoi une solution alternative a été proposée. L'In-
terwoven logic [58] applique de la redondance au niveau des portes logiques. Pour
un circuit donné, le nombre de portes logiques va être multiplié par quatre. Un algo-
rithme va ensuite les connecter entre elles d'une manière spéciﬁque qui va permettre
de supprimer le voteur. Cette technique peut être appliquée au niveau transistors et
est utilisée pour créer des composants plus robustes. Une technique de redondance
au niveau transistors connue s'inspirant de la TMR et de l'Interwoven Logic consiste
à ajouter un transistor en série puis à dupliquer l'ensemble en parallèle (voir ﬁgure
2.24).
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Figure 2.24  Interwoven logic
Décrit à l'origine par Shannon et Moore pour les relais [12], cette solution permet
de tolérer les défauts de fabrication tel que les circuits fermés (transistor toujours
saturé) grâce aux transistors en série et les circuits ouverts (transistor toujours
bloqué) grâce aux transistors en parallèles. Cependant, elle ne permet pas de corriger
les autres défauts comme les courts-circuits entre la grille et la source par exemple
pour lesquels une autre technique présentée dans la section suivante a été étudiée.
Multiple Short Open Technique(MSO)
Pour pallier le problème de court-circuit entre le drain et la source, une nouvelle
technique utilisant la redondance a été développée : la MSO [27]. Pour tolérer les
courts-circuits entre la grille et la source, et entre le drain et la grille, les deux réseaux
de transistors appelés pull-up (charge à la source) et pull-down (charge à la masse)
seront isolés de l'entrée en utilisant une résistance de tolérance aux défauts. Cette
résistance est composée de deux transistors comme montré sur la ﬁgure ci-dessous.
On combine donc le schéma de la TMR avec cette résistance pour obtenir le schéma
de la MSO (voir ﬁgure 2.25).
Figure 2.25  Technique de la MSO
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La technique de la MSO peut maintenant servir à implémenter une porte logique
comme un inverseur ou un élément logique tel que la LUT. Si on considère le schéma
en transistor d'un inverseur classique (voir ﬁgure 2.26), le principe de la TMR nous
dit dans un premier temps qu'il est nécessaire de dupliquer l'élément en série puis
le tout en parallèle. Ensuite avec la MSO, un réseau de résistances doit être ajouté
pour isoler l'entrée de l'inverseur (voir ﬁgure 2.27).
Figure 2.26  Inverseur classique
Figure 2.27  Schéma de l'inverseur avec la MSO
On constate que pour un simple inverseur avec cette méthode on multiplie le
nombre de transistors par 12 (soit au total 24 transistors au lieu de 2) pour pouvoir
le rendre tolérant à n'importe quel défaut de fabrication.
LUT tolérante aux défauts
Le principe de la MSO permet de créer des éléments logiques tolérants aux dé-
fauts de fabrication mais augmente de manière signiﬁcative leur taille. Pour réduire
le nombre de transistors utilisés dans le cadre de l'exemple de l'inverseur, puis dans
le cadre de l'implémentation d'une LUT à une seule entrée, un algorithme génétique
a été développé (ﬁgure 2.28). Cette expérimentation tient compte de trois para-
mètres : la sélection, les croisements et la mutation. La sélection permet de choisir
une architecture de départ pour un bloc logique comme la TMR ou la MSO. Le but
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est d'optimiser ou d'améliorer le circuit. Les croisements vont permettre d'associer
la TMR et la MSO dans le but de rendre le schéma plus robuste. Puis, l'algorithme
garantit que l'élément le plus robuste sera utilisé en priorité dans le circuit. La mu-
tation sert à éviter une convergence prématurée de l'algorithme. Des erreurs sont
générées aﬁn de créer de nouvelles architectures de base qui n'existaient pas aupa-
ravant. La mutation va permettre de créer des blocs originaux qui seront éliminés
s'ils apparaissent moins robustes que les blocs de base. Pour ﬁnir, une évaluation est
eﬀectuée à chaque itération de la simulation pour classiﬁer les solutions proposées en
fonction de leur degré d'adaptation au problème de base (dans notre cas la tolérance
aux défauts). Pour évaluer la tolérance aux défauts, une faute est injectée aléatoire-
ment sur une entrée et une fonction calcule la probabilité d'avoir une sortie correcte.
Le but de ces expérimentations est d'optimiser le circuit redondant en diminuant le
nombre de transistors.
Figure 2.28  Algorithme génétique
Inverseur évolué
On constate que le nombre de transistors composant l'inverseur grâce à l'algo-
rithme génétique est passé de 24 (pour le MSO) à 15 tout en gardant la même
fonctionnalité (voir ﬁgure 2.29). Les transistors M1, M2, M6 et M7 représentent le
réseau pull-up tandis que les transistors M12 et M15 représentent le pull-down. Ce
schéma évolué garde la redondance série de la TMR entre les transistors M1-M6,
M2-M7 et M12-M15 pour les problèmes de circuits-fermés. De la même manière,
on retrouve la redondance parallèle entre M1-M6 et M2-M7 pour les problèmes de
circuits-ouverts. Pour ﬁnir, le réseau d'entrée (Input network) va assurer la sépa-
ration entre l'entrée d'inversion et les réseaux pull-up et pull-down avec un circuit
résistif. Ce circuit résistif va permettre de tolérer les courts-circuits qui pourraient
survenir sur l'un des transistors.
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Figure 2.29  Inverseur évolué tolérant aux défauts
De la même manière, l'algorithme a été utilisé pour créer une LUT à une entrée
tolérante aux défauts.
Schéma de la LUT évoluée
Figure 2.30  LUT évoluée
On constate que la LUT évoluée (ﬁgure 2.30) est composée de seulement 14
transistors alors que 22 transistors sont nécessaire pour une LUT à 1 entrée classique
(12 pour les rams et 8 pour le multiplexeur). En eﬀet, l'algorithme génétique a
modiﬁé la structure des transistors (longueur et largeur) ce qui permet d'avoir la
même fonctionnalité avec moins de transistors. Pour évaluer le rendement de cette
LUT évoluée d'autres architectures ont été implémentées. La première architecture
testée concerne la LUT classique sans redondance (Non-red). La seconde représente
la LUT dans laquelle de la redondance a été insérée avec la TMR. Le troisième utilise
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le principe de la MSO et pour ﬁnir Evolved représente la LUT évoluée. Le tableau
ci-dessous (ﬁgure 2.31) présente les résultats de simulations Monte-Carlo eﬀectuées
sur l'ensemble de ces architectures pour pouvoir comparer le comportement global
de chacune en fonctionnement normal puis dans le cas où il y aurait la présence d'un
ou plusieurs défauts.
Figure 2.31  Résultats de simulations
Les premiers résultats nous donnent l'erreur quadratique moyenne frms qui me-
sure l'écart de prédiction par rapport à la valeur réelle en sortie de la LUT. Puis
f rms indique l'écart maximal entre la prédiction et la valeur réelle. On constate que
la MSO et la TMR sont les architectures les plus performantes puisque les écarts
par rapport aux prédictions sont très faibles contrairement à la LUT évoluée. Le
délai représente le temps qu'il faut à la sortie pour se stabiliser après un change-
ment d'état sur l'entrée. On constate que dans le cas de la LUT évoluée, la sortie
met beaucoup de temps à se stabiliser. On multiplie ce temps par 15 par rapport à
toutes les autres solutions testées. Ce délai est dû aux modiﬁcations eﬀectuées sur la
structure des transistors.Rtrad_single représente la probabilité pour que le fonction-
nement du circuit soit assuré dans le cas où un transistor serait défectueux. Dans ce
cas, la MSO est la méthode la plus performante car le fonctionnement est toujours
assuré (Rtrad_single =1). La TMR arrive en seconde position avec 86% car cette mé-
thode ne permet pas de corriger tous les types de défauts. Les faibles résultats pour
la LUT évoluée sont justiﬁés par le fait qu'elle ne contient que 14 transistors, avoir
un transistor défectueux est donc très contraignant. Pour ﬁnir Rtrad_trans représente
la probabilité pour que le circuit fonctionne. Une nouvelle fois, la MSO permet un
fonctionnement du circuit quel que soit les fautes rencontrées. La LUT évoluée arrive
en seconde position, étant composée de moins de transistors la probabilité d'avoir
un transistor ou plus défectueux est moins importante que pour les autres solutions.
En conclusion, la méthode évoluée présente des avantages comme le faible nombre
de transistors et la probabilité élevée pour que le circuit fonctionne. Cependant,
contrairement aux autres solutions traitées le délai de basculement de la sortie et
la faible probabilité de fonctionnement lorsqu'un transistor est défectueux sont des
contraintes importantes à prendre en compte lors du choix de l'architecture.
4 Conclusion
En conclusion, les diﬀérentes architectures de FPGA présentées dans l'état de
l'art ont chacune leurs avantages et leurs inconvénients. La généricité de l'architec-
ture matricielle (Mesh) permet l'utilisation de générateurs de FPGA mais 90% de
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la surface est utilisée par les ressources d'interconnexions. L'architecture en arbre
permet de réduire cet impact de 56% mais augmente la taille du chemin critique
et souﬀre de problèmes de scalabilité. L'architecture utilisée dans cette thèse, devra
combiner les avantages des deux précédentes architectures (à savoir la généricité
d'une architecture matricielle en réduisant le taux d'utilisation de l'interconnexion
par rapport à la logique grâce à une structure en arbre). Puis, nous avons pu consta-
ter qu'il existe de nombreuses solutions tant logicielles que matérielles pour la to-
lérance aux défauts de fabrication. Les bons résultats obtenus lors de l'ajout de
ressources de secours à divers niveaux de granularité et le fait que ces techniques
sont facilement intégrables dans un générateur d'architecture, nous confortent dans
l'idée que l'utilisation de la redondance avec un grain ﬁn est une solution qui peut se
révéler avantageuse et qu'il convient d'explorer. Cependant, les techniques les plus
performantes suggèrent l'ajout d'une redondance sur toute l'architecture du FPGA
ce qui va conduire à une augmentation considérable de sa surface. Notre objectif
sera donc dans un premier temps de trouver une méthode permettant de déﬁnir la
criticité des blocs composants le FPGA pour dans un deuxième temps appliquer une
redondance ciblée sur les blocs les plus critiques.
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Chapitre 3
FPGA Mesh of Clusters
1 Introduction
Ce chapitre est consacré à la présentation de l'architecture utilisée dans cette
thèse, l'architecture Mesh of Clusters. Nous commencerons par détailler les spéciﬁ-
cités de l'architecture Mesh of Clusters qui combine les avantages de l'architecture
mesh (sa généricité pour l'ajout de solutions de contournement des défauts) et de
l'architecture arborescente (réduction du nombre de switchs utilisés). Nous présen-
terons ensuite le ﬂot de conception ainsi que le ﬂot de conﬁguration de notre FPGA.
Pour ﬁnir, nous comparerons les performances de cette architecture par rapport à
une architecture matricielle qui est la plus utilisée dans l'industrie.
2 Architecture Mesh of Clusters
L'architecture Mesh of Clusters est composée d'une matrice en 2D de tuiles,
chaque tuile étant composée d'un cluster qui contient les éléments logiques et des
blocs d'interconnexion (Switch boxes)(illustrée ﬁgure 3.1). Cette architecture permet
d'une part de proﬁter de la régularité du mesh pour connecter les clusters et blocs
d'interconnexions entre eux (chaque cluster est connecté uniformément à 4 Switch
boxes, elles-mêmes reliées entre-elles par le canal de routage (CR) sous forme de
lignes et de colonnes) et d'autre part, de gagner en surface au niveau de l'intercon-
nexion des éléments logiques des clusters et dans l'interconnexion des Switch boxes
en utilisant une architecture en arbre. Contrairement à l'architecture Mesh, nous
n'utilisons pas de blocs de connexions, chaque Switch boxes est directement connec-
tée aux clusters et aux Switch boxes voisines dans un ordre bien précis. Comme
montré dans la ﬁgure 3.2, les entrées/sorties d'une Switch box proviennent des 4
Switch boxes adjacentes ainsi que des 4 clusters adjacents. Grâce à cette conﬁgu-
ration, chaque cluster peut se connecter aux 8 clusters adjacents en utilisant ses
Switchs boxes adjacentes.
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Figure 3.2  Réseau d'interconnexions
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2.1 Architecture des Switchs Boxes
Le premier élément essentiel de notre FPGA est la Switch box (ﬁgure 3.3). Une
Switch box est composée de 2 blocs spéciﬁques : un Up Mini Switch Box (UMSB)
et 2 niveaux de Down Mini Switch Box (DMSB). Ce sont des blocs d'interconnexion
composés de multiplexeurs. Les DMSBs sont utilisés pour connecter une Switch
box à ses quatre voisines ainsi qu'à un DMSB compris dans la même structure. Le
nombre de DMSB de chaque niveau est indépendant mais dépend des paramètres
de l'architecture. Pour permettre la connexion entre 2 clusters avec la même Switch
box, un UMSB est utilisé. Les blocs d'interconnexions (DMSB) sont reliés entre eux
dans un ordre bien précis. Le 1er bloc (le plus à gauche) du 1er niveau est connecté à
l'entrée du premier DMSB du 2nd niveau, le bloc suivant à l'entrée du second DMSB
du 2nd niveau, etc... Pour ﬁnir, le réseau d'interconnexion est de type Butterﬂy, ce
qui permet de connecter l'ensemble des entrées à l'ensemble des sorties de la Switch
box. Le nombre de chaque DMSB/UMSB ou d'entrées/sorties est calculé à partir
des paramètres de l'architecture :
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Où Nb_DMSBi est le nombre de DMSB au niveau i, Nb_DMSBi_inputs
est le nombre d'entrées pour un DMSB de niveau i, CW_in et CW_out sont le
nombre d'entrées et de sorties de la Switch box connectées au canal de routage,
CW est le taille du canal de routage, Nb_adj_SBs est le nombre de Switch boxes
adjacentes,Nin le nombre d'entrées par cluster,Nout le nombre de sortie par cluster,
Nb_adj_clusters le nombre de cluster adjacents et Nb_UMSB le nombre d'UMSB
par Switch box.
2.2 Architecture des Clusters
Le second bloc essentiel de notre FPGA est le cluster. Il est composé d'éléments
logiques sous forme de CLBs et d'un réseau local d'interconnexion composé de DMSB
et d'un UMSB (ﬁgure 3.4). Basé sur une architecture de type  butterﬂy , chaque
MSB (bloc d'interconnexion composé uniquement de multiplexeurs ﬁgure 3.5) est
relié à tous les éléments logiques (CLBs) dans un ordre bien précis. Le bloc le plus à
gauche est connecté à toutes les premières entrées de chaque CLB, le bloc suivant à
toutes les secondes entrées,... Pour permettre la connexion entre 2 CLBs d'un même
cluster, une entité appelée UMSB est ajoutée. Elle fonctionne de la même manière
que les autres MSB, on peut ainsi connecter n'importe quelle sortie de CLBs à
n'importe quel MSB. En fait, les sorties du bloc UMSB sont reliées à chaque DMSB
ce qui permet d'avoir accès à chaque entrées de nos CLBs. Pour ﬁnir, la loi de Rent
issue des travaux de E.F Rent, nous permet de déﬁnir le nombre d'entrées et de
sorties [3].
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Figure 3.4  Architecture d'un Cluster
En eﬀet, ces travaux ont donnés lieu à une relation remarquable entre le nombre
d'I/O et le nombre d'éléments logiques : Nin+Nout = K.Npclb où :
 Nclb est le nombre de CLBs par cluster
 K est le nombre d'entrées par CLB
 p est le paramètre de Rent de l'architecture 0 ≤ p ≤ 1
 Nin et Nout sont le nombre d'entrées et de sorties par cluster
O2 O3 O4 O5 O6 O7 O8 O9
Mux Mux Mux Mux Mux Mux Mux Mux Mux Mux





Figure 3.5  Architecture d'un MSB
Comme dans une architecture Mesh classique, les CLBs sont composés d'une
Look Up Table à K entrées, d'une bascule D ainsi que d'un multiplexeur pour bascu-
ler entre la logique séquentielle et combinatoire (Figure 3.6 ci-dessous). Les signaux
Data et Strobe représentent les bits de conﬁgurations envoyés aux blocs mémoire.
2. ARCHITECTURE MESH OF CLUSTERS 37
CHAPITRE 3. FPGA MESH OF CLUSTERS
Figure 3.6  Architecture d'un CLB
Une LUT à K entrées nécessite 2k bits de conﬁguration. L'architecture d'une
LUT est représentée ﬁgure 3.7, on constate qu'elle est uniquement composée de
multiplexeurs 2 :1 et de blocs mémoires.
Figure 3.7  Architecture d'une LUT
3 Flot de conception
Un environnement de description de circuit a été développé au LIP6 : STRATUS.
Cet outil permet de représenter des circuits et les diﬀérents éléments structurels :
instances, signaux, connectique... STRATUS utilise le langage python qui nous per-
met de créer des générateurs pour chaque élément composant notre FPGA. A partir
des paramètres de l'architecture déﬁnis par l'utilisateur, le code VHDL de l'archi-
tecture est créé sous STRATUS à partir des générateurs. Ce code VHDL est ensuite
utilisé par le générateur de layout. En eﬀet, le layout du circuit correspondant est
créé à partir du code VHDL de l'architecture, des paramètres de l'architecture, de la
technologie choisie et du script de placement/routage. Ce script permet de déﬁnir de
manière automatique la taille du circuit, le placement générique des blocs de base du
FPGA et le routage du circuit. On extrait de ce layout les informations de surface,
de timing et de consommation nous permettant de comparer les performances des
diﬀérentes architectures de tolérance aux défauts. Pour ﬁnir, le layout généré est
validé avec la vériﬁcation des règles de dessins (DRC) et une comparaison du layout
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avec le schéma structurel de base (LVS). Nous pouvons donc générer n'importe quel













Figure 3.8  Flot de conception
3.1 Environnement Stratus [6]
Stratus est un outil qui permet de représenter des circuits à l'aide d'une descrip-
tion structurelle : instances, signaux, connectique... Il existe 3 classes diﬀérentes qui
permettent de décrire l'ensemble du circuit. La classe Model sert à déﬁnir le géné-
rateur. A ce niveau, nous avons la possibilité de décrire des générateurs capables
de générer n'importe quel type d'architecture. Ces générateurs permettent de déﬁ-
nir des modèles de références utilisés par la deuxième classe Inst (pour Instance).
Cette classe instancie le modèle de référence pour créer une cellule avec son nom
et ses connexions. Enﬁn la classe Net déﬁnit les signaux attribués à cette cellule,
leurs noms, leur taille, un booléen permettant de déﬁnir si c'est un signal interne ou
externe et la cellule à laquelle il appartient.
Par exemple sur la ﬁgure 3.9, le modèle donné est un générateur de LUT . Le
nombre d'entrées de la LUT sera un paramètre tandis que le nombre de sortie est ﬁxé
à 1 tout comme le signal d'horloge. On constate qu'en fonction du nombre d'entrées,
on générera un nombre de RAMs et un nombre multiplexeur 2 :1 adéquate. Le nom
des instances est de la forme "instance_.." suivit du composant correspondant (ici
une ram ou un multiplexeur). Chaque instance est ensuite déﬁnie par des ports
(map) et des signaux auxquels ils sont connectés.
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Figure 3.9  Générateur de LUT sous Stratus
3.2 Le langage python
Le python est un langage de programmation objets développé depuis 1989 par
Guido van Rossum [66]. Il permet une approche modulaire et est doté d'un typage
dynamique fort, d'une gestion automatique de la mémoire par ramasse-miettes et
d'un système de gestion des exceptions. La syntaxe simple et aérée permet au pro-
grammeur d'écrire un code lisible ce qui facilite notre travail pour la conception d'un
générateur de FPGA.
3.3 Générateur de FPGA
Dans le cadre de notre projet, nous avons décidé de réaliser un générateur de
FPGA ce qui nous permettra de créer n'importe quelle architecture. Ce générateur
permet de créer n'importe quelle architecture de FPGA de type mesh of cluster. Il
permettra par la suite d'implémenter plus facilement les solutions de contournement
sélectionnées.
 Générateur de cluster :
Le générateur de cluster prend comme paramètres le nombre d'entrées par LUT,
le nombre de CLB par cluster (Nclb) et le nombre d'entrées/sorties par cluster
(Nin,Nout). Le nombre d'entrées par LUT va déﬁnir le nombre de DMSB de notre
cluster :
Nb_In_LUT = Nb_DMSB (3.9)
Le nombre de CLB par cluster va déﬁnir le nombre d'entrées de l'UMSB et le
nombre de sorties par DMSB :
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Nclb = Nb_In_UMSB = Nb_Out_DMSB. (3.10)
Pour ﬁnir, le nombre d'entrées/sorties par cluster va nous permettre de ﬁxer le
nombre d'entrées par DMSB ainsi que le nombre de sorties de l'UMSB :
Nb_In_DMSB = (Nin/Nb_In_LUT ) (3.11)
Avec l'ensemble de ces paramètres, nous pouvons créer n'importe quelle archi-
tecture pour les clusters.
 Générateur de Switch box :
Le deuxième élément essentiel dans notre architecture est le bloc d'intercon-
nexion. Nous avons donc réalisé un générateur qui prend comme paramètres le
nombre d'entrées/sorties de nos Switch boxes et la taille du canal de routage. Le
nombre d'entrées par Switch box CWin est déﬁnit par le nombre de sorties par
cluster et par la taille du canal de routage :
CWin = (CW ∗ 2) +Nout (3.12)
Le nombre de sorties par cluster va déﬁnir plus précisément le nombre de d'en-
trées par UMSB :
Nout = Nb_In_UMSB2 (3.13)
La taille du canal de routage va déﬁnir le nombre de DMSB de 1er niveau
(DMSB1) (le nombre d'entrées par DMSB étant ﬁxé par l'architecture) :
CW = Nb_DMSB1 (3.14)
Le nombre de sortie est quant à lui lié au nombre d'entrées par clusters ainsi
qu'à la taille du canal de routage :
Nb_In_SB = (CW ∗ 2) +Nin (3.15)
Avec l'ensemble de ces paramètres, nous pouvons créer n'importe quelle architec-
ture pour les Switch box. Le diagramme ci-dessous (ﬁgure 3.10) décrit les étapes de
la création du FPGA. On déﬁnit, dans un premier temps, le nombre d'entrées par
LUTs, le nombre de CLBs par cluster, le nombre d'IO par cluster, la taille du canal
de routage, la taille du FPGA ainsi que le nombre d'I/O du FPGA. Ces paramètres
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sont pris en compte par le générateur de FPGA qui va créer la matrice de tuiles
souhaitée. Dans un deuxième temps, les paramètres vont servir au générateur de
clusters et au générateur de Switch box. Ces générateurs vont déﬁnir l'architecture
des Switch boxes en fonction de la taille du canal de routage et l'architecture des
clusters en fonction du nombre de CLBs par cluster, du nombre d'entrées par CLB
et du nombre d'I/O par cluster. Pour ﬁnir, l'ensemble des générateurs fournissent










Figure 3.10  Générateur de FPGA
3.4 Génération du layout
Notre ﬂot de conception se décompose en 2 parties. Suite au générateur de FPGA
décrit précédemment, le code VHDL de l'architecture est envoyé au générateur de
layout. Ce générateur de layout prend en entrée le code VHDL de l'architecture,
les paramètres de l'architecture déﬁni lors du ﬂot de conception, la bibliothèque de
la technologie choisie et le script d'automatisation. L'ensemble de ces informations
permettent de déﬁnir la taille optimale du circuit. Ensuite les diﬀérentes cellules
de l'architecture sont placées automatiquement sur la surface minimale. Puis, l'en-
semble des cellules est routé de nouveau de manière automatique. La déﬁnition du
ﬂoorplan, le placement et le routage des architectures sont réalisés à l'aide des outils
de placement/routage de CADENCE : SoC-Encounter. Pour ﬁnir, le ﬁchier GDS
représentant le layout du FPGA est créé et les informations de timing, surface et
consommation sont extraites. Pour valider notre générateur de layout, une vériﬁca-
tion des règles de dessin est eﬀectuée (via soc-encounter) suivie d'une vériﬁcation
du layout (via IC de Synopsys) par rapport à la vue schématique du circuit (ﬁgure
3.11).
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Figure 3.11  Générateur de layout
Paramètres d'entrées
Comme vu précédemment, notre générateur de layout a besoin en entrées de la
netlist (VHDL) correspondant à l'architecture du FPGA choisit par l'utilisateur.
Puis, une technologie cible doit être déﬁni (65nm par exemple). Le fait de choisir
une technologie cible permet de charger une bibliothèque de cellules standard comme
des portes logiques de bases avec leurs fonctions et leurs caractéristiques (timing,
taille de la cellule...) mais aussi des informations sur les propriétés des diﬀérents
niveaux de métaux, les VIAs... Lors de cette étape, on a la possibilité d'imposer des
contraintes en termes de timing (temps de transmissions des signaux) qui inﬂue-
ront sur le placement des cellules. La ﬁgure 3.12montre l'ensemble des paramètres
d'entrées nécessaires avant le placement de l'architecture.
Fichier tcl
Figure 3.12  Paramètres d'entrées
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Déﬁnition du ﬂoorplan
La dernière étape avant le placement des cellules dans notre générateur est la
déﬁnition du ﬂoorplan. Ce ﬂoorplan est déﬁni en fonction des paramètres de l'archi-
tecture, sa taille sera donc adaptée à la taille du FPGA. Une fois la surface disponible
pour le placement déﬁnie, nous avons la possibilité de ﬁger la distribution des en-
trées/sorties tout autour du circuit comme dans l'architecture d'un FPGA ainsi que
de déﬁnir une localisation et une surface précise pour les placements de chacune de
nos cellules et ainsi respecter la structure générique sous forme de matrice de tuiles
d'un FPGA (ﬁgure 3.13). Pour ﬁnir, la déﬁnition du ﬂoorplan est une étape très
importante car les contraintes ﬁgées inﬂueront sur le placement et le routage du








































Figure 3.13  Exemple d'un ﬂoorplan pour FPGA
Placement des cellules
Après la déﬁnition du ﬂoorplan, le placement des cellules consiste à organiser les
cellules standard de la bibliothèque de la technologie cible sur le circuit. Ce placement
peut être automatique ou contraint par le ﬂoorplan (ﬁgure 3.13 ci-dessus). La ﬁgure
3.14 montre le placement d'un cluster et des blocs le composant.
Routage du FPGA
La dernière étape avant la réalisation du layout ﬁnale est le routage. Cette étape
consiste à connecter l'ensemble des cellules standard précédemment placées sur dif-
férents niveaux de métaux. Le routeur va chercher les connexions les plus courtes
pour connecter deux instances et répéter cette opération jusqu'au routage complet
du circuit. La ﬁgure 3.15 représente le routage d'un cluster.
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Figure 3.14  Placement d'un cluster
Figure 3.15  Routage d'un cluster
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DRC/LVS
Plusieurs vériﬁcations sont nécessaires avant la fabrication d'un circuit. La pre-
mière étape est appelée : vériﬁcation des règles de dessin (Design Rule Check DRC).
Cette étape exécutée via SoC-Encounter de CADENCE vériﬁe à la fois la logique et
la conception physique du circuit. Ces règles de dessins sont déﬁni par la technolo-
gie de conception choisie. Le DRC vériﬁe par exemple, l'espacement des cellules, la
longueur minimale du canal des transistors, la taille des ﬁls de routage et leurs espa-
cements, l'eﬀet d'antenne... La seconde étape est appelée layout versus schématique
(LVS). Le LVS compare la netlist créée à partir du layout à la netlist de base qui
provient du générateur de FPGA. Cette étape est réalisée avec l'outil de Synopsis :
IC. On peut décomposer le LVS en 3 étapes :
 l'extraction qui consiste à identiﬁer l'ensemble des éléments composants notre
circuit.
 la réduction qui consiste à déﬁnir la fonctionnalité du circuit à partir des
éléments extraits.
 la comparaison : la netlist extraite à l'étape précédente est comparée à la netlist
de base. Si celles-ci sont identiques, on considère que le circuit est opérationnel.
Les erreurs les plus souvent rencontrées lors de la vériﬁcation du layout sont :
des pistes trop proches les unes des autres, des connexions supplémentaires n'appa-
raissant pas dans la netlist, des connexions manquantes, une cellule manquante...
4 Flot de conﬁguration
Dans cette section, nous allons présenter le ﬂot de conﬁguration permettant
d'implémenter une application sur un FPGA. Il est divisé en 5 étapes (illustrées
ﬁgure 3.16) qui seront détaillées par la suite. Ces diﬀérentes étapes sont : la synthèse
de l'application en portes logiques de base, le mapping, le clustering de la netlist
créée, le placement de cette netlist sur l'architecture du FPGA et le routage des
interconnexions. Une fois ces diﬀérentes étapes exécutées, un bitstream du circuit
est généré ainsi que des informations portant sur la vitesse et la surface utilisée.
Ce ﬁchier de bitstream est un ﬁchier de conﬁguration, il déﬁnit la conﬁguration
de l'ensemble des blocs logiques et du réseau d'interconnexions du FPGA pour
implémenter la fonction désirée.
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Param
Figure 3.16  Flot de conﬁguration
4.1 Synthèse
La synthèse est la transformation d'un code comportemental donnant les spéci-
ﬁcations d'un circuit écrit en langage de description comme le VHDL ou le Verilog
en portes logiques de base. La description comportementale peut être constituée de
processus séquentiels ou concurrents qui déﬁnissent l'ensemble des interconnexions
et d'éléments constituants le circuit comme des opérateurs, des blocs combinatoires,
des registres... Cette description n'est pas utilisable en tant que telle par le FPGA.
La synthèse va donc transformer cette description en une interconnexion de portes
logiques de base et de bascules [16] [15].
4.2 Mapping
En sortie de l'outil de synthèse, on obtient un réseau booléen décrivant les in-
terconnexions entre l'ensemble des bascules et des portes logiques. Le circuit peut
aussi être représenté par un graphe acyclique orienté (Direct Acyclic Graph). Dans
ce graphe, une bascule, une porte logique, une entrée ou une sortie principale est
représentée par un n÷ud et les connexions entre chaque élément sont représentées
par des arcs (Fig 3.17). Le mapping consiste à remplacer cette représentation par les
éléments de base d'une bibliothèque choisie. Par exemple, dans le cas d'un FPGA,
on veut uniquement une netlist composée de LUTs et de bascules (illustrée ﬁgure
3.18).
4.3 Clustering
Comme vu précédemment dans ce chapitre, les FPGA sont organisés en plusieurs
niveaux de hiérarchie. Le premier niveau est composé des éléments logiques (LUT à k
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Figure 3.17  Représentation en graphe acyclique orienté
a b c ed a b c ed
LUT
LUT
Figure 3.18  Exemple de mapping
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entrées) et de la bascule. Puis ces éléments logiques sont regroupés au sein d'un même
bloc pour former un cluster. L'étape de clustering va donc consister à transformer
notre netlist composée de blocs logiques et de bascules en une netlist de clusters.
Cette étape permettra de n'avoir plus qu'à placer des clusters sur l'architecture du
FPGA. Il existe trois approches diﬀérentes pour réaliser le clustering : l'approche
top-down [38] [36] [33], depth optimal [55] [24] et bottom-up [48] [13] [63]. L'approche
bottom-up consiste à déﬁnir une taille de clusters en termes d'entrées/sorties et de
nombre d'éléments logiques par cluster. Tous les clusters de la netlist sont ensuite
générés de manière séquentielle. Cette méthode a été développée dans le but de
regrouper au sein d'un même cluster les éléments logiques connectés entre eux. De
cette manière, on optimise l'interconnexion au sein des clusters. L'un des premiers
algorithmes dont le but était de minimiser le nombre de cluster créé par circuit a été
développé par Vpack [11] [9]. Les clusters sont créés un par un en utilisant comme
premier bloc logique un bloc logique qui n'a pas encore été utilisé et qui possède le
plus de signaux. D'autres blocs logiques sont ensuite ajoutés à ce cluster en fonction
de leurs attractions jusqu'à ce qu'il ne reste plus de place dans ce cluster. La même
opération est répétée jusqu'à ce qu'il ne reste plus d'éléments logiques disponibles.
L'objectif est de minimiser le nombre de connexions entre clusters pour améliorer la
vitesse du circuit. La façon dont seront sélectionnés les blocs logiques à l'intérieur
de chaque cluster sera donc complètement diﬀérente. Le clustering à un impact
signiﬁcatif sur la routabilité du circuit, c'est pourquoi beaucoup d'autres algorithmes
ont vu le jour comme RPack [14] dont le but est d'améliorer la routabilité ou un
dérivé appelé T-RPack [14] qui cherche aussi à minimiser le délai du circuit. Dans le
cadre de l'utilisation de l'architecture Mesh of Clusters, nous utilisons l'algorithme
T-Vpack [48] qui comme T-RPack cherche à minimiser le délai du circuit. De plus, les
clusters formés sont quasiment similaires aux blocs logiques présents dans certaines
gammes de FPGA de chez Xilinx et Altera.
4.4 Placement
Le placement consiste à organiser de manière spéciﬁque sur l'architecture du
FPGA les clusters formés précédemment. L'objectif est de placer les clusters et
les blocs logiques les plus interconnectés le plus près possible pour minimiser la
longueur des ﬁls de routage. On peut aussi utiliser un placement permettant d'avoir
une répartition homogène du nombre d'interconnexions ou dans le but de maximiser
la fréquence d'utilisation du FPGA. La ﬁgure 3.19 montre un exemple de placement
des blocs logiques (gris)sur l'architecture d'un FPGA.
La façon dont est placé le circuit a un impact important sur le résultat du rou-
tage, c'est pourquoi il existe dans la littérature diﬀérentes méthodes de placement
comme le placement basé sur le partitionnement [41] (min-cut partionning) notam-
ment utilisé avec les architectures hiérarchiques ou le placement recuit simulé [62].
L' objectif étant bien évidemment d'améliorer les performances du FPGA soit en
minimisant la longueur des ﬁls d'interconnexions, soit en minimisant le nombre de
ﬁls d'interconnexions.
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Figure 3.19  Exemple de placement
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4.5 Routage
Le routage d'un FPGA est la dernière et la plus importante étape dans le ﬂot
de conﬁguration du FPGA. Elle consiste à créer des connexions physiques entre les
éléments logiques du FPGA en respectant les paramètres de l'architecture (nombre
de ﬁls dans le canal de routage etc...). Chaque signal doit donc être connecté aux
ressources de routage du FPGA. Pour cela, le FPGA est généralement représenté
comme un graphe de routage orienté G(V,E) [9]. Les entrées/sorties des éléments
logiques et les segments de routage sont représentés par un ensemble de sommets V =
v1, ..., vi. Puis, les connexions électriques entre deux sommets vi sont représentées
par un ensemble d'arêtes E = e1, ..., em. La ﬁgure 3.20 représente une partie du
graphe de routage pour un FPGA matriciel.
Figure 3.20  Modélisation d'un graph de routage d'un FPGA [9]
Router les signaux dans un FPGA va donc consister à trouver un chemin entre
la source et la destination d'un signal via plusieurs segments du graphe de rou-
tage. On appelle cet ensemble de segments entre la source et la destination un arbre
de routage. Dans un FPGA, un segment ne peut être utilisé pour router deux si-
gnaux diﬀérents, on va donc créer autant d'arbres de routage (disjoints) que de
signaux à router. L'algorithme utilisé pour le routage est appelé Pathﬁnder [52].
Cet algorithme itératif est basé sur une approche de négociation pour router tous
les signaux d'une netlist. Lors de la première itération, le routage est libre et cer-
taines ressources de routage peuvent être utilisées pour router plusieurs signaux,
elles sont alors congestionnées. Dans les itérations suivantes, le coût d'utilisation
d'une ressource est incrémenté à partir du nombre de signaux partagés par cette
ressource et de son historique de congestion. Avec cette méthode, les signaux sont
forcés à négocier pour les ressources partagées. Dans le cas où une ressource a un
coût très élevé (donc fortement congestionnée), les signaux partagés par cette res-
source vont essayer d'utiliser des ressources avec un coût moins important (donc
moins congestionnées) dans le cas où il existe des ressources moins coûteuses. Le
routeur implémente un certain nombre d'itérations jusqu'à ce qu'il n'y ait plus de
conﬂits (ressources de routage utilisées par plusieurs signaux). A chaque itération,
l'ensemble des signaux est routé et leurs coûts sont mis à jour de manière dynamique.
Cette méthode qui consiste à router puis dérouter un signal est appelée "Rise-up
and retry". Une donnée importante permet de vériﬁer la qualité du routage : le délai
du chemin critique (CPD). Le délai du chemin critique représente le délai maximum
des chemins combinatoires contenus dans la netlist. Ce délai permet d'obtenir la
fréquence de fonctionnement de notre circuit.
4. FLOT DE CONFIGURATION 51
CHAPITRE 3. FPGA MESH OF CLUSTERS
Analyse de timing et estimation de la surface
L'outil de placement/routage nous permet d'extraire des informations impor-
tantes sur les performances de notre architecture. Dans un premier temps, l'analyse
de timing, permet d'évaluer les performances de notre architecture en terme de vi-
tesse de fonctionnement. Cette analyse est faite après placement et routage d'une
application et nécessite deux graphes diﬀérents :
 Le graphe de routage : il décrit la manière dont est interconnecté l'ensemble
des instances de notre netlist. Il permet d'évaluer le délai de routage en ajou-
tant les délais de chaque élément utilisé dans le chemin critique (connexions
et ressources). Ce graphe est dépendant de l'architecture utilisée.
 Le graphe de timing : c'est un graphe acyclique créé à partir de l'hypergraphe
de la netlist. Un délai est attribué à chaque arc du graphe grâce aux résultats
issus du graphe de routage. A partir de ces informations, la fréquence minimale
de l'horloge est alors déterminée.
Le délai du chemin critique est dépendant de l'application placée et routée sur le
FPGA et donc de sa netlist. Dans un premier temps, le circuit complet est modélisé
par un graphe où chaque LUT, registre, entrée/sortie est modélisée par un n÷ud.
Toutes les ressources de routage sont quant à elles modélisées par des arcs connectant
l'ensemble des n÷uds. Pour déﬁnir le délai d'un n÷ud, un arc est ajouté entre les
entrées/sorties du n÷ud. Un délai est alors attribué à ce n÷ud. On calcule ensuite
le délai du circuit en appliquant un stimuli aux points d'origines (entrées du FPGA,
sorties des registres) et on mesure le délai de chaque n÷ud. Le délai de ce n÷ud est
alors déﬁni par l'équation 3.16 :
Tarrival = maxj∈fanin(i) {Tarrival(j) + delay(i, j)} (3.16)
Où i représente le n÷ud utilisé, delay(i, j) le délai attribué à l'arc connectant le
n÷ud i au n÷ud j. Le délai maximum du circuit sera donc le Tarrival max une fois
tous les n÷uds du circuit testés.
Méthodologie
Pour chacun des 20 benchmarks MCNC, la netlist de l'application (.bliﬀ) est
transformée par le logiciel tv-pack en une netlist de cluster en fonction de divers
paramètres (nombre d'entrées par LUTs, nombre d'entrées par clusters et nombre
de LUTs dans un cluster) et fournit une nouvelle netlist (.net). Cette nouvelle netlist
est ensuite utilisée dans le logiciel de placement pour placer l'application sur l'ar-
chitecture de notre FPGA Mesh of Cluster. Ce placement tient compte des mêmes
paramètres que tv-pack (nombre d'entrées par LUTs, nombre d'entrées par clusters
de la netlist et nombre de LUTs dans un cluster) ainsi que de la taille du FPGA.
Le placeur fournit un ﬁchier de placement (.place) image du placement de l'applica-
tion. Pour ﬁnir, le routeur prend en entrée le ﬁchier de placement et la netlist. Les
mêmes paramètres que précédemment vont lui être attribué (nombre d'entrées par
LUTs, nombre d'entrées par clusters de la netlist, nombre de LUTs dans un cluster,
taille du FPGA) ainsi que de nouveaux qui vont permettre de modiﬁer l'architec-
ture (nombre d'entrées et de sorties par cluster de l'architecture et taille du canal
de routage) dans le but de trouver la conﬁguration optimale. Le routeur fournit le
ﬁchier de routage(.route), le bitstream(.bit) ainsi que divers paramètres relatifs à
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l'architecture (nombre de RAM utilisées, nombre de multiplexeurs utilisés, nombre
de Switch Boxes dans le chemin critique...). La ﬁgure 3.21 montre le résultat en
terme de délai après routage pour le bench MCNC alu.
Figure 3.21  Exemple de résultats en terme de délai
L'estimation de la surface est elle aussi eﬀectuée après placement/routage. Le
routeur nous fournit les informations sur le nombre de switchs, le nombre de multi-
plexeurs et le nombre de SRAMs utilisés à chaque niveau de l'architecture. On peut
voir par exemple sur la ﬁgure 3.22, toujours pour le benchs alu que cette architecture
utilise 242 954 multiplexeurs, 159 206 mémoires SRAMs, 41068 buﬀers et 250 272
switchs. A partir des informations utilisées pour le routage (taille du FPGA, taille
du canal de routage, architecture des clusters), nous pouvons déterminer la surface
totale utilisée (par exemple 707581.25 × lambda2 pour le bench alu illustré ﬁgure
3.22).
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Définition de l’architecture 
Répartition des différentes 
ressources de l’architecture 
Surface totale 
Figure 3.22  Exemple sur le nombre de switch utilisés et la surface totale
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5 Mesh vs Mesh of Clusters
Dans cette section, notre objectif est de déﬁnir la meilleure architecture Mesh
of Clusters (MoC) en terme de surface en faisant varier le nombre d'entrées/sorties
par clusters lors de la création de la netlist avec l'outil de clustering T-VPack mais
aussi lors de la déﬁnition de l'architecture pour le routage. Plus le nombre d'entrées
par clusters de la netlist va diminuer et plus nous aurons besoin de clusters. Pour
l'architecture, le fait d'augmenter le nombre d'entrées/sorties par cluster augmentera
la routabilité du cluster et permettra de diminuer la taille du canal de routage.
L'objectif est de trouver le meilleur compromis entre la netlist et l'architecture. Le














for the netlistI/Os per cluster
Application bitstream
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Figure 3.23  Flot de conﬁguration du FPGA
Nous avons choisi de travailler dans cette étude avec des clusters contenant 8
blocs logiques car elle correspond à la meilleure architecture pour un cluster de
type Mesh of Custers [7]. Le paramètre de Rent de la netlist déﬁni le nombre d'en-
trées/sorties par clusters lors du clustering de la netlist tandis que le paramètre de
Rent de l'architecture déﬁni le nombre d'entrées/sorties par clusters utilisés pour
le routage de l'application. Le tableau 3.1 montre les résultats obtenus pour les 20
benchs MCNC en terme de surface moyenne et de taille de canal de routage (CW)
pour diﬀérentes architectures de clusters.
Pour certaines conﬁgurations de netlist et d'architecture, on constate que l'en-
semble des benchs sont Non Routable (NR). La surface est calculée à partir des
tailles des éléments logiques de bases (Multiplexeurs, buﬀers, SRAMs) fournie par
la bibliothèque de composants. On constate que dans tous les cas le paramètre de
Rent de l'architecture est plus grand que celui de la netlist. En eﬀet, les benchs ne
seraient pas routables avec cette architecture si nous choisissions des Rent égaux
pour la netlist et pour l'architecture. Ceci est dû à l'architecture du réseau d'inter-
connexion présent dans le cluster. La ﬁgure 3.24 montre l'évolution de la surface en
fonction du paramètre de Rent de la netlist et de l'architecture.
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(NxN) Surface moyenne vs Rent de l'architecture CW moyen vs Rent de l'architecture
0.42 0.56 0.67 0.83 0.89 0.95 1 1.08 1.16 0.42 0.56 0.67 0.83 0.89 0.95 1 1.08 1.16
0.42 43x43 NR 2477 2955 3327 3349 3587 3680 4017 4476 NR 14 12 12 12 12 12 12 12
0.56 22x22 NR NR 1542 1507 1449 1529 1650 1704 1830 NR NR 34 24 22 22 22 22 22
0.67 21x21 NR NR NR 1250 1208 1241 1254 1359 1441 NR NR NR 34 32 28 28 26 26
0.83 18x18 NR NR NR NR 1245 1234 1292 1335 1346 NR NR NR NR 44 38 34 34 32
0.89 18x18 NR NR NR NR 1349 1300 1240 1220 1282 NR NR NR NR 48 44 38 38 34
0.95 18x18 NR NR NR NR NR 1243 1241 1239 1277 NR NR NR NR NR 46 42 42 36
Table 3.1  Surface moyenne et canal de routage moyen pour les 20 benchs MCNC
Figure 3.24  Variations de la surface en fonction du paramètre de rent de l'archi-
tecture et de la netlist
On constate Fig.3.24 que le canal de routage ne change que très peu lorsque l'on
augmente le paramètre de rent de l'architecture, cependant la surface elle augmente.
Ces résultats s'expliquent par le fait qu'en augmentant le paramètre de Rent de
l'architecture, on augmente le nombre d'entrées/sorties par cluster donc on augmente
la surface occupée par les clusters. On constate aussi que le fait d'augmenter le
paramètre de Rent de la netlist nous oblige à augmenter la taille du canal de routage
pour que l'application reste routable. On peut noter aussi qu'après un certain point le
fait d'augmenter le paramètre de rent de l'architecture et de la netlist va augmenter
la surface du FPGA car on augmente considérablement le nombre de multiplexeurs
à l'intérieur des Switch boxes. Il faut donc trouver le bon compromis entre le Rent
de la netlist et celui de l'architecture. Les meilleurs résultats sont obtenus pour un
Rent d'architecture de 0.89 et pour un Rent de netlist de 0.67. Pour comparer les
performances de notre architecture par rapport à une architecture matricielle, nous
avons décidé de placer et de router les 20 benchs MCNC sur une architecture à 8
blocs logiques par cluster avec des LUTs à 4 entrées. Le tableau 3.2 nous permet
de déﬁnir la plus petite architecture (matricielle et MoC) et la taille de canal de
routage minimale qui permet de router chaque application.
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MCNC benchmarks VPR architecture Mesh Mesh of Clusters











alu4 1522 14 8 15x15 84 50 16x16 74 30
apex2 1878 39 3 16x16 91 50 18x18 72 34
apex4 1262 9 19 13x13 93 46 15x15 70 34
bigkey 1707 263 197 15x15 94 34 15x15 94 24
clma 8383 61 82 33x33 96 72 36x36 80 46
des 1591 256 245 15x15 88 32 16x16 77 24
diﬀeq 1497 64 39 14x14 95 32 15x15 83 28
dsip 1370 229 197 15x15 76 38 15x15 76 20
elliptic 3604 131 114 22x22 93 58 23x23 85 36
ex1010 4589 10 10 25x25 91 62 28x28 73 36
ex5p 1064 8 63 12x12 92 44 14x14 67 34
frisc 3556 20 116 22x22 91 58 23x23 84 38
misex3 1397 14 14 14x14 89 46 15x15 77 30
pdc 4575 16 40 25x25 91 86 28x28 72 48
s298 1931 4 6 16x16 94 48 17x17 83 26
s38417 6406 29 106 29x29 95 44 30x30 88 30
S38584 6447 39 304 29x29 95 40 29x29 95 34
seq 1750 41 35 15x15 97 50 17x17 75 34
spla 3690 16 46 22x22 95 78 25x25 73 42
tseng 1047 52 122 12x12 90 30 12x12 90 24
moyenne 2963 66 88 19x19 91 46 21x21 79 32













Figure 3.25  Variation du CW
Dans le tableau 3.3, on peut constater qu'avec notre architecture MoC, chaque
application peut être routée en utilisant moins de switch (SW) comparé à l'architec-
ture matricielle. En moyenne, notre architecture permet de réduire de 41% le nombre
de switchs utilisés. Dans le meilleur cas, avec l'application la moins complexe Tseng
le nombre de switchs utilisés est même réduit de 44% contre 40% avec l'application
le plus complexe CLMA. Notre architecture est donc plus intéressante quel que soit
la complexité du bench utilisé. En moyenne, on constate une réduction de la surface
utilisée de 42% pour implémenter l'ensemble des benchs comparé à l'architecture
matricielle.
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MCNC
VPR architecture
Mesh Mesh of Clusters Gain
circuits SW×103 Area(λ2)×106 SW×103 Area(λ2)×106 SW(%) Area(%)
alu4 390 1246 216 613 44 50
apex2 444 1278 292 828 34 35
apex4 281 812 204 557 27 31
bigkey 332 979 171 486 48 50
clma 2328 6576 1386 3964 40 39
des 325 953 196 556 39 41
diﬀeq 277 815 183 520 33 36
dsip 349 1023 158 449 54 56
elliptic 915 2606 489 1393 46 46
ex1010 1226 3477 723 2060 41 40
ex5p 235 683 178 505 24 26
frisc 912 2600 505 1436 44 44
misex3 326 943 190 541 41 42
pdc 1491 4166 862 2468 42 40
s298 435 1256 226 642 48 48
s38417 1371 3978 749 2139 45 46
S38584 1312 3830 783 2148 40 43
seq 392 1277 261 742 33 41
spla 1085 3049 633 1803 41 40
tseng 200 588 111 313 44 46
moyenne 726 2106 425 1208 41 42









Figure 3.26  Variation du nombre de switchs utilisés
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Figure 3.27  Variation de la surface
Nous avons ensuite cherché les architectures mesh et MOC capablent d'implé-
menter l'ensemble des benchs. Cela nécessite un FPGA de taille 33x33 pour une
architecture matricielle et 36x36 pour notre architecture Mesh of Clusters. A partir
de là, nous avons cherché la taille de canal de routage minimale nous permettant
de router l'ensemble des benchs. Dans le tableau 3.4, on peut voir que le canal de
routage minimal pour implémenter l'ensemble des benchs est de respectivement 84
pour une architecture matricielle et 46 pour le Mesh of Clusters. Enﬁn, on constate
une réduction de 45% de la surface lorsqu'on utilise une architecture Mesh of Clus-
ters. En conclusion, l'architecture Mesh of Clusters nous permet de diminuer de
42% la surface du circuit pour l'utilisation des 20 benchs MCNC. Si on compare
ces résultats à ceux de l'architecture hiérarchique, cela correspond à une augmen-
tation de 14% de la surface. Nous avons donc proposé une architecture capable de
combiner les avantages d'une architecture matricielle de par sa généricité avec les
avantages d'une architecture hiérarchique à savoir une réduction de la surface et du













Figure 3.28  Variation du CW permettant de router l'ensemble des benchs
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CW max 84 46
Nb switchs max 2608 1382
Surface max 7281 3954
Table 3.4  CW minimal permettant de router l'ensemble des benchs
6 Conclusion
Ce chapitre a présenté dans un premier temps les particularités de l'architecture
de FPGA Mesh of Custers utilisée dans cette thèse. Elle combine les avantages des
architecture matricielle (généricité) et hiérarchique (gain de surface de 40%). Dans
un deuxième temps, nous avons présenté les diﬀérentes étapes du ﬂot de conception
et de la mise en place d'un générateur de FPGA totalement paramétrable utilisant
l'environnement du LIP6 Stratus et le langage Python. Le ﬂot de conﬁguration est
ensuite détaillé ainsi que les algorithmes utilisés pour la conﬁguration du FPGA
Mesh of Clusters comme le placement recuit-simulé ou l'algorithme de routage Pa-
thﬁnder. Enﬁn, une comparaison des performances de notre architecture comparée
à l'architecture matricielle est présentée et l'on peut constater que l'architecture
Mesh of Clusters permet de réduire de 42% la surface du circuit. Dans les chapitres
suivants, nous nous intéresserons à la criticité des blocs composant notre FPGA,
à l'ajout de mécanismes de contournement des défauts, aux changements que cela
induit dans l'architecture ainsi qu'à leurs performances.
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Chapitre 4
Criticité et tolérance aux défauts
1 Introduction
Avec l'accroissement de la densité d'intégration, on constate une réduction im-
portante du rendement de fabrication des circuits. Notre déﬁ est de proposer une
architecture de FPGA capable de tolérer des défauts présents en son sein. Nous
avons retenu dans l'état de l'art les bons résultats des techniques suggérant l'ajout
de redondance matérielle à l'architecture du FPGA. Ces techniques peuvent se dé-
composer en 2 sous parties en fonction de leur niveau de granularité. Les techniques
à gros grain ajoutant de la redondance sous forme de lignes et de colonnes supplé-
mentaires à l'architecture du FPGA et les techniques à grain ﬁn qui appliquent de
la redondance sur les éléments de base du FPGA comme les multiplexeurs. Dans
ce chapitre, nous allons d'abord proposer une méthode permettant de calculer la
criticité des blocs composant notre FPGA Mesh of Clusters. Cette méthode va nous
permettre d'identiﬁer les éléments les plus critiques de notre architecture. Ensuite,
nous détaillerons les diverses techniques de redondance retenues et proposées, leurs
impacts sur l'architecture des blocs composant notre FPGA et leurs impacts sur la
criticité de ces blocs.
2 Evaluation de la criticité
L'objectif dans cette section est de proposer une méthode permettant d'évaluer
la criticité des éléments composant notre FPGA quel que soit l'architecture choisie.
2.1 Déﬁnition
Le FPGA est représenté par un graphe G = (N,A) tel que :
1. l'ensemble des multiplexeurs à l'intérieur des clusters et des Switch boxes re-
présente l'ensemble des n÷uds N du graphe G.
2. L'ensemble des signaux connectant les multiplexeurs représente l'ensemble des
arcs A tel que (x, y) ∈ A.
Chaque cluster et Switch boxe peut être représenté par un sous-graphe (illustré
ﬁgure 4.1 pour le cluster). La criticité C de chaque n÷ud composant le cluster dépend
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du nombre de CLBs connectés à ce n÷ud comparé au nombre de chemins disponibles






















Figure 4.1  Ensemble des noeuds du cluster
Soit C ⊂ N l'ensemble des multiplexeurs composant le cluster et Dc ⊂ C (resp
Uc ⊂ C) l'ensemble des multiplexeurs Md (respectivement Mu) composant chaque
MBSs (respectivement UMSB et DMSB). La criticité d'un MSB (DMSB et UMSB)
dépendra alors du nombre de CLBs que connecte ce MSB et du nombre d'entrées
de celui-ci. Alors la formule permettant de calculer la criticité C est :
∀x ∈ Dc, C(x) = 1
d+(x) ∗ d−(x) (4.1)
∀x ∈ Uc, C(x) = Nclb
d+(x) ∗ d−(x) (4.2)
Où Nclb représente le nombre de CLBs par cluster, d+ le nombre de sorties du
n÷ud et d− son nombre d'entrées. Le nombre d'entrées par cluster est toujours
supérieur au nombre de CLBs. De plus, le nombre de CLB est égal au nombre de
sorties par cluster. Alors dans un cluster d'une architecture Mesh of Clusters, nous
avons :
∀x ∈ Dc et ∀ y ∈ Uc, d−(x) > d−(y), Nin > Nclb, alors C(x) < C(y).
Par conséquent, l'UMSB est plus critique que le DMSB pour un cluster. De la même
manière, la criticité de chaque n÷ud composant une Switch box dépend du nombre
d'entrées/sorties de la Switch Box comparé au nombre de chemins disponibles sur le
n÷ud (voir ﬁgure 4.2). Soit S ⊂ N (resp. D1s ⊂ S, D2s ⊂ S et Us ⊂ S) l'ensemble
des multiplexeurs composants les MSBs (resp. DMSB1, DMSB2 et UMSB2). Alors
la formule permettant de calculer la criticité C est :
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∀x ∈ D2s, C(x) = Nout/CWin
d+(x) ∗ d−(x) (4.3)
∀x ∈ D1s, C(x) = Nout/Nin
d+(x) ∗ d−(x) (4.4)
∀x ∈ Us, C(x) = Nin −Nout




























feedback level 2 feedback level 2 feedback level 2 feedback level 2
Figure 4.2  Noeuds de la Switch box
Où Nin et Nout représentent le nombre d'entrées/sorties par cluster et CWin la
taille du canal de routage. Dans une Switch box, la diﬀérence Nin −Nout est supé-
rieure au rapport Nout/Nin et Nout/NCWin. De plus, le nombre de connexions sur
un DMSB est plus important que sur un UMSB. Donc dans une Switch Box d'une
architecture Mesh of Clusters, nous avons :
∀x ∈ Ds et ∀ y ∈ Us, Nin − Nout > Nout/Nin, Nin − Nout > Nout/NCWin, d+(x) ∗
d−(x) > d+(y) ∗ d−(y), alors C(x) < C(y).
C'est pourquoi, les UMSBs sont les éléments les plus critiques d'une Switch box.
En conclusion, nous proposons une méthode de calcul de la criticité des blocs com-
posants notre FPGA Mesh of Clusters. Cette méthode est valable quelle que soit
l'architecture du FPGA donc quel que soit l'architecture des clusters et des Switch
boxes. En eﬀet, nous avons développé un générateur de FPGA Mesh of Clusters,
nous devons donc être capable de déﬁnir la criticité quel que soit les paramètres
architecturaux choisis (nombre de CLBs, nombre d'entrées par CLB etc...). On peut
en conclure que les éléments les plus critiques de notre FPGA sont les UMBs à
l'intérieur des Sbox et des clusters. Il sera donc intéressant de mesurer l'impact des
diﬀérentes techniques de contournement sur la criticité de ces blocs et d'orienter
notre redondance sur les blocs les plus critiques.
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3 Tolérance aux défauts
Dans cette section, nous allons présenter les diﬀérentes techniques de redondance
permettant de contourner les défauts de fabrication qui ont été retenus. Ces tech-
niques peuvent être classées en 2 catégories, les techniques de redondance à gros
grain et à grain ﬁn.
3.1 Redondance à gros grain
Les techniques de redondance à gros grain suggèrent l'ajout de matériel de "se-
cours" sous formes de ressources supplémentaires à l'architecture du FPGA pour
remplacer les éléments défectueux. Cela signiﬁe la plupart du temps l'ajout de lignes
et colonnes supplémentaires sur l'architecture du circuit. Ces techniques ayant un
impact trop peu signiﬁcatif sur la tolérance aux défauts (1 ligne ou 1 colonne sup-
plémentaire ne permet de corriger qu'un seul défaut) comparé au surcoût en termes
de surface, nous proposons des techniques de redondance à gros grain se basant
sur l'ajout de connexions entre les diﬀérents éléments qui composent notre FPGA
(cluster et Switch box).
Connexions diagonales
 Impact sur l'architecture :
Figure 4.3  Technique d'ajouts de connexions diagonales
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La première technique consiste à ajouter des connexions supplémentaires au canal
de routage (illustrée ﬁgure 4.3). Dans cet exemple si la Switch box centrale est
défectueuse, les chemins de routage disponibles nous obligent à la contourner et
deviennent ainsi plus long. Cela aura un impact sur la routabilité et sur le délai.
En conséquence pour pallier ce problème et augmenter la ﬂexibilité de l'architecture
lors du routage, chaque Switch box sera connectée à une Switch box en diagonale.
Chaque Switch Box(i,j) de la matrice sera alors connectée à la Switch box(i+1,
j+1) ainsi qu'à la Switch box(i-1, j-1). Le nombre de connexions ajoutées entre
chaque Switch box est paramétrable ce qui permet de les intégrer directement dans
le générateur de FPGA. L'ajout de connexions sur le canal de routage, entraîne une
augmentation du nombre d'entrées par Switch box et donc une augmentation en
termes de surface de celles-ci. C'est pourquoi le nombre de connexions à ajouter est
paramétrable, ce qui permet à l'utilisateur de ﬁxer ses propres limites en termes de
tolérance aux défauts et d'augmentation de surface. La ﬁgure 4.4 montre que ces
entrées supplémentaires nécessitent des DMSB de niveau 2 supplémentaires dans les
Switch boxes pour être routé. Par exemple, si on choisit d'ajouter à notre architecture
n connexions diagonales représentant 10% de la taille du canal de routage, alors le
nombre de DMSB de niveau 2 à l'intérieur des Switch boxes augmentera de 10%.





















Figure 4.4  Technique d'ajout de connexions diagonales
 Impact sur la criticité :
Le fait d'augmenter le nombre d'entrées par Switch box (Fig 4.5) va avoir un
impact non négligeable sur la criticité des blocs composant la Switch Box. Avec
les connexions diagonales, la taille du canal de routage et le nombre de DMSB de
niveau 2 dans les Switch boxes augmentent. On a donc plus de n÷uds au niveau 2
et des entrées supplémentaires au niveau 1. La criticité de ces 2 blocs dépend donc
du nombre de connexions diagonales ajoutées Ndiag et du nombre de connexions
supplémentaires sur les DMSB niveau 1 Ncdiag =
Ndiag
4
car on a 4 entrées du CR
par DMSB de niveau 2. La criticité devient alors :
∀x ∈ D2s, CDiag(x) = Nout/(CWin +Ndiag)
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Figure 4.5  Impact des connexions diagonales sur la criticité
∀x ∈ D1s, CDiag(x) = Nout/Nin







 Impact sur l'architecture :
Dans l'architecture de base de notre FPGA, les ﬁls de connexions entre les Switch
boxes sont de longueur 1. Si les Switch boxes centrales sont défectueuses, on perd
la possibilité de se connecter à certaines Switch boxes ou alors on augmente aussi
fortement le nombre de switchs traversés et le délai. C'est pourquoi, la seconde tech-
nique consiste à augmenter de nouveau la taille du canal de routage pour cette fois-ci
ajouter des ﬁls de connexions de longueurs 2 entres les Switch boxes (illustrée ﬁgure
4.6). Chaque Switch Box(i,j) aura donc n connexions de longueurs 2 permettant de
se connecter aux Switch boxes(i+2, j) et (i, j+2). Le nombre de connexions ajou-
tées entre chaque Switch box est de nouveau paramétrable pour pouvoir les intégrer
directement dans le générateur de FPGA. L'ajout de connexions sur le canal de
routage, entraîne comme pour l'ajout de connexions diagonales une augmentation
du nombre d'entrées par Switch box et donc une augmentation en termes de surface
de celles-ci. Il est donc nécessaire de ﬁxer une limite entre le nombre de défauts que
l'on veut pouvoir tolérer et l'augmentation de surface qui en découlera. L'impact
de cette technique sur l'architecture des Switch boxes est la même que la technique
précédente (ﬁgure 4.4), avec n longues connexions supplémentaires représentant 10%
de la taille du canal de routage, alors le nombre de DMSB de niveau 2 à l'intérieur
des Switch boxes augmentera de 10%.
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Figure 4.6  Technique d'ajouts de longues connexions
 Impact sur la criticité :
L'impact de cette technique sur la criticité sera en théorie le même qu'avec la
technique précédente (Fig 4.5). Avec de longues connexions, la taille du canal de
routage et le nombre de DMSB de niveau 2 dans les Switch boxes augmentent. On
a donc plus de n÷uds au niveau 2 et des entrées supplémentaires au niveau 1. La
criticité de ces 2 blocs dépend donc du nombre de longues connexions ajoutées NLong
et du nombre de connexions supplémentaires sur les DMSB niveau 1 NcLong =
NLong
4
car on a 4 entrées du CR par DMSB de niveau 2 La criticité devient alors :
∀x ∈ D2s, CLong(x) = Nout/(CWin +NLong)






∀x ∈ D1s, CLong(x) = Nout/Nin
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Connexions directes entre clusters















































Figure 4.7  Technique d'ajouts de connexion entre clusters
La dernière technique à gros grain consiste à ajouter des connexions directes
entre tous les clusters du FPGA(voir ﬁgure 4.7). Chaque cluster (i,j) possède des
entrées/sorties supplémentaires avec ses plus proches voisins (i+1, j)(i, j+1)(i-1, j)(i,
j-1). Ces connexions permettent d'éviter une Switch Boxe au cas où celle-ci serait
défectueuse et de réduire aussi le nombre de switchs que va traverser le signal. Le
nombre de connexions ajoutées entre chaque cluster est paramétrable dans l'optique
d'intégrer cette technique dans le générateur de FPGA. L'ajout de connexions entre
clusters, entraîne une augmentation du nombre d'entrées par cluster et donc une
augmentation en termes de surface. La ﬁgure 4.8 montre que ces entrées supplémen-
taires augmentent le nombre d'entrées par DMSB des clusters. Ces DMSBs étant
composés de multiplexeurs, on va augmenter le nombre de multiplexeurs par cluster.
Par exemple, si on choisit d'ajouter à notre architecture m entrées et n sorties entre
clusters, alors le nombre d'entrée par DMSB augmentera de m
Nb_dmsb
et le nombre
de sortie de n.
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Figure 4.8  Impact sur l'architecture du cluster
 Impact sur la criticité :
Le fait d'augmenter le nombre d'entrées/sorties par cluster (ﬁgure 4.8) va avoir
un impact sur la criticité des DMSB et de l'UMSB. La criticité des DMSB dépend
donc du nombre d'entrées supplémentaires ajoutées m au cluster (ﬁgure 4.9) et la
criticité de l'UMSB du nombre de sorties ajoutées n. La criticité devient alors :





















Figure 4.9  Impact des connexions directes entre clusters sur la criticité
∀x ∈ Dc, CDir(x) = 1





∀x ∈ Uc, CDir(x) = Nclb
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3.2 Redondance à grain ﬁn
Les techniques de redondance à grain ﬁn ajoutent de la redondance matérielle
au niveau des blocs de base du FPGA. Cela permet de tolérer plus de défauts mais
l'impact sur la surface et le délai du FPGA est aussi plus important. Nous allons
donc proposer diﬀérentes techniques permettant de minimiser ce surcoût en termes
de surface et de délai tout en tolérant un maximum de défauts.
Fine Grain redundancy (FGR)
 Impact sur l'architecture :
Dans l'architecture de base d'un cluster ou d'une Switch box, si un signal est
routé par un multiplexeur défectueux, la connexion entre les entrées et la sortie du
MSB ainsi que la connexion vers l'élément suivant (un CLB, un autre MSB...) n'est
plus possible. On peut donc perdre la possibilité de se connecter à certains éléments
logiques. C'est pourquoi une technique appelée Fine Grain redundancy (FGR) a
été proposée [4] pour contourner les défauts à l'intérieur des boîtes de connexions
et des Switchs boxes d'une architecture Mesh. Cette technique peut être appliquée
à l'architecture de nos MSBs, cela consiste à ajouter 2 étages de multiplexeurs en
entrée de nos MSB pour pouvoir contourner le multiplexeur défectueux en utilisant
son plus proche voisin et 2 étages en sortie pour restaurer la sortie du MSB qui était
utilisée par l'élément défectueux (illustrée ﬁgure 4.10).
mux2 mux2 mux2 mux2 mux2 mux2 mux2 mux2 mux2
mux2 mux2 mux2 mux2 mux2 mux2 mux2 mux2 mux2
mux2
mux2
O4 O5 O6 O7 O8 O9O3O2O1O0
Mux Mux Mux Mux Mux Mux Mux Mux Mux Mux
mux2 mux2 mux2 mux2 mux2 mux2 mux2


























Figure 4.10  Technique FGR
Par exemple, dans l'architecture initiale, le dernier multiplexeur est utilisé pour
connecter l'entrée I8 à la sortie O9. Si le multiplexeur est défectueux, la sortie O9
ne pourra pas être connectée au CLB. Grâce à la FGR, les deux premiers étages de
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multiplexeurs (IMUX) re-routent le signal provenant de I8 sur le multiplexeur voisin
et les deux étages en sortie (OMUX) re-routent le signal vers la sortie du MSB O9.
Donc, avec cette technique, le nombre de chemins possibles pour router un même
signal est doublé. Cependant, le signal provenant de I8 ne peut être re-routé qu'à
la seule condition que son multiplexeur voisin ne soit pas déjà utilisé par un autre
signal. Sinon, il y aura un conﬂit.
 Impact sur la criticité :
Avec la FGR, chaque multiplexeur à l'intérieur des MSB voit son nombre de
sorties augmenté. En eﬀet, chaque n÷ud peut désormais être connecté à trois sorties
diﬀérentes (ﬁgure 4.11). Cela aura un impact sur la criticité des MSB à l'intérieur
des clusters et des Switch boxes :









































Figure 4.11  Impact sur la criticité de la FGR
Improved FGR (IFGR)
 Impact sur l'architecture :
Pour éviter les conﬂits qui peuvent survenir avec la FGR, une seconde technique
a été étudiée appelée Improved FGR (IFGR) [4]. Cette solution double le nombre de
sorties du réseau d'interconnexion. Pour adapter cette technique à notre architecture,
il faut doubler le nombre de sorties sur chaque multiplexeur composant nos MSBs.
On peut voir dans la ﬁgure 4.12, que si l'une des deux sorties d'un multiplexeur est
défectueuse, alors nous avons la possibilité d'utiliser l'autre à disposition. De plus, si
le multiplexeur voisin est complètement défectueux, le contournement peut être fait
même si le plus proche voisin est déjà utilisé pour router un autre signal. En eﬀet, la
deuxième sortie permettra d'éviter les conﬂits. En conclusion, cette méthode permet
de tolérer 2 fois plus de défauts que la FGR mais cela implique de doubler le nombre
de sorties par multiplexeurs et donc de fortement augmenter la surface du FPGA.
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Figure 4.12  Technique IFGR
 Impact sur la criticité :
Pour adapter cette technique à notre architecture, le nombre de sorties de chaque
MSB est doublé. Donc le nombre de sorties par n÷ud est doublé (voir ﬁgure 4.13)

















Figure 4.13  Impact de l'IFGR sur la criticité
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Adapted FGR (AFGR)
 Impact sur l'architecture :
N



















clb clb clb clb
Figure 4.14  Technique AFGR sur le cluster
Le principal désavantage des techniques comme la FGR et l'IFGR est leur impact
sur la surface du FPGA. Pour réduire l'augmentation de surface, nous proposons
une nouvelle technique appelée Adapted Fine Grain Redundancy (AFGR). Dans
l'architecture de base de notre FPGA, tous les DMSB du cluster sont connectés à
l'ensemble des CLBs. Pour réduire l'augmentation de surface, on peut donc envi-
sager de supprimer les étages de restauration de la FGR. Puis, pour augmenter la
routabilité de notre architecture, les deux premiers étages qui servent au contourne-
ment des défauts seront commun à tous les DMSB. Avec cette technique, nous avons
la possibilité de contourner un défaut présent dans un DMSB avec un multiplexeur
se trouvant dans le DMSB voisin (voir ﬁgure 4.14). Cependant, comme la FGR, si
le multiplexeur voisin est déjà utilisé pour router un autre signal, le contournement
ne sera pas possible.
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Figure 4.15  Technique AFGR sur la Switch box
 Impact sur la criticité :
Avec la technique AFGR, le nombre d'entrées par n÷ud augmente pour chaque
MSBs(Fig.4.16). En eﬀet, chaque n÷ud peut désormais utiliser 2 entrées supplémen-
taires appartenant à ses voisins. La criticité de chaque n÷ud à l'intérieur des MSBs
est donc :
∀x ∈ N, CAFGR(x) = C(x)
(d−(x) + 2)/d−(x)
(4.14)
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CLB CLB
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Figure 4.16  Cluster with AFGR on dmsb
Distribution des Feedbacks (DF)
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Figure 4.17  Technique DF sur le cluster
Dans l'architecture MoC, les UMSBs sont connectés aux DMSBs à l'aide de
feedbacks. Le nombre de feedbacks par DMSB est calculé en fonction du nombre de





Pour réduire l'augmentation de surface, nous proposons une nouvelle technique
ciblant uniquement les DMSBs appelée Distributed Feedbacks (DF). Dans l'archi-
tecture de base de notre FPGA, les feedbacks sont répartis de manière homogène
sur l'ensemble des DMSBs (cluster et Switch box). Pour augmenter la routabilité et
3. TOLÉRANCE AUX DÉFAUTS 75
CHAPITRE 4. CRITICITÉ ET TOLÉRANCE AUX DÉFAUTS
la tolérance aux défauts de l'architecture, nous proposons de distribuer un nombre n
de feedbacks (voir ﬁgure 4.17 et 4.18). Si un défaut est présent dans un multiplexeur
d'un DMSB utilisé par un feedback, alors grâce à la DF, le signal peut être re-routé
vers un autre DMSB.














Level2 Level2 Level2 Level2 Level2
Level 1 Level 1 Level 1 Level 1 Level 1
Level2
Level 1
Figure 4.18  Technique DF sur la Switch box
 Impact sur la criticité :
Avec la distribution des feedbacks, le nombre d'entrées par DMSB et par noeud
compris dans les DMSBs augmente (ﬁgure 4.19). La criticité de chaque noeud va





















Figure 4.19  Cluster with DF
∀x ∈ Dc ∪D1s ∪D2s, CDF (x) = C(x)
(d−(x) +Ndf )/d−(x)
(4.16)
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Upward Redundant Multiplexers (URM)
 Impact sur l'architecture :
CLB CLB CLB CLB CLB CLB CLB CLB CLB CLB
N N N N
NN inout



















Figure 4.20  Technique URM sur le cluster
Les UMSBs sont des éléments essentiels de notre architecture. En eﬀet, ils sont
utilisés pour connecter les sorties des blocs logiques aux sorties des clusters, aux
Switch boxes et au canal de routage du FPGA. Dans le but de réduire l'impact des
techniques de contournement sur la surface et sur le délai du FPGA, nous proposons
une nouvelle technique ciblant uniquement les UMSBs appelée Upward Redundant
Multiplexers (URM). Des multiplexeurs sont ajoutés en parallèles aux UMSBs (voir
ﬁgure 4.20 et 4.21). Dans le cas où un ou plusieurs défauts surviendraient dans un
UMSB, les multiplexeurs de l'URM seraient utilisés pour remplacer les défectueux
et maintenir la fonctionnalité du circuit.
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Level 1 Level 1 Level 1 Level 1 Level 1
Level2
Level 1URM
Figure 4.21  Technique URM sur la Switch box
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 Impact sur la criticité :
La technique URM est appliquée uniquement sur les UMSB des clusters et des
Switch boxes donc elle aura un impact sur la criticité des n÷uds compris dans les
UMSBs seulement (voir ﬁgure 4.22). Comme pour la distribution des feedbacks la
























Figure 4.22  Cluster with URM




Dans ce chapitre, nous avons proposé une méthode permettant de calculer la
criticité des blocs composant un FPGA Mesh of Clusters. Le FPGA est modélisé
par un graphe, chaque cluster et chaque Switch box par un sous-graphe dans lequel
chaque multiplexeur est représenté par un n÷ud. La criticité de chaque bloc est
déﬁni par le nombre d'éléments logiques et par les paramètres architecturaux. Le
tableau ci-dessous montre que les éléments les plus critiques de notre architecture
sont les UMSBs présents dans les clusters et dans les Switch boxes. Ensuite, chaque
technique de redondance à gros grain puis à grain ﬁn est adaptée à l'architecture
Mesh of Clusters. L'impact de chacune de ces techniques sur l'architecture et sur la
criticité des blocs est détaillé. Les calculs de criticité ci-dessous ont été faits pour
un FPGA de 36x36 avec un canal de routage de 36 (CW), 10 CLBs à 4 entrées par
cluster, 28 entrées et 12 sorties par cluster. Dans ce tableau, un 1 représente une
ressource très critique et un 0 une ressource non critique. Le tableau 4.1 montre que
sans redondance, les UMSBs sont les éléments les plus critiques suivis par les DMSBs
du cluster. Pour ﬁnir, l'IFGR est la technique qui a l'impact le plus important sur
la criticité des DMSBs (-84%) et l'URM sur les UMSBs (-90%).
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Criticité dans la Switch box Criticité dans le cluster
Mu Md1 Md2 Mu Md
sans redondance 1(ref) 0.086(ref) 0.033(ref) 1(ref) 0.1(ref)
Connexions dia-
gonales
0.85(-15%) 0.067(-22%) 0.029(-11%) 1(-0%) 0.1(-0%)
Longues
connexions
0.85(-15%) 0.067(-22%) 0.029(-11%) 1(-0%) 0.1(-0%)
Connexions
directes
1(-0%) 0.086(-0%) 0.033(-0%) 0.88(-12%) 0.085(-15%)
FGR 0.33(-67%) 0.028(-67%) 0.011(-67%) 0.33(-67%) 0.033(-67%)
IFGR 0.16(-84%) 0.014(-84%) 0.005(-84%) 0.16(-84%) 0.016(-84%)
AFGR 0.83 (-17%) 0.071(-17%) 0.027(-17%) 0.83(-17%) 0.083(-17%)
DF 1 (-0%) 0.046(-47%) 0.017(-47%) 1(-0%) 0.053(-47%)
URM 0.01 (-90%) 0.086(-0%) 0.033(-0%) 0.01 (-90%) 0.1 (-0%)
Table 4.1  Impact on criticity
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Ce chapitre est consacré à l'impact des solutions de contournement logicielles et
matérielles retenues et proposées dans cette thèse sur la tolérance aux défauts, sur
la surface et sur le timing. L'objectif et de déterminer quelles sont les techniques
les plus performantes en fonction des trois critères déﬁnis précédemment. Enﬁn,
des stratégies de redondance locale combinant deux techniques de redondance sur
les blocs les plus critiques du FPGA sont proposées et comparées en termes de
performances aux techniques de redondances logicielles et matérielles (FGR, IFGR,
AFGR, DF, URM).
2 Méthodologie
Pour mesurer l'impact des solutions de contournement des défauts présentées
au chapitre 4, des défauts sont injectés aléatoirement dans l'architecture du FPGA
pendant sa conﬁguration (ﬁgure 5.1). A partir des netlits des 20 benchs MCNC
(.bliﬀ), on réalise le clustering de cette netlist avec l'outil T-VPACK. Cette nouvelle
netlist (.net) doit ensuite être placée puis routée. C'est lors de cette phase de place-
ment/routage que des défauts sont injectés. Un défaut est modélisé par un état "Non
déﬁni" (Undiﬁned) de sa sortie et représente un transistor toujours bloqué ("Stuck-
open"). Les entrées du ou des éléments défectueux ne sont alors plus connectées à
leurs sorties. Lors du placement, on déﬁnit des CLBs ou des clusters défectueux qui
ne pourront pas être utilisés pour placer l'ensemble des applications. Le placeur va
donc devoir placer les applications sur les CLBs/clusters fonctionnels si possible. Le
ﬁchier de placement est ensuite transmit au routeur. Il est là aussi possible d'injec-
ter des défauts dans les réseaux d'interconnexions du FPGA. De nouveau, en cas
de défauts sur un multiplexeur, l'ensemble des entrées/sorties ne sera plus connecté.
Pour déterminer les performances en termes de tolérances aux défauts des outils
de conﬁguration et des techniques de contournement des défauts, des défauts sont
alors injectés sur des multiplexeurs jusqu'à rendre les applications Non Routable
(NR). Ce nombre de multiplexeurs défectueux pouvant être contournés correspond
à la tolérance aux défauts de chaque technique. Le nombre de multiplexeurs ajoutés
par chaque technique est comparé au nombre de multiplexeurs composant l'architec-
ture initiale pour déterminer l'impact de chaque technique sur la surface du FPGA.
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Pour ﬁnir, le délai du chemin critique (CPD) est lui aussi déterminé pour chaque
technique et comparé à celui de l'architecture initiale pour déterminer l'impact sur
le délai. Pour l'ensemble de nos simulations, on considère que les blocs mémoire











Netlist de porte logiques
Graphe acyclique orienté
Fichier de placement
Fichier de routage et bitstream
l’application
Bitstream de
Netlist de clusters et de BLEs
Circuit vhdl
Figure 5.1  Flot de conﬁguration
3 Contournement logiciel
Dans cette section, nous allons établir les performances en termes de contour-
nement des défauts et de timing du logiciel de placement/routage développé par
l'entreprise Flexras pour l'architecture Mesh of Clusters. Le contournement logiciel
consiste à laisser les outils de conﬁguration trouver des solutions pour placer et rou-
ter les applications en cas de défauts présents dans l'architecture. Pour établir ces
performances, nous avons injecté des défauts lors du placement et du routage de
chacune des applications MCNC jusqu'à rendre les applications Non Routable. Le
placeur et le routeur utilisent chacun en entrée un ﬁchier (.txt) contenant une liste
d'éléments défectueux ainsi que leurs coordonnées dans le FPGA. Le nombre de
défauts tolérés correspond à la tolérance aux défauts logiciels. Nous avons détaillé
les performances du contournement logiciel pour chaque MSB composant notre ar-
chitecture :




contournés Impact sur le timing
DMSB level 2 Sbox 75.5% +7.7%
DMSB level 1 Sbox 63% +12.1%
UMSB Sbox 83% +0.16%
DMSB cluster 25% +8.9%
UMSB cluster 10% +0%
moyenne 51.3% +2.7%
Table 5.1  Performances du contournement logiciel
On constate que le contournement logiciel est plus performant pour les ressources
comprises dans les Switch box. En eﬀet, jusqu'à 75.5% des ressources défectueuses
peuvent être contournées dans les Switch box tout en maintenant la fonctionnalité
du FPGA. Au contraire, le contournement logiciel s'avère moins performant pour les
ressources comprises dans les clusters avec moins de 25% des ressources défectueuses
contournables. Ces résultats vont nous permettre de déﬁnir une stratégie dans le
but d'augmenter la tolérance aux défauts du FPGA tout en minimisant la surface
ajoutée et l'impact sur le timing. En eﬀet, les stratégies de redondance matérielle
devront plutôt être utilisées sur les ressources comprises dans le cluster là où le
contournement logiciel est le moins performant.
4 Contournement matériel
Dans cette section, nous allons déterminer l'impact de chacune des solutions
ajoutant de la redondance décrites dans le chapitre 4 sur la tolérance aux défauts, sur
le délai du chemin critique et sur la surface du FPGA. Pour chacune des techniques,
nous détaillerons les résultats en termes de timing, de surface et de tolérance aux
défauts pour chacun des 20 benchs MCNC.
4.1 Redondance à gros grain
Connexions diagonales
Dans un premier temps, nous allons déterminer les performances des connexions
diagonales. Cette technique consiste à ajouter des connexions diagonales entres les
Switch box. Ces nouvelles connexions augmentent le nombre de chemins disponibles
entre les Switch box et devraient nous permettre de tolérer plus de défauts dans les
Switch box. Le tableau 5.2 présente les performances de cette technique :
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alu4 4 140 (1.84%) 16 500 (7.33%) 15% +12.02% +7.57%
apex2 17 180 (6%) 24 000 (8.53%) 25% +17.28% -3.23%
apex4 20 122 (9.13%) 26 600 (12.07%) 32% +20.4% -9.85%
bigkey 0 (0%) 2 590 (1.51%) 28% +4.5% +40%
clma 26 720 (2%) 121 900 (9.26%) 17% +12.3% -15.2%
des 0 (0%) 4 120 (2%) 20% +8.9% +3.6%
diﬀeq 0 (0%) 2 680 (1.52%) 10% +4.45% +32.5%
dsip 0 (0%) 4 500 (2.62%) 25% +11.39% -58.1%
elliptic 35 560 (7%) 46 080 (9.16%) 28% +17.3% +41.13%
ex1010 64 160 (7.88%) 80 120 (9.84%) 27% +17.3% +95.5%
ex5p 12 000 (5.28%) 16 900 (7.42%) 28% +15.5% +67%
frisc 40 560 (7.53%) 52 440 (9.73%) 20% +17.7% +72.2%
misex3 7 120 (2.73%) 16 000 (6.13%) 21% +10.4% +4.9%
pdc 29 720 (2.96%) 75 120 (7.45%) 20% +14.08% +9.45%
s298 8 540 (3.55%) 21 900 (9.11%) 32% +17.05% -6.88%
s38417 15 120 (1.93%) 45 590 (5.94%) 27% +12.26% -13%
S38584 15 720 (2.33%) 57 680 (8.71%) 20% +13% -5%
seq 9 560 (3.24%) 20 000 (6.8%) 23% +11.8% -1.2%
spla 28 320 (4.17%) 55 500 (8.23%) 15% +11.1% -6.6%
tseng 34 500 (21.04%) 37 020 (22.64%) 29% +5.27% +14.2%
moyenne 18 452 (4.43%) 36 167 (7.8%) 23% +12.7% +13.45%
Table 5.2  Performances des connexions diagonales
On constate que cette technique peut être ineﬃcace pour certains benchmarks
(des, diﬀeq...) avec aucun ou très peu de défauts contournés. Au contraire, elle
est très eﬃcace et permet de contourner jusqu'à 22.64% de défauts avec des benchs
comme alu, apex2 en ajoutant respectivement 15% et 25% de connexions diagonales.
Cette technique est en eﬀet plus eﬃcace sur les benchs comme alu et apex2 qui
utilisent beaucoup d'interconnexions entre clusters. En moyenne, cette technique
permet de contourner entre 4.43% et 7.8% d'éléments défectueux dans l'architecture
du FPGA avec une augmentation de surface de 12.7% (23% de connexions diagonales
ajoutées en moyenne) et une augmentation du délai du chemin critique de 13.45%.
Longues connexions
Pour déterminer les performances de cette technique, nous avons utilisé unique-
ment des longues connexions de longueur L = 2. Ces nouvelles connexions aug-
mentent le nombre de chemins disponibles entre les Switch boxes et devraient nous
permettre de tolérer plus de défauts dans les Switch box. Le tableau 5.3 présente les
performances de cette technique :
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alu4 4 500 (2%) 18 000 (8%) 15% +12.02% +5.23%
apex2 19 440 (6.9%) 25 920 (9.21%) 25% +17.28% -5%
apex4 22 500 (10.22%) 27 000 (12.26%) 32% +20.4% -13%
bigkey 0 (0%) 3 920 (2.28%) 28% +4.5% +32.6%
clma 23 120 (1.75%) 115 600 (8.78%) 17% +12.3% -12.9%
des 0 (0%) 4 500 (2.23%) 20% +8.9% +1.72%
diﬀeq 0 (0%) 3 920 (2.23%) 10% +4.45% +29.2%
dsip 0 (0%) 3 920 (2.28%) 25% +11.39% -52.5%
elliptic 38 720 (7.7%) 48 400 (9.63%) 28% +17.3% +48.5%
ex1010 62 720 (7.7%) 78 400 (9.63%) 27% +17.3% +102%
ex5p 15 680 (6.9%) 19 600 (8.6%) 28% +15.5% +65.8%
frisc 42 320 (7.86%) 52 900 (9.82%) 20% +17.7% +69.9%
misex3 9 000 (3.45%) 18 000 (6.90%) 21% +10.4% +4.9%
pdc 31 360 (3.12%) 78 400 (7.82%) 20% +14.08% +6.1%
s298 5 120 (2.13%) 15 360 (6.39%) 32% +17.05% -4.2%
s38417 15 680 (2%) 47 040 (6.13%) 27% +12.26% -16.6%
S38584 13 520 (2%) 54 080 (8.17%) 20% +13% -6.3%
seq 11 560 (3.92%) 23 120 (7.86%) 23% +11.8% -2.45%
spla 25 000 (3.71%) 50 000 (7.42%) 15% +11.1% -3.5%
tseng 34 560 (21.08%) 37 440 (22.84%) 29% +5.27% +13.2%
moyenne 18 540 (4.62%) 36 276 (8%) 23% +12.7% +13.13%
Table 5.3  Performances des longues connexions
On constate que cette technique est ineﬃcace pour 4 benchs (des, diﬀeq, dsip,
bigkey) avec aucun défaut contourné. Au contraire, elle est très eﬃcace et per-
met de contourner jusqu'à 22.84% de défauts avec des benchs comme alu, apex2
avec respectivement 15% et 25% de longues connexions ajoutées. En moyenne, cette
technique permet de contourner entre 4.62% et 8% d'éléments défectueux dans l'ar-
chitecture du FPGA avec une augmentation de surface de 12.7% (23% de longues
connexions ajoutées en moyenne) et une augmentation du délai du chemin critique
de 13.13%. En conclusion, cette approche est similaire en termes de performances
par rapport à l'ajout de connexions diagonales. Ces résultats s'expliquent par le fait
que le canal de routage est pour la plupart des benchs de petites tailles. Le nombre
de connexions distribuées sera donc similaire avec ces deux techniques. L'impact en
termes de tolérance aux défauts sera donc très proche.
Connexions Directes entre Cluster
Pour ﬁnir les techniques à gros grain, nous allons maintenant établir les perfor-
mances de la technique qui consiste à ajouter des connexions directes entre les clus-
ters du FPGA. Le nombre de connexions entre clusters ajoutées est paramétrable et
dépend de la tolérance aux défauts pour chaque application. Pour certains benchs,
2 connexions supplémentaires seulement seront nécessaires alors qu'un maximum
sera nécessaire pour d'autres. Ce nombre de connexions dépend du nombre d'inter-
connexions par clusters pour chaque bench. Ces nouvelles connexions permettent de
créer des connexions entre les clusters sans passer par les Switch boxes, le nombre de
chemins disponibles est donc augmenté et devrait nous permettre de tolérer plus de
défauts dans les clusters. Le tableau 5.4 présente les performances de cette technique
pour chacun des 20 benchmarks MCNC :
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alu4 3 718 (1.94%) 14 534 (7.58%) +4.71% +7.244%
apex2 14 400 (5.45%) 38 700 (14.65%) +9.43% +10.76%
apex4 16 224 (8.31%) 27 378 (14.04%) +19.67% -3.73%
bigkey 1 859 (1.13%) 18 083 (11%) +29% +10.1%
clma 19 339 (1.75%) 97 025 (8.78%) +14% -18.4%
des 3 718 (2.12%) 19 942 (11.44%) +19.67% +9.61%
diﬀeq 1 152 (0.77%) 7 488 (5%) +29% +18.65%
dsip 0 (0%) 7 744 (6.44%) +29% -7.84%
elliptic 10 648 (1.84%) 41 624 (7.20%) +19.67% +29.17%
ex1010 11 638 (1.87%) 62 422 (10.05%) +24.33% +12.8%
ex5p 0 (0%) 9 216 (5.64%) +29% +5.8%
frisc 15 884 (3.69%) 23 660 (11.73%) +24.33% +8.2%
misex3 3 718 (1.94%) 181 440 (12.34%) +24.33% +13.87%
pdc 25 344 (3.3%) 62 208 (8.09%) +29% +13%
s298 1 568 (0.76%) 10 584 (7.6%) +24.33% -5.2%
s38417 12 672 (2%) 31 104 (4.93%) +24.33% -2.71%
S38584 12 672 (1.9%) 31 104(4.68%) +24.33% -28.6%
seq 4 312 (1.87%) 10 584 (4.6%) +29% +0.96%
spla 9 702 (1.78%) 37 926 (7%) +9.43% -12.74%
tseng 0 (0%) 6 400 (6.08%) +4.71% +20.16%
moyenne 8 428 (2.12%) 36 958 (8.44%) +21.06% +4.06%
Table 5.4  Performances des connexions directes entre clusters
On constate que cette technique peut être ineﬃcace pour certains benchmarks
(ex5p, tseng...) avec aucun ou très peu de défauts contournés car ces benchs uti-
lisent la localité à l'intérieur de chaque cluster. Les connexions entre clusters n'ont
donc que peu d'eﬀets sur la tolérance aux défauts. Au contraire, elle est très eﬃcace
et permet de contourner jusqu'à 14.65% de défauts avec des benchs comme apex2,
apex4 utilisant beaucoup plus d'interconnexions entre clusters. En moyenne, cette
technique permet de contourner entre 2.12% et 8.4% d'éléments défectueux dans
l'architecture du FPGA avec une augmentation de surface de 21.06% et une aug-
mentation du délai du chemin critique de 4.06%. En conclusion, cette approche est
plus performante avec certaines applications. En eﬀet, elle sera plus eﬃcace avec des
applications ayant de nombreuses connexions entre clusters.
Conclusion
On constate qu'en termes de tolérance aux défauts, la technique la plus perfor-
mante est celle qui consiste à ajouter des connexions directes entre les clusters (ﬁgure
5.2). En eﬀet, elle permet de contourner jusqu'à 8.44% de multiplexeurs défectueux.
Cependant, elle augmente la surface du FPGA de 21.06% contrairement aux deux
autres techniques qui ont un impact sur la surface de seulement 12.7%. Pour ﬁnir,
en termes de timing, les meilleures performances sont là aussi obtenues avec l'ajout
de connexions directes entre clusters avec une augmentation du timing de 4.06%.
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% de délai ajouté % de surface ajoutée % de défauts contournés
Figure 5.2  Comparaison des performances des techniques à gros grain
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4.2 Technique de redondance à grain ﬁn
Redondance à grain ﬁn (FGR)
Dans un premier temps, nous allons établir les performances de la FGR. Cette
technique consiste à ajouter des multiplexeurs sur les entrées/sorties des MSBs du
FPGA. Ces multiplexeurs permettent de contourner les éléments défectueux à l'inté-
rieur des MSBs et devraient nous permettre de tolérer plus de défauts dans les Switch









alu4 37.5% +64.6% +38%
apex2 29.3% +64.6% +27.7%
apex4 34.7% +64.6% +22.15%
bigkey 4.24% +64.6% +54%
clma 11.6% +64.6% +17.8%
des 12% +64.6% +32.1%
diﬀeq 17.2% +64.6% +34.5%
dsip 27.2% +64.6% +27.2%
elliptic 24.6% +64.6% +43%
ex1010 26.4% +64.6% +35.5%
ex5p 18% +64.6% +27%
frisc 23.1% +64.6% +32.4%
misex3 14.3% +64.6% +24.6%
pdc 19.5% +64.6% +29.5%
s298 24.1% +64.6% +23.6%
s38417 17.4% +64.6% +17.3%
S38584 19.6% +64.6% +24.7%
seq 16.8% +64.6% +26.6%
spla 23.3% +64.6% +22%
tseng 48.36% +64.6% +34.3%
moyenne 20.1% +64.6% +29.7%
Table 5.5  Performances de la FGR
On constate qu'en moyenne, cette technique permet de contourner 20.1% d'élé-
ments défectueux dans l'architecture du FPGA avec une augmentation de surface
de 64.6% et une augmentation du délai du chemin critique de 29.7%.
Redondance à grain ﬁn améliorée (IFGR)
L'IFGR est une amélioration de la FGR développé pour éviter les conﬂits entre
signaux lors du contournement des défauts. Cette technique consiste à doubler les
sorties par multiplexeurs à l'intérieur des MSB en plus des multiplexeurs ajoutés
sur les entrées/sorties des MSBs issues de la FGR. Le fait de doubler les sorties
permet de multiplier par 2 le nombre de chemins permettant de contourner un
défaut. Le tableau 5.6 présente les performances de cette technique pour chacun des
20 benchmarks MCNC :










alu4 +84.58% +150% +38%
apex2 +84.58% +150% +27.7%
apex4 +84.58% +150% +22.15%
bigkey +84.58% +150% +54%
clma +84.58% +150% +17.8%
des +84.58% +150% +32.1%
diﬀeq +84.58% +150% +34.5%
dsip +84.58% +150% +27.2%
elliptic +84.58% +150% +43%
ex1010 +84.58% +150% +35.5%
ex5p +84.58% +150% +27%
frisc +84.58% +150% +32.4%
misex3 +84.58% +150% +24.6%
pdc +84.58% +150% +29.5%
s298 +84.58% +150% +23.6%
s38417 +84.58% +150% +17.3%
S38584 +84.58% +150% +24.7%
seq +84.58% +150% +26.6%
spla +84.58% +150% +22%
tseng +84.58% +150% +34.3%
moyenne +84.58% +150% +29.7%
Table 5.6  Performances de l'IFGR
Cette technique est très performante en termes de tolérance aux défauts car elle
permet de contourner 84.58% d'éléments défectueux dans l'architecture du FPGA.
Cependant pour tolérer autant de défauts, elle nécessite une augmentation de surface
de 150% et une augmentation du délai du chemin critique de 29.7%.
Redondance à grain ﬁn adaptée (AFGR)
Pour réduire l'impact sur la surface du FPGA des techniques comme la FGR
et l'IFGR, une nouvelle technique a été développée appelée AFGR. Pour limiter
la surface ajoutée, le deuxième étage de multiplexeurs utilisé pour restaurer les
sorties est supprimé. Puis, l'étage de contournement devient commun à l'ensemble
des DMSBs des clusters et des Switch boxes. De nouvelles connexions sont donc
créées, il est désormais possible de contourner un défaut en utilisant le DMSB voisin.
Le tableau 5.7 présente les performances de cette technique :










alu4 35% +30% +17.5%
apex2 29.3% +30% +8.85%
apex4 34.7% +30% +8.3%
bigkey 7% +30% +5.2%
clma 11.6% +30% -11.3%
des 12% +30% -4.7%
diﬀeq 17.2% +30% +27.3%
dsip 22% +30% -12.5%
elliptic 24.6% +30% +17.9%
ex1010 26.4% +30% +16.36%
ex5p 18% +30% +5.3%
frisc 21.1% +30% +6.4%
misex3 14.3% +30% +7.13%
pdc 19.5% +30% +3.95%
s298 24.1% +30% +8.9%
s38417 13.4% +30% +40%
S38584 15.6% +30% -11.8%
seq 18% +30% -3%
spla 21.1% +30% +3.4%
tseng 48.36% +30% +15.2%
moyenne +21% +30% +7.46%
Table 5.7  Performances de l' AFGR
Cette technique limite bien l'impact de la redondance sur la surface du FPGA
avec une augmentation de 30% (contre 64.6% pour la FGR et 150% pour l'IFGR.
En contrepartie la tolérance aux défauts est réduite puisque l'on peut contourner
en moyenne 21% des défauts avec une augmentation du délai du chemin critique de
7.46%.




% de délai ajouté % de surface ajoutée % de défauts contournés
Figure 5.3  Comparaison des performances des techniques FGR, IFGR et AFGR
En termes de tolérance aux défauts, l'IFGR reste la technique la plus perfor-
mante avec 84.58% de défauts tolérés mais l'impact sur la surface du FPGA est trop
importante. Cependant, la technique que nous proposons appelée AFGR propose le
meilleur rapport entre la tolérance aux défauts de l'architecture (21%), l'impact sur
la surface (30%) et sur le timing (7.46%).
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Distribution des feedback (DF)
La seconde technique que nous avons proposée appelée DF utilise les feedbacks
présents dans l'architecture des clusters et des Switch boxes. Nous avons décidé de
distribuer les feedbacks de l'architecture sur l'ensemble des DMSBs pour augmenter
la tolérance aux défauts de l'architecture. De nouvelles connexions sont donc créées,
il est désormais possible de contourner un défaut en utilisant le DMSB voisin. Le
tableau 5.8 présente les performances de cette technique pour les 8 benchmarks









alu4 21.4% +56% +11.9%
apex4 4.7% +11.2% +4.6%
dsip 14.6% +44.8% -10.6%
frisc 4% +11.2% -12.4%
pdc 29.5% +67.2% -3.2%
s298 4.1% +11.2% +2.23%
spla 24.1% +56% -3.5%
tseng 57.8% +112% -1.5%
moyenne +20% +46.2% -1.56%
Table 5.8  Performances de la DF
On constate qu'en moyenne, cette technique permet de contourner 20% d'élé-
ments défectueux dans l'architecture du FPGA avec une augmentation de surface
de 46.2% et une réduction du délai du chemin critique de 1.56%.
Multiplexeur redondant (URM)
La DF se concentre sur le contournement des défauts à l'intérieur des DMSBs.
Nous avons donc proposé une technique appelée URM qui est applicable unique-
ment sur les UMSB de l'architecture. Cette technique qui cible une ressource de
l'architecture permet de diminuer l'augmentation de surface et l'impact sur le ti-
ming mais limite aussi le nombre de défauts contournables. Le tableau 5.9 présente
les performances de cette technique pour chacun des 20 benchmarks MCNC :










alu4 16.9% +17.34% +2.36%
apex2 14% +17.34% +1.5%
apex4 16.6% +17.34% +0.8%
bigkey 1.5% +17.34% +1.2%
clma 2.8% +17.34% +1.3%
des 7.8% +17.34% +0.7%
diﬀeq 11.1% +17.34% +2.3%
dsip 15.1% +17.34% +1.5%
elliptic 8.2% +17.34% +1.9%
ex1010 10.1% +17.34% +0.5%
ex5p 15.1% +17.34% +0%
frisc 17% +17.34% +0.34%
misex3 12.3% +17.34% +0.13%
pdc 11% +17.34% +0.75%
s298 15.2% +17.34% +0.9%
s38417 7.5% +17.34% +0%
S38584 8.2% +17.34% +1.8%
seq 6% +17.34% +0.15%
spla 12.1% +17.34% +0.4%
tseng 17.34% +17.34% +0.47%
moyenne +11.29% +17.34% +1%
Table 5.9  Performances de l'URM
Cette technique permet de contourner peu de défauts 11.29% puisqu'elle n'est
appliquée que sur les UMSBs de l'architecture. L'impact sur la surface 17.34% et sur
le délai du chemin critique de 1% sera au contraire réduit grâce à cette redondance
ciblée sur une partie de l'architecture.
Conclusion
En conclusion, on constate que les techniques à gros grain sont moins perfor-
mantes que les techniques à grain ﬁn si on prend l'ensemble des résultats. La ﬁgure
5.4 montre que la technique la plus performante en termes de tolérance aux défauts
est l'IFGR. En terme d'impact sur la surface, les techniques les plus performantes
sont des techniques à gros grain (longues connexions et connexions diagonales) puis
l'URM. Ensuite, en termes de timing, l'impact sera minimum avec la distribution
des feedbacks (DF). On peut expliquer ce résultat par le fait que de nouveaux che-
mins entre les sorties et les entrées des clusters et Switch boxes sont ajoutés donc de
nouvelles possibilités de routage. Pour ﬁnir, la technique qui est la plus performante
en termes de tolérance aux défauts (21%), en terme de surface (30%) et de timing
(7.46%) est l'AFGR. Cependant l'ensemble de ces techniques appliquées séparément
a un impact signiﬁcatif sur la surface du FPGA. C'est pourquoi par la suite nous
avons décidé de nous orienter vers une redondance ciblée sur les éléments les plus
critiques du FPGA.
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% de délai ajouté % de surface ajoutée % de défauts contournés
Figure 5.4  Comparaison des performances des techniques FGR, IFGR et AFGR
5 Stratégies de redondance locale
5.1 Introduction
Au chapitre 4, nous avons proposé une méthode permettant de calculer la criti-
cité de l'ensemble des blocs composant notre FPGA. Nous en avons conclu que les
blocs les plus critiques sont les UMSBs des clusters ainsi que des Switch boxes puis
les DMSBs des clusters. Nous allons donc appliquer dans cette section les techniques
étudiées précédemment uniquement sur les éléments les plus critiques en les combi-
nant pour trouver le meilleur ratio entre la tolérance aux défauts et l'impact sur la
surface et le timing.
5.2 Stratégies de redondance locale
Notre objectif est d'évaluer l'impact de diﬀérentes techniques de redondance
locale (Local Redundancy Strategies) sur la tolérance aux défauts, la surface et le
timing du FPGA. Ces techniques sont appliquées sur les éléments les plus critiques
du FPGA (UMSBs des clusters et des Switch Boxes et DMSBs des clusters). Dans
le tableau 5.10, le dsmb indique que la technique est appliquée sur les DMSBs des
clusters et le umsb indique qu'elle est appliquée sur les UMSBs des clusters et des
Switch boxes. L'URM est la technique la plus performante sur les UMSB avec le
moins d'impact sur la surface et sur le timing. La DF est applicable uniquement
sur les DMSBs, c'est pourquoi pour la première technique de redondance locale
LRS1, nous appliquons la DF sur les DMSBs des clusters et l'URM sur l'ensemble
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des UMSBs. L'IFGR est la technique la plus performante en termes de tolérance
aux défauts, c'est pourquoi nous l'appliquons sur l'ensemble des UMSBs et avec la
DF pour la seconde technique LRS2. Le principal inconvénient de l'IFGR est son
impact sur la surface du FPGA. Pour la troisième technique LRS3, nous utilisons la
technique qui a le meilleur ratio en termes de tolérance aux défauts, impact sur la
surface et sur le timing : l'AFRG sur les DMSBs et la technique la plus performante
en terme de tolérance aux défauts l'IFGR sur les DMSBs des clusters. Aﬁn de nous
comparer aux techniques de l'état de l'art utilisées en redondance locale, la stratégie
LRS4 combine la FGR sur les DMSBs des clusters et l'URM sur les UMSBs. Pour























LRS1 12(1.15%) 492(47.39%) +52.34% -7.81%
LRS2 180(17.34%) 492(47.39%) +51.4% +6.16%
LRS3 180(17.34%) 394(37.95%) +20.9% +22.36%
LRS4 12(1.15%) 394(37.95%) +31.34% +17.09%
LRS5 12(1.15%) 394(37.95%) +21.84% +9.65%
Table 5.11  Performances des stratégies de redondance locale
5.3 Conclusion
Le tableau 5.11 présente les performances des diﬀérentes techniques en terme
de tolérance aux défauts, de surface et de timing. Les stratégies de redondance lo-
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cale LRS1 et LRS2 permettent de contourner un grand nombre de défauts (47.39%)
avec une augmentation de la surface du FPGA d'environ 52%. Au contraire avec les
techniques de redondance locale LRS3, LRS4 and LRS5, l'impact sur la surface du
FPGA est réduit (+20.9% pour LRS3, +31.34% pour LRS4 et +21.84% pour LRS5)
avec un nombre moins important de défauts contournés (37.95%). En conclusion,
utiliser des stratégies de redondance locale sur les blocs les plus critiques du FPGA
permet de tolérer un nombre important de défauts avec un impact moins important
que les techniques présentées au chapitre 4 sur la surface du FPGA. Au niveau du
timing, la technique la plus performante est LRS1 (-7.81%) car de nouvelles possi-
bilités de routage sont ajoutées à l'architecture des clusters avec la DF. Pour ﬁnir le
meilleur ratio est obtenu avec LRS2 avec 37.95% d'éléments défectueux contournés,










LRS1 LRS2 LRS3 LRS4 LRS5
% de défauts contournés % de surface ajoutée % de délai ajouté
Figure 5.5  Comparaison des performances des techniques de redondance locale
6 Conclusion
Nous avons étudié dans ce chapitre les performances des techniques de contour-
nement à gros grain, à grain ﬁn puis de stratégies de redondance locale. La technique
la plus performante en termes de tolérance aux défauts est l'IFGR. Cependant, son
impact sur la surface du FPGA (+150%) fait que cette technique ne peux pas être
retenue. En termes d'impact sur la surface du FPGA, les techniques de redondance
à gros grain (longues connexions, connexions diagonales) sont les plus performantes.
Cependant, elles aussi ne sont pas retenues car elles ne contournent que trop peu
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de défauts (environ 8%). Pour ﬁnir en termes de timing, la technique la plus perfor-
mante est la Distribution des Feedbacks. En eﬀet, cette technique consiste à ajouter
de nouveaux chemins entre les entrées/sorties des clusters c'est pourquoi le délai du
chemin critique peut être réduit. Pour ﬁnir le meilleur ratio est obtenu avec la stra-
tégie de redondance locale LRS2 qui combine l'AFGR sur les DMSBs du cluster et
l'URM sur les UMSBs. En eﬀet, avec cette technique 37.95% d'éléments défectueux
sont contournés, la surface ajoutée est de seulement +21.84% et l'augmentation du
délai du chemin critique est de +9.65%.










% de délai ajouté % de surface ajoutée % de défauts contournés
Figure 5.6  Comparaison des performances des techniques à gros grains, à grain





Le but premier de cette thèse était de créer une architecture de FPGA Mesh of
Clusters tolérante aux défauts de fabrication. Nous sommes intervenus sur l'ensemble
de la chaîne de conception et de conﬁguration d'un FPGA. De ce fait, nous avons
pu apporter des contributions à chacune des étapes inhérentes à la conception d'un
FPGA.
1.1 Flot de conception
La première étape a consisté à créer le ﬂot de conception du FPGA sous forme de
générateurs sous l'environnement du LIP6 : STRATUS et avec les outils de concep-
tion de CADENCE. L'architecture du FPGA Mesh of Clusters est créée à partir de
générateurs écrits en langage python. Ces générateurs oﬀrent la possibilité à l'uti-
lisateur de choisir l'ensemble des paramètres architecturaux du FPGA à savoir la
taille du FPGA, le nombre de blocs logiques par cluster, le nombre d'entrées par bloc
logique, le nombre d'entrées/sorties par cluster, la taille du canal de routage et pour
ﬁnir le nombre d'entrées/sorties du FPGA. En résumé, nos générateurs permettent
de créer n'importe quel type d'architecture de FPGAMesh of Clusters. Les diﬀérents
générateurs permettent de créer le code VHDL (ou verilog) de notre architecture. A
partir de la description de notre circuit en VHDL, notre ﬂot de conception utilise
un second générateur pour réaliser le layout du circuit. La déﬁnition du ﬂoorplan
est faite de manière automatique en fonction de la taille du FPGA. Le placement
des diﬀérentes cellules est lui aussi automatisé de manière à respecter l'organisation
sous forme de matrice de tuiles. Le routage des blocs est alors fait automatiquement
à partir du placement. Pour ﬁnir, une vériﬁcation des règles de dessin et une com-
paraison entre le schéma structurel et le layout permettent de vériﬁer que le layout
généré est conforme à nos attentes. Avec ces deux générateurs, l'utilisateur choisit
l'architecture de son FPGA Mesh of Cluster et le ﬂot est déroulé jusqu'à fournir le
layout. A partir des 20 benchs MCNC, nous avons démontré que l'architecture Mesh
of Clusters permet de réduire l'utilisation des ressources d'interconnexions de 48%
par rapport à une architecture mesh classique.
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1.2 Flot de conﬁguration
Pour permettre de démontrer les performances de notre architecture et des ar-
chitectures de tolérances aux défauts, un ﬂot de conﬁguration nous a été fourni par
FleXras. Ce ﬂow permet à partir des netlists des applications de réaliser le clustering,
le mapping, le placement, le routage et l'extraction du bitstream. De plus, grâce à
nos modiﬁcations, il est désormais possible d'injecter des défauts lors du placement
(sous forme de CLBs ou de clusters défectueux) ainsi que du routage (sous formes
de multiplexeurs défectueux dans les réseaux d'interconnexions) des applications.
Des modiﬁcations ont été aussi apportées pour permettent de tester les stratégies
de contournement proposées au chapitre 4.
1.3 Tolérance aux défauts
Nos travaux consistaient aussi à améliorer la tolérance aux défauts de fabrica-
tion des FPGA. Nous avons dans un premier temps étudié les diﬀérentes techniques
de contournement existantes (matérielles et logicielles). Au vue des bonnes perfor-
mances, nous avons retenu les techniques de redondance matérielles à gros grain et
à grain ﬁn (CGR et FGR). Ces techniques suggèrent l'ajout de ressources de secours
pour contourner les éléments défectueux du FPGA et ont été développées pour des
architectures de type mesh (FGR et IFGR). Nous avons donc adapté ces techniques
à l'architecture Mesh of Clusters et proposé de nouvelles (AFGR, DF, URM) pour
réduire l'impact de ces techniques sur la surface et sur le délai du FPGA. Ce ﬂot
de conﬁguration nous a aussi permis d'étudier les performances des diﬀérentes solu-
tions de contournement proposées. Il en ressort que l'IFGR est la technique la plus
performante en termes de contournement des défauts mais augmente de manière
conséquente la surface et le délai du FPGA. De manière générale, les techniques de
contournement appliquées sur l'architecture globale du FPGA permettent de tolé-
rer un nombre important de défauts mais augmentent beaucoup trop la surface du
FPGA. Nous proposons donc une méthode de calcul de la criticité des blocs compo-
sant notre FPGA. Le FPGA est modélisé sous forme d'un graphe de clusters et de
Switch boxes. Chacun des clusters et des Switch boxes sont modélisés par un sous-
graphe dans lequel chaque multiplexeur contenu dans les MSBs est représenté par
un n÷ud. La criticité de chaque n÷ud est déﬁnie par le nombre d'éléments logiques
connectés à ce n÷ud et par les paramètres architecturaux. Cette méthode démontre
que les UMSBs sont les éléments les plus critiques de l'architecture Mesh of Clusters
puis ensuite viennent les DMSBs du cluster. Ces informations nous ont permis de
proposer des stratégies de redondance locale où les techniques de contournement
comme l'AFGR, l'URM sont dorénavant appliquées sur les éléments les plus cri-
tiques de notre circuit. Grâce à ces stratégies de redondance locale, nous minimisons
l'impact de ces techniques sur la surface et sur le délai du FPGA. En conclusion,
nous avons mis au point un ﬂot de conception pour FPGA Mesh of Clusters per-
mettant à l'utilisateur de déﬁnir sa propre architecture de FPGA dans laquelle il
peut ﬁxer sa métrique en terme de tolérance aux défauts, en terme de surface et en




La première amélioration possible concerne la génération du layout. En eﬀet,
nous utilisons un placement automatique des cellules de notre architecture. Il serait
intéressant d'utiliser la généricité du FPGA lors du placement et de recréer une
matrice de tuiles. Une comparaison des performances de ce type de placement par
rapport au placement automatique pouvant être étudiée par la suite. L'impact de la
technologie cible permettrait de vériﬁer que nos résultats sont viables quel que soit
la technologie. Dans un second temps, nous avons limité notre étude à 2 techniques
adaptées de l'état de l'art puis nous avons proposé 3 nouvelles techniques de tolérance
aux défauts. D'autres techniques peuvent être proposées, notamment au niveau de
l'architecture des multiplexeurs. De plus, au niveau des techniques à gros grain, nous
avons choisi d'ajouter des connexions supplémentaires pour améliorer la routabilité
de notre architecture. Il serait intéressant de comparer les performances de nos
techniques gros grains à celles qui suggèrent l'ajout de lignes et de colonnes de
secours. Ces études ont été faites à partir d'une distribution aléatoire et sous forme
de paquets des défauts. Il serait intéressant d'utiliser des statistiques de distribution
des défauts issue de données réelles (après fabrication). Pour ﬁnir, au niveau de
l'architecture, nous avons utilisé des CLBs à 4 entrées. Une étude sur l'impact du
nombre d'entrées par CLBs sur les performances du FPGA peut être eﬀectuée. Dans
la même optique, il existe plusieurs structures de Switch box (wilton, universelle...)
dont l'impact sur les performances de notre architecture nécessite d'être étudié.
Enﬁn, Une étude sur l'impact des diﬀérentes techniques de contournement sur la
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