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Abstract
Let D be a digraph, and let Ln(D) and k(D) denote the nth iterated line digraph of D and
the index of convergence of D, respectively. We prove that if D contains neither sources nor
sinks, then: (1) k(Ln(D))= k(D)=0 if every connected component of D is a directed cycle. (2)
k(Ln(D))= k(D)+ n if there exists at least one connected component of D that is not a directed
cycle. Finally, we prove that if D has no sources or no sinks then k(D)6 k(L(D))6 k(D) + 1.
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1. Introduction
Throughout this paper D = (V (D); A(D)) will denote a digraph allowed to have
loops but not multiple arcs (arcs of the form (vi; vj) and (vj; vi) are allowed), with the
vertex-set V (D)= {v1; v2; : : : ; vn} and the arc-set A(D)= {x1; x2; : : : ; xm}. Let Cn denote
a directed cycle of length n. The directed cycle of length 1 is a loop. If D has no
directed cycles then we say that D is acyclic. We de>ne the connected components
of D as the connected components of the underlying graph of D, which are di?erent
from strongly connected components of D. If D has only one connected component
then we say that D is a connected digraph. A source is a vertex with in-valency 0,
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and a sink is a vertex with out-valency 0 (see [1]). We take all operations of matrices
in this paper to be Boolean operations.
In 1960, Harary and Norman [5] introduced the concept of the line digraph. For a
digraph D, the line digraph L(D) has as its vertex-set the arc-set of D, and if a=(u; v)
and b = (w; x) are arcs in D then (a; b) is an arc in L(D) if and only if v = w. The
nth iterated line digraph Ln(D) of D is de>ned by L0(D) =D, and L1(D) = L(D), and
Ln(D) = L(Ln−1(D)), for n¿ 1. The line digraph and its iterated line digraphs have
been discussed in [1–3,5–8,11,12].
Suppose A = (aij)n×n is the adjacency matrix of the digraph D, where aij = 1 i?
(vi; vj)∈A(D) and aij = 0 i? (vi; vj) ∈ A(D). The sequence of powers of A is denoted
by (Aj) = I; A; A2; : : : ; An; : : : : Then the index (denoted k(D)) of convergence and the
period (denoted p(D)) of D are the least non-negative integer k and the least positive
integer, respectively, for which Ak = Ak+p. By this de>nition, the sequence (Aj) of
powers of A becomes
I; A; A2; : : : ; Ak−1; Ak ; : : : ; Ak+p−1; Ak ; : : : ; Ak+p−1; : : : ;
where Ai = Aj if max(i; j)¡k + p and i = j.
A digraph D is primitive if it is strongly connected and p(D) = 1. It is well known
(see[10]) that D is primitive if and only if Ak(D) = J , where A is the adjacency matrix
of D and J is a matrix with all entries equal to 1.
For a digraph D, let B0 = (b0ij)n×m and B1 = (b
1
ij)n×m, where
b0ij =
{
1 if vi is the tail of arc xj in D;
0 otherwise;
b1ij =
{
1 if vi is the head of arc xj in D;
0 otherwise:
Then B0 and B1 are said to be the out-incidence matrix and the in-incidence matrix
of D (see [8,9]).
Zuo [12] considered the relations between k(D) and k(L(D)) and between p(D) and
p(L(D)) and obtained the following results.
Proposition 1.1 (Zuo [12]). Let D be a digraph. Then
(1) p(L(D)) = p(D).
(2) k(D)− 16 k(L(D))6 k(D) + 1.
(3) If D is an acyclic digraph with at least one arc and l is the length of the longest
directed path in D, then k(L(D)) = k(D)− 1 = l.
Remark 1. It is easy to verify that if D is an acyclic digraph with at least one arc
then l(D) = l(L(D)) + 1 and k(D) = l(D) + 1, where l(D) denotes the length of the
longest directed path in D. Hence k(L(D)) = k(D)− 1.
Proposition 1.2 (Zuo [12]). Let D be a primitive digraph of order n¿ 1. Then
k(L(D)) = k(D) + 1, and k(Ln(D)) = k(Ln−1(D)) + 1 = · · ·= k(D) + n, for n¿ 1.
The following propositions are due to Hemminger and Beineke [7], Lin and Zhang
[8] and Liu [9].
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Proposition 1.3 (Hemminger and Beineke [7]). Let D be a digraph with n vertices
(none of which is isolated). Then
(1) L(D) is strongly connected if and only if D is strongly connected.
(2) L(D) is a directed cycle if and only if D is a directed cycle.
Proposition 1.4 (Lin and Zhang [8] and Liu [9]). Let D be a digraph, with out-
incidence matrix B0 and in-incidence matrix B1. Then A = B0BT1 and AL = B
T
1B0,
where A and AL are the adjacency matrices of D and L(D), and BT1 denotes the
transpose of B1.
Proposition 1.5 (Hemminger and Beineke [7]). Let D be a strongly connected digraph.
Then L(D)=D if and only if every vertex of D has out-valency 1 or every vertex of
D has in-valency 1.
Denition 1.6. The index of convergence of the digraph D is said to be hereditary if
one of following properties is satis>ed:
(1) k(D) = k(L(D)) + 1 = k(L2(D)) + 2 = · · ·= k(Lk(D)(D)) + k(D), where Lk(D)(D)
is a null digraph,
(2) k(Ln(D)) = k(Ln−1(D)) for n¿ 1,
(3) k(Ln(D)) = k(Ln−1(D)) + 1 for n¿ 1.
Remark 2. By Theorem 9.1 in [7], the >rst property in De>nition 1.6 holds if and
only if D has no directed cycles.
Remark 3. Let D1 be an acyclic digraph containing at least one arc, and let D2 be a
strongly connected digraph such that every vertex has out-valency 1 or every vertex
has in-valency 1, and let D3 be a primitive digraph with at least two vertices. By
Propositions 1.1 and 1.2 and Remark 1, indexes of convergence of D1 and D3 are
hereditary. By Proposition 1.5, the index of convergence of D2 is also hereditary.
In this paper we prove that
1. If a digraph D contains neither sources nor sinks, then the index of convergence of
D is hereditary.
2. If a digraph D has no sources or no sinks, then k(D)6 k(L(D))6 k(D) + 1.
2. Digraphs without sources and sinks
Lemma 2.1. Let D be a digraph, and let A and AL be the adjacency matrices of D
and L(D). By B0 and B1 we denote the out-incidence matrix and the in-incidence
matrix of D. Then AnL = B
T
1A
n−1B0, and An = B0An−1L B
T
1 , for n¿ 1.
Lemma 2.1 follows from Proposition 1.4.
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Lemma 2.2 (Brualdi and Ryser [4] and Liu [9]). Let D be a strongly connected di-
graph. Then its period p is equal to the greatest common factor of the lengths of
directed cycles in D.
Lemma 2.3. Let D1; D2; : : : ; Dc be the connected components of D, and let k; k1; k2; : : : ;
kc be their indexes of convergence, and let p;p1; p2; : : : ; pc be their periods, respec-
tively. Then k =max(k1; k2; : : : ; kc), and p= lcm(p1; p2; : : : ; pc).
Lemma 2.3 is immediate from the de>nitions of the index of convergence and the
period.
The following lemma is obvious and useful.
Lemma 2.4. Let D be a digraph with adjacency matrix A=(aij), and let a
(s)
ij =(A
s)ij.
Then a(s)ij = 1 if and only if D contains a walk of length s from vertex vi to vertex
vj, denoted by (vi → · · · → vj).
Lemma 2.5. Suppose D is a connected digraph with at least one arc. Then k(D) = 0
if and only if D is a directed cycle.
Proof. (‘If’) Obvious.
(‘Only if’) Suppose k(D) = 0. First, we prove that D is strongly connected. Since
there exists at least one arc in D, D is not acyclic. Otherwise, we suppose that D is
acyclic. By Proposition 1.1 we have k(D)= l(D)+ 1 = 0, where l(D) is the length of
the longest directed path in D. This is a contradiction. Let D1 be a maximum strongly
connected induced subdigraph (maximum in terms of vertices) in D. If D = D1, then
there exists v∈V (D) but v ∈ V (D1), such that one of following two cases holds:
1. There exists an arc x in D such that x = (v1; v), where v1 ∈V (D1).
2. There exists an arc y in D such that y = (v; u1), where u1 ∈V (D1).
Without loss of generality, we may assume that case 1 holds. Let A be the adjacency
matrix of D, and let p (=p(D)) be the period of D. Since k(D) = 0 we have Ap = I .
Hence there exists a closed walk of length p in D which starts at vertex v1. Let
(v1 → v2 → · · · → v1) denote this closed walk. Note that D1 is a strongly connected
component of D, hence (v1 → v2 → · · · → v1) is a closed walk of D1. This shows that
v2 ∈V (D1). Since (v1; v)∈A(D), we obtain a walk (v2 → · · · → v1 → v) of length p
in D. Since v2 = v, we have Ap = I . This is a contradiction. Thus D = D1, and D is
strongly connected.
Now, we prove that D is a directed cycle Cp. Let Cm be a directed cycle in D
whose length m is the shortest among lengths of directed cycles in D. By Lemma 2.2,
p is a factor of m. Let m= pq, where q is a positive integer. Since Ap = I we have
Am = I . If D = Cm, similarly we can obtain a walk (v1 → · · · → v) of length m in D,
where v1 ∈V (Cm) and v ∈ V (Cm). This shows that Am = I . It is also a contradiction.
Thus D = Cm and p= m. So we have >nished the proof of the lemma.
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Corollary 2.6. Suppose D is a digraph. Then k(D)=0 if and only if every connected
component of D is a directed cycle.
Corollary 2.6 follows by applying Lemmas 2.3 and 2.5 to each component of D.
Theorem 2.7. If a digraph D contains no sources and no sinks then either
1. k(Ln(D)) = k(D) = 0 for n¿ 0, if every connected component of D is a directed
cycle.
2. k(Ln(D)) = k(D) + n for n¿ 0, otherwise.
Moreover, the index of convergence of D is hereditary.
Proof. If every connected component Di of D is a directed cycle, then k(Di) =
0(16 i6 c). By Lemma 2.3, we have k(D)=0. By Proposition 1.3, Ln(D)=Ln−1(D)=
· · ·= L(D) = D. So k(Ln(D)) = k(D) = 0 for n¿ 1.
Now we suppose that there exists at least one connected component in D that is not
a directed cycle. Let k(D)= k and k(L(D))= kL, and let p(D)=p(L(D))=p, and let
A and AL denote the adjacency matrices of D and L(D). We consider both sequences
of powers of A and AL as follows:
(Aj) = I; A; A2; : : : ; Ak−1; Ak ; : : : ; Ak+p−1; Ak ; : : : ;
(AjL) = I; AL; A
2
L; : : : ; A
kL−1
L ; A
kL
L ; : : : ; A
kL+p−1
L ; A
kL ; : : : :
By Lemma 2.1, we have
(AjL) = I; B
T
1B0; B
T
1AB0; : : : ; B
T
1A
kL−2B0; BT1A
kL−1B0; BT1A
kLB0; : : : ; BT1A
kL+p−1B0; : : : :
We have three claims as follows:
Claim 1. If k¿ 2 then kL = k + 1.
First, we prove that kL = k−1. Otherwise, Ak−1L =Ak+p−1L . By Lemma 2.1, we have
BT1A
k−2B0 =BT1A
k+p−2B0. Let vm and vl be vertices of D (perhaps vm= vl). Then there
exist arcs xi and xj in D, such that xi and xj are an in-arc of vertex vm and an out-arc
of vertex vl, respectively. By the de>nitions of the out-incidence matrix (B0=(b0ij)) and
the in-incidence matrix (B1 = (b1ij)), we have b
1
mi = b
0
lj =1. Let a
(q)
st be the s; t-entry of
Aq, then the i; j-entry of BT1A
k−2B0(=Ak−1L ) is equal to
∑
16s; t6n b
1
sia
(k−2)
st b0tj. Because
the head vm of arc xi and the tail vl of arc xj in D are determined uniquely by D,∑
16s; t6n b
1
sia
(k−2)
st b0tj = b
1
mia
(k−2)
ml b
0
lj = a
(k−2)
ml . Thus, we have proved that the i; j-entry
of matrix BT1A
k−2B0 is equal to a
(k−2)
ml . Similarly the i; j-entry of B
T
1A
k+p−2B0 is equal
to a(k+p−2)ml . By the equality B
T
1A
k−2B0 =BT1A
k+p−2B0, we have a
(k−2)
ml =a
(k+p−2)
ml . Thus
Ak−2 = Ak+p−2. This shows k(D)6 k − 2, a contradiction.
Now, we prove that kL = k. Otherwise, AkL=Ak+pL . Hence BT1Ak−1B0 =BT1Ak+p−1B0.
Similarly we can prove that Ak−1 = Ak+p−1. This shows k(D)6 k − 1, also a contra-
diction.
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Hence Claim 1 follows from Proposition 1.1.
Claim 2. If k = 1, then kL = 2.
First, we prove that kL = 1. Suppose AL=Ap+1L . Hence BT1B0 =BT1ApB0. Let vm and
vl, and xi and xj be as in Claim 1. Then when vm = vl, the i; j-entry of BT1B0(=AL) is
equal to zero. When vm = vl, then the i; j-entry BT1B0(=AL) is equal to 1. By the same
reason as in Claim 1, the i; j-entry of matrix BT1A
pB0 is equal to a
(p)
ml . Thus, we have
proved that a(p)ml = 0 when vm = vl and a(p)ml = 1 when vm = vl. This shows that Ap = I
and k = k(D) = 0, a contradiction.
Now, we prove that kL = 0. Otherwise, kL = 0. Since D contains no sources and no
sinks, L(D) has no isolated vertices. By Corollary 2.6 every connected component of
L(D) is a directed cycle.Thus, by Proposition 1.3 every connected component of D is
a directed cycle, also a contradiction.
Thus, Claim 2 follows from Proposition 1.1.
Claim 3. k = 0.
Suppose k=0. By Corollary 2.6, every connected component of D is a directed cycle.
This contradicts our hypothesis that there exists at least one connected component in
D which is not a directed cycle.
Claims 1–3 show that assertion 2 in Theorem 2.7 holds.
Note that if D contains no sources and no sinks then there exist neither sources nor
sinks in Ln(D) for n¿ 1. Thus, the index of convergence of D is hereditary. We have
>nished the proof of the theorem.
Zuo [12] posed the problems of characterizing those digraphs D such that k(L(D))=
k(D)−1 (or k(L(D))=k(D), or k(L(D))=k(D)+1). Theorem 2.7 is a partial solution
to these problems.
3. Digraphs with sources or sinks
In Section 2, we determined the index of convergence of digraphs without sources
and sinks. If a digraph contains a source or a sink, then the examples in Remark 3 in
Section 1 and in the following remark show that the situation is di?erent.
Remark 4. Let D be the digraph shown in Fig. 1, which contains a source and a sink.
Since k(D) = 5, and k(L(D)) = 4 and k(L2(D)) = 5, the index of convergence of D is
not hereditary.
When there are no sources or no sinks, the following theorem yields a stronger result
than that of Proposition 1.1.
Theorem 3.1. If D has no sources or no sinks, then k(D)6 k(L(D))6 k(D) + 1.
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Fig. 1.
Proof. First, we assume that D has no sinks. Let k(D) = k, and k(L(D)) = kL, and let
p(D) =p. By Proposition 1.1, we only need to prove that kL = k − 1. We distinguish
the following three cases:
Case a: k¿ 2. Suppose kL = k − 1, then Ak−1L = Ak+p−1L . Hence BT1Ak−2B0 =
BT1A
k+p−2B0. Let vm and vl be two vertices of D. Then we have two claims as follows:
Claim 1. If vm is not a source then a
(k−1)
ml = a
(k+p−1)
ml .
We prove Claim 1 as follows:
(1) There exists a walk (vm → · · · → vl) of length k − 2 in D if and only if there
exists a walk (vm → · · · → vl) of length k + p− 2 in D.
Suppose a(k−2)ml =1. Then vl is not a source (otherwise a
(k−2)
ml =0). Hence there exist
two arcs xi and xj in D such that xi is an in-arc of vertex vm and xj is an out-arc of
vertex vl. Since neither vm nor vl is source or sink, by using the same method as in
Claim 1 in Theorem 2.7, we can prove that a(k+p−2)ml =1. Similarly if a
(k+p−2)
ml =1 then
a(k−2)ml = 1. By Lemma 2.4 assertion (1) holds.
(2) If a(k−1)ml = 1 then a
(k+p−1)
ml = 1.
Suppose a(k−1)ml =1. By Lemma 2.4 there exists at least a walk (vm → vm+1 → · · · →
vm+k−2 → vl) of length k − 1 in D. Then (vm+1 → · · · → vm+k−2 → vl) is a walk of
length k − 2 in D. By assertion (1) there exists a walk (vm+1 → · · · → vl) of length
k+p−2 in D. Hence, there exists a walk (vm → vm+1 → · · · → vl) of length k+p−1
in D. So a(k+p−1)ml = 1.
(3) If a(k+p−1)ml = 1 then a
(k−1)
ml = 1.
Similarly we can prove assertion (3).
By (1)–(3) Claim 1 thus follows.
Claim 2. If vm is a source then a
(k−1)
ml = a
(k+p−1)
ml .
Suppose a(k−1)ml = 1. By Lemma 2.4 there exists a walk (vm → vm+1 → · · · → vl) of
length k− 1 in D. Then (vm+1 → · · · → vl) is a walk of length k− 2 in D. Since vm+1
is not a source, by assertion (1) in Claim 1 there exists a walk (vm+1 → · · · → vl)
of length k + p − 2 in D. Thus, there exists a walk (vm → vm+1 → · · · → vl) of
length k + p − 1 in D. This shows that a(k+p−1)ml = 1. Similarly, we can prove that if
a(k+p−1)ml = 1 then a
(k−1)
ml = 1. Claim 2 thus follows.
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By Claims 1 and 2, we have Ak−1 =Ak+p−1. Hence k(D)6 k − 1. This is a contra-
diction. Hence, if k¿ 2, then k(L(D)) = k(D)− 1.
Case b: k=1. Suppose kL=0. Corollary 2.6 shows that every connected component
of L(D) is a directed cycle or an isolated vertex. Because D has no sinks, every
connected component of L(D) is a directed cycle. Hence, by Proposition 1.3, every
connected component of D is a directed cycle. So k = k(D)=0, a contradiction. Thus,
if k = 1, then k(L(D)) = 0.
Case c: k = 0. Since D has no sinks, by Corollary 2.6 every connected component
of D is a directed cycle. Hence k(L(D)) = 0.
Cases a–c show that if D has no sinks then k(D)6 k(L(D))6 k(D) + 1.
Now suppose that D has no sources. Consider the converse digraph of D, denoted D∗,
which has no sinks. By what we have already proved, k(D∗)6 k(L(D∗))6 k(D∗)+1.
It is easy to see that L(D∗)=L∗(D), and k(D∗)= k(D) (using that A∗=AT, where A∗
is the adjacency matrix of D∗.), and that k(L∗(D))= k(L(D)). The result follows.
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