A prediction model for purity of the artificial synthetic hydrotalcite under varied process parameters based on improved artificial back-propagation (BP) neural networks is developed. And the non-linear relationship between the hydrotalcite purity and the raw material adding amount of NaOH, MgCl 2 and AlCl 3 was established based on BP learning algorithm analysis and convergence improvement. The hydrotalcite purity can be predicted by means of the trained neural net. Thus, by virtue of the prediction model, the future hydrotalcite purity can be evaluated under random complicated raw material amounts. Moreover, the best processing technology is optimized using the genetic algorithm.
Introduction
Artificial neural net technology can reflect the relationship between the actual state development tendency and the state input signal [1] . Accordingly, it can process the prior calculation of multi-factor.
Flame-retardant materials are extensively used for safety in the cable industry. Their practical use requires the following properties：avoiding short-circuits between neighboring wires, a minimum of toxic gases and dark smoke during the pyrolysis, keeping good mechanical properties. Such fire behavior can be achieved by developing polymer compounds whose formulations contain variable loading of inorganic filler [2] .
Hydrotalcite is a new kind of such inorganic filler [3] . However, known deposits of natural hydrotalcite are very limited in the whole world [4] . Moreover, previous attempts to synthesize hydrotalcite are not practical for industrial scale production by means of the high pressures. Furthermore, the high-pressure process forms substances other than hydrotalcite, such as brucite, boehmite, diaspore, and hydromagnesite.
The purpose of the present work is to study the prediction model for hydrotalcite purity according to its self-study ability and approaching non-linear reflection ability of the artificial neural networks.
Results and Discussion
The purity calculation of the hydrotalcite. The Mg,Al-hydrotalcite samples were prepared in precipitation by the one-step reaction method at atmospheric pressure. And the phase composition is analyzed using the Japan Rigaku-2400D/MAX 12kW automatic X-ray diffraction meter. 
where I i is the diffraction strongest peak of the phase i and I x the diffraction strongest peak of the phase x. The algorithm of BP neural networks. The neural networks model used in the engineering is usually composed of three-layer nets, which is composed of input layer, hidden layer and output layer (see Fig.1 ). And the node of the input layer and output layer is decided according to the real process character. And the input information is accepted in the system from the input layer. It is further studied and processed inside by the hidden layer; the hidden node connects the input layer and the output layer through the net weight coefficient; the information is transformed the outside by the output layer according to the input adjusting weight coefficient.
Back Propagation (BP) algorithm is currently the most widely applied [5, 6] . And the aim of the BP algorithm is to make the summary of the difference square lest. Suppose there is a three-layer net, which consists of input layer, output layer, and hidden layer; and the input dimension is I and the output node is k; M trained samples are expressed as (x 1 p , x 2 p , …, x I p ,); (y 1 p , y 2 p , …, y M p , is the net output; the node of the kth hidden layer is J and their relationship is as follows: 
where p represents the pth trained sample of the training concentrating, j the jth node of the hiding layer, net j p the input of the jth node of the hidden layer, O j p the output of the jth node of the hidden layer, and W ji the connecting weight value between the ith node of the input layer and the jth node of the output layer. k is the kth node of the output layer, net k p and O k p are the input and the output of the output layer. W kj is the connecting weight value between the hidden layer and the output layer. To a certain trained set, the summary of the square error of the all node on the output layer is as follows: 
where δ k p and δ j p are equivalent error components. The weight updating is an iterating process. The improved BP prediction net. The revise formula of the weight vector in the process of training BP neural networks is as follows: 
where η is the learning rate (or step width).
According to the above analysis, the two conditions that the net cannot be converged at the minimum during learning to find the prediction net are as follows: High-Performance Ceramics III Table 1 Test data, predicted results and errors  SN  1  2  3  4  5  6  7  8  9  10 11 12 13 14 
Moreover, in order to accelerate the converging, the variable learning speed method is adopted here. That is: If ∆E < 0, then η = η 1 , α = α 1 ; else, η = η 1 , α = 0 (where η 1 , η 2 and α are the constant and η is permitted to be larger than one.) Furthermore, in order to avoid the vibration during the learning, the primary value of the weight is usually defined in the range of [-0.5,0.5] randomly. However, based on the understanding of the weight value distribution, we choose the primary value of the weight in the range of [-5,5] randomly. And the experimental results show that it is beneficial to accelerate the convergence (see Table 2 ).
The model of the hydrotalcite purity prediction. The 3-2-1 structure BP net is adopted (see Fig.1 ). The different raw material adding amount (x 1 P, x 2 P , x 3 P ) is chosen as the input variable and the hydrotalcite purity (y p ) is chosen as the output variable.
The mapping relationship is built between the hydrotalcite purity and the raw material adding amount through using the improved artificial BP neural net based on our experiment data (see Fig.1 ). The method can be described in detail as follows:
(1) The experimental data is regulated; the net input/output is decided; and the learning sample is constructed;
(2) BP neural networks is trained through the learning sample and obtains the net weight which reflects the experimental rules.
(3) Constructing the net input according to a certain rules and predicting its net output about the net input by using the net weight.
Predictive results. The fifteen samples were used to train the net, two samples are used to test the popularizing ability of the net. Training 5000 times and the relative error between the trained sample and testing samples is less than 4.0%. And the results are shown in Fig.2 . It is clearly that the neural Key Engineering Materials Vols. 280-283 net has built the corrective model.
The optimization of the technology parameter. The another aim of this paper is to find the proper X 1 , X 2 and X 3 so as to obtain the higher purity of hydrotalcite (O). This is a non-line optimization problem. Usually, the gradient optimized method is adopted in the three-dimension space composed of X 1 , X 2 and X 3 . However, this problem (O=g(X 1, X 2, X 3 )) is a very complicated function and finding its derivation is very difficult. Moreover, gradient method only may find a local maximum. In order to solve the two problems above, the genetic algorithm is used here. And the genetic algorithm is a kind of optimized algorithm, which is based on colony evolution rules of the genetic mutation according to the good survivor and the dad death of the creature in the nature.
Suppose that the optimization problem is considered in n-dimensional space. C=F(x 1, x 2, …,x n ) (7) M points in the n-dimension are taken out and composed of the colony of this algorithm. And C is pointed to value the good or bad of each point.
(1) Calculating the evolution of each point C i ( i=1,2,…,m ); and a half in the colony is eliminated based on probability according to the value of C i (2) Crossing: Firstly, the left half is self-made; secondly, m/2 of them are randomly paired; then, a part of element is exchanged randomly in each pair.
(3) Mutation: Some points in the colony are selected randomly; moreover, some of their elements are performed variantly (adding random number).
(4) Producing new generation：go to step (1) to begin the next generation reproduction. Therefore, all colonies are moved towed the field that C value is becoming big and finally get the maximum point of F.
Here, let m=10, n=3; and the reproduction 2000 generations uses the above genetic algorithm. Finally, the optimized point (X 1 =26.5, X 2 =0.06, X 3 =0.02) is obtained. Moreover, the optimized of hydrotalcite purity is above 99.2%.
Summary
The hydrotalcite purity during different raw material adding amount of NaOH, MgCl 2 and AlCl 3 is obtained during the experimental. After discussing the BP neural net algorithm analysis and convergence, the non-linear mapping relationship between the hydrotalcite purity and the different raw material adding amount is built, where the relative rules about the effect of the different raw materials on the hydrotalcite purity is hidden in the neural net weight. Thus, the prediction of the hydrotalcite purity can be finished after any a group of raw material adding amount is given in a certain material phase-pattern range. Moreover, the best processing technology is optimized using the genetic algorithm.
