Abstract-Semiconductor saturable absorber mirror (SESAM) based on InAs quantum dot (QD) material is important in designing fast mode-locked laser devices. A self-consistent time-domain travelling-wave (TDTW) model for the simulation of self-assembled QD-SESAM is developed. The 1-D TDTW model takes into consideration the time-varying QD optical susceptibility, refractive index variation resulting from the intersubband free-carrier absorption, homogeneous and inhomogeneous broadening. The carrier concentration rate equations are considered simultaneously with the travelling wave model. The model is used to analyze the characteristics of 1.3-µm p-i-n QD InAs-GaAs SESAM. The field distribution resulting from the TDTW equations, in both the SESAM absorbing region and the distributed Bragg reflectors, is obtained and used in finding the device characteristics including the modulation depth and recovery dynamics. These characteristics are studied considering the effects of QD surface density, inhomogeneous broadening, the number of QD absorbing layers, and the applied reverse voltage. The obtained results, based on the assumed device parameters, are in good agreement, qualitatively, with the experimental results.
INTRODUCTION
Semiconductor saturable absorber mirror (SESAM) is a highly reflecting device structure consisting of a semiconductor saturable absorber integrated with distributed Bragg reflector (DBR). This device is used for passively mode-locked lasers. A saturable absorber (SA) is an optical material in which the absorption of the active material decreases (i.e., the material is saturated) with the increase of the incident optical field intensity. The mechanism of SA can be explained as follows; when a semiconductor is illuminated by light with sufficient photon energy, electrons are excited from the valence band to the conduction band. For low optical field intensity, the degree of excited carriers is small, and the absorption of the semiconductor remains unsaturated. At sufficiently high optical field intensity the absorption decreases because electrons can accumulate in the conduction band, accompanied by depletion in the valence band. As a result, the reflectivity of the device increases. This feature can be used in producing narrow pulses in mode locking by suppressing low-intensity levels in the pulse thus reducing the pulse width.
Quantum dot (QD) structures are at present one of the most favourable materials for the design of SAs that have been employed in a wide range of ultrafast laser systems, transforming them into more compact and reliable ultrashort pulse laser sources. SESAMs based on QD materials allowed implementation of the first mode-locked integrated external-cavity surface emitting laser (MIXSEL) [1] .
SESAMs based on QD structures have several advantages over quantum well (QW) based counterparts such as a broadband absorption spectrum, due to the inhomogeneous broadening associated with the distribution of the dot sizes. Furthermore, fast absorption recovery dynamics are helpful for forming and sustaining ultrashort pulses and are necessary to obtain high repetition rate laser pulses. Also, SESAMs based on QD structures have lower saturation fluence and hence, have potentially attractive features in respect of the generation of shorter pulses. Figure 1 shows the nonlinear reflectivity R of the SESAM versus the incident pulse energy fluence F p . The result shown in the figure is under the assumption of flat-top incident field [2] . The reflectivity is defined as the ratio of the energy of the reflected pulse and the energy of the incident pulse [3] . The SESAM has several important parameters, shown in Figure 1 . The most important parameter is the modulation depth ΔR, which is defined as the difference in reflectivity between a fully saturated and an unsaturated SESAM. Other important parameters are the nonsaturable losses ΔR ns and the saturation fluence F sat . The saturation fluence is the fluence required for the SESAM to begin absorption saturation. The pulse energy fluence is the incident pulse energy per unit surface area, F p = E p /A. As shown in Figure 1 , R lin is the linear reflectivity for pulses with very low pulse energy fluence (i.e., unsaturated SESAM case), R ns is the reflectivity for high pulse energy fluences when SA is bleached. The modulation depth ΔR is equal to the difference between R ns and R lin and ΔR ns = 1 − R ns is due to the internal losses in the SESAM. The reflectivity corresponding to the saturation fluence F sat is R sat which is calculated as R sat = R lin + [ΔR/exp(1)] [2] . The definitions above imply that R lin and R ns are not experimentally accessible but extrapolated values from the measured data using a proper model function [2] .
The modulation depth has an important effect on the mode-locking from the point of view of pulse width and stability. It is found that the pulse width is inversely proportional to the modulation depth [3] . To achieve shorter pulses with minimum requirements for self-starting mode-locking, the high modulation depth is required. An upper limit for the modulation depth is dictated by the mode-locking stability requirement (i.e., to prevent the onset of Q-switched mode-locking).
Another important parameter of the SESAM is the absorption recovery dynamics. The recovery dynamics affect the pulse width of mode-locked lasers. To achieve efficient short pulse formation in high repetition rate mode-locked lasers, fast recovery dynamics is required. The most important parameter that influences the recovery dynamics of p-i-n QD-SESAM is the reverse applied voltage [4, 5] .
Until now, several characteristics of InAs-GaAs QD-SESAM have been investigated experimentally [5, 6] . To the best of our knowledge, there is no detailed numerical model to study the QD-SESAM performance parameters. The Time-Domain Travelling-Wave (TDTW) method has proven to be one of the most powerful numerical techniques that are usefully applied to simulate many of semiconductor laser devices [7] [8] [9] [10] [11] . In this paper, the TDTW model is used in the analysis of the performance charac-teristics of self-assembled 1.3-µm InAs-GaAs QD-SESAM. In the analysis, the field distribution in the SESAM together with the carrier concentration rate equations are used. In this model, the detailed structure of Bragg reflector and the absorber region and the lateral field distribution of the fundamental mode have been considered. The time-varying QD optical susceptibility, refractive index variation resulting from the intersubband free-carrier absorption, homogeneous and inhomogeneous broadening are taken into consideration. The effects of the reverse voltage, QD surface density, inhomogeneous broadening, and number of QD layers on the modulation depth and the recovery dynamics are taken into consideration.
The paper is organized as follows: in Section 2, the device under investigation is described. In Section 3, the theoretical model is presented, which includes the basic formulas of material parameters. The one-dimensional travelling wave model is developed and the wave propagation through the Bragg mirror is described. Exciton multi-population rate equations for the carrier dynamics are described and linked to the travelling wave model. In Section 4, the modulation depth and recovery dynamic characteristics of the QD-SESAM under consideration are explored. Finally, the conclusions are presented in Section 5.
P-I-N QD-SESAM STRUCTURE
The QD-SESAM structure under investigation is similar to, but not the same as the one described in [12] . As shown in Figure 2 , the SESAM device is a 5λ/2 resonance cavity embedded between a top reflector formed by the Fresnel reflection at the semiconductor/air interface, which is typically 30%, and bottom DBR. This SESAM design is called low-finesse Fabry-Perot resonance structure [3] . The structure is a p-i-n junction. The SESAM structure having a p-i-n junction permits the control of the saturable absorption characteristics through the application of a reverse voltage bias [12] , thus, it acts as an actively controlled saturable absorber mirror. The cavity consists of 3 stacks of InAs QD sheets embedded in In 0.15 Ga 0.85 As QWs (i.e., dot-in-a-well (DWELL)). Each stack consists of 3 layers of DWELL separated by 33 nm GaAs barrier. The cavity is terminated by n-doped DBR mirror. The DBR mirror consists of 25 pairs of GaAs/Al 0.9 Ga 0.1 As. Al 0.9 Ga 0.1 As has a lower refractive index, while GaAs has a higher refractive index. The 25 pairs are terminated by a half pair of the lower refractive index, which is not shown in Figure 2 . The first layer of the DBR seen from the inner cavity is assumed to be manufactured from Al 0.98 Ga 0.02 As, which is used to create 20-nm AlO 3 native oxide aperture of diameter equal to the SESAM aperture. The SESAM aperture radius is assumed to be 80 µm. The purpose of oxide aperture is to make a kind of wave index-guiding. AlO 3 is assumed to have a refractive index of 1.5296. Due to the presence of the oxide layer, the field is confined radially, and the device has a step index-guided structure in the radial direction between the core, of the aperture diameter, and the cladding [13] . Core refractive index is the refractive index of the layer material, while cladding refractive index is lower than that of the core because of the presence of the oxide layer with low refractive index. Finally, the absorption loss coefficient in each layer of the device is assumed to be as follows [14] ; 1.6457 cm −1 , 1.1861 cm −1 for (n-Al 0.9 Ga 0.1 As/n-GaAs), respectively. 0.85 cm −1 , 3.0428 cm −1 for (p-Al 0.9 Ga 0.1 As/p-GaAs), respectively. For i-GaAs barrier, the loss is assumed to be 5 cm −1 .
THEORETICAL MODEL
The theoretical model constitutes two parts; the travelling wave equations describing the dynamic field variation along the device and the rate equations that describe the carrier dynamics. In order to study the reflectivity and the recovery dynamics of the SESAM, these parameters are studied with an incident pulse on the SESAM with an applied reverse voltage.
Travelling Wave Equations
At fixed wavelength (i.e., operating wavelength at λ o = 1.3 µm) and assuming the lateral distribution of the field to be the fundamental linearly polarized LP 01 mode [15, 16] , the electric field along the proposed laser structure in z-direction as a function of time t can be represented as a superposition of two slowly varying envelopes, A F (z,t) and A B (z,t), of the forward and backward propagating waves of the carrier frequency. The slowly varying envelope of the electric field can be shown to satisfy the following travelling wave equation in the longitudinal z direction for each of the forward and backward traveling waves [9] [10] [11] ;
In non-active regions, the last two terms do not contribute. n eff is the mode effective refractive index in each dielectric layer in the structure, where mode propagation constant β o = k o n eff , and k o is the free space propagation constant [15, 16] . c is the speed of light. The effective refractive index of the mode can be calculated in terms of the difference between the core and the cladding refractive indices. Core refractive index is the refractive index of the layer material, while cladding refractive index is lower than that of the core because of the presence of the oxide layer with low refractive index. The effective difference between core and cladding refractive indices is calculated according to the method described in [13] which has a value of 0.0168. The fundamental mode effective refractive indices in the different materials are calculated to be 3.4109, 2.9514, 3.4504, and 3.4128 for GaAs, Al 0.9 Ga 0.1 As, DWELL Layer, and Cavity (i.e., GaAs barrier & DWELLs), respectively. α i is the internal loss coefficient in each layer, ω o the angular frequency corresponding to operating wavelength λ o , Δn F −eff the refractive index variations which result from the intersubband free-carrier absorption (FCA), and P F/B (z,t) the slowly varying effective (forward/backward) dynamic polarization term of the active region.
In the follows, the different factors affecting the travelling wave equations are described.
Treatment of Inhomogeneous Broadening
The calculation of the last two terms in Eq. (1) is based on the assumption that QDs exhibit size and composition fluctuations, producing an inhomogeneous broadening of energies for the confined states of the whole QD system [17] . In order to obtain the susceptibility of the QDs with corresponding different resonant energies, the whole QD ensemble is subdivided into n = (2N + 1) discrete groups separated by energy difference of ΔE. The resonant energies for ith QD confined state (GS, ES 1, and ES 2) of the nth QD group are given by E n,i =E i −((N +1)−n)ΔE, where E i is the interband resonant energy of the central group. The inhomogeneous broadening due to the fluctuation in QD size distribution is usually described by Gaussian distribution G(E n,GS ) around the center energy E GS for the ground state, which holds also for any confined state E i [17] . The full-width at half maximum (FWHM) of the inhomogeneous broadening is the same for all confined states. The existence probability of the nth QD group is approximately given by G n =G(E n,GS )ΔE where n G n = 1 and E n,GS is the transition energy for each group of GS. The transition energy for the GS is assumed to be 0.9616 eV, which corresponds to 1.3-µm radiation, while the energy differences between the other states of the considered self-assembled InAs QDs structure in the conduction band are as those given in [9] (see Figure 3 ).
(a) (b) 
Polarization Term
The polarization is the convolution of the susceptibility and the field. The polarization can be expressed as a summation over all QD groups for GS as
n,GS , where Γ R is the relative confinement factor for the device stacks, also called gain enhancement factor, which accounts for the effect of positioning the stacked absorbing layers at field antinodes [15] . Γ z =(n l−stack d a )/(2Δz), where n l−stack is the number of active layers per stack, d a is the active layer thickness and (2Δz) is equal to a thickness of half wavelength in the device surrounding an active stack [11] . p F/B n,GS can be calculated as a function of device radius as follows [9, 10, 17] ;
where, C n,GS is a constant factor, ρ n,i the occupation probability of the nth QDs group and ith energy levels, N n,i the carrier density in the ith QD confined state of the nth QD group, and D i the degeneracy of the ith QD energy level assumed to be 2, 4, 6 for GS, ES 1, and ES 2, respectively [9] . The carrier density will be obtained by the solution of the rate equations as will be described in the electrical model. In Eq. (2b), (N 3D G n ) gives the QD volume density in the nth QD group, where N 3D =N sd /h QD is the QD volume density, N sd the QD surface density per layer, and h QD the average QD height. Along with this, q and ε o are the electron charge and permittivity of free space, respectively. |P σ GS | 2 is the momentum matrix element [17] . The momentum matrix element |P σ GS | 2 is calculated equal to 2.9848 × 10 −30 kg eV. In Eq. (2b), 1/Γ cv represents the characteristic dephasing time of the interband transition which is related to FWHM of the homogeneous broadening by F hom = 2 Γ cv . The FWHM of the homogeneous broadening is assumed to be 18 meV at 300 K. I F/B n (z,t) in Eq. (2a) represents the convolution integral between the complex Lorentzian function in the time domain and (forward/backward) slowly varying field amplitude, which represents time domain filtering of the field by the Lorentzian function [9] . ω GS,n is the radial frequency corresponding to the interband resonant energy of group n ofGS.
Free Carrier Absorption Term
The field equations are affected also by the refractive index variations which result from the intersubband free-carrier absorption (FCA), calculated as a function of time and device radius at ω o according to the relation given in [11, 18] ;
where N B and N W are the carrier densities in the barrier and QW, respectively. m * eD , m * eW , and m * eB are the electron effective masses of QD, QW, barrier materials, respectively. The electron effective masses of the GaAs barrier, In 0.15 Ga 0.85 As QW, and InAs QD are (0.0665)m o , (0.06)m o , and (0.023)m o [19] , respectively.
Effective Parameters and Gain Suppression Coefficient
For any radially dependent parameter X, such as optical susceptibility or refractive index change due to the intersubband transitions, an effective value of the parameter is used in the z-directional travelling wave equation, which is weighted by the lateral distribution of the field through the following relation
To take into account the nonlinear absorption suppression, the polarization term given by Eq. (2a) is further multiplied by a factor of the form 1/(1+ε c S(r,t)), where ε c [m 3 ] is the nonlinear gain coefficient, which is a function of FWHM of the homogeneous broadening and the photon lifetime [17] . The nonlinear gain coefficient is calculated to be 1.0603 × 10 −24 m 3 at T = 300 K [17] . S(r,t) is the photon density inside the cavity which can be calculated simply from the energy density of the electric field through the following relation [11, 20] ;
As will be described in the electrical model section, Eq. (4) can be considered as a link between the travelling waves amplitudes and stimulated emission term in the rate equations.
Numerical Solution of the TDTW Equations and the Boundary Conditions
The distribution of A F/B (z,t) along the absorber cavity and the DBRs can be represented in the numerical implementation at k + 1 interfaces at the boundaries of dielectric layers, where k is the total number of dielectric layers. The thickness of the ith dielectric layer is assumed equal to Δz i , where i is an integer, and the position of the boundary between the ith and (i − 1)th layers is z i . Dielectric layer thickness Δz i is varied according to its effective refractive index such that the layer length delta z is equal to a quarter wavelength (λ o /(4n eff (i))) which is a necessary condition for the operation of the DBR. A suitable choice for the relation between time and spatial steps in the z direction in the solution of Eq. (1) is Δt = (Δz i n eff (i)/c), and Δt will be a constant time step. In the simulation, the traveling waves, A F/B (z,t), are advanced from one dielectric interface at time t to the next interface at t + Δt. Across active layers, where the QD stacks are placed, Eq. (1) can be solved with the first-order finite difference approximation, as follows [11] ;
At the interfaces between two layers, boundary conditions are applied. At each time step, the boundary conditions for reflection and transmission are applied to the propagating fields at the dielectric interfaces by using Eq. (6). The amplitudes of propagated fields, A F/B out in terms of the incident fields and A
F/B in
at the boundary between the dielectric layers, can be determined using the transfer matrix as follows [11, 16] (6) where the corresponding transmission coefficients are t 11 =2n eff (i−1)/(n eff (i)+n eff (i−1)); and the corresponding reflection coefficients are r 12 = −r 21 =(n eff (i)−n eff (i−1))/(n eff (i)+n eff (i−1)); n eff (i−1) are the effective refractive indices of the mode in adjacent ith and (i − 1)th layers, respectively. As stated in the previous section, A F (z,t) and A B (z,t) slowly vary with respect to both z and t; however, the operation of the DBR requires that the length of each of its layers must be quarter wavelength. Thus, a phase shift of ϕ = (π/2) across the layer is included in Eq. (6). Thus the amplitudes (i.e., A F (z,t) and A B (z,t)) slowly vary with respect to time, whereas they include the phase variation with z as described. The boundary conditions at the top and bottom surfaces of the Bragg reflectors can be written as;
The reflectivity and recovery dynamics of the SESAM are studied for an incident pulse, thus the instantaneous pulse power incident on the SESAM aperture P in (t) is introduced in the boundary condition at the sesam-air interface. The pulse has temporal Gaussian shape with defined energy E p and FWHM duration time τ p , assuming an incident optical pulse transverse distribution matching the LP 01 transverse distribution in the device. In Eq. (7), r L is semiconductor-air reflectivity at z = 0. The semiconductor-air reflectivity r L = 0.55 and semiconductor-metal reflectivity r R = −0.974. The output power is calculated according to the following equation [11, 20] ;
Electrical Model and Rate Equations of Carrier Density in the Saturable Absorber
In this section the electrical model will be presented. Figure 3 (a) shows energy band diagram for the dot-in-a-well layer under no applied reverse voltage, and Figure 3 (b) shows its deformation under applied reverse voltage [9] . Numerical values of energy differences between confined states for the QD group with the highest existence probability are indicated. The deformation leads to enhanced tunneling and thermionic escape rates.
Effects of Revers Voltage
The applied reverse voltage causes the formation of a triangular barrier as shown in Figure 3(b) . Due to the applied reverse voltage, the barrier height energy is lowered by ΔE L = h QD ·q · F/2 [4] where h QD is the QD height and F the electric field caused by reverse biase voltage which is perpendicular to the p-i-n junction. This electric field is calculated as F = (V r + V bi )/d int , where V r is the applied reverse voltage, V bi the built-in potential assumed to be 0.8 V [4] , and d int the intrinsic region length in the cavity. The main effects influencing the carrier dynamics under an applied reverse voltage are enhanced thermionic escape rates from the QD ES 2 to the QW and from QW to barrier state which are due to a linear barrier reduction induced by the applied voltage. For high applied reverse voltage, the width of this barrier may decrease sufficiently to allow carriers to tunnel from the GS, ES 1, and ES 2 and the QW directly to the 3-D states in the barrier, shown by horizontal arrows in Figure 3(b) .
A weak quantum confinement Stark effect (QCSE) in QD structures has also been observed compared with QW structures [4] . For simplicity, this weak QCSE will be neglected in our model, whereas the influence of the applied field on both thermionic and tunneling escape processes will be properly introduced using simple approaches.
Expressions for the tunneling escape rates from the QD confined k states (i.e., k refers to the nth group of each ith confined state GS, ES 1, and ES 2) and from the QW to the 3-D states in the barrier can be expressed for a triangular well as follows [4] ;
The tunneling rates given by Eqs. (9a)-(9b) are calculated by multiplying the barrier collision frequency f tun = π/2m * h 2 QD of the carriers in QD/QW with the barrier transmission probability (the exponential term), which is estimated by Wentzel-Kramer-Brillouin approximation [4] . m * eB is the electron effective mass of GaAs barrier, and m * is the electron effective mass of QD/QW material [9] . The reverse voltage affects also enhances thermionic escape rates as will be indicated later.
Carriers Rate Equations
The rate equations describe the carrier density dynamics in different energy levels. Carriers are generated in the confined GS level by the pulse injection with photon energy tuned to the GS transition of the QD. The generated carriers are then transferred between the energy states by relaxation, capture, escape, and tunneling, and then disappear by current drift from the barrier and by carrier recombination.
The dynamics of carrier density as a function of the radius in the device are presented in a set of rate equations. The first rate Eq. (10a) is for carrier density N B in the 3-D barrier state. The second rate Eq. (10b) describes carrier density N W in the 2-D QW state Finally. There are n rate Eqs. (10c)-(10e) for the carriers (electrons for exciton model) density N n,i in the ith QD state of the nth QD group as follows [9] ;
The first term in Eq. (10a) accounts for the electron drift current from the barrier to the bias circuit under applied reverse voltage. μ B is the electron mobility of the GaAs barrier material which is given by μ B = 7200(300/T ) 2.1 cm 2 /V · s [19] . ρ W is the occupation probability in the QW state [19] . R tun k and R tun W are the tunnelling rates from the QD states and QW to the barrier which are given by Eqs. (9a) and (9b), respectively. τ B−W is the carrier capture time to the QW and is assumed to be 0.3 ps [9, 21] . The enhanced thermionic escape time from the QW to the barrier state can be modelled as follows [9] ;
where DOS B is the effective density of states per unit volume in the GaAs barrier [11] . DOS W is the effective density of states per unit volume in the QW layer [11] . d int is the intrinsic region length as shown in Figure 2 . τ B r and τ W r are the carrier recombination times in GaAs barrier and InGaAs QW, respectively. Their values are assumed to be 400 ps [21] . In Eq. (10b), τ W −ES2 is the average relaxation time from QW to ES 2 while τ n,ES2−W is the enhanced thermionic escape time from ES 2 to QW for each QD group, given by [9] ; [9, 21] .
It is assumed that relaxation and capture times between energy levels exist only between adjacent states. Carriers relaxation time from QW to ES 2 is expressed as τ W −ES2 = 1/(A c + C c N W ) which is assumed to be identical for all groups [22] . The average intradot relaxation times from the QD ith to jth level with subscripts i, j = GS, ES 1, ES 2 can be expressed, with the hypothesis that the final state is empty, as [19, 22] . A c and A o are the phonon-assisted relaxation rates, while C c and C o are the Auger relaxation rates. The values of A c and C c are assumed to be 1×10 12 s −1 and 1×10 −14 m 3 s −1 , respectively. A o and C o are assumed to be 5×10 11 s −1 and 3.5×10 −13 m 3 s −1 , respectively [22] .
Furthermore, there is an exponential relationship between the relaxation times and escape scape times in QD confined states. The escape times from confined state i to confined state j can be obtained in terms of relaxation times from confined stat j to confined state i as follows [9, 19] ;
where ΔE i−j is the interband energy difference between two successive levels. The carrier generation rate term in Eq. (10e) is given by;
where R denotes the real part, and the second bracket in the right-hand side represents the absorption while the last bracket includes the photon density of the forward and backward fields together with the Lorentzian function filtering.
SIMULATION RESULTS AND DISCUSSION
In this section, we will first examine the modulation depth ΔR as a function of different operating parameters such as reverse bias voltage, QD surface density, number of QD absorbing layers, and FWHM of inhomogeneous broadening for the device under consideration described above. The absorption recovery dynamics are then studied considering the effects of the above parameters. The number of QD groups is taken to be 9, and the FWHM of the homogeneous broadening is assumed to be 18 meV at 300 K for all studied cases.
Modulation Depth ΔR
Gaussian pulses with 130 fs width and energy fluences in the range 0.01-1000 µJ/cm 2 are incident on the QD-SESAM. The photon energy of each pulse is tuned to the ground state transition of the QD (i.e., 0.9616 eV). times and accordingly the transient recovery, but does not affect the reflectivity at steady state. Also, the applied reverse voltage results in weak QCSE in QD compared to its effect in QW based SESAM devices. This result is consistent with that obtained experimentally in [5] . The main differences between the result shown in Figure 4 (a) under the assumption of LP 01 lateral distribution of the field and the result shown in Figure 1 for flat-top distribution of the field are in the value of ΔR ns which is much smaller for the LP 01 case, and in the value of F sat which is approximately half the value of the flat-top case [2] . The smaller value of ΔR ns may be interpreted to be due to the confined field for the LP 01 distribution which leads to lower losses. One of the methods used to control the modulation depth in QD-SESAM devices is controlling the QD surface density. To examine the effect of QD surface density on the modulation depth, different values of QD surface density of 3×10 10 cm −2 , 4×10 10 cm −2 , and 5×10 10 cm −2 are assumed with constant applied reverse voltage of 3 V and inhomogeneous broadening of 40 meV. As shown in Figure 4(b) , as the QD surface density increases the modulation depth increases. Table 1 gives R lin , ΔR and F sat corresponding to each QD surface density value. This result is, qualitatively, in agreement with the experimental work which showed that the modulation depth is proportional to the QD surface density [6] . This result can be explained as follows. The value of the reflectivity of a saturated SESAM R ns is constant for all QD surface densities. On the other hand, R lin decreases with increasing the absorption, which is proportional to the susceptibility (see Eq. (2)), thus by increasing QD surface density, the absorption increases, reflectivity decreases, and accordingly ΔR increases. Other device parameters can also lead to increasing the modulation depth. As stated above in connection with Eq. (2), the absorption can be increased by increasing the value of p F/B n,GS of the QD group related to the operating wavelength (i.e., center group) by decreasing the FWHM of inhomogeneous broadening. Increasing the number of QD layers leads to a similar result. This can be interpreted as follows. It can be seen from the expression of P F/B (preceding Eq. (2a)) that the change of the number of layers affects the values of Γ R and Γ Z , where the effect of Γ Z is more dominant, i.e., as the number of layers increases the effective polarization P F/B in Eq. (2a) increases, which increases the absorption.
The effect of inhomogeneous broadening on the modulation depth is examined for different values of F ihom of 40, 30, 20 meV at constant applied reverse voltage of 3 V and constant surface density of 5 × 10 10 cm −2 . Figure 4 (c) illustrates this effect. It is clear that the linear reflectivity increases with increasing F ihom , and accordingly the modulation depth decreases. Table 2 gives R lin , ΔR and F sat which correspond to each value of inhomogeneous broadening. Finally, the effect of changing the number of QD absorbing layers in the cavity on the modulation depth is investigated. The number of layers considered in the cavity is taken to be 3, 6, and 9 (i.e., the number of layers per stack is 1, 2, and 3, respectively). The value of inhomogeneous broadening and value of the applied reverse voltage are assumed to be 40 meV and 3 V, respectively. Figure 4(d) shows that increasing the number of layers increases the value of the modulation depth, as mentioned above. Table 3 gives R lin , ΔR and F sat for different numbers of QD absorbing layers in the cavity.
Absorption Dynamics
The absorption recovery dynamics in the experimental work is normally investigated using the pumpprobe technique. In this technique, a high intensity short pulse with fluence above F sat is injected to the SESAM [4, 5] . The recovery dynamics of the SESAM is monitored by injecting weak probe pulses with variable delay times relative to the pump pulse and monitoring the reflection from the SESAM for these delayed probe pulses. The probe pulse energy in this technique is assumed to be small enough such that the absorption dynamics is not significantly perturbed.
The absorption recovery dynamics using the pump-probe technique is modeled in this section. The pump pulse and probe pulse are assumed to have Gaussian shape and 130 fs width. The pump pulse has a fluence of 10 µJ/cm 2 , which is greater than the saturation fluences calculated in the previous section. The probe pulses have a fluence of 0.01 µJ/cm 2 . The probe pulses are considered to have the same frequency of the pump pulse which is resonant with the GS transition energy. The absorption of the pump pulse with high energy fluence causes the generation of carriers in the QD GS groups, leading to a significant absorption bleaching. The dynamics of reflectivity changes of the probe pulse induced by the pump pulse at different delay time intervals τ are calculated as dR(τ ) = R(τ ) − R o where R o is the reflectivity for probe pulses under no applied pump pulse.
At first, the recovery dynamics of the reflectivity change will be examined considering the effect of the applied reverse voltage, as shown in Figure 5 
where τ 1 corresponds to the fast component time constant,and A is its amplitude. The slow recovery has two stages with slow time constants τ 2 and τ 3 , respectively. B and C are the amplitudes of these components. Table 4 shows the values of the three time constants for different applied reverse voltages. As shown in Figure 5 (a) and Table 4 , the fast recovery time constant τ 1 changes from 2.73 to 1.93 ps as the applied reverse voltage changes from zero to 5 volt. This time constant is related to the excitation of the photo-generated carriers from GS to higher energy states ES 1 and ES 2 [9] . It is clear that the absorption recovery dynamics are dominated by the slow time constants τ 2 and τ 3 which are highly dependent on the applied voltage. As expected, as the reverse applied voltage increases the slow recovery time constants τ 2 and τ 3 decrease. This result can be explained in view of Eq. (9) and Eq. (11) for the thermionic and tunneling processes. As the applied reverse voltage increases, the electric field F across the QD layers increases which in turn enhances the thermal escaping rate and tunneling rate leading to faster recovery time. The absorption recovery is finally completed as a result of nonradiative recombination and spontaneous emission processes occurring on a time scale of hundreds of picoseconds. The obtained results are consistent with the behavior of the experimental results given in [4] [5] [6] . Now, the effect of QD surface density on recovery dynamics will be investigated. Different values of QD surface density of 3 × 10 10 cm −2 , 4 × 10 10 cm −2 , and 5 × 10 10 cm −2 are assumed. Results are obtained for applied reverse voltage of zero (i.e., the effect of reverse applied voltage is neglected), 3, and 5 volt. The inhomogeneous broadening of 40 meV and the number of QD layers of 9 are constant. Figure 5(b) shows the reflectivity change normalized with respect to its peak value for these assumed conditions. At zero voltage, the effect of QD surface density on the recovery dynamics is maximum, and this effect decreases with increasing the reverse voltage. Table 5 gives the fitting time constants for different values of QD surface density at zero volt. It can be noted from Figure 5 (b) and Table 5 that the slow recovery time constants increase as the surface density increases. This result does not agree with the experimental result given in [6] . In [6] , the measurement shows that by increasing the QD coverage the recombination becomes faster, and this result is explained by a higher defect density that leads to a faster recombination or a higher interdot transfer probability caused by the smaller distances between the dots. In our model, it is assumed that the carrier lifetime for all QD states and the characteristic Auger recombination times are constant for all assumed QD surface density values. This assumption is considered because of the difficulty of obtaining suitable values for recombination times corresponding to the assumed QD surface density. So, our result, in this case, deviates from the published experimental result. Table 6 , at zero volt there is a slight effect on the recovery dynamics for the three values of the inhomogeneous broadening; as the inhomogeneous broadening increases the slow recovery time components increase slightly. At high applied reverse voltage this effect vanishes. Finally, the effect of changing the number of QD absorbing layers on the recovery dynamics is shown in Figure 5(d) for different values of layers of 9, 6, and 3 and different applied reverse voltages, where the surface density is 5 × 10 10 cm −2 . Table 7 shows the fitting time constants at zero volt. At zero volt, the slow recovery time constants increase as the number of QD absorbing layers increases. At higher applied voltages, this behaviour becomes insignificant. This behaviour can be interpreted as was discussed in connection with the modulation depth, that the increase of the number of QD layers leads to increase of the polarization. This is similar to the increase of the susceptibility which may result from an increase of the QD volume density (Eqs. (2a)-(2b) ). This explains the similarity of the effects of QD surface density and the number of layers on the recovery dynamics seen in Figure 5 
CONCLUSION
In this paper, a TDTW model is used to analyze the characteristics of a p-i-n QD-SESAM, namely the modulation depth and the recovery dynamics. The parameters which affect these characteristics are the reverse applied voltage, QD surface density, QD inhomogeneous broadening, and number of QD absorbing layers. The results show that the modulation depth of the SESAM is highly affected by the QD absorbing material parameters. The modulation depth can be increased by increasing the QD surface density, increasing the number of QD absorbing layers, or decreasing the inhomogeneous broadening of QDs. Also, it is found that the modulation depth is not affected by the reverse applied voltage. The recovery dynamics of the QD-SESAM is mainly affected by the applied reverse voltage. It is found that as the applied reverse voltage increases the slow recovery time constants decrease. Under the assumption that the carrier lifetime for all QD states and the characteristic Auger recombination times are constant for all above parameters, it is found that the slow recovery time constants increase by increasing the QD surface density, number of QD absorbing layers, and decreasing the inhomogeneous broadening. The effect of these parameters becomes insignificant as the applied reverse voltage increases.
