While the model theory for contraction operators (cf. [4] ) is always a useful tool, it is particularly powerful when dealing with C 0 (1) operators. Recall that an operator T on a Hilbert space H is a C 0 (N )-operator (N = 1, 2 . . .) if T ≤ 1, T n → 0 and, T n → 0 (strongly) when n → ∞ and rank(1 − T * T ) = N . In particular, a C 0 (1) operator is unitarily equivalent to the compression of the unilateral shift operator S on the Hardy space H 2 to a subspace H 2 ⊖ mH 2 for some inner
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While the model theory for contraction operators (cf. [4] ) is always a useful tool, it is particularly powerful when dealing with C 0 (1) operators. Recall that an operator T on a Hilbert space H is a C 0 (N )-operator (N = 1, 2 . . .) if T ≤ 1, T n → 0 and, T n → 0 (strongly) when n → ∞ and rank(1 − T * T ) = N . In particular, a C 0 (1) operator is unitarily equivalent to the compression of the unilateral shift operator S on the Hardy space H 2 to a subspace H 2 ⊖ mH 2 for some inner function m in H ∞ .
In this note we use the structure theory to determine when the lattices of invariant and hyperinvariant subspaces differ for the square T 2 of a C 0 (1) operator and the relationship of that to the reducibility of T 2 . To accomplish this task we first determine very explicitly the characteristic operator function for T 2 and use the representation obtained to determine when the operator is irreducible. While every operator T in C 0 (1) is irreducible, it does not follow that T 2 is necessarily irreducible, that is, has no reducing subspaces. In particular, we characterize those T in C 0 (1) for which T 2 is irreducible but for which the lattices of invariant and hyperinvariant subspaces for T 2 are distinct.
Finally, we provide an example of an operator X on a four dimensional Hilbert space for which the two lattices are distinct but X is irreducible, and show that such an example is not possible on a three dimensional space. We assume that the reader is familiar with the concepts and notation in [1] and [4] .
1
Let T ∈ C 0 (1) on H, dim H ≥ 2. WLOG we can assume
where Proof.
Then W is unitary and
Consequently, 
These relationships show that S ⊕ S is an isometric lifting of T 0 = P W H (S ⊕ S)| W H and that this operator is unitarily equivalent to T 2 . Moreover, since
Further,
Note that the above computations also prove that
Consequently, T 0 is the compression of S ⊕ S to
Moreover, it is clear that
so that the matrix M (·) defined by (1.9) is identical to the matrix Θ(·) defined by (1.2).
Note that
If Θ(0) were not pure, then Θ(0) * Θ(0) would have the eigenvalue 1 and therefore the other eigenvalue must be |m(0)| 4 . Taking traces we have
This implies that the modulus of the analytic function m(λ) defined by
and
attains its maximum (= 1) at λ = 0. By virtue of the maximum principle, m(λ) = c = constant,
which is a contradiction.
We conclude that Θ(·) is pure and, by virtue of (1.10
the characteristic operator function of T 0 and hence (up to a coincidence) also the characteristic operator function of T 2 . This concludes the proof of the lemma.
Note that the preceding result also shows that T 2 is a C 0 (2) operator.
2
Our next step is to characterize in terms of Θ(λ) the reducibility of T 2 .
Lemma 2. The operator T 2 is reducible if and only if there exist
and 0 = Q i = I C 2 (i = 1, 2).
Proof. If Q 1 , Q 2 as above exist, then (since rank
Indeed, if W 1 and W 2 are unitary operators in L(C 2 ) such that
Thus C ⊕ {0} (and hence also {0} ⊕ C) reduces W 1 Θ(λ)W 2 and consequently this operator has the form (2.2).
Clearly the θ 1 , θ 2 in (2.2) are inner (and non-constant). Let (2.3)
Then the characteristic operator function of T 1 ⊕ T 2 is the right hand side of (2.2) which coincides with Θ(λ). Thus T 2 and T 1 ⊕ T 2 are unitarily equivalent.
Conversely, if T 2 is reducible then T 2 is unitarily equivalent to the direct sum T ′ 1 ⊕ T ′ 2 , where
, H 1 , H 2 are reducing subspaces for T 2 , and H = H 1 ⊕ H 2 . Clearly each T ′ i ∈ C 00 and since the defect indices of the T ′ i s sum up to 2, it follows that each T ′ i ∈ C 0 (1). Thus the characteristic operator function of T ′ 1 ⊕ T ′ 2 coincides with
where θ i is the characteristic function of T ′ i (i = 1, 2). Again Θ(λ) is connected to (2.4) by a relation of the form (2.2), that is,
where W 1 , W 2 are again unitary. Then
Remark. Note that in (2.1), the orthogonal projections Q 1 , Q 2 are of rank one. Such a projection Q is of the form
3
In this paragraph we study the relation (2.1) using the representation (2.6) for Q = Q i (i = 1, 2) and the form (1.2) of Θ(λ). Thus we have
We begin by noting that
since otherwise we would have m(λ) ≡ 0. In discussing (3.1) we will consider several cases:
which is possible if and only if r 1 = 0 = r 2 and q 1 = 1 − q 2 . In this case T 2 is reducible.
and again T 2 is reducible.
, then (3.1) is equivalent to the equations
which in turn are equivalent to
In ( 
for some ρ ∈ R, ρ = 0.
Conversely, if (3.5) holds, then setting
and q 2 = 1 − q 1 , θ 2 = θ 1 = θ, we obtain (3.4).
We now summarize our discussion in terms of m(·) (see (1.3a), (1.3b)), instead of b(·) and d(·), obtaining the following:
Lemma 3. The operator T 2 is reducible if and only if one of the following conditions holds:
or there exist ρ ∈ R, ρ = 0 and θ ∈ C, |θ| = 1, such that the function
We shall now give a more transparent form to conditions (3.8a), (3.8b) above. To this end note that
where (4.1)
Thus (with µ =θδ + ), we have
Using this representation in(3.8a), condition (3.8b) becomes
which can be written (since 0 < |µ| < 1) as
Thus m(−µ) = 0 and therefore
where p(·) ∈ H ∞ is an (other) inner function. Obviously (4.3) is equivalent to
This discussion together with Lemma 3, readily yields the following Theorem 1. The operator T 2 is reducible iff either
or there exists a µ ∈ D such that
Remark. Case (3.6) is contained in the second alternative above when µ = 0.
5
In order to study the lattices Lat{T 2 } and Lat{T 2 } ′ we first bring together the following characterization of the C 0 (N ) operators that are multiplicity free. (1) T is multiplicity free (that is, T has a cyclic vector). Proof. The equivalence of (1) and (3) is contained in the equivalence of (i) and (ii) in Theorem 2 in [3] . The implication (1) implies (2) is an easy corollary of the implication (i) implies (vi) of the same theorem and is contained in Corollary 2.14 in Chapter 3 of [1] . Finally, implication (3) implies (1) proceeds from the following lemma. 
for some r, s ∈ H ∞ . It follows that
that is, m(λ) has an even inner divisor.
is in H ∞ and inner. Thus m(λ) can be represented as in (6.2) and clearly (6.2) implies (6.1a), (6.1b). Thus we obtained the following:
Theorem 2. The operator T 2 is multiplicity free iff the characteristic function m(λ) for T has no
7
Our main result is now a direct consequence of Theorems 1 and 2 and Proposition 1, namely 
