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1. INTRODUCTION 
Of concern in this paper are functions of a complex variable defined on 
regions of the semi-discrete complex plane; that is, a uniformly spaced 
sequence of lines parallel to the real axis. Such functions on this semi- 
lattice whose real and imaginary parts satisfy a pair of differential-difference 
equations obtained from the classic Cauchy-Riemann relations by replacing 
the y-derivatives with either a symmetric or nonsymmetric difference provide 
two classes of semi-discrete analytic functions. 
Convolution products are defined here for both the symmetric and non- 
symmetric semi-discrete analytic functions. These convolution products of 
semi-discrete analytic functions are shown to be commutative, associative, 
distributive over addition, and semi-discrete analytic. A theory of semi- 
discrete integral equations resembling that of the classic Volterra integral 
equation is developed using these convolution products. Also, the effect of a 
specific singularity is considered in the nonsymmetric case. This results in a 
semi-discrete integral formula similar to Cauchy’s integral formula. 
The fundamental theory of semi-discrete analytic functions has been devel- 
oped by Kurowski [I, 21. Closely related to the semi-discrete theory is the 
theory of discrete analytic functions presented by Isaacs [3], Ferrand [4], and 
Dutlin [5]. In both the discrete and semi-discrete theories, suitable analogs 
for the product of analytic functions which preserve analyticity are difficult 
to define. In [l] and [6], Kurowski introduces a process of analytic extension 
which is applied to define an analytic product for semi-discrete and discrete 
analytic functions respectively. Duffin and Duris [7] take another approach 
to the problem of closed multiplication for discrete analytic functions. They 
define a convolution product for discrete analytic functions which is shown 
to be commutative, associative, distributive over addition, and discrete 
analytic. It is the purpose of this paper to extend the concept of the convolu- 
tion product to semi-discrete analytic functions. 
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2. DEFINITIONS AND NOTATION 
Throughout this paper, the abbreviations SD and SDA will be used to 
stand for semi-discrete and semi-discrete analytic, respectively. The funda- 
mental definitions in the theory of SDA functions are given in [l]. Most of 
these basic definitions are direct analogies of the corresponding definitions 
in the classic theory of analytic functions. For completeness, pertinent 
definitions from [l] are repeated here, in brief. 
The SD z-plane is the set of lines in the xy-plane parallel to the x-axis 
with uniform spacing. A function f(x, y) is said to be a SDfunction if for 
each discrete value of y on its domain of definition in the SD plane, it is a 
continuous function of .r over this line of the domain. Two types of SDA 
functions are defined in [l]. These types are suggested by the two kinds of 
discrete analytic functions presented by Isaacs [3]. Setting z = x + z”!, a 
SD functionf(z) is said to be SDd of thefirst type [abbreviated SDA(l)] at 
the point a if it satisfies the differential-difference equation 
~ = - i[,f(z + i) -f(z)]. ax (2.1) 
A SD function is said to be SDA of the second type [abbreviation SDA(2)] 
at the point .a if it satisfies the differential-difference equation 
af(4 -- 
ax --i[f(z+-&-f(z-g)]. 
For convenience, the following operators are defined. 
(d) 
2S,f(z) = y + iL$f(z), 
“’ 
j = I, 2, 
2SBf(a) = F + iA,f(z - i). 
G-2) 
(2.3) 
Accordingly, a SD function f(a) is SDA( j) if s,f(z) = 0 for j = 1 or 2. 
Letting M < N be integers and OL ,< /I be real numbers, we introduce the 
basic rectangZes Bi(a, /3; M, N) where the subscript j = 1, 2 refers to type. 
B,(or, 8; M, N) = {(t, K) 1 01 < t < /3; k = M, M + l,..., N}, 
&(a, ,B; M, N) = {(t, k) / a < t < ,8; 2k = M, M + l,..., N}. (2.4) 
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A finite SD domain is a finite union of basic rectangles of the suitable type. 
Two boundaries are defined for these rectangles and for SD domains in 
general. The inner-boundary of B, is defined to be the (closed) SD path 
The outer-boundary, PI , of Bl(ol, 8; M, N) is defined as the inner-boundary of 
B,(ar, /3; M, N + 1); the outer-boundary of B2(cl, 8; IV, N) is defined as the 
inner-boundary of B2(or, 8; M - 1, N + 1). The total-boundary of 
B,(cx, fl; M, N), j = 1 or 2, is the union of its outer and inner boundaries. 
When convenient, we will adopt the following notational convention 
(Type 1) f(z) =f(x + iy) -f&> =f, , 
(Type 2) f(a) -f (x + $-) =fJx) = f, . (2.7) 
The path-integral of a SD function is defined in [l] as follows. 
(a) Along the horizontal segment whose endpoints are a = 01 + ;y 
andb=/3+iy 
jlf@) sz = j’f(t + iy) dt; 
a 
(2.8a) 
(b) Along the directed vertical segment between the adjacent points 
a=cu.+iyandb=ol+i(y+l) 
(Type 1); 
(Type 2) ; 
(2.8b) 
(c) Along the directed vertical segment between the adjacent points b 
and a as above, the integral is defined to be the negative of the integral 
from a to b (2.8b). 
Modified path integrals whose integrands are pairs of SD functions are 
also defined in [I]. For the type 1 case, let f, g be SD(I) functions defined 
on a region which includes B,(or, fi; M, N) and let P be the outer-boundary 
of B, . The SD( 1) modified path integral taken over P is defined by 
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For the type 2 case, let f, g be SD(2) f unctions defined on a region which 
includes Ba(ol, /3; M, N) and let P denote the total-boundary of B,. The 
SD(2) modified path integral taken over P is defined by 
The common value of the defining relation (2.1) or (2.2) is called the 
SD(j) deriwative of the SDA( j) functionf(x), j = 1 or 2 respectively; that is, 
Sf(4 af (4 - 5% - = - &f(Z), sz ax j = 1 or 2. (2.11) 
Iff(z) is SDA on a domain D and if a, z are the endpoints of a SD path in D, 
it is shown in [l] that 
s 1 J$g SW =f(z) -f(u). (2.12) 
3. PRELIMINARY RESULTS 
Before defining the convolution product for SD functions, we shall 
present, in this section, a number of relations which will be useful for later 
developments. These results are established by computation of the quantities 
involved and, accordingly, their derivations are not included. 
THEOREM 3.1. Let f, g be SD( 1) functions, then 
g [fv--m4&n - &J-m4frnl = h&l+, - fv+l.h; 
let f, g be SD(2) functions, then 
v 
(3.1) 
,c, [fv-mf’zgm - gvdzfml =fogu+l i-f-,g, -ffv+lgo -f,g-, . (3.2) 
Equations (3.1) and (3.2) are restatements of the well-known summation by 
parts formula applied to the given summands. 
THEOREM 3.2. Let f, g, h be SD functions of either type, then 
(3.3) 
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Because of the symmetry of the summation indices in (3.3), many equivalent 
expressions may be obtained from this relation. 
If required, a subscript will be used on the operators defined in (2.3) to 
indicate which variable is acted upon. For example, letting z = x -+ iy, 
w = t + ik, and f be a SD(l) function 
220Slf (z + w) = ; [f,+& + a f i[f,+li+& + t) -f!/+& f 91. (3.4) 
SD( 1) functions which satisfy the relation 9, f = 0 are said to be backward 
SDJ( 1) functions. On observing that 
,$3f (z - 4 = - z&f (z - w), (35) 
the following association between SDA( 1) and backward SDA( 1) functions 
is established. 
THEOREM 3.3. If f (z - w) is SD-g(l) with respect to the variable z, then 
f (z - w) is backward SDA( 1) with respect to the variable w. 
Several SD Green’s identities are given in [I]. It will be useful for subse- 
quent developments to obtain two further identities. For the SD(l) case we 
consider the domain Q,(z) = B,(O, x;O,y-l)forz=x+iyanddefine 
the quantity 
IAfT R) = 2ic I,,,, [f (w)N, &g(z - w - i) + g(z - w - i) 8 f(w)1 dt 
(3.6) 
where the sum-integration is to be taken on the variable w = t + ik. Upon 
defining for P, the outer-boundary of Q1(z), the path integral 
$,f (w); g(z - w) Sw = j-1 [fk(t) g,-,(x - t)lOk=t, dt 
Y-1 
+ i E, [fAt)gV--l-k(X - tLJ I (3.7) 
the following SD Green’s identity is obtained. 
THEOREM 3.4. If f (z), g(z) are SD( 1) functions on a domain which fw a 
given value of z includes Q1(z), and if P is the outer-boundary of Q1(x), then 
Iz(f, g) = $,f (w); g(” - w) sw (3.8) 
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For the SD(2) identity corresponding to (3.8) we consider the domain 
Qa(z) = B,(O, x; 0,y - 1) and set 
[f(z& $g(x - zu - i) + g(x - w - i) &f(w)] dt. 
(3.9) 
Letting P denote the total-boundary of Qa(z), we define the SD(2) path- 
integral 
$pf(wh g(” - w) SW = jr [fk-l(t)g~-l-rr(x - t) +f&)R& - t)lk dt 
Y-l 
+ i ,c, [f&4 g,-k-l(~~ - aLl * 
The following SD(2) Green’s identity is then readily established. 
(3.10) 
THEOREhZ 3.5. Iff(z), g(z) are SD(2) functions on a domain which for a 
given value of z includes Q*(x), and ;f P denotes the total-boundary of Qz(x), then 
Ill,(f, g) = $,f (4; & - 4 &xJ* (3.11) 
In the discussions above and in those which follow, we consider only values 
of x which lie in the first quadrant of the SD plane. More general formulas 
may, of course, be obtained by a suitable linear transformation of variables. 
4. THE SEMI-DISCRETE CONVOLUTION PRODUCT 
The SD Green’s identities (3.8) and (3.11) facilitate the definition of the 
SD convolution product. For SD(l) f unctions, taking the integration along 
the SD path from 0 to x which is comprised of the horizontal segment from 
w = 0 to w = x and the vertical segment from w = x to w = x + iy, the 
SD( 1) convolution product f * g is defined for y > 1 by 
f *g = j:f(w);g(z - w)6w 
= i :faW dX - t) dt + iy f&4 gv+m(O); (4.1) IT&=0 
and for y = 0 by 
f *g = j~f&)s& - t) dt. (4.2) 
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By Theorem 3.4, this definition off * g is independent of the SD path taken 
from 0 to z provided that bothf and g are SDA( 1) on a domain which includes 
or(s). Such a domain is said to be a SD(l) convolution domain. The SD 
Green’s identity (3.8) 1 a so allows us to define a second product, 
while, for y = 0, f o g is defined by (4.2). If both f and g are SDA( 1) on the 
convolution domain these products are equivalent; that is f * g = f 3 g. 
Similarly, Theorem 3.5 leads to the definition of the SD convolution 
product for SDA(2) f unctions. Taking the path of integration from 0 to z 
to be comprised of the horizontal total-path from 0 to x and the vertical 
total-path from .r to z, the SD(2) convolution product f *g is defined for 
y>lby 
f * g = 1: f (74); g(z - w) &J 
= i ; [f-l(t) gz/-& - t) +fo(t)g& - 91 dt + i ‘2 f&) gy+,,z(‘% 
W&=0 
(4.4) 
and for y = 0 by 
f * g = ,[ [f-l(t)g-l(x - t) +fo(t)go(” - t)l dt. (45) 
The definition off *g is, by Theorem 3.5, independent of the path of inte- 
gration provided that f and g are SDA(2) on a domain which includes Qs(z); 
that is, on a SD(2) convolution domain. The identity (3.11) enables us, as 
in the SD(I) case, to define a second product, 
f “g = 1: [f,-l(t)g-1(x - t) +f,(t)go(x - t>l dt + i ~lfm(o)g,-,-&), 
?ii=O 
Y3 1, (4.6) 
while for y = 0, f o g is defined by (4.5). If both f and g are SDA(2) on the 
convolution domain, f * g = f o g. 
In each case, direct substitution shows that 
g*f =fog, (4.7) 
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from which we conclude that the SD convolution product is commutative iff 
and g are both SDA on the convolution domain. 
TmoRm 4.1. If f(z) and g(z) are SD=l(j) on the SD(j) convolution 
domain,thaf*g=g*f;j=1,2. 
Since the SD(j) convolution domain must contain the rectangle Q3(z), 
we are, essentially, considering SD(j) domains which are rectangles contained 
in the first quadrant of the SD(j) plane and bounded on two sides by the 
coordinate axes. This restriction may be removed by juxtaposition, in which 
case a convolution domain is any simply-connected SD(j) domain which is 
the union of rectangles B,(ol, /3; M, N). Th e results obtained for these basic 
rectangles can, therefore, be extended to more general convolution domains. 
Prior to showing that the convolution product f *g of the SDA functions 
f, g is SDA, we state the following. 
THEOREM 4.2. (a) Let f(z), g(z) be SD(l) functions. Then, for y 3 1, 
Sl(f *g) = j:fo(t)z Sggy(~ - t) dt + i ‘2 g,-l-,n(o) S, fm(N). (4.8) 
m=O 
(b) Let f (z), g(z) be SD(2) functions. Then, for y 3 1, 
%(f * g) = J‘: [f-Nz &g,-& - t) +fO(t)z s&(~ - Ql dt 
In each case, for y = 0 the summation term does not appear. 
Equations (4.8) and (4.9) are obtained by computation of the quantities 
involved and, accordingly, their derivations are not included. Assuming that 
f, g are SDA( j) on the domain of convolution, equations (4.8) and (4.9) 
demonstrate that si( f * g) = 0, j = 1 or 2. 
THEOREM 4.3. Iff(z) andg(s) are both SDA(j) on the conoolutzim domain, 
and if z is a point of this domain, then f * g is also a SDA( j) function at the 
point z (j = 1 or 2). 
It is noted in [l] that the usual product of two SDA functions is not a 
SDA function. Indeed, the question of defining a closed product of SDA 
functions is a difficult one. This problem is partially answered in [l] by the 
introduction of SDA extension. Since the convolution product f *g is 
SDA if f, g are SDA, it should play an important role in the theory of SDA 
functions. 
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Our next results show that the convolution product of SDA functions is 
associative. Let us first consider the type 1 case and let f, g, h be SD(l) 
functions. By the definitions (4.1) and (4.3) we have, for y > 1, 
(a) f* (g 0 h) = jIfo(u) jyg,+dt)ho(x - 24 - t) dtdu 
+ i $J g&9 j:fu(u)h,-,(x - u)du 
m=O 
and also 
Y-l 
- ~of!/--l--k(4 ~og.-.mw)~ 
(b) (f*g) G h = j~ho(u)jz-afo(t)g,,(x -u - t) dtdu 
0 0 
-t i i gv+@)j;fm(N - U)hO(u)du 
Wl=O 
U-l w-l-k 
- c hk(4 1 f7n(O)g,-l-k-m(0)* 
A=0 Wl=O 
Since the functions f, g, h are continuous on each line of the convolution 
domain the order of integration in the double integral of either (a) or (b) 
may be interchanged. Upon making this interchange of integration, the 
double integrals in (a) and (b) are seen to be equivalent. The double series in 
(a) is re-arranged using Theorem 3.2; (b) is then subtracted from (a) giving 
(4 f*(goh)-(f*g)oh 
Y-l 
- ~o&-l-k(o) j, [fm(x)h-m(0) -fm(O)hc-m(X)]. 
Comparing the right side of (c) with the definition (3.7), letting P,,, denote 
the outer-boundary of B,(t), X; 0, m), establishes the following identity for 
Y 2 1, 
f * (g o h) - (f *g) o h = i 5’ gv+,,JO) $pm f (w); h(z - w) SW. 
m=o 
(4.10) 
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The associativity of the convolution product for SDA(1) functions follows 
from (4.10) since the operations * and o are equivalent and the right side of 
(4.10) vanishes if f, g, h are SDA(l). Th e associativity of the convolution 
product when y = 0 is a restatement of the associativity of the continuous 
convolution product. 
An identical sequence of steps enables us to obtain for SD(2) functions 
the identity for y 2 1, 
f * (g t3 h) - (f *g) 9 h = i ~~gv~~-m(o) $,mf(w); h(.z - w) SW, (4.11) 
where P, denotes the total-boundary of B,(O, x; 0, m). As in the case for the 
SD(I) functions, the associativity of the convolution product for SDA(2) 
functions follows. 
THEOREM 4.4. Iff(z), g(z) and h(z) are SD/l(j), j = 1 or 2, on the con- 
volution domain, then 
f * (g * 4 = ( f * d * h. (4.12) 
Thus, in the discussion above, we have seen that the SD convolution product 
is associative and commutative for SDA functions; by its definition, the SD 
convolution product is distributive. 
5. THE SEMI-DISCRETE VOLTERRA EQUATION 
Let f(z) and K(z) be SDA( j) functions on the rectangular region 
B,(O, a; 0, N), j = 1 or 2. If X denotes an arbitrary constant and if z is a point 
of B, , we consider the problem of finding the SD(j) function U(Z) such that 
U(z) = f (2) + x jal u(w); K(” - w) SW. (5.1) 
0 
Equation (5.1) resembles a Volterra integral equation of the classic theory 
[8, 91; consequently, it will be called a SD lToZterra equation. Let us consider 
(5.1) for each type of SD function individually beginning with SD( 1) func- 
tions. 
Referring to (4.1) and (4.2), we rewrite (5.1) in detail for SD( 1) functions 
uo(x) = fo(x) + h f2 u,(t) K,(x - t) dt, 
‘0 
U,(X) = fy(x) + h sz u,(t) &,(a - t) dt + ih ‘? dx) L-m(O); y> 1. 
0 Wl=O 
(5.2) 
SD CONVOLUTION PRODUCT 431 
Operating on the first equation of (5.2) with the operator 3, gives 
&u,(x) = S,f,(x) + h j’ uo(t)Z sl~o(x - t) dt. 
0 
(5.3) 
Thus, iff(z), K(z) are SDA(1) on B, , U(Z) is SDA(l) along the line y = 0. 
Further, Theorem 4.2(a) shows that iff(z), K(z) are SDA(1) on B, , then, 
fory 3 1, 
(5.4) 
Since we have already established that &u,(x) = 0, recursive use of (5.4) 
shows that U(Z) is SDA(I). 
THEOREM 5.1. If f(z), K(x) are SDA( 1) 071 B,(O, a; 0, N) and ;f z is a 
point of B, , then a solution U(Z) [;fit exists] of the SD( 1) VoZterru equation is 
SD;4(1) in B, . 
An analogous result is obtained by Duffin and Duris [7] for the discrete 
Volterra equation. However, in that case an additional restriction was requir- 
ed; namely, that Xh[K(O) + K(h)] f 4 f or at least one value of h equalling 
f 1 or fi. 
The existence and uniqueness of a solution to the SD( 1) Volterra equation 
is established by reducing the question to one for which the classic theory [9] 
of Volterra integral equations applies. From (5.2) it is seen that u(z) is deter- 
mined uniquely from f (z), K(z) and the previous values of u,(a) along the 
lines m = 0, l,..., y - 1. Hence, the question of existence and uniqueness 
reduces to a consideration of the existence and uniqueness of a solution to 
the classic Volterra equation for uO(s). This has a solution [9] provided that 
(a) 
s 
a I &(x) I2 dx < 03. 
0 
By definition, ( K,(x) j is continuous for 0 < x < a, hence / K,(x) 1 is 
bounded and (a) is verified. Consequently, the existence and uniqueness of a 
solution to the SD(I) Volterra equation follow. 
THEOREM 5.2. Iff (z), K(z) are SDA( 1) on B,(O, a; 0, N) and ifx is a point 
of B, , there exists a unique solution of the SD(l) Volterra equation 
u(z) = f (,z) + x JZ u(w); K(z - w) SW 
0 
for any constant X and, further, u(z) is SDA( 1) on B, . 
(5.5) 
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One method of solution for the classic Volterra integral equation, the 
method of successive substitutions, leads to a series solution which under 
suitable assumptions of continuity [8] converges uniformly and absolutely 
for all values of h. This method of successive substitutions can be directly 
applied to the SD( 1) Volterra equation. Adopting the notation 
K(,) E K-K; m3 1, (5.6) 
m times 
for the iterated kernel and applying the method of successive substitutions 
to (5.5) leads us to consider the following series, which is the SD(l) analog 
of the classic Neumann series. 
u(z) =f(z) + f Pf* K(,) . (5.7) 
VI=1 
Before establishing the convergence of this series, we introduce the factorial 
functions 
3 B(O) z 1, 
y(n) = y(y - 1) .** (y - n + l), 71 3 1. (5.8) 
The factorial functions satisfy the following relation 
U-l 
(n + 1) c p(n) =y(*'+l); 
p=o 
n 3 0. (5.9) 
We now consider the convergence of the SD( 1) Neumann series (5.7). 
Since f(z), K(z) are SDA(l) on B, , there are constants A, B such that 
~f(z)~<Aand\K(z)]<BforallzofB,. 
THEOREM 5.3. Iff(z), K(z) aye SDA(1) on B,(O, a; 0, N), then 
If*Gd I < m, A: i. (J LP-~~(~); m > 1, (5.10) 
where A, B are bounds on If I , / K 1 respectively and (y) is the binomial coej% 
cient. 
PROOF. If y = 0, the convolution definition (4.2) is the classic continuous 
definition and computations in [8] establish (5.10). To establish (5.10) 
for y > 1, we proceed by induction. For m = 1, the definition (4.1) leads to 
(4 lf*K(,,I<AB@+y), ~31. 
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Consequently, (5.10) is valid for m = 1. Assuming that (5.10) is true for 
m = $, from (4.1) and the associativity of the convolution product, we have 
Upon interchanging the order of summation in (b) and using (5.9), we obtain 
which is equivalent to (5.10) f or m = p + 1. Thus, the proof by induction 
is complete. 
From the definition (5.8) of the factorial functions it is clear that ytn) < yn 
fory 3 0, rz 3 0. Accordingly, for all z in B,(O, a; 0, N), we have, from (5.10), 
The term on the right in the above is the general term of a convergent series. 
Hence, the series (5.7) is uniformly and absolutely convergent on B, . A 
direct substitution then shows that u(z) as given by (5.7) satisfies the SD(l) 
Volterra equation (5.5). 
THEOREM 5.4. Let f(z), K(z) be SDA( 1) on B,(O, a; 0, N). Zf u(z) is the 
SDiz(l) function which is the solution of the SD(l) Volterra equation 
24(z) =f(z) + h 1’ u(w); K(z - w) sm, ZEBl, (5.11) 
0 
then for any value of A, u(z) may be represented by the SD( 1) Neumann series 
where Kt,, is the iterated kernel. This series converges uniformly and absolutely 
fo7allzEB,. 
The result stated in Theorem 5.4 is a direct analog of the result in the 
classic theory [8]. Duffin and Duris [7] show that this result does not carry 
over to the discrete Volterra equation. The discrete Neumann series converges 
only for values of / h 1 which are sufficiently small. 
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Let us now consider the SD(2) Volterra equation. In this case, the con- 
volution product appearing in (5.1) is defined by (4.4) and (4.5) for y > 0. 
However, one observes that a definition for the SD(2) Volterra equation is also 
necessary for y = - 1. This definition may be obtained by requiring that 
U(Z) be SDA(2) for line segment y == 0. 
Tmownf 5.5. Let f(z) and K(z) be SDA(2) on B,(O, a; 0, N) and 
B,(O, a; - 1, N), resfiectively. With a suitable dejnition for u(x - i/2), the 
solution U(Z) of the SD(2) FoZterm equation [if it exists] is SDA(2) on 
B,(O, a; 0, N). The necessary dejkition is that u(x - i/2) should satisfy the 
relation 
[1 + iAK-,(O)] U-~(X) = fJ.v) + h jx [u-l(t) K-,(x - t) 
0 
+ q,(t) K,(x - t)] dt, (5.13) 
where 1 + iXK,(O) f 0 and 0 < x < a. 
PROOF. Since f (z), K(z) are SDA(2), operation on (5.1) with 3, using 
(4.9) yields for y > 1 the recursive formula 
V-1 
S&z) = iA 1 Kv-1-,(O) S,u,(x). 
m=O 
This shows that u(z) is SDA(2) on B,(O, a; 0, N) provided that u(z) is SDA(2) 
on the line segment y = 0 of B, . This, in turn, requires a definition for 
u-r(x), 0 < x < a. Solving the expression ,!?a~o(x) = 0 for u-i(x) gives 
(b) 
&Lo(x) 
U-l(X) = Ul(X) - 1 --$y ’ 
Thus u-r(x) is given in terms of the defined quantities uo(x) and z+(x). Sub- 
stitution into (b) leads to the necessary definition (5.13) for u-r(x). 
The existence and uniqueness of the solution to the SD(2) Volterra equa- 
tion is proven by observing that this question reduces to the classic theory [9] 
concerning the existence and uniqueness of solutions to the four simultaneous 
Volterra equations (of classic type) to determine u-i(x) and uo(x). With the 
assumption that f (z), K(z) are SDA(2), and thus continuous and bounded, 
the classic theory [9] establishes that ~-r(x), uo(x) exist and are unique. 
Equation (5.1) used recursively then establishes the existence and uniqueness 
of the solution u(z) for y > 1. 
THEOREM 5.6. Letf(z) and K(Z) be S&4(2) on the rectangles B,(O, a; 0, N) 
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and B,(O, a; - 1, N), respectively. A unique solution u(z) of the SD(2) k’olterra 
equation 
U(Z) = f (z) + h jz u(zL’); K(z - 7.0) &I~ (5.14) 
0 
exists and is SDA(2) on B,(O, a; 0, N), provided that U-~(X) is defined by (5.13) 
and h is such that 1 + ihK,(O) f 0. 
In the discussion above, we have excluded the value of h such that 
1 + ML-,(O) = 0. Suppose that h were to have this exceptional value. By 
calling this value h, , Eq. (5.13) becomes 
0 = f-l(x) + A, jz [~-~(t) K-,(x - t) + u,(t) K-,(x - t)] dt, 
0 
which is to be valid for 0 < x < a, In particular, taking x = 0 requires that 
fpl(0) = 0. Hence, for this exceptional value of h only those SDA(2) func- 
tions f (z) for which f (- i/2) = 0 can be considered in (5.14). Consequently, 
if such is not the case, there exists a value of h, namely h, = i/K( - i/2), which 
is not permissible in (5.14). This restriction is similar to that of the discrete 
1Tolterra equation [7] which was mentioned following Theorem 5.1. 
The manner of derivation of the SD( 1) N eumann series (5.7) was inherently 
independent of type. Accordingly, the solution of the SD(2) Volterra equation 
may also be represented in this form. One can show by induction that 
I w * k’(m) I < Ih I’n sz;x I (2.x + y)“’ + P&(X, y) I , (5.15) 
. 1 
where If I < 4 I K I G B and P,&, y) is a polynomial in x, y whose total 
degree is less than or equal to m - 1. Consequently, the SD(2) Neumann 
series is uniformly and absolutely convergent for values of I h 1 sufficiently 
small. However, due to computational difficulties, the general form of the 
polynomial p,-i(x, y) has not been determined and a more general conver- 
gence for the SD(2) Neumann series has not been established. 
6. SEMI-DISCRETE DERIVATIVE EQUATIONS (TYPE 1) 
In this section, further results are presented for SDA(1) functions. The 
corresponding results could also be obtained for SDA(2) functions, but would 
require, in particular, a definition for the SD(2) pseudo-powers of z different 
than the one given in [I]. 
4w20/3-3 
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The SD(I) pseudo-powers of a, denoted by +), n 3 0, are defined in [l] 
as follows. 
wherey(nL) is the factorial function (5.8). The SD( 1) pseudo-powers of z satisfy 
the recursive relation 
(6.2) 
From the definition (4. l), (4.2) of the SD( 1) convolution product and (6.2) 
we obtain 
n! ltn+t) = z+), n 2 1, (6.3) 
where 1 ck) is defined by (5.6) on replacing K by 1. From (6.3) we obtain the 
relation 
n! ltn+l) *f = 25”) *f, (6.4) 
where f is SDA( 1). In terms of previous notation, (6.4) may be rewritten as 
follows. 
THEOREM 6.1. Letf (z) be SDA(1) on B,(O, a; 0, N) andlet ~(~1, n = 0, 1, 
2 ,...I denote the nth SD( 1) pseudo-power of z; then 
j, f (w); (z - w)(n) 6w = n! j: j,’ e-0 jrf (wo) Sw, *a. Sw, . (6.5) 
If we take f(z) = z cm) in (6.5) and use the recursive relation (6.2), we 
obtain the following corollary to Theorem 6.1. 
COROLLARY. If z(li), k = 0, 1, 2,..., denotes the kth SD(l) pseudo-power 
of z, then 
$72’ Z(m) ~(n+wz+l) 
-*-=tn 12. 1 m! + m + I)! * 
(6.6) 
In the classic theory [8], the solution to the initial value problem for linear 
differential equations and the solution to a Volterra’s equation are shown 
to be equivalent. Duffin and Duris [7] consider the initial value problem for 
discrete derivative equations and show that this equivalence carries over to 
these discrete problems. We shall show a similar equivalence for SD(l) 
derivative equations. 
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The SD derivative of the SDA( 1) functionf(z) is defined, by (2.1 I), to be 
v (4 a? (4 -=-= 
SZ ax - iA&). (6.7) 
Higher ordered derivatives of f(z) are obtained using (6.7) recursively, 
provided we remain within the domain of analyticity off(z). 
We consider the following class of equations on B,(O, a; 0, IV) for n < N, 
i. a,(z) p q = g(z), where (6.8) 
which we call hear SD(I) derivative equations. The coefficients, a,n(z), 
appearing in (6.8) may be constants or SD( 1) functions of a. One may regard 
(6.8) as a system of ordinary differential equations, as a system of difference 
equations, or as a system of differential-difference equations due to the 
definition (6.7) of the SD(l) derivative. 
The method used in the classic theory [9] can be applied directly to show 
the equivalence of solving (6.8) given the values off, Sf i&z,..., Wlfj~W-~ 
for z = 0, and a suitable SD(l) Volterra equation. We define 
q&)=g+, k=O,l,..., n. (6.9) 
Successive applications of (2.12) using (6.2), give, for k 2 1, 
q&i) = j: s:*-' *** j:' ff(o)(Wo) SW, a-* SW,-, + 1:; U(k-n,)(O) $p. (6.10) 
By Theorem 6.1, the multiple integral in (6.10) can be expressed as a SD(l) 
convolution integral. Thus, for k 3 1, 
k-l 
(k-l) SW + 1 U(k-m)(O) s. (6.11) 
Wl=O 
Upon substituting (6.11) into (6.8), assuming a,(z) # 0 on B,(O, a; 0, N) 
and setting 
(6.12) 
(6.13) 
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we obtain the SD( 1) Volterra equation 
zqo~(z) = G(z) - j-1 z~~~~(u.‘); K(.z - w) SW. (6.11) 
By this construction, the equivalence of the initial value problem for the SD( 1) 
derivative equation (6.8) and a SD( 1) Volterra equation (6.14) is established. 
To illustrate, let us consider for x >, 0,~ >, 0 the problem of solving the 
SD( 1) derivative equation 
y$ +.f(z) = 0, 
subject to the initial conditions 
f(0) = 0, 6m 1 -&- = . 
(6.15) 
(6.16) 
The SD( 1) Volterra equation which is equivalent to this initial value problem 
is, on setting ff (e)(z) = u(z), 
rz 
u(z) zz - z(l) - 
I 
u(w); (2 - 24+(l) SW. (6.17) 
0 
The solution of (6.17) is 
(6.18) 
Integration of (6.18) twice using the conditions (6.16) gives the solutionf(z) 
of the original initial-value problem (6.15), (6.16), 
j(‘) = jsG;l; (sin .w + i cos x), 
y = 0, 
Y> 1. 
(6.19) 
This illustrative SD(l) initial value problem corresponds to the classic 
initial value problem whose solution is sin z. Accordingly, the solution (6.19) 
is the SD(l) analog of the sine function. 
7. THE CONVOLUTION PRODUCT WITH A SINGULARITY FUNCTION 
Specific singularity functions G,(z; 0, j = 1, 2, are introduced in [l] 
which lead to SD Cauchy integral formulas. Confining our attention to SD( 1) 
functions, G,(z; 5) has, for a given 5, the following defining properties. 
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(A) Gr(z; 5) is continuous for all z of the SD(I) plane except the point 5 
where, for real E > 0, it has the jump discontinuity 
k$ [G(5 + r; 5) - G,(5 - E; C)] = 1 (7.1) 
(B) G,(.a; 5) satisfies the equation ssGr(.z; LJ = 0 for all x of the SD(l) 
plane except the point 5. 
CC) As I y I - 03, G(z; 5) = O(l Y I-‘); as I x I + 03, G&z; 4J = O(l x 1-l). 
Since the singularity function G,(z; 5) is not SDA(l), it is not a useful SD(l) 
function for the SD(l) convolution product. Accordingly, let us define a 
related function, F(z; LJ, called the SD(l) convolution singularity function, 
which has properties (A) and (C) b a ove, but rather than property (B)F(.z; 5) 
satisfies 
(B)* F(z; 5) is SDA(l) for all z of the SD(l) plane except the point 5. 
If we introduce the sign function 
1, w(t) = _ 1 I , 
t>o 
t <o, 
and set .a = x + iy, 5 = c + id, the convolution singularity function F(z; 5) 
is obtained from the expression given G,(x; 5) in [l] using Theorem 3.3. 
Thus, 
w; 5) = sgn ‘2”rr- ‘) /,f (z, 5; 4) d$, (7.3) 
where 
f(z, 5; 4) = exp [(X - c) (2i sin2 $ - sgn (X - c) sin 4) 
-i(y-d)+sgn(r-c)]. (7.4) 
One may easily verify that F(z; 5) as given by (7.3), (7.4) satisfies the defining 
relations (A), (B)*, and (C). 
Now consider the convolution product F * g, where g(z) is SDA( 1) on the 
rectangle B,(O, a; 0, N). From (3.6), we have for fixed 5 
g(z - w - i) &F(w; 5) dt. (7.5) 
If 4 is not a point of Qr(z), the right side of (7.5) vanishes and the convolution 
product F * g will satisfy all the relations developed for the SD( 1) convolution 
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product in the previous sections. Therefore, let us assume that 5 is an interior 
point of Qr(.s). We define, for real E > 0, the domains 
QL = B,(O, c - E; 0,y - 1) and Q, = B,(c + E, x; 0, y - 1). 
Clearly, QL u QR -+ Qi(x) as E + 0. If PL and PR denote the outer-boundaries 
of QL and QR respectively, it follows from Theorem 3.4, the properties of 
F(z; 5) and g(z), and the above that 
!% If, F(w; 5); g(z - i - w) SW + f, F(w; 5); g(z - i - w) SW/ = 0. 
(7.6) 
Upon rewriting (7.6) in detail and allowing E -+ 0, we obtain 
Y-l 
+ i mg, k-l-&w&; 5) - &-1&)~m(0; i)] = ig(z - i - 5). (7.7) 
By (3.7), the left side of (7.7) is recognized as an SD( 1) path integral. Hence, 
we have established a SD( 1) convolution Cauchy integral formula. 
THEOREM 7.1. LetF(z; 5) be the SD(l) convolution singularity function and 
let g(z) be SDA(1) on B,(O, a; 0, IV). If z is a point of B,(O, a; 0, N) and ;f 5 
is an interior point of Q1(z), then 
f 
F(w; ();g(z - w) SW = ig(z - i - 5), 
P 
(7.8) 
where P aknotes the outer-boundary of Q1(z). 
From the definitions (4.1) and (4.3) and the relation (4.7), we may rewrite 
(7.8) in the form 
F * g - g * F = ig(z - i - 5). (7.9) 
Consequently, the SD( 1) convolution product of a SDA( 1) function with F 
is not, in general, commutative if 5 is an interior point of Qi(z). 
Although we have, in this discussion, considered a very special case, 
similar ditticulties are to be expected in the SD convolution product for 
arbitrary singularities. A similar analysis could also be performed for the 
SD(2) convolution product of the SD(2) singularity function, Gs(s; [), with 
SDA(2) functions. The result of such a discussion would be a SD(2) con- 
volution Cauchy integral formula which is essentially the integral formula 
obtained in [l]. 
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