





































Pα(β; β̃) = α∥β∥1 + (1− α)∥β − β̃∥1
β̂ = arg min
β∈Rp
L(β; β̃)
























Definition [Generalized Restricted Eigenvalue Con-
dition (GRE)] We say that the generalized restricted eigen-
value condition holds for a set B ⊂ Rp if we have





> 0, X = (X1, . . . , Xn)
⊤.
Theorem [Estimation Error] Let β∗ be the true parame-
ter of β. Let εi = Yi−X⊤i β∗. Suppose that εi’s are sub-Gaussian
with scale σ. Let S = {j ∈ {1, . . . , p} : β∗j ̸= 0}. Assume that
s = #S ≪ p. Let ∆ = β̃ − β∗. Assume that the generalized
restricted eigenvalue condition holds for B = B(α, c,∆), where
B(α, c,∆) =
{
v ∈ Rp : (α− c)∥vSc∥1 + (1− α)∥v −∆∥1
≤ (α + c)∥vS∥1 + (1− α)∥∆∥1
}
,
with some constant c > 0. Then, we have
∥β̂ − β∗∥22 ≤







(α + c)2 λns
)2

























































































































data from UCI database) に対する結果．
Lasso(all): その時点までのすべてのデータを使ったLasso．大
きな変化が起きると以降も大失敗する（左図）．
Lasso(single): その時点のデータだけ使ったLasso．
Transfer Lasso: 過去情報を適度に使っている．AUCは全体的
に安定してよい．急激な変化が起きたときはAUCが一時的
に落ちるが，次の時点では過去情報を上手く捨ててAUCが
復活している．回帰係数推定値も過去情報を利用しているた
め大きく変化せずに安定しやすい．
藤澤研究室の情報
研究テーマ： スパース・モデリング．ロバスト統計．ダイ
バージェンス．グラフィカル・モデリング．非対称分布．遺
伝子発現データ．モデル選択．混合効果モデル．経時データ．
欠測データ．多重検定．多重代入．クラスタリング．高欠測
データ．異常検知．など
共同研究やコンサルテーション： 製薬企業・製造業など
大学院生： 思考力とやる気のある学生を歓迎します．
これまでの学生の情報はHPをご覧ください．
