Abstract. This is the second part in a series of two papers. Here, we give an overview on the dimension theory of some dynamically defined function graphs, like Takagi and Weierstrass function, and we study the dimension of markovian fractal interpolation functions and generalised Takagi functions generated by non-Markovian dynamics.
Teiji Takagi [25] published his simple example of a continuous but nowhere differentiable function in 1901, (1.2) T (x) = ∞ n=0 2 −n ψ(2 n x), where ψ(x) = dist(x, Z). Unlike for the Weierstrass function, it is easy to show that T has at no point a finite derivative, which proof is due to
Billingsley [10] . For further properties and historical background of the functions above, see the survey papers of Allaart and Kawamura [1] and
Barański [2] .
Later, starting from the work of Besicovitch and Ursell [9] , the graphs of W α,b and related functions were studied from a geometric point of view as fractal curves in the plane. In general, let
for x ∈ R, where b ∈ N, 1/b < α < 1 and φ : R → R is a non-constant Zperiodic Lipschitz continuous piecewise C 1 function. Kaplan, Mallet-Paret and Yorke [17] proved that a function of the form (1.3) is either piecewise for some smooth function h.
The problem of determining the value of the Hausdorff dimension turned out to be much more complicated. Mandelbrot formulated the conjecture in 1977 [20] that the Hausdorff dimension of the graph of W α,b equals to D, but this has been solved only recently.
Ledrappier [19] gave a sufficient condition in order to determine the Hausdorff dimension of the graph. In details, let ξ = {ξ i , i = 1, 2, . . .} be a se- This condition relies on the so-called Ledrappier-Young formula.
Altough, for the first sight this condition may seem very restrictive, it turned out that it widely applicable. In the case of Weierstrass functions (1.1), Barański, Bárány and Romanowska [3] showed that for every b ≥ 2 integers there exists α b ∈ [1/b, 1) such that for every α ∈ (α b , 1),
Recently, Shen [23] proved that α b = 1/b.
In the case of Takagi function, the distribution of the random variable Y x (ξ) is independent of x and it is the Bernoulli convolution, related to Erdős' problem [11, 12] . For simplicity denote T α the function G α,2 with
−n in (1.5), where δ i,j = 1 if i = j and 0 otherwise. Using this phenomena, Solomyak [24] showed that for Lebesgue almost every α ∈ (1/2, 1),
Applying the result of Hochman [15] , [5, Theorem 4.11] , there exists a set E ⊂ (1/2, 1) such that dim H E = 0 and for every α ∈ (1/2, 1)\E, (1.6) holds.
Recently, Varjú [26] showed that the distribution of Y (ξ) has dimension 1 if (2α) −1 is a transcendental number (which is transcendental if and only if α is transcendental), and hence (1.6) holds.
However, it is well known that for Pisot numbers (for instance (2α) −1 = ( √ 5 − 1)/2 the golden ratio) the distribution of Y (ξ) is singular and has dimension strictly smaller than 1 and thus, Ledrappier's condition (1.5) cannot be applied. Recently, with different method, Bárány, Hochman and Rapaport [4] proved that (1.6) holds for every α ∈ (1/2, 1). 
Dynamically defined function graphs
Let G α,b be the function defined in (1.3) with b > 1 integer, 1/b < α < 1 and φ : R → R is a non-constant 1-periodic Lipschitz continuous piecewise
Since φ is 1-periodic and thus, G α,b as well, (2.1) implies that graph(
} is invariant with respect to the dynamics
and {F n (x, y)} is bounded if and only if y = G α,b (x).
One can define the local inverses of F such that
. For a visualisation of the local inverses in the cases of W 1/2,3 and T 2/3 , see Figure 2 .
Observe that for the Takagi function T α , the function φ is piecewise linear, moreover, the singularity occur exactly at x = 1/2. Thus, graph(T α ) is a self-affine set, see [5, Definition 6 .1], with IFS F 0 (x) = for i ∈ {0, 1, . . . , m}, and graph(G) is the attractor of an IFS, which contains only affine transformations with lower triangular matrices. That is,
where α i ∈ (−1, 1) \ {0} are free parameters for i = 1, . . . , m. In other words, the interpolation function G is the repeller of the piecewise linear, expanding map F , where
For a visualisation of a fractal interpolation function, see Figure 2 .
Note that if ∆ is collinear then G α,∆ is a linear function and thus, its graph has dimension 1. Thus, without loss of generality, the non-collinearity of ∆ might be assumed without loss of generality.
Let us introduce the notation G α,∆ , which denotes the fractal interpolation function for the data set ∆ and free parameters α ∈ (−1, 1)\{0} |∆|−1 .
Barnsley and Harrington [7] calculated the box dimension of graph(G) in a special case. Namely, when x i − x i−1 = 1/m and α i = α for every i = 1, . . . , m with 1/m < α, and the data is not situated on a line. Note that in this case the interpolation function corresponds to G α,m in (1.3) with (2.3)
In this case,
This result was later generalised by Bedford [8] 
The following extension for the Hausdorff dimension follows by Bárány, Hochman and Rapaport [4] .
The assumption (2.4) is a little bit stronger than non-collinearity of ∆. Then φ is the piecewise linear function, connecting the data set ∆, i.e.
where {ξ n } are independent random variables with P(
Ledrappier's condition requires that the distribution of the random variable Y has dimension 1 but the condition (2.4), i.e. y i − y i−1 = y j − y j−1 for some i = j, is equivalent to that the distribution of the random variable Y has positive dimension.
Markovian fractal interpolation functions
. . , m} be given so that 0 = x 0 < x 1 < · · · < x m−1 < x m = 1, and let α i ∈ (−1, 1) \ {0} for i = 1, . . . , m. The expanding dynamics, of which repeller is graph(G α,∆ ), has a skew product form. That is, the map F (x, y) has the form
Thus, there is a base dynamics f : That is, for every i = 1, . . . , m let 0 ≤ (i) < r(i) ≤ m be integers such Since the base dynamics is Markov, not all sequences of functions f i is admissible. We define the following m × m matrix A = (A i,j ) m i,j=1 as follows .
, where Π(i) i denotes the ith coordinate of Π(i), moreover, F (Π(i)) = Π(σi), where σ is the left-shift on Σ A .
Since f is Markov with respect to the intervals {[
, one can decompose the intervals into finitely many classes with respect to recurrency. Since the repeller of F restricted to any recurrent class of intervals is graph(G) restricted to the intervals, without loss of generality, we may assume that f is topologically transitive. On the other hand, if the period of f would be p ≥ 2 then again by decomposing the intervals into finitely many classes, the repeller of F p restricted to a class is the restriction of graph(G).
Thus, without loss of generality, we may assume that f (and the matrix A)
is aperiodic. Namely, there exists a positive k ≥ 1 such that every element of A k is positive.
Since the local inverses are strict contractions, there exists an interval
In order to determine the box counting dimension of graph(G), it is natural to cover graph(G) with sets of the formF ω ω ω ([x (i |ω ω ω| ) , x r(i |ω ω ω| ) ] × D). These sets are paralelograms with height paralel to the x-axis γ ω ω ω and side length (paralel to the y-axis) α ω ω ω .
Let us define the matrix
Similarly to Barnsley's fractal interpolation function, we distinguish two cases ρ(A (1) ) ≤ 1 and ρ(A (1) ) > 1, where ρ(·) denotes the spectral radius.
The first case implies that for most of the setsF ω ω ω ([x (i |ω ω ω| ) , x r(i |ω ω ω| ) ] × D), the component on the x-axis is longer than the component on the y-axis.
Theorem 3.1. If the data set ∆ is not collinear then
where s is the unique solution of the equation ρ(A (s) ) = 1.
For completeness, we give a proof later.
The problem of Hausdorff dimension is significantly different. In point of view of Theorem 3.1, it is natural to assume that ρ(A Theorem 3.2. Let the data set ∆ be not collinear, the adjacency matrix A be irreducible and aperiodic, and (α 1 , . . . , α m ) ∈ ((−1, 1) \ {0}) m be such that ρ(A (1) ) > 1. Moreover, let us assume that there exist ≥ 1, ω ω ω, τ τ τ ∈ Σ A, such that
Then dim H graph(G) = s, where s is the unique solution of ρ(A (s) ) = 1.
We remind that Σ n = {1, . . . , m} n is the collection of words of length n. For n ∈ N, let (p 1 , . . . , p |Σn| ) be a probabiliy vector and let ν be the corresponding Bernoulli measure, living on (Σ N n , σ Σn ), where σ Σn is the usual left shift but acting on Σ N n . We have a natural isometry between (Σ N n , σ Σn ) and (Σ, σ n ), letν be the image of ν under this isometry. Finally, let
The measuresν that can be obtained by this construction will be called n-Bernoulli measures. Note that the n-Bernoulli measures are ergodic and σ invariant measures on Σ.
Proposition 3.3. Let A be an irreducible and aperiodic adjacency and let (Σ A , σ) be a subshift of finite type and let µ be a σ-invariant measure supported on Σ A . Then there exists a sequence of n-Bernoulli measureŝ ν n , n → ∞ supported on Σ A and converging to µ both in weak-* topology and in entropy.
Proof. Fix k such that all elements of A k are positive. We choose a pair (i, j) ∈ {1, . . . , m} 2 such that A ij = 1. For every ∈ {1, . . . , m} we can choose a word p p p( ) ∈ Σ A,k such that p 1 = j and p p p( ) ∈ Σ A,k+1 and a word s s s( ) ∈ Σ A,k such that s k = i and s s s( ) ∈ Σ A,k+1 . For any n ≥ 2k + 1 and for any word ω ω ω ∈ Σ A,n−2k letω ω ω = p p p(ω 1 )ω ω ωs s s(ω n−2k ), denote the set of such words byΣ A,n . Note thatΣ A,n ⊂ Σ A,n , moreover each wordω ω ω begins with j and ends with i, hence any concatenation of those words is also admissible.
Let us show this construction on the example in Letν n be the measure on (Σ A , σ n ) and letν n be the n-Bernoulli measure on (Σ A , σ) as introduced previously. We need to prove two claims.
Proof. We have
At the same time,
Claim 3.5.ν n → µ in weak-* topology.
Proof. Let w : Σ → R be a continuous function and denote by var (w) the supremum of differences w(x) − w(y) over x, y belonging to the same -th level cylinder. We have
(we remind that µ is σ-invariant, hence µ = µ • σ −i for any i ≥ 1).
The other summands can be estimated from above by var 0 (w). Summarizing,
The combination of Claims 3.4 and 3.5 proves the proposition.
Proof of Theorem 3.2. The strategy of the proof is the following:
(1) Find a σ-invariant ergodic probability measure µ on Σ A which natural projection is a candidate for achieving the Hausdorff dimension; (2) find a approximating sequence of n-step Bernoulli measuresν n such thatν n → µ in weak-* and entropy topology; (3) show that dim H Π * νn → s as n → ∞. 
. Then the matrix P = (P i,j ) m i,j=1 is a probability matrix, which is aperiodic and recurrent. Thus, there exists a unique probability vector q = (q 1 , . . . , q m ) with positive elements such that qP = q. Then for a cylinder set
It is easy to see by the definition of Lyapunov exponents in formula [5, (8 
Moreover, since By Proposition 3.3, for every ε > 0 there exists a sequence of n-step
Bernoulli measuresν n and a N ≥ 1 such that for every n ≥ N
One can choose ε < (χ 1 (µ) − χ 2 (µ))/100, so χ 2 (ν n ) < χ 1 (ν n ). Now, we approximateν n with a nm-step Bernoulli measure ν n,m , which is supported on words ω ω ω ∈ (Σ A,n ) m for which γ −1 ω ω ω < α ω ω ω . More precisely, let
and letν n,m be the Bernoulli measure on (Y m,n ) N defined with the probabilities (ν n (C[ω ω ω])/ν n (Y m,n )) ω ω ω∈Ym,n , and let ν n,m be the corresponding nm-step Bernoulli measure.
By the strong law of large numbers and Egorov's Theorem, for every ε > 0
Thus, |s − D(ν n,m )| < Cε with some constant C > 0 independent of n, m.
By definition, supp(Π * ν n,m ) ⊆ graph(G). Thus, in order to apply [5, Theorem 6.3] , it is enough to show that there exists ω ω ω = τ τ τ ∈ Y m,n such that DF ω ω ω and DF τ τ τ are not simultaneously diagonalisable. Let ≥ 1 and ω ω ω 1 , τ τ τ 1 ∈ Σ A, as in (3.6). Without loss of generality we may assume that n − 2k .
Since the first and last symbols of ω ω ω 1 , τ τ τ 1 are the same, one can choose υ υ υ 1 , υ υ υ 2
By the strong law of large numbers, for every sufficiently large m ≥ 1 one can find κ κ κ ∈ Σ A,n(m−1)
such that υ υ υ 1 ω ω ω 1 υ υ υ 2 κ κ κ, υ υ υ 1 τ τ τ 1 υ υ υ 2 κ κ κ ∈ Y m,n . By definition, α υ υ υ 1 τ τ τ 1 υ υ υ 2 κ κ κ = α υ υ υ 1 ω ω ω 1 υ υ υ 2 κ κ κ and γ υ υ υ 1 τ τ τ 1 υ υ υ 2 κ κ κ = γ υ υ υ 1 ω ω ω 1 υ υ υ 2 κ κ κ . Thus, DF υ υ υ 1 τ τ τ 1 υ υ υ 2 κ κ κ and DF υ υ υ 1 ω ω ω 1 υ υ υ 2 κ κ κ are not simultaneously diagonalisable if and only if DF υ υ υ 1 τ τ τ 1 υ υ υ 2 κ κ κ = DF υ υ υ 1 ω ω ω 1 υ υ υ 2 κ κ κ . But this is true since
The statement follows by taking ε → 0.
Proof of Theorem 3.1. Since the lower box-counting dimension is always an upper bound for the Hausdorff dimension and the upper box counting dimension is always at most s, in point of view of Theorem 3.2, it is enough to show for diagonal systems. That is, by applying an affine transformation on the dataset ∆, we may assume that a i = 0 for every
. There needed at least ω ω ω∈Σ
-many squares of side length r to cover graph(G).
By using the measure µ defined in (3.7), ω ω ω∈Σ
Continuous Generalized Takagi Functions
In the previous examples, the base dynamics f : Let us recall that the α-Takagi function T α was defined as
, where we defined ψ(z) = dist (z, Z).
To define a continuous generalization of this family first we fix the two parameters α ∈ (0, 1) and β ∈ (1, 2) such that α · β > 1. Then we introduce (see Figure 5 ) the function
This map will be our base dynamics.
Now we define the continuous generalized
The fact that the function T α,β (x) is continuous follows from the fact that for all n the function x → ψ B T α,β (x). Then
where 
In order to calculate dim H graph(T α,β ), we give the upper bound by using natural covers and for the lower bound we find "large enough" Markovian subsystems of B β . The set of admissible sequences is
Since the base system B β is not Markovian for a general value of β, the set of admissible sequences cannot be generated by an adjacency matrix. By
Rokhlin's formula, see [21, 18] , lim n→∞
For each ω ω ω ∈ Σ (n) β , let us define the cylinder sets by induction. Namely, for n = 1 let C ω =F ω ( J ω ) the cylinder set corresponding to ω ∈ Σ (1) β . For n > 1 and ω ω ω ∈ Σ (n) β , let C ω ω ω =F ω 1 (C σω ω ω ∩ J ω 1 ), where σω ω ω is the word of lenght n − 1 by deleting the first symbol of ω ω ω. For each ω ω ω ∈ Σ (n) β , the set C ω is a parallelogram with height parallel to the x-axis is at most β −n and side length parallel to the y-axis is α n M α,β . Since αβ > 1 we get that the tangent of the angle between the sides is uniformly bounded, denote the bound by C.
Thus, graph(T α,β ) can be covered by at most Σ (1) I 1 ⊆ I 1 or I 1 ⊆ I 2 , By [5, Theorem 7.6] , dim H Π * ν n,m = D(ν n,m ), which gives the lower bound.
