To assess the effect of an 8-oxoguanine (8OG) defect base on the vertical ionization energies (VIEs) and electron affinities (VEAs) of DNA, density functional theory calculations were carried out for native and defect DNA bases and nucleotides, as well as for larger fragments containing one or multiple pairs. Absolute values of VIE and VEA under implicit solvation did not converge as a function of model size even up to the largest systems taken into consideration (3 base pairs/2 nucleotide pairs). Nonetheless, a consistent trend was observed for the relative difference in the VIE of native and damaged DNA showing that the defect was lowering the VIE by −0.1 eV for the largest fragments. This strongly suggests that the presence of 8OG makes the DNA more easily oxidizable and is in line with experimental evidence that a defect region can act as a sink of oxidative damage. In contrast, relative differences in VEA were very small and varied inconsistently around 0.01 eV. This seems to indicate that insertion of 8OG has a negligible effect on the electron capturing properties of DNA. Similar conclusions can be drawn by the adiabatic IEs and EAs computed for some of the larger fragments. Analysis of the hole and excess electron distributions was consistent with the above trends. The findings presented here support the possibility that a mechanism based on hole transport through DNA may be efficiently employed by the cell for the detection of defect bases.
■ INTRODUCTION
The DNA of living organisms is exposed to various potentially harmful agents, ranging from radiation to reactive oxygen species (ROS), which can cause different types of damage to its molecular building blocks. Depending on the type of lesion, cells have evolved a series of complex, yet highly efficient repair pathways in order to preserve genome integrity. 1 Among these pathways, the Base Excision Repair (BER) 2,3 pathway is of special importance, as it deals with the repair of the vast majority of DNA base lesions, in particular also those that are somewhat elusive since they do not distort the DNA's double helical structure. Recognition of DNA lesions is of prime importance as they are often associated with the development of diseases such as neurodegenerative disorders and cancer. 3 The molecular agents that are involved in detecting and eventually removing these defects are the BER enzymes. 4 Despite the fact that the structure of many of these enzymes is well-known and their specific biological action has been established, there is still inconclusive evidence on how they coordinate their function in order to have the full genome examined within a reasonable amount of time with respect to typical cell life times.
A promising hypothesis has recently been proposed by Barton and co-workers. 5−10 The proposed mechanism is based on the possibility that two BER enzymes cooperate together to detect the position of a defect in double stranded (ds) DNA. The process is initiated by the presence of an oxidative agent (e.g., a guanine radical), which is repaired by an enzyme that binds to the DNA and is in turn oxidized. Following this action, a second BER enzyme that attaches to the DNA in proximity of the first enzyme can inject an electron. This electron travels through the sequence and, in the absence of lesions, is ultimately absorbed by the first enzyme, which then detaches and binds to another position on the DNA. In contrast, if the DNA defect acts as a sink that traps the electron, the two enzymes remain bound to the DNA, and the excess electron transfer step cannot be completed. The first BER enzyme, which is still in its oxidized state, diffuses to the defect, eventually repairs it, and subsequently detaches from the DNA. The ability of DNA to capture excess electrons has been demonstrated for both native 11, 12 and damaged 12 sequences. Furthermore, the ability of DNA to conduct holes and excess electrons is well established. 13 It has been suggested that in Escherichia coli, an electron transfer length of 200 to 500 base pairs between two BER enzymes is sufficient for rapidly inspecting the full genome in a time well within the cell's doubling time. 6 A charge transfer recognition mechanism as suggested by Barton is also supported by the theoretical study of Eriksen, 14 who concluded that, in comparison with models based on independently acting BER enzymes, a tandem recognition mechanism could reduce the time needed to fully scan E. coli's genome by roughly an order of magnitude.
In addition, both G-rich 15 and 8-oxoguanine (8OG)containing 16, 17 double stranded DNA fragments have been proposed to have low ionization energies (lower than those of single G, A, C, and T bases) that allow them to act as sacrificial hole traps, by "filtering" oxidative damage, and thus preventing the rest of the DNA from further assault.
In view of all this, a comprehensive knowledge of the redox properties of native and damaged DNA under physiological cellular conditions is essential in order to understand and evaluate possible implications for defect recognition and repair. In particular, the vertical electron affinities (VEAs) and vertical ionization energies (VIEs) of DNA bases and nucleotides and their sequence dependence could provide valuable information.
During the last years, a relatively clear picture has emerged for VIEs. G is experimentally 18−22 and computationally 22−25 known to have the lowest VIE among the four bases in the gas phase. Experimental estimates lie in the range of 8.0−8.3 eV. 18−22 Moreover, recent studies by Jungwirth et al. 26−28 have demonstrated that, albeit in gas phase, a great dependence of VIE on the size of the building block exists, this sensitivity is drastically reduced under aqueous solution conditions. For instance, VIEs determined with Møller−Plesset Perturbation Theory (MP2) for guanine nucleosides and nucleotides and G-C base pairs range from 7.00 to 7.30 eV 26 when a polarizable continuum model is used to represent the solvent, in good agreement with experimental estimates for the VIE of the G base and nucleotide in aqueous solution of the order of 7.0 eV. 28 Concerning larger fragments, calculations for stacks of two G bases with DFT 25 and for stacks of up to four G bases and two G-C pairs with Hartree−Fock (HF) 29 have revealed a tendency of VIEs to decrease when the system size is increased. Similar conclusions were drawn from HF 30 and DFT(M06-2X) 31 calculations covering an even larger range of system sizes (up to 6 G-C nucleotide pairs, 30 10 G bases, 31 and 8 G-C base pairs, 31 respectively). In fact, in gas-phase calculations, no convergence of the VIE values was achieved up to the maximum system sizes considered, 30, 31 and even in calculations with the COSMO solvation model, although VIEs are less size-dependent, 30 convergence was not completely reached at a system size of 6 nucleotide pairs (VIE ≈ 5.70 eV).
The situation is quite different in the case of EAs, 32, 33 where there is still no conclusive evidence concerning the exact values for nucleobases neither from experimental 34−38 nor from computational 23,32,33,39−48 studies. All experimental values available so far have been determined in the gas phase, and it is not clear to what extent the gas phase data are representative for the biological, condensed phase environment. The majority of the published computed values (at HF, DFT, or MP2 level) also correspond to the gas phase, and in agreement with experiments, report negative EA values, indicating unstable anions. Recently, Pal et al. 33 reported negative VEAs for DNA nucleobases in the gas phase computed with an Equations of motion/Coupled cluster scheme (EOM-CCSD) providing values closer to the experimental range than previous efforts. For guanine, the computed VEA is −0.23 eV, compared to an experimental estimate of −0.46 eV for the enol form. 34 For thymine, cytosine, and adenine, the computed VEAs by Pal et al. (−0.28 eV, −0.27 eV, and −0.44 eV, respectively) are very close to the highest experimental estimates (−0.29 eV, −0.32 eV, and −0.45 eV, respectively). The negative gas phase values reported from both experiments and simulations indicate that, while energetically unfavorable, electron attachment can lead to kinetically stable "vertical" anions that momentarily appear as resonant states, as already discussed in the context of both theoretical 33 and experimental 34 studies. Accurate measurements of gas phase VEAs for the nucleobases are further complicated through the presence of interchanging tautomers that are very close in energy. This phenomenon is especially pronounced in guanine for its keto and enol forms, 34 with their relative energy difference computed to be of the order of only 0.08 kcal/mol. 33 On the other hand, it has been suggested that electron attachment is favored in condensed phase environments due to the positive solvation free energies of bases and base pairs (of the order of 2 to 3 eV) 49,50 estimated from microhydration models of DNA building blocks, leading to positive adiabatic electron affinities. However, it is also necessary to establish the dependence of the electron affinity values as a function of model size. So far, a possible size dependence has only been tested up to the level of single pairs or three-base stacks 48,49,25,51−56 revealing VEAs significantly larger than for single bases, thus displaying a similar size dependence as in the case of gas phase VIEs.
In the present work, we aim at gaining more insight into the effects of a lesion on DNA's electron and hole capturing properties. In particular, we focus on guanine (G) and its highly common lesion, 8-oxoguanine (8OG).
On the basis of low energy photoelectron transmission (LEPET) and two photon photoemission (TPPE) spectroscopy experiments, it has been suggested that, due to a higher density of unoccupied electronic states, 8OG-containing fragments are more capable of capturing excess electrons than their G-containing counterparts. 12 Up to date, computed VIE values of 8OG under implicit solvation conditions are available only at the single base and nucleotide level, amounting to 6.94 and 6.79 eV, respectively. 57 Moreover, two calculated values for the VIE of an 8OG base in the gas phase are also available and amount to 7.84 eV 57 and 7.87 eV. 58 In addition, a numerical value for the VEA of the same system and conditions has also been reported as −0.22 eV. 59 To our knowledge, unlike native DNA, no systematic study of VIEs/VEAs as a function of system size has been carried out for defect (8OG-containing) DNA fragments. Such an investigation, and comparison with the respective native fragmentsespecially in aqueous solutionis essential for making an assessment of 8OG's effect on the redox properties. To this end, we calculate here the vertical electron affinities and ionization energies of native and damaged DNA fragments both in the gas phase and under implicit solvation conditions. Model systems of varying size have been considered (ranging from single bases/nucleotides to base/nucleotide pair stacks). In order to assess whether the findings from the VIE/VEA calculations still apply to relaxed geometries, adiabatic ionization energies and electron affinities (AIEs/AEAs) for some of the larger fragments have also been calculated. Finally, aiming to gain a better understanding of the difference in charge capturing properties between native and defect DNA, the distribution of the hole and the excess electron following ionization and electron attachment, respectively, are also analyzed.
■ COMPUTATIONAL METHODS
All calculations were performed with the Gaussian 09 package 60 using density functional theory. 61, 62 As previously stated, calculations of the vertical energy gaps were performed both in the gas phase and under implicit solvation applying a Polarizable Continuum Model (PCM 63−65 ) for water. In order to assess the performance of different basis sets and functionals for the calculation of VIEs/VEAs, G and 8OG bases/ nucleotides were described at the BLYP 66,67 /6-31+G(3df,2p), BLYP/TZVP, 68 B3LYP 69,67 /6-31+G(3df,2p), B3LYP/6-31+ +G*, 71−76 M06 70 /6-31++G*, and M06/TZVP levels of theory. Recently, the VIE of the guanine base was evaluated by Sevilla et al. 77 with the ωΒ97X functional 78 yielding a value of 8.14 eV. To assess the overall performance of this functional, calculations were performed with ωΒ97X and its ωB97XD variant 79 in combination with a 6-31++G* basis set for the building blocks for which experimental data are available (VIE of G base and nucleotide, in gas phase and in aqueous solution). Since we aim at calculating vertical energy gaps, the geometry of each system was optimized only in the initial oxidation state.
In the calculations of VIEs and VEAs with the PCM model, nonequilibrium solvation effects have to be considered. 80, 81 In particular, the response of the solvent to a change of the solute's charge can be divided into a fast component accounting for the electronic response and a slow component accounting for the nuclear response. If both oxidation states are treated with a standard PCM protocol, the solvent's nuclear response is also included. Therefore, the calculated energy difference between the two states does not correspond to a vertical energy gap. To account for this, we have used the nonequilibrium PCM (NEPCM) model 80, 81 as implemented in Gaussian 09. The NEPCM protocol consists of an optimization of the initial state with the standard PCM model, a subsequent self-consistent field (SCF) step at the optimized geometry while saving information for both response components, and the calculation of the solute's energy in the final state while considering only the electronic response of the solvent. The NEPCM model has been successfully employed by Jungwirth and co-workers for the determination of the vertical ionization energies of neutral 82 and protonated 83 imidazole, as well as of DNA building blocks. [26] [27] [28] 84 In the case of the nucleotide systems, only the anticonformation has been considered as it is the relevant form that is adopted within the DNA environment. The 5′ and 3′ open valencies were capped with an −OH group and an −H, respectively, yielding a total charge of −1 for each nucleotide.
Given that accurate VIEs of small charged DNA building blocks can be accurately reproduced even in the absence of counterions both in gas phase and with the NEPCM protocol, 26, 27, 57 counterions were not included in the present study. Test calculations were nonetheless performed for both G and 8OG bases and nucleotides with a Na + counterion, both in gas phase and with the PCM model at the B3LYP/6-31+ +G* level of theory in order to assess possible effects on VIE and VEA. These calculations are reported in the Supporting Information.
For systems in which AIEs/AEAs were also calculated, their geometry was also optimized in their reduced and oxidized states.
All DNA bases and fragments investigated in this work are presented in Table 1 together with the abbreviations used for the different models and representative snapshots. All optimized coordinates of the neutral species (nucleotide charge equal to −1), as well as the optimized reduced and oxidized geometries in the case of AIEs/AEAs, are available in the Supporting Information.
■ RESULTS AND DISCUSSION
Based on the performance of all combinations of functionals and basis sets for bases and nucleotides with respect to (i) experimental and theoretical values available 18−59,85 and (ii) convergence issues (discussed in detail in the Supporting Information), all the calculations presented below have been carried out at the B3LYP/6-31++G* level of theory. Moreover, given that the outcome of calculations performed with the PCM model is of greater biological significance, VIEs and VEAs of gas phase systems are only given in the Supporting Information.
G and 8OG Bases and Their Nucleotides. The B3LYP/ 6-31++G*-computed vertical energy gaps of G, 8OG, and their nucleotides under implicit solvation conditions are reported in Table 3 . VIEs and VEAs computed with other DFT functional/basis set combinations are available in Table S2 of the Supporting Information.
All VEA values obtained with the PCM model ( Table 2 and Table S2 in the Supporting Information) display a very strong dependence on the basis set, both for bases and for nucleotides. Insertion of the sugar and phosphate moieties has a weak effect on the PCM-computed VEAs. For the values reported in the SI (Table S2) , the presence of a stabilizing aqueous environment still leads to negative VEA values, in contrast with previous suggestions. 49, 50 Even with B3LYP/6-31++G* (Table 2) , all PCM-computed VEAs are just slightly positive. A positive VEA for G (1.01 eV) computed at the B3LYP/D95 V+(D) level of theory has previously been reported, 42 and the disagreement with the values obtained in the present work might be attributed to the use of different DFT functionals and basis sets and the calculation of VEA on a gas phase-optimized geometry, as well as the absence of a NEPCM protocol.
Despite a lack of reference values in aqueous solution, the electron capturing ability of G and 8OG treated at the same level of theory can be compared, since essentially all employed methods and basis sets result in the same qualitative trends, indicating that the oxidized guanine base 8OG has a higher VEA than its native counterpart under implicit solvation, and the same holds for the case of the corresponding nucleotides. Such a finding is in support of the CT-based model for the detection of DNA defects proposed by Barton and co-workers, in which 8OG is a stronger electron trap than G, and may thus prevent the completion of the CT step between the two BER enzymes.
Regarding VIEs, addition of the sugar group and the phosphate backbone leads to just a small change of VIE in PCM, in agreement with previous investigations. 26 −28 The B3LYP values for G base and nucleotide are in very good agreement with the experimental estimate for both types of fragments (7.00 ± 0.20 eV 28 ). It has been stated 16, 17 and shown computationally 55, 56 that the defect base 8OG is more highly prone to oxidation than G and possesses a lower VIE than the native base. The ionization energies computed in the present work ( Table 2 and Table S2 in the Supporting Information) are also in line with these findings, with the VIE of the 8OG base/nucleotide being 0.20−0.35 eV lower than the one of the respective native system.
Fragments with One or Multiple Base/Nucleotide Pairs. The above calculations on single G bases/nucleotides with the PCM model show that with the inclusion of sugar and phosphate groups to the base only minor changes are observed, suggesting that this model size is sufficient to ensure convergence to DNA VIE and VEA in physiological conditions. However, the inclusion of the complementary bases/nucleotides and the addition of 2 more base/1 more nucleotide pairs (Tables 3 and 4) show that convergence is actually still not reached, and considering even larger DNA fragments is necessary.
In Tables 3 and 4 , the vertical energy gaps of the base pairs (Table 3 ) and the nucleotide pairs (Table 4) , computed employing the B3LYP functional, a 6-31++G* basis set, and the polarizable continuum model, are presented.
The inclusion of cytosine as a hydrogen-bonding partner lowers the ionization energy and enhances the electron capturing ability of G-C/8OG-C base pairs with respect to single G and 8OG bases (Tables 3 and 4 ). For single nucleotide pairs, both VIEs and VEAs are very weakly sensitive to the addition of the phosphate and sugar. VIEs decrease by around 0.05 eV, while VEAs increase by around 0.1 eV, respectively, upon backbone inclusion. Table 3 demonstrates that both VIEs and VEAs are weakly affected by the increase in the number of base pairs, especially in the case of the VEA. VIEs decrease by 0.50 eV, while VEAs are augmented by 0.36 eV when increasing the number of pairs 
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Article from one to three. Relative VIE differences for fragments composed of 2 and 3 base pairs are 0.12 and 0.08 eV, respectively. Although these differences are less pronounced compared to the case of one base pair (0.21 eV), they still demonstrate that the replacement of a G by 8OG facilitates DNA oxidation. On the contrary, the same G → 8OG replacement appears to have a very weak effect on excess electron capturing, as VEAs of native and defect fragments of the same size are extremely close (with relative differences of the order of 0.01 eV). Table 4 suggests the situation does not change significantly upon addition of the sugar and backbone moieties. When moving from one to two nucleotide pairs, VIEs and VEAs decrease and increase, respectively. Relative differences for VIE are slightly higher than for VEA. Similar to base pair systems, the presence of 8OG decreases the ionization potential. The relative difference in vertical electron affinity is within 0.04 eV in favor of the defect fragments, suggesting a subtle improvement in electron capturing efficiency compared to native DNA.
Overall, the VIE trends observed for G-C base/nucleotide stacks are in line with observations from computational studies on G-C stacks, 30 while a similar behavior is also observed for the VIE of defect DNA stacks. Contrary to VIEs, VEAs increase as the size of the system increases.
To visually illustrate the trends discussed above, the VIEs and VEAs obtained under implicit solvation are reported in Figures 1 and 2 as a function of system size, distinguishing between base and nucleotide systems. For defect systems composed of 2 base/nucleotide pairs, the VIE/VEA shown in the graphs corresponds to the average of the VIEs/VEAs of the (G-C)-(8OG-C) and (8OG-C)-(G-C) fragments.
Overall, it turns out that, even with implicit solvation, the absolute values of VIEs and VEAs are not converged with respect to system size for both base pairs and nucleotide pairs even for systems containing up to 3 base/nucleotide pairs, and the examination of even larger fragments in a more realistic (atomistic) environment (e.g., in the presence of explicit counterions and solvent molecules) might be necessary.
On the other hand, a comparison of native and 8OGcontaining base/nucleotide stacks over the entire spectrum of system sizes considered (Figure 1 ) reveals a consistent trend up to the largest fragments. The VIE of defect fragments is around 0.1 eV lower than their native counterparts. This finding is in line with the notion that 8OG renders DNA more easily oxidizable and the suggestion that 8OG acts as a hole trap. On the contrary, the situation is less clear for VEAs ( Figure 2) ; with smaller and inconsistent differences between native and defect fragments (in the range of 0.01 eV) based on these results, it is very difficult to assess whether 8OGcontaining sites can act as electron traps.
Adiabatic Energy Gaps of Base Stacks. The vertical energy gaps presented in Tables 3 and 4 provide valuable information on the effect of 8OG on the vertical IEs and EAs of DNA fragments. Within the DNA environment, these vertical states are, however, short-lived, and oxidized or reduced fragments undergo rapid geometric relaxation. It is therefore important to assess whether the conclusions drawn for the vertical states of the DNA fragments also apply to their relaxed, adiabatic states. In Table 5 , the adiabatic IEs and EAs of the stacks composed of one and two base pairs are shown. Table 5 reveals that, upon geometry relaxation, the effect of 8OG becomes even more pronounced, as the relative AIE difference between native and defect fragments reaches 0.23 
Article eV, compared to 0.10 eV for VIEs. Similar to VEAs, AEAs of native and defect fragments are very close, differing by only 0.01 eV, further indicating that 8OG has a very weak effect on the electron capturing properties of the DNA fragments. Compared to vertical gaps, AIEs and AEAs converge sooner with respect to system size, differing by only 0.01 eV for the larger systems. Most importantly, regarding the impact of 8OG on ionization and electron attachment, the conclusions reached by adiabatic IEs and EAs are the same as those from vertical gaps, indicating that the latter are sufficient for the purpose of this investigation.
Hole and Excess Electron Distributions. Aiming to gain further insights into the differences in electronic properties of native and damaged DNA fragments, we analyzed the localization of the excess electron/hole upon vertical and adiabatic electron attachment/ionization. For each system, this was realized by taking the difference in spin densities before and after hole/excess electron injection. In the case of nucleotide pairs, each of the nucleotides was split in its components (phosphate group, sugar moiety, and guanine/8oxoguanine or cytosine base, respectively). In Figures 3−5 , the optimized geometries of neutral base/nucleotide pair stacks are shown, emphasizing the components concentrating the most significant fractions of the hole and excess charge (up to ≈10%), following vertical ionization or electron attachment. The complete hole and excess distributions for all these base/ nucleotide pair systems are reported in Tables S5−S16 of the Supporting Information, with significant fractions highlighted in bold. The same distributions corresponding to AIEs/AEAs are also available, in Tables S17−S21.
In the G-C/8OG-C base pairs, the hole and the excess electron (Tables S5 and S6 of the Supporting Information) mainly localize on the higher affinity base; i.e., the hole is mainly localized on G or 8OG, respectively (up to 97%), while the excess electron resides on C (up to 74%), in agreement with the fact that C has a higher VEA than G. 15 The hole/excess electron charge distributions corresponding to the G-C and 8OG-C nucleotide pairs are displayed in Tables S12 and S13 of the Supporting Information. The fraction of the hole or the excess electron residing on each of the major components (phosphate, sugar, and base) is explicitly presented. The hole and the excess electron are mainly (up to 88%/73%, respectively) localized on the base of the nucleotide showing the higher affinity (on G-8OG/C, respectively). In both cases, a significant fraction of the excess electron charge resides on the respective purine base (22% and 31% on G and 8OG, respectively).
A comparison of native and defect base pair fragments consisting of 2 and 3 base pairs (Figures 3 and 4 , Tables S7− S11) reveals that the presence of 8OG significantly alters the distribution of the hole charge, with a larger fraction of it being found on the defect base. More precisely, in the 2 G-C pairs ( Figure 3A) , the hole is evenly shared by the two G bases (approximately 49.5% on each of them). On the other hand, the same distributions in the (G-C)-(8OG-C) and (8OG-C)-(G-C) pairs ( Figure 3B ,C) are characterized by 60% of the hole charge on 8OG, compared to 40% for G. A similar difference is also observed in the fragments composed of 3 base pairs (Figure 4 ). In the 3 G-C pairs ( Figure 4A ), the hole is distributed between the three guanines (34%, 23%, 33%), while in the defect fragment ( Figure 4B ), 8OG concentrates 42% of the hole charge, compared to 29% for each of the two G bases. The situation is less clear for the excess electron with very similar charge distribution in the native and defect fragments, thus suggesting that the presence of 8OG has a negligible effect on the excess charge distributions.
Overall, the charge distributions of systems composed of two nucleotide pairs ( Figure 5Α ) follow a pattern, which is similar to that of the respective base pair systems. In the 2 G-C pairs, the hole resides on the two G bases (45% 50%), while the excess electron is localized on the two C bases (46%, 41%). The insertion of 8OG ( Figure 5Β,C) , independently of its position (5′ or 3′), leads to hole distributions that are very similar to those of the base pair systems, with 8OG concentrating 58% of the hole charge, followed by G with 40%. The excess electron distributions for defect nucleotide fragments are also different than the native ones but show an inconsistent trend. In (G-C)-(8G-C), the guanine's complementary C base concentrates the largest fraction of the excess electron charge (49%), followed by the other C (38%). The opposite occurs for the (8OG-C)-(G-C) system, with 8OG's complementary C base concentrating 53% of the excess electron charge, compared to 33% for the other C. Taking the VIEs and VEAs of large base and nucleotide fragments into an overall consideration, the analysis of the hole and excess electron charges yield charge distributions that are consistent with the trends in energy difference observed for native vs defect fragments of the same size. In defect fragments, a major fraction of the hole charge (close to 60% on 2-pair systems, and more than 40% on 3-pair systems) is localized on the 8OG base. This outcome is line with all defect systems having a lower VIE than their native counterparts. On the other hand, electron distributions are less consistent and demonstrate that the excess charge localization patterns are insensitive to the insertion of 8OG. Such an observation can be anticipated from the very similar VEAs calculated for native and 8OG-containing DNA fragments of the same size.
The hole/excess electron distributions corresponding to AIEs/AEAs of single G-C and 8OG pairs (Tables S17 and S18) are similar to the corresponding VIE/VEA distributions, with the hole and excess electron density being entirely found on the respective purine (G or 8OG) and the C base, respectively.
The hole distributions corresponding to the AIE of the 2 (G-C), (G-C)-(8OG-C), and (8OG-C)-(G-C) fragments (Tables S19−S21) bare again strong similarities to the respective VIE distributions. In the native fragment (Table S19) , the hole is again shared between the two G bases (65.5% and 34.5%), while in the defect fragments (Tables S20 and S21) the impact of 8OG is even more pronounced, with the hole density being fully localized on the defect. This picture is consistent with VIE of the defect fragments, with AIE values of the defect that are 0.23 eV lower compared to the native one. On the other hand, in AEA distributions, the excess electron density lies entirely on a single C base in all three systems composed of two base pairs. These identical distributions between native and defect fragments are fully consistent with the almost identical AEAs ( Table 5 ). Combined with the very small relative difference in AEA between native and defect fragments, this finding further points to a minimal effect of 8OG in the electron capturing properties of DNA, which was also concluded from the analysis of the VEA-related excess electron distributions.
Overall, the findings from both vertical and adiabatic energy gap distributions are in line with the experimental evidence that damaged DNA fragments can act as sinks of oxidative damage but also suggest that a significant enhancement of electron capturing ability is unlikely.
Extent of Delocalization of Oxidative Damage and Effect of the DFT Functional. An experimental study of Sevilla and co-workers 86 suggested that, in guanine stacks, oxidative damage will predominantly occur on the 5′G of the stack. This finding was further supported by quantum calculations. 87 At a first glance, this finding seems in contradiction with our VIE and AIE-related hole distributions of native fragments, in which the hole is delocalized over the guanines. Nonetheless, the aforementioned experiments were carried out at 77 K, while the theoretical determination of the hole localization pattern was performed for single stranded GG and GGG stacks in the gas phase. These setups do not correspond to the biologically relevant conditions considered here and, consequently, are most probably not directly applicable to our systems.
To further investigate this, the hole (and excess electron) distributions for base pair stacks composed of multiple base pairs were redetermined, using the ωB97XD functional for the B3LYP-optimized geometries. The results are shown in detail in Tables S22−S26 of the Supporting Information. The hole distribution obtained for the 2 G-C pairs (Table S22) is very similar to the one obtained with B3LYP, with exactly 50% of the hole density residing on each guanine base. For the 3 G-C pairs (Table S25) , the hole is also shared between two guanines, with fractions of 52% and 48%, respectively. Hole distributions obtained with ωB97XD on defect fragments (Tables S23, S24 , and S26) demonstrate almost complete localization to 8OG, compared to 60% with B3LYP.
Delocalization of oxidative damage over several DNA basesincluding fragments containing guanine-rich sequen-ceshas been observed and reported both experimentally 88−90 and computationally. 91, 92 In addition to this evidence, given the comparable VIE estimates of B3LYP and ωB97XD functionals for systems where experimental data are available, it is not a priori possible to determine which functional provides the most accurate description of the hole density distribution. They both correctly predict that the 8OG base is a stronger trap of oxidative damage than G, as in both cases it possesses the largest fraction of the hole density. Given though 
Article that G also has a low VIE, the possibility that it also captures a smaller fraction of the hole cannot be ruled out.
On a broader perspective, this outcome indicates that, when determining the hole distribution of a defect fragment with different DFT functionals, 8OG will emerge as the more potent trap, and the extent of delocalization to other G bases will depend on the properties of the functional. A similar behavior can be expected for the excess electron, with complete localization or delocalization over several C bases, depending on the DFT functional of choice. It is worth linking this analysis with the experimental evidence reported by Schuster et al. 88 that shows that besides hopping between individual nucleobases, hopping of the hole can also occur between stacks of DNA bases in which the positive charge is successively delocalized. The latter is highly probable in DNA fragments where purine bases are consecutively stacked in the same strand, 88 which is the case for the systems in the present study.
■ CONCLUSIONS AND POTENTIAL IMPLICATIONS FOR DNA DAMAGE DETECTION AND REPAIR
In this work, we have investigated the assumptions at the basis of the repair mechanism of oxidative damages in DNA proposed by Barton et al., 5, 6 by means of static quantum calculations. The stimulus that triggers this mechanism is the presence of an oxidative agent. Given that the PCM-computed VIEs and AIEs for stacks of (G-C) bases or nucleotides are lower than those of single G or G-C pairs, it is highly possible that G-C rich sequences can indeed localize holes, efficiently triggering the repair process. The same can potentially hold for 8OG containing fragments, with 8-oxoguanine glycosylase as initiator of the process.
VIEs and AIEs of defect fragments were consistently lower than the ones of their native counterparts, with the relative difference being of the order of 0.1 eV for the maximum sizes considered (3 base pairs/2 nucleotide pairs). In addition, an analysis of the corresponding charge distributions also points to an enhancement of the hole capturing properties of damaged DNA compared to native fragments. In line with extensive experimental evidence, 16,17,93−95 our results demonstrate the ability of 8-oxoguanine to act as a sink of holes migrating through DNA, and thus the potential of 8OGcontaining sequences to indirectly protect other DNA regions from oxidative damage. On the contrary, the computed VEA and AEA values are very similar, with relative differences in the range of 0.01 eV, i.e., values that are probably beyond the accuracy of the employed approach, showing no consistent trend as a function of the system size. The corresponding excess electron charge distributions are also in line with this observation indicating that the effect of 8OG on DNA's electron capturing properties is very small. These findings suggest that the presence of a DNA-mediated electron transfer mechanism for the detection of defect lesions by BER enzymes is unlikely, as the defect's impact on the DNA's electron capturing efficiency appears to be too small to be exploited. Nonetheless, given the evidence that the hole capturing ability of DNA is enhanced upon replacement of G by 8OG, a hole transfer-based CT scheme for the recognition of damaged DNA bases may instead be a possibility.
On the other hand, even subtle differences in IEs and EAs between native and damaged DNA might have a significant impact on the redox chemistry of DNA, which could be exploited by the cell in order to identify and repair damaged bases. Further computational work, especially on large DNA fragments simulated in physiological conditions (physiological concentration of counterions and explicit water molecules), might contribute to obtaining a deeper understanding of this important issue. In fact, we have performed some preliminary mixed quantum/classical (QM/MM) simulations of two large DNA fragments, a native and an 8OG-containing one, in biologically relevant conditions. They reveal that VIEs fluctuate considerably, with standard deviations of up to 0.25 eV. Moreover, preliminary estimates of redox potentials reveal an increase of the order of 1 V when 8OG is introduced. Considering also the experimentally reported relative change of redox potential at the nucleoside level (8OG > G) 17 of 0.55 V, such a finding highlights the importance that the conformational dynamics of the DNA can have on these properties, when an explicit environment is considered. The fully detailed analysis of these simulations and interpretation of the results will be the subject of a future article that will complement the current work in further assessing the role that redox chemistry has in the recognition and repair of defect bases.
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