Abstract. We consider traveling front and pulse solutions to a system of integro-differential equations used to describe the activity of synaptically coupled neuronal networks in a single spatial dimension. Our first goal is to establish a series of direct links between the abstract nature of the equations and their interpretation in terms of experimental findings in the cortex and other brain regions. This is accomplished first by presenting a biophysically motivated derivation of the system and then by establishing a framework for comparison between numerical and experimental measures of activity propagation speed. Our second goal is to establish the existence of traveling pulse solutions using more rigorous methods. Two techniques are presented. The first, a shooting argument, reduces the problem from finding a specific solution to an integro-differential equation system to finding any solution to an ODE system. The second, a singular perturbation argument, provides a construction of traveling pulse solutions under more general conditions.
1. Introduction. Analysis of the mechanisms underlying spatially structured activity in neural tissue is important for understanding a wide range of both naturally occurring and pathological phenomena. In sensory cortex, horizontal connections may serve to bind responses to related sets of stimuli, allowing them to be processed and perceived as a single unit [56] , [25] . In the turtle visual cortex, the presentation of stimuli has been shown to evoke propagating waves of activity [45] . Neurological disorders in humans such as epilepsy and migraine are also characterized by traveling activity waves propagating across the surface of the brain [8] , [39] . Similar phenomena are often studied in animal models by pharmacologically blocking inhibitory synaptic activity (e.g., [61] , [8] , [7] ).
A common experimental paradigm for the study of neuronal waves is to record activity in vitro using a thin brain slice preparation (e.g., [61] , [7] ). While much of the complexity of whole-brain waves is undoubtedly lost as compared to in vivo experiments, in vitro preparations are more amenable to pharmacological manipulation and spatial recording of neuronal activity. In the addition, the relationship between spatially structured activity and the underlying neuronal circuitry that supports it is likely to be more straightforward and easier to understand in a reduced biological model.
The analysis of spatial activity can also be facilitated by considering the synaptic architecture of specific brain regions. In the mammalian neocortex, for instance, connectivity patterns follow a laminar arrangement with strong vertical coupling between layers [58] . For this reason, spatial activity in cortex is often considered as occurring on a two-dimensional plane with the coupling between layers making vertical propagation nearly instantaneous. The phenomena can be simplified further by using a brain slice preparation taken across cortical layers so that wave-like activity is effectively constrained to a single dimension. Figure 1 (a) shows a typical "across-layer" cortical brain slice and the marks left behind by a line of recording electrodes placed along a single layer. Figure 1(b) shows a traveling activity wave recorded from those electrodes when synaptic inhibition is pharmacologically blocked. (See Appendix for methods.)
In the present study we consider traveling solutions of an integral equation used to describe the activity of a synaptically coupled neuronal network in a single spatial domain:
Note that, in the case of α(t) = e −t , (1) can be equivalently expressed as
Here, u is taken to be the average activity (e.g., voltage) level of a neuronal population at spatial point x and time t, w is the distance-dependent strength of connectivity between neuronal populations, α is the time course of activity resulting from a single synaptic event, and P is the synaptic firing rate, which depends on the level of activity, u, relative to some threshold value, θ. (See [13] for a review.)
In section 2, we establish a series of direct links between the abstract model equations and their interpretation in terms of experimental findings in neocortex. Each component of the equation is described both mathematically and in terms of its correspondence to features of neocortical circuitry. We then explore both analytically and numerically the relationship between those components and the speed of front propagation, an experimental measure relatively easy to obtain in the laboratory. These results extend the work of [18] and [6] , establishing the existence and uniqueness of traveling front solutions to (1), e.g., solutions of the form u(x, t) = U (x − ct), monotonic decreasing, U (−∞) = 1, U (∞) = 0, U (0) = θ, and c of constant value.
In the neuronal tissue, propagating activity does not persist indefinitely but rather is transient in nature. Even in the absence of synaptic inhibition, most neurons possess intrinsic negative feedback mechanisms that slowly bring the cell back to resting voltage levels following periods of high activity [38] . Rather than a traveling front, propagating activity in the brain is better described as a traveling pulse. We incorporate a recovery mechanism into the equations with the addition of a slow, local negative feedback component, v, added to the synaptic spatial coupling described by (2):
This negative feedback could represent spike frequency adaptation, synaptic depression, or some other slow process that limits the excitation of the network. In section 3, we establish the existence of traveling pulse solutions to (3) using more rigorous techniques. The first approach, a shooting argument, considers the specific case in which the decay of negative feedback is weak (i.e., β = 0), and the firing rate, P , is described using the Heaviside function. The second approach, a singular perturbation argument, considers the more general system and exploits the difference in time scales introduced by slow negative feedback.
The intuitions behind both methods can be understood by considering their "space-clamped" phase-planes (see Figure 2) . In each case, the intersection of a linear "inhibitory" nullcline with the right branch of an "N"-shaped "excitatory" nullcline results in a single, stable equilibrium point. By raising the activity at one location above threshold, the excitable dynamics and network connections lead to above-threshold activity in neighboring regions. The wave of activity terminates at each spatial point as slow negative feedback carries the local system back to its rest state. For the shooting argument (Figure 2(a) ), the additional assumptions restrict local dynamics but also, as described in section 3.1, enable the problem to be reduced from finding a specific solution of an integro-differential equation to finding any solution of an ODE. For the singular perturbation argument (Figure 2(b) ), the local dynamics are more general, but, as described in section 3.2, the ability to construct solutions is, at present, restricted to asymptotic approximations.
Biological relevance.
We begin with a detailed presentation of the equation describing spatial activity in a neocortical slice, interpreting each component in terms of specific features of cortical circuitry. We then analyze the wave solutions in order to capture the relationship between each component and the speed of propagation.
Deriving the equations.
Interactions between synaptically coupled neurons occur via all-or-none events called action potentials. A single action potential evokes a voltage change, or a postsynaptic potential (PSP), in the postsynaptic element. PSPs follow characteristic time courses that depend on both synaptic and membrane time constants and are typically described using "alpha" functions, α(t) [46] . For the analysis below, we require α(t) to be defined on [0, ∞), monotonic decreasing, nonnegative, and normalized such that 
where d 1 is related to the synaptic rise time and d 2 to the decay rate. Taking the limit as
, often used as the standard definition for α(t) [46] . For α(t) in this form, however, the necessary existence results employed below have not yet been rigorously established.
For a series of n action potentials, alpha functions summate, and the voltage level, u, in the postsynaptic neuron is given by
where t i is the time of occurrence for each of the n action potentials, and w is a positive scaling term describing the strength of the synaptic interaction. Note that, with α(t) normalized, the strength or "weight" of the synapse is described entirely by the scaling parameter w.
Considering a population of neurons, and assuming that the individual neuronal firing times are uncorrelated [24] , the distribution of action potentials over time can be described using a continuous, saturating function, P (u(t) − θ), indicating the average instantaneous firing rate within the population. Intuitively, the shape of P is determined both by the active processes involved in action potential generation [14] and by heterogeneities among the neurons in the population [44] , [24] . Also, u(t) is now taken to represent the average population voltage level, and θ is some constant threshold value (0 < θ < 1). We require the function P (u) to be defined on [0, 1], monotonically increasing, P (0) < 1, P (1) < 1, and such that the function f (u) ≡ −u + P (u) has precisely three zeros, typically at or near u = 0, ξ, and 1 with 0 < ξ < 1. As a particular example, consider
The average population voltage level is then described by
Extending into the spatial domain, a continuum of local populations can be considered, with synaptic strengths described by a spatial distribution of weights,
Rather than actual location, weight distributions are typically expressed in terms of the distance between locations. We require the function w to be defined on (−∞, ∞), bounded, nonnegative, even, and normalized such that 
Wave speed.
Relatively simple to determine experimentally, the measure of wave speed incorporates many features of the underlying circuitry and provides a useful probe into the mechanisms of wave propagation. Several recent studies have explored, both numerically (see [26] , [40] , [54] ) and analytically (see [3] , [26] , [12] , [33] , [18] ), the relationship between network model parameters and wave speed in various settings. Here, we exploit the simple form of the present model to quantitatively characterize the relationship between wave speed and firing threshold, synaptic parameters, and axonal conduction velocity. Using a conductance based variation of the model, we illustrate the relationship between wave speed and intrinsic and synaptic conductances. Finally, numerical results are presented that compare analytic results with simulation, illustrating the significance of nonlinearities in the firing rate function for determining speed. A subsequent report will examine experimentally the relationship between wave speed and various circuit components and compare the results to those presented here (D.J. Pinto and B.W. Connors, in preparation). 
we express space in terms of traveling coordinates (z = x − ct, z = x − ct ) and time in terms of past time (s = t − t ),
Then we substitute the integration variables r = z/c + s and y = cr − z ,
and evaluate at z = 0,
to arrive at a straightforward expression describing the influence of various parameters on wave speed. Figure 3 illustrates the effect on wave speed of the firing threshold, θ, synaptic footprint, b, and synaptic decay rate, d. At each threshold value, both wide synaptic footprints (Figure 3(a) ) and faster synapses (Figures 3(b) and 3(c) ) result in faster waves. Figure 3 (c) reveals a similar relationship between wave speed and synaptic decay using more realistic synaptic dynamics. Note that, in each case, wave speed c = 0 occurs just when θ = .5. The symmetry of speeds between high-and lowthreshold values arises from the symmetry of the weight distributions and firing rate functions. 
Wave speed and conduction velocity.
We incorporate axonal conduction velocity into (2) by delaying the influence of activity from other regions based on their distance, i.e.,
where v > 0 represents the axonal conduction velocity and the firing rate is again described using the Heaviside function. Note that as axonal conduction time becomes instantaneous (i.e., v → ∞), we return to the original formulation. Assuming a traveling front solution oriented as above and expressed in terms of traveling coordinates, the equation becomes
The right-hand side simplifies to , and and we obtain an implicit function of wave speed proceeding as in [18] ,
Now, since the traveling front solution U (ξ) is bounded as ξ → ±∞, it must be that
Thus wave speed and axonal velocity relate according to
where f (z) is as above. Note that only the portion in which v ≥ c ≥ −v is physiologically relevant since wave speed cannot exceed conduction velocity, and that a discontinuity occurs in the relationship just at this point. A numerical example of this relationship is shown in Figure 4 . Note that axonal velocity has a negligible effect on wave speed except when v − c ≈ 0. Experimentally, the propagation of an action potential along a cortical axon is found to be roughly 2-4 m/s [52] , two orders of magnitude faster than the measured wave speed (20-100 mm/s) [7] . This provides justification for the assumption of infinite conduction velocity implicit in (2).
Wave speed and synaptic parameters.
With a slight modification to (2), we reformulate the system to express the influence of ionic and synaptic currents on neuronal activity,
where g L and g syn represent leak and synaptic conductances, u L and u syn are the leak and synaptic reversal potentials, and the remaining active currents have been absorbed into the firing rate function, which we again take to be H(u − θ) (see [14] ). Note that the existence of traveling front solutions for equations of this form are covered by the results of [6] .
Without loss of generality let u L = 0. Front solutions, u(x, t) = U (x − ct), in traveling coordinates, z = x − ct, then satisfy
To simplify, define the total conductance g T (z) as
Solving for U (z) and evaluating at z = 0 with substitutions similar to the above, we obtain
The result is a relationship with the same form as (5). Namely,
where, in this case,
Note that changes to U syn are equivalent to rescaling the threshold, θ. Also, in addition to rescaling the threshold, g syn affects the time course of activity in that it is included in the term for total cell conductance, g T .
Numerical comparisons.
The wave speed analysis described above can be compared to those same speeds determined by solving (2) numerically. This permits an investigation of wave speeds using more general activation functions for which the analysis is less straightforward. Figure 5 demonstrates the relationship between wave speed and threshold determined analytically from (5) 
e., solving (5)). (H) Numerically determined speed when P (u − θ) = H(u − θ). (L) Numerically determined speed when P is piecewise linear, i.e.,
P (U ) = 0 for (U −θ) < (−1/12), .5+6(U −θ) for (−1/12) ≤ (U −θ) ≤ (1/12), 1 for (U −θ) > (1/
12). (S) Numerically determined speed when P is sigmoidal but with the same linear slope as L, i.e., P (u−θ) = (1/2)(1+tanh(6(u−θ))). Note that the nonlinear portion of the sigmoid has a substantial effect on wave speed at lower thresholds.
Interestingly, compared to a piecewise linear function, sigmoidal firing rate functions generate waves of much higher speed for a given threshold, indicating that the nonlinear portion of the activation function has a significant effect on activity propagation. This makes intuitive sense in that the gradual decline of a sigmoid function allows for some amount of network activity to be generated even at low-average voltage levels. (See [44] for discussion.) 3. Traveling pulses. We present two strategies for constructing traveling pulse solutions to (3), i.e., solutions of the form u(x, t) = U (x − ct), U (±∞) = 0, U (0) = U (a) = θ, 0 < θ < 1/2, c < 0, a > 0 (see Figure 6 ). The first approach describes the firing rate using the Heaviside function, enabling a reduction of the system to an ODE with interior conditions and conditions at ±∞. The second assumes a firing rate function of a more general form and exploits the difference in time scales introduced by the slow negative feedback to construct a pulse using singular perturbation methods.
Reduction to an ODE and shooting.
With the assumption that the decay of negative feedback is weak (i.e., β = 0), and taking the Heaviside function to describe firing rate, (3) expressed in traveling coordinates becomes
Note that, in the following calculations, we need not assume is small. With the pulses aligned such that c < 0, the system is reduced as follows: −cV = U,
Differentiating the first equation and substituting in the second, we obtain a second order ODE with conditions along the interior and at ±∞:
Thus, for the existence of traveling pulse solutions to (3), it suffices to determine values of c < 0 and a > 0 such that (6) has a solution. One strategy for determining such values is to examine solutions to (6) along different regions of the real axis that also satisfy certain matching conditions at their junctions. For z ≤ 0, (6) becomes a boundary value problem with conditions U (0) = θ, U (−∞) = 0. The solution, U − , provides a constraint on the relationship between a and c.
To illustrate the strategy, we consider the case in which w(z) = e −|z| /2 (z ≤ 0). A subsequent report will investigate solutions arising from more general weight kernels (D.J. Pinto and C.E. Wayne, in preparation).
Here, the solution can be found explicitly, namely, U − (z) = θe z (z ≤ 0). Substituting this back into (6) yields which specifies a relationship that appropriate values of c and a must satisfy,
For z ≥ 0, (6) represents a second boundary value problem with conditions U (0) = θ, U (∞) = 0, and the interior condition U (a) = θ. Note that as z → ∞, w(z) → 0, and solutions approach those of the homogeneous system, all of which tend to zero. Thus the condition at +∞ follows naturally. In addition, in order to match the solution from the first problem, we require U (0) = U − (0) (θ, in the above example). The solution to this second problem, U + (z), provides another constraint on the relationship between c and a.
Using the above example, we can again explicitly produce the solution U + as well as the second relationship g(c, a) = θ. Alternately, the relationship can be determined numerically by fixing c < 0 and considering a as a shooting parameter to solve the boundary value problem.
A full solution to (6), then, can be found for just those values of c and a which satisfy both f (a, c) = θ and g(a, c) = θ. The two conditions also provide both the speed and width of pulse solutions to the original problem (3) . Figure 7 shows the plots of both f (a, c) and g(a, c) for the example problem described above. With slow negative feedback ( small) there are, in fact, two pulse solutions, one narrow and slow and the other wide and fast. As increases and feedback becomes more rapid, the solutions converge and vanish. The same behavior is observed when varying the firing threshold θ (not shown). A similar pair of pulses arises in the reaction-diffusion system studied in [50] . As was found in that case, it is likely that stability analysis will confirm our numerical results that reveal the larger, fast pulse to be stable, while the narrow, slow pulse is unstable. Figure 8 illustrates the two pulses satisfying the problem when negative feedback is slow.
Singular perturbation construction.
Returning to (3), we now consider the general class of firing rate functions, P (u), that are continuous and nonlinear. Exploiting the second time scale introduced by slow negative feedback, as well as the existence of front solutions from [18] , we construct a traveling pulse solution using singular perturbation techniques. The strategy is similar to the construction of pulses in a reaction-diffusion system but is complicated by the lack of a closed form expression for the leading and trailing fronts.
Expressed in traveling coordinates, (3) takes the form
We analyze separately the fast and slow time behavior. In fast time, the slow feedback is taken as essentially constant ( = 0). This leads to the fast time, or inner layer equations,
In slow time, we compress the z-axis with the change of variable ξ = z,
so that, as → 0, the fast variable, U, becomes essentially instantaneous. Also, for a Gaussian-like kernel such as w, as → 0
From the first equation, then, we obtain
while the second expression yields the slow time, or outer layer equations where g ± (V ) describes U as a function of V along the appropriate branch of (−U + P (U − θ)) −1 (see Figure 9 ).
The phase-plane for the space-clamped system is useful for illustrating the construction process (see Figure 9 ). We assume β is small enough to avoid the situation of local bistability. The strategy is to progressively gather solutions to the equations from each layer and assemble them by matching their values at each junction. Note also that, in contrast to the shooting argument presented above, only one pulse solution is obtained using singular perturbation techniques. This is to be expected, however, in that as is decreased, the narrow pulse in the previous section becomes more narrow and ultimately vanishes as → 0 (see Figure 7) .
From the initial rest state (U 0 , V 0 ), we use the fast, inner equations and apply the existence results of [18] to obtain a leading front solution at location z 0 with speed c 0 and matching conditions lim z→±∞ U (z) = g ± (V 0 ) (I). For z > z 0 + O( ), the slow outer equation cV ξ = (βV − g + (V )) governs the plateau solution (II). Note that, as g + (V ) > V and, in this case, c < 0, we have V ξ > 0, so V increases along the upper branch.
With V increasing, the solution must leave the g + (V ) branch at some point, V d . Here, the inner equations are again used to construct a trailing back at location z d with matching conditions lim z→±∞ U (z) = g ∓ (V 0 ) (III). The drop value, V d , is determined such that the speed of the back matches that of the front, ensuring that the pulse retains its shape as it travels (see below).
Beyond
) is employed to produce the recovery stage, bringing the solution back to rest (IV). Note that, as g − (V ) < V , V decreases along the g − (V ) branch.
It remains to establish the existence of some value for V d along the g + (V ) branch for which the speed of the trailing back matches that of the leading front. To this end, we first determine the dependence of wave speed on the value of V .
At each point V p along the g + (V ) branch, we proceed from the inner equation,
to obtain a traveling front solution, U p , with lim z→±∞ U (z) = g ∓ (V p ). An identical argument to that presented by [18] shows that the speed, c p , of this front satisfies
Note that, as the denominator is strictly positive (recall that P is monotonically increasing), c p has the same sign as (P (U − θ) − (U + V p ))dU . This provides the necessary insight into the dependence of wave speed on V . As illustrated in Figure  10 , during the plateau phase, as V increases from V 0 to V d , the value of the integral, and hence the potential trailing back speed c p , increases and ultimately changes sign. This relationship further indicates that the range of possible values for c p , in particular, whether it is possible to attain c p = −c 0 , depends on the profile of U and the shape of P (U − θ). In the case of certain reaction-diffusion systems, the solution U, and hence the wave speed c, can be expressed in closed form, making the determination of possible wave speeds a straightforward matter [55] , [23] . In the present system, it remains unclear if a closed form solution is possible except in special cases. However, the existence of a matching speed for the trailing back can be determined with further assumptions on the shape of the activation function.
In particular, suppose that the sigmoidal activation function P is odd-symmetric about its inflection point. We choose a coordinate frame such that the origin is situated at that point (see Figure 10 ) and such that
all of which follow directly from the symmetry assumptions on P . For example, P (U ) = 1 2 (1 + tanh(β(U − θ))) satisfies these conditions. Given V 0 (V 0 < 0, say), let U f be the front solution satisfying the boundary and matching conditions 
Finally, with the three properties listed, it is easy to show that the function −U f also satisfies these trailing back conditions, and we conclude, by uniqueness, that −U f = U d . Thus the profile of the trailing back is simply a reversed, shifted version of the front with equal but opposite velocity.
In [5] , a similar symmetry argument is used to obtain an appropriate trailing back solution to the Fitzhugh-Nagumo equations. More generally, however, it may happen that, as V increases along the g + (V ) branch, the cusp of the sigmoid is encountered before a drop point is found for which the back speed matches that of the front. In reaction-diffusion systems, trailing back solutions still exist at such points but are no longer unique. It is straightforward to show, in fact, that such situations admit a family of fronts with arbitrary speed subject only to some minimum value. Such solutions have been referred to as "phase waves," while those arising from the regions of bistability along the interior of the sigmoid are called "trigger" waves (see [55] for review). Phase waves have been shown, most recently in [51] , to exhibit shapes and speeds which depend on initial conditions rather than the diffusion term and, in some cases, which vary as a function of time. For the convolution equations discussed here, the situation leading to phase waves has not yet been fully examined, though some nonexistence results have been established under certain conditions [11] .
4. Discussion. This study investigates traveling front and pulse solutions to equations that describe spatially distributed and synaptically coupled neural networks. Using a simple, yet biophysically motivated set of equations, a relationship is established between the experimental measure of propagation speed and various network features such as neuronal threshold, synaptic parameters, and axonal distribution. The addition of a slow local negative feedback term to the equations results in solutions best described as traveling pulses. With limiting assumptions on the local dynamics, the problem of existence is reduced to finding any solution to a set of boundary value problems, accomplished using a shooting-type argument. For more general dynamics, the difference in time scales between fast excitation and slow negative feedback allows for the construction of asymptotic approximations to pulse solutions using a singular perturbation approach.
In contrast to the propagation of activity down axons of individual neurons, which is mediated by diffusion, activity propagation through a neuronal network is thought to be synaptic in origin. Recent large scale computational models have provided important insights into the operation of such networks [26] , [3] . Numerically, synaptically-coupled networks have been shown to exhibit oscillating and propagating waves (see [9] , [35] ) as well as both transient [59] and persistent behaviors [4] . Analytically, the emergence of spatial activity structures has been established under certain conditions (see [2] , [20] , [17] ), and the existence of traveling front solutions has been verified under more general circumstances [18] , [11] (see [13] for review).
Much of the above analysis is motivated both by experimental findings in the cortex and by the example set by previous studies on diffusively coupled systems. Examined extensively in the form of the reaction-diffusion equations, traveling fronts (see [37] , [22] , [21] ), pulses (see [5] , [30] , [29] ), standing patterns (see [16] , [53] ), and other spatial structures [60] , [36] (see [55] for review) have each been analytically demonstrated to exist as solutions.
While diffusive coupling is appropriate only for a specialized set of network processes (e.g., electrical coupling), the strategies that have been developed to analyze the equations remain quite relevant. Indeed, if the analytic development of reactiondiffusion systems is any indication, the present results represent only a sampling of the analysis that might be conducted. Besides fronts and pulses, pulse-train solutions (see [29] , [34] , [48] , [31] ), solutions in bistable media [49] , mechanisms for nonuniform propagation (see [47] , [19] ), and the transition from standing to traveling solutions (see [43] , [41] ) have each been developed in the reaction-diffusion literature with techniques that may be readily adapted to synaptically couped networks. With the cortex more properly modeled as a two-dimensional structure, spiral waves (see [27] , [36] , [42] ), target patterns (see [28] , [36] ), and other spatial structures [53] also become possible.
Appendix. Methods. The techniques for preparing cortical slices are essentially the same as those described previously by others [7] . Briefly, Sprague-Dawley rats aged 4-7 weeks were deeply anaesthetized with metofane (methoxyflurane, PitmanMoore, Mundelein, IL). The rats were decapitated, their brains were removed, and 400 µm-thick slices through somatosensory cortex (SmI) were made in a plane corresponding to the thalamocortical fiber pathway [1] . Slices were transferred to a room temperature fluid/gas interface chamber, saturated with humidified 95% O 2 -5% CO 2 , and bathed with artificial cerebrospinal fluid (ACSF). Following the experiments, slices were fixed overnight in 4% paraformaldehyde and stained with cytochrome oxidase using a standard histological technique.
For electrophysiological recording, slices were maintained at 34 o C, bathed in ACSF, and bicuculline methiodide (20 µm) was added to the bathing solution to induce propagating epileptiform activity. The thalamocortical fiber tract was severed to ensure that observed activity was strictly cortical in origin. Extracellular field potential recordings were obtained using an electrode array specifically constructed for these experiments. The array consisted of 16 stainless steel microwires (25 µm diameter, California Fine Wire Co.) spaced 100 µm apart, for a total span of 1.6 mm. The array was positioned along cortical layer II/III parallel to the pial surface. Waves were initiated using an electrical stimulus (200 µs, 10-100 µA) applied through a concentric bipolar stimulating electrode positioned several millimeters lateral to the recording array.
All numerical simulations were written specifically for this study using standard C and compiled with gcc. Convolution integrals were evaluated using the trapezoidal method with ∆x = .1. Derivatives were computed using a fourth-order Runge-Kutta method with ∆t = .1. Smaller grid sizes were examined to ensure the stability of numerical solutions. Pulse speed was determined by noting the time at which activity reached half-maximum at two different points in the domain. Data were plotted using Origin software and arranged using Canvas 6.0. Phase planes were created using the XPP software package [15] and Maple 6.0 (Waterloo Software).
