In this article we consider a stochastic optimal control problem where the dynamics of the state process, X(t), is a controlled stochastic differential equation with jumps, delay and noisy memory. The term noisy memory is, to the best of our knowledge, new. By this we mean that the dynamics of X(t) depend on t t−δ X(s)dB(s) (where B(t) is a Brownian motion). Hence, the dependence is noisy because of the Brownian motion, and it involves memory due to the influence from the previous values of the state process.
Introduction
In this article, we develop two approaches for analyzing optimal control for a new class of stochastic systems with noisy memory. The main objective is to derive necessary and sufficient criteria for maximizing the performance functional on the underlying set of admissible controls. One should note the following unique features of the analysis: X(s) dB(s) where δ is the memory span and B is white noise.
• The maximization problem is solved through a new backward stochastic differential equation (BSDE) that involves not only partial derivatives of the Hamiltonian but also their Malliavin derivatives.
• Two independent approaches are adopted for deriving necessary and sufficient maximum principles for the stochastic control problem: The first approach is via Malliavin Calculus and the second is a reduction of the dynamics to a two-dimensional controlled SDE with discrete delay and no noisy memory. In the second approach, the optimal control problem is then solved without resort to Malliavin calculus.
• A natural link between the above two approaches is established by using the solution of the two-dimensional BSDE in order to solve the noisy memory BSDE.
To be somewhat more specific, we will outline below the scope of the results in the article. More precise regularity and measurability assumptions are provided in Sections 2,3 and 4.
The dynamics is described by the following one-dimensional controlled stochastic functional differential equation with noisy memory: dX(t) = b(t, X(t), Y (t), Z(t), π(t))dt + σ(t, X(t), Y (t), Z(t), π(t)) dB(t) (1.1) + R γ(t, X(t), Y (t), Z(t), π(t), ζ)Ñ (dt, dζ); t ∈ [0, T ], X(t) = ξ(t); t ∈ [−δ, 0].
In the above SDE, δ > 0 is the memory span, Y (t) := X(t − δ) and the process Z(t) := t t−δ X(s) dB(s) (1.2) stands for the noisy memory of the process X at time t. The control process π satisfies appropriate measurability and integrability requirements, while the coefficients b, σ, γ satisfy regularity and differentiability conditions. The dynamics is driven by a one-dimensional Brownian motion B, a Levy processÑ and an initial process ξ on [−δ, 0]. The main objective is to determine necessary and sufficient conditions for finding the maximizing control π * of the performance functional J(·), given by J(π) := E T 0 f (t, X(t), Y (t), Z(t), π(t))dt + g(X(T )) , (
for each admissible control process π. In the above relation, the symbol E[·] denotes the expectation with respect to an underlying probability measure P and f, g are given C 1 functions satisfying appropriate measurability and integrability conditions.
In Section 2, we define the Hamiltonian associated with our maximal control problem together with a backward SDE (BSDE) ((2.15), (2.16)). In Section 3, we obtain a sufficient maximum principle (Theorem 3.1) which states that a solution of the BSDE yields an optimal control π * of the noisy memory control problem. This is achieved under sufficient Malliavin regularity and concavity conditions on the Hamiltonian and the performance functional. Under sufficient differentiability requirements on the underlying functions, we establish Gâteaux-type differentiability for the performance functional J (Lemmas 4.3, 4.4). This expresses the necessary condition for the optimal control problem in terms of the Hamiltonian.
In Section 5, we reduce the noisy memory dynamics to a 2 − D discrete delay format. By adapting the analysis in [7] , we are able to establish necessary and sufficient conditions for solving the maximal control problem with noisy memory (Theorems 5.1, 5.2). A solution of the noisy memory BSDE is obtained using the solution of the 2 − D advanced BSDE (Theorem 6.1). In Section 7, an example is given illustrating the two approaches to the maximal control problem.
The optimization problem
In this section we formulate our main optimal control problem for stochastic systems with noisy memory.
Let B t (ω) = B(t, ω); (t, ω) ∈ [0, ∞)×Ω be a Brownian motion andÑ (dt, dζ) := N (dt, dζ) − ν(dζ)dt an independent compensated Poisson random measure, respectively, on a complete filtered probability space (Ω, F , {F t } t≥0 , P ). We assume that F := {F t } t≥0 is the filtration generated by B andÑ (augmented with the P -null sets) and ν(dζ) is the Lévy measure corresponding to the jump measure N (dt, dζ).
Consider the following controlled stochastic differential equation (SDE) with discrete delay and noisy memory:
is the time-delay of X(t) (δ > 0 is a given constant), while
represents the noisy memory of the process X at time t. The process π is our control.
Remark 1.
It is possible to have a different Brownian motion, sayB(t) driving the noisy memory process Z(t) in (2.3). In Sections 2, 3 and 4, the only change would be that the Malliavin derivative D t with respect to B should be replaced by the Malliavin derivativeD t with respect toB in (2.17) and later. In Section 5, everything still holds if the two Brownian motions are independent. If they are not independent, we can representB as a combination of B and another independent Brownian motion B 2 as follows:
where
and α 2 (t) + β 2 (t) = 1. We omit the details.
Let G := {G t } be a subfiltration of F, with G t ⊂ F t , and each G t augmented with the P -null-sets. We denote the set of admissible controls by A G , and it contains a given set of càdlàg processes in
, with values in a subset V of R.
On the coefficient functions
we make the following set of assumptions Assumption 1. i) The functions b(ω, t, ·), σ(ω, t·) and γ(ω, t, ζ, ·) are assumed to be C 1 for each fixed ω, t, ζ, and ∇ denotes the gradients with respect to the variables x, y, z, u
ii) The functions b(·, x, y, z, u) and σ(·, x, y, z, u) are progressively measurable, and γ(·, x, y, z, u, ζ) is predictable, for each x, y, z, u.
iii) Lipschitz condition: The functions b, σ are Lipschitz continuous in the variables x, y, z, with the Lipschitz constant independent of the variables t, u, ω. Also, there exists a function L ∈ L 2 (ν), independent of t, u, ω, such that
iv) Linear growth: The functions b, σ, γ satisfy the linear growth condition in the variables x, y, z, with the linear growth constant independent of the variables t, u, ω Also, there exists a non-negative function K ∈ L 2 (ν), independent of t, u, ω, such that |γ(ω,t, x, y, z, u, ζ)| (2.9)
(2.10) Assumption 1 i) and Assumption 1 ii) are sufficient to ensure the integrands in equation (2.1) are progressively measurable, respectively predictable, whenever X is càdlàg and adapted. Together with the Lipschitz and linear growth conditions, this ensures that for every π ∈ A G , there exists a unique càdlàg [5] ). The performance functional J(π) of π ∈ A G is given by
where E[·] denotes expectation with respect to P and
and g : R → R are given C 1 functions, satisfying Assumption 2. For now, the functions f, g are assumed to satisfy the following assumptions:
i) The functions f (ω, t, ·) and g(ω, ·) is C 1 for each t, ω.
ii) The functions f (·, x, y, z) are progressively measurable, and g(·, x, z) are F T measurable.
iii) Whenever π ∈ A G , with corresponding
(2.12)
The problem we will consider is to find an optimal control π * ∈ A G for J(·), i.e. to find π * ∈ A G such that
To solve this problem we formulate a stochastic maximum principle, suitably modified for this situation: First, define the Hamiltonian
Associated with the Hamiltonian we have the following backward stochastic differential equation (BSDE) in the unknown processes p, q and r. dp(
is abbreviated notation of
etc. and D t denotes the Malliavin derivative at t with respect to the Brownian motion B.
In particular, we say the processes p, q, r are adjoint processes corresponding to π if the following holds: p is càdlàg and adapted, q, r are predictable,
the random variable
belongs to the space D 1,2 of Malliavin differentiable random variables, for all t ∈ [0, T ], and the equalities (2.16) holds P -a.s. for every t. We refer to Nualart [6] , Sanz-Solè [8] and Di Nunno et al. [2] for more information about Malliavin calculus for Brownian motion and, more generally, Lévy processes. Note that the BSDE (2.16) is time-advanced in the sense that µ(t) involves future values like X(t + δ) etc. In this way the BSDE is similar to the time-advanced BSDE in [7] , but note that the Malliavin derivative in the last term of (2.17) constitutes a new ingredient. To the best of our knowledge, such BSDEs with Malliavin derivatives have not been studied before.
Short-hand notation
Before we continue with maximum principles, we introduce some abbreviated notation. For any admissible control π ∈ A G , we write X = (X, Y, Z) for the corresponding processes from the state equation (2.1) or
, if confusion may occur. Similarily, adjoint processes corresponding to π are denoted by p, q, r or p π , q π , r π . Often, we will mark a control with a diacritic. Then the corresponding processes will be marked with the same diacritic, i.e. the processesX =X,Ŷ ,Ẑ andp,q,r corresponds to the controlπ.
When any of the coefficient functions b, σ, γ, the utility function f , the Hamiltonian H or any of their derivatives, is evaluated in a set of processes all corresponding to the same control, we typically omit all variables except the time variable, and mark the function with the control or the diacritic when necessary. As an example, we write
H(t) := H(t,X(t),π(t),p(t),q(t),r(t, ·)).

A sufficient maximum principle
In this section we assume that the set V of all admissible controls is convex. Our main result here is a sufficient maximum principle for the system with noisy memory.
Theorem 3.1. (Sufficient maximum principle for systems with noisy memory) Letπ ∈ A G with correspondingX,Ŷ ,Ẑ, and adjoint processesp,q,r. Moreover, suppose that the following hold:
i) The functions
and
Thenπ is an optimal control for the noisy memory control problem (2.13).
Remark 2. To find sufficient conditions on f, b, σ, γ so that F ∈ D 1,2 is complicated due to the complexity of equation 2.16, and is beyond the scope of this paper. We also notice that for this result to hold, the adjoint processes corresponding to π, need not be unique.
Remark 3.
Checking that the condition ii) from Theorem 3.1 holds, might not be straightforward. In order for this estimate to hold, it clearly suffices that:
1) the adjoint processesp,q,r satisfies the integrability conditions
and 2)
for every π ∈ A G .
When applying the theory to find an optimal control, we are often able to find an explicit representation of the adjoint processes, and then verify that the first integrability condition (3.5) holds. One may also show that the second integrability condition (3.6) holds for every π ∈ A G , if the functions K and L from Assumption 1 (Section 2) are also in L 4 (ν).
Proof.
By the definition of H and its concavity, we find that
Since g is concave and from the terminal condition of the adjoint equation, we have that
If we apply the Itô formula top(t)(X(t) −X(t)), we find that
By the integrability condition (3.3), the B andÑ -integrals have expectation 0.
Combining the integral representation (3.12) with (3.11), we find that
Finally, combining the estimates for I 1 and I 2 (3.10, 3.13) we find that
We will show that the sum of the integrals (3.15-3.18) is in fact 0. Changing the order of integration and using the duality formula for Malliavin derivatives (see Di Nunno et al. [2] , Theorem 3.14), we get
Also, note that
Now continuing where we left off from (3.19), we find that
by (3.4) . Hence,π is optimal.
A necessary maximum principle
Here we develop a Gateaux-type (or directional) differentiability property for the performance functional J (Lemmas 4.3, 4.4). The differentiability of J is obtained under suitable regularity hypotheses on the coefficients of the SDE with noisy memory, the performance functional and the set of admissible controls (Assumption 3). The directional derivative of the performance functional yields a necessary condition for the optimal control problem in terms of the Hamiltonian. We impose the following set of assumptions: 
• The functions ∇b and ∇σ are Lipschitz continuous in x, y, z, u, uniformly in t, ω, with Lipschitz constant M 0 > 0. Also, there exists a non-negative function M ∈ L 2 (ν), independent of t, ω, such that
• The function K from Assumption 1 is also in L 4 (ν).
ii) Assumptions on the performance functional
• The functions ∇f and ∇g are bounded. The upper bound is still denoted by D 0 .
• The functions ∇f and ∇g are Lipschitz continuous in the variables (x, y, z, u), uniformly in t, ω. The Lipschitz constant is still denoted by M 0 .
iii) Assumptions on the set of admissible processes:
• Whenever π ∈ A G , and η ∈ A G is bounded, there exists ǫ > 0 such that
• For each t 0 ∈ [0, T ] and each bounded G t0 -measurable random variable α, the process η(t) = α1 [t0,T ] belongs to A G .
Let π, η ∈ A G and suppose η is bounded. Consider the stochastic differential equation 
The proof of the above lemma is straightforward by considering the equation (4.1) as a stochastic functional differential equation as in [1] . For convenience, a sketch of the proof is included in the appendix. We note that the boundedness conditions on ∇b, ∇σ and ∇γ are used in the proof. We will use the short hand notation
Since X solves the stochastic functional differential equation (2.1), then by Assumption 1 on the coefficient functions it follows that
(cf. [4] ). These estimates are sufficient in order to prove the following result:
as s → 0.
Proof. For simplicity, we consider only the case when b, σ = 0, Since all norms on R n are equivalent, we have taken the liberty to choose whichever norm suits our need better. Our choice will be indicated by the notation | · | 2 
Now, using the integral representation of X π+sη , X π , Kunita's inequality, the Lipschitz condition on γ, and (4.6), we obtain
Then by Grönwall's inequality it follows that 8) which tends to zero as s → 0 for each t ∈ [0, T ]. Now, we turn to the limit (4.5) on α. Using the integral representation of X π+sη , X π and Kunita's inequality, we obtain
If we apply Taylor's theorem to γ, and then add and subtract the term
inside the absolute value in(4.9), and then finally apply the Lipschitz and boundedness conditions of ∇γ, we find that
(4.12)
and C ′′ is ν-integrable. By inserting the estimate (4.12) into (4.9), applying the Cauchy-Schwartz inequality and the estimate (4.6), we obtain
where the integrals exist for each s. The second term of (4.13) is non-decreasing in t for each s, and it tends to zero as
and η is bounded. Now, from a computation similar to (4.6), we find that
If we insert this in the first term of (4.13), we find that there exist a constant D ′ ≥ 0 and a function M s (t) ≥ 0 with M s (t) → 0 as s → 0 for each t ∈ [0, T ] and with M s non-decreasing in t for each s, such that
Thus by Grönwall's inequality 
(4.15)
Proof. For simplicity, we consider only the case where g = 0. By using Taylor's formula, the boundedness and Lipschitz conditions on ∇f and the CauchySchwartz inequality as in (4.11)-(4.12 ), one can show that
The above expression tends to 0 as a consequence of Theorem 4.2. See also estimates (4.14) and (4.6).
Lemma 4.4 (Differentiability of J in terms of the Hamiltonian). Suppose that π, η ∈ A G with η bounded. Also assume that there exists unique corresponding adjoint processes
From Itô's formula, we find that
The two stochastic integrals have zero expectation, since the integrands in the stochastic integrals are Itô integrable in the L 2 -sense. This can be seen from the boundedness of the derivatives of b, σ and γ, the estimate 4.2, the integrability assumptions on p, q and r, and Hölder's inequality.
In particular, by using the definition (2.15) of the Hamiltonian, it follows that
We will employ the short hand notation
Then, by Lemma 4.3, it follows that
To see that the last equality holds, we will show that each of the lines (4.21) and (4.22) sums up to zero. Observe first that
Also, using Fubini's theorem and the duality formula for Malliavin derivative (Theorem 3.14 in [2] ), we can show that:
This completes the proof of the lemma. ii) For each t ∈ [0, T ], E ∂ ∂u H t,X(t),π(t),p(t),q(t),r(t) E(t) = 0 P -a.s.
Using Lemma 4.4, the proof of the above theorem is similar to that of Theorem 4.1 in [7] .
Reduction of noisy memory to discrete delay
In this section we formulate our one-dimensional noisy memory stochastic control problem as a two-dimensional control problem with discrete delay. This allows us to apply (a two-dimensional generalization of) previously known results from Øksendal et al. [7] to get an alternative maximum principle for our original control problem. We then compare the maximum principles from the noisy memory-/Malliavin calculus approach and the discrete delay-approach.
Consider the original dynamics (2.1) for the process X, including the noisy memory term. For notational purposes, denote X 1 (t) := X(t). Define a new process X 2 (t) by
Then, using the above transformation (5.1), the dynamics in (2.1) can be rewritten as a two-dimensional SDE with discrete delay and no noisy memory:
Or, equivalently, if we let
In vector form, this can be written dX(t) =b(t,X(t),Ỹ (t), π(t))dt +σ(t,X(t),Ỹ (t), π(t))dB(t) (5.3)
This is a two-dimensional SDE with discrete delay and jumps. The results of Øksendal et al. [7] can, in a straight-forward manner, be generalized to two dimensional dynamics. Hence, we can write down the performance function, Hamiltonian and adjoint equations as in [7] . The performance function becomes, for π ∈ A G ,J
Here, we recall that by the definition of
Then, the Hamiltonian for the reduced problem, denoted by H becomes
) and where the final equality gives H when it is expressed via the original functions f , b etc. Also, note that p(t), r(t, ·) ∈ R 2 and q(t) ∈ R 2 . Then, after some calculations based on the form of the adjoint equations in Øksendal et al. [7] , we obtain the following system of adjoint equations dp
and dp
Here,
Now, we can state a sufficient maximum principle for this problem based on the (generalized) results from Øksendal et al. [7] . In the following, H denotes the Hamiltonian for the 2-D problem, see equation (5.6).
Theorem 5.1. (A sufficient maximum principle via 2-D discrete delay) Letπ ∈ A G with corresponding solutionX(t) = (X 1 (t),X 2 (t)) to the 2-D discrete delay SDE (5.4),Ŷ (t) =X(t − δ) andp(t),q(t),r(t, ζ) to the adjoint equations (5.7) and (5.9). Assume that i)x = (x 1 , x 2 ) → g(x 1 ) and (x,ỹ, π) → H(t,x,ỹ, π,p(t),q(t),r(t)) are concave for all t a.s.
ii)
for i = 1, 2 and for all π ∈ A G .
iii)
for all t ∈ [0, T ] a.s., where U is the set of admissible control values.
Then,π is an optimal control.
Proof. This follows from the expressions above and Øksendal et al. [7] .
Similarly, we can find a necessary maximum principle using the (generalized) results from Øksendal et al. [7] .
Theorem 5.2. (Necessary maximum principle via 2-D discrete delay) Letπ ∈ A G with corresponding solutionX(t) = (X 1 (t),X 2 (t)) to the 2-D discrete delay SDE (5.4),Ŷ (t) =X(t − δ) andp(t),q(t),r(t, ζ) to the adjoint equations (5.7) and (5.9). Also, definê
Assume that
Then, the following statements are equivalent,
Solution of the noisy memory BSDE
Now we have two pairs of necessary and sufficient maximum principles for the noisy memory problem. One pair of maximum principles, Theorem 3.1 and Theorem 4.5, was proved directly using Malliavin calculus. The other pair, Theorem 5.1 and Theorem 5.2, was proved indirectly by rewriting the problem as a 2-D optimal control problem with discrete delay and jumps, and then modifying previously known results of Øksendal et al. [7] to derive the maximum principles.
A natural question that arises is: What are the connections between the maximum principles of Theorems 3.1, 5.1, and those of Theorems 4.5, 5.2.
Indeed, in the following theorem, we establish a connection between the adjoint processes in the Malliavin calculus approach to the corresponding ones in the discrete delay approach.
Theorem 6.1. (Solution of the "noisy memory" BSDE) Suppose that (p i , q i , r i ); i = 1, 2 is the solution of the 2-dimensional ABSDE (advanced BSDE) (5.7) and (5.9). Then p(t) := p 1 (t), q(t) := q 1 (t), r(t, ζ) := r 1 (t, ζ) solves the "noisy memory" BSDE (2.16)-(2.17). Moreover,
Proof. For simplicity, we may assume r = r 1 = r 2 = 0, since the jump terms do not play an essential role here. First note that in general we have that if (p 2 , q 2 ) solves a BSDE of the form dp
See e.g. Proposition 5.3 in El Karoui, Peng and Quenez [3] . Also, note that the solution p 2 (t) of (5.9) can be written as
Combining this with (6.3) and using proposition 3.12 in [2] , we get (6.1).
It remains to verify that (p 1 , q 1 ) solves (2.16)-(2.17): Substituting p(t) := p 1 (t), x = x 1 , y = y 1 into the left hand side of (2.16), and using (2.17), (5.6) and (6.1), we get dp(t) = dp 1 
which is the right hand side of (2.16), so since the terminal condition of (2.16) clearly holds, (p 1 , q 1 ) solves (2.16)-(2.17).
Note that Theorem 6.1 actually says that the solution of the noisy memory BSDE (2.16)-(2.17) is given by the solution of the time advanced BSDE (5.7)-(5.9), which we have methods for solving. For more on solutions of ABSDEs, see Øksendal, Sulem and Zhang [7] .
Note also that having two sets of maximum principles will be an advantage in applications. If one maximum principle fails, or is difficult to check, one may try the other one.
7 Application of the noisy memory maximum principle
As an example of the noisy memory optimal control problem, consider an optimal consumption (optimal harvest) problem, where the SDE for the state process X(t) is given by
where a o , a 1 ∈ R, and σ, γ are given functions satisfying the conditions of Section 3. Again, consider the performance functional J(π) of π ∈ A G given by
Assume that the function f (t, X(t), Y (t), Z(t), π(t), ω) = f (t, π(t), ω), so that f only depends on the control and time (but may be stochastic). Also, assume that g(X(T )) = KX(T ), K ∈ R. These assumptions are reasonable for a standard optimal consumption problem. We solve this noisy memory problem using the Malliavin stochastic maximum principle Theorem 3.1.
In this case, the Hamiltonian is
where X(t) = (X(t), Y (t), Z(t)) for all t. To find the corresponding adjoint equations, consider
The BSDE for the adjoint processes p, q, r is given by equation (2.16). If q(t) = 0, r(t, ζ) = 0 for all t, ζ, this adjoint equation takes the form: dp(t) = {a 1 p(t) + a 0 E[ Note that the solution of the deterministic ODE dp(t) = a 1 p(t)dt p(T ) = K, is given by p(t) = Ke −a1(T −t) , t ∈ [0, T ]. Since p is deterministic, D t p(s) = 0 for all s, t ∈ [0, T ]. Hence, p solves equation (7.3) . This implies that p(t), q(t) = 0, r(t, ζ) = 0 for all t ∈ [0, T ], ζ ∈ R solve the adjoint equation. The first order condition for the maximization of the conditional Hamiltonian is E ∂f ∂u (t, π(t))|G t = p(t). (7.5)
By the noisy memory maximum principle, Theorem 3.1, the optimal control π * is found by solving equation (7.5) . Note that this control may be stochastic if the function f is stochastic. If we try to solve this stochastic control problem using the maximum principle from Section 5, we find that the Hamiltonian is H(t,X(t),Ỹ (t), π(t), p(t), q(t), r(t, ·)) = f (t, π(t)) + a 0 (X 2 (t) − Y 2 (t)) + a 1 X 1 (t) − π(t) p 1 (t) + σ(X(t))q 11 (t) + X 1 (t)q 21 (t) + R γ(X(t))r 1 (t, ζ)ν(dζ), where X(t) is defined as in Section 5. The adjoint equations are as in (5.7) and (5.9), where µ 1 (t) = a 1 p 1 (t) + ∂σ ∂x (X(t))q 11 (t) + q 21 (t) + R ∂γ ∂x r 1 (t, ζ)ν(dζ)
− 1 [0,T −δ] (t) ∂σ ∂y (X(t + δ))q 11 (t + δ) + R ∂γ ∂y (X(t + δ))r 1 (t + δ) and µ 2 (t) = a 0 p 1 (t) + ∂σ ∂z (X(t))q 11 (t) + R ∂γ ∂z r 1 (t, ζ)ν(dζ) (7.6) − 1 [0,T −δ] (t) a 0 p 1 (t + δ) ∂σ ∂z (X(t + δ))q 11 (t + δ) (7.7) + R ∂γ ∂z (X(t + δ))r 1 (t + δ) .
(7.8)
These adjoint equations are actually more complicated than the adjoint equations from the Malliavin approach. Even if we try to simplify things (the same way as before) by considering what happens to the equations if q 11 = q 12 = q 21 = q 22 = r 1 = r 2 = 0 everywhere, we obtain the set of equations dp 1 (t) = − E[a 1 p 1 (t)|F t ]dt p 1 (T ) = K and dp 2 (t) = − E[a 0 p 1 (t) + 1 [0,T −δ] (t)p 1 (t + δ) |F t ]dt p 2 (T ) = 0.
This set of equations does not have a solution; hence the previous simplification does not work. Therefore, we are forced to consider time-advanced adjoint equations involving jump and Brownian motion terms, which is extremely difficult to solve.
Hence, for this specific form of noisy memory stochastic control problem, the Malliavin approach results in less complicated BSDEs than the reduction to discrete delay approach.
A Existence and uniqueness of solutions
The state equations (2.1), (5.2) involving delay terms and the derivative process (4.1) can be regarded as stochastic functional differential equations (SFDEs) driven by Brownian motion B and a compensated Poisson random measureÑ . Such equations were studied in [5] in the Brownian motion case. Using Kunita's inequality, which can be seen as an extension of the Burkholder-Davis-Gundy inequality to the Poisson random measure case, existence and uniqueness results can be extended to SFDEs involving integrals with respect toÑ . One is also able to find moment estimates for the solutions. (See e.g. [1] , cf. [5] ).
For the convenience of the reader, let us recall . Hence the lemma holds by the existence and uniqueness theorem in [1] .
