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Abstract 
Traditionally, there has not been extensive research in underwater datasets using Deep Learning. A key limitation is                 
because large datasets for underwater environment are not publically available. We developed an application that               
generates a large collection of images based on a small input dataset of images, generated by using various                  
transformation and distortion algorithms. We generated 12,545 synthetic images based on seven initial Lethrinus              
(emperor fish) images and used the larger collection to build a model using a CNN deep learning approach. We also                    
developed and tested a model using a Dascyllus reticulatus (two-stripe damselfish) dataset which contained 12,112               
images and compared it with the results from the model created with our generated images. The model accuracy was                   
89.4 for Dascyllus reticulatus and 94.6 for Lethrinus. 
 
 Introduction and Problem Definition 
Deep learning and machine learning image processing techniques require a large dataset to build successful models.                
Smaller datasets do not give good accuracy, so they are usually scaled up by data augmentation. It initially seems                   
that we can find almost any dataset over the internet, but there are numerous cases where it is difficult to find the                      
specific data we are looking for. Our initial search for large in-situ fish images collections was unsuccessful and too                   
small for computing tasks. Fish4knowledge provides 200TB of fish images and videos. However, the dataset covers                
very few species with generally less than 10 images per species. In other words, public resources from prior research                   
projects have not focused on generating massive datasets for a large number of species. Other fish datasets (e.g.,                  
QUT) have single images for a wide variety of species, generally for educational purposes. Thus, an application was                  
needed that would generate multiple different images with transformation and distortion to help build machine               
learning models for objects which do not have large datasets.  
 
Model was trained using the QUT fish dataset which had less images compared to the fish4knowledge. However,                 
the model was not able to train properly and gave very less accuracy. There is a QUT fish dataset which has around                      
468 species of fish compared to the Fish4knowledge, which has around 20 species. QUT fish dataset has a smaller                   
number of images compared to the Fish4knowledge. One collection had lot of species but not very many fish images                   
while the other has many images but fewer species. Our models were not able to classify fish based on only 10 input                      
images, thus, there was need of large datasets for building the model.  
 
 
 
Methodology 
Subsection 1: Scraping and Integrating Existing Collections  
Scraping of the images are done from the different websites. Datasets were taken from the QUT fish dataset,                  
Fish4Knowledge and Kaggle. All of the datasets are combined and the species are grouped according to their species                  
names. This was done using the python script which is able to go through the collectios and group them according to                     
the species name. There are 511 different kind of species with total images of 31,784 after all the datasets are                    
combined. 
  
  
Figure 1: Image generator flow 
 
Figure 1 shows the difference in the number fish images in the datasets. We can see that the Dascyllus reticulatus                    
has 12,112 images while most species (e.g., thalassoma lunare) have very few.  
  
Subsection 2: Architecture/Workflow 
 
 
Figure 2: Workflow of the system 
 
Data was collected from the different datasets including fish4knowledge, QUT and Kaggle. Models were trained               
from the raw images and synthetic images. For the synthetic image collections, images are generated using the                 
different distortion algorithms. After the images were generated, they were labelled as the positive classification               
whereas the other images are labelled as negative classification. When the labelling was finished, combination and                
shuffling of the data was done. From the combination of the raw and synthetic data, it is divided into the training and                      
the test data. CNN models were built using Tensorflow with the combination of the different layers. Two                 
convolution layers in the sequence and two dense layer was used for the purpose of building the CNN model. After                    
that, a model was also tested using the test dataset where it was seen that the model frequently correctly classifies                    
the fish. The raw and synthetic images were utilized for training the model. The goal was to demonstrate whether the                    
synthetic images were suitable for training the model or not. Comparing the test accuracy after comparing the                 
accuracy of raw versus synthetic images demonstrated that using synthetic images is a viable option for small                 
training collection sizes  
 
Subsection 3: Image Distortion Generation  
The image generator takes an image as input and generates multiple derivative images by using various image                 
transformation and distortion algorithms. The OpenCV library was used for the transformation and distortion of               
images. The user selects a set of transformation functions and distortion algorithms and gives any required                
parameters. Some functions can be repeated with different parameters. As an example, different angles for rotation                
of image can be requested. The generator produces a set of images (e.g., with each angle of rotation) and then                    
continues to apply the remaining distortions. The generator takes the functions and parameters given by the user and                  
generates all possible combinations of the functions. The user can also specify the number of functions to be applied                   
within each combination (e.g., generate every combination of 3 functions from the listed 5 functions) or just set it to                    
be “all” combinations. This process results in a (potentially) very large number of images generated, depending on                 
the requested combinations and levels of parameters.  
 
 
 
 
 
Figure 3: Image Generator Architecture  
 
 
The image generator takes an input as a text file which contains all the information it needs. The input file must be                      
in a standard format. The text file will contain: 
● The image names that must be fed to the generator 
● The number of combinations of filters/functions to be used for the transformations 
● A  list of filter/function names with its parameters 
When the python script is run, it reads the input file and stores all the image names in a list and stores all the                        
function names and its parameters in a python dictionary, where the keys are the function names and the values are                    
its parameters. From the list of keys in the dictionary, another list is created where each item in the list contains a                      
unique combination of the filters. The number of filters in each combination is given in the input file, the list                    
contains all possible combinations. 
 
Since a filter function could be called multiple times with different parameters, the image generator was created not                  
to use the same filter more than once in the same output image. To implement this was a big challenge. To                     
overcome this challenge, we developed the following algorithm, this algorithm is performed for each image given                
as an input to the image generator: 
● For each combination of filters (say i)  in the list, a function “recursive_call_filters” is called. 
● In this function, we check if the first element (say i[x] where x is 0) in the combination has any parameters. 
● If it does not have any parameters: 
● The filter function is called, which returns the resulting image, 
● The returned image is passed to the function “recursive_call_function” with the value of x incremented. 
● If it does have parameters (may contain multiple levels of parameters): 
● The filter function is called for each level of parameters given, which returns an image for each level of a                    
parameter. 
● So, for each image returned the function “recursive_call_filters” is called with the value of x incremented. 
● The incremented value of x lets the function work with the next element of the combination. 
● This loops until all the elements of the combination are complete. 
● After all the elements in the list are done, then this whole process repeats with another combination of                  
filters (i+1).  
The number of images generated is the sum of all the combinations where the value of each combination is 1                    
multiplied by the number of parameters passed to each of its filters, except 0. Zero parameters should be considered                   
as one since the function will still be called once whether it has 0 or 1 parameter.  
 
For example, if we have the following filters and its parameters: 
A: x, y  
B: z, w 
C:  
Here A, B, C are 3 filters, so all possible combinations where each combination contains exactly 2 elements gives us 
{A, B} {B, C} {C, A}  
 
The first combination gives us 4 images AxBz, AyBz, AxBw & AyBw. Here, 2 parameters of A and 2 parameters                    
of B generates 4 images . 2 * 2 = 4 
Similarly, the second combination gives 2 images because B has 2 parameters and C has 0 which is considered as 1.                     
So 2*1 = 2. 
Same as the previous one, the third combination gives 2 images. 
Hence, we get  
 {A, B} => 4 images 
{B, C} => 2 images 
{C, A} => 2 images 
The total number of images generated would be the sum of the number of images generated in each combination, i.e.                    
8. 
 
The image generator has the potential to scale up to very high collection sizes. The number of images generated                   
depends on the number of functions and the number of combinations given in the input text file. Selection of 10                    
different functions with the combination of 5 functions would give 252 images. Twenty different functions with all                 
possible combinations would generate 1,048,576 different images from just 1 real-world input image.  
 
 
Figure 4: Image Generator Scaling Chart 
 
The Image Generator itself can be scaled up by adding more image transformation/distortion functions to it. Users                 
can download the source code and add their own functions by following certain standards given in the code                  
documentations.  
 
OpenCV (Open Source Computer Vision) is an open source library that contains more than 500 optimized                
algorithms for image and video analysis. There are numerous image transformation and distortion algorithms              
available in OpenCV. The following are a few algorithms we used for this project. 
 
Transformations   
Techniques Description Parameters 
Scaling 
Increase or decrease the size of      
the image 
Scale factor along the horizontal     
and vertical axis 
Translation 
Translation is the shifting of     
object's location. (x,y) direction 
Rotation 
Rotate the image in a certain      
degree  
(x,y) for the point of rotation,      
the degree of rotation 
Affine 
matrix multiplication (linear   
transformation) followed by a    
vector addition (translation) 
Three points for the    
transformation 
Perspective 
Transforms the image to a     
different angle of viewing    
perspective  4 points for the transformation 
 
 
Thresholding   
Techniques Description Parameters 
Simple Thresholding 
If pixel value is greater than a       
threshold value, it is assigned     
one value (may be white),     
otherwise other Pixel value 
Adaptive Thresholding 
the algorithm calculate the    
threshold for a small regions of      
the image. So we get different      
thresholds for different regions    
of the same image and it gives       
us better results for images     
with varying illumination. blockSize 
Otsu’s Binarization 
it automatically calculates a    
threshold value from image    
histogram for a bimodal    
image.  
 
Smoothing Images   
Techniques Description Parameters 
Averaging 
It simply takes the average of      
all the pixels under kernel area      
and replace the central    
element. Kernel Size 
Gaussian Blurring 
instead of box filter, gaussian     
kernel is used 
width and height of kernel,     
standard deviation in X and Y      
direction, sigmaX and sigmaY    
respectively 
Median Blurring 
takes median of all the pixels      
under kernel area and central     
element is replaced with this     
median value. Percent of noise to apply 
Bilateral Filtering 
highly effective in noise    
removal while keeping edges    
sharp. But the operation is     
slower compared to other    
filters. 
Diameter of each pixel    
neighborhood that is used during     
filtering; Filter sigma in the     
color space; Filter sigma in the      
coordinate space 
 
Edge Detection   
Techniques Description Parameters 
Canny Edge Detection 
This is a multi-stage algorithm.     
OpenCV puts all the above in      
single function, cv2.Canny() - 
Following are a few examples of generated images with the original image. 
       Figure 5: Original Image: Lionfish 
 
 
 
 
 
 
Function/Filters Used Parameters 
Adaptive Gaussian 
Max Value = 255 
Block Size = 11 
C = 2 
Bilateral Filtering - 
 
 
 
 
 
 
Function/Filters Used Parameters 
Adaptive Gaussian 
Max Value = 255 
Block Size = 11 
C = 2 
Bilateral Filtering - 
Canny Edge Detection - 
 
 
 
 
 
 
 
 
 
 
 
Function/Filters Used Parameters 
Rotation Degrees = 10 
Adaptive Gaussian 
Max Value = 255 
Block Size = 11 
C = 2 
Canny Edge Detection - 
 
 
 
 
 
Function/Filters Used Parameters 
Rotation Degrees = 10 
Binary Thresholding 
Threshold value = 
127 
Adaptive Gaussian 
Max Value = 255 
Block Size = 11 
C = 2 
Bilateral Filtering - 
 
 
 
Subsection 4: Image Classification – TensorFlow  
For the purpose of the image classification there were four layers. First layer is convolutional layer                
combined with activation and pooling, Second layer is also convolutional layer combined with relu              
activation and pooling. After that, the model is flattened and passed through dense layer and also the                 
activation layer of relu was used. Lastly, there was output layer which classifies the image.  
 
Using Tensorflow, CNN models were built for the raw collections and also mixed (raw and synthetic)                
collections. These models were analyzed for their accuracy on raw as well as synthetic images. Using                
Tensorflow, it is able to be determined whether the scaled up images made from distortion can give a                  
reasonable accuracy or not in comparison to raw images. It is also used to predict how big input collection                   
size should be there in order for making a good model. 
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Figure 6: Relu layer  
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Figure 7: Max pooling with filter 2*2 and stride 2 
 
 
Evaluation  
Raw images that were taken from the fish4knowledge dataset (which provide numerous images) were taken for the                 
purpose of training the model. Dascyllus reticulatus was taken for the purpose of the training which gave the                  
accuracy of 89.44. A total of 4,300 images were taken for the testing purpose, where 2,134 images are Dascyllus                   
reticulatus and was predicted the same fish. For the fish other than the Dascyllus reticulatus which was counted as                   
1,711 was predicted as not Dascyllus reticulatus. Model was also misclassifying 413 images which were not                
Dascyllus reticulatus were predicted as Dascyllus reticulatus and 42 images which were not Dascyllus reticulatus               
were predicted as Dascyllus reticulatus.  
 
 Predicted Yes Predicted No 
Actual Yes 2134 42 
Actual No 413 1711 
 Table 1: ​Confusion Matrix for the Dascyllus reticulatus(two-stripe damselfish) 
 
Synthetic images that were distorted in order to create a large dataset. The image of the Lethrinus was taken from                    
the QUT fish dataset which had only seven images. Seven images were distorted to make a larger dataset which had                    
12,454 images, which was again used to train the model. This model was able to give a reasonable result with the                     
accuracy of 94.165. For this model, also 4,300 images were used for testing. 1,765 were actually Lethrinus                 
xanthochilus and actually predicted the Lethrinus xanthochilus. 2,296 fish other than the yellowlip emperor fish               
were predicted not yellowlip emperor fish and were not actually yellowlip emperor fish. 217 images which were not                  
yellowlip emperor fish actually was predicted as yellowlip emperor fish. 22 images which were yellowlip emperor                
fish were predicted as not yellowlip emperor fish. Overall the accuracy of the model was sufficient for evaluating                  
and comparing our models.  
 
 Predicted Yes Predicted No 
Actual Yes 1765 22 
Actual No 217 2296 
Table 2: ​Confusion Matrix for the Lethrinus xanthochilus (yellowlip emperor fish) 
 
It was also not clear how many images we needed for properly training the models. Models were tested using                   
different number of the images and comparing the result. Lower than 3,200 training images, models were only                 
giving accuracys of 56.6. However, when images were increased near 4,800, accuracy went upto 83.6 which is                 
significant increase. Similarly, when the number of image is around 9,600, the accuracy was 90.04 and kept on                  
increasing as the number of training image was increased. Image collections between 10,000-12,000 helps to               
produce the good result compared to a smaller number of training images.  
 
Overall the synthetic image dataset was also able to create comparable models to the datasets that were taken from                   
the fish4knowledge dataset.  
 
 
 
 
Figure 8:  Accuracy vs number of training data 
 
Discussion/Conclusions/Future Work (Rikesh and Bibek sections) 
Our model is able to predict the species within new test images that it was not trained on. Images generated using                     
the distortion algorithms helped to create the Lethrinus model, which would not have been possible with very small                  
existing datasets. The model trained with synthetic images performed comparably with the fish4knowledge dataset.              
This shows that we could create a very large data set given a very few number of input images and then create an                       
image recognition model with it. We still need to test the limitations of our model by giving a naturally distorted                    
image to align real-world distortions (caused by underwater environments) with the synthetic distortions. Future              
work involves additional transformation and distortion functions and an evaluation of the differences and              
effectiveness of function combinations. 
 
Additional diverse species of fish can also be used for the classification. We were using specific combination of the                   
layers. We can tweak these layers - such as by adding more CNN or dense layer to create a more stable model which                       
can give improved accuracy scores. We worked with ideally composed static images, but we could also conduct                 
classification of fish with the labelled section of video frames, not only static images.  
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Appendix A: Example Predictions 
 
 
 
