Today, telecommunication operators are facing an epochal challenge due to the need of higher reconfigurability, flexibility, and dynamicity for their networks. In the latest years, this necessity has been addressed by the introduction of Software-Defined Networking (SDN), mainly in the fields of data centers and core networks. The present work introduces a unified metro-access optical network architecture based on some features inspired by SDN models. The essential aim is to enable bandwidth shared among different passive optical networks (PONs) in order to achieve higher adaptability to increasingly migratory and volatile traffic patterns. Even if the present work is mainly focused on the architecture, several hints for specific implementation of the network nodes are detailed as well in order to demonstrate its feasibility. Several numerical simulations have been performed to assess the performance of the proposed solution both about physical effects and about quality of service. Bit error ratio degradation due to physical impairments has been evaluated and traffic congestion has been estimated in terms of burst loss probability and average throughput.
Introduction
The introduction of the SDN paradigm is revolutionizing the scenario of telecommunication networks, mostly for core networks and data center networks [1] . In the latest years, a few proposals inspired by the SDN model have been advanced to increase flexibility and programmability also at the edge of the network, i.e., in the metro and in the access segments.
Most of these solutions have been reviewed in a recent paper [2] , even if they are not fully compliant to the Open Networking Foundation standards and definitions. Some of these proposals are focused on higher-layer reconfigurability: firstly Parol and Pawlowski in 2013 [3] and then Amokrane et al. in 2014 [4] proposed the introduction of the Open Networking Foundation SDN paradigm in the access segment, called software-defined edge network [4] ; Yang et al. have proposed a software-defined access optical network architecture based on OpenFlow-enabled passive optical network in order to ensure remote unified control and serviceaware flow scheduling [5] . Other recent proposals provide physical layer reconfigurability: software-defined coherent transponders which digitally process the burst transmissions according to the distance of a user from the central office have been proposed by Vacondio et al. [6] ; the use of flexible grids in an access network based on OpenFlow protocol has been proposed by Cvjectic et al. [7] ; intra-PON flow transmission with an optical software-defined reroute by using a quasipassive reconfigurable node have been proposed by Yin et al. [8] .
The application of the SDN approach to metro-access segment would introduce several advantages. First of all, it would allow the availability of remote management functions in the end-to-end provisioning of ultra-broadband services and the consequent optimization in the exploitation of network resources, with particular reference to the dynamic bandwidth allocation. In fact, one of the most challenging demands for the future edge networks will be the efficiency in the bandwidth usage in order to increase the network traffic adaptability for hugely variable traffic pattern (e.g., the daily variation of the traffic among the various areas in an urban
Description of the Network Architecture
The SIMON topology is schematically represented in Figure 1 . The access segment is constituted by dense wavelengthdivision multiplexing (DWDM) PONs, which are supposed to collect extremely heterogeneous traffic typologies, such as FTTH/FTTB access and DSLAM optical backhauling for legacy copper-based services. An increasing contribute will be due to data center interconnection and mobile backhaul and front-haul for actual LTE/4G and future 5G nodes. Especially this last traffic component will be characterized by an increasing volatility.
The adoption of DWDM in the access segment enables longer reaches thanks to the availability of higher power budget compared to conventional solutions based on timedivision multiplexing (TDM), since DWDM-PONs do not require high loss power splitters [13] . Even if a great research effort is actually focused on investigating to allow the compliance of DWDM-PONs with legacy TDM-PONs by using power splitters, it can be envisioned that in the long term evolution, to which this work is addressed, DWDM-PONs will totally replace TDM-PONs, at least in several contexts. In that eventuality high loss power splitters will be replaced by low loss array waveguide gratings (AWGs) [14] .
PON trees are interfaced to a metro DWDM ring through some nodes performing optical switching without opticalelectro-optical conversions: this allows reduced latency and lower power consumption.
These nodes are configured by a centralized SDN-like controller topologically corresponding to the optical line terminal (OLT). The OLT is directly connected only with few network nodes, i.e., the 4-degree nodes, being the other nodes, i.e., the 3-degree nodes, indirectly connected with the OLT.
The authors have named this topology "Star-in-ring". It represents a proposal for a gradual cost-effective migration from current common ring topologies (WDM/SDH/SONET) to innovative mesh topologies, which will probably be a possible evolution for metro networks, since they are more efficient for traffic routing when compared to equivalent rings thanks to a larger availability of paths in case of link (or node) failure. A quantitative comparison between mesh and ring metropolitan optical network architectures is reported in [15, 16] . Since a full-mesh topology would be costly for a metro-access network, the proposed solution seems to be a reasonable compromise between deployment costs and performance.
With reference to Figure 1 , a single fiber ring is depicted, even if also multiple fiber rings can be considered as the overlay of more than one single fiber ring: in that case, each single fiber ring serves a certain number of nodes and ONUs. The downstream signals are sent from the OLT, routed by one or more nodes, and received from the ONUs; the upstream signals are sent from the ONUs, routed by one or more nodes, and received from the OLT; the virtual private network (VPN) traffic signals are sent from an ONU, routed by one or more nodes, and received from another ONU. The OLT is the only gateway in the metro-access network to communicate with other metro-access networks. The number of DWDM channels in the metro ring is coincident with the number of ONUs in each DWDM PON tree: thanks to the introduction of nodes, each wavelength channel in the metro ring can be shared among different ONUs belonging to different trees. When no channel in the metro ring is available, congestion occurs: in order to mitigate this phenomenon, the controller assigns channels dynamically on the base of the ONU link requests and establishes a possible route path; if necessary, the International Journal of Optics controller establishes that wavelength conversion needs to be performed in the nodes (ROADMs).
In SIMON architecture, the number of ONUs ( ) in each DWDM PON can be scaled up easily with few practical limitations. The proposed system is scalable up to = 100 DWDM channels and more (in the figure only 3 ONUs connected to one ROADM just as an example). If is higher, a denser packaging of wavelengths would be necessary since is the number of channels in each DWDM link. Downstream signals are allocated in the S-band and Cband (1460 nm ÷ 1560 nm), upstream signals in the O-band (1260 nm ÷1360 nm). The bit-rate of each channel can be set up to 10 Gbit/s with a channel bandwidth ℎ = 50 GHz and a channel spacing û ℎ = 100 GHz.
Switching Technique.
Dynamic bandwidth allocation is performed through a statistical multiplexing based on optical burst switching (OBS). Burst data packets (BDPs), carrying traffic information, are preceded by burst header packets (BHPs), carrying control information for the network nodes configuration. OBS is considered one of the promising paradigms for future optical networks in synergy with OpenFlow-based SDN architecture [17] . In the SIMON architecture, OBS facilitates statistical multiplexing to efficiently share wavelength channels among multiple PON trees. OBS technique has several advantages in comparison to the other optical switching schemes. While optical channel switching allocates wavelength channels for long periods, bandwidth in OBS is reserved only for the burst duration that can theoretically vary from a single IP packet to a few milliseconds [18] . In fact, an optical burst is a number of continuous packets with the same destination. On the other hand, if compared to optical packet switching, OBS represents a more feasible solution since it can be buffer-less [18] .
For the present specific architecture, a just in time signaling protocol has been adopted. In this case, BHP are sent in advance to the relative BDP and network resources are allocated immediately after the arrival of the BHP, without the necessity of an acknowledgment from the receiving node. In the proposed network, the just in time protocol is assumed as the best choice, since it is a tell-and-go protocol which does not require an acknowledgment from the BHP receiver before the BDP transmission. One-way reservation is essential because the network nodes are not able to elaborate and sending acknowledgments.
Separation of Control Plane and Data
Plane. The SDN principle of separation between control and data plane is performed through polarization division multiplexing (PolDM), BHPs, and BDPs travelling over reciprocally orthogonal states of polarization (SOP). In literature, two main categories of solutions have been proposed to implement OBS, i.e., either serial header techniques, where BHPs and BDPs are separated in time domain, or parallel header techniques, where BHPs and BDPs are transmitted over different wavelengths, modulation, or coding formats [19] . PolDM enables parallel header processing. It is assumed that the network traffic signals are on-off keying (OOK) modulated in order to use simple direct detection receiver.
The spectrum of the signal transmitted by the OLT is shown in Figure 2 , where both the traffic and the signaling components are represented for only one channel at ≅ 1550 nm. A polarization combiner is used to multiplex both signals and a 50 GHz optical Gaussian filter limits their bandwidth to reduce the crosstalk among various DWDM channels.
The BHP structure is represented in Figure 3 , as a comb of continuous wave (CW) discrete pulses which are set or reset for relatively long intervals of time (the burst duration). In other words, the BHP is a binary word controlling specific reconfigurable functionalities of the network nodes on the correspondent BDP channel, according to the routing strategies established by the centralized controller. The configurable elements of the nodes are the switching modules (SMs) and the tunable all-optical wavelength converters (TAOWCs). These aspects simplify the extraction of control information from the BHP, since complex techniques for timing recovery are not needed.
Description of the Network Nodes
Both 3-degree and 4-degree ROADMs ensure colorless, directionless, and contentionless operations [20] and have a multilayer structure, i.e., for each possible direction (north, south, east, and west); two layers are dedicated, one for upstream and one for downstream traffic. By convention, the northern direction is taken to be towards the OLT, while southern direction is referred to the DWDM PON tree corresponding to each node. 4-degree and 3-degree ROADMs are constituted by 8 layers and 6 layers, respectively. The structure of a 4-degree ROADM is shown in Figure 4 Figure 5 ; the figure is specifically referred to a layer deputy for the traffic coming from the western direction, but the structure is analog for all the other layers.
An AWG is used for the input/output signal management for each direction, except for the southern direction which is directly connected to the DWDM PON branches. For the input direction relevant to the specific layer (the western direction for the layer shown in Figure 5 ), the AWG is cascaded by a wavelength converter array (WCA). The WCA can be considered a part of the layer: for this reason it is not represented in Figure 4 (a). The WCA is required only in the direction for which the layer is deputy.
A further element, that is a BHP processor (BHPP), not represented in Figure 5 , is interposed between the AWG and the WCA. The BHPP is constituted by an AWG, a polarization beam splitter (PBS), and a simple logic circuit. Its aim is to filter off the BHP, to extract the BHP control information, to match the ID information, and to generate the electric analog signals to drive the SMs and the TAOWCs.
The core of the layer is the switching fabric (SF) which is constituted by straight orthogonal waveguides connecting the opposite directions (north-south; east-west) and the SMs placed at their intersections.
Each SM has a simple structure, being equipped by two microring resonators (MRRs) whose resonance wavelengths are thermally tuned [21] . Since the SM has three possible output ports, two bits of each BHP are needed to configure each module.
As it is shown in Figure 6 (TAOWCs), a wideband coupler and an AWG used to reorder the wavelength channels in input to the SF.
Hints for the Specific Implementation of the TAOWC.
The TAOWC provides the contention-less feature to the ROADMs of the proposed SIMON architecture. Full tunability and all-optical functionality are essential requirements since they allow high flexibility and transparency for flow routing operations, respectively. In 4-degree ROADMs, the total number of TAOWC is 6M, i.e., M converters for each direction, except to southern direction, for each layer.
Possible Implementation Based on SOI MRRs.
A possible specific implementation of the TAOWC is schematically represented in Figure 7 . It has been inspired by the work of Q. Xu et al. [22] and is based on nonlinear propagation effects in a SOI MRR: in particular, the two-photon absorption (TPA) effect, inducing the free carrier absorption (FCA), has been exploited. The input signal, which carries the traffic information on the wavelength, is sent to the input port of a MRR in the add-drop configuration. The add port of the same MRR is feed by a CW signal at generated by a tunable optical source which is controlled by the information driven by the control plane. Since the possible output wavelengths are , the source is tuned by an electrical signal which can be described by log 2 bits.
Both the traffic and the CW signals belong to the DWDM channel grid and both of them need to be amplified in order to reach an adequate power level, that is and respectively, where ≫ . The output signal, available at the through port of the MRR, will carry the traffic information on the = wavelength. The behavior of the MRR in response to a high power optical input is shown in Figure 8 . In few words, the optical power injected in the MRR, mainly due to the traffic input signal, determines the two-photon absorption (TPA) effect inducing the free carrier absorption (FCA). This physical effect changes the effective index in the waveguide of the MRR, as
where the variation Δ < 0. As a consequence, TPAinduced FCA produces a blue shift of the transfer function of the MRR both at the through port ( Figure 8(a) ) and at the drop port (Figure 8(b) ), implying a detuning of the resonance wavelengths Δ :
Since the MRR transfer function is periodic, and 0 correspond to two series of equally spaced wavelengths. The MRR is designed in order to fulfill two basic requirements: (i) the free spectral range of its transfer function corresponds to the channel spacing ( = û ℎ ); (ii) the detuning induced by the high power injection determines a blue shift Δ res from res0 to res , where the series of corresponds to the DWDM channel wavelengths.
Several simulations have been performed to assess the performance of the TAOWC. The MRR transfer function has been modeled on the basis of equations in literature [12, 23, 24] . The simulations of the converter have been carried out for ≅ 1550 nm and a 1 Gbit/s OOK directly modulated signal. Simulation results sketched in Figure 9 refer to a MRR with a large radius ( ≅ 115 m) to achieve a = 100 GHz. Insertion loss of the MRR is 1.05 dB at the drop port and 0.09 dB at the through port, while the filter depth is 16.7 dB at the drop port and 16.8 dB at the through port, with an estimated bandwidth of Δ 3 = 0.074 nm.
The change of the refractive index and the consequent blue shift of the resonance wavelength peaks are shown in Figure 9 (a) as a function of the optical power . In Figure 9 (b), the extinction ratio resulting in the output converted signal is sketched, where the power of the CW tunable source is assumed to be = 14 dBm ≪ . The simulation results suggest that a ≅ 23.5 dBm is enough to induce a blue shift Δ ≅ 0.10 nm and an extinction ratio = 24.8 dB.
Possible Implementation Based on
SOAs. An alternative solution to implement the TAOWC is based on semiconductor optical amplifiers (SOAs). This is a more traditional and standardized solution, since SOAs have been proposed for wavelength conversion for long time [25, 26] . Their working principle is based on nonlinear effects, such as, in most of cases, cross gain modulation: both the modulated signal at old and the CW signal at are coupled into the SOA. is modulated by the gain variations depending on carrier density depleting; therefore the CW signal can carry the same information as the original input signal. SOA-based wavelength converters have been significantly improved in the latest years: error-free 320 Gbit/s wavelength conversion have been demonstrated using optical filtering technology to overcome slow recovery time of the SOA [27] and 160 Gbit/s wavelength conversion have been tested by successfully transmitting the signal over two 50 km fiber links [28] . Also tunable SOA-based wavelength converters have been proposed recently: ultrahigh-speed (320 Gbit/s) and widely tunable wavelength conversion by means of cross gain modulation using a quantum-dot SOA and a tunable CW laser [29] . Finally, low power operation have been demonstrated: typically SOA current driver circuits require few watts [30] , but a wavelength converter using a SOA and a 3rd order SOI racetrack resonator integrated requiring 0.5 W has been proposed [31] .
Nevertheless, if compared to the MRR-based solution previously described, SOA-based solutions appears less suitable for the specific implementation of the TAOWC since both their size (their length is typically up to one millimeter) and the materials used (typically III-V semiconductors), in most of cases, are not suitable for low-cost, highly integrated applications which are crucial in a metro/access context.
Hints for the Specific Implementation of the Optical
Amplifiers. In order to compensate the losses due to the optical link (approximately 13 dB for a 50 km link) and to the 1:4 module (approximately 5 dB) and boosts the data signal in input to the TAOWC, an optical amplifier should International Journal of Optics International Journal of Optics be put in the input direction for each layer of the ROADM. In order to demonstrate the feasibility of the metro-access network proposed, a worst-case assumption is made: it is assumed the TAOWC implementation is based on the MRRbased described in the Section 3.2.1. In this case the estimated amplifier gain should be approximately 41.5 dB (otherwise, if SOA-base implementation would be adopted lower gain would be sufficient). In order to achieve large broadband amplification, multipump Raman amplifiers (MRAs) can be used: the use of Raman amplifiers in metro and access segment has been recently proposed [32] ; the usage of MRA has recently been proposed also for PONs [33] . MRAs could be used instead of an integrated solution since the optical amplifiers can be placed outside the ROADM, before the AWG. The choice of MRAs is dictated by the necessity of large bandwidth: other more common solutions, such as Erbium-doped fiber amplifiers, would be impractical since they are characterized by narrower bandwidth. Moreover Raman amplifiers can deliver high output saturation power (23.5 dB are required in the case of MRR-based TAOWCs): since their first proposal more than 1W was guaranteed [34] and more recently also more than 10W output power has been reached [35, 36] , also stimulated by sensing applications [37] .
It is fair noting that the position of the optical amplifiers poses the problem of nonlinear effects which could be eventually excited in the propagation inside the AWG. This eventuality should be investigated in future works starting from already published works [38] .
An alternative approach to implement the optical amplifiers is represented by SOAs; in this case the amplifiers would be integrated inside each TAOWC. In a SOA there is a tradeoff between the optical gain and the output saturation power: for instance, 28.8 dB gain and 22.5 output power have been demonstrated [39] . Even higher output saturation power have been demonstrated: for instance, the maximum value of 24 dBm is demonstrated in [40] and 27.6 dBm is demonstrated in [41] . In order to achieve higher gain cascaded SOA can be considered. Among SOAs the most promising technology, which results particularly suitable to this work, is represented by quantum-dot SOAs. Theoretical simulations of quantumdot SOAs have shown that they could achieve saturation power of 25 dBm and gain above 45 dB [42] . Quantum-dot SOAs working at 1300 nm have been demonstrated as well [43] .
Power Consumption Analysis.
In order to assess the feasibility of the metro-access ROADM proposed in this paper, it is useful to compare its estimated power consumption to a conventional solution. Obviously the comparison should take into account the number of users served by the node and their throughput , i.e., the effective data rate experienced by single users when traffic congestion occurs (more rigorous definition of will be provided in Section 6). For these reasons the following figure of merit has been considered:
where is the average power related to the node, is the number of users served by the node, and (0.5) is the throughput estimated when the traffic load is 50%. The figure of merit is expressed in Joule and corresponds to the average energy consumed to transfer a single bit. For the present ROADM, = = 100 is considered. The considered term of comparison is a GPON OLT, which is a very common commercially available solution. In fact, as a GPON OLT interfaces the access network with the metro segment, the present ROADM plays the same role in a converged metro-access context.
In order to carry out a fair comparison between the proposed unified metro-access network (Figure 10(a) ) and a conventional metro/access network (Figure 10(b) ), includes not only the intrinsic power , absorbed by the node but also the extrinsic contribution P node,extr due to the centralized metro node. The centralized metro node is represented by the centralized OLT for SIMON architecture and by an edge Ethernet switch for conventional metro/access network. Table 1 reports the comparison of the parameters in formula (3) referred to some GPON OLTs ( , and reported in literature [44, 45] and in commercially available data sheet [46] ) and a SIMON 4-degree ROADM.
The value considered for (0.5) in GPON OLTs is calculated as follows:
where is the bit-rate of the OLT backhaul link towards the nearest metro node.
/2 is the equivalent number of active ONUs in the PON tree if traffic load is 50%.
The value considered for T(0.5) in the present ROADM is (0.5) = 950 Mbit/s according to the analysis reported in Section 6 and considering a bit-rate = 1 Gbit/s. The value considered for , in the present ROADM is calculated as follows:
where the factor 6 takes into account the fact that there are 6 M TAOWC in each ROADM. = is the average power consumption of the tunable laser in each TAOWC; considering a wall-plug electrical-to-optical efficiency ≅ 50% and = 14 dBm, ≅ 50 mW. P TEC is the power consumption of the thermo-electric cooler which should be necessary to ensure thermal stability of lasers. The power consumption of a thermo-electric cooler when the weighted average temperature is 40 ∘ C is = 40 mW [47] .
P amp is the power consumption of the optical amplifier which should be considered in the input direction for each layer. Therefore there are 6 amplifiers in each ROADM. In [33] a MRA with three pumps' configuration has been proposed with a total electrical power of 405 mW for about a 25 dB optical gain over a 90 nm bandwidth. Extending this result, a value of ≅ 0.8 W can be estimated to get the required gain.
The power absorption due to the BHPP can be neglected. Therefore the total power consumption of the present ROADM can be approximately considered , ≅ 59 W.
International Journal of Optics 9 , for SIMON OLT can be estimated considering the power consumption of a commercially available DWDM laser source [48] : since in the data sheet a 16 slot module needs 320 W power supply, about 2 kW can be considered for a 100 slot module. Since in the metro-access network proposed one centralized metro node corresponds to 8 access nodes (i.e., 8 ROADMs), the power contribution related to one access node is , = 250 W. P node,extr for conventional metro-access network can be estimated considering the power consumption of a commercially available Ethernet switch: the Cisco switch reported in [45] needs 3.21 kW power supply for an overall 720 Gb/s switch capacity. Therefore the power contribution related to one access node (i.e., a GPON OLT) can be estimated as follows. , = 3.21
• 720 /
The results reported in Table 1 shows that the proposed metro-access architecture allows a significant power consumption saving, since the average energy per bit is reduced by one order of magnitude. This fact implies a significant reduction of OpEx. Moreover, in order to evaluate the whole architecture proposed in this paper, the power consumption analysis could be extended to ONUs (compared to equivalent elements for GPON), which will be objects of future works.
Finally, it is worth noting that OpEx evaluation of the proposed SIMON architecture should take into account not only power consumption but also space saving. According to the implementation adopted for the TAOWC (MRRbased or SOA-based), its size could have an impact on the size of the ROADM and on the design of the ROADM electronic control circuit (this feature is out of the scope of the paper). The ROADM proposed could result bulkier than conventional ROADM. Anyway, since the ROADM in the proposed architecture replaces an entire OLT in a conventional architecture, a space saving can be obtained.
Hints for the Specific Implementation of the BHP Generator
The transmitter placed at the OLT side related to each DWDM channel is constituted by a laser modulated by data traffic, an optical source responsible for the BHP generation, and a polarization combiner. The design of the BHP generator (BHPG) will be the object of future works; in this paper only some hints are given in order to evaluate the overall feasibility of the proposed architecture. The BHPG is based on an optical frequency comb generator (OFCG) whose function is to generate a certain number of equally spaced tones which are modulated at a rate much slower than data traffic bit-rate. The number of tones ( ) can be calculated as follows:
Therefore the frequency spacing û among the tones can be calculated as follows:
If = 8 and = 100, û ≅ 4.17 GHz.
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International Journal of Optics Several technological approaches are available to realize an OFCG with such a frequency spacing. The conceptually simplest solution is to implement the OFCG through a laser array directly modulated by the BHP binary word and cascaded by an AWG: this solution is impractical because it would be excessively expensive and power consuming. Moreover it would be complicated to control wavelength stability [49] . Another possibility would be represented by a broadband laser source cascaded by a resonator which could be implemented in two variants: fiber loops [50] or MRRs [51, 52] . While the first solution has the disadvantage of being bulky, the second one has the advantage of being integrated but the size of MRRs increase with ûf OFCG decreasing. Therefore both the variants of the resonator seem impractical. Furthermore a particular resonator could be represented by a single integrated mode-locked laser which can be designed to emit short pulses that have a corresponding wide optical spectrum of equally spaced phase-correlated modes. A demonstration of a mode-locked laser using a silicon evanescent laser approach with over 100 modes spaced by 0.089 nm has been proposed by Kocha et al. [49] .
Another technique to generate a frequency comb is exploiting strong sinusoidal phase modulation of a CW laser which creates multiple sidebands. A scheme to achieve very flat and stable combs (10 GHz 38 comb lines in a 1 dB bandwidth) using a cascade of intensity and phase modulators driven by tailored RF waveforms has been demonstrated by Wu et al. [53] . An interesting, simple variant to this solution has been proposed by Lin et al. [54] . In that work, an OFCG is implemented by using a dual-parallel MachZehnder modulator and an intensity modulator arranged in the scheme shown in Figure 11 : a CW laser is modulated by the dual-parallel Mach-Zehnder modulator operated in push-pull configuration (RF frequency set at 3û ); the resulting 5 comb lines are led in input to the second stage intensity modulator adjusted at the point leading to an equation of amplitude of carrier and first order sidebands in order to suppress second order sidebands (RF frequency set at ûf OFCG ). A spectrum of 15 comb lines with equal power can be generated, which are enough for the solution presented in this paper. Therefore this scheme can be considered the best candidate to implement the OFCG on which is based the BHPG for the present SIMON architecture. In the work by Lin et al. [54] û = 25 GHz but it can be easily scaled down to 4 GHz by reducing frequencies of RF driving sources. If compared with the other solutions previously reviewed for the specific implementation of the BHPG, this solution appears more compact, easier to integrate, simpler, and less expensive.
PolDM and Nonlinear Impairments
PolDM doubles the spectral efficiency but suffers three main impairments: imperfect demultiplexing, polarization dependent losses (PDL), and polarization mode dispersion (PMD). An analysis has been carried out to evaluate the performance degradation due to these three causes, all of them generating crosstalk between the signals associated with the two different SOP and therefore inducing a degradation of the bit error ratio (BER).
Imperfections in demultiplexing are related to the misalignment û between SOP of the received signal and SOP of the PBS used at the receiver. This mismatch is due to random fluctuations of SOP during the propagation along the fiber. Since the behavior of the fiber is nonstationary, the misalignment is not predictable and independent from the length L of the fiber link, so adaptive techniques have to be used. One of the proposals advanced in the past to solve this issue is related to a pilot tone on one of the two polarizations whose power drives a polarization controller [55] . In our proposed SIMON architecture, since the spectrum of the two polarizations is very different, a further pilot tone is not required. In fact, the traffic signal itself, filtered through a narrowband Gaussian filter, can be used as pilot tone. The polarization controller has to control the variable û in order to maximize the power resulting from the filtering, as it can be seen from Figure 12 .
In Figure 13 the effects of the polarization mismatch at the receiver are given, where both PMD and PDL have been taken into account. Performance can be considered acceptable for |û | < 7
∘ . The effect of PDL is the attenuation of each polarization component by multiplication with different constant values. In Figure 14 the effects of PDL are shown for different values of û , i.e., the additional contribution to attenuation coefficient mainly due to components with waveguide structure (couplers, buses, rings, isolators, etc.). BER degradation is due to the loss of orthogonality. Performance can be considered acceptable for û < 0.6 dB. PMD is related to optical birefringence of optical fibers which is due to the nonuniform elliptical cross section of the fiber core. PMD induces different propagation velocity of the two polarization components, which produces a differential group delay between them. PMD cannot be avoided since both data and control signals are distributed on both polarization components travelling along fiber because of the unavoidable depolarization effect. The differential group delay is the result of a stochastic process but can be estimated as follows:
where 1 = 0.1 ps/ √ km and 2 = 1 2 /12. Performance has been assessed over length ranging and the results of the simulations are sketched in Figure 15 .
Even if the physical effects of a real fiber optics link have been considered, the simulations described previously are referred to a single isolated DWDM channel. In a multichannel DWDM system, fiber nonlinearities have to be taken into account, because they generate crosstalk interference causing BER degradation. In the following simulations, a number of 10 DWDM channels have been considered for both upstream and downstream directions; a channel bandwidth ℎ = 50 GHz and a channel spacing û ℎ = 100 GHz have been adopted. Only upstream simulations have been performed in the hypothesis that traffic and data signals of each channel are copropagating. Nonlinear effects related to refractive index have been taken into account: self-phase modulation, cross-phase modulation, and four-wave mixing. These effects have been link. Performances both in upstream and in downstream directions are assessed for the central channel of the DWDM channel group. BER curves denote an evident concavity: for low power values an increasing of launch power implies better performance until a critical power value is reached; after this value, the increasing of launch power implies worse performance due to the predominance of nonlinear impairments.
Traffic Management and Quality of Service
All the deliverable services can be referred to three basic traffic typologies: downstream (DS) traffic; upstream (US) traffic and VPN traffic (i.e., direct transmission between ONUs of the same PON or of different PON trees). For all the three traffic typologies, the BHPs are always sent by the OLT. The DS traffic is managed as follows: BHPs are sent from the OLT to the nodes involved in the route to configure their SFs; BDP are sent from the OLT as well and automatically routed towards the receiving ONU. Collisions cannot occur since all the DS traffic is synchronously managed by the controller.
On the other hand, the US traffic is managed as follows: BHPs are sent from the OLT to configure the nodes and BDPs are sent from the transmitting ONU. In order to avoid collisions, ONUs requests have to be made synchronous.
Therefore, for the upstream traffic, a mechanism of dynamic bandwidth assignment has been adopted, inspired by the technique actually used in standard GPONs for timedivision multiple access [56] . Periodical grants are sent by the OLT to the ONUs and a single time slot is allocated for each of them by default. The number of time slots assigned to each ONU can be increased or decreased on the basis of bandwidth consumed by the ONU itself.
In a VPN communication, it has been conventionally established that the client ONU uses upstream bandwidth and the server ONU uses downstream bandwidth. In a VPN context, the traffic generated from both sides is managed as US traffic, since the BHPs are sent from the OLT. The traffic generated from the "client ONU" is carried in the US bandwidth, while the traffic generated from the "server ONU" is carried in the DS bandwidth. The VPN instantiation starts with a preliminary request to the controller from the "client ONU" through an US message.
One of the greatest advantages of the proposed metroaccess architecture is the possibility of managing traffic data thanks to a centralized control based on the awareness of the whole network. Traffic management can optimize the routing operations and increase the network throughput and QoS for each end-to-end communication. Overall network performances are deeply related to the software running at the application layer in the controller which can improve resources exploitation. Anyway, minimum intrinsic performances are dependent on network topology and features.
A Monte Carlo simulation has been performed to demonstrate the intrinsic network performances. Only the upstream direction has been simulated but the results obtained can be also applied in the downstream direction, since the behavior of the network is perfectly symmetrical (the network management mechanisms are the same both for upstream and for downstream traffic). The aim of this analysis is simulating the normal operation of the network in a generic instant. A certain percentage of the ONUs (rate) is active and sends a link request to the controller, i.e., they ask the controller to transmit data towards the OLT or towards other ONUs belonging to the same or to a different WDM PON. If the link request is successful, the data transmission is enabled (assumed at the full available rate ). If the transmission to be enabled is not between ONUs of the same PON, the controller has to search a free route between different nodes of the network and, if possible, allocate resources (channels) between all the nodes involved in the route. will be successful ( V ) and a certain number will be failed (
). The average values of these two numbers ( V and ) are calculated to evaluate the burst loss probability and the average throughput of each link, defined as follows:
where = 10 / . A simplified flow chart of the instructions executed in each iteration is represented in Figure 17 . The code is structured in three main blocks: the description of the network, the generation of traffic bursts, and their routing among the nodes of the network. As it is stated in the third paragraph, each ROADM is a network node.
First of all, some global parameters are defined: the number of ROADM nodes ( ); the number of ONUs ( ) in each DWDM PON, coincident with the number of channels in each DWDM link; the traffic load, i.e., the percentage of active ONUs (rate); the percentage of VPNs (% ), i.e., the part of active ONUs asking to transmit towards other ONUs (the remaining part of active ONUs asks to transmit towards the OLT). Nodes and links are described through arrays whose atoms are two variable types defined as structures. The ith node is described by the variable which has two fields:
. , i.e., the array of ONUs belonging to the WDM PON related to the node;
. , i.e., the array of neighbor nodes.
1 is assumed to be the OLT.
. is the k-th ONU belonging to the ith node.
. is the k-th neighbor node (the order of neighbors is not significant) belonging to the neighbor array of the ith node. The link between the ith node and the j-th node is described through the variable , which has one field:
, . ℎ , i.e., the array of channels constituting the link. The following assumptions have been adopted for ONUs and channels:
Traffic generation is implemented by setting a percentage of ONUs (⌊ • ⌉) in the active status: the active ONUs are determined by generating a pseudo-random sequence. For a part of them (⌊% • • ⌉), the receiver node is determined as a pseudo-random number between 2 and . For the remaining part of them the receiver node is set to 1, i.e., the OLT. In both cases the receiver ONUs can be chosen randomly, in this case between 1 and M. A × matrix of receiver nodes has been defined as follows:
Traffic routing is implemented through a recursive function whose input parameters are the transmitting node (i.e., the node associated with the transmitting ONU), the receiving node, and the number of the current hop. The function is called by the main application with the hop counter set to 1. In a few words, the routing function searches the receiving node ( ) among the neighbors of the transmitting node ( . ) and if there is any channel available to reach it ( | , . ℎ = 1). If the search has not a positive conclusion, the function invokes itself with the transmitting node set to each of its neighbors and the current hop incremented. The function can be invoked until the hop counter is less than . The path is memorized through various function calls and, if the receiving node has been found, the function returns the route, i.e., the nodes and the channels involved. In this case, the main application allocates the corresponding network resources (by setting channels) and V is incremented. Otherwise, is incremented.
In order to ensure reproducibility of the Monte Carlo simulations, several details are presented hereafter: given a traffic load value, the number of experiments (iterations) performed is = 100; therefore each value of the output variables ( and ) is calculated as the average of = 100 values; a uniform distribution can be assumed for the pseudo-random sequences.
In order to evaluate traffic congestion according to various possible configurations of the proposed architecture, two kinds of simulations have been performed: and have been calculated by sweeping rate from 10% to 100% considering different values of % and different values of .
In Figure 18 the results of the first typology of simulations is represented. If a given value of traffic load is considered, burst loss probability is higher if % VPN is lower. These results can be explained in the following way: if the percentage of VPNs is lower, a higher part of the active ONU is transmitting towards the OLT; in this case, it is highly probable that the firstly saturated links are the ones connecting the OLT with the 3-way ROADMS. Since these links represent a bottleneck for the whole network, traffic congestion increases and performance decreases.
In Figure 19 the results of the second typology of simulations are given. If a given value of traffic load is considered, burst loss probability is lower if is higher. These results can be explained in the following way: the higher is, the higher the number of ONUs and the corresponding number of available channels are. In other words, a higher granularity of the information can be routed more efficiently with a reduced traffic congestion probability and an increased throughput.
Conclusions
An innovative metro-access architecture has been described. The topology and the physical working principles have been illustrated in detail. Some hints for the specific implementation of the optical subsystems in the network nodes have been given.
The proposed architecture presents the following key features. It merges metro and access segments, it performs optical switching based on OBS, it allows reconfigurability at the physical layer based on the separation between control plane and data plane thanks to PolDM, and it enables traffic management and optimization thanks to a centralized controller.
The feasibility of an optical metro-access network has been investigated, the most impactful impairments have been considered, and the main performance has been assessed.
Taking into account both PMD and PDL, over a fiber length of = 60km and considering a bit-rate = 10 Gbit/s, performance can be considered acceptable for a misalignment û < 7
∘ between the SOP of the received signal and the SOP of the PBS used at the receiver, if the PDL coefficient is kept at û = 0.03 dB. If a misalignment û = 5 ∘ is considered, under the same conditions, performance can be considered acceptable for a PDL coefficient û < 0.6 . If û = 5 ∘ and û = 0.03 dB, over a fiber length of = 40 km, performance is good (BER < 10 −4 ) until the launch power is kept under 6 dBm. The analysis of network congestion has demonstrated that burst loss probability can be kept under = 10% and throughput over = 9 Gbit/s even if traffic load reaches 60% (considering half of the connection due to VPN traffic).
Of course, some aspects of the present proposal deserve further development. Colorless ONUs have to be compliant with the proposed architecture and should implement also algorithms for burst assembly. Furthermore the BHPG has to be designed according to the hints given in Section 4. The application layer on the controller has to be designed, i.e., the algorithms for network traffic orchestration exploiting the reconfigurability available at the physical layer. Since the algorithmic implementation of the controller has not been fully defined in this work, the protocol to be adopted for node configuration would be object of future works. Its compatibility with existing SDN standards and proposals should be investigated.
Data Availability
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