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Abstract
In the recent years we have seen that Grover search algo-
rithm [1] by using quantum parallelism has revolutionized
the field of solving huge class of NP problems in com-
parisons to classical systems. In this work we explore the
idea of extending Grover search algorithm to approximate
algorithms. Here we try to analyze the applicability of
Grover search to process an unstructured database with
a dynamic selection function in contrast to the static se-
lection function used in the original work [1]. We show
that this alteration facilitates us to extend the application
of Grover search to the field of randomized search algo-
rithms. Further, we use the Dynamic Grover search al-
gorithm to define the goals for a recommendation system
based on which we propose a recommendation algorithm
which uses binomial similarity distribution space giving
us a quadratic speedup over traditional classical unstruc-
tured recommendation systems. Finally, we see how Dy-
namic Grover search can be used to tackle a wide range
of optimization problems where we improve complexity
over existing optimization algorithms.
1 Introduction
The promise of quantum computation is to enable new
algorithms which render physical problems using exor-
bitant physical resources for their solution on a classical
computer. There are two broader class of algorithms
of which the first class is build upon Shor’s quantum
fourier transform [3] and includes remarkable algorithms
for solving the discrete logarithm problems providing
a astonishing exponential speedup over the best known
classical algorithms. The second class of algorithm is
1Author order is alphabetic here.
based upon Grover’s search algorithm for performing
quantum searching [1]. Apart from these two broader
line of divisions Deutsch algorithm based on quantum
parallelism/interference [4] is another example which has
no classical analogue. These algorithms have facilitated
us with an unprecedented speed up over the best possible
classical algorithms. With the introduction of quantum
algorithms questions were raised for proving complexity
superiority of Quantum Model over Classical Model [5].
Grover’s search algorithm was one of the first algorithms
which pioneered a class of problems solvable by quantum
computation [6] facilitating a quadratic speedup over
classical systems. Classical unstructured search or
processing of search space is essentially linear as we have
to process each item using randomized search functions
which can be at best optimized to N/2 states. In 1996,
L.K.Grover gave the Grover Search algorithm to search
through a search space in O(√N) [1]. The algorithm
leverages the computational power of superimposed
quantum states. In its initialization step an equiprobable
superposition state is prepared from the entire search
space. In each iteration of this algorithm the coefficients
(also known as probability amplitudes) of selected states,
based on a selection function, are increased and that of
the unselected states are decreased by inversion about the
mean. This method increases the coefficients of selected
states quadratically and in O(
√
N) steps we get the
selected states with high probability. The unstructured
search approach can be used to compute any NP problem
by iterating over the search space.
From a practical perspective quantum search algorithms
have several applications such as, it can be used to extract
statistics such as the minimal element from an unordered
data set more quickly than is possible on a classical com-
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puter [7]. It has been extended to solve various problems
like finding different measures of central tendency like
mean [9] and median [8]. It can be used to speed up
algorithms for NP problems, specifically those problems
for which a straightforward search for a solution is the
best algorithm known. Finally it can be used to speedup
the search for keys to the cryptographic systems such as
widely used Data Encryption Standard (DES).
In the field of e-commerce we have seen recommendation
system collects information on the preferences of users
for a set of items. The information can be acquired
explicitly (by collecting user’s ratings) or implicitly
(monitoring user’s behavior) [10, 11, 12]. It make uses
of different sources of information for providing user
with prediction and recommended items. Further, it
tries to balance various factors like accuracy, novelty,
dispersity and stability in the recommended items.
Collaborative filtering plays an important role in the
recommendations although they are often used with other
filtering techniques like content-based, knowledge-based.
Another important approach in recommending process
is the k-nearest neighbor approach in which we find the
k-nearest neighbors of the search item. Recently recom-
mendation system implementations has increased and
has facilitated in diverse areas [13] like recommending
various topics like music, television , book documents;
in e-learning and e-commerce; application in markets
and web search [14, 15, 16, 20, 22, 23, 24, 25]. Mostly
these recommendations are done in structured classical
database .
NP problems [26] have been explored in general to be
solved using Grover Search [6]. In extension to that
optimization problems have been used to find solution to
various specific applications. The class of NP Optimiza-
tion problem (NPO) [27] exists which finds solution for
the combinatorial optimization problems under specific
conditions.
In this work we develop an extension of Grover’s search
algorithm by replacing the (static) selection function
with a dynamic selection function. This allows us to
extend the application of Grover’s search to the field of
randomized search algorithms, where recommendation
systems are one such application. In later sections
we define the goals for a recommendation system and
propose an algorithm for binomial similarity distribution
space giving us a quadratic speedup over traditional un-
structured recommendation systems. Another application
is in finding an optimal search state for a given NPO
problem. We see that Durr and Hoyer’s work [7] also
performs optimization in O(log(N)
√
N), however use of
dynamic grover search can achieve the same in O(
√
N).
In section II we give a brief introduction of Grover’s
search algorithm by using standard static selection
function. In section III we introduce our model of
dynamic Grover’s search by defining the algorithm over
a binomial distribution space and then by comparing it
with the traditional unstructured recommended systems.
Lastly, in section IV we provide an application of this
dynamic Grover’s search in recommendation systems and
optimization algorithms.
2 Grover Search Algorithm
In this section we briefly describe Grover search algo-
rithm as a standard searching procedure and elaborate
on the fact that how it expedites the searching process in
contrast to a classical search algorithm on an unstructured
database [30].
Oracle: Suppose we wish to search for a given ele-
ment through an unstructured search space consisting of
N elements. For the sake of simplicity, instead of di-
rectly searching a given element we assign indices to each
of these elements which are just numbers in the range
of 0 to N − 1. Without loss of generality we assume
N = 2n(n ∈ Z+) and we also assume that there are
exactly M solutions (1 ≤ M ≤ N ) to this search prob-
lem. Further, we define a selection function f which takes
an input state |x〉, where the index x lies in the range 0 to
N − 1. It assigns value 1 when the state is a solution to
the search problem and value 0 otherwise,
f =
{
0 if |x〉 is not selected,
1 if |x〉 is selected. (1)
Here we are provided with quantum oracle-black box
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which precisely is a unitary operator O and its action on
the computational basis is given by,
|x〉|q〉 O−→ |x〉|q ⊕ f(x)〉. (2)
In the above equation we have |x〉 as the index register.
The symbol ⊕ denotes addition modulo 2 and the oracle
qubit |q〉 gets flipped if we have f(x) = 1 otherwise
it remains unchanged. This helps us to check whether
|x〉 is a solution to the search problem or not as this is
equivalent of checking the oracle qubit is flipped or not.
Algorithm: We start by creating a superposition of N
quantum states by applying a Hadamard transformation
(H⊗n where H= 1√
2
(
1 1
1 −1
)
) on |0〉⊗n.
|ψ〉 = 1√
N
N−1∑
x=0
|x〉 (3)
After the initial superposition is ready the algorithm
proceeds by repeated application of a quantum subroutine
known as the Grover iteration or as the Grover operator
denoted byG. The Grover iteration consists of following
steps:
Procedure 1: Grover iteration
1 begin
2 Apply the Oracle O
3 Apply the Hadamard transformH⊗n
4 Perform inversion about mean (m) (i.e. apply
Om = 2|ψ〉〈ψ| − I where I is identity)
5 Apply the hadamard transformH⊗n
Algorithm 1: Grover Search
1 begin
2 Initialize the system such that its state is given by
eq. 3
3 Apply Grover Subroutine O(
√
N/M) times
4 Sample the resulting state where we get the
expected state with probability greater than 12
O(
√
N/M) times
|0〉 / n H⊗n
O
H⊗n Om H⊗n
|1〉 H
Figure 1: Circuit for Grover’s search
Geometry: The process of Grover iteration can be de-
composed into a two step process i.e. phase rotation of the
marked state and a phase rotation about the average which
can be expressed geometrically [34], figure 2 shows these
two phase rotations expressed in a two dimensional space
where one dimension represents the solution space and
the other represents the remaining search space. These
normalized states are written as,
|α〉 = 1√
N −M
′′∑
x
|x〉
|β〉 = 1√
M
′∑
x
|x〉. (4)
The initial state |ψ〉 can be re-expressed as
|ψ〉 =
√
N −M
N
|α〉+
√
M
N
|β〉. (5)
where |α〉 represents superposition of all non-solution
states and |β〉 represents superposition over all solution
states. Geometric visualization of Grover iteration can be
described in two parts, the oracle function and inversion
about mean. The oracle function can be considered as
reflection of state |ψ〉 about |α〉 and inversion about mean
further reflects this state about the new mean (≈ |ψ〉).
In short, G can be understood as a rotation in two
dimensional space spanned by |α〉 and |β〉. It is rotating
the state |ψ〉 with some angle θ radians per application
of G. Applying Grover rotation operator multiple times
brings the state vector very close to |β〉.
Success : The state space after n Grover iterations is
given as follows,
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|α〉
|β〉
|ψ〉
O|ψ〉
G|ψ〉
θ/2
−θ/2
θ
Figure 2: The geometrical representation of single Grover
iteration
Gn|ψ〉 = cos((2n+ 1)θ)|α〉+ sin((2n+ 1)θ)|β〉, (6)
The success probability (Ps) of measuring the solution
state |β〉 is sin2((2n + 1)θ). So, for Ps = 1 we need
(2n + 1)θ = pi2 implying n =
pi
4θ − 12 . It is clear that
pi
4θ − 12 might not always be an integer, so the most
optimal strategy would be to choose n such that pi4θ − 12 is
as close to pi2 to maximize Ps. This implies that Ps can be
very close to 1 but not exactly 1 which indicates a certain
failure rate for Grover’s search. This gap in Grover’s
search success has been covered by some extended
general algorithms [35] [36] which propose modifications
to phase inversion or introduce arbitrary phases to make
the search process exact.
Furthermore, Long et al. extended Grover’s search
algorithm [37] [38] by using phase matching for quantum
searching wherein inversion of marked states is replaced
by arbitrary phase rotation θ and inversion of this pre-
pared state is replaced by rotation through a phase φ.
This idea of phase matching has been used by Li et al. to
propose a generalized algorithm [39] which demonstrates
greater probability of getting correct results when the
number of marked states are high (> 13 ). Alternative
approaches have been developed for maximizing the
success probability in scenarios where the fraction of
marked states are not known beforehand. Fixed point
algorithms [40] is one such approach which tries to solve
the same by always amplifying the marked states. But
these algorithms suffer from a major downside i.e. in
process of achieving a greater success probability they
loose quadratic speedup which the original Grover’s
search achieved. This loss was eliminated by Theodore
et al. at MIT [41] by presenting an alternative fixed-point
algorithm which retains the quadratic speedup while
keeping the success probability intact.
Entanglement : In recent years researchers have tried to
apprehend the role of entanglement in Grover’s search
algorithm. It has been understood that entanglement
varies with the number of iterations wherein we start
with a product state which has zero entanglement and as
the algorithm proceeds it reaches a maximum value after
which it goes back to zero [28] [29].
We use the expression given by eq 10 for calculating
the amount of entanglement at each iteration of Grover’s
search algorithm [28]. The equation describes a gen-
eral geometric measure of entanglement i.e. for a given
Grover’s state |ψr〉,
|ψr〉 = Gr|ψ〉 = cos θr√
2n −M |α〉+
sin θr√
M
|β〉, (7)
where θr = (r +
1
2 ) sin
−1(2
√
M
N
), we calculate its over-
lap with the nearest n-separable state. A general n-
seperable state is formed by tensor product of n qubits
where each qubit is in its most generalized state,
|ξ〉 = (cos φ
2
|0〉+ eiγ sin φ
2
|1〉)⊗n, (8)
where φ is the azimuthal angle and γ is the phase angle.
The entanglement for the grover state |ψr〉 can now be
expressed as the maximum overlap of between |ψr〉 and
|ξ〉,
E(|ψr〉) = 1−max|〈ξ|ψr〉|2. (9)
So, if |ψr〉 is a separable state, which is the case when
we start with Grover’s search, then the nearest separable
state would be the |ψr〉 itself. Hence, the value of overlap
will be 1 and entanglement will be zero. But in case |ψr〉
is not a separable state then the overlap with the nearest
separable state would be less than 1 and we would have
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non-zero entanglement.
On simplifying eq 9 [28],
E(|ψr〉) = 1−maxφ| cos θr√
2n −M (cos
φ
2
+ sin
φ
2
)n+
(
sin θr√
M
+
cos θr√
2n −M )(
M∑
i=1
cosn−ni
φ
2
sinni
φ
2
)|2
(10)
Using the above expression we can calculate the amount
entanglement in Grover’s state |ψr〉 after the rth iteration.
3 Dynamic Grover’s Search
In this section we introduce a dynamic selection function
fs which selects a given state |x〉 with certain probability
Ps(x). We use fs instead of the static selection function
f as used in Grover’s search to introduce randomness
in the search algorithm itself. In principle this selection
criterion can be based on different properties like simi-
larity to a given state, number of satisfying clauses etc,
for applications in recommendation systems, MAX-SAT
optimization systems etc.
We consider N items in a search space which are repre-
sented by (computational) basis vectors in a Hilbert space.
Similar to Grover’s search we again prepare a superposi-
tion of these N items (eq 3) which acts as an input to our
dynamic Grover’s search. Here our goal is to select Ns
states out of these N states using the dynamic selection
function. We define the dynamic selection function as,
fs =
{
1 |x〉 is selected with Ps(x),
0 otherwise.
(11)
The above selection function is quite similar to the
selection function in Grover search (eq 1) in the way
that it also gives out 1 for selected states and 0 for non
selected states. However this function is dynamic in
nature because it selects a given state |x〉 with a proba-
bility Ps(x) unlike eq 1 which always selects the given
|x〉 if it is a part of the solution. This dynamic function
is defined based on some selection criteria for a given
search scenario and then applied in dynamic Grover’s
search, for example one could choose fidelity as the
selection criteria. It should be noted that in this context
this dynamic selection function is predefined and does
not change over the course of execution. The dynamic
nature of this function introduces selection scenarios that
are fundamentally different from the traditional Grover
search.
For analysis let us consider the selected states be repre-
sented by |xs〉 with coefficient as and unselected states
by |xus〉 with coefficients aus. The state of the system at
any given time can be represented as,
|ψ〉 =
∑
s
as|xs〉+
∑
us
aus|xus〉. (12)
The probability of sampling from selected states is
given by Ps(=
∑
s |as|2). Similarly for unselected
states we have the corresponding probability as Pus(=∑
us |aus|2). In this context we define a new parameter
and call it as gainG(= Ps
Pus
) as an indicator for achieving
the desired result.
3.1 Analysis of Grovers Search in a differ-
ent scenario
In this subsection we discuss the impact of dynamic
selection function on the execution of Grover’s search.
We also analyze the required conditions for a Grover’s
step to complete successfully.
Lemma 1: For proper execution of Grover’s search
following conditions must be satisfied.
1. The mean µ calculated in the inversion step should
be positive.
2. The probability amplitude aus of the unselected
states |xus〉 remain positive.
3. The number of selected states |xs〉 for GainG should
be
Ns <
N
2G
where G≫ 1 (13)
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Proof 1: The mean µi (calculated in the inversion step of
ith iteration) should be positive. If the mean is less than
0 then the coefficients of the selected states will decrease
and the coefficients of the unselected states will become
negative as given by,
a′xs = µi − (−axs − µi) = 2µi + axs
a′xus = µi − (axus − µi) = 2µi − axus (14)
where axs is the amplitude of states which are selected
in the current iteration i and a′xs is the final amplitude
after inversion about mean. Similarly axus represents
the initial amplitude for unselected states and a′xus
represents the amplitude for these states after the iteration
is complete.
Proof 2: The coefficients of the unselected states should
remain positive because the mean will be negative in case
the coefficient of the unselected state is negative.
Proof 3: For successfully having a gainG,
Nsel <
N
2G
where G≫ 1 (15)
as described in Appendix A1.
Lemma 2: If a state is selected in the current Grover’s
iteration and not in the next one then the coefficient of
this selected state after the next iteration will be less than
those states which were not selected in either of these two
iterations.
Proof : Consider |ψi〉 to be the input state to the iteration
process. The first Grover’s step inverts the selected state
to |ψiv〉 and then calculates the mean state |ψµ〉. The
final probability of the selected state |ψs〉 is increased
and the state |ψus〉 is decreased as compared to the |ψi〉,
as described earlier in introduction.
Let as, aus be the coefficients of selected and unselected
states respectively, µ1 be their mean and as1, aus1 be the
final coefficients after a given Grover iteration. Then we
have,
as1 = 2µ1 + as
aus1 = 2µ1 − aus (16)
For the second iteration when no states are selected,
let µ2 be the mean and as2, aus2 be the outputs of the
iteration. These coefficients are given by,
as2 = 2µ2 − as1 = 2µ2 − 2µ1 − as
aus2 = 2µ2 − aus1 = 2µ2 − 2µ1 + aus (17)
Hence, the coefficient of the state as2 that was selected
in one iteration is less that the state aus2 that was never
selected.
The Fig 3 shows a geometric representation of a Grover
iteration with initial state (black arrow), selected and
unselected states (red arrow).
|α〉
|β〉
|ψi〉
|ψiv〉
|ψµ〉
|ψus〉
|ψs〉
θ−θ
θs
θs
2θus
Figure 3: Geometrical Representation of selection in
Grover Search. 〈ψi|α〉 = −〈ψiv|α〉 = cos θ, 〈ψiv|ψµ〉 =
〈ψs|ψµ〉 = cos θs, 〈ψi|ψus〉 = cos 2θus
Further, let us suppose that in the next iteration a state
|ψs〉 which was previously selected gets unselected and
another state |ψus〉 which was not selected previously is
still not selected. Since no state is selected in this itera-
tion no inversion occurs, so the mean |ψµ2〉 will lie above
|ψus〉 as shown in Fig 4. The inversion about mean will
cause the state |ψs1〉 (in black) to become the state |ψs2〉
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(in red). Similarly state |ψus1〉 (in black) will become
state |ψus2〉 (in red). It is quite evident that now |ψs2〉 has
a probability lower than those states |ψus2〉 which were
never selected in either step.
|α〉
|β〉
|ψus1〉
|ψs1〉
|ψµ2〉
|ψus2〉
|ψs2〉
2θs2
2θus2
Figure 4: Geometrical representation of the rejection
of a selected state. Here 〈ψus2|ψus1〉 = cos θus2,
〈ψs1|ψs2〉 = cos θs2
Note that the issue is not restricted to the case where no
state is selected, it is inherent with the use of inversion
function for unselected states. In order to overcome this
issue we need to always run each Grover’s iteration twice
with a given result from the selection function fs so that
the relative coefficients remain in the order of number of
times the state was selected.
Lemma 3: If no state is selected and the Grover’s step is
repeated twice no change happens in the coefficients.
Lemma 4: If all states are selected and the Grover’s step
is repeated twice, there is no net change in the coefficients.
Proof: In first step all the coefficients will become
negative of themselves so the mean will be negative and
inversion around the mean will leave them in negative
coefficients. In second step all the coefficients will
become negative of themselves so mean will be positive
and the coefficients will be rotated back to their original
places around the mean.
3.2 Dynamic Grover’s Search Algorithm
Algorithm 2 gives the formalized procedure of dynamic
Grover’s search algorithm.
Procedure 2: Dynamic Grover Iteration
1 begin
2 Apply the Oracle fs and store the result
3 Apply the Grover Iteration using the stored
oracle results
4 Apply the Grover Iteration again using the stored
oracle results, to nullify any negative affects of
inversion about the mean.
Algorithm 2: Dynamic Grover Search
1 begin
2 Initialize the system, such that there is same
amplitude for all the N states
3 Apply Dynamic Grover Iteration O(
√
N) times
4 Sample the resulting state, where we get the
expected state with probablity > 12
4 Applications of Dynamic Grover’s
search
In this section we explore two different applications of our
dynamic Grover’s search algorithm. In the first subsec-
tion we demonstrate its application in developing a rec-
ommendation system and in the second section we de-
scribe a generic optimization problem and discuss its so-
lution using dynamic Grover’s search.
4.1 Quantum Recommendation Algorithm
A recommendation algorithm deals with the problem
of finding similar items to a given item, for example
consider a user who is shopping an e-commerce website
for a product, the task of a recommendation algorithm
is to suggest products which might be similar to the
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former. The similarity can be decided on various different
parameters so as to achieve meaningful results which in
turn may help in boosting sales. Although, state of the
art recommendation algorithms are quite complex one
can think of them as similarity searching procedures. In
essence a recommendation algorithm on an unstructured
search space is similar to Grover’s search with the
difference of selection function. If we know the search
space well we can construct a static selection function
which can select topM states. In case of unknown search
space or a dynamic search space, we may not always
be able to construct a static selection function. In that
case we need to associate the selection dynamically to
the similarity with the given state |x〉 (say). This will
increase the probability of selecting the desiredM states
sufficiently.
1. Recommendation Problem:
Consider a standard recommendation problem,
• Given a unstructured search space S,
• The dimensionality of the space be n, and total
number of states to be N(= 2n).
• We need to find M recommended states for a
given search result |x〉.
Let the similarity S(x, y) of two pure states |x〉, |y〉
represent a measure of the likeliness of these two
states to be recommended for each other.
2. Criteria for an effective Recommendation function:
Now we give a criteria for selection function fs to be
effective in a dynamic system. Let the dynamic selec-
tion function be given by eq. 11. Then Ps should have
the following criteria in order for the selection function
to give good recommendations:
• The most likely state is selected with high prob-
ability, limS(x,y)→n Ps(x) ≥
(
1 − 1
N
)
i.e. if
x and y are similar at h bits where h → n then
probability of selection should be high.
• The least likely state is selected with a low prob-
ability, limS(x,y)→0 Ps(x) ≤
(
1
N
)
, i.e. if x and
S(x, y)
x
NStates
Figure 5: Distribution of the states with respect to simi-
larity function (Similarity function S(x, y) vsNStates)
y are similar at h bits where h → 0 then such
state should be selected with low probability.
• In order to selectM states, we have from lemma
1,M < N2G . So, the expected number of selected
states, E(Ns) =
∫
x
Ps(x, y) ≈M
3. Recommendation for Binomial distribution: Con-
sider an example for initial state space with equal ini-
tial probability for each of the states. The similarity
of states with respect to a particular state is given by
the hamming distance (i.e. number of bits which differ
between two binary strings) between the states. The
similarity function S(x, y) would be a binomial curve
Fig 5. The probability of selection is given by the fol-
lowing equation:
e− log(
n
√
K−1)S(x,y) (18)
The figure 7 shows a sample implementation of the se-
lection function fs. This function probabilistically se-
lects states which are similar to the searched state, say
|x0〉.
8
S(x, y)
Ps
Figure 6: Plotting probability of selection Ps with the
similarity function S(x, y). The blue shaded region in-
dicates the expected selected items.
|x〉
Os,|x0〉
|x〉
|0〉
|s〉
Oc
|s〉
|ζud〉 Or
|r〉
|r〉
|0〉 |O1〉
Figure 7: Circuit representation of selection function
• |x〉 : a state in the input superposition of N (=
2n) states.
• |x0〉 : searched state.
• Os,|x0〉 : operator for calculating similarity of a
given input state |x〉 to |x0〉 [31].
• Oc : operator for comparing two numbers of n
bits [31].
• Or : operator for generating random number
[32].
• |ζud〉: user defined input for the random number
generator Or.
• O1 : answer bit.
Os,|x0〉|x〉|0〉⊗n → |x〉|0⊕ fx0(x)〉 →
|x〉|fx0(x)〉 → |x〉|s〉
(19)
where |s〉 = |fx0(x)〉 and fx0(x) gives similarity s,
of a given input state |x〉 to the searched state |x0〉
such that 0 ≤ s ≤ n. Also we generate a random
number r using oracle Or such that 0 ≤ r ≤ n.
One could use an equiprobable superposition state i.e.
|ψer〉 = 1√
N
(|0〉 + · · · + |n〉) as input to a random
number generator in which case Or will be a mea-
surement operator performing a measurement on |ψer〉
in computational basis leaving us with a random out-
come. We then feed |s〉, |r〉 and an answer bit |0〉 into
the circuit Oc,
Oc|s〉|r〉|0〉 → |x〉|r〉|O1〉 (20)
Oc compares |s〉 and |r〉 and if s ≥ r then it flips the
answer bit to |1〉 ie. the given input state is selected
else it keeps the answer bit unchanged meaning that
the given input state is not selected.
The expected selected states should have similarity as
shown in Fig 6 i.e. states which are very similar to the
searched state should have a higher selection probabil-
ity.
4.2 Approximate Optimization Algorithms
The Grover’s search algorithm is a landmark algorithm
because it provided a framework [6] which can be used
to solve any NP problem with a quadratic speedup over
classical systems. Durr and Hoyer’s work on finding the
minimum in a given search space [7] can be considered
as a tool to find the optimal value (min or max) for a
search space. But it is achieved by applying Grover’s
search algorithm multiple times and uses the quantum
probability during the sampling to arrive at the optimal
state.
1. Optimization Problem: An optimization problem can
be represented in the following way:
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Given : A function f : A → R from some set
A to the set of all real numbersR.
Sought : An element |xo〉 (optimal) in A such that
f(|xo〉) ≤ f(|x〉) for all |x〉 in A (minimization) or
such that f(|xo〉) ≥ f(|x〉) for all |x〉 inA (maximiza-
tion).
2. Solving Optimization Problem using Durr and Hoyer’s
Min Approach: To solve the Optimization problem us-
ing Durr and Hoyer’s approach [7], the selection func-
tion would use algorithm 3.
Algorithm 3: Durr and Hoyers approach
1 begin
2 Set |xo〉 = |0〉
3 while True do
4 Set fs = f(|x〉) ≥ f(|xo〉)
5 Run Grover Search using fs, sample out |y〉
6 if f(|y〉) > f(|xo〉) then
7 |xo〉 = |y〉
8 else
9 break;
10 return |xo〉
The algorithm runs in expected O(log(N)
√
N)
Grover iterations.
3. With dynamic Grover’s search we present a generic
framework for solving optimization problems using
classical probability. Consider the distribution func-
tion D(|x〉) = f(|x〉), we use a probabilistic function
Ps : A→ [0, 1] such that,
lim
f(|x〉)→fmax
Ps(|x〉) ≥
(
1− 1
N
)
(21)
lim
f(x)→fmin
Ps(|x〉) ≤
( 1
N
)
(22)
Using a good heuristic a probabilistic function Ps
can be chosen and we can get optimal results with
high probability by running dynamic Grover’s search
algorithm. Hence it is apparent that dynamic Grover’s
search can be modeled for any optimization problem
which runs in O(
√
N) Grover’s iterations and the
accuracy of this search depends on the probability
function Ps.
5 Results and Discussion
On simulating the scenario described in section 4.1 we
see that dynamic Grover’s search gives a similar perfor-
mance (Fig 8) as well as desired accuracy (Fig 9) as would
have been given by a static selection function using the
Grover’s search. However this algorithm makes our rec-
ommendation system robust with respect to changes in
search space and distribution of search space. Further de-
tails can be seen from the Appendix.
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Figure 8: Comparative analysis of the number of steps
with the dimensionality of the search space , Dynamic
Grover(blue), Grover(red)
While analyzing figure 8 it must not be thought of as a
performance comparison between standard and dynamic
Grover’s search. It must be duly noted that the aim of
dynamic Grover’s search is not to outperform standard
Grover’s search (which has already been proven to be op-
timal [33]) but to add flexibility to its searching process.
The comparison depicted in figure 8 shows that dynamic
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Figure 9: Plotting probability of sampling with the simi-
larity function S(x, y). The (red) line indicates standard
Grover’s algorithm while the (blue) line indicates our dy-
namic grover search algorithm
Grover’s search follows a similar trend to that of stan-
dard Grover’s search. Furthermore, figure 9 shows the
sampling probability for standard and dynamic Grover’s
search. The plot shows that dynamic Grover’s search
gives non zero sampling probability for states which are
similar to the searched state. But for standard Grover’s
search we can see only one peak which corresponds to
the state which was being searched. Furthermore, due to
the fact that dynamic Grover’s search tries to increase the
sampling probability for more than one states it may take
more steps to reach its solution state which explains the
results shown by fig 8.
It is apparent that the dynamic oracle presented in the
above discussion has become non-unitary in nature
because of the measurement performed in the quantum
random number generator which we have introduced in
order to induce probabilistic selection of a given input
state. Like Grover’s search, dynamic grover’s search has
a complexity of O(
√
N) and in each of these iterations
our quantum oracle selects states probabilistically using
the quantum random number generator. It must be duly
noted that similar to Grover’s search oracle which outputs
0 or 1 for a given state indicating whether the state is
selected or not, the quantum oracle in dynamic Grover’s
search also outputs 0 or 1 but it does so probabilistically.
This probabilistic selection is achieved by modifying the
original oracle to use a random number generator.
Since dynamic Grover’s search has a similar complex-
ity to that of Grover’s search which means we would re-
quire almost
√
N random numbers, one for each iteration.
These random numbers are fed into the circuit as
√
N ad-
ditional quantum states (|ψrs〉) each of which will be su-
perposition states,
|ψrs〉 = |0〉+ · · ·+ |x〉+ · · ·+ |n〉√
n
=
1√
n
n∑
x=0
|x〉
(23)
where x : 0→ n, denotes the similarity between any two
given states, with a maximum value of n. So if we wish
to search a n qubit state in a given search space then the
maximum similarity between the searched state and any
state from the search space will be n i.e. all the n qubits
are same. Note that we can also use superposition states
|ψrs〉 that are not equiprobable, which will be the case
when we wish to search for more useful solutions.
As previously mentioned, we need to supply
√
N ran-
dom number generating states |ψrs〉 as input along with
the (input) search space |ψG〉. Hence, the initial state for
dynamic Grover’s search can be thought of as follows,
|ψDG〉 = |ψG〉
∣∣ψ0rs〉∣∣ψ1rs〉 . . . ∣∣∣ψ√Nrs 〉 (24)
where |ψG〉 is search space (grover state),
|ψG〉 = |00 . . .0〉+ · · ·+ |10 . . .1〉+ · · ·+ |11 . . . 1〉√
N
(25)
and
∣∣ψirs〉 is represented by eq 23.
In each iteration of dynamic Grover’s search we
measure one of these additional quantum states
∣∣ψirs〉,
which gives us a random number which is used for
probabilistic selection of states in that iteration. For
example, during the first iteration we measure
∣∣ψ0rs〉
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which may leave us with the following state,
∣∣ψ0DG〉 = |ψG〉|x〉∣∣ψ1rs〉 . . . ∣∣∣ψ√Nrs 〉 (26)
where x lies between 0 and n. After this measurement
we use the corresponding output i.e. the random number
x in our oracle to probabilistically mark states in the in-
put search space. So, states which show similarity greater
than x to the searched state are marked which may leave
us with the following Grover’s state,
∣∣ψ0G〉 = |00 . . . 0〉 − |00 . . . 1〉+ · · · − |11 . . . 1〉√
N
(27)
Now we invert the above state about mean and hence we
have the final dynamic Grover’s state after the first itera-
tion, ∣∣ψ1DG〉 = ∣∣ψ1G〉|x〉∣∣ψ1rs〉 . . . ∣∣∣ψ√Nrs 〉 (28)
where
∣∣ψ1G〉 is the grover’s state after inversion about
mean.
So, it is apparent that even though we perform a measure-
ment in our dynamic oracle the probability conservation
for the Grover’s state holds because the dynamic Grover’s
state is a product state and we perform our non-unitary
operation on the additional superposition states for the
purpose of generating random numbers. However, in
a situation where the search space and probabilistic
selection space (i.e. the space from which we generate
our random numbers by performing measurements)
become entangled somehow then the probability gets
affected which can be an independent problem of its own.
Further, we use equation (10) and perform entangle-
ment comparison between normal and dynamic Grover’s
search. In figure 10 we plot the variation of entanglement
with the number of iterations both for Grover’s search and
dynamic Grover’s search algorithm in context of the rec-
ommendation problem.
From the plot we can observe that entanglement for
normal Grover’s search increases and decrease smoothly
but such is not the case for dynamic Grover’s search.
This is expected because dynamic Grover’s search keeps
selecting and deselecting states. Whenever the number
selected states is more in comparison to normal Grover’s
search we see that entanglement is higher but the overall
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Figure 10: Plot showing entanglement vs number of steps.
The red line indicates standard Grover’s search algorithm
while the blue line indicates our dynamic grover search
algorithm
trend of entanglement in dynamic Grover’s search is
similar to (normal) Grover’s search.
Convergence: It is apparent from our discussion that the
convergence of dynamic Grovers search is completely
dependent on selection function fs. If the selection
function is static then the algorithm proceeds similar to
normal Grover’s search but in case the selection function
is probabilistic then convergence of algorithm depends
on probabilistic nature of this selection function, for
example if the probabilistic function keeps selecting and
de-selecting a single state from one iteration to another
then algorithm will not be able to converge to any solu-
tion. Another example where the algorithm would fail
to converge is when the probabilistic selection function
selects a lot states in which case the Grovers iteration
will fail to increase the amplitude of selected states as
the mean might become negative. So, not every selection
function is good fit for dynamic grover’s search and it is
not possible to analytically reason about convergence in
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all such possible dynamic search scenarios. Nevertheless,
we suggest guidelines which might help identify suitable
probabilistic selection functions. The selection function
should be such that it selects few states with high prob-
ability which would ensure that in each iteration only
those states are selected and the mean remains positive.
Such a probabilistic selection function would also ensure
that those few states are repeatedly selected in each
iteration with high probability thus ensuring that dynamic
Grover’s search will converge in the same way as normal
Grover’s search.
6 Conclusion
In our work we have presented an extension to the current
Grover’s search algorithm. The extended algorithm or dy-
namic Grover’s search proves very effective in random-
ized searching, for eg. scenarios wherein the searched
item might not exist in the searched space and it is ac-
ceptable to output an item which is similar to the searched
item. Dynamic Grover’s search doesn’t offer a speed up
over the standard Grover’s search as it is optimal but it is
worthwhile to mention that dynamic Grover’s search al-
lows it’s user to choose their own similarity criteria which
makes it a general framework for carrying out the task of
searching similar items. We have explored the same by
proposing a quantum recommendation system and have
suggested that similar approach could be used to tackle
various different problems.
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7 Appendices
A Proof of Lemma 1
Lemma 1. In order for the Grover’s search to have a
meaningful next step following conditions must be satis-
fied.
1. The Mean (µ) (calculate in the inversion step) should
be positive.
2. The coefficients of the unselected states should re-
main positive.
3. The number of selected statesNs for Gain G(=
Ps
Pus
)
should be
Ns <
N
2G
where G≫ 1
Proof: Let N , Ns and Nus represent total number of
states, number of selected states, and number of unse-
lected states respectively. Hence
Nus = N −Ns (29)
Let µ, as and aus represent the mean, the coefficient of
selected states, and coefficient of unselected states respec-
tively. So,
µ =
Nusaus −Nsas
N
(30)
For coefficient of unselected states to be positive (say in
the last step)
aus1 = 2µ− aus > 0 (31)
=⇒ 2Nusaus −Nsas
N
− aus > 0 (32)
=⇒ as
aus
< (
N
2Ns
− 1) (33)
Now G = Ps
Pus
,
=⇒ G = Nsa
2
s
(N −Ns)a2us
(34)
since as and aus is positive,
=⇒ G < Ns
N −Ns (
N
2Ns
− 1)2 (35)
for G≫ 1,
Ns <
N
2G
(36)
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