ABSTRACT Recently, many deep models have been proposed in different fields, such as image classification, object detection, and speech recognition. However, most of these architectures require a large amount of training data and employ random initialization. In this paper, we propose to stack feature learning modules for the design of deep architectures. Specifically, marginal Fisher analysis (MFA) is stacked layer-by-layer for the initialization and we call the constructed deep architecture marginal deep architecture (MDA). When implementing the MDA, the weight matrices of MFA are updated layer-by-layer, which is a supervised pretraining method and does not need a large scale of data. In addition, several deep learning techniques are applied to this architecture, such as backpropagation, dropout, and denoising, to fine-tune the model. We have compared MDA with some feature learning and deep learning models on several practical applications, such as handwritten digits recognition, speech recognition, historical document understanding, and action recognition. The extensive experiments show that the performance of MDA is better than not only shallow feature learning models but also related deep learning models in these tasks. 
I. INTRODUCTION
Deep learning models have achieved significant results in many tasks, such as image classification, document analysis and recognition, natural language processing and video analysis [1] - [5] . With multiple hidden layers, deep learning methods can explore the internal structure of high dimensional data and learn data representation with multiple levels of abstraction [6] . For example, in the face recognition applications, the learned features of the first layer may be the edges, directions and some local information. The second layer typically detects some object parts which are combination of the edges and directions. Higher layers may further abstract the face image by combining the features of previous layers (outlines of the eyes, noses, lips).
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In recent years, many deep learning models have been proposed [7] - [10] . Nevertheless, there are several complex problems to be solved, for example, some parameters need to be properly initialized, such as the weight matrix of two successive layers in deep belief networks (DBNs) and the convolution kernels in convolutional neural networks (CNNs). Furthermore, to get high performance, traditional deep learning methods need a large scale of data to train them. To the end, many problems emerge during the training process. If we don't initialize the parameters properly, the optimization procedure might need a long training time and fall into inferior local minima.
Alternatively, many feature learning methods have been proposed to learn the low-dimensional representation of highdimensional data and avoid the curse of dimensionality. In particular, most of them can be trained with limited amount of data and their learning algorithms are generally based on closed-form solution or convex optimization. For example, marginal Fisher analysis (MFA) is one of the feature learning methods that is supervised and based on the graph embedding framework [11] , [12] . It utilizes an intrinsic graph to characterize the intra-class compactness, and another penalty graph to characterize the inter-class separability. The optimal solution of MFA can be learned by generalized eigenvalue decomposition. Whereas, shallow feature learning models cannot achieve good performance if the structure of the data is highly nonlinear; on the other hand, the combinations of these shallow feature learning models have rarely been exploited to design deep models.
In order to simultaneously solve the existing problems in deep learning models and combine the advantages of feature learning models, we proposed a novel deep learning method based on stacked feature learning modules. Specifically, instead of using random initialization, stacked MFA layers are applied to initialize this deep architecture, so that the constructed deep learning models are called marginal deep architecture (MDA). At first, to increase the capacity of the architecture, we use a random weight matrix to project the input data to a higher dimensional space. Next, the stacked MFA layers are applied to learn the lower dimensional representations of the data layer by layer. At last, the softmax layer is connected to the final feature layer. During the implementation of MDA, we add some tricks in the training process to fine tune it, such as back propagation, dropout and denoising. We have compared MDA with some feature learning and deep learning models on different domains of datasets (including handwritten digits recognition, speech recognition, historical document understanding, image classification, action recognition and so on). Experiments show that the performance of MDA is better than not only shallow feature learning models, but also related deep learning models.
Please note that, although convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have played an important role in many image, video and natural language applications, feedforward neural networks are still important. For instance, they can be used to deal with vectorized data and as the fully connected layers of many deep learning architectures. Hence, how to design deep feedforward neural networks is still an important issue for the deep learning community.
The contributions of this work can be summarized as follows:
1. We propose a novel deep architecture called MDA. The neurons in the first hidden layer of MDA are twice or quadruple of that in the input layer. Next, several layers of feature learning models are stacked to learn the low dimensional representations of the input data. In the end, a softmax classifier is applied. 2. In general, traditional deep learning models require a large amount of training data to obtain good results. Whereas, MDA can achieve better performance than these models with limited amount of training data due to the supervised pre-training method rather than random initialization. 3. Experiments demonstrate that the proposed MDA can obtain good results in several fields of data sets, such as natural images, spoken letters and handwritten digits. These results show that MDA is a general model to handle data sets with different scales of data. In addition, for large size images, combining convolutional operations and MDA, we can obtain competitive results with existing deep learning methods. The rest of this paper is organized as follows: In Section II, we give a brief overview of related work. In Section III, we present the proposed marginal deep architecture (MDA) in detail. The experimental settings and results are reported in Section IV. At last, Section V concludes this paper with remarks and future work.
II. RELATED WORK
Since 2006, many deep learning models have been proposed. Primitively, Hinton and Salakhutdinov proposed the deep autoencoder (AE) that is an effective way to learn the lowdimensional representations of high-dimensional data [10] . Based on AE, Vincent et al. [13] proposed the denoising autoencoder (DAE), which made the learned representations robust to partial corruption of the input data. Subsequently, Vincent et al. extended DAE to stacked DAE (SDAE), which works very well on natural images and handwritten digits. To prevent the weights in deep neural networks from co-adaptation, Hinton et al. [14] introduced the dropout technique, which delivers new records for many speech and object recognition applications. However, due to numerous parameters, previous deep learning models generally need a large scale of training data to obtain good learning results.
In recent years, to address many vision problems, the research on deep convolutional neural networks (CNN) develops very fast [4] , [15] - [18] . Specifically, in the research of image classification, Krizhevsky, Sutskever and Hinton proposed a large, deep convolutional neural network (AlexNet) to classify the 1.2 million high-resolution images in the ImageNet data set. The authors use efficient GPU to speed AlexNet. The results show that a large, deep convolutional neural network is capable of achieving recordbreaking results on a highly challenging data set using purely supervised learning [4] . In order to transfer a trained deep convolutional neural network to new tasks, Donahue et al. [15] proposed the deep convolutional activation feature (DeCAF), which is extracted from a well trained deep convolutional neural network on a large object recognition data set. DeCAF provides a uniform framework for researchers, who can improve and change this framework on some specific tasks. However, its performance at scene recognition has not attained the same level of success. In order to alleviate this problem, Zhou et al. [17] introduce a new scenecentric database called Places with over 7 million labeled pictures of scenes. Then, they learn the deep features for scene recognition tasks using deep architectures, and achieve VOLUME 7, 2019 excellent results on several scene-centric datasets. However, these methods based on convolutional operation need very large scale of training samples and can not work well with limited amount of data.
In many domains other than computer vision, deep learning methods also achieve good performances. In [19] , Hinton et al. represent the shared views of four research groups in using deep neural networks (DNNs) for automatic speech recognition (ASR). The DNNs that contain many layers of nonlinear hidden units and a very large output layer can outperform Gaussian mixture models (GMMs) at acoustic modeling for speech recognition on a variety of data sets. In the area of genetics, Xiong et al. [20] use deep learning algorithms to derive a computational model that takes DNA sequences as input to predict splicing in human tissues. It reveals the genetic origins of disease and how strongly genetic variants affect RNA splicing. In the area of natural language understanding, deep learning models have delivered strong results on topic classification, sentiment analysis and so on. Amongst others, Sutskever et al. [21] proposed a general approach, multilayered long short-term memory (LSTM), which can solve the general sequence to sequence problems better than before.
On the other hand, in the field of feature learning models, dimensionality reduction plays a crucial role to handle the problems for visualizing high-dimensional data and avoiding the ''curse of dimensionality'' [22] , [23] . Traditional dimensionality reduction can mainly be classified by three criteria: linear or nonlinear, e.g., principal components analysis (PCA) [24] and linearity preserving projection (LPP) [25] are linear methods, while stochastic neighbor embedding (SNE) [26] is a nonlinear method; supervised or unsupervised, e.g., marginal Fisher analysis (MFA) [11] , [12] and linear discriminant analysis (LDA) [27] are supervised methods, and PCA is an unsupervised method; local or global, e.g., MFA and SNE are local methods, and PCA is a global method. Many feature learning models provide excellent solutions for the applications of dimensionality reduction. However, for large scale complex problems, feature learning models may not perform well. Considering this situation, we try to select some well-behaved feature learning models and combine them to deep architectures. Among others, MFA is one special formulation of the graph embedding framework [11] . It utilizes an intrinsic graph to characterize the intra-class compactness, and another penalty graph to characterize the inter-class separability. Our motivation of this work is to combine the advantage of MFA and deep architectures and propose a new supervised initialization method for deep learning algorithms.
There are also some work about feature learning models based on the deep architectures [28] - [30] . Yuan et al. [28] proposed an improved multilayer learning model to solve the scene recognition task. This model learn all features used for scene recognition in an unsupervised manner. George et al. [29] proposed the deep semi-Non-negative matrix factorization (NMF), which is able to learn hidden representations from different, unknown attributes of a given dataset. Whereas, this model is proposed for learning lowdimensional representations that are better suited for clustering. Ngiam [30] proposed a deep architecture, which is an unsupervised model to learn feature representations over multiple modalities. They argued that multi-modality feature learning is better than one modality and achieved good performance on video and audio data sets.
In this work, we combine the advantages of feature learning models and deep architectures [31] , [32] , which stack MFA to initialize the deep architecture as a supervised pre-training method. Then, we employ some deep learning techniques, like back propagation, denoising and dropout to fine-tune the network. The advantage of this deep architecture is that we can learn the desirable weight matrix even if the training data is not large enough. And compared with traditional deep learning models and shallow feature learning models, the proposed method perform better than them in most cases.
III. MARGINAL DEEP ARCHITECTURE (MDA)
In this section, we present an innovative architecture of deep learning models first; After that, we introduce the proposed marginal deep architecture (MDA) in detail. In addition, some deep learning techniques used for the training of MDA, including back propagation, denoising and dropout, are also presented.
A. A NOVEL FRAMEWORK OF DEEP ARCHITECTURE
The target of feature learning can be described as follows. If there are n input data, X = {x T 1 , . . . , x T n } ∈ R D , where D is the dimensionality of the data space. The learning objective is to search for the compact representations of these data, i.e. Y = {y T 1 , . . . , y T n } ∈ R d , where d is the dimensionality of the low dimensional embeddings.
In this paper, we consider the feature learning problems from the perspective of deep learning, and stack shallow feature learning modules to build deep networks [31] , [32] . In this case, the data maps from the original D-dimensional space to the d-dimensional space layer by layer. This deep architecture can be seen as a general framework for data representation learning. The data flow in the deep architecture can be abstracted as
where D 1 is the dimensionality of a high dimensional space mapped from the original space. In order to increase the capacity of the network, it is twice or quadruple as many as those neurons in the input layer. D i stands for the dimensionality of the i-th intermediate representation space, and p is the total stages of mappings. In this framework, feature learning modules with various output dimensions are applied to learn the representations of data in each layer. The mapping functions between consecutive layers are obtained by the layer by layer optimization of the feature learning models. The framework of the proposed deep architectures is briefly and W F 3 represent the weight matrices learned by feature learning models. For simplicity, the bias terms are omitted.
presented in Fig. 1 . In this figure, the first hidden layer is randomly initialized by matrix W r1 , and the new representation of an input x can be written as
where g(.) is a non-linear activation function. After that, MFA or other feature learning models are used to initialize the subsequent layers. The outputs of the subsequent hidden layers are
For example, in Fig. 1 , W F 2 and W F 3 are the weight matrices of the second layer and third layer learned from feature learning models. In the end, softmax regression is adopted as the last layer for the classification tasks. In the first hidden layer, the higher dimensional representations of input data can be learned. Afterwards, the following feature learning models can learn the lower dimensional embeddings step by step. The key point of this network is that the weight matrices of the hidden layers are initialized by feature learning modules except the matrix in the first hidden layer, which may deliver a better performance than other deep learning models initialized by random matrices.
B. MARGINAL FISHER ANALYSIS (MFA)
Based on our novel framework of deep architecture, we employ marginal Fisher analysis (MFA) to construct MDA. There are several advantages to use MFA. Compared with many traditional feature learning models, such as linear discriminant analysis (LDA), there is no assumption about the data distribution of each class, so that MFA is more general for discriminant analysis. In addition, the margins between classes can properly characterize the separability of the classes. Therefore, we apply MFA as the building blocks of MDA.
MFA follows the graph embedding framework to construct an intrinsic graph that characterizes the intra-class compactness and another penalty graph that characterizes the inter-class separability [11] . Suppose the input data is X = {x 1 , . . . , x n } and the projection matrix is W = {ω 1 , . . . , ω d }. The intrinsic graph aims to connect each sample to its k-nearest neighbors in the same class. Suppose that we use N (i) to denote the k-nearest neighbors of x i in its class. The intra-class compactness can be described as
where D is a diagonal matrix with elements D ii = j A ij . The adjacency matrix A is given by
The penalty graph connects the marginal point pairs of different classes. We use M(C) to denote a set of input pairs that are k-nearest pairs among the set {(i, j)|i ∈ C ∧ j / ∈ C}, where C is class of an input x i . The inter-class separability can be defined as 
The target of MFA is to minimize the intra-class compactness and maximize the inter-class separability simultaneously. Therefore, the marginal Fisher criterion is defined as
In [11] , to apply MFA for face recognition applications, the faces are firstly projected into a PCA subspace by the transformation matrix W PCA to reduce noise. Since the features are learned by multiple layers in MDA and the whole deep architecture is fine-tuned by back propagation, it is not necessary to reduce the dimension of data by PCA at first. Hence, we compute the projection matrix W MFA directly using Eq. (12) at each layer. Here, MFA is used as the initialization method of the weight matrices in MDA. For different layers of MDA, the input X of W MFA in Eq. (12) is the output of its previous layer. For example, in Fig. 2 , W MFA 2 and W MFA 3 are computed using the output of their previous layers. In addition, the weight matrices calculated by MFA are only applied to initialize the weight matrices of MDA at the first iteration. Then, we apply back propagation to fine-tune these matrices.
C. MARGINAL DEEP ARCHITECTURE (MDA)
Based on the novel deep architecture framework and the benefits of MFA, we present MDA in the following. As depicted in Fig. 2 , MDA is constructed by integrating MFA into the novel framework. Given an input vector x ∈ [0, 1] d , it is firstly mapped to a higher dimensional space by a random weight matrix W r1 . The activation output of the first hidden layer can be written as
where s(.) is the sigmoid function s(x) = 1 1+e −x , b is the bias terms, and a 1 is the output of the first hidden layer. From the second layer to the (n − 1)-th layer, the weight matrices are learned by MFA to initialize MDA layer by layer.
We use the softmax regression as the last layer of MDA for classification tasks, so that the number of neurons is the same as the number of classes. The cost function can be defined as
where N and K are the total number and class number of the input data, respectively. I(x) is the indicator function. If x is true, I(x) = 1, else I(x) = 0. y i is the label of x i . w j and w l are weight vectors corresponding to class j and l. Hence, the probability that x i is correctly categorized to class j is
From the (n − 1)-th layer to the last layer, we continue to use MFA to map it. To then end, we can consider that the MDA is initialized with a supervised pre-training method.
D. DEEP LEARNING TECHNIQUES APPLIED TO MDA
In order to improve the performance of MDA, we adopt some deep learning techniques to fine-tune MDA, including back propagation, denoising and dropout.
1) BACK PROPAGATION
Back propagation [33] is an efficient optimization algorithm to optimize MDA, which employs stochastic gradient descent to learn the weight matrices and the bias terms layer by layer. For every neuron i in the output layer (n-th layer), the error term can be described as
where J (w) is the cost function computed from (15) , and a n i is the output of neuron i in the output layer. For every neuron i from the (n − 1)-th layer to the second layer, the calculation of the error term is
Then, the
are calculated as,
By calculating the gradient of the cost function of MDA with respect to the parameters, the back propagation algorithm can update the weight matrices and bias terms in the layers of MDA. It starts from the output layer at the top and ends with the input layer at the bottom.
2) DENOISING OPERATION
Denoising is proposed in the denoising autoencoder to improve its robustness [13] . It can be viewed as a regularization method and avoids the ''overfitting'' problem. The main idea of it is that we can set the required proportion of ν ''destruction'' and corrupt partial input data. We can select a fixed percentage ν randomly for every input x. The value of these inputs is fixed at 0, while the others remain unchanged. A partially destroyed versionx of an initial input x can be obtained through a stochastic mapping,
where q D (x|x) is the unknown data distribution. Hence, a hidden representation h can be computed as
In MDA, we use denoising to improve its performance. A concrete illustration can be seen in Fig. 2 . With the denoising operation, the output of the first hidden layer is computed as
where W r 1 and b 1 are the random weight matrix and the bias term in the first hidden layer. The ''denoising'' method is proposed based on a hypothetical criterion for network design: robust to partial destruction of the input data. This criterion implies that good internal representations can be learned from an unidentified distribution of the input data. Therefore, this method is a benefit to learn more robust structure and avoids the overfitting problems in most cases.
3) DROPOUT
Similar with denoising operation, dropout is an efficient method to prevent overfitting [14] . Dropout has a dramatic effect on the test set when a deep learning model is trained on a small training set. It is a regularization technique to prevent the complex co-adaptations on the training data. The key point of dropout is that each neuron in the hidden layers is randomly excluded from the model with a probability of β. Besides, dropout can be seen as an efficient way of performing model averaging with deep learning models. Fig. 2 depicts the dropout operation in MDA.
IV. EXPERIMENTS AND DISCUSSIONS
To evaluate MDA, we performed several experiments on different sizes of data sets. We designed MDA in different structures in order to explore the optimal architecture of it. At first, we tested the MDA on five benchmark data sets to explore the best architecture of MDA and compared it with other feature learning and deep learning models. Then, in order to show the performance of MDA initialized by the supervised initialization method on different sizes of data sets, we applied MDA to a specific dataset with extremely limited data, CMU mocap, and a relatively large data set, CIFAR-10. In addition, we combined MDA with convolutional neural network (CNN) for addressing image classification tasks, and used the supervised initialization method in the pre-training phrase of deep CNNs on the CIFAR-10 data set.
A. DATE SET DESCRIPTIONS
We first evaluated the MDA on five benchmark datasets. In addition, we also tested MDA on a specific task, which uses the CMU motion capture (CMU mocap) data set. 6 The CMU mocap data set includes three categories, namely, jumping, running and walking. We chose 49 video sequences from four subjects. For each sequence, the features are generated using Lawrence's method, 7 with dimensionality 93 [34] . By reason of the few samples of this data set, we adopt 10-fold cross-validation in our experiments and use the average error rate and standard deviation to evaluate the performance. At last, we test MDA on a classic data set CIFAR-10 8 to test the performance of MDA on image classification applications. Furthermore, we combined MDA with CNN, and evaluated this model on CIFAR-10. The CIFAR-10 data set includes 60000 32 × 32 color images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. Fig. 5 shows some examples of the CIFAR-10 data set from the 10 categories.
B. CLASSIFICATION ON FIVE BENCHMARK DATA SETS
In this experiments, we compare MDA with several related deep learning models on the 5 benchmark data sets. These deep learning models include autoencoder (AE) [10] , stacked autoencoders (SAE), denoising autoencoders (DAE) [13] , stacked denoising autoencoders (SDAE) [35] and denoising autoencoders with dropout (DAE(dropout)) and a variant of MDA, PDA. Note that the architecture of PDA is the same as MDA but the feature learning module of PDA is PCA [24] instead of MFA [11] , [12] .
1) EXPERIMENTAL CONFIGURATIONS
All of these deep learning models have the same structure and configurations. The size of minibatch was set to 100, the learning rate and momentum were set to the default value 1 and 0.5, the number of epoch was set to 400, while the dropout rate β and the denoising rate ν were set to 0.1. In AE and SAE, the weight penalty of the L2 norm was set to 10 −4 . For MFA, the number of nearest neighbors for constructing the intrinsic graph was set to 5, while that for constructing the penalty graph was set to 20. The target dimensions of data representations in MDA and PDA on these data sets are shown in the last column of Table 1 .
2) CLASSIFICATION RESULTS
From the experimental results shown in Table 2 , we can see that MDA performs best on four data sets except the Sensor data set, compared with other models. Meanwhile, it obtained the second best result on the Sensor dataset. Furthermore, PDA achieved the best result on the Sensor data set and the second best results on the other data sets. These results demonstrate that in most cases, the proposed deep learning models can achieve good performances on data sets with limited amount of training data. We can also conclude that the performance of MDA is better than not only the related deep learning models, but also some shallow feature learning methods, such as PCA and MFA as shown in Table 2 . These results demonstrate that MDA and PDA based on stacked some feature learning models can learn better representations of the input data than shallow feature learning methods. However, it is not always true that deep learning models perform better than the feature learning models. For instance, the performance of MFA is better than AE, DAE, DAE with dropout and SDAE on the Sensor data set. This indicates that training with a limited amount of data, some feature learning methods may learn the representations of the input data better than deep learning models. MDA possesses the advantages of both deep learning and feature learning models. Experimental results show the advantages of MDA on data sets with limited amount of training data.
3) TIME CONSUMPTION
The time consumption on training and test process for 7 different deep architectures are shown in Table 3 . Each experiment was carried out 5 times and the averaged results are reported. Note that all the experiments were performed on a 4-core intel(R) Core(TM)2 Quad Q9550 CPU with 2.83GHz clock frequency. We can see that the training times of PDA and MDA are similar with AE, DAE and DAE with dropout. However, they are much faster than SAE and SDAE. On the Isolet data set, the time consumptions of PDA and MDA are less than other deep architectures. This demonstrates that 30226 VOLUME 7, 2019 PDA and MDA can sometimes achieve good results with short training time because of their efficient weights initialization. The training periods of SAE and SDAE are very slow because every layer in SAE and SDAE is an autoencoder layer, and it requires a long optimization time for initializing the weight matrix. During the test procedure, all the methods have similar efficiency as their architectures are the same. These results show the efficiency of MDA. It's mainly because of that it can achieve good initial weight matrices by a short time and perform well on the learning tasks.
4) THE DENOISING AND DROPOUT RATIOS
In order to evaluate the influence of the denoising and dropout operations on MDA, we designed an experiment on the 5 benchmark data sets with different denoising ratios and dropout ratios. Firstly, we fixed the dropout ratio at 0.1, then adjusted the denoising ratio from 0.1 to 0.5. Next, we fixed the denoising ratio at 0.1, and modified the dropout ratio from 0.1 to 0.5. These experimental results are shown in Fig. 3 . We can see that MDA achieved minimum error on all data sets when denoising ratio and dropout ratio are 0.1. The error was increasing with the increasing of denoising ratio and dropout ratio in most cases. For the USPS data set, the error decreased when dropout ratio was changed from 0.2 to 0.3.
For the Sensor data set, the error decreased slightly when denoising ratio was changed from 0.2 to 0.3. The experimental results demonstrate that denoising and dropout operations can improve the performance of MDA when selecting appropriate values for them. Without the denoising and dropout operations, the experimental results is not as good as adopting these operations. In the following experiments, we set both of them to 0.1.
5) DIFFERENT STRUCTURES FOR MDA
In order to explore better structures of MDA, we constructed different structures of it by changing the number of nodes in each layer. For the USPS data set, we first got rid of the second layer, the structure of the model was 256 − 128 − 64 − 32. Then, we set the number of the nodes in the second layer to twice of that in the input layer, so that the architecture changed to 256 − 512 − 128 − 64 − 32. Next, the nodes in the second layer were quadruple as many as those in the input layer, and the architecture became to 256 − 1024 − 512 − 256 − 128 − 64 − 32. Finally, the nodes were octuple as many as those in the input layer, so that the architecture was 256 − 2048 − 1024 − 512 − 256 − 128 − 64 − 32. The structures of MDA on other data sets were changed similarly, as shown in Table 4 . The experimental results with these different structures of MDA are shown in Table 5 . We can see that MDA achieved the minimum classification error on all the data sets except the Covertype data set when the nodes in the second layer are twice of that in the input layer. Besides, MDA obtained the best performance on the Covertype data set when the nodes of the second layer are quadruple of that in the input layer. We can conclude that MDA can work well when the nodes in the second layer are twice or quadruple as many as the nodes in the input layer. Then we employed these structures that achieved best results to compare the performance of MDA with its related models on these data sets. In addition, except on the Covertype data set, when the nodes in the second layer increase from doubled nodes gradually, the errors increase at the same time.
6) DIFFERENT NUMBERS OF HIDDEN LAYERS FOR MDA
As a deep learning model, the depth of MDA is very important. With the architecture getting deeper and deeper, the training of the deep learning models may become more and more difficult. It means that we shall spend more computing resources if the architecture is very deep. In order to evaluate how many hidden layers are appropriate to different tasks, we designed different structures on the 5 benchmark data sets. We applied MDA with from 1 to 7 hidden layers on the USPS and Isolet data sets and from 1 to 5 hidden layers on the Covertype, Sensor and Ibnsina datasets. Other experimental settings are the same as previous experiments. Table 6 shows the classification error on the 5 benchmark data sets with different numbers of hidden layers for MDA. All the data sets achieved the best results when the number of hidden layers is 3 except the USPS data set. On the USPS data set, MDA achieved the best result when the number of hidden layers was 5. When the number of hidden layers is from 1 to 3, with the increasing number of hidden layers, the classification error decreased on all the data sets. With limited amount of data, we don't need very deep architectures to handle them.
7) EFFECTS OF INITIALIZATION METHODS
To evaluate the effect of MFA as an effective network initialization method, we applied different network initialization methods to the same deep architecture on the 5 benchmark data sets. These initialization methods included 30228 VOLUME 7, 2019 random initialization, SAE as the unsupervised pre-training method and MFA as the supervised pre-training method. Firstly, the deep architectures initialized by these methods are evaluated on the 5 benchmark data sets before the training phase. Then, we tested these models after the same training epochs on the same data sets. On each data set, the structures and experiment settings of these deep models were kept the same. The structures were 256 − 128 − 64 − 32 for the USPS data set, 617−308 for the Isolet data set, 48−24 for the Sensor data set, 54 − 27 for the Covertype data set and 200 − 100 for the Ibnsina data set, respectively. Fig. 4 illustrates the test accuracies of these models before and after the training period on the 5 benchmark data sets. NN is the neural network initialized by random initialization. SAE and MDA are the same neural network initialized by SAE and MFA, respectively. It is easy to see that, MDA achieved the best results in the pre-training period of the deep models without back propagation training and after the same training period. These experimental results demonstrate that compared with other initialization methods, the stacked MFA in MDA can initialize the deep architecture more effectively and obtain better performance after the same training epochs.
C. CLASSIFICATION ON THE CMU MOCAP DATASET
To test the performance of MDA on real world applications, we evaluated it on a specific data set, CMU mocap. CMU mocap is a very small data set including only 49 samples. Traditional deep learning methods cannot work well in this application. We compared MDA and PDA with PCA, MFA and other 5 deep learning models. The architectures of all the deep models (except the PDA) are 93 − 186 − 93 − 47 − 24. Specially, since the CMU mocap data set only has 49 samples, the PCA method can only reduce the dimensionality to 49 at most, so that the architecture of PDA was set to 93 − 186 − 49. The denoising ratio and dropout ratio were set to 0.1 on all the deep learning models, including AE, DAE, DAE with dropout, SDAE, SAE, PDA and MDA. The weight penalty of AE was set to 10 −4 . The learning rate was set to 0.01, the momentum was set to 0.5 and the number of epoch was set to 600. The experiment was tested based on 10-fold cross validation. The experimental results are shown in Table 7 .
In Table 7 , we can see that PDA and MDA achieved the best and second best results on this dataset and have lower standard deviation than other deep learning models. This demonstrates that PDA and MDA are more stable than other deep learning models. Moreover, deep learning models perform better than shallow feature learning models, such as PCA and MFA. Through these results, we can see that in applications with limited amount of training data, our proposed methods can achieve desired and stable results compared with other deep learning and feature learning models.
D. CLASSIFICATION ON THE CIFAR-10 DATA SET
In order to assess MDA on image classification applications, we chose CIFAR-10 as a relatively large scale data set to evaluate the performance of MDA.
In this section, we performed two experiments. In the first experiment, we tested MDA on the CIFAR-10 data set to test its performance on image classification applications. In the Second experiment, because MDA is a fully-connected network, we selected a CNN and replaced its fully-connected layers with MDA. This new model was named CNN-MDA. In this case, we tested the effect of MDA as a supervised initialization method in CNNs.
1) PERFORMANCE OF MDA ON THE CIFAR-10 DATA SET
In this experiment, we first transformed the color images in the CIFAR-10 data set to gray level images and named them gray CIFAR-10, so that the dimensionality of the images reduced to 32 × 32 × 1. Fig. 5 shows some example images in the CIFAR-10 data set. Fig. 6 shows the corresponding gray level images. Then, we flattened each sample as a 1024 dimensional vector, which can be input to MDA. Based on the previous experiments, the architecture of MDA was designed as 1024 − 2048 − 1024 − 512 − 256 − 128 − 64. The size of minibatch was set to 100. The dropout ratio and denoising ratio were set to 0.1, respectively. The number of epoch was set to 400. The learning rate was set to 1 and the momentum was set to 0.5. We compared MDA with 8 previous methods. Table 8 shows the classification accuracy on gray CIFAR-10. Due to the high dimensionality and high complexity of the problem, PCA and MFA did not perform well. Furthermore, MDA achieved the best results in all the compared methods. However, due to working on gray level images and loss of the color and spatial information of the images, we didn't get the state-of-the-art result on this data set. 
2) PERFORMANCE OF CNN-MDA ON THE CIFAR-10 DATA SET
In this experiment, we combined MDA and CNN by replacing the fully-connected part of CNN with MDA, which can be initialized by the supervised pre-training method. This model is named CNN-MDA and its structure is shown in Fig. 7 . Compared with the original CNN, its fully connected part is initialized by MDA. Typically, we chose a classic CNN model, LeNet-5, and replaced its fully-connected part with MDA and named it LeNet-5-MDA. Note that the structures of CNN-MDA and LeNet-5-MDA remained the same as their original models. Then, we tested these CNNs on the CIFAR-10 data set without fine-tuning.
The performance of these models can be seen in Table 9 . On the one hand, LeNet-5 and LeNet-5-MDA did not achieve good results on this data set, mainly because of their limited number of parameters. On the other hand, compared with their original architectures, both CNN-MDA and LeNet-5-MDA can optimize the original networks better and achieve higher accuracy by replacing the fully-connected parts with MDA. It can be concluded that the fully-connected parts of CNNs can be initialized effectively by MDA with the supervised pre-training method.
E. COMPARISON BETWEEN MDA AND DEEP JOINTLY INFORMED NEURAL NETWORKS (DJINN)
Deep jointly informed neural networks (DJINN) is an effective model, which can automatically construct feedforward neural networks based on decision trees [36] . Furthermore, it can initialize the constructed model by its tree-informed initialization method as a warm-start to the training process. DJINN has shown its high predictive performance for a variety of regression and classification tasks. Here, we construct these two models by the same number of layers and compare the test accuracies and computational cost of DJINN and the proposed MDA on the same data sets.
The initialization period of DJINN is to determine the architecture and weight utilizing the dependency structure of a decision tree trained on the data. At the same time, the initialization period of MDA is to compute the weight matrices using MFA. Since the main difference between DJINN and MDA is their initialization methods, the computational cost of the two models is evaluated with the time consumption of their initialization period under the same experiment conditions.
The experiment results are shown in Table 10 . MDA achieved better results than DJINN on all the 5 benchmark data sets. In addition, the computational cost of MDA is much less than DJINN on these data sets. This is because MDA only needs to compute the weight matrices between different layers in the pre-training phase. It can be concluded that the performance of MDA is better than DJINN with less time consumption.
V. CONCLUSION
In this paper, we propose a novel deep learning architecture by stacking feature learning methods. We apply the feature learning method MFA to this framework and name it MDA. In this case, MDA can be initialized by a supervised pre-training method. Furthermore, some deep learning techniques, such as back propagation, denosing and dropout operation, are employed on MDA to improve its performance. Extensive experiments demonstrate that on data sets with limited amount of data, the performance of MDA is better than both shallow feature learning models and relevant deep learning models. Experiments on the CIFAR-10 data set show that MDA can be used in CNNs for the supervised initialization of their fully-connected layers. In the future work, we intend to exploit some other feature learning methods for the deep architecture construction and explore the different structures of this novel deep learning framework. 
