The use of smartphone applications based on the Android OS platform is rapidly growing among smartphone users. However, malicious apps for Android are being developed to perform attacks, such as destroying operating systems, stealing confidential data, gathering personal information, and hijacking or encrypting sensitive data. Several malware detection systems based on machine learning have been developed and deployed to extract a variety of features to prevent such attacks. However, new efficient detection methods are needed to extract complex features and hidden structures from malicious apps to detect malware. This paper proposes a novel framework, namely, MalResLSTM, based on deep residual long short-term memory to identify and classify malware variants. The framework imposes a set of constraints on the deep learning architecture to capture dependencies between the extracted features from the Android package kit (APK) file. These feature sets are mapped to a vector space to process the input sequence using a sequence model based on the residual LSTM network. To evaluate the performance of the proposed framework, several experiments are conducted on the Drebin dataset, which contains 129,013 applications. The results demonstrate that MalResLSTM can achieve a 99.32% detection accuracy and outperforms previous algorithms. An extensive experimental analysis was conducted, which included machine-learningbased algorithms and a variety of deep learning-based algorithms, to evaluate the efficiency and robustness of our proposed framework.
I. INTRODUCTION
Malicious software (malware) is an unwanted program that intends to harm the victim's workstations, mobile devices, servers, and gateways [1] . Common malware programs, such as viruses, worms, trojans, horses, spyware, ransomware, scareware, bots, and rootkits, exploit the system vulnerabilities to infect the target. Cybercriminals attack the systems of individuals and organizations with various objectives, such as destroying operating systems, damaging computers or networks, stealing confidential data, gathering personal information, and hijacking or encrypting sensitive data. To protect users' computers, mobiles, servers and gateways, malware detection tools should be developed and deployed to prevent attacks. Many malware tools have been developed by anti-virus companies for scanning vulnerabilities, detecting intrusions, and monitoring and preventing malware. These The associate editor coordinating the review of this manuscript and approving it for publication was Kaitai Liang . defense products, such as Semantic, Kaspersky, and McAfee, are constantly updated to maintain their effectiveness against malware attacks. The Android OS platform is rapidly growing and has dominated more than 85% of the smartphone market [2] , [3] ; as a result, Android malware development is increasing and has reached more than 26 million programs [4] . Thus, an effective detection system is needed for investigating a variety of malware scenarios [5] . Malware issues can be detected via three feature extraction analysis methods [6] [7] : static, dynamic, and hybrid analysis methods. First, static analysis collects the features from the Android app without executing the APK files. The malicious code is hidden in the APK file using a packer tool such as UPX, NsPack, VMprotect, or Andromeda [8] . The APK file includes features such as Windows API calls, the network address, byte n-grams, strings, opcodes, and control flow graphs. However, this method is not effective against dynamic code loading or code obfuscation. Second, dynamic analysis is used with more complicated and complex malware, which cannot be identified via static analysis. Dynamic analysis observes the behavior of the malware during the program execution process. Dynamic detection methods utilize information flow tracking through the system calls, network traffic and user interactions. However, challenges are encountered with this method regarding the duration of the execution, the observation process, the number of programs that are assessed by the malware detection system, and technique that is used to avoid Android virtualization [9] . Third, hybrid analysis is a combination of static and dynamic analysis. Typically, the API call information is extracted through the static analysis, followed by observation of the file execution behavior [10] , which typically achieves higher accuracy detection compared to the static and dynamic methods. However, hybrid analysis has a high time complexity and requires a framework for utilizing both static and dynamic features. Table 1 compares the static, dynamic and hybrid analysis methods.
After extracting the features, malware analysis algorithms are applied to detect and classify the malware. Recently, machine learning (ML) algorithms have been intensively used in malware analysis, especially for unknown malware, with a variety of techniques, such as support vector machine (SVM) [11] , random forest (RF) [12] [13] , neural network (NN) [14] , and convolutional neural network (CNN) [15] , among others [2] , [31] . The learning algorithms are categorized into three domains: supervised, semi-supervised, and unsupervised. Supervised learning utilizes previously labeled samples to enable the model to predict a new sample. Unsupervised learning utilizes unlabeled samples to extract the underlying structure from the hidden features. Semi-supervised learning is a combination of supervised and supervised learning in which a small number of samples are labeled and most of the samples are unlabeled. In this paper, we apply supervised learning since the training samples are labeled. The main contributions of this work are summarized as follows:
1-Introduce a novel malware detection framework that is based on residual deep learning; 2-Map the extracted feature sets to a vector space to capture dependencies and the hidden structure;
3-Propose a specialized residual long short-term memory (LSTM) architecture and constraints for classifying the application file; 4-The proposed approach outperforms all other considered methods on the Drebin dataset; 5-The efficiency and robustness of the proposed framework are evaluated via several experimental analyses.
The remainder of the paper is organized as follows: Section II discusses related work in detail. Section III describes how to construct the feature vector space and presents the overall architecture of proposed Android malware detection framework, namely, MalResLSTM, in detail. The efficiency and robustness of the proposed detection framework and the experimental results of the proposed framework are analyzed and discussed in Section IV. Section V summarizes the proposed framework and discusses future work.
II. RELATED WORK
The use of the Android OS and its applications, such as mobile payment systems, has been rapidly increasing. The Android OS platform has more vulnerabilities because it uses open-source software. This has attracted many attackers to write complex malicious programs for infecting users' devices. Effective malware detection systems are needed for countering such attacks. In this section, previous malware detection analysis algorithms are discussed and analyzed according to their feature extraction and classification/ clustering algorithm types. Malware detection methods can be categorized into four categories: signature-based methods, behavior-based methods, intelligence-based methods, and cloud-based methods.
A. SIGNATURE-BASED METHODS
Predefined pattern matching is one of the most popular malware detection methods, which is based on known malwares that are stored in a large database. Methods that use predefined pattern matching are called signature-based methods. Signature-based methods are widely applied by famous antivirus companies, such as Comodo, McAfee, Symantec, and Kingsoft. When a new malware program is released, antimalware software products must create new signatures and update their databases regularly. Signature-based detection utilizes a unique pattern and a sequence of bytes that is extracted from the malware file to identify the malware [16] . Tang et al. [17] proposed a network-based signature generation (NSG) method for constructing a tree structure, namely, PloyTree, for defending against polymorphic worms. The PloyTree algorithm consists of two components for classifying the variant of worms by updating the signature tree construction: a signature tree generator and a signature selector. Fraley et al. [18] detected polymorphic malware by utilizing topological feature extraction with data mining techniques. Alam et al. [19] introduced an Android malware detector system, namely, DroidNative, which analyzes a control-flow pattern to detect malwares in android native code and other variants. DroidAnalytics [20] is an Android malware analytic system that is based on a multi-level signature algorithm for retrieving and associating malicious logic at the opcode level. DroidAnalytics can detect zero-day repackaged malware. Signature-based methods are easy to apply and can quickly identify the malware variants [21] ; however, they can be fooled via encryption, obfuscation and polymorphism techniques [22] .
B. BEHAVIOR-BASED METHODS
Behavior-based methods monitor the program's behaviors and activities to detect malware in the executable file. The malware detection is based on both the object's code and structure and uses dynamic analysis. The two main features that have been utilized in recent behavior malware studies are system calls and network traffic [7] . In [23] , Miao et al. introduced a bilayer behavior abstraction technique that utilizes API sequences, in which behavior features are based on semantic layers. Sun et al. [3] implemented a detection system that monitors the behavior of an Android application based on kernel-level monitoring. Furthermore, Saracino et al. [24] proposed a novel behavior-based android malware detection system, namely, MADAM. MADAM monitors, extracts and analyzes features at four levels, namely, the application, kernel, package, and user levels, to detect misbehavior in system calls. In [25] , Jang et al. designed a hybrid malware detection system that is based on behavior profiling, namely, Andro-Profiler, which utilizes the system logs and calls to detect malware. In addition, Monet [26] is a malware detection framework that utilizes the generation of the runtime graph and the system call to form the runtime behavior signature. Monet consists of a client and a backend server module for detecting variant malware. The runtime behavior signature is analyzed by the backend server to detect and defend against malware attacks such as the transformation attack. Behavior-based methods can detect unknown and polymorphic malware; however, the time complexity for detecting variant malware at runtime is regarded as an overhead.
C. INTELLIGENCE-BASED METHODS
Intelligence-based methods use artificial intelligence algorithms to cluster and classify malware apps. With the advancements in deep intelligent methods, intelligence-based methods have been used in most recent malware detection studies, where both data mining and machine learning are used as intelligent models to identify and classify sophisticated malware apps. Yuan et al. [27] implemented an online deep-learning-based malware detector, namely, DroidDetector, for detecting malware applications. The DroidDetector model is based on two phases: deep belief networks (DBNs) followed by stacked restricted Boltzmann machines (RBMs) with a deep neural network, which is available online for automated detection. LI et al. [28] developed a significant permission identification (SigPID) malware detection system that utilized the decision tree model, which is a supervised machine learning technique, to detect and classify malware families. In [29] , Bat-Erdene et al. proposed a novel technique for identifying and detecting packing algorithms via symbolic aggregate approximation (SAX) using naive Bayes and SVM classifiers. LI et al. [14] proposed a two-level model and a prediction model that are based on a machine learning framework for identifying and detecting the domain generation algorithm (DGA). First, the DGA domains are distinguished from the normal domain. Then, a clustering method is used to identify the algorithms that form the DGA. Second, a prediction model that is based on the hidden Markov model (HMM) is used to detect the incoming domain features. Karbab et al. [30] proposed the MalDoze framework, which is based on a raw sequence of app's API calls and uses deep learning techniques. In [31] , Vinayakumar et al. proposed a deep-learning-based framework, namely, ScaleMalNet, for identifying and classifying zero-day malware. In addition, the authors evaluated a variety of machine-learning-based and deep-learning-based algorithms that utilize static analysis, dynamic and image processing methods for malware detection systems. Moreover, Kang et al. [32] utilized opcodes and API function names to classify malicious files into families using a word2vec model and LSTM networks. In [33] , Xiao et al proposed a detection method based on two LSTM models utilizing semantic information to classify the system call sequence. Vinayakumar et al. [34] proposed a stacked LSTM network to detect all individual behaviors of malware application.
D. CLOUD-BASED METHODS
The use of cloud-based methods has been rapidly increasing due to the huge number of released malwares and to the low cost; however, cloud-based methods have shortcomings in terms of time consumption and data vulnerability. The detection agents that provide the security services are on the cloud servers. Users can utilize the services by uploading any types of files on the cloud servers and receive the detection result. In [35] , Abdelsalam et al. proposed a malware detection system that is based on cloud infrastructures for VMs and uses a deep learning approach. Sun et al. [36] introduced a cloud-based malware detection method, namely, CloudEyes, that relies on a scanning agent on the cloud. Furthermore, Zonouz et al. [37] designed a cloud-based service, namely, Secloud, that emulates a version of the smartphone device inside the cloud and synchronizes the devices inputs and the network connections to detect malware. Mirza et al. [38] introduced a cloud-based scalable service, namely, CloudIntell, that is hosted on Amazon web services (AWS) for detecting malware via machine learning techniques.
Previous malware detection systems have attempted to address the malware detection issues through either signature, behavior, cloud or intelligent based methods. However, intelligent methods have been lately proven to outperform other methods in detecting complex malware variants. Recently, deep learning algorithms have been explored and utilized to analyze the feature extraction in order to detect malware variants. However, capturing the dependencies between extracted features has not been fully explored, thus, this paper has explored the dependent relationship between API calls to detect malware variants as explained next.
III. PROPOSED FRAMEWORK
In this section, the MalResLSTM framework architecture and its components are described, as illustrated in Fig. 1 . The framework utilizes eight sets of features, which are listed in Table 2 : hardware components, requested permissions, app components, filtered intents, restricted API calls, used permissions, suspicious API calls, and network addresses.
These sets of features are embedded into a feature vector. Then, the feature vector is fed to our specialized deep learning algorithms for classification/detection. The proposed framework consists of four major phases: static extraction of raw data, feature extraction sets, vector space embedding, and a residual long short-term memory model process. These phases are detailed in the next subsections.
A. STATIC EXTRACTION OF RAW DATA
The first step in extracting features from an Android package kit (APK) file is to access the manifest file and to disassemble the dex file. Both the manifest and the disassembled files are decoded using the Android asset packaging tool to retrieve sets of features as strings, as explained below.
B. FEATURE EXTRACTION SETS
String features are extracted from the APK file and are divided into eight feature types [39] as shown in Fig. 1.: (S 1 ) Hardware components: This type is based on a request to access hardware components such as the camera and GPS. The requests to access a specified hardware component is declared in the manifest file and has a security implication.
(S 2 )Requested permissions: This request is granted by the user during installation and configuration, which allows the attacker to access the device resources, such as SEND SMS permission.
(S 3 ) App components: An Android application consists of four components: activities, content providers, broadcast receivers, and services. The name of each component can be utilized in the feature set to identify well-known malware.
(S 4 ) Filtered intents: The communications between components and the applications that enable the components to register and to receive messages are called intents, such as BOOT COMPLETED. (S 5 ) Restricted API calls: The Android system has identified a list of restricted API calls that can be accessed only after requesting a permission.
(S 6 ) Used permissions: Matching of API calls with permissions is utilized to monitor the behavior of the application.
(S 7 ) Suspicious API calls: Only a set of API calls are allowed to access sensitive data and specified resources. These API calls sometimes lead to suspicious behavior, such as getDeviceId() and Cipher.getInstance().
(S 8 ) Network addresses: Establishing a connection to retrieve data from the smartphone device is the last step in the proposed framework. The obtained data are the IP address, hostname, and URL, which are found in the disassembled file.
C. EMBEDDING IN A VECTOR SPACE
Extracted features from the previous feature set process are utilized to identify malicious software, for example, sendSMS() is used to access sensitive data in set S7 and SEND SMS() is used to obtain permission in set S1. However, deep learning utilizes numerical computations. Therefore, extracted feature sets are mapped to a vector space to capture the dependencies between these features and to facilitate the detection processes. All eight feature sets are joined to define a vector as shown in Fig. 1 .
Each feature S that is extracted from an application (A) is set to value (1) in the vector space ϕ(a) and the other dimension is set to value (0). For a set of applications A:
where I (a, s) is defined as follows:
The vector space of ϕ(a) for a malicious application is: 
According to Equation (4), the feature vector of ϕ(a) is:
ϕ (a) = [1, 3, . . . , . . . , . . . , . . . , . . . , 4]
The feature vector is used as an input to the residual LSTM network, as explained in the next subsection. Fig. 2 illustrates the architecture of the residual long shortterm memory network. The long short-term memory (LSTM) network is a powerful deep learning method that was proposed by Hochreiter et al. [40] for overcoming the vanishing gradient and exploding gradient in recurrent neural networks (RNNs). In addition, LSTM can learn long-term dependencies through memory gates based on time series. The entire architecture consists of thirteen layers, including the input and output layers.
D. RESIDUAL LONG SHORT-TERM MEMORY MODEL
The shape of the input layer is a tensor with three parameters (samples, timesteps, and feature) and the batch size at each iteration is 400 samples. The second layer is an LSTM layer with 128 units, which accepts the input tensor as an input. The third layer has 256 LSTM units and the fourth layer has 128 LSTM units. The fifth layer is a residual layer that accepts inputs from the 2 nd layer and the 4 th layer and passes them through a batch normalization layer. The 6 th layer has 128 LSTM units and the 7 th layer has 256 LSTM units. The 8 th layer is an LSTM layer with 128 units. The 9 th layer is a batch normalization layer that accepts residual connections from the 6 th and 8 th layers. The 10 th layer is an LSTM layer with 256 units and the 11 th layer has 64 LSTM units, which only outputs one h by setting return sequence to false. The 12 th layer is a batch normalization layer that accepts the output of the 11 th layer as an input. The output layer uses a sigmoid activation function as a classifier. The basic structure of the long short-term memory cell is explained next.
E. LSTM
The proposed LSTM framework consists of memory blocks, each of which consists of three gates: an input gate i t , a forget gate f t , and an output gate o t . Fig. 3 illustrates the architecture of the long short-term memory cell. These gates and states are defined as follows: Input gate:
Forget gate:
Output gate:
Input transform:
State update:
where σ is the sigmoid activation function; W and b denote the weights and bias, respectively; x t denotes the input feature vector at timestep t; ⊗ is the element-wise product; and c t and h t denote the memory cell and the hidden layer output, respectively.
Algorithm 1 Batch Normalization [42] Input: Values of x over a mini-batch: B = {x 1.......m }; Parameters to be learned: γ , β Output:
Residual networks were introduced in [41] for avoiding vanishing gradients and enhancing the generalization performance. Residual connection is implemented in the proposed MalResLSTM framework by utilizing the skip connections, namely, the shortcut connections, where the identity map and the output are added to the output of the stacked layer, as illustrated in Fig. 2 . In the framework, both the output of the hidden statesĥ and the stacked hidden layer must have the same LSTM units. Throughout the architecture, each residual layer has 128 LSTM units. Implementing the deep residual connection increases the detection accuracy by reducing the convergence rate of the training error. Each residual connection is followed by a normalization layer, as explained next.
G. BATCH NORMALIZATION
Batch normalization was introduced by Loffe and Szegedy [42] for stabilizing learning and for overcoming the poor initialization problem. Batch normalization is applied to a mini-batch and acts as a regularizer to prevent overfitting. Batch normalization is implemented by setting the mean to zero and the variance to one, as specified in Algorithm 1. However, batch normalization is not applied to all layers in the framework to avoid model instability; it is applied only after the residual connection layers and after the last LSTM layer. Empirically, a mini-batch size of 400 samples was observed to result in a higher detection rate when the minibatch was normalized in the normalization layer.
H. CONSTRAINTS
While training the framework, it is observed that imposing constraints on the model increased the learning rate and the stability. First, the fully connected layer is eliminated from the top of the residual LSTM. Second, the Adam optimizer [43] is used as an optimization algorithm instead of stochastic gradient descent. Third, the last layer uses a sigmoid function to classify the input application as benign or malicious. 
IV. DISCUSSION AND PERFORMANCE EVALUATION A. DATASET
The Drebin dataset [39] , [51] is used to evaluate the performance of our method experimentally. Drebin contains 131,611 applications: 96,150 applications were collected from Google play, 19,545 from Chinese markets, 2,810 from Russian markets and 13,106 from other sources. In addition, all samples in the Android malware genome project [52] are included. To identify the malicious and benign applications in the dataset, ten anti-virus scanners are used to inspect the samples: Kaspersky, ClamAV, Sophos, McAfee, Panda, AntiVir, AVG, ESET, Bit-Defender, and F-Secure. An Android app is regarded as malicious if it is detected by at least two of the anti-virus scanners. The final Drebin dataset contains 123,453 benign applications and 5560 malware samples. This dataset is one of the largest malware datasets for evaluating the malware detection system.
B. DISCUSSION AND ANALYSIS
In this subsection, the efficiency of the proposed detection framework is discussed and analyzed in depth based on three aspects: the utilization of captured dependencies, the set of constraints on the architecture, and the framework stability. The proposed framework was compared with previous detection systems on samples from the Malgenome project and it outperformed all the systems, according to Table 3 . First, most previous works do not utilize the dependencies between API calls, which effects the performances of their systems. Deep neural networks (DNNs) are more suitable for identifying the relationships between input and output variables, which cannot explicitly capture dependencies between the input sequences. In contrast, recurrent neural networks can recognize and capture dependencies between sequences. When both deep and recurrent neural networks are tested on the same dataset, DNN achieves a 99.66% detection rate and MalResLSTM 99.32%. Hence, recurrent model can capture the dependencies between API call requests.
Second, imposing constraints, such as eliminating the fully connected layer from the top of the residual LSTM, and using the Adam optimizer enable the framework to learn quickly and increase its stability. The LSTM framework with full connected achieves a 98.60% detection rate, whereas the framework without the fully connected achieves a 99.32% detection rate. Third, both batch normalization and residual connection enable the framework to avoid overfitting and stabilize the learning process. Thus, the LSTM network without residual connection and without batch normalization achieves a 99.68% detection rate, whereas that with both residual connection and batch normalization achieves a 99.32% detection rate.
C. PERFORMANCE EVALUATION
In this subsection, the detection performance of the proposed framework is investigated and evaluated using the Drebin dataset. The dataset is split into a training set (66%) and a test set (33%). The training set is used to train the framework, whereas the test set is used to evaluate the performance. First, the proposed framework is compared with other proposed systems in terms of overall accuracy, where the Malgenome project is used in most of them, as presented in Table 3 . The accuracy of our proposed framework was higher than those of other proposed systems, including most of the deep learning algorithms, such convolutional neural network (CNN) and recurrent neural network (RNN). In addition, the MalResLSTM framework outperforms the other systems on the original dataset that was proposed by D. Arb [39] , according to Table 3 . The proposed framework and various machine learning algorithms are implemented using Windows 10 with an Intel i7-8750H CPU and 32 GB RAM. Scikit-learning, Tensorflow and the Keras library are utilized as tools to implement the framework. To evaluate the performance of the MalResLSTM framework, various machine learning algorithms are implemented, such as logistic regression, support vector machine, random forest and neural network, on the same dataset as reported in Table 4 . For comparison, the following algorithms are tested on the Drebin dataset: logistic regression (LR), support vector machine (SVM), random forest (RF), neural network (NN), recurrent neural network (RNN), gated recurrent unit (GRU), and long shortterm memory (LSTM).
The following evaluation metrics are computed to measure the performance of the classifier: 
Recall = TP TP + FN
F1 − score = 2 * TP 2 * TP + FP + FN (15) where TN and TP denote the numbers of true-negative and true-positive results, respectively, and FN and FP denote the numbers of false-negative and false-positive results, respectively. According to the comparison results of these algorithms using the evaluation metrics, the proposed framework achieves the best result, as presented in Table 5 . The precision score of the proposed framework is 0.92 which is the highest score that was obtained. According to Table 6 , deep residual LSTM outperforms sequence models RNN and GRU due to its superior ability to extract the dependence between the features and the model stability.
V. CONCLUSION AND FUTURE WORK
Malware programs have affected many mobile devices by utilizing system vulnerabilities, such as viruses, worms, trojans, horses, spyware, ransomware, scareware, bots, and rootkits, to infect the target. Malware programs are used to achieve various objectives, such as destroying operating systems, damaging computers or networks, stealing confidential data, gathering personal information, and hijacking or encrypting sensitive data. To address these issues and to detect malware programs, this paper proposes a novel framework that is based on a deep learning algorithm for identifying and classifying malware variants. First, Feature sets are extracted from APK file and then mapped to a feature vector. Then, the feature vector is utilized to extract the hidden features and structural dependencies using a sequence model that is based on the deep residual long short-term memory network, namely, MalResLSTM. A set of constraints is applied to the deep learning architecture to capture dependencies between the extracted features from the Android package kit (APK). The architecture consists of thirteen layers, including the input and output layers. Applying residual connection to the LSTM layers reduces the convergence rate of the training error and improves the detection performance. An extensive experimental analysis was conducted to investigate the efficiency of the proposed framework . The performance of the MalResLSTM framework is evaluated using the Drebin dataset, on which it achieves 99.32% detection accuracy and outperforms previously proposed algorithms. In the future, bidirectional LSTM and the attention mechanism will be further explored and investigated. Furthermore, an adversarial example should be used to evaluate the vulnerability of the framework.
