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Referat
Die Arbeit ordnet sich in das Gebiet der unscharfen Klassifikation ein und stellt im Detail
eine Weiterführung der Forschung zur Fuzzy-Pattern-Klassifikation dar. Es handelt sich dabei
um eine leistungsfähige systemtheoretische Methodik zur klassifikatorischen Modellierung
komplexer, hochdimensionaler, technischer oder nichttechnischer Systeme auf der Basis von
metrischen Messgrößen und/oder nichtmetrischen Experten-Bewertungen. Die Beschreibung
der Unschärfe von Daten, Zuständen und Strukturen wird hierbei durch einen einheitlichen
Typ einer Zugehörigkeitsfunktion des Potentialtyps realisiert. Ziel der Betrachtungen ist
die weiterführende Nutzung des bestehenden Klassenmodells zur unscharfen Beschreibung
nichtkonvexer Objektmengenmorphologien. Ausgehend vom automatischen datengetriebenen
Aufbau der konvexen Klassenbeschreibung, deren vorteilhaften Eigenschaften sowie Defiziten
wird im Rahmen der Arbeit eine Methodik vorgestellt, die eine Modellierung beliebiger
Objektmengenmorphologien erlaubt, ohne das bestehende Klassifikationskonzept zu verlassen.
Kerngedanken des Vorgehens sind:
• Die Aggregation von Fuzzy-Pattern-Klassen auf der Basis so genannter komplementärer
Objekte.
• Die sequentielle Verknüpfung von Fuzzy-Pattern-Klassen und komplementären Klassen
im Sinne einer unscharfen Mengendifferenz.
• Die Strukturierung des Verknüpfungsprozesses durch die Clusteranalyse von Komple-
mentärobjektmengen und damit der Verwendung von Konfigurationen aus komplemen-
tären Fuzzy-Pattern-Klassen.
Das dabei gewonnene nichtkonvexe Fuzzy-Klassifikationsmodell impliziert eine Vernetzung
von Fuzzy-Klassifikatoren in Form von Klassifikatorbäumen. Im Ergebnis entstehen Klas-
sifikatorstrukturen mit hoher Transparenz, die – neben der üblichen zustandsorientierten
klassifikatorischen Beschreibung in den Einzelklassifikatoren – zusätzliche Informationen
über den Ablauf der Klassifikationsentscheidungen erfassen. Der rechnergestützte Entwurf
und die Eigenschaften der entstehenden Klassifikatorstruktur werden an akademischen Test-
strukturen und realen Daten demonstriert. Die im Rahmen der Arbeit dargestellte Methodik
wird in Zusammenhang mit dem Fuzzy-Pattern-Klassifikationskonzept realisiert, ist jedoch
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1 Einleitung und Grundlagen
1.1 Motivation
1.1.1 Motivierende Einordnung
"Wir ertrinken in Daten, aber uns durstet nach Wissen.“ Vergegenwärtigt man sich einerseits
die unheimliche Menge von aufeinander wirkenden Systemen, die wir als Umgebung wahr-
nehmen, und andererseits die zunehmende computer- bzw. sensorgestützte Überwachung
einer Vielzahl dieser Systeme, wird der erste Teil dieses von JOHN NAISBITT geprägten Zitats
wohl am ehesten deutlich.
Beispiele für solche überwachte Systeme sind:
• das Verkehrssystem einer Stadt oder eines Landes (Autobahnmaut),
• Fertigungsstraßen in der Automobilproduktion,
• das System Mensch im Rahmen einer ärztlichen Untersuchung,
• aber auch das meteorologische System der Erde, denkt man an eine Wettervorhersage.
Für den zweiten Teil stelle man sich vor, systemspezifische Entscheidungen bzw. Maßnah-
men oder Prognosen treffen zu müssen – wie z. B. Instandhalter, Ärzte, Manager, Politiker. So
ist es offensichtlich, dass die Gewinnung von Erkenntnissen aus der Flut von aufgenommenen
Daten für verschiedenste Interessengruppen von großer ökonomischer, ökologischer und so-
zialer Bedeutung ist. Die grundlegendste Erkenntnis über ein System (neben seinem Aufbau)
ist dessen dessen Verhaltens- oder Erhaltungszustand (der Status, die Lage oder Kondition,
in der sich das System befindet). Ausgehend von der Systemstruktur und einem bekannten
Systemzustand können zweckdienliche Entscheidungen getroffen werden:
• Aufgrund einer erkannten Stau- und Unfallsituation können die Operatoren eines
Leitsystems den Verkehrsfluss zielgerichtet beeinflussen.
• Der Instandhalter legt ein Wartungsintervall für ein Fertigungswerkzeug auf der Basis
seines Verschleißzustandes fest.
• Der Mediziner wendet eine geeignete Therapie auf ein erkanntes Krankheitsmuster an.
• Der Meteorologe prognostiziert das Regenaufkommen entsprechend der vorliegenden
Wetterlage.
Im Fokus dieser Arbeit steht genau jene Modellierung und Beschreibung von systemtypi-
schen Phänomenen ausgehend von bedeutungstragenden Sätzen beobachteter Systemzustände.
Allgemein bieten sich hierfür verschiedene fundamentale Zugänge an. Konkret können An-
sätze der theoretischen und der experimentellen Modellbildung unterschieden werden. Der
Ansatz der theoretischen Modellbildung nimmt eine Systembeschreibung auf Basis von
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systemspezifischen Bilanzgleichungen vor [Cellier und Kofman 2006]. Aufgrund der viel-
fältigen hochdimensionalen und nichtlinearen Wechselwirkungen innerhalb eines Systems
oder auch mit anderen Systemen kann dieser Ansatz zu sehr aufwendigen Modellen führen
oder eventuell nur sehr eingeschränkt bzw. gar nicht verwendet werden. Die zweite Heran-
gehensweise fasst die Methoden der experimentellen Modellbildung zusammen. Ziel dieser
Methoden ist die Erstellung eines Modells bzw. die Einordnung eines betrachteten Phänomens
auf der Basis von Beobachtungen bzw. Messergebnissen. Insbesondere bei der Unterschei-
dung verschiedener Systemzustände in hochdimensionalen, komplexen und nichtlinearen
Systemen, deren Ein- oder Ausgangsverhalten nicht bzw. nicht hinreichend mathematisch
beschreibbar ist, hat sich neben vielen Ansätzen das dieser Arbeit zugrunde liegende Vorgehen
der Klassifikation etabliert [Gaul 2005; Duda u. a. 2000].
Als ein natürliches und effektives Prinzip der Informationsverarbeitung sowie der kohären-
ten Wissensorganisation werden mit dem Aufstellen von Klassen komplexe Erscheinungen
übersichtlich geordnet und miteinander in Relation gebracht. Bei der klassifikatorischen
Beschreibung/Modellierung von Systemen wird angenommen, dass sich systemtypische Zu-
stände in Form von sogenannten Mustern aus einer Menge an Beobachtungen bzw. Daten
manifestieren; man denke beispielsweise an:
• wochentagsspezifische Verkehrsaufkommen (z. B. der Berufspendlerverkehr jeden
Sonn- und Freitag)
• verschleißtypische Temperaturentwicklung und Stromaufnahme einer Bearbeitungs-
maschine (z. B. während eines Fräsvorgangs mit stumpfen Schneidzeugen)
• krankheitstypische Werte einer Menge von kranken Patienten (wie z. B. Anzahl weißer
und roter Blutzellen sowie Tumormarker bei Leukämie)
Ein solches durch Beobachtungen gestütztes Muster kann nun als Klasse verstanden und in
Form eines Klassenmodells verallgemeinert werden. Dabei wird die philosophische Haltung
eingenommen, dass Klassen eine Abstraktion der sie stützenden Beobachtungen bilden.
Sie repräsentieren sowohl grundlegende Eigenschaften der einzelnen Beobachtung als auch
übergeordnete, z. B. morphologische Eigenschaften der gesamten klassenstützenden Menge
an Beobachtungen.
Je nach Abstraktions- bzw. Lernphilosophie und Datenlage werden verschiedene Klas-
senmodelle und Klassifikationsmechanismen unterschieden. Ein Überblick zu bestehenden
Klassifikationsmethoden wird in Kapitel 1.2.2 gegeben. Unabhängig von der konkreten Reali-
sierung ist es das ureigenste Anliegen der klassifikatorischen Zustandsbeschreibung, angelern-
te Klassenstrukturen für die Einordnung neuer unbekannter Beobachtungen zu nutzen. Das
heißt im einfachsten Fall festzustellen, ob ein Systemzustand oder systemtypisches Phänomen
beobachtet wurde oder nicht. Für die genannten Beispiele heißt dies, zu entscheiden:
• ob ein spezielles Verkehrsaufkommen vorliegt,
• ob der Verschleißzustand einer Bearbeitungsmaschine erreicht ist oder
• ob ein neuer Patient eine Krankheit aufweist.
Während das Prinzip und Anliegen der Klassifikation relativ einsichtig ist, kann dies sowohl
von den dieser Aufgabe zugrunde liegenden Daten als auch von den zu beschreibenden
Mustern nicht behauptet werden. Sensoren besitzen Auflösungsgrenzen, Messwerte sind
verrauscht oder aufgrund von Sensorausfällen nicht vorhanden oder gar „falsch“. Als Produkt
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der Messdaten spiegeln auch die sich einstellenden Muster deren unangenehme Eigenschaften
wider. Folglich ist es meist unklar, in welcher Morphologie oder in welchem Ausmaß ein
Muster ausgeprägt wird. Selbst wenn Messdaten „genau“ bestimmt sind, tragen sie im Sinne
der Zuordnung zu einem Muster bzw. einer Klasse eine gewisse Unsicherheit. Ferner können
sich zu beschreibende Muster bzw. Systemzustände überlappen, sodass eine eineindeutige
Zuordnung nicht repräsentativ, geschweige denn sinnvoll ist. Es besteht dementsprechend ein
Interesse, sowohl die im Datenmaterial vorhandenen Unsicherheiten als auch zustandsbedingte
Unsicherheiten beim Aufbau der Klassen sowie bei der Zuordnung unbekannter Daten zu
berücksichtigen und als wertvolle Informationen für anschließende Entscheidungen zur
Verfügung zustellen.
Eine Disziplin, die sich mit der Formalisierung unsicherer und vager Konzepte beschäftigt,
ist die sogenannte Fuzzy-Theorie [Mamdani 1976; Kaufmann 1975; Zadeh 2006, 1975,
1965]. Der Begriff der Fuzziness oder zu Deutsch „Unschärfe“ wurde von Lotfi Zadeh und
vielen Anderen im Umgang mit den vagen linguistischen Beschreibungen der menschlichen
Kommunikation geprägt. Beispiel einer solchen unscharfen Beschreibung ist die subjektive
Einschätzung der Wassertemperatur eines Bades. Beispielsweise wird eine Wassertemperatur
mithilfe eines Temperaturmodells als kalt, kühl, warm, zu heiß oder lauwarm eingestuft. Das
Ziel der Fuzzy-Theorie besteht nun darin, diese unscharfen Bewertungsmaßstäbe in Form
funktionaler Wahrheitswertdarstellungen zu formalisieren, vgl. Abbildung 1.1.
°C
µ
1 kalt kühl lauwarm warm heiß
3025 403520151050 45
Abbildung 1.1: unscharfe Beschreibung des Temperaturempfindens der Wassertemperatur
Der Wahrheitswert µ gibt dabei an, wie eine gemessene Temperatur im menschlichen
Temperaturempfinden eingeordnet wird. Dementsprechend würde die Einordnung der kon-
kreten Wassertemperatur von 21.3◦C zu Zugehörigkeiten in den Kategorien kalt (0.12), kühl
(0.95) und lauwarm (0.15) führen. Eine subjektive Interpretation dieser, für Menschen nicht
messbaren, Wassertemperatur wäre: „kühl, aber tendenziell lauwarm“.
Wie deutlich wird, ist die Beschreibung von vagen bzw. unscharfen Konzepten – wie zum
Beispiel „geringes Verkehrsaufkommen“, „geringfügiger Verschleiß“ oder „erhöhte Körper-
temperatur“ – mithilfe von Intervallen einer Beschreibungsgröße (Merkmal) sowie deren
Überlappung ein Kerngedanke der Fuzzy-Theorie. Der Ansatz der unscharfen Beschreibungen
wird durch die Nutzung eines kontinuierlichen Wahrheitswertes (der Zugehörigkeiten) als
informatorische Qualität der intervallbasierten Darstellung vervollständigt. Aufgrund dieser
intervall- bzw. regelbasierten Beschreibung bildet die Fuzzy-Theorie ein einfaches, robustes
und vor allem transparentes Konzept im Umgang mit Unsicherheiten.
Ferner wird ausgehend von den Grundzügen einer menschlichen Beschreibung im Rahmen
der Fuzzy-Theorie angenommen, dass jegliche Beobachtungen und Aussagen als unscharfe
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(intervallbasierte/ausstrahlende) Entitäten verstanden werden können.1
Ruft man sich an dieser Stelle noch einmal die das widrige Umfeld der Klassifikation in
Gedanken zurück, so erkennt man das synergetische Potential der Verknüpfung von Ansätzen
der Fuzzy-Theorie mit dem Anliegen der Klassifikation (vgl. Abschnitt 1.2.2.3) [Hüllermeier
2009, 2005; Kwiatkowska u. a. 2009]. Die vorliegende Arbeit entwickelt einen Zugang zur
Nutzung dieser Synergien auf der Basis des Vorgehens der Fuzzy-Pattern-Klassifikation nach
[Bocklisch 1987].
Die Fuzzy-Pattern-Klassifikation beschreibt ein formales Vorgehen zur Zusammenfassung
von Beobachtungen zu hierarchisch höher geordneten Beschreibungen, den sogenannten
Fuzzy-Pattern-Klassen. Die Kerngedanken der Fuzzy-Theorie werden dabei sowohl bei der
Modellierung unsicherer Beobachtungen (Sensordaten) als auch bei der klassifikatorischen






sich in drei Mustern formieren
Modellierung der Muster durch drei
unscharfe (Fuzzy-Pattern-) Klassen
Abbildung 1.2: prinzipielles Vorgehen der Fuzzy-Pattern-Klassifikation
Um den geschilderten Ausgangspunkt dieser Arbeit in einem praktischen Kontext zu
illustrieren, seien zwei Mengen von PKW (handelsübliche, motorsporttypische) mit Verbren-
nungsmotor betrachtet, vgl. Abbildung 1.3. Als Beschreibungsgrößen (Merkmale) dieser
PKW wird deren Benzinverbrauch gegen die Leistung aufgetragen. Die Menge der handelsüb-
lichen PKW ist dabei dunkelblau markiert, die der motorsporttypischen PKW in (rotbraun). In
der linken Grafik wird dieser Zusammenhang für 441 PKW als punktuelle Größe dargestellt,
wohingegen rechts eine Fuzzy-Beschreibung für jeden PKW durchgeführt wird. Im rechten
Bild wird jeder PKW durch eine unscharfe Entität beschrieben, wobei die Unschärfe der
punktuellen Verbrauchs- bzw. Leistungsaussage mithilfe eines Farbverlaufs codiert ist. Die
abgebildete Unschärfe ist ein Produkt der typischen Schwankungen des Verbrauchs bzw. der
Leistung, beispielsweise durch einen erhöhten Kraftstoffverbrauch an kalten Tagen oder einen
geringeren an wärmeren Tagen. Werden ähnliche Überlegungen für die Leistung angestellt,
ergeben sich ausgedehnte bzw. mögliche Bereiche für Verbrauch und Leistung, welche durch
die farbcodierte Unschärfe angezeigt werden. Wärmere Farben entsprechen einem hohen
Grad der „Möglichkeit“ der Beschreibungsgrößen für den jeweiligen PKW.
Die beiden Mengen der betrachteten PKW bilden im Sinne der Klassifikation zwei Klassen
aus, die sich durch ein entsprechendes Muster, wie z. B. die sichelförmige Anordnung der
handelsüblichen PKW, manifestieren. Entsprechend Abbildung 1.3 werden diese beiden
Muster mithilfe der Fuzzy-Pattern-Klassifikation in zwei unscharfe Klassenmodelle überführt.
1Eine Annahme, die insbesondere auf einer quantenmechanischen Ebene (und somit für unser gesamtes
Weltbild) interessant ist.
1.1 Motivation 5
Abbildung 1.3: Darstellung der Klassen von PKW, punktuell (links) und unscharf (rechts)
Dabei werden die Daten der 441 PKW unter Berücksichtigung ihrer Unschärfe durch zwei
Sätze weniger Modellparameter abstrahiert. Im Ergebnis entstehen die in Abbildung 1.4
rechts dargestellten lokalen, konvexen und unscharfen Klassenbeschreibungen der beiden
PKW-Klassen.
Abbildung 1.4: unscharfe Darstellung und abstrahierendes Fuzzy-Pattern-Klassen-Modell der
PKW-Klassen
Bei der Klassifikation eines noch unbekannten PKW (in der Arbeitphase) können diese
unscharfen Klassenmodelle nun verwendet werden. Ähnlich zur Interpretation der unscharfen
PKW-Daten sind hierbei die Farben der Klassenbeschreibung zu deuten. Warme Farben im-
plizieren eine hohe, kältere eine geringere Zugehörigkeit µ (Wahrheitswerte) zum jeweiligen
Klassenmodell der handelsüblichen bzw. motorsporttypischen PKW.
1.1.2 Zielsetzung und Anliegen der Arbeit
Das in den Abbildungen 1.2 und 1.4 dargestellte Klassifikationskonzept illustriert sowohl
den Ausgangspunkt als auch die zugrunde gelegte Philosophie der vorliegenden Arbeit.
Ausgehend von einem Satz von Referenzbeobachtungen, den sogenannten Lernobjekten,
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werden durch Fuzzy-Pattern-Klassifikation lokale unscharfe Klassenmodelle bestimmt. Ge-
genwärtig werden im Abstraktionsprozess der Klassenbildung die Unschärfe der Objekte
sowie deren Häufungscharakter berücksichtigt. Durch die Verknüpfung von Fuzzy-Theorie
und lokalen Klassifikationsmodellen bleiben die Formalien des Klassenaufbaus sowie des
Klassifikationsprozesses transparent und können ggf. durch einen Experten justiert werden.
Ziel der Arbeit ist es, aufbauend auf dem bestehenden Klassifikationskonzept und zusätz-
lich zu den Unschärfen der Beobachtungen, auch die morphologischen Eigenschaften der
Objektmenge als zustands- oder phänomencharakteristisch zu verstehen, diese in den Abstrak-
tionsprozess der Klassenbildung einzubeziehen und in einer adäquaten Klassifikatorstruktur
zu repräsentieren. Als morphologische Eigenschaft wird dabei die Geometrie bzw. die Gestalt
einer Menge von klassenstützenden Beobachtungen begriffen.
Im Beispiel der handelsüblichen PKW (Abbildung 1.4) wird eine derartige phänomen-
typische Morphologie in der sichelförmigen Anordnung der Objekte (PKW) offenbar. Der
Vergleich mit dem zugehörigen Klassenmodell zeigt jedoch, dass sich diese Eigenschaft im
gegenwärtigen Stand nicht niederschlägt, sondern eine rein konvexe Klassenbeschreibung
zur Anwendung kommt. Entsprechend des Anliegens, die morphologischen Eigenschaften
im Prozess des Klassenaufbaus zu berücksichtigen, führt eine sichelförmige unscharfe Klas-
senbeschreibung zu einem adäquateren Klassifikationsmodell, vgl. rechte Seite Abbildung
1.5.
Abbildung 1.5: links: Ausgangspunkt der Arbeit; rechts: Zielvorstellung der Arbeit
1.1.3 Aufbau der Arbeit
Wie die einführende Motivierung andeutet, wird das Gebiet der Klassifikation durch seine
Interdisziplinarität, Vielschichtigkeit und Verschiedenheit an Methodik charakterisiert vgl.
[Gaul 2005]. Aufgrund dieser Diversität wird der Forschungsstand nach Einführung der
entsprechenden Grundlagen in den entsprechenden Kapiteln vorgestellt. Stellvertretend sei
jedoch sowohl die Einordnung der Arbeit als auch deren Gliederung grafisch mithilfe des
folgenden Mindmaps zusammengefasst.
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Abbildung 1.6: Mindmap der Arbeit
Entsprechend der Farbgebung des Mindmaps ist die Arbeit wie folgt organisiert:
Kapitel 1 führt die für das Verständnis der Arbeit grundlegenden Begrifflichkeiten, Kon-
zepte sowie deren Handhabung ein. Im Detail werden die notwendigen Definitionen sowie
Operationen bezüglich unscharfer Mengen eingeführt und der Forschungsstand zur Klassi-
fikation dargestellt. Die Gegenstände von Kapitel 2 sind durch eine blaue Farbgebung im
Mindmap hervorgehoben.
In Kapitel 2 werden die formulierten Grundgedanken zur Klassifikation und zur Theorie
unscharfer Mengen in Bezug auf die bestehende Methodik der Fuzzy-Pattern-Klassifikation
zum inhaltlichen Ausgangspunkt der Arbeit konkretisiert. Die Definition, prinzipielle Arbeits-
weise, Aufbau und wesentliche Eigenschaften der Fuzzy-Pattern-Klassen werden insbesondere
im Zusammenhang mit der datengetriebenen bzw. objektbasierten Vorgehensweise aufbereitet.
Im Mindmap werden die Aspekte von Kapitel 3 orange symbolisiert.
Ausgehend von den Eigenschaften und der Wirkungsweise des datengetriebenen Vorge-
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hens widmet sich Kapitel 3 dem zentralen Thema der Arbeit. Hierbei wird auf der Basis
unscharfer Mengendifferenzen zwischen Klassen und sogenannten Komplementärklassen ein
entsprechendes Konzept formuliert und in eine Multiklassifikatorrepräsentation überführt. Im
Zuge der konzeptionellen Methodendarstellung wird das entstehende Konzept bezüglich des
Forschungsstandes vergleichend eingeordnet. Aufgrund des generellen Anliegens umfasst
Kapitel 4 die rot und violett markierten Teile des Mindmaps.
Da der Aufbau der notwendigen Komplementärklassen – gemäß Kapitel 2 – durch Aggre-
gation von sogenannten Komplementärobjekten erfolgt, wird in Kapitel 4 deren Bestimmung
diskutiert. Es werden zwei Algorithmen erarbeitet, die die Auffindung einer geeigneten Menge
von Komplementärobjekten für Objektmengenmorphologien erlauben.
Der zweite konzeptionelle Grundbaustein, eine unscharfe Mengendifferenz zwischen Klas-
sen und Komplementärklassen, wird in Kapitel 5 vorgestellt. Ausgehend von Operationen
der Fuzzy-Theorie (Kapitel 1.2) wird eine geeignete Mengendifferenz festgelegt. Um die
Normierung des Klassifikationsergebnisses im Sinne eines Wahrheitswertes zu gewährleisten,
wird ein entsprechendes Skalierungsverfahren erarbeitet.
Kapitel 6 präsentiert die Anwendung des erarbeiteten Klassifikationskonzepts am Beispiel
einer Maschinendiagnoseaufgabe. Im Rahmen der Bearbeitung des Beispiels wird eine Menge
von Gütemaßen definiert, die eine Bewertung des beschriebenen Klassifikationskonzepts
ermöglichen. Kapitel 4, 5 und 6 vertiefen die Gedanken des Konzepts und zeigen eine
mögliche Realisierung. Sie werden somit durch die rot unterlegten Abschnitte des Mindmaps
repräsentiert.
In Kapitel 7 werden die wichtigsten Ergebnisse und Aussagen zusammengefasst.
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1.2 Grundlagen
Abschnitt 1.2 führt grundlegende Begriffe der Klassifikation und der Fuzzy-Theorie ein.
Die wesentlichen Konzepte und Eigenschaften unscharfer Mengen werden dargestellt. Men-
gentheoretische Eigenschaften, Operationen auf unscharfen Mengen sowie Darstellungs-
möglichkeiten unscharfer Mengen werden erläutert. Die Begriffe der Klassifikation und die
Theorie der unscharfen Mengen werden im Zusammenhang zur Fuzzy-Pattern-Klassifikation
dargestellt und bilden das Fundament zum Verständnis dieser Arbeit.
1.2.1 Unscharfe bzw. Fuzzy-Mengen
Ausgangspunkt für die Betrachtung von Fuzzy-Mengen bildet der klassische Mengenbegriff.
Eine Möglichkeit, eine in diesem Sinne „scharfe“ Menge festzulegen, ist die Aufzählung oder
Angabe ihrer Elemente [Bandemer H. 1993].
A = {x1, . . . ,xM} oder A =
{
x j
∣∣1≤ j ≤M} (1.1)
Allgemein fasst eine Menge A bestimmte Elemente x eines Grundbereiches X zusammen, die
einem Kriterium oder Bedingungskomplex genügen bzw. ein Prädikat erfüllen. Das Kriterium
wird durch Festlegung einer charakteristischen Funktion oder auch Wahrheitsfunktion forma-
lisiert. Im Spezialfall einer scharfen Menge bildet die charakteristischen Funktion χ (x)den
Grundbereich X auf die Werte 1 und 0 ab [Kruse u. a. 1995].
χ (x) : X →{0,1} mit χ (x) =
{
1 Kriterium ist erfüllt
0 sonst
(1.2)
Die (scharfe) Menge A wird dann typischerweise wie folgt angegeben:
A = {x ∈ X |χ (x) = 1} (1.3)
Dementsprechend wird eine eindeutige Aussage über die Zuordnung von Elementen zu
einer Menge gegeben. Entweder das Element erfüllt das Kriterium und erhält das Prädikat
„gehört der Menge an“ oder nicht. Den Wertebereich der charakteristischen Funktion wird
Zugehörigkeitsgrad oder Wahrheitswert genannt.
1.2.1.1 Definition einer unscharfen Menge
Vor dem Hintergrund der Beschreibung von Phänomenen, die durch Unsicherheiten, Vag-
heiten und Ungenauigkeiten geprägt sind, erscheint jedoch eine dichotome Einordnung von
Elementen als wenig sinnvoll oder unnatürlich. Motivierend seien als solche Phänomene
genannt:
• Ähnlichkeits- oder Nachbarschaftsbeziehungen
• Medizinische oder technische Diagnosen, z. B. durch Befühlen [Bandemer H. 1993]
• Konzepte menschlicher Anschauung wie „fast richtig“ oder „warmes Wasser“
• Begriffe einer lebendigen Sprache wie z. B. „junger großer Mann“ [Zimmermann 2001]
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Eine Möglichkeit, derartige Sachverhalte angemessener darzustellen, bietet die graduierte
Zuordnung von Elementen zu einer Menge. Das Maß, mit dem ein Element das Kriterium
erfüllt und damit der Menge angehört, wird durch dessen Zugehörigkeitsgrad zum Aus-
druck gebracht. Der Zugehörigkeitsgrad stellt für die Arbeit mit solchen Mengen eine neue
informatorische Qualität dar.
Definition: Die Menge A :=
{
x,µA (x)
∣∣x ∈ X} mit µA : X → I= [0,1] wird als unscharfe
Menge bezeichnet. µA (X) heißt mengenspezifizierendes Kriterium oder auch Zugehörigkeits-
funktion zu A.
Scharfe Mengen stellen somit einen Spezialfall der unscharfen Mengen dar, wobei die
Zugehörigkeitsfunktion µ (x) zur charakteristischen Funktionχ (x) entartet.
Eine Verallgemeinerung der Beschreibung von Fuzzy-Mengen wird durch eine Veränderung
des Wertebereichs von I auf einen beliebigen Verband L mit totaler Ordnung erreicht [Kruse
u. a. 1995]. Für diese Arbeit treten solche L-Fuzzy-Mengen lediglich in Form eines mit l ∈R+
gewichteten Einheitsintervalls, also µ : X → [0, l] auf.
1.2.1.2 Repräsentationsformen unscharfer Mengen
Formal werden unscharfe Mengen durch Angabe ihrer Zugehörigkeitsfunktion µ (x) re-
präsentiert. Dabei haben sich insbesondere parametrische Funktionsterme µ (x,~p) mit gut
interpretierbaren Parametern durchgesetzt. Sie bieten einen Kompromiss zwischen Flexibilität
und mathematischer sowie rechentechnischer Handhabbarkeit. Als wichtige Vertreter parame-
trischer Zugehörigkeitsfunktionen seien Dreiecks-, Trapez-, Zadeh-, Potential-, Negations-
und Exponentialfunktionen erwähnt, vgl. [Rutkowski 2004; Scheunert 2001a; Bocklisch
1987]. Neben dieser formalen Repräsentation können Fuzzy-Mengen grafisch in Form der







Abbildung 1.7: Vertikale Repräsentation einer Fuzzy-Menge
Unscharfe Mengen über höchstens abzählbaren Grundbereichen können überdies durch die
Aufzählung ihrer Elemente dargestellt werden.
A := {(x1,µ (x1)) , . . .(xM,µ (xM))} (1.4)
1.2.1.3 Eigenschaften von Fuzzy-Mengen
Nachstehend seinen lediglich die für diese Arbeit relevanten Eigenschaften aufgeführt.
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Definition: Die Höhe einer Fuzzy-Menge A ist durch das Supremum über die Zugehörig-







Beträgt die Höhe einer unscharfen Menge Eins, so wird diese als normale oder normalisierte












Abbildung 1.8: Beispiel für die Höhe einer unscharfen Menge
Wie Abbildung 1.8 darstellt, werden Fuzzy-Mengen mit Höhen kleiner Eins als subnormale
Fuzzy-Mengen bezeichnet.
Definition: Der α-Schnitt einer Fuzzy-Menge [A]≥α ist eine scharfe Menge, die die Ge-
samtheit aller Elemente x ∈ X mit einer Zugehörigkeit größer gleich α zusammenfasst.
[A]≥α :=
{
x ∈ X |µA (x)≥ α
}







Abbildung 1.9: Beispiel für den α-Schnitt einer Fuzzy-Menge
Jede Fuzzy-Menge kann durch die Gesamtheit aller α-Schnitte repräsentiert werden. Der
Beweis dieses Repräsentationssatzes findet sich in [Bandemer H. 1993; Kruse u. a. 1995].
Definition: Der Support (dt. Träger) S(A) einer Fuzzy-Menge A beschreibt die Gesamt-




x ∈ X |µA (x)> 0
}
(1.7)
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Aufgrund des Repräsentationssatzes kann der Support als sogenannter scharfer 0-Schnitt








Abbildung 1.10: Beispiel für den Support einer unscharfen Menge
Definition: Der 1-Schnitt [A]≥1 einer normalen Fuzzy-Menge A wird als Kern von A
bezeichnet [Bandemer H. 1993].





Abbildung 1.11: Beispiel für den Kern einer unscharfen Menge
Eine für diese Arbeit grundlegende Eigenschaft ist die Konvexität von Fuzzy-Mengen.
Definition: Eine Fuzzy-Menge A heißt konvex, wenn ∀x1,x2 ∈ S(A) ,∀λ ∈ I gilt:
µA (λx1+(1−λ )x2)≥min
(
µA (x1) ,µA (x2)
)
(1.8)
Oder schnittweise betrachtet, wenn alle ihre α-Schnitte konvex sind [Bandemer H. 1993].
Abbildung 1.12 zeigt den Unterschied zwischen einer konvexen A und nichtkonvexen Fuzzy-
Menge B auf.
Die Kardinalität einer unscharfen Menge wird durch die Summation über ihre charakteristi-
sche Funktion angegeben. Formel 1.9 stellt die Kardinalität für diskrete unscharfe Mengen



















Abbildung 1.13: Beispiel für die Kardinalität einer unscharfen Menge
1.2.1.4 Operationen auf Fuzzy-Mengen
Analog zur Verallgemeinerung der charakteristischen Funktion werden auch die klassischen
mengenalgebraischen Operationen (Vereinigung/Disjunktion, Durchschnitt/Konjunktion, Kom-
plement/Negation) zu Operationen auf Fuzzy-Mengen erweitert. Verknüpfungen, die Durch-
schnittscharakter tragen, werden unter dem Begriff der T-Normen zusammengefasst.









4 der Kommutativität, Assoziativität, Monotonie und Neutralität mit





:>(>(a,b) ,c) =>(a,>(b,c)) (1.12)⋂
3
: a≤ b⇒>(a,c)≤>(b,c) mit c ∈ I (1.13)⋂
4
:>(a,1) = a (1.14)
Zur Bildung des Durchschnitts C zweier unscharfer Mengen D und E wird eine vorher
festgelegte T-Norm auf die Zugehörigkeiten von D und E angewendet. Es ergibt sich der
unscharfe Schnitt C = D∩E⇔ µC (x) =>(µD (x) ,µE (x)).
Verknüpfungen mit Vereinigungscharakter werden als T-Conorm⊥ bezeichnet. T-Conormen
werden äquivalent zu T-Normen definiert, wobei das Nullelement das neutrale Element bildet.







3 der Kommutativität, Assoziativität, Monotonie analog zu
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:⊥(⊥(a,b) ,c) =⊥(a,⊥(b,c)) (1.16)⋃
3
: a≤ b⇒⊥(a,c)≤⊥(b,c) mit c ∈ I (1.17)⋃
4
:⊥(a,0) = a (1.18)
Die unscharfe Menge C der Vereinigung ∪ der unscharfen Mengen D und E ergibt sich
durch die Anwendung einer T-Conorm⊥ auf die Zugehörigkeiten von D und E: C =D∪E⇔
µC (x) =⊥(µD (x) ,µE (x)).
Da im Rahmen der Fuzzy-Theorie eine Menge von T-Normen und zu diesen duale2 T-
Conormen definiert werden können, trägt Tabelle 1.1 die bekanntesten Vertreter für eine
spätere Anwendung in Abschnitt 5 zusammen.
Name des Name der Definition des Definition der
Durchschnitts Vereinigung Durchschnitts Vereinigung
Minimum Maximum >min (a,b) := min(a,b) ⊥max := max(a,b)
>dra (a,b) :=

a für b = 1




a für b = 0




beschränktes beschränkte >Luk (a,b) := max(0,a+b−1) ⊥Luk (a,b) := min(1,a+b)Produkt Summe
Einstein- Einstein- >Ein (a,b) := ab2−a+b−ab ⊥Ein :=
a+b
1+abProdukt Summe
algebraisches algebraische >alg (a,b) := aba+b−ab ⊥alg :=
a+b−2ab
1−abProdukt Summe
Hamacher- Hamacher- >Ham (a,b) := aba+b−ab ⊥Ham :=
a+b−2ab
1−abProdukt Summe
Tabelle 1.1: Zusammenfassung bekannter T-Normen und T-Conormen
Neben den in Tabelle 1.1 aufgelisteten Definitionen können Operatoren auf Fuzzy-Mengen
bezüglich ihrer Interaktivität und dem Grad ihrer Wirkung unterschieden werden. Ist das
Ergebnis einer Operation von beiden Operanden bestimmt, so wird von einer interaktiven
Mengenoperation gesprochen. Das Paar der Minimum-, Maximum-Normen und das der
drastischen Normen weist diese Eigenschaft nicht auf. Sie werden als nichtinteraktiv bezeich-
net und weisen zusätzlich die Idempotenzeigenschaft auf, das heißt:
⋃
5 :⊥(a,a) = a bzw.⋂
5 :⊥(a,a) = a. Bezogen auf das Operationsergebnis ergibt sich folgende Operatorordnung:
• für die Durchschnittsbildung:>dra ≤>Luk ≤>Ein ≤>alg ≤>Ham ≤>min
• für die Vereinigungsbildung:⊥max ≤⊥Ham ≤⊥alg ≤⊥Ein ≤⊥Luk ≤⊥dra
2Die Dualität zwischen T- und T-Conormen folgt analog zur klassischen Betrachtung durch Anwendung der
DeMorganschen Regeln mit einem unscharfen Komplement, siehe[Zimmermann 2001]
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Anmerkung parametrische Operationen auf Fuzzy-Mengen: Eine Verallgemeinerung
der bisher aufgeführten Verknüpfungsoperationen wird durch Parametrisierung bzw. durch
parametrische Verknüpfungen erreicht [Kruse u. a. 1995; Bandemer H. 1993; Zimmermann
2001]. Mittels ihrer Parameter decken diese Operationen jeweils große Bereiche der T-Norm
und T-Conorm ab [Scheunert 2001a]. Sie spielen für diese Arbeit keine Rolle, seien jedoch
der Vollständigkeit wegen erwähnt3.
Kompensatorische Operationen auf Fuzzy-Mengen: Werden die Laufbereiche der (para-
metrischen) T-Conormen und T-Normen für zwei mögliche Werte a,b ∈ I zusammengefasst,
zeigt sich, dass T-Normen maximal den kleinsten Operanden erreichen und T-Conormen









Abbildung 1.14: Laufbereiche für Durchschnitts- und Vereinigungsoperatoren nach [Scheunert
2001a; Mizumoto 1989]
Der sogenannte kompensatorische Bereich zwischen beiden Operanden bleibt ungenutzt.
Wird die Verknüpfung unscharfer Mengen im Kontext der Entscheidungsbildung oder einer
multikriteriellen Optimierung betrachtet, bietet jedoch die Kompromissbildung eine aus-
sichtsreiche Behandlungsweise realer Sachverhalte [Zimmermann 1991]. Die Eigenschaft der
Kompromissbildung wird als Kompensation bezeichnet und führt zu einer weiteren Familie
von Operatoren.
Definition: Eine zweiwertige Funktion κ : I2→ I bildet eine kompensatorische Verknüp-
fung, wenn sie den Eigenschaften K1,K2 der Kommutativität und Monotonie genügt.
K1 : κ (a,b) = κ (b,a) (1.19)
K2 : a≤ b⇒ κ (a,c)≤ κ (b,c) mit c ∈ I (1.20)
Existiert zu κ (a,b) ein dualer Operator4, werden beide durch einen kompensatorischen
Durchschnitt κ∩ (a,b) und eine kompensatorische Vereinigung κ∪ (a,b) unterschieden. Neben
einer Vielzahl von bekannten kompensatorischen (auch parametrischen) Verknüpfungen (siehe














3Bekannte parametrischer Operatorfamilien führen zurück auf Arbeiten von SCHWEIZER/SKLAR, WEBER,
HAMACHER und YAGER.
4Dieser duale Operator kann durch die Anwendung eines entsprechenden Komplements definiert werden.
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Durch die mehrfache Ausführung der zweistelligen Operation (1.21) ergibt sich die von
SCHEUNERT [Scheunert 2001a] hergeleitete n-stellige Form (1.22). Der so beschriebene
n-fache kompensatorische Hamacher-Durchschnitt bildet die fuzzy-logische Basis der dieser
Arbeit zugrunde liegenden Musterbeschreibungen, vgl. Kapitel 2.











Ein weiterer für diese Arbeit grundlegender Aspekt berührt die Komplementierung von
Fuzzy-Mengen.
Definition: Eine unäre Operation, ¬ : I→ I, wird als unscharfe Negation bzw. Kom-
plementoperation bezeichnet, wenn sie den Grenzbedingungen der Negation, Monotonie,
Stetigkeit und Involution (1.23-1.26) genügt.
¬1 : ¬(0) = 1, ¬(1) = 0 (1.23)
¬2 : a≤ b⇒¬(a,c)≥ ¬(b,c) mit c ∈ I (1.24)
¬z1 : ¬ist stetig (1.25)
¬z2 : ¬(¬(a)) = a (1.26)
¬z1 und ¬z2 sind nicht notwendigerweise Eigenschaften einer unscharfen Negation, sie
werden jedoch aus Gründen der Interpretierbarkeit für diese Arbeit vorausgesetzt, siehe
Abschnitt Kapitel5.
Das Komplement einer Fuzzy-Menge A resultiert durch die Anwendung einer Negation auf
die Zugehörigkeit von A.
A :=
{
x,µA (x) := ¬µ (x)
}
(1.27)
Ein Spezialfall der obigen Komplementbildungen und gleichzeitig das gebräuchlichste
unscharfe Komplement, ist das von Zadeh vorgeschlagene „natürliche“ Komplement mit
¬nat (a) := 1−a. Die entsprechende Zugehörigkeitsfunktion des „natürlichen“ Komplements
ergibt sich nach:
µ¬natA (x) := 1−µA (x) (1.28)
Aus den genannten Axiomen ergeben sich Familien von Komplementbildungen, wie z. B.
die stetig involutiven Komplemente der Sugeno- und Yager-Familie:
¬Sug (a,ν) := 1−a1+νa (1.29)
¬Yag (a,ν) : (= 1−aν)
1
ν (1.30)
Insoweit wurden grundlegende Operationen auf Fuzzy-Mengen über einem Grundbereich
erklärt. Die Anwendung von Fuzzy-Mengen zu klassifikatorischen Zwecken erfordert jedoch
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die Handhabung von Fuzzy-Mengen über mehreren Grundbereichen. Für mehrdimensionale
Fuzzy-Mengen gelten prinzipiell alle Eigenschaften und Operationen, die bisher eingeführt
wurden.
Fuzzy-Mengen über mehreren Grundbereichen Für die Festlegung von Fuzzy-Mengen
über mehreren Grundbereichen können mehrere Zugänge wie unscharfe Relationen, zylindri-
sche Erweiterungen, unscharfe kartesische bzw. direkte Produkte und das Erweiterungsprinzip
zur Anwendung kommen, siehe [Bandemer H. 1993]. Normalerweise werden diese Produkte
punktweise erklärt, im Rahmen dieser Arbeit wird jedoch ausschließlich auf einer Para-
meterebene gearbeitet, wodurch eine analytisch geschlossene Definition der Zugehörigkeit
realisiert wird, siehe Abschnitt 2. Die Beschreibung der verwendeten Fuzzy-Mengen erfolgt
in Anlehnung an [Bandemer H. 1993] mithilfe eines allgemeinen Produktes.
Definition: Seien A1,A2, . . . ,AN unscharfe Mengen über den disjunkten Grundbereichen
X1,X2, . . . ,XN , dann ist die unscharfe Menge A = A1⊗,A2,⊗, . . . ,⊗AN über Y = X1×X2×
. . .× XN = {(x1,x2, . . . ,xN)|x1 ∈ X1,x2 ∈ X2, . . . ,xn ∈ XN} diejenige, deren Zugehörigkeit
durch eine beliebige T-Norm oder einen beliebigen kompensatorischen Durchschnitt festgelegt
wird.
A := A1⊗,A2,⊗, . . . ,⊗AN mit
µA (x1,x2, . . . ,xN) := µA1 (x1)∩µA2 (x2)∩, . . . ,∩µAN (xN)
(1.31)
oder
A := A1⊗,A2,⊗, . . . ,⊗AN mit
µA (x1,x2, . . . ,xN) := µA1 (x1)κ∩µA2 (x2)κ∩, . . . ,κ∩µAN (xN)
(1.32)
Die Auswahl schließt insbesondere das kompensatorische Hamacher-Produkt ein, für das
unter diesen Einschränkungen gilt:
A := A1⊗,A2,⊗, . . . ,⊗AN mit
µ := (x1,x2, . . . ,xN) = µA1 (x1)κ∩Hamµ





Mit der Beschreibung von Fuzzy-Mengen über mehreren Grundbereichen sind die fuzzy-
theoretischen Grundlagen für diese Arbeit vollständig.
1.2.2 Klassifikation
Formal wird unter dem Begriff der Klassifikation zum einen der strukturbildende Prozess der
Entdeckung und Lokalisierung von Klassen und zum anderen der Prozess der Einordnung
von Beobachtungen in eine bereits existierende Klassenstruktur verstanden [Duda u. a. 2000;
Michie u. a. 1994; Bock 1974]. Entsprechend vielfältig sind die Anwendungen und Moti-
vationen für die Klassifikation. So bildet gemäß [Gaul 2005] die Einordnung unbekannter
Beobachtungen die Grundlage vieler technischer oder medizinischer Diagnose-, Regelungs-
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und Monitoringaufgaben. Ferner werden Klassifikationsergebnisse als Hilfe zur Entschei-
dungsfindung bei komplexen und unsicheren Sachlagen herangezogen, beispielsweise im
medizinischen, ökologischen oder ökonomischen Bereich.
1.2.2.1 Grundbegriffe und Definitionen der Klassifikation
Als experimentelles Vorgehen beruht die Methodik der Klassifikation auf der Auswertung von
phänomenspezifischen Eigenschaften, Attributen sowie Bestimmungsgrößen (Temperatur,
Farbe, etc.), die als Merkmale bezeichnet werden und in Form von physikalischen Meßwerten
bis hin zu Expertenaussagen vorliegen.
Definition: Merkmale sind charakteristische Eigenschaften für die Beschreibung oder Un-
terscheidung von Beobachtungen und Phänomenen. Diese Eigenschaften können semantischer
oder natürlicher/formaler Güte sein [Bocklisch 1987].
Merkmale sind somit Ausdruck der Perspektive und Qualität, unter der eine Klassifikations-
aufgabe durchgeführt wird. Um ein günstiges Aufwand-Nutzen-Verhältnis zu gewährleisten,
sollen möglichst wenige signifikante Merkmale ein Maximum an Aussagekraft besitzen.
Vor diesem Hintergrund werden solche signifikante bzw. diskriminative Merkmale durch
geeignete Vorverarbeitungsmaßnahmen, wie z. B. Filterung, Transformation, Normierung,














Abbildung 1.15: Auftreten von Merkmalen im Klassifikationsprozess [Rauschenbach 2005;
Bretschneider 2002]
Prinzipiell liegt jeder Klassifikationsaufgabe ein Satz von Merkmalen zugrunde. In Betrach-
tung ihrer Gesamtheit spannen sie einen abstrakten (euklidschen) Raum den sogenannten
Merkmalsraum auf. Die konkreten Ausprägungen eines solchen Merkmalssatzes werden als
Objekte bezeichnet. Das Objekt bildet die kleinste informatorische Einheit des Klassifikati-
onsprozesses.
Definition: Ein Objekt ist eine Abbildung eines zu modellierenden Teils der Realität
[Bocklisch 1987]. Objekte beschreiben sowohl Konkreta, wie z. B. Messwerte oder Sy-
stemzustände als auch Abstrakta, z. B. Modelle oder Systeme. Objekte werden durch ei-
ne wohldefinierte Menge von Merkmalen X1,X2, . . . ,XN , mithilfe eines Merkmalsvektors
x ∈ X = X1×X2× . . .×XN beschrieben.
x = (x1,x2, . . . ,xN)
> (1.34)
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Während des Klassifikationsprozesses werden die Informationen phänomen- und zustands-
typischer Objektmengen durch den abstrahierenden Wechsel auf eine höhere Betrachtungs-
ebene zu Klassen verallgemeinert [Peschel u. a. 1984; Bocklisch 1987]. Im Gegensatz zu
den elementaren Informationen der Objekte tragen die resultierenden Klassen übergeordnete
Informationen. Dieser Abstraktionsprozess erlaubt es, in der Klassenebene systeminhärente
Zusammenhänge einfacher aufzudecken, darzustellen und zu beschreiben.
Definition: Eine Klasse Xk vereinigt Objekte x j, welche inhaltlichen oder formalen Kriteri-
en ξXkh , h = 1, . . . ,H H ≥ 1 genügen [Bocklisch 1987; Päßler 1998].
Xk =
{




= 1 ∀h = 1, . . . ,H
}
(1.35)
Wobei H . . . Anzahl der Kriterien, M . . . Anzahl der Objekte ist.
Bei dieser Definition sei auf die Analogie zur Festlegung von Fuzzy-Mengen hingewiesen.
Definition: Der Begriff der Klassifikation beschreibt zum einen den Prozess der Ein-
ordnung eines Objektes in eine bereits existierende Klassenstruktur und zum anderen den
strukturbildenden Prozess der Entdeckung und Lokalisierung von Klassen. Formal bedeutet
dies typischerweise die Aufteilung einer gegebenen Lernobjektmenge XL in ein System von
Teilmengen XLk ⊆ XL mit k = 1,2, . . . ,K [Bock 1974].
Definition: Ein Klassifikator ist eine Instanz, die Objekte eines Merkmalsraumes X einer
oder mehreren Klassen zugeordnet.
1.2.2.2 Methoden der Klassifikation – ein kurzer Überblick
Die Anfänge der formalisierten Klassifikation reichen mit der Einführung linearer Diskri-
minanten [Bensley 1908; Fisher 1936] bis in die erste Hälfte des Zwanzigsten Jahrhunderts
zurück und führten über den Ansatz nichtlinearer Diskriminanten [Fix und Hodges 1951],
gefolgt von dichtebasierten Klassifikationsparadigmen [Johnson 1967; MacQueen 1967;
Duda und Hart 1973; Späth 1988], netzorientierten nichtparametrischen Ansätzen und Kernel-
Methoden [Cristianini und Shawe-Taylor 2000] zu dem heute vorliegenden umfangreichen
Spektrum an Methodik und Software [Bishop 2006; Niemann 2003; Duda u. a. 2000]. Die
Methoden der Klassifikation werden aufgrund ihrer engen Beziehungen zum Gebiet der
Mustererkennung [Bishop 2006; Fukunaga 1990] und des maschinellen bzw. statistischen
Lernens [Vapnik 1998] durch die Begriffe des unsupervised learning und supervised learning
charakterisiert.
Erstere umfassen die Verfahren der automatischen Klassifikation und Strukturbildung,
deren Ziel die Abbildung dateninhärenter Strukturen auf formale Klassen ist. Da die in
dieser Arbeit verfolgte datengetriebene Klassenbeschreibung auf eine bereits in Klassen
eingeteilte Objektmenge aufsetzt, sollen aus diesem Gebiet die Methoden der Clusteranalyse
hervorgehoben werden [Jain u. a. 1999; Bacher 1996].Die Methoden der Clusteranalyse bilden
einen formalen Zugang zur Aufklärung von Klassen in Objektmengen, wobei insbesondere
auch nichtkonvexer Morphologien bzw. Objektklassen aufgefunden werden können. Aus der
Perspektive der automatischen datengetriebenen Klassifikation (Fuzzy-Pattern-Klassifikation)
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formt die Clusteranalyse eine Voraussetzung für die zu etablierende Klassenbeschreibung.
Abbildung 1.16 gibt neben der überblicksmäßigen Zusammenfassung des heutigen Standes
zu Clusterverfahren eine grobe Übersicht möglicher Clusteransätze an. So wird zwischen
hierarchischen [Jain und Dubes 1988], graphentheoretischen [Stein und Niggemann 1999],
iterativen [Ritter und Gallegos 2005; Höppner u. a. 1996] und dichtebasierten Ansätzen [Ester
u. a. 1996] sowie statistischen Verteilungsansätzen [Bishop 2006] unterschieden. Ferner seien
die netzorientierten Clusterparadigmen wie topologieerhaltende Ansätze [Kohonen 2001] und











































Abbildung 1.16: Methoden der Clusteranalyse
Die Zuordnung von Beobachtungen zu bekannten Klassen stellt den Schwerpunkt der
überwachten (supervised) Klassifikationsmethoden dar. In diesem Zusammenhang wird z. B.
nach [Kecman 2001] zwischen einer Lernphase (Festlegung von Klassenbeschreibung) und
einer Arbeitsphase (Zuordnung von Beobachtungen zu einer festgelegten Klassenstruktur)
unterschieden.
Ein zentraler Punkt innerhalb der Lernphase bildet die automatische, datengetriebene
Bestimmung von Klassenbeschreibungen. Nach [Duda u. a. 2000; Kruse u. a. 1999; Michie




Im Rahmen der automatischen, trennungsmotivierten Beschreibung von Klassen kommen
Trenngebilde wie lineare, quadratische und logistische Diskriminanten [Fukunaga 1990] über
Neuronale Netze [Haykin 1998; Bishop 2006] bis hin zu Support Vector Machines (SVM)
[Schölkopf und Smola 2006] zum Einsatz. Wie [Abe 2005] zeigt, unterscheidet sich das
Prinzip der leistungsfähigen SVM von klassischen Diskriminanten durch die nichtlineare
Transformation (Kernel) von ausgewählten Lerndaten (Support-Vektoren) in einen hochdi-
mensionalen Vektorraum, der eine bestmögliche lineareTrennung ermöglicht. Automatische,
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regelbasierte Klassenbeschreibungen leiten gemäß [Kecman 2001] scharfe oder unscharfe
Regelbasen bzw. Entscheidungsbäume ab. Sie formen damit einen Zugang zur Klassifika-
tion nichtmetrischer Daten. Dichtebasierte Klassenbeschreibungen greifen auf statistische
Verteilungsmodelle (Gaussian-Mixture-Modelle), netzorientierte Ansätze (Radialbasisnet-
ze), aber auch – wie [Michie u. a. 1994] aufzeigt – dichtebasierte SVM-Kernel zurück. Sie
liefern im Gegensatz zu trennungsmotivierten Methoden keine Aufteilung des Merkmals-
raums, sondern beschreiben über die Dichte ausschließlich beobachtete Phänomene. Neben
der automatischen Bestimmung von Klassenstrukturen können diese ebenso wissensbasiert
abgeleitet werden. Dabei legen Spezialisten (Experten, Erfahrungsträger) anhand eines Daten-
satzes, mit bekannter Klassenzugehörigkeit oder Aussagen über Wertebereiche, entsprechende
Zuordnungsvorschriften (Regeln, Diskriminanten) fest, die den Klassifikator bilden.
1.2.2.3 Fuzzy Klassifikation
Basierend auf der Theorie der unscharfen Mengen [Zadeh 1965] haben sich, wie [Bezdek
u. a. 2005] darstellen, neben den klassischen Klassifikationsansätzen solche der (unscharfen)
Fuzzy-Klassifikation etabliert. Kerngedanke der unscharfen Klassifikation ist die graduelle
Zuordnung von Objekten zu bestehenden Klassen durch:
• die Annahme unscharfer Daten bzw.
• die Analyse scharfer Daten mit Fuzzy-Methoden (unscharfe Strukturbildung) [Bezdek
u. a. 2005; Kruse u. a. 1999; Höppner u. a. 1996; Bandemer 1993; Bandemer H. 1992].
Hierbei können zwei methodische Ansätze systematisiert werden:
• die regelbasierten Beschreibungen (Fuzzy-Logik)
• die Muster- (Pattern-) Beschreibungen.
Die Verfahren der Fuzzy-Logik setzen aussagenlogische Kalküle und Deduktionsmecha-
nismen im Rahmen einer Erweiterung der klassischen zweiwertigen Logik auf das Einheits-
intervall der Wahrheitsmenge an um eine Zuordnung vorzunehmen. Nach [Piegat 2001]
müssen hierfür Klassenzugehörigkeitsfunktionen (eventuell über ihre Parameter) und eine
Regelbasis (Klassenstruktur) spezifiziert werden. Zahlreiche Aktivitäten der Grundlagenfor-
schung und Anwendung dieses Klassifikationskonzeptes finden sich in den Bereichen der
Regelungstechnik [Michel u. a. 2002], Klassifikation/Mustererkennung [Mitaim und Kosko
2001; Kosko 1998] und Entscheidungshilfe [Adlassnig und Rappelsberger 2008; Adlassnig
2001]. Die Methoden der Fuzzy-Muster-Beschreibungen umfassen alle Verfahren, bei denen
unscharfe Mengen zur Repräsentation graduell erfüllter Eigenschaften eingesetzt werden.
Beispielhaft seien der Gath-Geva-, Fuzzy-C-Means- sowie der Gustafson-Kessel-Algorithmus
als wohlbekannte, unscharfe Klassifikationsverfahren der Strukturbildung genannt [Gath und
Geva 1989; Bezdek u. a. 1984; Gustafson und Kessel 1979]. Weitere musterbasierte Fuzzy-
Klassifikationsverfahren werden in [Döring u. a. 2006; Höppner u. a. 1996] systematisiert.
Neben den oben aufgezählten Vorgehensweisen zur Musterbeschreibung und -erkennnung
(pattern recognition) finden sich weitere Ansätze der Fuzzy-Klassifikation vorwiegend in den
Bereichen der Neuronalen Netze [Azam 2000; Abe und Thawonmas 1997], hybriden Architek-
turen (Neuro-Fuzzy-Systeme) [Nauck u. a. 2003; Looney 2001] und der Klassifikationsbäume,
wie in [Bishop 2006; Niemann 2003; Janikow 1998] dargestellt wird.
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Auch die Forschungslinie der Fuzzy-Pattern-Klassifikation ordnet sich in das Gebiet der
unscharfen Musterbeschreibungen ein. Die Ursprünge der Forschung auf dem Gebiet der
Fuzzy-Pattern-Klassifikation reichen bis in die 70er Jahre zurück [Aizerman 1972; Bocklisch
1976] Es etablierte sich zu einem Forschungsschwerpunkt der Professur für Systemtheorie der
TU Chemnitz, wo im Rahmen von Dissertationen, Diplom- und Forschungsarbeiten wurde
folgendes methodische Fundament erarbeitet wurde:
• Entwurf Unscharfer Klassifikatoren [Mann 1983]
• Gütebewertung von Fuzzy-Pattern-Klassifikatoren [Reneberg 1995]
• Fuzzy-Pattern-Modelle zur mehrdimensionalen Zeitreihenmodellierung und -prognose
[Päßler 1998]
• Nichtlineare Mehrgrößenregelung nach dem Attraktorprinzip [Kabranov 1999]
• Fuzzy-Mengen-Verknüpfung zur Sensor-Daten-Fusion [Scheunert 2001b]
• Approximation hochdimensionaler Kennfelder mit Fuzzy-Pattern-Klassifikatoren [Baur
2004]
• Aggregation von Fuzzy-Objekten zu Fuzzy-Pattern-Klassen, sowie deren Identifikation
mit Fuzzy-Pattern-Klassen [Hempel 2005]
Weitere Beiträge zur Fuzzy-Pattern-Klassifikation wurden durch die Forschergruppe um
Professor Lohweg erarbeitet. In diesem Zusammenhang sei auf die anwendungsorientierte
Forschung verwiesen, die das Potenzial der zugrunde liegende Methode verdeutlicht [Lohweg
und Müller 2001; Li und Lohweg 2008; Lohweg u. a. 2006; Niederhöfer und Lohweg 2008;
Lohweg u. a. 2009; Mönks u. a. 2010].
2 Fuzzy-Pattern-Klassifikation
Wie bereits in der Einleitung angedeutet, bildet die Fuzzy-Pattern-Klassifikation den Aus-
gangspunkt zur klassifikatorischen Beschreibung nichtkonvexer Objektmengen. Aufgrund
ihrer grundlegenden Bedeutung für diese Arbeit sollen neben der methodischen Einordnung
(Abschnitt 1.2.2.3) auch die Schlüsseleigenschaften und Arbeitsweise des Konzeptes der
Fuzzy-Pattern-Klassifikation kurz charakterisiert werden.
2.1 Definition von Fuzzy-Pattern-Klassen
Fuzzy-Pattern-Klassen (FPK) vereinen die Philosophie der unscharfen Mengen/Logik mit
den Denkweisen der Klassifikation. Dieser Kompromiss wird durch eine Klassenfestlegung
auf der Basis von Zugehörigkeitsfunktionen erreicht. Aus der Perspektive der Fuzzy-Logik
ist die Definition einer Fuzzy-Pattern-Klasse von den Kerngedanken einer seitenspezifischen,
parametrischen und multivariaten Festlegung der Klassenzugehörigkeit über einem klas-
senspezifischen Raum, dem sogenannten Klassenraum U =U1× . . .×Un× . . .×UN =RN ,
geprägt [Bocklisch 1987]. Als Zugehörigkeitsfunktionen (2.1), die diesen Anforderungen ge-
recht werden, haben sich Funktionen des modifizierten Aizerman’schen Potentialtyps bewährt
[Aizerman u. a. 1964; Aizerman 1972; Bocklisch 1987].

















∣∣∣∣dr , u≥ 0
(2.1)
Sie dienen als achsenspezifische Basisfunktionen einer Fuzzy-Pattern-Klasse. Durch Glei-
chung (2.1) wird somit eine eindimensionale Fuzzy-Pattern-Klasse definiert. Der Graph bzw.
die Zugehörigkeit zu einer solchen eindimensionalen Fuzzy-Pattern-Klasse, ergibt sich in
Abhängigkeit von einem links- bzw. rechtsseitigen (mit l bzw. r indiziert) parametrierten
Funktionsast, vgl. Abbildung 2.1. Bezüglich der illustrierten Klassenbeschreibung werden
folgende inhaltliche Eigenschaften einer Fuzzy-Pattern-Klasse durch den Parametersatz p
charakterisiert:
• Die Parameter cl, cr beschreiben das als scharf betrachtete Wirkungsgebiet einer Fuzzy-
Pattern-Klasse (Ausdehnung). In der hier verwendeten Definition der Klassenzugehö-
rigkeit gilt cl,cr ∈R+.
• Die Parameter bl, br legen die Zugehörigkeit an den (scharfen) Grenzen (cl bzw. cr) des
definierten Wirkungsbereiches fest. Sie werden als Randzugehörigkeiten bezeichnet.
Die Werte der Randzugehörigkeiten sind auf das Einheitsintervall begrenzt bl,br ∈ I.
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• Die Formparameter dl und dr bestimmen den stetig fallenden Verlauf der Zugehörig-
keitsfunktion ausgehend vom Zentrum dem sogenannten Klassenrepräsentanten. Die
Formparameter besitzen einen Wertebereich von dl,dr ∈ [2,∞), wobei für dl/r → ∞
die Zugehörigkeitsfunktion in eine scharfe charakteristische Funktion übergeht. In der












Abbildung 2.1: eindimensionale Fuzzy-Pattern-Klasse mit zugehörigen Parametern
Bei der konkreten Definition einer FPK werden die Parameter des Parametersatzes p
eigens für jede Basisfunktion, also für jede Dimension des Klassenraums, festgelegt. Im
Gegensatz zu dieser dimensionsspezifischen Wirkung von p wird der Parameter a lediglich
einmal pro Klasse, also unabhängig von der Klassenraumdimension, festgelegt. Er ist von
übergeordneter Bedeutung und wird deshalb „separat“ geführt. Im nichtnormierten Fall trägt
a die Information über die Bedeutung (das „Gewicht“) einer Klasse relativ zu den anderen
Klassen eines Fuzzy-Pattern-Klassifikators (siehe Abschnitt 2.4). Im normierten Fall sind die
a-Werte aller Klassen gleich eins. Im instationären Fall (z. B. während des Anlernens oder
Adaptierens einer Klasse) trägt a „Gedächtnisinformationen“, welche die Aktualität oder die
Glaubwürdigkeit der betreffenden Klasse repräsentiert. (Damit wurde den Grundgedanken
einer seitenspezifischen und parametrischen Zugehörigkeitsfunktion Rechnung getragen.)
Die mehrdimensionale Definition einer Fuzzy-Pattern-Klasse (µFPK (u)) ergibt sich durch
die fuzzy-logische Verknüpfung der Basisfunktionen µFPKn (u) aller 1, . . . ,n, . . . ,N Klassen-
raumdimensionen U1,U2, . . . ,UN unter Anwendung des N-fach kompensatorischen Hamacher-
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Aufgrund des Verknüpfungsansatzes entspricht (2.3), im Sinne der Fuzzy-Logik, einer
multivariaten Klassenbeschreibung gemäß, wodurch dem Grundgedanken einer multivariaten
Zugehörigkeitsfunktion Rechnung getragen wird. Sowohl Basisfunktionen als auch die sich
ergebende Fuzzy-Pattern-Klasse (2.4) werden über dasselbe Funktionenkonzept beschrieben,
Nachweis siehe [Scheunert 2001b].
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Wie aus Formel (2.4) hervorgeht, arbeitet die Verknüpfung (2.3) auf der Parameterebene,
wodurch neben der geschlossenen Klassenbeschreibung, auch die Erhaltung der Parameterbe-
deutung realisiert wird. Im Sinne der Fuzzy-Logik wird dabei nicht nur eine echte multivariate
Klassenzugehörigkeitsfunktion durch eine konjunktive Verknüpfung realisiert, sondern die
entstandene Klassenzugehörigkeitsfunktion ist in Form einer Regel interpretierbar und somit
auch für einen Anwender transparent.
Abbildung 2.2 veranschaulicht den prinzipiellen Ablauf der Verknüpfungsoperation für eine
N-dimensionale Fuzzy-Pattern-Klasse. Links sind die zugrunde liegenden Basisfunktionen
dargestellt und rechts wird die resultierende Fuzzy-Pattern-Klasse in den ersten beiden
Dimensionen des Merkmalsraums abgebildet.
Abbildung 2.2: Illustration der Verknüpfungsoperation
Im Rahmen der mehrdimensionalen Klassendefinition wird der Parametersatz um zwei
weitere Parameter ergänzt. Wie Abbildung 2.2 (rechts) andeutet, handelt es sich dabei um
einen Positionsvektor, den sogenannten Klassenrepräsentanten u0 = (u01, . . . ,u0N)
> ∈ X ,
der die Klasse im Merkmalsraum positioniert, sowie einen Satz von N-1 Drehwinkeln
ϕ = (ϕ1, . . . ,ϕN−1)>, der die Ausrichtung des Klassenraums U bezüglich des Merkmalsraums
beschreibt. Klassenausrichtung ϕ und Klassenraumposition u0 erlauben eine konsistente Ab-
bildung von korrelativen Zusammenhängen (Covarianzen), ohne die Theorie der Fuzzy-Logik
und somit die regelbasierte Beschreibung zu verlassen. Insgesamt basiert die allgemeine
N-dimensionale Beschreibung einer Fuzzy-Pattern-Klasse auf einem Parametersatz der Größe
8N. Abbildung 2.3 fasst die eingeführte Definition von Fuzzy-Pattern-Klassen (FPK) am
Beispiel einer normierten (a = 1) zweidimensionalen Dreiklassenstruktur in den gebräuch-
lichen Darstellungsformen zusammen. Von links nach rechts werden die Klassen durch die
folgenden Parametersätze (der Größe 2 mal 8) festgelegt:
p1 =
(
u01 = 0.25 a = 1 bl1 = br1 = 0.5 cl1 = 0.15 cr1 = 0.2 dl1 = 2 dr1 = 2





u01 = 0.5 a = 1 bl1 = br1 = 0.5 cl1 = 0.15 cr1 = 0.15 dl1 = 2 dr1 = 2




u01 = 0.75 a = 1 bl1 = br1 = 0.5 cl1 = 0.2 cr1 = 0.2 dl1 = 3 dr1 = 5
u02 = 0.25 ϕ = 0◦ bl2 = br2 = 0.5 cl2 = 0.2 cr2 = 0.2 dl2 = 2 dr2 = 10
)

























Abbildung 2.3: links: Farbdarstellung der FPK; rechts Randkurvenbeschreibung bei µ = 0.5
2.2 Verwendung des
Fuzzy-Pattern-Zugehörigkeitskonzeptes
Aus einer rein formalen Perspektive wurde bis jetzt lediglich eine Zugehörigkeitsfunktion defi-
niert. Im Folgenden soll daher die Verwendung dieser Zugehörigkeitsfunktion im Kontext der
Klassifikation aufgezeigt und motiviert werden. Hierbei können zwei Szenarien unterschieden
werden. Wie bereits der Name andeutet, kommt die Zugehörigkeitsfunktion als Klassenbe-
schreibung zur Anwendung. Als solche besitzt sie eine semantische Bedeutung, sie steht
im epistemischen Sinne für die Wissensrepräsentation eines Phänomens. Die Verwendung
einer Zugehörigkeitsfunktion erlaubt dabei die Modellierung der Unschärfe dieser Phäno-
menbeschreibung, siehe Abbildung 2.4a.5 Diese Unschärfe wird bei der klassifikatorischen
Interpretation unbekannter Beobachtungen zum Ausdruck gebracht.
Die zweite Möglichkeit der Verwendung des Zugehörigkeitskonzepts (2.4) liegt in der
vermeintlich ontischen Ebene des traditionellen Objektbegriffs6. Als Motivation für eine
unscharfe Objektbeschreibung lässt sich anführen, dass jede Beobachtung oder Messung mit
Ungenauigkeiten (wie z. B. Messfehler) oder Unsicherheiten (Sensorauflösung) behaftet ist
oder im Zusammenhang mit ihrer Bedeutung bzw. Interpretation unscharf aufgefasst werden
kann. Im Sinne dieser Argumentation fassen [Päßler 1998; Hempel 2005] derartige Unsi-
cherheiten als elementare Unschärfen auf. Ferner überführen sie Letztere in eine unscharfe
Objektbeschreibung auf der Basis von sogenannten atomaren Fuzzy-Pattern-Klassen, siehe
5Der Begriff der Unschärfe ist in diesem Kontext sehr frei interpretierbar aber klar an das Wissen (jedoch nicht
an unbekanntes Wissen) über das beschriebene Phänomen gebunden.
6Die Diskussion über die Existenz von unscharfen Daten ist ein hoch philosophisches Thema und kann auf
ein quantenmechanisches Weltbild zurückgeführt werden [Seising 2009b,a]. Überdies spricht jedoch nichts
gegen die Erweiterung (Extension) auf unscharfe Objekte.
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Abbildung 2.4b. Dabei werden Objekte aus erkenntnistheoretischer Sicht aufgrund der for-
mulierten Unschärfen zu epistemischen Einheiten. Auf die vorliegende Arbeit wird dieses
Verständnis übertragen, wodurch sich eine einheitliche Beschreibung sowohl von Daten als
auch von Phänomenen im Funktionenkonzept der Fuzzy-Pattern-Klassen ergibt.
(a) Fuzzy-Pattern-Klasse, die ein durch Ob-
jekte gestütztes Phänomen beschreibt
(b) Beschreibung von Daten und Messun-
sicherheiten durch atomare FPK
Abbildung 2.4: Verwendung des Zugehörigkeitskonzepts
Damit sind die zwei klassifikatorischen Grundbausteine „Objekt“ und „Klasse“ im Rahmen
der Fuzzy-Pattern-Klassifikation erklärt. Bezüglich des Anliegens der Klassifikation bleibt
es jedoch ungeklärt wie der abstrahierende Prozess der Klassenbestimmung abläuft und wie
unbekannte Objekte einer phänomenbeschreibenden Klassenstruktur zugeordnet werden.
2.3 Aggregation von Fuzzy-Pattern-Klassen (Lernphase)
Allgemein können zur Bestimmung von Fuzzy-Pattern-Klassen zwei Philosophien unterschie-
den werden [Bocklisch 1987]. Dank der fuzzy-logischen Klassendefinition können einerseits
expertenbasierte Regelwerke die Grundlage für den Klassen- bzw. Klassifikatoraufbau bilden.
Die entstehenden FPK formalisieren dann das bereits vorhandene symbolische Expertenwis-
sen [Zadeh 1983]. Andererseits können Fuzzy-Pattern-Klassen auf der Basis von Messdaten
aufgebaut werden [Päßler 1998; Hempel 2005]. Sie spiegeln dann deren verallgemeinerte in-
haltliche Bedeutungen (Semantiken) wider. Da für diese Arbeit der datenbasierte Zugang zum
Klassenaufbau von grundlegender Bedeutung ist, soll dieser im Folgenden grob umrissen und
wichtige Kerngedanken hervorgehoben werden. Detaillierte Darstellungen dazu finden sich in
[Päßler 1998] sowie in [Hempel 2005]. Unabhängig von dieser Präferenz ist hervorzuheben,
dass der expertenbasierte Zugang für den Klassenaufbau über die gesamte Arbeit hinweg
erhalten und anwendbar bleibt.
2.3.1 Aufbau von Fuzzy-Pattern-Klassen durch Aggregation von
Objekten
Wie in Abschnitt 1.2 ausgeführt, vereinigt das Konzept der Klassifikation die folgenden
drei fundamentalen Aufgaben: die Aufklärung von Phänomenen/Strukturen in einer Daten-
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menge, die Aufstellung eines Klassifikationsmodells und die Zuordnung von unbekannten
Beobachtungen zu einer gegebenen Klassenstruktur. Zum Zeitpunkt der Aggregation von
FPK gilt der Strukturfindungsprozess als abgeschlossen, sodass eine Menge von Lerndaten
XL := (x1, . . . xm, . . . ,xML)
>, xm = (x1,m, . . . ,xn,m, . . . ,xN,m) mit entsprechender Klassenzuord-
nung vorliegt. Die Anzahl der eine Klasse stützenden Lernobjekte wird nachfolgend als MFPKk
referenziert. Auf Basis dieser Lerndaten und entsprechend ihrer Klasseneinteilung wird jede
Fuzzy-Pattern-Klasse separat in einem Zweischrittalgorithmus aggregiert. Die vorteilhafte
Definition von Fuzzy-Pattern-Klassen durch eine Menge an Basisfunktionen ermöglicht dabei
die dimensionsweise Bestimmung der Parametersätze. Der Anschaulichkeit wegen wird die
Aggregation bildhaft illustriert, für eine formale Abhandlung sei hier auf [Bocklisch 1987;
Päßler 1998; Hempel 2005; Hempel und Bocklisch 2010b] verwiesen.
2.3.1.1 Aggregationsschritt zur Bestimmung des Klassenraums
Im ersten Schritt der Aggregation erfolgt die Bestimmung der lagebeschreibenden Klassenpa-
rameter, Klassenraumdrehung ϕ und Klassenraumposition u0 in Form eines klasseneigenen
Referenzsystems. Abbildung 2.5 illustriert diesen Vorgang am Beispiel zweier Objektmengen
(rot, blau). Aufgrund der analogen Vorgehensweise beim Klassenaufbau werden dieDarstel-























Abbildung 2.5: Aggregationsschritt zur Bestimmung des Klassenraums
Bestimmung der Klassenrepräsentanten u0: Der Klassenrepräsentant u0 kann zum Bei-
spiel dimensionsweise durch ein Mittel über alle klassenstützenden Lernobjekte XFPKk ⊆ XL
festgelegt werden.
Bestimmung der Klassenausrichtung ϕ: Der ausrichtungsbeschreibende Satz von Dreh-
winkeln ϕ ergibt sich durch die schrittweise Drehung der Klassenraumachse U1 in die Haupt-
schwereachse der Lernobjektmenge, wobei die verbleibenden Klassenachsen als orthogonales
Koordinatensystem mitgeführt werden [Päßler 1998]. Ausgehend von einem N-dimensionalen
Merkmalsraum ergibt sich nach N−1 Drehungen ein Klassenraum, der im Sinne einer or-
thogonalen Regression optimal an die Lerndaten angepasst ist. Jeder Drehschritt des Klas-
senraums wird dabei mit einem Winkel ϕn und einer Rotationsmatrix Tn assoziiert. Die
Hintereinanderausführung aller Drehungen beschreibt die Rotation T vom Merkmalsraum
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in den Klassenraum und kann als solches durch die Multiplikation der Rotationsmatrizen Tn
verstanden werden (2.6).
T = TN−1 ·TN−2 · . . . ·Tn · . . . ·T1 mit Tn ∈RN×N , (2.5)
Tn = (tn1,n2)|=

cosϕn für n1 = n2 = 1 oder n
sinϕn, für n1 = 1,n2 = n
−sinϕn für n1 = n,n2 = 1
1 für 1 6= n1 = n2 6= n
0 sonst
(2.6)
Definition des Klassenraums U: Der Klassenraum U einer FPK ist dementsprechend das
Referenzsystem, das durch die affine Transformation (2.7) bestimmt wird.
u = T (x−u0) (2.7)
Ist der Klassenraum einer Fuzzy-Pattern-Klasse bestimmt, werden im zweiten Aggrega-
tionsschritt die Klassenparameter ermittelt. Da die Klassenbeschreibung im Klassenraum
stattfindet, werden alle klassenstützenden Lernobjekte XFPKk in diesen transformiert (2.8).
um = T (xi−u0)∀xm ∈ XFPKk ,wobei UFPKk :=
{
u1, . . . ,um, . . . ,uMFPKk
}
(2.8)
Die Menge der transformierten Lernobjekte UFPKk bildet den Ausgangspunkt für den
zweiten Aggregationsschritt.
2.3.1.2 Aggregationsschritt zur Bestimmung der Klassenparameter
Im zweiten Aggregationsschritt findet die Abstraktion der in den Lerndaten enthaltenen Infor-
mationen statt. Die gewonnenen Informationen manifestieren sich dabei in den Parametern























Abbildung 2.6: Aggregationschritt zur Bestimmung der Klassenparameter
Abbildung 2.6 skizziert den Aggregationsschritt durch die entsprechende Hervorhebung der
bestimmten Klassenparameter sowie der Randkurven der Klassen. Da alle zu bestimmenden
30 2 Fuzzy-Pattern-Klassifikation
Parameter auf Basisfunktionen bezogen sind, kann analog zum ersten Schritt dimensionsweise
gearbeitet werden. Der Übersichtlichkeit wegen werden im Folgenden die Betrachtungen auf
eine Klassenraumdimension beschränkt, gelten jedoch für alle Basisfunktionen. Aufgrund der
seitenspezifischen Festlegung einer Basisfunktion ist es möglich, die Darstellungen weiter
auf einen einzigen Funktionsast einzuschränken, der andere folgt in gleicher Weise.
Bestimmung der Klassengrenzen cl/r: Die Grenzen cl/r einer FPK ergeben sich durch die
jeweils äußersten Lernobjekte. Wie Abbildung 2.7 veranschaulicht, werden diese dabei als
unscharfe Entitäten verstanden und inklusive ihrer elementaren Unschärfen gewertet. Im hier
dargestellten Fall steht der Index R∗ für die Anzahl der rechtsseitig liegenden Objekte und




u0n un,R*-3 un,R*-2 un,R*-1
~ ~
c =u +crn n,R* ern,R*un,R*-4 un,R*
Klassengrenze crn
Lernobjekte mit elementaren Unschärfen
Abbildung 2.7: Bestimmung der Klassengrenzen in einer beliebigen Klassenraumdimension
Bestimmung der Klassenform dl/r: Im datengetriebenen Klassenaufbau beschreiben die
Formparameter dl/r die Unschärfe einer FPK auf Basis der klasseninhärenten Objektverteilung.
Hierbei werden die Agglomerationseigenschaften der Objektverteilung aus der Sichtweise
der Fuzzy-Theorie interpretiert. Eine Fuzzy-Patter-Klasse wird folglich in eine scharfe Be-
schreibung übergehen, wenn das objektgestützte Gebiet klar abgrenzbar ist. Bezüglich der
Agglomerationseigenschaften liegt dieser Grenzfall bei einer Gleichverteilung von Lernob-
jekten vor. Im Gegensatz dazu wird eine FPK unschärfer, wenn keine deutliche Abgrenzung
möglich ist. Dieser Fall liegt dann vor, wenn eine Agglomeration von Lernobjekten zum
Klassenrepräsentanten stattfindet. Zur Abschätzung der Agglomerationseigenschaft wird die
vorliegende Objektverteilung mit der einer geometrischen Reihe verglichen.
µ
u0n




























Abbildung 2.8: Bestimmung der Stufensprünge in einer beliebigen Klassenraumdimension
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Wie Abbildung 2.8 veranschaulicht, werden zu diesem Zweck die Stufensprünge qm
zwischen benachbarten Objekten so ausgewertet, dass im gleichverteilten, scharfen Fall
dl/r = 20 und im stark unscharfen Fall der geometrischen Häufung dł/r = 2 angenommen wird.
Festlegung der Randzugehörigkeiten bl/r: Die Bestimmung der Randzugehörigkeiten
erfolgt unter Erhaltung der Objektkardinalität. Aus der Perspektive der Fuzzy-Theorie wird












un,1 un,R-i un,R-1 un,R
Lernobjekte
~ ~~ ~
u0n crnun,1 un,R-i un,R-1 un,R
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Abbildung 2.9: Bestimmung der Kardinalität in einer beliebigen Klassenraumdimension
Die Parameter bl/r werden mithilfe von Gleichung (2.1) unter Verwendung der bereits
bestimmten Parameter cl/r und dl/r gefunden.
Ermittlung der Klassenbedeutung a: Der Aggregationsvorgang einer Klasse wird mit der
Bestimmung der Klassenbedeutung a abgeschlossen. Die Bedeutung einer Klasse geht aus









Abbildung 2.10 demonstriert zusammenfassend den Lernvorgang am Beispiel von drei
Objektmengen.
Abbildung 2.10: Beispiel für die Aggregation von drei Objektmengen zu Fuzzy-Pattern-Klassen
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2.4 Klassifikation mit Fuzzy-Pattern-Klassen
(Arbeitsphase)
Nachdem die Definition, die Darstellung und die Aggregation von Fuzzy-Pattern-Klassen
bekannt sind, soll im Folgenden die Funktionsweise der Fuzzy-Pattern-Klassifikation im
Sinne der Arbeitsphase dargestellt werden.
Grundlage der Arbeitsphase bildet der sogenannte Fuzzy-Pattern-Klassifikator, dem un-
bekannte Objekte x = (x1,x2, . . . ,xN) zur Einordnung präsentiert werden. Ein Fuzzy-Pattern-
Klassifikator besteht typischerweise aus einem Satz von K aufgabenspezifisch angelernten
Fuzzy-Pattern-Klassen. Da jede Fuzzy-Pattern-Klasse Träger einer semantischen Bedeutung
(z. B. Lastbereiche, Fehlerbilder, usw.) ist, führt diese Zusammenfassung von Fuzzy-Pattern-
Klassen in einem Fuzzy-Pattern-Klassifikator zu einer semantisch abgeschlossenen Einheit,
bezüglich derer die Einordnung des unbekannten Objektes vollzogen wird. Als Klassifikati-
onsergebnis gibt der Klassifikator die Zugehörigkeiten des Objektes zu jeder Klasse in Form
des Vektors µFPK (x) zurück. Formal ausgedrückt realisiert ein Fuzzy-Pattern-Klassifikator
mit K normalisierten Klassen folgende Funktion:
µFPK (x) :RN → IK, µFPK (x) = (µFPK1 (x) ,µFPK2 (x) , . . . ,µFPKn (x))> (2.10)
Abbildung 2.11 stellt das zur Anwendung kommende Klassifikationsprinzip am Beispiel
einer eindimensionalen Dreiklassenstruktur dar. Zusätzlich sind die resultierenden Klassifika-
tionsergebnisse auf der rechten Seite gelistet.
Klassifikation






























Aufgrund der Klassenform sowie der Lage des zu klassifizierenden Objektes ergeben sich
nach (2.4) hohe Zugehörigkeiten zur rot und blau markierten Klasse, eine geringe Zugehörig-
keit folgt zur Klasse 1. Da FPK eine lokale Aussage über ein bekanntes Phänomen treffen, ist
– anders als in statistischen Verfahren – die Summe aller Zugehörigkeiten nicht normiert. Die
Zugehörigkeitswerte eines klassifizierten Objekts erlauben somit einen Rückschluss auf die
Objektlage im Merkmalsraum. Gemäß Abschnitt 2.2 können die zu klassifizierenden Objekte
in Form von atomaren FKP verstanden und dementsprechend identifiziert werden, siehe dazu
[Hempel 2005].
Wird das Vorgehen der Fuzzy-Pattern-Klassifikation unter dem Aspekt einer Vernetzung
von Klassifikationseinheiten betrachtet, kann ein Fuzzy-Pattern-Klassifikator auch als ein
Klassifikatorblock oder Klassifikatorknoten gemäß Abbildung 2.12 verstanden werden [Claus
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2003; Geißler 1998]. In dieser signalfluss- bzw. netzorientierten Denkweise bilden unbe-
kannte Objekte die Eingangsgrößen und Klassifikationsergebnisse die Ausgangsgrößen eines
Klassifikatorblocks.
Abbildung 2.12: Klassifikatorblock
2.5 Eigenschaften von Fuzzy-Pattern-Klassen und
-Klassifikatoren
Da die Vor- und Nachteile des Klassifikationskonzeptes sowohl den thematischen Ausgangs-
punkt als auch die Motivation dieser Arbeit bilden, werden diese im folgenden Abschnitt
einer Revision unterzogen.
Entsprechend ihrer Definition werden Fuzzy-Pattern-Klassen durch eine seitenspezifi-
sche, multivariate und parametrische Zugehörigkeitsfunktion über einem klasseneigenen
Referenzsystem festgelegt. Der Parametersatz einer Klasse erlaubt somit eine geschlossene
Beschreibung asymmetrischer und korrelativer Zusammenhänge im Sinne der Fuzzy-Logik,
siehe Abbildung 2.11. Dank des verwendeten Durchschnittsoperators sind FPK prinzipi-
ell als regelbasierte Beschreibung und Fuzzy-Pattern-Klassifikatoren als Regelbasis bzw.
Fuzzy-Partition begreifbar. Aus applikativer Perspektive bilden FPK lokale Modelle, die
aufgrund semantisch motivierter Parameter eine hohe Interpretierbarkeit und Transparenz
gewährleisten.
Abbildung 2.13: Fuzzy-Pattern-Klassen mit diversen asymmetrischen Unschärfen
Mit der vorgestellten Aggregation existiert ein datengetriebenes Lernverfahren für Fuzzy-
Pattern-Klassen, das folgende Eigenschaften in sich vereint:
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• Optimale Anpassung der Klassenbeschreibung im Sinne der orthogonalen Regression
• Bestimmung der Klassenunschärfe auf Basis der klasseninternen Objektverteilung
• Erhaltung der Aussagekraft lokaler Beobachtungen in Form der Klassenkardinalität
• Unterscheidung zwischen Klassenbedeutungen auf der Basis einer Gewichtsvariablen
Darüber hinaus kann in Verbindung mit dem Lernverfahren von einem geschlossenen
Klassifikationsvorgehen, ausgehend von Daten (atomaren FPK) zu verallgemeinernden Phä-
nomenbeschreibungen (FPK), gesprochen werden.
Analog zur Lernphase werden in der klassifikatorischen Arbeitsphase die Zugehörigkeiten
zu den FPK eines Fuzzy-Pattern-Klassifikators unabhängig voneinander (parallel) bestimmt,
wodurch sämtliche Vorteile einer unscharfen Bewertung erhalten bleiben7.
Aus algorithmischer Sicht vereinen FPK aufgrund ihrer parametrischen Beschreibung
sowie des auf diesen Parametern arbeitenden Durchschnittsoperators (2.2) eine gute Da-
tenkompression (acht Parameter pro Dimension) bei geringem Rechenaufwand. Dadurch
wird die Anwendung der Fuzzy-Pattern-Klassifikation insbesondere für hochdimensionale
Aufgabenstellungen ermöglicht.
Neben all diesen Vorteilen werden Fuzzy-Pattern-Klassen aufgrund ihrer unimodalen
konvexen Natur limitiert und es kommt zu einer inadäquaten Beschreibung von nichtkonvexen
Objektmengen. In solchen Fällen umfassen FPK nicht „nur“ das durch Lernobjekte gestützte
Gebiet, sie beschreiben zusätzlich auch objektungestützte Bereiche, siehe Abbildung 2.14.
Da jedoch die Morphologie einer klassenstützenden Objektmenge als zustands- bzw. phäno-
mentypisch verstanden werden soll, bildet dieser Nachteil den Ansatzpunkt der vorliegenden
Arbeit.
7Zum Beispiel stellen sich Phänomenüberlappungen, oder auch die Ablehnung eines unbekannten Objektes
bei der Klassifikation explizit dar.
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Abbildung 2.14: Beispiele nichtkonvexer Objektmengen mit zugehörigen Fuzzy-Pattern-Klassen

3 Konzept zur Klassifikation
nichtkonvexer
Objektmengenmorphologien
Wie in Abschnitt 2.5 herausgearbeitet, ergänzen sich das Funktionenkonzept der Fuzzy-
Pattern-Klassen und sein datengetriebener Aufbau zu einem hochflexiblen sowie in sich
geschlossenen Modellierungsrahmen. Einerseits erweist sich dieser aufgrund der Unimodali-
tät und Konvexität seiner Komponenten (FPK) als vorteilhaft bei der Beschreibung konvex
geformter Objektmengen. Andererseits stehen diese Eigenschaften im Gegensatz zur Mo-
dellierung von nichtkonvexen Objektmengenmorphologien. Abbildung 2.14 veranschaulicht
diesen Gegensatz insbesondere am Beispiel der kreisförmigen Objektmenge. Aufgrund der
Unimodalität weist die angelernte Fuzzy-Pattern-Klasse der objektungestützten zentralen
Region hohe Zugehörigkeiten zu, wohingegen die gut gestützten Randgebiete durch ge-
ringere Zugehörigkeiten charakterisiert werden. Es bildet sich ein inadäquates Model der
Ringstruktur, das in der klassifikatorischen Arbeitsphase offensichtlich zu Fehleinordnungen
von unbekannten Objekten führen kann.
3.1 Idee zur Beschreibung nichtkonvexer Objektmengen
Die Zielstellung der vorliegenden Arbeit liegt in der Behebung des Nachteils der Konve-
xität von Fuzzy-Pattern-Klassen, ohne das bestehende Modellierungskonzept zu verlassen.
Prinzipiell kommen hierfür zwei Vorgehensweisen in Betracht.
3.1.1 Segmentierung von Objektmengen
Ein möglicher Ansatz ergibt sich durch eine Segmentierung von klassenstützenden Objekt-
mengen in mehr oder weniger konvexe und somit durch Fuzzy-Pattern-Klassen abbildbare
Teilmengen. Der Segmentierungsvorgang kann dabei auf Basis von Clusteranalyseverfahren
sowie der Reklassifikationsrate durchgeführt werden.
Diese Überlegungen führen vom Prinzip her zu einem additiven baumartigen Modell, das
in jeder Ebene eine detaillierte Beschreibung der klassenstützenden Objektmenge durch ent-
sprechende Fuzzy-Pattern-Klassen realisiert. Wie [Hempel und Bocklisch 2008b, 2009] am
Beispiel einer Diagnoseaufgabe zeigt, ist dieser Ansatz vor allem im Zuge der Modellierung
separierbarer Objektgruppen mit gleicher oder ähnlicher Semantik attraktiv. Bei der Beschrei-
bung nichtkonvexer Objektmengenmorphologien ist dieses Vorgehen je nach Komplexität der
Morphologie mit einer großen Anzahl an Klassen und somit Unübersichtlichkeit behaftet –
vgl. mit einer Kreis-bzw. Kugelschalengeometrie.
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Abbildung 3.1 illustriert diesen Sachverhalt am Beispiel der kreisförmigen Objektmenge,
diese wurde einer hierarchisch-agglomerativen Clusteranalyse nach der Ward’s-Methodik
unterworfen. Um die Vergleichbarkeit mit dem zweiten, noch vorzustellenden Vorgehen zu
gewährleisten, wurde ausgehend vom Dendrogramm (links) eine stabile Clusterkonfiguration
mit sieben Clustern in Klassen entwickelt (rechts).
Abbildung 3.1: Beispiel für die clusterbasierte Segmentierung und klassifikatorische Modellierung
einer nichtkonvexen (kreisförmigen) Objektmenge
Der Klassifikationsvorgang für das segmentierungsbasierte Vorgehen stellt sich für das










FPK3FPK2FPK1 FPK5 FPK6 FPK7
µ1 µ3 µ4 µ5 µ6 µ7
Abbildung 3.2: baumartiges FPK-Modell für das Beispiel der Kreismorphologie
Im konkreten Beispiel übernimmt der erste Klassifikator die grobe Einordnung eines
unbekannten Objekts. Er gibt an, ob das unbekannte Objekt zu einem beschriebenen Phänomen
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gehören kann. Im Fall des Beispiels besteht der erste Klassifikator lediglich aus der die
Kreisgeometrie umschreibenden Klasse, vgl. Abbildung 2.14.
Ist die Zugehörigkeit zur groben Beschreibung angemessen hoch, charakterisieren die
sieben FPK des zweiten Klassifikators das Objekt näher. Zur Beschreibung der Kreisgeometrie
werden entsprechend dieses Ansatzes acht Klassenparametersätze – in Summe 128 Parameter
– benötigt. Aufgrund dieser Nachteile dient das segmentierungsbasierte Vorgehen nicht als
Ausgangspunkt der Beschreibung nichtkonvexer Morphologien.
3.1.2 Komplementierung von Fuzzy-Pattern-Klassen
Hierfür wird im Folgenden ein zweiter, alternativer Ansatz erarbeitet. Ausgangspunkt die-
ses Ansatzes bilden die Grundüberlegungen zu konvexen Mengen in euklidschen Räumen
[Minkowski 1910]. Bei diesen Überlegungen wird auch die Operation der Mengendifferenz














Abbildung 3.3: Beispiele nichtkonvexer Mengen, die durch Mengendifferenz erzeugt werden
Die Beispiele in Abbildung 3.3 verdeutlichen, dass die Mengendifferenz eine Formulierung
komplizierter Zugehörigkeitsfunktionen erlaubt, die mitunter zu nichtkonvexen Ergebnismen-
gen führen. Diese Überlegungen können weiter durch die Betrachtung von streng konvexen
Mengen spezifiziert werden.8
Definition: Eine Menge M heißt streng/strikt konvex, falls
∀x,y ∈M,∀λ ∈ (0,1) : λx+(1−λ )y ∈ int(M) .
Folgerung: Eine offene konvexe Menge ist stets streng konvex.
Es gilt: Die Mengendifferenz A\B zweier konvexer Mengen A und B kann nichtkonvex sein.
Im folgenden Fall kann man eine genauere Aussage treffen:
Satz 1: Seien A und B zwei streng konvexe abgeschlossene Mengen mit int(A\B) 6= /0 und
int(A∩B) 6= /0. Dann ist der Abschluss der Mengendifferenz A\B nichtkonvex.
8Die Definition der Mengendifferenz, des Randes einer Menge δ (A) sowie dem Inneren einer Menge int(A)
wurden [Fichtenholz 1971] entlehnt.
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Beweisskizze: Da int(A\B) 6= /0 ∃ x,y ∈ int(A\B), x 6= y. Sei nun z ∈ int(A∩B). Damit ist
also insbesondere z /∈ int(A\B), da int(A∩B) = int(A)∩ int(B) (zu zeigen) ist also z∈ int(A).
Da die Menge A streng konvex (einfache Konvexität reicht ebenfalls) ist, gilt:
• ∀λ1 ∈ (0,1) ist λ1x+(1−λ1)z ∈ int(A)
• ∀λ2 ∈ (0,1) ist λ2y+(1−λ2)z ∈ int(A).
Aufgrund obiger Überlegungen müssen die beiden Verbingungslinien xz,yz den Rand der
Menge B schneiden, d.h.
• ∃λ˜1 ∈ (0,1) : x˜ := λ˜1x+(1− λ˜1)z ∈ int(A)∩δ (B)⊂ A\B (zu zeigen)
• ∃λ˜2 ∈ (0,1) : y˜ := λ˜2y+(1− λ˜2)z ∈ int(A)∩δ (B)⊂ A\B.
Da die Menge B streng konvex ist, gilt nun:
∀λ ∈ (0,1) : λ x˜+(1−λ )y˜ ∈ int(B) , d.h. λ x˜+(1−λ )y˜ /∈ A\B.
Da die Gültigkeit des obigen Satzes für klassische Mengen gezeigt wurde, kann diese
auch auf Fuzzy-Mengen übertragen werden (z. B. über die Gesamtheit der α-Schnitte einer
Fuzzy-Menge). Wie Kapitel 2 mithilfe der Randkurven zeigt, sind die α-Schnitte einer Fuzzy-
Pattern-Klasse µFPK (x) von streng konvexer Charakteristik. Aus dem Repräsentationssatz
folgt, dass Fuzzy-Pattern-Klassen streng konvexe abgeschlossenene Fuzzy-Mengen sind.
Durch die Anwendung einer noch zu klärenden Mengendifferenz ist es somit möglich, mittels
eines geeigneten Satzes von Fuzzy-Pattern-Klassen eine beliebige Objektmengenmorphologie
zu approximieren. Die Approximationsgenauigkeit durch eine einfache Mengendifferenz ist
qualitativ vergleichbar mit der eines additiven Modells, wobei im Fall der Mengendifferenz
einfachere Strukturen resultieren können.
Die Operation der Mengendifferenz soll im Folgenden jedoch als Komplementierung einer
Klassenaussage (Semantik), z. B. durch andere Klassen, bezeichnet werden. Abbildung 3.4
illustriert dieses Prinzip schrittweise am Beispiel einer c-förmigen Objektmenge, wobei
die links abgebildete objektinduzierte Fuzzy-Pattern-Klasse mit der mittig dargestellten


















Abbildung 3.4: Fuzzy-Pattern-Klasse und Komplementäre Fuzzy-Pattern-Klasssen über einer
c-förmigen Objektmenge
Die Komplementierung durch die mittlere Fuzzy-Pattern-Klasse erfolgt dabei auf einer rein
semantischen Ebene und bezieht sich ausschließlich auf die Aussage der vorausgegangenen
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Fuzzy-Pattern-Klasse. Eine Komplementärklasse ist also nicht im Sinne einer gegenteiligen
Aussage zu verstehen. Vielmehr entspricht sie der Aussage „nicht“ oder „ohne“. Die um-
schreibende Fuzzy-Pattern-Klasse und ihre Komplementierende werden in diesem Kontext als
eine semantische Entität aufgefasst, wobei die komplementäre Fuzzy-Pattern-Klasse (KFPK)












Abbildung 3.5: Sequenz aus Fuzzy-Pattern-Klasse und komplementärer Fuzzy-Pattern-Klasse
Der zweite Ansatz kann dementsprechend als eine sequenzielle komplementierungsbasierte
Vorgehensweise aufgefasst werden. Eine angemessen interpretative Darstellung dieser Metho-
de findet sich in der Sequenz von Klasse und Komplementärklasse. Die Klassenaussage der
umschreibenden FPK wird durch eine spezifischere Aussage der KFKP auf einer entsprechen-
den nachgelagerten Hierarchieebene spezifiziert. Ebenso kann an eine Entscheidungskette
gedacht werden, in der FPK und KFPK als Experten verstanden werden. Die allgemeine
Aussage des ersten Experten (Personaler) wird im Bedarfsfall durch die detaillierte Kenntnis
eines zweiten Experten (Abteilungsleiter) dominiert – Letztere dient der Entscheidung über
notwendige Maßnahmen.
Hinsichtlich ihrer Definition sollen sich Fuzzy-Pattern-Klassen und Komplementärklas-
sen nicht unterscheiden, sodass das Modellierungskonzept für Fuzzy-Pattern-Klassen nicht
verlassen wird. In der direkten Konsequenz werden damit alle positiven Eigenschaften von
Fuzzy-Pattern-Klassen auf Komplementärklassen übertragen. Beispiele hierfür sind die Trans-
parenz, Interpretierbarkeit, Flexibilität, rechentechnische Effizienz etc. (siehe Abschnitt 2.5).
Vor allem könnte der datengetriebene Aufbau von Fuzzy-Pattern-Klassen übernommen wer-
den. Da sowohl die Eigenschaften als auch der Aufbau von Fuzzy-Pattern-Klassen in Kapitel
2 hinreichend beleuchtet wurden, besteht die zentrale Aufgabenstellung dieser Arbeit in der
automatischen Lokalisierung und Festlegung von komplementären Fuzzy-Pattern-Klassen
(KFPK) für eine gegebene Objektmenge.
In Übereinstimmung mit diesen Überlegungen stellt sich die klassifikatorische Beschrei-
bung der Kreisgeometrie ebenfalls aus der Sequenz einer FPK und einer KFPK (gemäß 3.4)
dar. Abbildung 3.6 greift den Betrachtungen vor und stellt das Ergebnis dieses Ansatzes
exemplarisch dar. Da hierfür lediglich zwei FPK benötigt werden, kommt diese Beschreibung
mit 32 Parametern also mit 4-mal weniger Parametern im Vergleich zum Äquivalent des
segmentierungsbasierten Vorgehens aus.
42 3 Konzept zur Klassifikation nichtkonvexer Objektmengenmorphologien
Abbildung 3.6: Ergebnis einer Sequenz aus einer Fuzzy-Pattern-Klasse und einer komplementären
Fuzzy-Pattern-Klasse für das Beispiel der kreisförmigen Objektmenge
ADLASSNIG [Adlassnig und Kolarz 1986; Leitich u. a. 2001; Boegl u. a. 2004] beschreibt
das Vorkommen und die Behandlung solcher „Fehlstellen“ im Rahmen der semiautomatischen
medizinischen Diagnose. Dabei wird der Terminus des „Neutralen“ verwendet. Dieser steht
äquivalent zum Begriff des „Komplementären“ in dieser Arbeit.
3.2 Ideen zur Synthese komplementärer
Fuzzy-Pattern-Klassen
Wie der vorhergehende Abschnitt beschreibt, ist die Fuzzy-Pattern-Klassifikation beliebiger
Objektmengenmorphologien mithilfe eines Satzes von Fuzzy-Pattern-Klassen und komple-
mentären Fuzzy-Pattern-Klassen (KFPK) ein vielversprechender Ansatz. Es stellt sich jedoch
die Frage, wie die hierfür benötigten KFPK gewonnen werden. Dank der konsistenten Verwen-
dung der Klassendefinition können komplementäre Fuzzy-Pattern-Klassen analog zu Kapitel
2 über zwei prinzipielle Zugänge festgelegt werden.
Expertenbasierte Festlegung von KFPK Die Option der expertenbasierten Festlegung
steht während des gesamten Komplementärklassenentwurfes zur Verfügung. Gemäß der
Zielsetzung einer automatischen Festlegung wird diese nicht weiter verfolgt.
Direkte automatische datenbasierte Festlegung von KFPK Im Kontext einer automati-
schen Bestimmung besteht ein möglicher Ansatz in der direkten Festlegung solcher kom-
plementären Fuzzy-Pattern-Klassen. Das heißt, die komplementierenden Klassen werden
ausschließlich aus der vorliegenden Lernobjektmenge und der assoziierten FPK abgeleitet,
siehe Abbildung 3.7.
Auf Basis der Objektmenge und der umbeschreibenden FPK gilt es eine optimale Anzahl
von KFPK, mit je acht Klassenparametern pro Merkmalsdimension und Klasse, festzulegen.
Während sich dies aus menschlicher Perspektive für die c-Form trivial darstellt, resultiert für
eine Objektmengenmorphologie gemäß Abbildung 3.8 eine anspruchsvolle Optimierungsauf-
gabe daraus. Unabhängig von der menschlichen Perzeption, ergibt sich aus algorithmischer
Perspektive die anspruchsvolle Aufgabe für jede Morphologie automatisch „sinnvolle“ Kom-
plementärklassen aufzufinden.










Abbildung 3.7: Prinzip der direkten Bestimmung einer komplementären Fuzzy-Pattern-Klasse
Abbildung 3.8: anspruchsvolle Objektmengenmorphologie
Allein die Bestimmung der optimalen Anzahl k von Komplementärklassen, ihrer entspre-
chenden Positionen u0, Ausrichtungen ϕ , Ausdehnungen cl/r usw. führt zu einer nichtlinearen,
multikriteriellen Paretooptimierungsaufgabe über 8kN gemischte Variablen unter entsprechen-
den Nebenbedingungen. Diese Aufgabe wird zusätzlich durch die Möglichkeit der mehrfach
iterierten Mengendifferenz verkompliziert. Angesichts der Vielfalt an festzulegenden Pa-
rametern und damit einhergehenden Lösungsvarianten sowie der Nachvollziehbarkeit des
Optimierungsergebnisses erscheint die direkte automatische Festlegung von KFPK als unver-
hältnismäßig aufwendig und wird nicht weiterverfolgt.
Automatische daten- bzw. objektbasierte Festlegung von KFPK. Scheidet eine direkte
Bestimmung von KFPK aufgrund von Praktikabilitätsgründen aus, verbleibt lediglich die
Möglichkeit einer objektgetriebenen Definition von Komplementärklassen, vgl. Abbildung
3.9. Diese ist ein Ansatz, der aufgrund der Klassendefinition durch die bestehende Methode
der automatischen Klassenaggregation gestützt wird.
Wären derartige Komplementärobjekte vorhanden, könnte folgende philosophische Haltung
eingenommen werden. Aus der Perspektive der Klassifikation werden Klassen (im speziellen
auch FPK) als Verallgemeinerung der sie generierenden Objekte verstanden. Dementspre-
chend „erben“ Klassen grundlegende Eigenschaften ihrer Objekte. In diesem Sinne verkörpern
KFPK auch die Komplementierungseigenschaft der zugrunde liegenden Komplementärobjek-
te. Dieser Komplementierungseigenschaft wird bei der Interpretation und Anwendung von
FPK-KFPK-Strukturen Rechnung getragen.
Das scheinbare Hauptproblem dieses Zugangs, dass Objekte, die solche KFPK stützen, a
priori meist unbekannt sind, wird in Kapitel 4 aufgegriffen.










Abbildung 3.9: Prinzip der datengetriebenen Bestimmung von komplementären FPK
Jedoch sei aufgrund des konzeptionellen Anliegens dieses Abschnittes sowie zur Darstel-
lung der Reichhaltigkeit dieses Gedankens im Folgenden die Existenz derartiger Objekte
angenommen.
3.3 Strukturen von Fuzzy-Pattern- und komplementären
Fuzzy-Pattern-Klassen
Die oben erwähnte Reichhaltigkeit des objektbasierten Ansatzes ist ein Resultat der Vielfalt
an Methoden der Weiterverarbeitung und Analyse von Komplementärobjekten. Sie schlägt
sich äquivalent in der Ausbildung von verschiedensten FKP-KFPK-Strukturen nieder. Der
folgende Abschnitt greift diese Gedanken in Form einer konzeptionellen Systematisierung
der objektbasierten Komplementierung von Fuzzy-Pattern-Klassen auf. Ferner dient er der
Erarbeitung eines prinzipiellen Vorgehens zur Erzeugung und Repräsentation der dieser Arbeit
zugrunde liegenden FPK-KFPK-Strukturen.
3.3.1 Sequenzielle Komplementierung höherer Ebene
Im Einklang mit der prinzipiellen Idee der einfachen Komplementierung können Komplemen-
tärobjekte geradewegs zu komplementären Fuzzy-Pattern-Klassen aggregiert werden. Tritt
dabei der Fall einer nichtkonvexen Komplementärobjektmorphologie auf, kann das Gedan-
kengut von Satz 1 weiter zur Betrachtung der mehrfachen oder iterierten Mengendifferenz in
Form von Komplementärklassen höherer Ebenen kultiviert werden.
Ausgangspunkt dieser Überlegungen sei die Lerndatenmenge und ein Satz geeigneter
Komplementärobjekte.9 In den jetzigen konzeptionellen Betrachtungen ist es hinreichend zu
wissen, dass eine geeignete Komplementärobjektmenge disjunkt bzgl. der unscharfen Aus-
dehnung der Lernobjektmenge ist und nur innerhalb der Klassengrenzen existiert. Aufgrund
dieser Eigenschaften sollten im konvexen und deswegen korrekt modellierten Fall, keine
Komplementärobjekte bzw. Objekte innerhalb einer FPK respektive KFPK liegen. Existieren
jedoch Objekte mit einer hohen Zugehörigkeit zu ihren jeweils komplementierenden Klas-
sen, so müssen sowohl die Komplementärobjektmenge als auch die KFPK nichtkonvex sein.
Dieser Umstand lässt sich durch die Klassifikation der Lernobjekte mit den entsprechenden
9Die Eigenschaften geeigneter Komplementärobjektmengen werden in Kapitel 3.1 auf Basis von zwei grundle-
genden Prinzipien hergeleitet.
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KFPK nachweisen. Lernobjekte mit einer hohen Komplementärklassenzugehörigkeit können
ihrerseits als Komplementärobjekte zweiter Ebene wirken. Sie führen nach Aggregation zu
einer Komplementärklasse zweiter Ebene. Dieses Vorgehen kann so lange iteriert werden bis
Komplementärklassen entstehen, die keine komplementierenden Objekte enthalten. Dabei
ergibt sich eine Sequenz von komplementierenden Fuzzy-Pattern-Klassen. Algorithmisch















Abbildung 3.10: datenbasierte Bestimmung von Sequenzen aus Komplementärklassen
Die vorgestellte Vorgehensweise soll mithilfe des s-förmigen Datensatzes erläutert und
exemplarisch nachvollzogen werden. Abbildung 3.11 veranschaulicht hierfür Lerndaten in
Form von blau bzw. schwarz eingefärbten Objekten sowie von rot bzw. weiß gefärbten
Komplementärobjekten.
Abbildung 3.11: links: Lern- und Komplementärobjekte; rechts: umschließende FPK
Die Aggregation der Komplementärobjektmenge führt zu der in Abbildung 3.12 dar-
gestellten komplementären Fuzzy-Pattern-Klasse. Durch die offensichtlich nichtkonvexe
Charakteristik der Komplementärobjektmenge ergibt sich ein inadäquates Klassifikationsmo-
dell. Im Beispiel wird der nichtkonvexe Fall der KFPK durch die schwarz hervorgehobenen
Lernobjekte (Komplementärobjekte zweiter Ebene) in der rechten Grafik verdeutlicht. Die
hervorgehobenen Lernobjekte weisen eine Komplementärklassenzugehörigkeit größer gleich
0.6 auf. Auf die komplementäre Fuzzy-Pattern-Klasse wird nun Satz 1 angewandt. Dabei
wirken die dunkelblauen Lernobjekte (linke Seite Abbildung 3.13) als Komplementärobjekte
(zweiter Ebene) auf die Komplementärklasse.
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Abbildung 3.12: links: KFPK erster Ebene; rechts: Komplementärobjekte zweiter Ebene (schwarz)
Abbildung 3.13: Komplementärobjekte und komplementäre Fuzzy-Pattern-Kasse zweiter Ebene
Gemäß Abbildung 3.13 stellt sich der Iterationsabbruch für das Beispiel in der zweiten
Ebene ein, da alle weißen Komplementärobjekte erster Ebene eine geringe Zugehörigkeit zur
Komplementärklasse zweiter Ebene (rechts) aufweisen. Es können keine Komplementärob-
jekte dritter Ebene gefunden werden. Folgerichtig kann der Klassifikationsablauf durch die in
Abbildung 3.14 dargestellte Sequenz repräsentiert werden.
In Abbildung 3.14 findet eine Unterscheidung zwischen Fuzzy-Pattern-Klassen bzw. – Klas-
sifikatoren und Komplementärklassen bzw. -Klassifikatoren statt. Klassen bzw. -Klassifikatoren,
die auf Basis der Lernobjekte gebildet wurden, werden in Eisblau dargestellt und führen
aufgrund der Assoziativität der Mengendifferenz immer zu einer Bekräftigung des Klassifi-
kationsergebnisses. Klassen oder Klassifikatoren, die auf Basis von Komplementärobjekten
aggregiert wurden, werden rot symbolisiert, sie führen immer zu einer Abweisung des Klassi-
fikationsergebnisses. In der klassifikatorischen Arbeitsphase ist die Sequenz entsprechend
Abbildung 3.14 zu interpretieren. Im ersten Schritt findet eine Einordnung durch die umfas-
sende FPK (Abbildung 3.11) statt. Diese gibt Auskunft, wie stark ein unbekanntes Objekt dem
abgebildeten Phänomen zugehören könnte. Diese Aussage wird durch die Komplementärklas-
se erster Ebene K1FPK (Abbildung 3.12) im Sinne der Mengendifferenz spezifiziert, siehe
Zwischenergebnis. Dieses Zwischenergebnis wird wiederum durch die komplementäre Fuzzy-
Pattern-Klasse zweiter Ebene K2FPK charakterisiert, woraus das abgebildete Gesamtergebnis
resultiert.
3.3 Strukturen von Fuzzy-Pattern- und komplementären Fuzzy-Pattern-Klassen 47
Abbildung 3.14: FPK-KFPK-Sequenz mit prinzipiellen Zwischen- und Gesamtergebnissen
Um eine etwas plastischere Vorstellung für die sequenzielle Vorgehensweise sowie die
Bedeutung von Satz 1 zu bekommen, stelle man sich ein konvexes Stanzwerkzeug vor, das zur
Bearbeitung eines Werkstücks eingesetzt wird. Um eine bestimmte Form zu approximieren,
muss der Stanzvorgang mehrere Male wiederholt werden. Man stelle sich desweiteren die
Anwendung des Stanzwerkzeugs auf das Stanzwerkzeug vor. Dieser Vorgang erlaubt es, ein
Stanzwerkzeug beliebiger Form/Komplexität zu kreieren, was für eine Anwendung auf das
Werkstück im wahrsten Sinne des Wortes zugeschnitten ist. Diese Überlegung kann beliebig
fortgesetzt werden und als Sequenz von Klassen und Komplementärklassen höherer Ebene
beschrieben werden.
3.3.2 Komplementierung höherer Ebenen in Kombination mit
Clusteranalyse
Neben der rein sequenziellen Vorgehensweise birgt die Annahme von Komplementärobjekten
den Anreiz, diese weiter analysieren zu können. Im Kontext dieser Arbeit prädestinieren sich
hierfür Verfahren der Clusteranalyse.
Wie in Abschnitt 3.1.1 angedeutet, kann die Clusteranalyse zur Segmentierung der Kom-
plementärobjektmenge in konvex beschreibbare Teilmengen angewandt werden. Damit würde
die Gesamtheit der Komplementärobjekte durch einen mitunter unübersichtlichen Satz von
Klassen in nur einer Komplementierungsebene repräsentiert. In einem solchen Fall sind
auch die rechentechnischen Aufwendungen nicht zu vernachlässigen. Dieses Anliegen soll
dementsprechend hier nicht vertreten werden. Die Clusteranalyse soll vielmehr in ihrem
Kerngedanken – der Zusammenfassung ähnlicher Objekte- verstanden werden. Die sinnvolle
Kombination von Clusteranalyse und klassenbasierte Konvexitätsanalyse nimmt allgemein
den folgenden Ablauf an. Mithilfe eines Clusteranalyseschrittes wird die Menge der Komple-
mentärobjekte auf formale Cluster geprüft. Die festgestellten Objektgruppierungen werden
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zu einer entsprechenden Menge von Fuzzy-Pattern-Klassen in einen Klassifikator aggregiert.
Jede der einzelnen Fuzzy-Pattern-Klassen kann im Sinne der oben ausgeführten Komplemen-
tierung behandelt werden, wobei sich der gesamte Vorgang in jeder Ebene wiederholt. Da
bei diesem Vorgang alle Komplementärklassen als eigenständige Entitäten aufgefasst werden,
kann der Zustand auftreten, dass einige der Klassen weiter komplementiert werden müssen
und für andere die Iteration endet. Dementsprechend ergibt sich eine baumartige FPK-KFPK

















Abbildung 3.15: datenbasierte Bestimmung von Bäumen aus Komplementärklassen bzw.-
Klassifikatoren
Die dargelegte Kombination der vorteilhaften Chaining- bzw. Dichteerreichbarkeitsaussa-
gen von Clusteranalysemethoden mit der klassifikatorischen Konvexitätsanalyse von Objekt-
Komplementärobjekt-Mengen erzeugt dabei Synergieeffekte sowohl auf semantischer als
auch auf rechentechnischer Ebene. Auf rechentechnischer Ebene wird einerseits die Anzahl
der Komplementierungsebenen minimiert, anderseits werden ausschließlich formal sinnvolle
und notwendige Segmentierungen der Komplementärobjetkmenge vorgenommen. Auf einer
semantisch interpretativen und anschaulichen Ebene wird die rein sequenzielle Beschreibung
durch eine bei Weitem anschaulichere und intuitivere Klassifikatorbaumform erweitert, zumal
durch gefundene formale Cluster bzw. Klassen neue Bedeutungen impliziert werden können.
Obige Überlegungen sollen wieder exemplarisch aufgearbeitet werden. Ausgehend von der
Lerndaten- und Komplementobjektmenge (Abbildung 3.15) wird zunächst der Clusterschritt
durchgeführt.
Abbildung 3.16: links: Lern- und Komplementärobjekte; rechts: geclusterte Komplementärobjekte
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Im Beispiel der rot eingefärbten Komplementärobjektmenge ergeben sich zwei klar getrenn-
te Gruppen von Komplementärobjekten, die in der rechten Seite von Abbildung 3.16 farblich
(braun bzw. gelb) voneinander abgegrenzt wurden. Analog zu Abschnitt 3.3.1 werden in
diesem Fall beide Gruppen zu zwei entsprechenden komplementären Fuzzy-Pattern-Klassen
erster Ebene K1FPK1,2 aggregiert, vgl. Abbildung 3.17 links. Die Prüfung auf Konvexität
erfolgt durch Reklassifikation der schwarz eingefärbten Lernobjekte.
Für den Beispieldatensatz zeigt sich jedoch, dass keine Komplementärobjekte zweiter Ebene
(Lernobjekte mit hoher Komplementärklassenzugehörigkeit) identifiziert werden können.
Folglich bricht die Iteration ab und es ergibt sich ein Fuzzy-Pattern-Klassifikator mit zwei
K1FPK, die in Komplementierung mit der umschreibenden Fuzzy-Pattern-Klasse gehen, vgl.
rechte Seite Abbildung 3.17.
Abbildung 3.17: links: Komplementärklassen; rechts: resultierende Zugehörigkeiten


















Abbildung 3.18: FPK-KFPK-Struktur für die s-förmige Beispielmorphologie
Die abgebildete Sequenz einer Fuzzy-Pattern-Klasse und eines komplementierenden Fuzzy-
Pattern-Klassifikators, stellt die einfachste Struktur dieser Art dar. Im Vergleich zur reinen
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Komplementierung ist, aufgrund der Verringerung von Komplementierungsebenen, prinzipiell
mit einer Verbesserung der Transparenz und Interpretativität bei tendenziell weniger Kosten
zu rechnen10. Abbildung 3.19 liefert einen vertiefenden und verdeutlichenden Ausblick der
beschriebenen Methodik am Beispiel dreier ineinandergreifender Klassen.
Abbildung 3.19: Lernobjektmenge der drei Klassen und nichtkonvexe Fuzzy-Pattern-Klassen
Wie Abbildung 3.19 andeutet, können auch Objekte einer anderen Klasse als Komple-
mentärobjekte verstanden und zum Aufbau von Komplementärklassen eingesetzt werden. In
diesem Zusammenhang muss jedoch die Disjunktheit der Objektmengen abklärt werden, da
die Modellierung von Überlappungsphänomen (z. B. Semantiken) ein essenzieller Bestandteil
unscharfer Beschreibungen ist. Dieser Nachweise kann klassifikatorisch, mittels der sich
überlappenden Teilobjektmengen erbracht werden. Das grundsätzliche methodische Problem
bei der Verwendung von Lernobjekten anderer Klassen ist der Umstand, dass diese sich
nicht den gesamten ungestützten Klassenraum ergänzen, wodurch unvollständige Klassen-
modelle resultieren können. Des Weiteren sei diesbezüglich auf den erkenntnistheoretischen
Unterschied zwischen der Aussage der Komplementärobjekte „hier kann keine Aussage ge-
troffen werden“ und der Aussage anderer klassenstützender Objekte „hier gilt eine Semantik“
hingewiesen. Dementsprechend wird die Verwendung von Lernobjekten anderer Klassen
nicht weiter betrachtet, sondern ein Synthesewerkzeug für geeignete Komplementärobjekte
vorgestellt.
Durch die Aggregation von komplementären Objekten in Kombination mit Clusterana-
lysetechniken gemäß Abbildung 3.15 realisiert das gewonnene nichtkonvexe Fuzzy-Klas-
sifikationsmodell einen Kompromiss zwischen der Anzahl von Komplementierungsebenen
und der Anzahl von Komplementärklassen/-Klassifikatoren pro Ebene. Ferner wird durch
das beschriebene Vorgehen eine Vernetzung von Fuzzy-Pattern-Klassifikatoren in Form von
hoch interpretativen und transparenten Klassifikatorbäumen impliziert. Die so erwirkte Erwei-
terung des bestehenden Konzepts der Fuzzy-Pattern-Klassifikation auf ein netzorientiertes
Klassifikationsparadigma bildet eine wesentliche Innovation dieser Arbeit.11
10Im betrachteten Beispiel ergaben sich mit drei Klassenparametersätzen gleiche Kosten für beide Vorgehens-
weisen.
11Ansätze und Anregungen dieser Gedanken stehen mit [Bocklisch und Priber 1983; Claus 2003; Geißler 1998;
Reneberg 1995] ebenfalls in der Tradition der Fuzzy-Pattern-Klassifikation.
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Abbildung 3.20: FPK-KFPK-Struktur des Dreiklassen-Beispiels
Aufgrund der mit dieser Methodik einhergehenden Synergieeffekte soll sie den Kern der
vorliegenden Arbeit bilden.
3.4 Konzeptioneller Vergleich von FPK-KFPK-Strukturen
mit bestehenden Klassifikatornetzen und netzartigen
Klassifikatoren
Die im Rahmen dieser Arbeit betrachtete Verschaltung von Fuzzy-Pattern-Klassifikatoren
(FPKen) führt in das Forschungsgebiet der Klassifikatornetze bzw. netzartiger Klassifikato-
ren. Das Forschungsgebiet der Klassifikatornetze bzw. netzartigen Klassifikatoren umfasst
klassifikatorische Ansätze der Phänomenbeschreibung, die durch eine Verknüpfung mehrerer
Teilmodelleinheiten charakterisiert sind. Kennzeichnend für netzartige Klassifikatoren ist da-
bei, dass die Vernetzung einzelner Teilmodelleinheiten zur Bildung des Gesamtklassifikators
führt, wohingegen in Klassifikatornetzen die Klassifikationsleistung durch die Vernetzung
interpretierbarer, autonomer Einzelklassifikatoren erbracht wird. FPK-KFPK-Strukturen wei-
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sen Merkmale beider Kategorien auf fallen jedoch tendenziell in die Rubrik der netzartigen
Klassifikatoren. Im Folgenden sollen dementsprechend die beschriebenen FPK-KFPK-Bäume
konzeptionell gegenüber den typischen Vertretern netzorientierter Klassifikationsparadigmen
positioniert werden.
Als vorrangige Motivationen für die Erstellung netzorientierter Klassifikatoren können die
Klassifikation komplexer mehrdimensionaler Phänomene, die Interpretier- und Nachvollzieh-
barkeit des Klassifikationsprozesses bzw. des Klassifikationsergebnisses, die kategorische
und strukturierte Abbildung von Wissen sowie die Ausnutzung von Synergieeffekten aus der
Verknüpfung unterschiedlicher Klassifikationsansätze angegeben werden. Daher sollen diese
Motivationen im Folgenden auch als Vergleichskriterien herangezogen werden.
Als typische Vertreter von Klassifikatornetzen bzw. netzartigen Klassifikatoren sollen se-
mantische Netze [Helbig 2008; Sowa 1992], Bayes- oder probabilistische Netze [Niemann
2003; Pearl 2001, 1997], Entscheidungsbäume (CART) [Breiman 2001; Breiman u. a. 1984;
Quinlan 1993], regelbasierte Expertensysteme, neuronale Netze [Buhmann 2003; Haykin
1998] sowie hybride Architekturen [Nauck u. a. 2003] betrachtet werden. In diesem Kontext
sei ebenfalls auf die Verwandtschaft mit Multiagentensystemen hingewiesen. Das Hauptcha-
rakteristikum für Multiagentensysteme ist die hochdynamische Autonomie bezüglich der
Netzarchitektur und Kommunikation zwischen Netzakteuren sowie ihrer Umgebung (real
oder auch virtuell) [Müller 1993]. Demgegenüber sind die hier betrachteten Netztypen eher
starrer Natur.
3.4.1 Vergleich mit semantischen Netzen
Nach [Sowa 1992] sind semantische Netze vordergründig als philosophisch, psychologisch
und linguistisch motivierte (mehrschichtige) Modelle der Wissensrepräsentation, Problemlö-
sung und Sprachverarbeitung zu verstehen [Helbig 2008, 1996]. Im Allgemeinen stellen die
Knoten eines semantischen Netzes Konzepte dar, die durch eine Menge von (graduell gewich-
teten) vererbbaren Eigenschaften festgelegt werden [Helbig 2006; Shapiro 2000]. Mithilfe der
Kanten des semantischen Netzes werden vielfältige Relationen (inhaltliche Interpretationen,
semantische Relation, strikt logische Relationen, probabilistische Relationen uva.) zwischen
den Knoten repräsentiert, wie [Shapiro u. a. 2007; Brachman und Levesque 2007] aufzeigen.
Abbildung 3.21: Beispiel für ein semantisches Netz zur Darstellung des Gebäude Konzepts
[Helbig 2006]
Fuzzy-Pattern-Klassifikatoren und somit auch FPK-KFPK-Strukturen weisen bezüglich
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der geschilderten Wissensrepräsentation Verwandtschaften mit semantischen Netzen auf. Die
semantischen Bedeutungen der Klassen eines Fuzzy-Pattern-Klassifikators sind vergleichbar
mit den einzelnen Begriffen eines semantischen Netzes.
Eine weitere Gemeinsamkeit wird bei der Strukturierung von Wissen in beiden Netzen
deutlich. Der Fuzzy-Pattern-Klassifikator als Netzknoten umfasst eine wohlbestimmte Klas-
senstruktur und stellt ein semantisches, in sich geschlossenes Modul – eine semantische
Struktureinheit – dar. Im Sinne der Vererbung bilden diese semantischen Struktureinheiten
die Eigenschaften der aggregierten Objekte aus, z. B. übernehmen komplementäre Fuzzy-
Pattern-Klassen die Komplementierungseigenschaft der sie stützenden Komplementärobjekte.
In gleichartiger Weise werden die Wissenselemente in semantischen Netzen auf der Basis
der Vererbungseigenschaft zu semantischen Struktureinheiten (Konzepten) zusammengefasst.
Klassifikatoren in FPK-KFPK-Strukturen sowie generische Konzeptknoten in semantischen
Netzen dienen gleichermaßen als Strukturierungswerkzeuge für den Aufbau eines Netzes.
Ein fundamentaler Unterschied ergibt sich bei der Festlegung des Wissens in beiden
Netzmodellen. Die Definition von Begrifflichkeiten in semantischen Netzen erfolgt anwen-
derspezifisch auf einer rein semantischen Ebene. Demgegenüber werden Semantiken in
Fuzzy-Pattern-Klassifikatoren durch Basisinformationen oder auf Faktenebene, funktional im
Rahmen der Theorie Fuzzy-Mengen, motiviert und repräsentiert. Damit werden Aussagen
quantifizierbar und Ähnlichkeiten zwischen semantischen Bedeutungen (also auf semantischer
Ebene) ableitbar. Den Begriffen in semantischen Netzen fehlt eine derartige Ähnlichkeits-
bzw. Vergleichbarkeitsbeziehung.
3.4.2 Vergleich mit Bayes- und probabilistischen Netzen
Probabilistische und Bayes-Netze, als Spezialfall prozeduraler, semantischer Netze, werden
aufgrund ihres netzartigen Aufbaus und der damit einhergehenden Wissensrepräsentation
ebenfalls in das Feld der netzartigen Klassifikatoren eingeordnet. Wie [Borgelt 2002; Pearl
2001] verdeutlichen, ermöglichen probabilistische bzw. Bayes-Netze die Abbildung und
Verarbeitung von unsicheren Zusammenhängen (siehe Abbildung 3.22).
Abbildung 3.22: Beispiel für Bayes-Netz zur Bewertung der Diagnose Lungenkrebs [Neapolitan
2003]
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Gemäß [Neapolitan 2003; Pearl 1997; Friedman und Goldszmidt 1996] entsprechen Bayes-
Netze einer grafischen Repräsentation der Struktureigenschaften multivariater, probabilisti-
scher Verteilungen (vorrangig in Form gerichteter azyklischer Graphen [Jensen 2002]), in
denen die Wahrscheinlichkeiten subjektiv im Sinne von Glauben oder Vertrauen in Aussagen
verstanden werden. Die Bayes’sche Inferenz, als Hauptrelation derartiger Netze, ermöglicht
die Modellierung und Aufdeckung kausaler Zusammenhänge sowie die Simulation plausi-
blen Schließens unter Unsicherheit [Waldmann u. a. 2008; Waldmann und Martignon 1998].
Dementsprechend erfahren diese grafischen, probabilistischen Modelle Aufmerksamkeit in
den Bereichen der Entscheidungsunterstützungssysteme, Prognose [Borgelt und Kruse 2004],
Risikoabschätzung [Neil und Hager 2009] sowie der medizinischen Diagnose [van Gerven
2007] und zeigen somit prinzipielle Anwendungsbereiche für FPK-KFPK-Strukturen auf.
Aus der Perspektive einer Wissensrepräsentation sind die durch Zufallsvariablen und deren
Verknüpfungen hinterlegten semantischen Aussagen in Bayes-Netzen vergleichbar mit denen
einzelner Klassen eines FPKs. Die semantischen Aussagen von verknüpften Zufallsvariablen
können dabei ebenso wie Fuzzy-Pattern-Klassen faktenbasiert (z. B. frequentistisch) gestützt
werden. Jedoch ist diese faktenbasierte Begriffsdefinition (von Zufallsvariablen und Verknüp-
fung) nicht mehr aus einem vorliegenden Bayes-Netz extrahierbar. Im Gegensatz dazu können
ausgehend von Form, Ausdehnung und Lage einer Fuzzy-Pattern-Klasse Rückschlüsse auf
die klassenerzeugende Fakten- bzw. Datenlage getroffen werden. Im Unterschied zu den
durch Basisinformationen festgelegten Fuzzy-Pattern-Klassen sind die Beschreibungen der
vorliegenden Knoten (Zufallvariablen) in Bayes-Netzen dementsprechend rein semantisch
motiviert. In Bayes-Netzen lassen sich demzufolge keine metrischen Ähnlichkeiten oder
Vergleichsmaße zwischen zwei Knoten ableiten. Die modularen Fuzzy-Pattern-Klassen eines
Klassifikators gewährleisten dies durch eine entsprechende Definition der Modellparameter
in der Basisebene.
Ein ähnlich fundamentaler Unterschied besteht in der lokalen, diskreten und vor allem im-
pliziten Darstellung der gesamten, womöglich multimodalen, Wahrscheinlichkeitsverteilung
durch die im Bayes’schen Sinne verknüpften Netzknoten (Zufallsvariablen). Diese impli-
zite Wissensrepräsentation wirkt sich nachteilig auf Transparenz und Extrahierbarkeit der
Wissensbasis aus. Wie [Borth 2004] darstellt, sind die Klassen einer multimodalen Wahr-
scheinlichkeitsverteilung nur schwer aus der impliziten Bayes-Netzdarstellung extrahierbar,
da lediglich sog. Netzfragmente interpretiert werden können. Entsprechend vorteilhafter
erweist sich die transparente, explizite und damit extrahierbare Wissensrepräsentation durch
Fuzzy-Pattern-Klassen.
Bezüglich der Informationspropagation zeigen sich weitere Verschiedenheiten. Bayes-
Netze werden durch die Eigenschaft der bidirektionalen Informationsausbreitung (message
passing) charakterisiert. Dementsprechend kann jeder Knoten des Bayes-Netzes als Input-
knoten operieren. Die neuen Informationen werden in jedem Fall durch das gesamte Netz
propagiert. Einerseits besitzen Bayes-Netze durch diese Art der Informationsausbreitung die
Rückschlusseigenschaft (von Ergebnissen auf Ursachen) [Pearl 2001, 1997; Waldmann und
Holyoak 1992]. Andererseits muss für ein Ergebnis die gesamte Wahrscheinlichkeitsvertei-
lung aktualisiert werden, das heißt, das gesamte Bayes-Netz muss neu berechnet werden.
Entsprechend aufwendig (rechentechnisch) ist der Betrieb eines Bayes-Netzes.
Im Gegensatz dazu werden zu beschreibende Phänomene konzentriert in der modularen
Klassenstruktur des Klassifikators abgelegt. Eine Fuzzy-Pattern-Klasse entspricht in diesem
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Sinne einem Bayes-Netzfragment. Damit bildet jeder Fuzzy-Pattern-Klassifikator eine relativ
unabhängige (semantische) Entität. Diese Unabhängigkeit bleibt auch bei der Vernetzung
von Fuzzy-Pattern-Klassifikatoren mit komplementären Fuzzy-Pattern-Klassifikatoren erhal-
ten. Sie erlaubt es, jeden Klassifikatorknoten (semantisch) unabhängig zu bearbeiten und
favorisiert somit eine unidirektionale Informationsausbreitung in der Baumstruktur, woraus
wiederum die rechentechnische Effizienz solcher FPK-KFPK-Strukturen folgt.
3.4.3 Vergleich mit künstlichen neuronalen Netzen (KNN)
Die natürlich inspirierten neuronalen Netze repräsentieren einen konnektionistischen Ansatz
der KI-Forschung bzw. Neuroinformatik, dessen Leistungsfähigkeit aus der hochgradigen
und gewichteten Vernetzung funktional einfacher Knoten sowie der Anwendung leistungs-
starker Lernparadigmen (supervised, unsupervised, reinforced learning) resultiert [Nauck
u. a. 2003; Gurney 1997; Nauck u. a. 1996; Haykin 1998]. Im Bereich der Klassifikation und
Mustererkennung treten neuronale Netze als assoziative Speicher, Multi-Layer-Perzeptrone,
selbstorganisierende Karten [Kohonen 2001] und Radialbasisnetze [Buhmann 2003] auf oder
























Abbildung 3.23: beispielhafte Architektur eines neuronalen Netzes (Multilayer Perzeptron)
[Haykin 1998]
Neuronale Netze und Fuzzy-Pattern-Klassen weisen die Gemeinsamkeit auf, dass die in
ihnen ablaufenden Lern- und Klassifikationsprozesse sowie das abgelegte Wissen auf einer
Datenbasis begründet werden – z. B. durch physikalische Messvektoren.
Bei detaillierter Betrachtung wird über dem gewichteten n-dimensionalen Eingangsraum
der Neuronen linear aufsummiert (linearer Kompromiss) und anschließend eindimensional,
im Allgemeinen nichtlinear, transformiert. Aufgrund dieser Arbeitsweise wird eine verteilte
Wissensrepräsentation impliziert. Ferner finden dadurch die Klassifikations- und Lernprozesse
auf einer internen subsymbolischen Informationsebene statt, die semantisch (von außen) nur
schwer interpretierbar ist. Es handelt sich um ein Black-Box-Modell, das im Allgemeinen
keine Wissensextraktion sowie Implementierung von Vorwissen zulässt.
Demgegenüber wird in einem FPK der Eingangsraum nicht zusammengefasst und verzerrt,
sondern bleibt bis zur mehrdimensionalen nichtlinearen Transformation erhalten. Die Klas-
senparameter sind im Gegensatz zu den Gewichten nicht an den Eingangsraum gebunden,
sondern an das Fuzzy-Pattern-Klassenmodell („Transferfunktion“) fixiert. Überdies besitzt
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jede einzelne Fuzzy-Pattern-Klasse einen Symbolcharakter, der auf semantischer Ebene veran-
kert ist, wodurch sowohl Lern- und Klassifikationsprozesse explizit, als auch das modellierte
Wissen transparent darstellbar sind. Dem einzelnen Neuron im Netz fehlt eine derartige
Verankerung auf semantischer Ebene.
Bei einem FPK handelt es sich demzufolge um ein Grey-Box-Modell, das die Interpretation
von Klassifikationsergebnissen (sowohl auf semantischer als auch auf Basisdatenebene), die
Integration von a priori-Wissen (in Form von zusätzlichen Klassen) sowie die Extraktion von
Wissen zulässt.
Um den genannten Nachteilen neuronaler Netze entgegen zu wirken, zeigen sich in den
letzten Jahren Tendenzen weg von monolithischen Architekturen hin zu modularisierten
und hierarchisierten Architekturen. Wie [Azam 2000] weiterhin verdeutlicht, können diese
Modifikationen im Sinne hybrider Netzstrukturen aufgefasst werden, da hierbei verschiedene
Neuronentypen für die Strukturierung verwendet werden. Ein Hauptpunkt der hier entwickel-
ten Vorgehensweise ist jedoch die Verwendung einer einheitlichen bzw. standardisierten
(formal als auch semantisch in sich geschlossenen) Beschreibung.
Im Zuge dieses Vergleichs sei auf die Verwandtschaft von neuronalen Netzen mit Stützvektor-
Methoden hingewiesen. Ähnlich zu neuronalen Netzen, wird bei Stützvektor-Methoden mit-
hilfe einer nichtlinearen Transformation der Stützvektoren durch die sogenannte Kernelmatrix,
ein skalarproduktähnlicher Kompromiss zur Klassifikation benutzt.
3.4.4 Vergleich mit hybriden Netzarchitekturen, Neuro-Fuzzy-Systeme
Bezüglich einer zu leistenden Klassifikationsaufgabe besitzt jede Vorgehensweise spezifische
Vor- und Nachteile. Die Kompensation der Nachteile eines Ansatzes durch die Vorteile eines
Anderen motiviert den Entwurf hybrider Architekturen, oftmals auch in Verbindung mit
konventionellen, statistischen Verfahren [Russell und Norvig 2003]. Im Rahmen dieser Arbeit
ist eine Einordnung in das durch die Forschergruppe um NAUCK geprägte Forschungsgebiet
der Neuro-Fuzzy-Systeme möglich.
Wie [Rutkowski 2004] und [Nauck u. a. 2003] zusammenfassen, steht bei der Verknüpfung
von neuronalen Netzen mit Fuzzy-Systemen, die Kombination von vorteilhaften konnektio-
nistischen Eigenschaften (wie z. B. der Lernfähigkeit, verteilter Wissensrepräsentation und
parallele Informationsverarbeitung) mit symbolischen Vorgehensweisen (semantische Inter-
pretierbarkeit, Initialisierbarkeit und Verarbeitung unsicher Informationen) im Vordergrund.
Im Sinne der unscharfen Datenanalyse bzw. Klassifikation kann dabei wieder zwischen regel-
und musterbasierten Ansätzen unterschieden werden [Nauck u. a. 2003; Looney 2001; Abe
und Thawonmas 1997].
Im ersten Fall repräsentiert ein Neuron eine sowohl semantisch interpretierbare, als auch
eine im Rahmen der Fuzzy-Logik erklärbare Fuzzy-Menge bzw. -klasse. Als Beispiele dieses
Ansatzes seien Systeme wie NEFCON/NEFCLASS, FuNE-I, Fuzzy RuleNet [Nauck u. a.
2003; Nauck und Kruse 2001; Nauck u. a. 1996] oder Fuzzy-Art Simp:1993, Simp:1992,
Carpenter:1991 genannt.
Wie [Rutkowski 2004; Looney 2001] aufzeigen, sind Realisierungen des zweiten Falls
insbesondere durch den sogenannten „hierarchical mixture of experts“-Ansatz charakterisiert
und in Verbindung mit Radialbasisfunktionsnetzen (RBFN) [Buhmann 2003; Azam 2000]
zu finden. Ebenso wie im ersten Fall repräsentiert dabei ein Neuron eine Fuzzy-Klasse. Die
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Klassifikationsleistung wird in beiden Fällen durch Vernetzung unterschiedlicher Neuronen-
typen (bezüglich der Transferfunktionen) erbracht. Trotz der Verwendung unterschiedlicher
Neuronentypen als Strukturierungsmittel leidet die Überschaubarkeit einer expliziten Netz-
darstellung insbesondere bei hohen Klassen- und damit Neuronenzahlen.
Demgegenüber ist sind die Fuzzy-Pattern-Klassifikatoren einer FPK-KFPK-Struktur einheit-
liche formal und semantisch in sich geschlossene Einheit, in der jede Fuzzy-Pattern-Klasse auf
der Basisinformationsebene ein unabhängiges Modul bildet. Der Fuzzy-Pattern-Klassifikator
entspricht somit einem zusätzlichen modularen und transparenten Strukturierungsmittel. Diese
Modularisierung sowie die Strukturierung durch Fuzzy-Pattern-Klassifikator und Komplemen-
tärklassifikatoren im Sinnen einer unscharfen Mengendifferenz ermöglicht ein übersichtliches
Handling von Klassifikationsaufgaben, die sehr große Regelbasen bzw. hohe Anzahlen von
Neuronen erfordern.
Ferner sind die Modellparameter einer Fuzzy-Pattern-Klasse inhaltlich motiviert und be-
züglich ihres Entstehungsprozesses transparent. Im Gegensatz dazu sind die Parameter der
Klassenbeschreibungen in Neuro-Fuzzy-Systemen meist das Ergebnis eines komplexen Opti-
mierungsprozesses und somit bezüglich ihrer Entstehung im Allgemeinen nicht fassbar.
3.4.5 Vergleich mit Klassifikations-, Regressions- und
Entscheidungsbäumen
Ein weiterer Ansatz netzorientierter Klassifikation ist durch die in [Breiman u. a. 1993;
Quinlan 1996, 1993, 1986] beschriebenen Klassifikations- und Regressionsbaummethoden
(CART) gegeben. Prinzipiell entsteht ein Klassifikationsbaum durch die rekursive Aufteilung
des Merkmalsraums unter Verwendung von separierenden Hyperebenen bzw. Flächen höherer
Ordnung. Jede dieser Aufteilungen wird durch einen Klassifikator abgebildet und entspricht
einer Astgabelung im Baum. Der Vergleich von Klassifikations- und Regressionsbäumen mit
FPK-KFPK-Strukturen (Bäumen) verdeutlicht nicht nur eine große Anzahl Gemeinsamkeiten,
sondern auch Unterschiede beider Methoden.
Abbildung 3.24: Beispiel für CART zur Klassifikation von Tuberkulosefällen, entlehnt aus [Mello
u. a. 2006]
Entsprechend der angesetzten Aufteilung des Merkmalsraums können durch Klassifikati-
onsbäume, analog zu Fuzzy-Pattern-Klassen, neben reinen metrischen (Polyederaufteilung)
auch kategorische (achsparallele Hyperquaderaufteilung) Merkmale und Aussagen modelliert
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werden. In diesem Sinne sind einzelne Fuzzy-Pattern-Klassen bzw. Komplementärklassen
vergleichbar mit einem Satz polyederbeschreibender Trennebenen.
Konstruktionsbedingt realisieren beide Methoden eine explizite Abbildung der zugrunde
liegenden Lerndatenstruktur sowie eine Beschreibung von Klassen auf der Basis rein konvexer
Funktionalitäten (Hyperebenen bzw. Fuzzy-Pattern-Klassen). Eine weitere Gemeinsamkeit
beider Methoden liegt in der hierarchischen sowie detailbasierten Organisation des angelernten
Wissens. Der daraus resultierende Vorteil beider Verfahren ist eine besonders hohe Transparenz
und Interpretierbarkeit des Klassifikationsvorgangs.
Trotz der konstruktionsbedingten Gemeinsamkeiten könnte die Entwurfsphilosophie bei-
der Methoden nicht unterschiedlicher sein. Während Klassifikationsbäume vermittels des
Prinzips der sortenreinen Trennung entworfen werden, sind Fuzzy-Pattern-Klassen dichte-
bzw. ballungsmotiviert festgelegt. FPK-KFPK-Strukturen erlauben somit die Modellierung
von Überlappungsphänomenen und stellen eine wertvolle informatorische Qualität bei, die
im Zuge einer separierenden Betrachtung ungenutzt bleibt. Ferner impliziert die Aufteilung
des Merkmalsraums durch Polyeder eine Trennung zwischen Klassen, die sich bei unsi-
cheren, stark gestreuten Daten unvorteilhaft auf die Konstruktion des Klassifikationsbaums
sowie die Klassifikation unbekannter Daten auswirken kann. Ein Umstand, dem durch die
Verwendung von Fuzzy-Entscheidungsbäumen sowie Bagging- und Boosting-Techniken
auf sog. Wälder von CART mit Mehraufwand Rechnung getragen werden muss [Breiman
2001]. Demgegenüber vorteilhaft zeigt sich die graduierte Zuordnung durch die robusten,
verteilungsbeschreibenden Fuzzy-Pattern-Klassen.
Ob scharf oder unscharf, die separierende Aufteilung des gesamten Merkmalsraums gene-
riert Schein- und Falschinformationen insofern, als dass Gebiete, die nicht durch Beobach-
tungen gestützt sind, „willkürlich“ einer bestimmten Klasse zugeordnet werden. In diesem
Zusammenhang erweist es sich als schwierig, ausgehend von einem Klassifikationsbaum,
Rückschlüsse auf die netzbildende Datenmenge zu treffen. Beim Entwurf von FPK-KFPK-
Strukturen treten derartige Schein- und Falschinformationen nicht auf, da diese ausschließlich
Phänomene modellieren, die durch Beobachtungen gestützt werden. Dementsprechend ist, im
Gegensatz zu Klassen eines Fuzzy-Pattern-Klassifikators, ein Ähnlichkeitsmaß für Klassen in
Klassifikationsbäumen fragwürdig.
Aus der Perspektive der Modellbildung stellt der beschriebene Unterschied den Gegensatz
zwischen einer globalen Beschreibung mit globaler „Generalisierung“ (CART) und einer
lokalen Darstellung (FPK-KFPK) dar. In diesem Zusammenhang sei auf die Gemeinsamkeit
zwischen CART und Stützvektormethoden hingewiesen, die ebenfalls eine „generalisierende“
Trennung des Merkmalsraums vornehmen.
3.4.6 Fazit des Vergleichs und der Einordnung zum Stand der
Forschung
Entsprechend dem Vergleich mit bestehenden netzartigen Klassifikatoren sind für FPK-
KFPK-Strukturen die folgenden Charakteristika hervorzuheben: Der funktionale Kern einer
FPK-KFPK-Struktur ist durch die Methodik der Fuzzy-Pattern-Klassifikation gegeben. Die
Klassenstruktur eines Klassifikatorknotens entspricht dabei einer lokalen Wissensbasis, die
sowohl auf semantischer Ebene, als auch auf einer Basisinformationsebene durch ein Zu-
gehörigkeitsmodell mit semantisch transparenten Parametern fixiert ist. Aufgrund dieser
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Verknüpfung zwischen der Basisinformationsebene und der semantischen Ebene, bietet der
Fuzzy-Pattern-Klassifikator vor allem semantische Strukturierungsmöglichkeiten, die aber auf
Basisinformationsebene erklärbar, vergleichbar, modular und transparent sind. Ein weiterer
Vorteil dieser Verknüpfung ist die Extraktion von Wissen aus bzw. die a priori-Implementation
von Wissen in einzelne Klassifikatoren sowie ganze Substrukturen. Im Detail können aus-
gehend von Form, Ausdehnung und Lage einer Fuzzy-Pattern-Klasse Rückschlüsse auf die
Fakten- bzw. Datenlage beim Anlernen dieser FPK getroffen werden. Die im Klassifikator
stattfindenden Klassifikationsprozesse werden durch Basisinformationen – z. B. durch physi-
kalische Messvektoren – begründet. Die mit einem baumartigen Entwurf einhergehende qua-
litative und methodische Weiterentwicklung auf dem Gebiet der Fuzzy-Pattern-Klassifikation
ermöglicht die Kompensation von Einschränkungen der Klassifikation sowie die Veranschau-
lichung von Klassifikationsprozessen. Konkret ermöglicht die dargestellte Verknüpfung von
Fuzzy-Pattern-Klassifikatoren:
• die Integration von Experten- oder Vorwissen sowohl in Netzknoten als auch in die
Netzstruktur (verhaltenserklärende Modellierung / grey-box Modellierung) (ähnlich zu
Bayes- und semantischen Netzen),
• die Extraktion von Wissen und Abstraktion von Verhalten aus gegebenen FPK-KFPK-
Strukturen (ähnlich zu Bayes-Netzen),
• das Abgreifen von Zwischenergebnissen im Sinne der Differentialdiagnose / Screening,
um diese in Entscheidungen bzw. in andere Prozessen einfließen zu lassen oder die
Klassifikation vorzeitig abzubrechen (ähnlich zu semantischen Netzen),
• die vielschichtige und transparente Abbildung von dateninhärenten Strukturen im
Rahmen der explorativen Datenanalyse (ähnlich zu CART),
• die parallele Abarbeitung alternativer Klassifikationszweige über entsprechende Struk-
turen (ähnlich zu Bayes-Netzen),
• die hochtransparente Darstellung und semantische Interpretation der Netzoperation
sowie
• einen Klassifikationsvorgang auf der Grundlage einer verteilten Wissensbasis.
3.5 Zusammenfassung des Konzepts zur
Fuzzy-Pattern-Klassifikation nichtkonvexer
Objektmengenmorphologien
Kapitel 3 stellt die konzeptionellen Ideen sowie Vorgehensweisen zur Fuzzy-Pattern-Beschreibung
nichtkonvexer Objektmengenmorphologien mithilfe von FPK-KFPK-Strukturen vor und dis-
kutiert deren konzeptionelle Eigenschaften im Vergleich zu bestehenden netzorientierten
Klassifikationsansätzen.
Kerngedanken der Erstellung solcher Strukturen sind dabei:
• Die Verknüpfung von Fuzzy-Pattern-Klassen und sogenannten komplementären Fuzzy-
Pattern-Klassen (KFPK) im Sinne eines Baukastenprinzips unter Nutzung einer un-
scharfer Mengendifferenz/Komplementierung.
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• Die datenbasierte Synthese der dafür benötigten komplementären Fuzzy-Pattern-Klassen
durch Aggregation von geclusterten komplementären Objekten.
Beide Kerngedanken führten zur Formulierung des im Folgenden angewendeten Konstruk-
tionsalgorithmus für baumartige FPK-KFPK-Strukturen, vgl. Abbildung 3.15.
Aufgrund dieser zentralen Bedeutung seien die Konstruktionsschritte prägnant zusammen-
gefasst:
1. Clusteranalyse der Komplementärobjekte.
2. Aggregation der gefundenen Clusterkonfiguration in eine entsprechende komplementäre
Klassenkonfiguration. Speicherung der Klassenkonfiguration in einem Fuzzy-Pattern-
Klassifikator.
3. Prüfung jeder Komplementärklasse auf Konvexität durch Klassifikation der Lernobjekte
der umschreibenden Klasse.
4. Bei Nichtkonvexität einer Komplementärklasse existieren Lernobjekte mit hoher Kom-
plementärklassenzugehörigkeit. Deklaration dieser zu Komplementärobjekten der näch-
sten Ebene und Iteration des Vorgehens beginnend bei 1.).
5. Sind alle Komplementärklassen aller Ebenen konvex, ist der Entwurf beendet und die
FPK-KFPK-Struktur steht.
Wie es zum jetzigen Zeitpunkt erscheint, liegt das Hauptproblem dieser Entwurfsmethodik
in der Tatsache, dass Objekte, die solche KFPK stützen a priori meist unbekannt sind. In
Kapitel 4 wird für diesen Fall ein Synthesewerkzeug vorgestellt, sodass die beschriebene
Entwurfsmethodik gewährleistet werden kann. In Kapitel 3 wurde neben der Erstellung von
FPK-KFPK-Strukturen ebenfalls die Nutzung dieser Modelle illustriert. Als Grundelement der
Auswertung wird hierfür eine verknüpfende unscharfe Mengendifferenz/Komplementierung
genannt, eine mögliche Umsetzung wird in Kapitel 5 präsentiert.
4 Synthese von Komplementärobjekten
Dieser Syntheseschritt soll in den folgenden Abschnitten vorgestellt werden.
4.1 Prinzipien der Synthese von Komplementärobjekten
Der Konstruktion von Komplementärobjekten sollen zwei Existenzprinzipien zugrunde gelegt
werden:
Prinzip 1 Komplementärobjekte existieren nur innerhalb der Klassengrenzen einer umschrei-
benden Fuzzy-Pattern-Klasse.
Prinzip 1 stellt sicher, dass Komplementärobjekte nur dort konstruiert werden, wo sie Infor-
mationen erbringen können. Die Forderung des erstens Prinzips begründet sich durch den
Fakt, dass es sich bei Fuzzy-Pattern-Klassen um lokale Modelle auf Basis von Beobachtungen
(Messwerte, Expertenaussagen) handelt. Folgerichtig sind es lediglich Komplementärobjekte
innerhalb einer Klassenbeschreibung, die zusätzliche Informationen über eine Strukturierung
der tatsächlich beobachteten Lernobjekte erbringt.
Prinzip 2 Komplementärobjekte akkumulieren sich nur in objektungestützten Gebieten.
Prinzip 2 gewährleistet, dass sich die Informationen von Lern- und Komplementärobjekten
nicht widersprechen. Dort wo ein Objekt ist, darf kein Komplementärobjekt sein und dort, wo
keine Objekte sind sollen sich Komplementärobjekte anhäufen.
Beide Prinzipien bzw. Forderungen an den Syntheseprozess implizieren, dass Lernobjekte
und Komplementärobjekte disjunkt sind und sich gegenseitig über dem konvexen Klas-
sengebiet vervollständigen. Komplementärobjekte formen somit eine Art komplementäre
Objektmengenmorphologie, woraus sich ihr Name motiviert.
4.2 Synthese von Komplementärobjekten in
niedrigdimensionalen Räumen
Die beiden Existenzprinzipien induzieren eine Synthese von Komplementärobjekten in Form
eines Dreischrittalgorithmus. Nach Prinzip 1 wird im ersten Schritt festgestellt, welche
Gebiete eines Klassenraums mit klassenstützenden Objekten belegt bzw. unbelegt sind. Im
zweiten Schritt wird auf die ungestützten Gebiete ein Dichtemodell angewendet, das eine
Akkumulation der Komplementärobjekte, gemäß Prinzip 2, realisiert. Im abschließenden
dritten Schritt werden die Komplementärobjekte getreu der bestimmten Dichte verteilt.
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Abbildung 4.1: prinzipieller Synthesealgorithmus für Komplementärobjekte
4.2.1 Schritt 1: Bestimmung des ungestützten Klassenraums
Die zur Anwendung kommende Methode, objektungestützte Klassenpartitionen zu deter-
minieren, bedient sich der Diskretisierung des Klassenraums. Als solche müssen für diese
Vorgehensweise zwei Diskretisierungsparameter festgelegt werden, die Ausdehnung und die
Auflösung des zu diskretisierenden Gebiets.
Die Ausdehnung des zu untersuchenden Gebiets kann hierbei auf Basis der vorliegenden
Klassengrenzen cl/r und des Klassenrepräsentanten u0 für jede Dimension separat eingegrenzt
werden (4.1).
ln = cln+ crn ∀n = 1, . . . ,N (4.1)
Diese Art der Festlegung begründet sich darin, dass die Klassengrenzen cl/r alleinig auf
Basis der klassenstützenden Objekte definiert werden (siehe Abschnitt 2.3). Es ist somit
sichergestellt, dass die Diskretisierung ausschließlich über dem objektgestützten Raum statt-
findet und die Raumgröße im Sinne des kleinsten umschließenden Hyperquaders optimal auf
die Objektmenge zugeschnitten ist.
Die Diskretisierungsauflösung wird ebenfalls in Abhängigkeit der Klassengrenzen be-
stimmt. Hierbei wird grundsätzlich eine normierte Einteilung des Klassenraums unterstellt,
sodass die am stärksten ausgeprägte Dimension in der noch festzulegenden feinsten Auflö-
sung diskretisiert wird und schwächer ausgeprägte Dimensionen in einem entsprechenden
Verhältnis aufgelöst werden (siehe Formel (4.2)). Dies motiviert sich aus folgenden zwei
Gründen:
Einerseits trägt die am stärksten ausgeprägte Dimension aus einer statistischen Perspektive
die meiste Information und sollte daher genauer aufgelöst werden. Andererseits wird auf diese






smin · l1 ,smax
})
∀n = 1, . . . ,N (4.2)
Nach Vorgabe von smin ergibt sich gemäß (4.2) ein Satz von N Auflösungen, für jede
Klassenraumdimension eine. Dabei ist die Größe smin als prozentuale Zellgröße zu verstehen,
l1 gibt die maximale Ausprägung aller Klassenraumdimensionen an12 und smax entspricht der
maximalen prozentualen Zellgröße (der gröbsten Auflösung). Für den Fall smax = smin ergibt
sich eine äquidistante Auflösung des Klassenraums in der feinsten Auflösung s1.
Sinnvollerweise ist die Größe der maximalen Auflösung auf smax = 10 festzulegen, sodass
12Gemäß dem in Abschnitt 2.2 beschrieben Klassenaufbau sind die Klassenraumdimensionen ihrer Ausprägung
nach geordnet, sodass die maximale Ausprägung immer auf die erste Dimension fällt.
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eine Dimension mindestens in zehn Raumabschnitte diskretisiert wird. Die feinste prozentuale
Auflösung smin wird mithilfe eines Optimierungsverfahrens in Abschnitt 4.2.2.4 bestimmt
und gilt zunächst als bekannt.
Aus bekannter Ausdehnung, Lage und Auflösung wird der Klassenraum U in eine Matrix





siert. Alle Zellen werden über einen Indexvektor Iidx = (i1, i2, . . . , iN)
> mit 1≤ in ≤ s j, j = 1
so adressiert, dass sich der Zellmittelpunkt nach (4.3) einstellt.
ui1,i2,...,iN =

u01− cl1+ s1 (i1−0.5)
u02− cl2+ s1 (i2−0.5)
...
u0N− clN + s1 (iN−0.5)
 (4.3)
Es ergibt sich eine Klassenraummatrix UD ∈Ns1,s2,...,sN mit Zellpositionen ui1,i2,...,iN , denen
aufgrund ihrer Ausdehnung eine Objektdichte zugewiesen werden kann. Diese Zuweisung
findet mithilfe der Objektdichtematrix F ∈Ns1,s2,...,sN statt.
F = ( fi1,i2,...,iN )1≤in≤sn,n=1,...,N
mit fi1,i2,...,iN =
{
0 wenn die Zelle ui1,i2,...,iN leer ist
Anzahl der in Zelle ui1,i2,...,iN enthaltenen Objekte
(4.4)
Abbildung 4.2 illustriert die Diskretisierung des Klassenraums am Beispiel der s-förmigen
Objektmenge mit einer feinsten Auflösung von smin = 1.43% für die am stärksten ausgeprägte
Klassendimension. Die Dichtematrix des Klassenraums FBsp ∈ N99×20 zählt dabei 1880
Zellen, die entsprechend ihrer Objektbelegung eingefärbt wurden – die am dichtesten belegte
Zelle enthält 5 Objekte.
Abbildung 4.2: links: Objektmenge; rechts: Objektmengenbeschreibung im diskreten Klassen-
raum
Trotz ihrer optimalen Anpassung an die Klassenausdehnung verbleibt diese Form der
Diskretisierung unangemessen, da aus der Perspektive einer unscharfen Beschreibung der
Einfluss der Klassenzugehörigkeiten vernachlässigt wird. Wie Grafik 4.2 verdeutlicht, führt
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die vorgeschlagene Diskretisierung zu einem quaderförmigen Gebiet (rechts), wohingegen
die objektumschreibende Fuzzy-Pattern-Klasse (links) das zu beschreibende Gebiet auf Basis
ihrer Zugehörigkeiten durch Lamé’sche Kurven charakterisiert (siehe [Hempel 2005]).
Aus diesem Grund wird neben der reinen objektorientierten Diskretisierung das für Kom-
plementärobjekte infrage kommende Gebiet auf Basis der Klassenzugehörigkeit weiter einge-
grenzt. Diese Eingrenzung kann jedoch nicht anhand von Klassenparametern durchgeführt
werden. Die Verwendung der hierfür prädestinierten Randzugehörigkeit bl/r führt aufgrund der
Klassendefinition zu keiner Eingrenzung und bewirkt somit eine Minderung der Genauigkeit
sowie eine Erhöhung der rechentechnischen Aufwendungen. Auch die a priori-Festlegung
einer alternativen Grenzzugehörigkeit wirkt vor dem Hintergrund der mit der Dimension
skalierenden Randzugehörigkeiten als wenig diskursiv.
Die Beschränkung des diskretisierten Klassenraums wird deshalb mithilfe eines α-Schnitts
vorgenommen, welcher einen Anteil p ∈ I der zentralen klassenstützenden Objekte beinhaltet.
Die entsprechende Schnittzugehörigkeit α wird durch eine Suche über die Zugehörigkeiten
µFPK (x) der Objekte x ∈ XL so bestimmt das:
α = µFPK (x∗) wobei
∣∣{x ∈ XL|µFPK (x)> µFPK (x∗)}∣∣
|XL| = gobj (4.5)
Der Parameter gobj stellt einerseits sicher, dass der α-Schnitt im diskretisierten Klas-
sengebiet verläuft, andererseits wird er als Prozessvariable aufgefasst, mit deren Hilfe die
Genauigkeit der Komplementärobjektentwicklung auf Basis der Klassenzugehörigkeit be-
einflusst werden kann. Ferner ist diese objektbasierte Bestimmung unabhängig von einer
konkreten Vorgabe von Zugehörigkeitswerten der Klasse.
Abbildung 4.3: links: Objekte und FPK; rechts: diskretisierte Objektmenge (rot), Klassengren-
zen(grün)
Abbildung 4.3 fasst die Eingrenzung für das obige Beispiel auf der rechten Seite zusammen.
Zur besseren Unterscheidung werden die zugehörigkeitsbasierten Begrenzungen des Gebiets
in grün, klassenstützende Objekte in Rot und die ungestützten Zellen in Blau dargestellt. Der
Parameter pobj wurde auf 0.8 gesetzt, d.h., 80% aller klassenstützenden Objekte befinden
sich innerhalb der Grenzen. Für die linkerhand dargestellte Fuzzy-Pattern-Klasse resultiert
dies mit einer Schnittzugehörigkeit von α = 0.77. Dieser eingrenzende Schritt wird durch die
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Belegungsmatrix B ∈ {0,1}s1,s2,...,sN gemäß (4.6) formalisiert.
B = (bi1,i2,...,iN )1≤in≤sn,n=1,...,N mit bi1,i2,...,iN =

0, fi1,i2,...,iN = 0
1, fi1,i2,...,iN 6= 0
1, µFPK (ui1,i2,...,iN )< α
(4.6)
4.2.2 Schritt 2: Bestimmung einer Komplementärobjektdichte
In Übereinstimmung mit den prinzipiellen Annahmen wird im zweiten Schritt ein Dichtemo-
dell aufgestellt, das die Akkumulation von Komplementärobjekten formalisiert. Auf Basis
dieses Komplementärdichtemodells wird im Anschluss eine Methode zur Bestimmung der
prozentualen Diskretisierungsauflösung smin hergeleitet.
Anforderungen an ein Modell der Komplementärdichte: Aufgrund der synthetischen
Natur des Konstruktionsvorgangs existieren zunächst keine Einschränkungen bezüglich ei-
nes Komplementärdichtemodells. Folglich muss ein sinnvolles Komplementärdichtemodell
gewählt bzw. aufgestellt werden. Zur Feststellung der Eignung eines Modells haben sich im





Ein geeignetes Model sollte demnach die komplementäre Dichte auf Basis des Abstands zu
den Lernobjekten sowie seiner unmittelbaren Nachbarschaft bestimmen. Dabei gilt grundsätz-
lich: je größer der Abstand zum nächsten Objekt und je schwachbesetzter die unmittelbare
Nachbarschaft, desto höher die Komplementärdichte. Ferner sollte es sich um ein parametri-
sches und damit gut interpretier- und handhabbares Modell handeln, das einen vergleichsweise
geringen Rechenaufwand beansprucht. Unter diesen Vorgaben wurden mehrere Dichtemo-
dellansätze im Zusammenhang mit verschieden Metriken untersucht (siehe [Hempel und
Bocklisch 2008b, 2009]). Im Ergebnis fiel die Wahl auf ein parametrisches Dichtemodell
mit einem logistischen Ansatz, basierend auf der euklidischen Abstandmetrik. Auf eine
nachbarschaftsabhängige Akkumulation wurde zugunsten des rechentechnischen Aufwands
verzichtet. Das im Folgenden vorgestellte logistische Komplementärdichtemodell vereint
somit ein gut parametrierbares sigmoidales/saturierendes Verhalten und vergleichsweise
geringen Rechenaufwand.
Das logistische Komplementärdichtemodell basiert, wie bereits ausgeführt, auf dem
euklidischen Abstand r zwischen einer beliebigen leeren Zelle der Belegungsmatrix B und
deren nächsten belegten Zelle (siehe Abbildung 4.4). In B werden dabei sowohl Objekte als
auch die Grenzen der Klasse als belegte Zellen auf- und zusammengefasst. Grund dieser
Maßnahme ist das Interesse an einer Akkumulation von Komplementärobjekten innerhalb des
Klassenraums und nicht an dessen Rändern, vgl. Prinzip 1.
13Im Sinne einer Kontrastverstärkung wird die Komplementärobjektdichte in großräumig ungestützten Klassen-
raumpartitionen stärker gewichtet. [Bishop 2006; Haykin 1998; Gurney 1997].











Abbildung 4.4: Abstandsbestimmung für unbelegte Zellen im diskretisierten Klassenraum
Abbildung 4.4 skizziert die Bestimmung der Distanz r˜ für zwei ausgewählte Zellen eines
zweidimensionalen Beispiels, wobei die kürzesten Distanzen mittels durchgängiger Linien
hervorgehoben werden. Wie in Abbildung 4.4 angedeutet, werden die Abstände aller leeren
Zellen in Form einer Matrix R˜, R˜ ∈Rs1,s2,...,sN+ gemäß (4.7) zusammengefasst:
R˜ = (r˜i1,i2,...,iN )1≤in≤sn,n=1,...,N = r˜ (i1, i2, . . . , iN) (4.7)







∣∣∣∣∣∣∣∀bi1,i2,...,iN 6= 1 (4.8)
Hierbei sei angemerkt, dass die Metrik auf die Indizes des diskretisierten Klassenraums
angewendet wird, es handelt sich also um eine relative Abstandsangabe. Durch eine Multipli-
kation mit der feinsten prozentualen Auflösung smin ergeben sich aufgrund der normierten





Mithilfe des logistischen Ansatzes (4.10) wird die Dichte P ∈Rs1,s2,...,sN+ der Komplemen-
tärobjekte über R als Funktion des Abstands bestimmt.
P = (ρi1,i2,...,iN )1≤in≤sn,n=1,...,N
wobei ρi1,i2,...,iN = ρ (ri1,i2,...,iN ) und
dρ (r)
dr
= kρ (ρmax−ρ (r))(ρ (r)−ρmin)genügt.
(4.10)
Um die Betrachtungen nicht übermäßig zu formalisieren, steht r für einen beliebigen Ab-
stand ri1,i2,...,iN aus R. Im Rahmen der Akkumulation von Komplementärobjekten werden die
Parameter ρmax, ρmin und kρ des logistischen Ansatzes auf Basis des diskretisierten Klassen-
raums sowie der Lernobjekte festgelegt und begründet. Ausgehend von den objektgestützten
Zellen in F wird die minimale Tragfähigkeit ρmin einer unbelegten Zelle durch null fixiert.
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ρmin = 0 (4.11)
Aufgrund dieser Festlegungen sind die Werte des logistischen Dichtemodells äquivalent
zu einer konkreten Anzahl von Komplementärobjekten. Damit ergibt sich die logistische
Gleichung zur Bestimmung der Komplementärdichte (4.17).
dρ (r)
dr
= kρ (ρmax−ρ (r))ρ (r) (4.12)
dρ (r)
(ρmax−ρ (r))ρ (r) = kρdr (4.13)∫ dρ (r)





|ρmax−ρ (r)| = ρmaxkρr+C˜ (4.15)
ρmax
ρ (r)















Die Größe ρ (rmin) wird als jene maximal zulässige Dichte verstanden, die bei einem
kleinsten Abstand rmin angenommen werden darf, sie wird im Folgenden als ρr min bezeichnet.
Diese Festlegung wird durch Prinzip 2 motiviert. Da Lernobjekte unscharfe Entitäten sind,
besitzen sie einen ausgedehnten Wirkungsbereich, der nicht von Komplementärobjekten
belegt werden darf. Die Festlegung des Abstands rmin erlaubt diese Berücksichtigung der
elementaren Unschärfen. Der Abstand rmin wird durch die Länge der halben Raumdiagonale







Wird r = rmin angenommen, darf gemäß Prinzip (2) noch kein Komplementärobjekt reali-
siert werden. Dies schlägt sich in einer geeigneten Wahl von ρ (rmin) nieder – prinzipiell gilt









Abbildung 4.5 stellt das durch (4.19) beschriebene Komplementärdichtemodell für kρ = 0.1,
ρr min = 1, ρmax = 10 dar.
Gemäß Ansatz (4.19) verbleiben neben dem Parameter kρ die Dichten ρr min, ρmax als
unbekannt.
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Abbildung 4.5: logistisches Komplementärdichtemodell nach (4.19)
4.2.2.1 Festlegung des Anstiegs kρ der logistischen Kurve
Der Kurvenanstieg kρ wird nicht direkt aus der Objektmenge abgeleitet, sondern auf der
Grundlage von Überlegungen zur Skaleninvarianz motiviert. Wie Abbildung 4.6a mithilfe
der exemplarischen Sättigungen ρmax = {4,8,16,20} darstellt, zeigt die logistische Funktion
(4.19) bezüglich der Sättigung ρmax ein ungünstiges Skalierungsverhalten. Für unterschiedli-
che Sättigungen ρmax treten unterschiedliche Anstiege der Kurve auf. Im Detail resultieren
für hohe Sättigungen starke Anstiege, wodurch die Kurve schneller in die Sättigung läuft, vgl.
Kurve für ρmax = 4 (in Blau) und ρmax = 20 (in Violett).
(a) Einfluss von ρmax bei kρ = 1, ρ (rmin) = 1 (b) Einfluss von kρ bei ρmax = 10, ρ (rmin) = 1
Abbildung 4.6: Parametereinfluss aus das Komplementärdichtemodell
Da kρ den Kurvenanstieg direkt beeinflusst (siehe Abbildung 4.6b), ermöglicht eine ge-
schickte Wahl von kρ die Kompensation der Skalenabhängigkeit des logistischen Modells. Der
Wunsch einer skalenunabhängigen Beschreibung wird durch die Forderung formalisiert, dass
der Sättigungswert ρmax für den größten Abstand rmax =max{ri1,i2,...,iN ,1≤ in ≤ sn,n = 1, . . . ,N}
eingenommen wird. Aufgrund der sigmoidalen Form von Gleichung (4.19) kann dieser
Forderung nur näherungsweise Rechnung getragen werden. Analog zur Beschreibung von
aperiodischen Ausgleichsvorgängen in natürlichen oder technischen Systemen, wird daher
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angenommen, dass der Sättigungsprozess mit Erreichen von 95% seines Endwertes als abge-


































19 ρmaxρr min −1
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ρmax (rmax− rmin) (4.23)















Wie erwartet wird dann der 95%ige Sättigungswert ρmax bei ρ (rmax) = 95% erreicht. Um
dennoch den Sättigungswert ρmax zu erreichen, wird der verbleibende 5%ige Fehler durch





























Die sich einstellende Skalenunabhängigkeit des modifizierten logistischen Modells wird in
Abbildung 4.7 am Beispiel der Sättigungen für eine maximale Distanz von zehn Abstandsein-
heiten zusammengefasst. Insbesondere im Vergleich zu Abbildung 4.6a hebt sich der Effekt
des modifizierten Anstiegs hervor. Die Bestimmung von ρmax und ρr min wurde in Form vieler
Szenarien untersucht, deren detaillierte Darstellung hier nicht zielführend ist. Dabei haben
sich zwei Vorgehensweisen der Parameterbestimmung als vielversprechend erwiesen. Ersterer
Ansatz, der in [Hempel und Bocklisch 2009] diskutiert wird, verfolgt die Parameterbestim-
mung auf Basis einer vorgegebenen Anzahl von Komplementärobjekten. Im Folgenden soll
jedoch der zweite Ansatz vorgestellt werden, dessen Ausgangspunkt die mittlere Dichte f¯ der
mit Objekten belegten Zellen bildet.
14Darüberhinaus rechtfertigt sich die Wahl dieser Näherung, durch den sigmoiden Charakter der Funktion (siehe
Abbildung 4.5).
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Abbildung 4.7: Einfluss von kρ für ρmax = 10 und ρ (rmin) = 1
4.2.2.2 Anfangsbedingung ρr min der logistischen Kurve
Als Erstes wird die Anfangsbedingung ρ (rmin) = ρr min ermittelt. Prinzipiell ist deren Fest-
legung von unten durch ρr min = 0 eingegrenzt, da sich in diesem Fall kein Anwachsen der
Kurve und somit keine Akkumulation von Komplementärobjekten einstellt. Demgegenüber
bringt eine Wahl ρr min ≥ 1 neben der hier gewünschten Akkumulationseigenschaft auch einen
Gleichverteilungsanteil mit sich. Des Weiteren ist zu beachten, dass nur ganze Komplementär-
objekte existieren, was eine Diskretisierung der Kurve (4.25) mit sich bringt, siehe Abbildung
4.8 rechts. Wird für die Entscheidung über die Existenz eines Komplementärobjekts der gerun-
dete Wert von (4.25) angesetzt, grenzt sich das zulässige Intervall weiter auf ρr min ∈ (0,0.5)
ein. Wird die Wirkung der Anfangsbedingung in diesem Intervall untersucht, zeigt sich ein
relativ marginaler formgebender Einfluss auf (4.25), siehe Abbildung 4.8.
Abbildung 4.8: Einfluss der Anfangsbedingung auf das skaleninvariante logistische Dichtemodell;
links: kontinuierlich, rechts: gerundet(objektäquivalent)
Aufgrund dieser eher untergeordneten Bedeutung erscheint eine aufwendige Bestimmung
der Anfangsbedingung wenig sinnvoll. ρr min wird daher entsprechend der zugrunde liegenden
Maxime „der maximalen Nutzung unbelegter Zellen“ durch die Kurve mit der höchsten
Komplementärdichte festgelegt. Aus rechentechnischen Gründen beträgt diese ρr min = 0.499.









bzw. in gerundeter Form (der Einheitlichkeit wegen wurde ρr min = ρ˜r min gesetzt):









In Gleichung (4.27) verbleibt die Sättigung ρ˜max als einzige noch unbekannte Variable.
4.2.2.3 Sättigung ρ˜max der logistischen Kurve
Ähnlich zur Festlegung von ρr min kann auch die Bestimmung einer geeigneten Sättigung
ρ˜max auf ein Intervall eingegrenzt werden. Aufgrund der Ganzzahligkeit komplementärer
Objekte wird dieses Intervall von unten durch ρ˜max = 0.5 begrenzt. Durch die Skalierungsun-
abhängigkeit ist gewährleistet, dass ρmax für rmax erreicht wird und somit die Zellen mit dem
größten Abstand mindestens ein Komplementärobjekt tragen. Nach oben ist die Wahl von
ρ˜max unbeschränkt, sodass gilt ρ˜max ∈ [0.5,∞). Innerhalb dieses Intervalls wird die Sättigung
so festgelegt, dass die mittlere Komplementärobjektdichte gleich der mittleren Objektdichte
f¯ ist. ρ˜max ergibt sich dann als Optimallösung des folgenden Optimierungsproblems über der
Komplementärdichtematrix P˜ ∈Rs1,s2,...,sN+ .
P˜ = (ρ˜i1,i2,...,iN )1≤in≤sn,n=1,...,N
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mit M˜ = |{ρ˜i1,i2,...,iN > 0}| ,ρ∗ ∈ [0.5,∞)
(4.29)
Für die s-förmige Beispielobjektmenge ergibt sich in Abhängigkeit der Sättigung ρ˜max der in
Abbildung 4.9 links dargestellte Verlauf der Zielfunktion (4.29). Wie hervorgehoben, wird die
mittlere Objektdichte f¯ = 1.41 bei einer Sättigung von ρ˜max = 2.71 Komplementärobjekten
pro Zelle erreicht.
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Abbildung 4.9: links: Verlauf und Optimum der mittleren Komplementärdichte am Beispiel;
rechts: Komplementärdichtematrix mit Beispielobjektmenge
In der rechten Grafik wird die zugehörige Komplementärdichtematrix, die direkt objektäqui-
valent ist, dargestellt. Um die Anordnung der Komplementärdichten nachvollziehen zu können,
ist zusätzlich die Lernobjektmenge schemenhaft (in hellem Dunkelblau) hervorgehoben. Mit
Bestimmung der Sättigung ρ˜max sind alle Parameter des logistischen Komplementärdichtemo-
dells bekannt und die Verteilung der Komplementärobjekte kann vorgenommen werden.
4.2.2.4 Festlegung einer optimalen Klassenraumauflösung
Ausgehend von der Abstandsmatrix R sowie der mittelwertbasierten Komplementär- und
Objektdichte f¯ kann eine optimale Klassenraumauflösung gefunden werden. Hierbei gilt die
Maxime, dass der diskretisierte Klassenraum so ausgenutzt wird, dass die maximale Anzahl
an Zellen durch Objekte und Komplementärobjekte belegt wird. Hierfür wird zusätzlich
angenommen, dass die Menge der Komplementärobjekte X nicht mächtiger sein soll als die
Menge der klassenstützenden Lernobjekte XL.∣∣X∣∣≤ |XL| (4.30)
Die Hintergründe dieser Nebenbedingung sind vielfältig:
• Festlegung einer an die Modellierung angepassten (mesoskopischen) Auflösung: Da
für sehr feine Auflösungen die Anzahl der freien Zellen und somit auch die Anzahl der
Komplementärobjekte exponentiell wächst, ist es zielführend, die Anzahl der gewünsch-
ten nutzbaren Zellen zu begrenzen. Beispiel einer unangemessenen Auflösung ist eine
(sehr feine) Auflösung, die bewirkt, dass die Gesamtheit der Lernobjekte mehr oder
weniger „isolierte“ inselförmige Gruppierungen bildet.15 Diese führt im Ergebnis zu
einer sehr hohen Anzahl an Komplementärobjekten. Gegenteilig führen unangemessen
grobe Auflösungen dazu, dass lediglich die Lernobjektmenge abgebildet wird und kein
Raum für Komplementärobjekte existiert.16
15Man stelle sich hierbei ein sehr starkes Zoomen in die Materie (Lerndatenmengen) vor. Mit zunehmender
Vergrößerung wird der Raum zwischen den Atomen (Objekten) immer größer.
16Man stelle sich hierbei eine Spiralgalaxie im Weltraum vor. Mit ungenügender Auflösung wirkt diese wie ein
Stern ohne Struktur. Erst bei entsprechend hoher Auflösung werden Arme etc. sichtbar.
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• Konvergenz des Synthesealgorithmus: Da eine unangemessene (sehr feine) Auflö-
sung zu sehr vielen Komplementärobjekten führt, werden stochastische Anteile der
Lernobjektmenge als vermeintliche morphologische Details oder Eigenschaften dem
Synthesevorgang zugrunde gelegt. In der anschließenden Weiterverarbeitung werden
diese Details berücksichtigt, was einerseits den rechentechnischen Aufwand erhöht und
andererseits das Konvergenzverhalten des Algorithmus beeinflusst.
Um diesen Optimalitätsbegriff zu formalisieren, wird vermittels smin die Zielfunktion des
Nutzungsgrads η (4.31) maximiert. Die (Ungleichungs-)Nebenbedingung der Maximalanzahl
von Komplementärobjekten wird mithilfe der mittleren Objektdichte f¯ für eine beliebige
Auflösung in Form einer gewünschten Anzahl an Zellen zg beachtet (4.32). Als Variablen
wirken der Satz an Auflösungen s1, . . . ,sN zusätzlich über die Anzahl der tatsächlich für
Komplementärobjekte zur Verfügung stehenden Zellen z, die Anzahl aller unbelegten Zellen










zg ≤ |xL|f¯ (s1, . . . ,sN)
(4.32)
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Der Nutzungsgrad η entspricht dem Verhältnis zwischen der Anzahl der genutzten und un-
genutzten Zellen mal der zu erwartenden Anzahl von Komplementärobjekten. Typischerweise
verläuft der Nutzungsgrad entsprechend Abbildung 4.10, wobei sich ein globales Optimum
ausbildet.
Das durch Suche bestimmte globale Optimum liefert die feinste prozentuale Auflösung und
legt somit eine optimale Diskretisierung des Klassenraums fest.
smin = argmin
s∗min
(−η (s∗min))unter (4.32 - 4.36 ) (4.37)
Wie Abbildung 4.10 für den s-förmigen Beispieldatensatz zeigt, ergibt sich eine optimale Klas-
senraumnutzung mit einer feinsten prozentualen Auflösung smin = 1.4%. Gemäß Gleichung
(4.2) resultieren daraus s1 = 99 , s2 = 20.
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Abbildung 4.10: Ausprägung des Nutzungsgrads für das Beispiel der s-förmigen Objektmenge
4.2.3 Schritt 3: Verteilung der Komplementärobjekte
Aufgrund der Objektäquivalenz des logistischen Komplementärdichtemodells (4.27) wird
im Verteilungsschritt für jede Zelle der Dichtematrix P˜ eine entsprechende Anzahl von
Komplementärobjekten generiert und über das zugehörige Zellvolumen zufällig gleichverteilt.
Abbildung 4.11: links: Komplementärdichte, rechts: entsprechend verteilte Komplementärobjekte
Formel (4.38) beschreibt den Synthese- und Verteilungsvorgang für ein Komplementärob-
jekt u j über der zugehörigen i1, i2, . . . , iN ten Zelle des diskretisierten Klassenraums UD.
u j =

u01− cl1+ s1 (i1− rand(0,1))
u02− cl2+ s1 (i2− rand(0,1))
...
u0N− clN + s1 (iN− rand(0,1))
 (4.38)
Vorgang (4.38) wird genau ρ˜i1,i2,...,iN mal ∀ρ˜i1,i2,...,iN > 0 durchgeführt. Die Gesamtheit der
so über den Klassenraum verteilten Komplementärobjekte wird nach Schema (4.39) in den
Merkmalsraum zurücktransformiert und steht der Aggregation von Komplementärklassen zur
Verfügung.
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x j = T>u j +u0 (4.39)
Im Beispiel (Abbildung 4.11) der s-förmigen Lerndatenmenge wird die links dargestellte
Komplementärdichtematrix P˜ in die rot abgebildete Menge von 302 Komplementärobjekten
überführt. Mit Rücktransformation der konstruierten Komplementärobjekte ist auch der
Synthesevorgang von Komplementärobjekten beendet.
4.2.4 Zusammenfassung der Synthese von Komplementärobjekten
durch Klassenraumdiskretisierung
Abschnitt 4.2 behandelt die Synthese von Komplementärobjekten auf Basis der Klassen-
raumdiskretisierung. Bei diesem Vorgehen wird eine Komplementärobjektmenge durch den
Dreischrittalgorithmus (Abbildung 4.1) auf Basis der mittleren Objektdichte bei einer opti-
malen Klassenraumdiskretisierung konstruiert. Der gesamte Vorgang wurde am Beispiel der
zweidimensionalen s-förmigen Objektmenge Schritt für Schritt illustriert.
Abbildung 4.12 stellt die Wirkung der eingeführten Vorgehensweise für den dreidimen-
sionalen Fall zusammen. Ausgangspunkt bildet die linksseitig abgebildete ringförmige Ob-
jektmenge, Ergebnis ist die rechtsseitig dargestellte Komplementärobjektmenge. Die Grö-
ße der Matrizen wurde im Sinne der optimalen Klassenraumnutzung mit 7830 Zellen auf
s1 = 29,S2 = 27,s3 = 10 festgelegt. Die erzeugten 928 Objekte wurden in einer mittleren
Dichte von 1.27 Objekten pro Zelle, jedoch mit maximal 2.33 Komplementärobjekten pro


































Abbildung 4.12: links: Lernobjektmenge; rechts: Lern- und Komplementärobjektmenge
Der größte Nachteil der beschriebenen Vorgehensweise liegt in der exponentiellen Abhän-
gigkeit zwischen der Anzahl zu betrachtender Zellen und der Anzahl von Klassenraumdimen-
sionen, siehe [Hempel und Bocklisch 2009, 2010a]. Entsprechend der Auflösungen s1,s2,s3
erfordert bereits das dreidimensionale Beispiel die Berechnung von viermal so vielen Zellen
im Vergleich zum s-förmigen, zweidimensionalen Beispiel.
Wird als unterste Grenze die gröbste prozentuale Auflösung mit smax = 10% für alle N
Dimensionen angenommen, sn = 10 ∀n = 1, . . . ,N, ergeben sich im sechs-dimensionalen Fall
mindestens 106 zu betrachtende Zellen. Wird durchschnittlich sn = 20 angenommen, sind
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es bereits 64 Millionen Zellen. Demzufolge eignet sich der vorgestellte Syntheseansatz für
Komplementärobjekte lediglich für den niedrigdimensionalen Fall (bis sechs Dimensionen).
Anmerkung Clusteranalyse/Konnektivitätsanalyse: Aufgrund der beschriebenen Vorge-
hensweise wird die Komplementärdichtematrix P˜ mit weit mehr Informationen angereichert
als für die reine Komplementärobjektsynthese benötigt werden, siehe Abbildung 4.11. Eine
näherer Untersuchung erlaubt beispielsweise eine sofortige Aussage, ob sich ggf. Gruppen an
Komplementärobjekten formieren und, wenn ja, wieviele. Im Falle des dargestellten Beispiels
sind es zwei deutlich separierte Komplementärobjektgruppen. P˜ ist angereichert mit Aussagen
im Sinne einer Cluster- bzw. Konnektivitätsanalyse.
4.3 Synthese von Komplementärobjekten in mittel- bis
hochdimensionalen Räumen
Aufgrund der aufwandsbedingten Einschränkungen des Diskretisierungsansatzes wird die
Synthese komplementärer Objekte in mittel- bis hochdimensionalen Räumen (ab sechs Di-
mensionen) gesondert betrachtet. Dabei bleiben der prinzipielle Ablauf des Synthesevorgangs
(Abbildung 4.13) sowie die Anwendung der Prinzipien (1) und (2) für Komplementärobjekte
unangetastet. Gleichermaßen wird das parametrische, abstandsbasierte, logistische Komple-
mentärdichtemodell zugrunde gelegt.
















Abbildung 4.13: prinzipieller Synthesealgorithmus für Komplementärobjekte
Kerngedanke für die Synthese von Komplementärobjekten in höherdimensionalen Räumen






Abbildung 4.14: Kerngedanke für eine hochdimensionale Synthese von Komplementärobjekten







vi, j = xi− x j ∀xi,x j ∈ XL mit i = 1, . . . ,ML, j = i+1, . . . ,ML
}
existieren, ergibt sich
im Vergleich zu einer reinen Diskretisierung des Klassenraums maximal eine polynomiale
4.3 Synthese von Komplementärobjekten in mittel- bis hochdimensionalen Räumen 77
(quadratische) Laufzeit bezüglich der Anzahl der Lernobjekte. Durch die Betrachtung von
Objektverbindungen wird zudem sichergestellt, dass ausschließlich klasseninterne Komple-
mentärobjekte resultieren.
Diese Aufwandsminimierung geht zu Lasten der Genauigkeit, da die verbindungsbasierte
Synthese von Komplementärobjekten eine von der Objektanzahl und -verteilung abhängige
Näherung darstellt.
4.3.1 Schritt 1: Bestimmung des ungestützten Klassenraums
Wie sich in Abbildung 4.14 bereits andeutet, besteht die Herausforderung dieses Ansatzes
zunächst in der Aufklärung des objektungestützten Klassenraums.
Da diese Aufklärung auf Basis der Objektverbindungen V durchgeführt wird, können die
objektungestützten Klassenpartitionen lediglich in Form von ausgewählten Objektverbindun-
gen spezifiziert werden. Solche Objektverbindungen werden als signifikante Verbindungen
Vsig ⊆V bezeichnet. Eine Objektverbindung vi, j ∈V ist signifikant (vi, j ∈Vsig) , wenn sie die
folgenden zwei Bedingungen erfüllt:
• vi, j ∈ Vsig⇔ li j ≥ lmin = 4maxcel/r, d.h., die Länge li j =
√(
xi− x j
)> (xi− x j) einer
signifikanten Verbindung ist größer als die größte vierfache elementare Unschärfe.
Da Objekte und Komplementärobjekte als atomare Fuzzy-Pattern-Klassen verstanden
werden, darf gemäß Prinzip (2) keine Überlagerung beider Entitäten innerhalb der
elementaren Unschärfe stattfinden. Dies wird gewährleistet, indem alle Verbindungen
vi, j ∈V mit li j < 4maxcel/r verworfen werden.
• Die zweite Bedingung wird durch Prinzip (2) impliziert und besagt, dass signifikante
Objektverbindungen nur durch den objektungestützten Klassenraum verlaufen. Der
objektgestützte Klassenraum wird dabei Behelfs einer morphologiespezifischen Ob-
jektumgebung (ähnlich der elementaren Unschärfe) repräsentiert. Eine Verbindung,
die über ein anderes Objekt verläuft oder dieses in seiner morphologiespezifischen
Umgebung schneidet, gilt als nichtsignifikant. Es werden somit alle Verbindungen
verworfen, die durch den objektgestützten Klassenraum verlaufen.





zu kurz über andere Objekte
morphologiespezifische
Objektumgebung
Abbildung 4.15: Ausschluss nichtsignifikanter Objektverbindungen
Durch den Ausschluss unwesentlicher Verbindungen verringert sich der gesamte Rechen-
aufwand bei der späteren Bestimmung der Komplementärdichte sowie der Positionierung von
Komplementärobjekten.
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Neben den Eigenschaften von signifikanten Verbindungen können ebenfalls die verbin-
dungstragenden Objekte genauer spezifiziert werden. Wie Abbildung 4.16 verdeutlicht, sind
es insbesondere die Randobjekte einer Morphologie, die signifikante Verbindungen ausbilden.
Die Feststellung der Randobjekteigenschaft ist dabei auf Basis eines objektmengenspezifi-
schen (morphologischen) Kriteriums zu treffen. In diesem Zusammenhang sei darauf hin-
gewiesen, dass die elementare Unschärfe semantisch bedingt unabhängig vom eigentlichen
Messpunkt und damit vergleichsweise groß bzw. klein sein kann und somit kein solides
Kriterium bildet (vgl. eine ärztliche Diagnose mittels Tumormarkern oder Abbildung 4.16).
Abbildung 4.16: verbindungsausbildende Objekte im dicht besiedelten Rand einer Fehlstelle
Unter der Annahme, dass sich eine phänomenbeschreibende Objektmengenmorphologie in
Gebilden höherer Objektdichte manifestiert, können die Überlegungen zum Verbindungsaus-
schluss sowie der Randobjektbestimmung in einer dichtebasierten Vorgehensweise vereinigt
werden. Darüber hinaus stellt die Selektion von geeigneten Objekten ein weiteres wirkungsvol-
les Mittel zur Verringerung des Gesamtaufwands dar, da die Methode der verbindungsbasierten
Aufklärung des Klassenraums quadratisch mit der Anzahl der zugrunde liegenden Objekte
skaliert.
Die Selektion beruht im Sinne der obigen Annahmen auf einem Dichtemaß, das aufgrund
der Vielfalt an a priori unbekannten Objektmengenmorphologien und den damit einher-
gehenden Dichtekonfigurationen nicht global formuliert werden kann. Vielmehr wird ein
lokales Verständnis der Dichte nach [Ester u. a. 1996] zugrunde gelegt und entsprechend
adaptiert. Gemäß [Ester u. a. 1996] ergibt sich die lokale Dichte um jedes Objekt aus einer
abgeschlossenen Epsilonumgebung und der Anzahl der diese besiedelnden Objekte Mε , siehe
Abbildung 4.17 links. Durch Festlegung eines Radius ε sowie einer Mindestobjektanzahl
Mεmin kann eine Objektmenge in zwei Teilmengen eingeteilt werden.17 Wie Abbildung 4.17
rechts veranschaulicht, wird ein betrachtetes Objekt als Kernobjekt bezeichnet, wenn sich die
Mindestanzahl von Mεmin weiteren Objekten innerhalb der entsprechenden Epsilonumgebung
befindet. Anderenfalls wird von einem Randobjekt gesprochen.
17[Ester u. a. 1996] separiert die zugrunde liegende Objektmenge im Zuge der Clusteranalyse in drei Teilmengen:
Kern-, Randobjekte und Ausreißer. Letztere werden in den vorliegenden Betrachtungen nicht geführt.










Abbildung 4.17: Konzept eines lokalen Dichtemaßes
Die Bestimmung der lokalen Dichte kann auf zwei verschiedenen Weisen erfolgen. Einer-
seits kann ein ε vorgegeben werden und die lokale Dichte ergibt sich durch die Anzahl der
enthaltenen Nachbarobjekte Mε , siehe Abbildungen 4.18 und 4.19. ε sollte dabei mindestens
so groß sein, dass in jedem Fall ein umliegendes Objekt enthalten ist (Prinzip der Dichteer-












Abbildung 4.18: Bestimmung der lokalen Dichte durch Vorgabe eines Epsilons
Andererseits kann eine Anzahl Mεtest von umliegenden Objekten vorgegeben werden
und die lokale Dichte ergibt sich anhand der zugehörigen ε , siehe Abbildung 4.19. Für die
Unterscheidung zwischen Kern- und Randobjekten muss dementsprechend eine maximale
Epsilonumgebung durch εmax festgelegt werden, wobei die Mindestobjektzahl Mε = Mεtest in
Form einer Doppelrolle als Bedingung für Kernobjekte auftritt.18
Für beide Methoden ermöglicht die Prüfung jedes Objekts das Auffinden entsprechend
geeigneter Rand- und somit Verbindungsobjekte. Der damit verbundene Prüfungsaufwand
ist proportional zur Objektzahl. Aus rechentechnischen Gründen wird jedoch die letztere
Methode verwendet [Ester u. a. 1996].
Der Nachteil des oben dargestellten Dichtekonzepts liegt in der implizierten Annahme des
Vorliegens einer relativ konstanten bzw. minimalen Dichte über der betrachteten Objektmen-
genmorphologie. Für die Präselektion von Verbindungsobjekten (Randobjekten) muss diese
Annahme nicht gewährleistet sein. Innerhalb einer Objektmengenmorphologie können sowohl
Randobjekte in dicht besiedelten Gebieten als auch in weniger dicht besiedelten Gebieten
auftreten.
18[Ester u. a. 1996] schlagen aus Aufwandsgründen die Mindestobjektanzahl von Mεmin vor.
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Abbildung 4.19: Bestimmung der lokalen Dichte durch Vorgabe einer Objektzahl
Abbildung 4.20: Randobjekte einer Morphologie mit Fehlstelle
Abbildung 4.20 stellt diesen Fall exemplarisch mithilfe einer exzentrisch angeordneten
Fehlstelle dar. Während die rechte Hemisphäre der Fehlstelle von weniger dicht gelegenen
Randpunkten gesäumt wird, ist deren linke Hemisphäre von Randobjekten aus einem dicht
besiedelten Bereich begrenzt. Die Annahme eines bestimmten Dichteniveaus würde das
Auffinden von Randobjekten aus beiden Hemisphären nicht erlauben.
Unabhängig von einem konkreten Dichteniveau kann jedoch die prinzipielle Eigenschaft
von Randobjekten, das Fehlen von Nachbarobjekten innerhalb einer sie umgebenden Ep-
silonumgebung, ausgenutzt werden. Im Sinne einer regionalen Betrachtung werden solche
Randobjekte durch eine vergleichsweise geringe lokale Dichte charakterisiert, sie können
somit ausgewählt werden. Der Vergleich bezieht sich hierbei auf die entsprechende lokale
Dichte der umliegenden Objekte.
Es ist also notwendig, die Entscheidung über eine Objektauswahl auf Basis der Dichte
umliegender Objekte (also regional) zu treffen. Das prinzipielle Vorgehen zur Objekteintei-
lung bleibt dabei erhalten. Jedoch müssen für eine Präselektion dementsprechend Gruppen
(Teilmengen) beieinanderliegender Objekte auf Randobjekte hin untersucht werden.
Für die Umsetzung in einen Selektionsalgorithmus erfordert dies eine sinnvolle Parti-
tionierung in Teilmengen örtlich beieinanderliegender Objekte. Hierbei muss jedoch kein
neues Vorgehen entwickelt werden, vielmehr kann auf den α-Schalenaufbau einer Fuzzy-
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Pattern-Klassen-Beschreibung zurückgegriffen werden, siehe Abschnitt 4.3.1.1. Aufgrund der
Unimodalität der Fuzzy-Pattern-Klasse organisiert diese α-Schaleneinteilung eine Partitio-
nierung der beieinanderliegenden klassenstützenden Objekte in sogenannte Objektschalen,
Abbildung 4.21.
Abbildung 4.21: links: kreisförmig angeordnete Lernobjekte und zugehörige FPK
rechts: neun alphaschnittbasierte Schalen zur Einteilung der Lernobjekte (je 100 Objekte pro
Schale)
Ausgehend von diesen Objektschalen wird folgender prinzipieller Selektionsalgorithmus
vorgeschlagen und diskutiert:
1. Bestimmung der lokalen Dichte für alle Objekte der aktiven Objektschale.
2. Dichtebasierte Auswahl möglicher Randobjekte.
3. Bestimmung der lokalen Dichte für alle Objekte des Verbundes aus vorhergehender,
aktiver und nachfolgender Objektschale.
4. Dichtebasierte Auswahl der Randobjekte im Schalenverbund.
5. Vergleichende Selektion von Randobjekten der aktiven Objektschale.
6. Wird die letzte Schale erreicht, brich ab, andernfalls wähle die nächste Objektschale





















Abbildung 4.22: grundlegender Selektionsalgorithmus für Randobjekte
Abbildung 4.23 veranschaulicht das gesamte Vorgehen anhand einer beispielhaften Objekt-
menge für eine Schale.










Abbildung 4.23: prinzipielle Wirkung des Präselektionsalgorithmus
Zu 1.) Die Bestimmung der lokalen Dichte für alle Objekte der aktiven Objektschale erfolgt
gemäß Abbildung 4.19 durch die Vorgabe einer festen Anzahl umliegender Objekte Mεtest
und dem sich daraus ergebenden Radius der Umgebung ε . Für die Wahl von Mεtest wird in
der Literatur [Ester u. a. 1996] aus Aufwandsgründen Mεtest = 4 vorgeschlagen.
Bei diesem Vorgehen ist zu beachten, dass sowohl aus der Vorgabe einer Anzahl umliegen-
der Objekte Mε , als auch aus der formalen Definition der lokalen Dichte (als ein integrales
Maß), eine Bestimmung dieser nur sinnvoll ist, wenn die aktive Objektschale entsprechend
stark mit Objekten besiedelt ist (d.h. wenn ausreichend viele beieinanderliegende Objekte
enthalten sind). Gegenläufig dazu darf die Anzahl der Objekte nicht zu hoch sein, da sonst
wiederum ein einheitliches Dichteniveau impliziert wird. Die Forderung bezüglich der mi-
nimalen Anzahl von Objekten pro Schale resultiert dementsprechend in einer Anzahl von
Schalen zur Partitionierung.
Wie aus den Beispielen hervorgeht, liefern Schalen mit geringer Objektanzahl eine relativ
volatile und somit unsichere Aussage über die lokale Dichte. Mit zunehmender Objektanzahl
pro Schale spiegelt die mittlere lokale Dichte eine zunehmend stabile und dennoch diffe-
renzierte Aussage wider. Für eine sehr hohe Anzahl von Schalenobjekten tritt der integrale
Charakter der mittleren Dichte stärker hervor. Die Festlegung einer „optimalen“ Objektanzahl
pro Schale stellt eine eigenständige Aufgabe dar, welche in dem hier behandelten Kontext
nicht bearbeitet werden soll.19 Entsprechend der im Rahmen dieser Arbeit (siehe Anhang)
19Diese Aufgabe ist jedoch im Sinne einer weiterführenden Forschungstätigkeit zu verstehen. Die optimale
Wahl der Objektanzahl pro Schale sollte dabei in Abhängigkeit des Epsilons der mittleren lokalen Dichte
getroffen werden.
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gewonnen Erfahrung wird eine mittlere Objektanzahl von 100 Objekten pro Schale vorge-
schlagen und verwendet.
Zu 2.) Ausgehend von der im ersten Schritt ermittelten lokalen Dichte werden anschließend
die Randobjekte der aktiven Objektschale bestimmt. Hierfür wird das durch die Mindestob-
jektanzahl Mε um jedes Schalenobjekt bestimmte ε als Entscheidungskriterium herangezogen.
Zur konkreten Unterscheidung, ob ein Rand- oder Kernobjekt vorliegt, wird dieses mit einem
Referenzepsilon εref verglichen. Ist das ε um ein Objekt größer als εref, handelt es sich um
ein Randobjekt, anderenfalls wird dieses als Kernobjekt gewertet. Damit bestimmt dies maß-
geblich die Anzahl der ausgewählten Randobjekte und somit die Genauigkeit der Selektion.
Um die hier verfolgte lokale Selektionsstrategie zu gewährleisten, wird εref für jede Schale
neu festgelegt. Im Umfang dieser Arbeit verbleibt die Wahl des εref als freier Parameter, der
in jeder Objektschale über den Prozentsatz h der Schalenobjekte mit der geringsten Dichte
vorgegeben wird.
Zu 3.) Analog zur Bestimmung der lokalen Dichte in der aktiven Schale wird diese für jedes
Objekt des Verbundes der aktiven vorhergehenden und nachfolgenden Schale ermittelt. Für die
erste bzw. letzte Schale werden jeweils die nächste und übernächste bzw. die vorhergehende
und vor-vorhergehende Schale benutzt.
Zu 4.) Ebenso werden auch die Randobjekte im Schalenverbund bestimmt. Hierbei wird
der gleiche Prozentsatz h für die Auswahl zugrunde gelegt.
Zu 5.) Bei der vergleichenden Selektion werden die Objekte der aktiven Schale als Randob-
jekte deklariert, welche ebenfalls innerhalb des Schalenverbundes als Randobjekte ausfindig
gemacht wurden. Hintergrund dieser Vorgehensweise ist der Umstand, dass die Schalenparti-
tionierung künstliche Randobjekte generiert.
Wie Abbildung 4.24 illustriert, resultieren durch Partitionierung derartige Objekte am
Schalenrand. Bei der Betrachtung im Verbund fallen diese Objekte wieder weg, wodurch die
Auswahl von tatsächlich vorliegenden Randobjekten sichergestellt wird.
Neben dem Ausschluss künstlicher Randobjekte rechtfertigt sich die vergleichende Auswahl


















Abbildung 4.24: Entstehung künstlicher Randobjekte
Abbildung 4.25 stellt das Ergebnis der dichtebasierten Präselektion entsprechend des
vorgeschlagenen Algorithmus am Beispiel der exzentrisch angeordneten Fehlstelle dar. Die
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Anzahl der auszuwählenden Randobjekte betrug 10% der Schalenobjekte. Die ausgewählten
Objekte werden durch eine grüne Umrandung hervorgehoben. Entsprechend ergeben sich
zwei qualitative Schlussfolgerungen. Einerseits funktioniert die Methode prinzipiell wie
beschrieben. Dies verdeutlichen jene Randobjekte, welche die Fehlstelle säumen. Im Ergebnis
erbringen genau diese Objekte signifikante Verbindungen. Andererseits erscheint es, dass
ebenfalls Objekte ausgewählt werden, die recht zentral und dicht liegen.
Abbildung 4.25: selektierte Randobjekte nach Durchlaufen des vorgeschlagenen Algorithmus
Im Sinne der vorliegenden lokalen Dichte sind dies tatsächlich Randobjekte, jedoch wer-
den sie keine signifikanten Verbindungen hervorbringen. Gemäß der Beschränkung werden
lediglich jene 10% der isoliertesten Objekte pro Schale betrachtet, sodass aufgrund sto-
chastischer Einflüsse verbindungsgenerierende Randobjekte unberücksichtigt bleiben. Aus
der Kenntnis dieser beiden Fakten wird die Methode der dichtebasierten Präselektion von
Verbindungsobjekten in folgender Weise modifiziert.
Nach Durchlaufen des grundlegenden Algorithmus (Abbildung 4.26) werden die gefunde-
nen Randobjekte auf Verbindungen untersucht. Alle Randobjekte, die keine Verbindungen her-
vorbringen, werden dann aus dem Datensatz eliminiert und der gesamte Präselektionsvorgang
wird iteriert. Die Prüfung auf Verbindungen wird mithilfe der kleinsten Epsilonumgebung
εmin einer Iteration durchgeführt. Das Vorgehen zur Prüfung auf signifikante Verbindungen
wird detailliert in Abschnitt 4.3.1.2 erläutert.
Die Anwendung des iterativen Ablaufs auf die zwei kreisförmigen Beispieldatensätze ergibt
die in Abbildung 4.27 dargestellten Randobjekte. Im exemplarischen Rahmen der iterativen
Präselektion wurden dabei 10% verbindungsgenerierende Randobjekte gefordert. Um einen
Überblick bezüglich des Hergangs der Präselektion zu vermitteln, werden auf der rechten
Seite die Anzahl der bereits ausgewählten Randobjekte (in Blau), der daraus hervorgehenden
Verbindungen (in Grün), der verbleibenden Objekte (in Rot) sowie die geforderte Anzahl von
Randobjekten (in Zyan) zu jedem Iterationsschritt aufgetragen.
Wie die beide rechtsseitigen Grafiken verdeutlichen, konvergiert die Anzahl der verbin-
dungsbildenden Randobjekte in wenigen Schritten gegen die geforderte Randobjektzahl. Dies
begründet sich durch den Fakt, dass für jeden Iterationsschritt ausschließlich die noch fehlende
Anzahl von Randobjekten mittels eines entsprechend adaptierten Prozentsatzes gesucht wird.
Abbildung 4.28 fasst für beide Beispiele die resultierenden Verbindungen zusammen.






































Abbildung 4.26: iterative Randobjektselektion






























Abbildung 4.27: Ergebnis und Verlauf der iterativen Präselektion für zwei Beispieldatensätze
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Abbildung 4.28: resultierende Verbindungen der zwei Beispieldatensätze
Im Gegensatz zu den beiden kreisförmigen Beispielen zeigt eine gleichverteilte Objekt-
menge keine derartig schnelle Konvergenz. Es resultiert eine typische Entwicklung für gering
strukturierte Objektmengen, bei der die Verbindungsanzahl ungefähr im Bereich der Objek-
tanzahl liegt, vgl Abbildung 4.29.




























Abbildung 4.29: Ergebnis, Verlauf und resultierende Verbindungen der iterativen Präselektion für
eine gleichverteilte Objektmenge
Neben dieser Charakteristik kann Abbildung 4.29 das verwendete Abbruchkriterium ent-
nommen werden. Liegt die verbleibende Objektanzahl unter der dreifachen Schalendicke, wird
der Iterationsvorgang beendet. Grund dieses Abbruchs ist der Umstand, dass die mittlere Scha-
lendicke nicht mehr gewährleistet werden kann und somit auch die Aussagen über die lokale
Dichte nicht gesichert sind. Auch für anders verteilte geringstrukturierte Objektmengen ist
diese typische Entwicklung zu beobachten. Abbildung 4.30 greift zu Demonstrationszwecken
ein weiteres so geartetes Beispiel auf.
Zusammenfassend spezifiziert der vorgestellte Selektionsalgorithmus, unabhängig von der
elementaren Unschärfe, durch eine Menge von Randobjekten mit den zugehörigen Verbin-
dungen den objektungestützten Klassenraum. Zusätzlich liefert er die mittlere Dichte ρ der
untersuchten Objektmenge.
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Abbildung 4.30: weitere geringstrukturierte Morphologie (rein gaußverteilte Objektmenge)
Die maximale Anzahl von Randobjekten kann prinzipiell durch den Nutzer vorgegeben
werden. Im Zuge der vollautomatischen Synthese wird der Selektionsalgorithmus mit einer
maximalen Selektion von 10% Prozent der Lernobjektmenge als Randobjekte angewendet.
Abbildung 4.31 stellt die Wirkung dieses Vorgehens am Beispiel der s-förmigen Objektmenge
dar. Da die Morphologie durch 600 Objekte gestützt wird, existieren Verbindungen. Diese
Anzahl wird durch die iterative Randobjektselektion und dem Ausschluss insignifikanter
Objektverbindungen auf die in grau dargestellten 87 Verbindungen reduziert.
Abbildung 4.31: signifikante Verbindungen über den Randobjekten der s-förmigen Beispielmor-
phologie
Es verbleibt anzumerken, dass die Bestimmung von Randobjekten auch auf Basis von Stütz-
vektormethoden realisiert werden kann und die daraus entstehenden FPK-KFPK-Strukturen
ein unscharfes Regelwerk dieser Stützvektorregression bilden. Die beiden anschließenden
Abschnitte 4.3.1.1 und 4.3.1.2 geben eine detaillierte Beschreibung der Umsetzung des
α-Schalenaufbaus sowie des Prüfschritts für signifikante Verbindungen. Sie tragen dement-
sprechend weniger dem konzeptuellen Verständnis bei.
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4.3.1.1 Ermittlung von α-Schalen für FPK unter Vorgabe einer Anzahl von
Schalenobjekten
Um wie oben beschrieben eine regionale Auswahl an Objekten zu treffen, wird auf die
Konvexität des objektumschreibenden Fuzzy-Pattern-Klassen-Modells zurückgegriffen. Diese
drückt sich insbesondere in den Niveaulinien der Zugehörigkeiten bzw. α-Schnitten einer
Klassenbeschreibung aus. Mit der Wahl einer Schnittzugehörigkeit α resultiert im gewissen
Sinne ein Gebilde, welches im Folgenden als α-Hülle H bezeichnet wird. Eine α-Hülle
umfasst im Gegensatz zum α-Schnitt lediglich Lernobjekte, deren Klassenzugehörigkeit
größer als α ist.
H =
{
x ∈ XL|µFPK (x)> α
}
(4.40)
Bezüglich einer Menge von Alphas {α1,α2, . . .} gilt für die damit assoziierten α-Hüllen
folgende Beziehung:
H1 ⊃ H2⇔ α1 < α2 (4.41)











Abbildung 4.32: Anordnung der Grenzen von α-Hüllen auf Basis von Alphaschnitten einer FPK
Gleichermaßen kann durch die Angabe zweier α-Hüllen H1,H2 mit α1 < α2 eine soge-
nannte α-Schale O gefunden werden.
O = H1\H2 =
{
x ∈ XL|α1 < µFPK (x)≤< α2
}
(4.42)
Die Mächtigkeit einer Schale |O| wird als Schalendicke bezeichnet. Nach der Vorgabe
einer solchen Dicke können die α-Schalen iterativ aufgebaut werden. Zunächst werden die
Zugehörigkeiten aller klassenstützenden Objekte bestimmt und geordnet (4.43).
µ = {µ1,µ2, . . . ,µML} wobei µm = µFPK (xm)∀m ∈ {1, . . . ,ML} (4.43)
Der kleinste α-Schnitt α1 ergibt sich durch das Objekt mit der geringsten Klassenzugehö-
rigkeit.




Ausgehend von der Zugehörigkeit α1 wird der nächste Schnitt α2 so festgelegt, dass die
Schalendicke |O| erreicht wird. Die erste Schale O1 ergibt sich dann entsprechend (4.42).
Dieses Vorgehen wird bis zur Aufteilung der gesamten Objektmenge iteriert, wodurch die
letzte Schale nicht vollständig besetzt sein muss.
αi = µm :
∣∣{µ j∣∣αi−1 ≤ µ j < µm}∣∣= |O| wobei µ j,µm ∈ µ, i > 1 (4.45)
Für eine geforderte Schalendicke |O| = 100 zeigt Abbildung 4.21 die durch das Fuzzy-
Pattern-Klassen-Modell induzierte Partitionierung der kreisförmigen Lerndatenmenge.
4.3.1.2 Algorithmus zur Prüfung auf signifikante Objektverbindungen
Im Rahmen der Prüfung auf signifikante Verbindungen werden, gemäß Abbildung 4.26, am
Ende einer Iteration folgende Schritte über die Menge aller Randobjektverbindungen vi, j ∈V
ausgeführt: Bestimmung des Verbindungsvektors zwischen Verbindungsstart xi und -ende x j.
vi, j = x j− xi (4.46)
Anschließend erfolgt die Transformation der Objektmenge XL = {x1, . . . ,xML} in ein Koor-



















cosϕn für n1 = n2 = 1 oder n1 = n2 = n
sinϕn, für n1 = 1,n2 = n
−sinϕn für n1 = n,n2 = 1
1 für 1 6= n1 = n2 6= n
0 sonst
(4.49)
und die Drehwinkel ϕn|n = 1, . . . ,N− 1 nach (4.50) aus der schrittweisen Drehung der






cos(ϕi),n = 2, . . . ,N−1
(4.50)












Abbildung 4.33: geometrische Verhältnisse zur Ermittlung von ϕn für die Rotationsmatrizen Tn
Da angenommen wurde, dass sich eine Morphologie in Form von Gebieten höherer Dichte
manifestiert, gibt das kleinste Epsilon einer Iteration εmin ein morphologiespezifisches Maß
wieder. Es kann gemäß Abbildung 4.34 in Form einer morphologiespezifischen Objektumge-














Abbildung 4.34: Prinzip der Prüfung einer Randobjektverbindung
Wie in Abbildung 4.34 veranschaulicht, wird durch die Länge l =
∣∣x˜ j∣∣ , x˜ j ∈ X˜ der Verbin-
dung und εmin ein Abweisungsintervall in Form eines Kreiszylinders aufgespannt. Befindet
sich ein Objektrepräsentant innerhalb dieses Zylinders, wird die betrachtete Objektverbin-
dung vi, j ∈V den nichtsignifikanten Verbindungen zugeordnet und somit ausgeschlossen. Im
obigen illustrativen Beispiel trifft dieser Fall für das rot markierte Objekt zu. Mithilfe dieses
Abweisungsintervalls werden alle insignifikanten Objektverbindungen im letzten Schritt durch
4.3 Synthese von Komplementärobjekten in mittel- bis hochdimensionalen Räumen 91
einen komponentenweisen Vergleich der Objektkoordinaten ausgeschlossen (4.51).
vi, j /∈Vsig⇔∃x˜m ∈ X˜ : 0 < x˜1,m < x˜1, j und
∣∣x˜2,...N,m∣∣≤ εmin√(N−1) (4.51)
Mit dem Ausschluss aller unwesentlichen Verbindungen ist der ungestützte Klassenraum
spezifiziert.
Die Effektivität des Algorithmus ist vor allem dadurch gegeben, dass die Ausschlussbe-
dingungen dimensionsweise geprüft werden können. Zum Beispiel sind nur jene Objekte
x˜m ∈ X˜ interessant, die in der ersten Komponente im Bereich 0 < x˜1,m < x˜1, j liegen, die
Restobjektmenge spielt keine Rolle für die Prüfung. In der zweiten Dimension sind es jene
x˜m ∈ X˜ , die in der zweiten Komponente kleiner als εmin usw. (|x˜n,m| ≤ εmin) sind. Mit jeder
geprüften Dimension verringert sich dadurch die Anzahl der Objekte, die zum Ausschluss
einer Verbindung führen können, und somit ebenfalls der Prüfungsaufwand. Erst abschließend
wird die Zylinderbedingung (4.51) geprüft.
4.3.2 Schritt 2: Bestimmung einer Komplementärobjektdichte
In Konsistenz mit den Überlegungen in Abschnitt 4.2 soll der Komplementärdichtebestim-
mung im mittel- bis hochdimensionalen Fall ebenfalls das logistische Modell (4.27) zugrunde
gelegt werden.









Entsprechend Abschnitt 4.2.2 werden zu diesem Zweck die Parameter k˜, ρ˜r min, ρ˜max, rmax,
rmin sowie ein Abstand r benötigt. Zur Ermittlung der Abstandsparameter rmin, rmax und
r wird die Menge der signifikanten Objektverbindungen Vsig äquidistant diskretisiert, vgl.
Abbildung 4.35. Die polynomiale Laufzeit des Vorgehens und somit dessen Anwendbarkeit
















Abbildung 4.35: prinzipielle Vorgehensweise zur Bestimmung der Abstandsparameter
Ergebnis der Diskretisierung ist eine Menge von Diskretisierungspunkten Xd, die den
räumlichen Rahmen des Komplementärdichtemodells fixieren. Der Abstand rmin wird gemäß
Abschnitt 4.2.2 durch die halbe Raumdiagonale eines objektumschreibenden ce-Hyperquaders
abgeschätzt.







Die Abstände r werden für alle xd ∈ Xd, |Xd|=Md, in Form von nächsten Nachbarabständen
zu den Objekten der Lerndatenmenge ermittelt und stehen als Menge der Abstände Rd ={
rd1,rd2, . . . ,rdMd
}
zur Verfügung.
rd j = minx∈XL
(√(
xd j − x
)> (xd j − x)) (4.54)
Die oben beschriebene Vorgehensweise zur Ermittlung der Abstandsvariablen Rd wird in
Abbildung 4.36 für einen Datensatz von neun Objekten über der weiß markierten Objektver-
bindung v1,8 illustriert. Die elementare Unschärfe der Objekte wurde mit zwei Prozent der
Merkmalsausprägung von X1 bzw. X2 (cel/r1 = 0.06 bzw. cel/r2 = 0.12) angenommen. Über
der Objektverbindung wurde mit einer Auflösung von s = 0.12 diskretisiert. In der linken
Grafik ist der Verlauf des Abstands rd zum nächsten Objekt des Lerndatensatzes über den
Diskretisierungsschritten aufgetragen.
Abbildung 4.36: links: unscharfe Beispielobjekte; rechts: Abstände entlang der weißen Verbin-
dung
Aus dem Vektor der Abstandswerte Rd über allen signifikanten Verbindungen wird der




Danach gilt es die Parameter der Komplementärdichtefunktion k˜, ρ˜r min und ρ˜max festzule-
gen. Die Parameter k˜ und ρ˜r min folgen entsprechend den Überlegungen und Festlegungen in
Abschnitt 4.2.2.1 und 4.2.2.2.
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4.3.2.1 Festlegung einer optimalen Diskretisierungsschrittweite s
Zur Festlegung einer optimalen Verbindungsdiskretisierung muss beachtet werden, dass sich
Verbindungen kreuzen können und somit im Kreuzungsbereich wesentlich mehr Diskreti-
sierungspunkte auftreten. Aus diesem Grund wird die Menge der Diskretisierungspunkte,
ähnlich zum diskretisierungsbasierten Vorgehen, durch eine Menge von Hyperquadern/Zellen
Z zusammengefasst. Die Zellen zi ∈ Z werden dabei ausschließlich um Diskretisierungspunkte
xd ∈Xd gelegt. Dadurch ist sichergestellt, dass die Anzahl der Quader linear mit der Anzahl der
Diskretisierungspunkte xd ∈ Xd bzw. Verbindungen skaliert. Analog dem diskretisierungsba-
sierten Vorgehen dienen die resultierenden Zellen der Verteilung von Komplementärobjekten.
Abbildung 4.37 illustriert das Ergebnis dieses Schritts anhand der Quader zweier Beispiele.
























Abbildung 4.37: Verteilungsquader für c- und s-Morphologie
Äquivalent zu Abschnitt 4.2.2.4 kann eine optimale Konfiguration von Zellen durch die
Maximierung des Nutzungsgrades über die Diskretisierungsauflösung s der Zellen festgelegt
werden. Die Zellgröße beträgt dabei sN . Die Festlegung des Nutzungsgrades η (s) folgt dabei
den gleichen Gedanken wie im niedrigdimensionalen Fall. „Mit der Wahl von s wird das mit























die Anzahl der durch die Kardinalität der Lernobjekte begrenzten Zellen,
zb (s) := |Zb| ,Zb =
{
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die Anzahl aller Zellen, deren Zellmittelpunkt xzi gemäß Prinzip (2) einen entsprechenden
Abstand rzi zum nächsten Lernobjekt beträgt. Weiterhin sind





die Anzahl der ungenutzten Zellen und
zv (s) := |Z| (4.61)
die Anzahl aller Zellen über den Diskretisierungspunkten.
Die zulässige Menge für s ist durch (4.62) so restringiert, dass die längste Verbindung




Abbildung 4.38 zeigt einen typischen Verlauf der Zielfunktion (4.56) am Beispiel des
s-förmigen Datensatzes. Wie ersichtlich wird, ergibt sich eine optimale Ausnutzung des
ungestützten Klassenraums bei s= 0.058 , wobei die mittlere Dichte und Komplementärdichte
ρ = 1.56 beträgt.

















   
η(
s)
Abbildung 4.38: Ausprägung des Nutzungsgrads η (s) am Beispiel der s-förmigen Objektmenge
4.3.2.2 Sättigung der logistischen Kurve
Auch die Festlegung der Sättigung ρmax erfolgt analog zu 4.2.2.3 mit der Lösung des Optimie-
rungsproblems (4.63) über den nutzbaren Zellen Zd mit den Abständen rzi der Zellmittelpunkte
zum nächsten Lernobjekt.
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ρ˜max = argmin
ρ∗∈[0,∞)
{∣∣∣∣∣ 1Md∑Rd ρ˜ (rd)− ρ¯
∣∣∣∣∣
}










Da jeder Abstand rzi mit einer Zelle zi ∈ Zb assoziiert ist, bewirkt die Optimierung bzgl.
ρ˜max die räumliche Ausprägung der mittleren Komplementärobjektdichte ρ (lokal) in den
entsprechenden Zellen Zb.
4.3.3 Schritt 3: Verteilung der Komplementärobjekte
Die konsistente Verwendung des logistischen Komplementärdichteansatzes erlaubt auch eine
zu Abschnitt 4.2.2 analoge Behandlung der Verteilung von Komplementärobjekten. Wird
Formel (4.38) auf die Verteilung in den Zellen über den Diskretisierungspunkt adaptiert,








Um den Diskretisierungspunkt xzi wird der Synthesevorgang (4.64) entsprechend der
ihm zugehörigen Komplementärdichte ρ (rzi) wiederholt und es ergibt sich die Menge der
Komplementärobjekte X .
Für das Beispiel der s-förmigen Lerndatenmenge führt der geschilderte Verteilungsschritt
über den 87 Verbindungen zu einer Menge aus 244 Komplementärobjekten.






















Abbildung 4.39: komplementäre Objektmenge für das Beispiel der s-förmigen Objektmenge
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4.3.4 Zusammenfassung der Synthese von Komplementärobjekten in
mittel- bis hochdimensionalen Räumen
Ausgehend vom prinzipiellen Synthesealgorithmus (Abbildung 4.13) wurde in Abschnitt 4.3
ein Syntheseansatz für Komplementärobjekte in mittel- bis hochdimensionalen Räumen (ab
sechs Dimensionen) vorgestellt. Das in diesem Fall zur Anwendung kommende Vorgehen
basiert auf speziell ausgewählten (signifikanten) Objekt-zu-Objekt-Verbindungen, wodurch es
polynomial mit der Objektzahl skaliert. Die Verteilung der Komplementärobjekte wird auf Ba-
sis der mittleren Objektdichte sowie der diskretisierten signifikanten Verbindungen umgesetzt.
Nach einer „Regularisierung“ werden die Komplementärobjekte im Sinne einer optimalen
Raumausnutzung um die gefundenen Diskretisierungspunkte verteilt. Im Vergleich zur reinen
Diskretisierung ergeben sich vorwiegend Unterschiede bzgl. der Komplementärobjektanzahl.
Diese lassen sich vordergründig auf die näherungsweise Klassenraumaufklärung und die
verschiedenen Zielvorgaben bei der Bestimmung einer geeigneten Diskretisierungsauflösung
zurückführen. Weitere Unterschiede ergeben sich durch die Skalierungsunabhängigkeit der
verbindungsbasierten Vorgehensweise. Qualitativ werden jedoch annähernd gleiche Vertei-
lungen von Komplementärobjekten erzeugt. Abbildung 4.40 illustriert diesen Vergleich am

































Abbildung 4.40: links: reine Diskretisierung mit 928 Komplementärobjekten; rechts: verbindungs-
basierte Aufklärung mit 720 Komplementärobjekten
Des Weiteren soll die Funktionalität des Vorgehens für eine achtdimensionale Kugel-
schalengeometrie mit dem Radius von zwei Abstandseinheiten demonstriert werden. Die
Kugelschalengeometrie wird von 3500 normalverteilten (Varianz 0.2) Objekten gestützt.
Die Wahl dieser Parameter begründet sich ausschließlich aus einem illustrativen Aspekt.
Aufgrund der Dimensionalität der Aufgabenstellung ist eine Klassenraumdiskretisierung
nicht sinnvoll, da bereits in der geringsten Auflösung 108 Zellen zu bearbeiten sind. Aus
selbigem Grund wird die Diskussion der Komplementärobjektsynthese mithilfe ausgewählter
dreidimensionaler Projektionen in Abbildung 4.41 durchgeführt. Zu diesem Zweck werden
in der oberen Zeile zunächst die Lerndatenmenge (links) und die resultierende Komple-
mentärobjektmenge (rechts) in den ersten drei Dimensionen dargestellt. Wie zu erwarten
ordnen sich die 1777 Komplementärobjekte kugelförmig innerhalb der Schale an (vgl. hier-
für die Ausdehnung zwischen Objekten und Komplementärobjekten). In der unteren Zeile
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wird das Ergebnis des Syntheseprozesses anhand zweier Schichtdarstellungen verifiziert. In
den Schichten werden alle Lernobjekte sowie Komplementärobjekte mit den Eigenschaften



















(a) Projektion der Lernobjekte in den Dimensio-



















(b) Projektion der Komplementärobjekte in den
Dimensionen eins bis drei













(c) Schichtdarstellung über die Dimensionen 1,2

















(d) Schichtdarstellung über die Dimensionen 1,2
und 8 als isometrische Ansicht
Abbildung 4.41: achtdimensionale Kugelschalengeometrien
4.4 Konnektivitäts- und Clusteranalyse von
Komplementärobjekten
Entsprechend der konzeptionellen Betrachtungen in Kapitel 3 erfolgt, ausgehend von ei-
ner Menge geeigneter Komplementärobjekte, erstmalig nach deren Erzeugung, ein Cluster-
analyseschritt, vgl. Abbildung 4.42. Ziel dieses Clusterschritts ist das Auffinden formaler
Komplementärobjektkonfigurationen für deren anschließende Aggregation zu einer Konfigu-
ration von komplementären Fuzzy-Pattern-Klassen. Er wird motiviert durch die Vermeidung
von überflüssigen Komplementbildungen und damit der signifikanten Vereinfachung einer
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anschließenden Darstellung und Interpretation.
Bestimmungder komplementären FPK



























Abbildung 4.42: Anwendung der Konnetivitäts- bzw. Clusteranalyse
In diesem Kontext ist der Clusterschritt nicht in Form einer vollständigen Clusterana-
lyse, sondern als Feststellung der Konnektivität zwischen den Komplementärobjekten zu
verstehen. Der Konnektivitätsbegriff wird aufgrund des Syntheseprozesses im Sinne der
Dichteerrreichbarkeit verstanden [Ester u. a. 1996].20 In diesem Fall erfordert die Konnek-
tivitätsprüfung die Angabe einer Grenzdistanz dg für den größten zulässigen Abstand zum
nächsten Nachbarobjekt. Die betrachtete Objektmenge gilt als zusammenhängend, wenn der
größte Nächste-Nachbar-Abstand die Grenzdistanz unterschreitet. Andernfalls lässt sich die
Objektmenge in entsprechende zusammenhängende Teilmengen separieren. Diese Teilmengen
können ferner als Klassen verstanden werden, sofern sie eine bestimmte Mindestkardinalität
Mmin aufweisen. Für die Konnektivtätsprüfung im Clusterschritt werden dementsprechend
zwei Parameter benötigt, die Grenzdistanz dg und die Mindestobjektanzahl Mmin für eine
Klasse.
Die Grenzdistanz dg wird durch die Auflösung bei der Komplementärobjektverteilung




Im Fall a priori bekannter Komplementärobjektmengen kann ebenfalls deren formale
Clustereinteilung als bekannt vorausgesetzt werden.
Die Mindestobjektzahl Mmin steht für einen Übergang von einem quantitativen Wachstum
zu einem qualitativen Wachstum (dem Übergang von „losen“ Objekten zu einer hierarchisch
übergeordneten Entität – einer Klasse). Der Bereich dieses Übergangs ist dabei gebunden an
das Anwendungsfeld, die Aufgabenstellung sowie die Datenbasis. Ohne a priori Kenntnisse
kann Mmin nur wissensbasiert (z. B. durch den Nutzer) festgelegt werden. Standardmäßig
werden mindestens zehn zusammenhängende Objekte für die Bildung einer Klasse gefordert,
Mmin = 10.
Unter diesen Vorgaben zeigt Abbildung 4.43 die Wirkung des Clusterschrittes mithilfe von
Objektmengen unterschiedlicher Morphologien. Für ein besseres Verständnis werden auf der
linken Seite die Lernobjektmenge in Blau und die Komplementärobjektmenge in Rot darge-
stellt. Auf der rechten Seite wird das Ergebnis des Clusterschritts mittels unterschiedlicher
Farbgebung zusammengefasst.
20Auch die Chaining-Eigenschaft bestimmter Clusterverfahren kann für diese Betrachtungen herangezogen
werden.
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Abbildung 4.43: Konnektivitätsanalyse für Beispiele komplementärer Objektmengenmorpholo-
gien
Sowohl die oberen als auch die mittleren beiden Grafiken repräsentieren den Fall klar
getrennter komplementärer Objektmengen.
Sie unterscheiden sich durch den Fakt, dass in der oberen Grafik alle vier Teilmengen eine
entsprechend hohe Kardinalität aufweisen, um aggregierbare Cluster auszubilden. Demgegen-
über führen die vier Teilmengen der mittleren Grafik lediglich zu drei Clustern. Die Kardina-
lität der unteren Teilmenge ist nicht zureichend. Letztere Komplementärobjekte werden im
Sinne der Dichteereichbarkeit als Ausreißer aufgefasst und bleiben bei der anschließenden
Bildung der komplementären Fuzzy-Pattern-Klasse (in Schritt 5) unberücksichtigt.
Die unteren beiden Grafiken stellen den Fall einer verbundenen Komplementärobjektmenge,
die auch als einziges Cluster erkannt wird, dar. Diese Objektmenge wird dementsprechend im
anschließenden Schritt 5 zu einer einzigen KFPK aggregiert. Eine weitere Besonderheit dieser
komplementären Objektmenge liegt in ihrer Nichtkonvexität. Im Verlauf des Algorithmus
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(Schritt 6) wird diese Nichtkonvexität festgestellt und führt nach einer klassifikatorischen
Auswahl (Schritt 7) wieder zu Schritt 4, wo Komplementärobjekte zweiter Ebene (eine
Teilmenge der Lernobjekte) wieder auf Cluster untersucht werden. Für diese sowie für jede
zweite Konnektivitätsanalyse stellt sich die Frage, welche Grenzdistanz angesetzt werden soll.
Hierbei wird die folgende Auffassung vertreten:
Nach Gleichung (4.27) ist die Verteilung der Komplementärobjekte ein Ergebnis der Dichte,
der elementaren Unschärfe sowie der Verteilung der Lernobjekte.21 Des Weiteren basiert
sowohl die Verteilung der Komplementärobjekte als auch die Aufklärung der Lernobjektmen-
ge im Klassenraum auf der gleichen Auflösung und somit dem gleichen Abstandsmaß. Die
obige Motivation der Grenzdistanz kann rückwirkend auf die Menge der Lernobjekte bezogen
werden und legitimiert einen Clusterschritt in jeder Iteration des Algorithmus.22
21Insbesondere sei hier auf die maximale Raumausnutzung bei Bestimmung der Komplementärdichte hingewie-
sen.
22Demgegenüber kann argumentiert werden, dass die reale Lernobjektmenge und die synthetisierte Komple-
mentärobjektmenge unterschiedlichen Auffassungen und somit grundverschiedenen Semantiken entspringen.
Dementsprechend müssten unterschiedliche Werte der Grenzdistanz für beide Objektmengen angesetzt
werden.
5 Unscharfe Mengendifferenz und
Skalierung von
FPK-KFPK-Strukturen
Ausgehend von einer erzeugten baumförmigen FPK-KFPK-Hierarchie stellt sich im Rahmen
der klassifikatorischen Arbeitsphase die Frage nach der Interpretation dieser FPK-KFPK-
Struktur. Der prinzipielle dargestellte Ablauf einer Auswertung derartiger Strukturen er-
schließt sich entsprechend Kapitel 3, wobei im Sinne der klassischen Mengendifferenz ein
unbekanntes Objekt der nichtkonvexen Klassenbeschreibung zugeordnet wird, wenn es der
umschreibenden Klasse zugehört und nicht in die darauffolgende Komplementärklassenkonfi-


















Abbildung 5.1: prinzipielle Auswertung am Beispiel einer c-förmigen Objektmengengeometrie
Im Falle allgemeinerer FPK-KFPK-Strukturen mit mehreren Komplementierungen gilt
diese Aussage durch die Assoziativität der Mengendifferenz rekursiv für jede gerade Kom-
plementierungsebene. Man könnte auch die Aussage im logischen Sinne für die folgende
Komplementierungsebene umkehren (negieren). Zum Beispiel gehört ein Objekt, das in der
ersten Komplementierungsebene der entsprechenden umschreibenden Komplementärklasse
zugeordnet wird, jedoch nicht der Komplementärklasse zweiter Ebene, nicht zur beschriebe-
nen Morphologie.
Wie diese Überlegungen verdeutlichen, ist bei diesem Vorgehen die Zerlegung der Men-
gendifferenzoperation in die Operation der Negation bzw. Komplementbildung (welche das
nicht beschreiben) und die Operation der Konjunktion (welche das und beschreiben) von
essenzieller Bedeutung. In diesem Kapitel soll nun der Tatsache Rechnung getragen werden,
dass es sich bei FPK und KFPK um unscharfe Mengen handelt. Folgerichtig bilden Komple-
mentierungskonzepte sowie die Verknüpfungsoperationen der Theorie der Fuzzy-Logik die
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Grundlagen der Auswertung nichtkonvexer FPK-KFPK-Strukturen.23
Wie im Kapitel 1.2 (Grundlagen) aufgezeigt, stellt die Theorie der Fuzzy-Logik eine Viel-
zahl sowohl von Komplementierungsoperationen als auch von Verknüpfungsoperationen zur
Verfügung. Daher wird zunächst eine Auswahl geeigneter Verknüpfungs- und Komplementie-
rungsoperationen vorgenommen. Anschließend wird deren Wirkung als unscharfe Mengendif-
ferenz im Zusammenhang mit den baumartigen Strukturen von FPK-KFPK-Klassifikatoren
diskutiert und beispielhaft dargestellt.
Als Eigenschaften der zu realisierenden Mengendifferenz werden gefordert:
• Stetigkeit der Mengendifferenz
Diese Forderung begründet sich im ureigensten Gedanken der fuzzy Beschreibung von
Nachbarschaftsverhältnissen und Ähnlichkeiten.
• Normierung der Ergebnisse
Das Ergebnis der Auswertung einer FPK-KFPK-Struktur soll im Sinne einer Wahrheits-
funktion auf das Einheitsintervall begrenzt sein.
• Skalierung der Mengendifferenz
In den jeweiligen objektgestützten Bereichen einer FPK bzw. KFPK gerader Ebene
(K2eFPK) soll jeweils einmal der maximale Wahrheitswert angenommen werden. In den
jeweiligen objektungestützten Bereichen der Komplementärklassen ungerader Ebene
soll der minimale Wahrheitswert erreicht werden.
5.1 Auswahl von geeigneten
Komplementierungsoperationen
Für die Festlegung einer sinnvollen unscharfen Mengendifferenz werden die Betrachtungen
auf die gebräuchlichsten stetig-involutiven Komplemente beschränkt. Diese Einschränkung
begründet sich einerseits aus der Stetigkeit des Komplements, anderseits muss bei mehreren
Ebenen der Komplementbildung die Invarianz der Zugehörigkeiten sichergestellt werden.
Damit verbleiben die Familien der Sugeno- und Yager-Komplemente sowie der Spezialfall
des natürlichen Komplements, der hier als eigenständig betrachtet wird [Mizumoto 1989;
Yager 1980; Zadeh 1965].




mit ν ∈ [−1,∞) (5.2)
µ¬YagFPK (x) :=
(
1− (µFPK (x))ν) 1ν mit ν ∈ [0,∞) (5.3)
23 Es sei darauf hingewiesen, dass Objekte und Komplementärobjekte philosophisch gesehen zwei völlig
verschiedenen Realitäten entstammen. Gemäß ihrer Definition stellen Objekte eine beobachtete Abbildung
eines Phänomens dar. Wohingegen Komplementärobjekte synthetische Konstrukte sind, denen die Bindung
an ein Phänomen fehlt. Zur Überführung in die hier gesuchte ganzheitliche Betrachtung von FPK und KFPK
müssten eigens Operatoren entwickelt werden, die diese beiden Welten verknüpfen. (Diese Aufgabe ist nicht
Gegenstand der vorliegenden Arbeit.)
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Die zur Disposition stehenden Komplementierungsoperationen werden mithilfe der folgen-
den Kriterien auf ihre Verwendbarkeit eingeschätzt:
• Einfluss zusätzlicher Parameter
Stellt die verwendete Komplementierungsoperation zusätzliche Parameter zur Verfü-
gung gilt es zu klären, welchen Einfluss diese Parameter bei einer Verknüpfung von
Klassen und Komplementärklassen ausüben. In anderen Worten: wie stark wird die
Aussage einer Klasse durch die Negation beeinflusst? Des Weiteren wirft sich die Frage
auf, ob und wie diese Parameter aus dem vorliegenden Daten- und Klassenmaterial
abgeleitet werden können.
• Wirkung auf nicht normalisierte Zugehörigkeitswerte
Die mehrfache Komplementierung von FPK und KFPK kann zu subnormalen Ergebnis-
sen führen. Die Erzeugung eines interpretierbaren Resultats erfordert dementsprechend
eine Skalierung der Klassenzugehörigkeiten, wodurch sowohl Zugehörigkeiten größer
Eins als auch kleiner Eins verarbeitet werden müssen.
• Handhabbarkeit bei mehrfacher Komplementierung
Die Wahl von Skalierungsfaktoren für mehrfach komplementierende Klassen erfordert
eine Darstellung der sich einstellenden Gesamtzugehörigkeit. Es ist dementsprechend
zielführend, eine Komplementierungsoperation zu wählen, deren Ergebnis unter gerin-
gem Aufwand formalisierbar ist.
Gemäß ihren Definitionen werden die Komplementierungsoperationen der Sugeno- und
Yager-Familie durch einen Parameter ν charakterisiert. Zum Zweck einer anschaulicheren
Diskussion wird die prinzipielle Parameterwirkung zunächst am Fall einer normalisierten
eindimensionalen unscharfen Menge – in Form einer Fuzzy-Pattern-Klasse24 – illustriert
(siehe Abbildung 5.2). Dabei werden neben der parametrischen Natur der Negation die
zugrunde liegende FPK in Blau sowie der Spezialfall des natürlichen Komplementes in
Rotbraun hervorgehoben. Die Werte des Parameters ν wurden um das natürliche Komplement
verteilt. Der zunehmende Rotanteil der Kurven indiziert die Änderung der Negation bei
Zunahme des Parameters ν . Für beide Komplementfamilien wird in Abbildung 5.2 ein
Parametereinfluss bei der Negation normalisierter Klassen ersichtlich.


























































Abbildung 5.2: links: Sugeno-Komplement; rechts: Yager-Komplement einer normalisierten FPK
24mit dem Parametersatz: a = 1,bl/r = 0.5,cl/r = 3,dl = 2,dr = 4
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Konkret führt eine vom natürlichen Komplement abweichende Wahl der Parameter zur Aus-
dehnung bzw. zur Konzentration des Komplements [Bandemer H. 1993; Zimmermann 2001].
Insbesondere der Fall sich ausdehnender negierter Klassen ist in diesem Zusammenhang
kritisch. Einerseits werden dabei die auf Basis der Komplementärobjekte bestimmten Klas-
sengrenzen vernachlässigt, andererseits ist vor dem Hintergrund einer zusätzlichen Skalierung
der phänomenbeschreibenden FPK und KFPK mit einer weiteren Expansion der Klassen
zu rechnen. Das Ergebnis einer solcher Ausdehnung ist die Verschiebung der Zugehörigkeit
in – auf dieser Negationsebene – ungestützte Gebiete und damit eine unzureichende bzw.
ungenaue Klassenbeschreibung.
Die parameterbedingte Konzentration wirkt in dieser Hinsicht weniger kritisch, da sie
einer Skalierung entgegenwirkt und die Steuerung der Zugehörigkeit an den Klassengrenzen
ermöglicht. Die Auswahl der entsprechenden Parameter ist in diesem Sinne auf den Bereich
der Negationen mit konzentrierender Wirkung zu beschränken.
5.1.0.1 Wirkung auf nichtnormalisierte Zugehörigkeiten
Während sich Abbildung 5.2 der Darstellung des Parametereinflusses auf normale unscharfe
Mengen widmet, beschreiben die Abbildungen 5.3 und 5.4 die Wirkung der Komplement-
bildung auf nichtnormalisierte unscharfe Mengen. Im Abschnitt 5.3 wird die Negation im
Fall einer subnormalen FPK dargestellt, im Abschnitt 5.4 wird demgegenüber die Negation
einer nichtnormalisierten Klasse betrachtet. Analog zu den vorhergehenden Darstellungen
sind die zugrunde liegenden FPK und deren natürliches Komplement hervorgehoben, der
Zuwachs des Parameters ν wird durch Rotfärbung indiziert. Der Parametersatz der FPK
beträgt bl/r = 0.5,cl/r = 3,dl = 2,dr = 4.

























































Abbildung 5.3: Negation einer subnormalen FPK der Höhe 0.75
Neben der bereits im Normalfall diskutierten Expansion bzw. Konzentration des Klassen-
komplements zeigt sich im subnormalen Fall eine zusätzliche Skalierungsabhängigkeit der
negierten Zugehörigkeit von ν . Diese Abhängigkeit wirkt insbesondere bei einer mehrfachen
Negation von skalierten Klassen störend. Um in diesen Fällen der Involutionseigenschaft
zu genügen, muss für den Auswertevorgang ein Parameterwert ν festgelegt werden. Diese
„globale“ Festlegung steht jedoch im Widerspruch zur obigen Aussage der klassenspezifischen
Festlegung eines Parameterwertes ν .
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Abbildung 5.4: Negation einer „supernormale“ FPK der Höhe 2
Die Betrachtungen zu unscharfen Mengen mit einer Höhe größer eins verstärken die oben
diskutierten Eigenschaften der Komplementierung – hauptsächlich weil diese Komplement-
operationen für den normalen Fall definiert sind. Wie in Abbildung 5.4 dargestellt, resultierten
für die Negation mit Operatoren der Sugeno-Familie im „supernormalen“ Fall negative
nichtlinear skalierte Komplementzugehörigkeiten. Für die Komplemente der Yager-Familie
resultieren je nach Parameter ν positive oder negative Komplementzugehörigkeiten, die im
Sinne weiterer Komplementierungsoperationen zur Fehlinterpretation führen.
Für die Auswahl einer Komplementierungsoperation sind die beschriebenen Eigenschaften
bereits entscheidend und führen zum Ausschluss der Sugeno- und Yager-Komplementfamilien
für ν 6= 1. Der Grenzfall des natürlichen Komplements ν = 1 liefert demgegenüber sowohl
eine stauchungs- bzw. streckungsinvariante als auch linear skalierende Negation für den nicht
normierten Fall. Im weiteren Verlauf wird folglich auf dieser Negation aufgesetzt.
5.2 Auswahl geeigneter Verknüpfungsoperationen und
Skalierung von FPK-KFPK-Strukturen
Parallel zur Auswahl der Komplementoperation muss eine Festlegung bezüglich der Verknüp-
fungsoperation getroffen werden. Wie bereits ausgeführt, soll bei der Auswertung bzw. Inter-
pretation von FPK-KFPK-Strukturen die auftretende Unschärfe mithilfe des fuzzy-logischen
Kalküls berücksichtigt werden.
Abbildung 5.5: Prinzipielle Verknüpfung einer Klasse-Komplementärklasse-Sequenz
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Für ein besseres Verständnis illustriert Abbildung 5.5 den Ausgangspunkt, die prinzipiellen
Schritte zur Bildung der Mengendifferenz sowie deren Ergebnis am Beispiel dreiecksförmiger
unscharfer „Klassen“ und „Komplementärklassen“.
Im Rahmen der Theorie der Fuzzy-Logik wird die allgemeine konjunktive Aussage (UND-
Verknüpfung) mithilfe des Konzepts der T-Normen formalisiert, siehe Kapitel 1.2. Für den
hier betrachteten Sachverhalt werden daher zunächst alle T-Normen als zulässig angesehen.
Aus Übersichtsgründen wird jedoch die Auswahl auf die (gebräuchlichsten) in Kapitel 1.2
vorgestellten Verknüpfungen reduziert.25 Aus dieser Menge soll im Folgenden eine T-Norm
für die Auswertung bzw. Interpretation von FPK-FPKN-Bäumen ermittelt werden.
Hierfür wird zunächst der einfachste Fall der normierten FPK-KFPK-Sequenz betrachtet,
siehe Abbildung 5.6.26
























Abbildung 5.6: Verknüpfung bei einfacher Komplementierung einer FPK mit einer KFPK
Dabei werden dargestellt: die umfassende Fuzzy-Pattern-Klasse in Blau, die komplementäre
Fuzzy-Pattern-Klasse in Grün und deren Negation in Rot. Weiterhin sind abgebildet: das
Ergebnis der Minimumverknüpfung in Zyan, das der beschränkten Differenz in Violett, das
Verknüpfungsergebnis des algebraischen Produkts in Gelb, das des Hamacher-Durchschnitts
in Apricot und das Resultat des Einstein-Produkts in Schwarz.
Entsprechend der Operatorlaufbereiche (siehe Kapitel 1.2) liefert die Minimum-Verknüpfung
das optimistischste und die beschränkte Differenz das konservativste Ergebnis. Für den in
Abbildung 5.6 betrachteten normalisierten Fall mit einer Komplementärklasse bildet jeder der
betrachteten Verknüpfungsoperatoren erwartungsgemäß zwei Maxima aus und alle Mengen-
differenzen verlaufen stetig. Demzufolge ergibt sich ohne aufgabenspezifisches Vorwissen
keine Präferenz bezüglich eines Verknüpfungsoperators.
Jedoch können am obigen eindimensionalen Beispiel folgende allgemeingültige Beobach-
tungen gemacht werden:
• Ist die Minimum-Verknüpfung des Kerns einer negierten Komplementärklasse und der
Klasse leer, so entstehen subnormale Ergebnismengen.
• Da FPK einen unendlichen Träger/Support besitzen, ist der Kern einer negierten FPK
immer leer.
25Minimum, algebraisches Produkt, Hamacher-Durchschnitt, Einstein-Produkt, beschränkte Differenz
26Mit dem Parametersatz a = 1,x0 = 5,bl/r = 12 ,cl/r = 3,dl/r = 2 der umschreibenden FPK und a = 1,x0 =
5,bl/r = 12 ,cl/r = 1.5,dl/r = 2 der KFPK
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Da jedoch der Wahrheitswert µ (x) = 1 im gestützten Bereich angenommen werden soll,
folgt daraus die Notwendigkeit einer Skalierung/Wichtung der zugrunde liegenden Klassen
zur Normierung der resultierenden (nichtkonvexen) Repräsentation und damit die Handhabung
„super-“ und subnormaler Klassenzugehörigkeiten.
Diese Anforderungen sollen als Nächstes mittels einer FPK der Höhe a= 2 geprüft werden.
Die komplementäre Fuzzy-Pattern-Klasse bleibt bei diesen Betrachtungen normalisiert, wie
auch alle weiteren Parameter beider FPK konstant gehalten werden. Abbildung 5.7 fasst die
„supernormale“ FPK, KFPK sowie die Verknüpfungsergebnisse in gewohnter Farbgebung
zusammen. Analog zum normierten Fall bringen die Verknüpfungsergebnisse für Minimum
(zyan), algebraisches Produkt (gelb) und Hamacher-Durchschnitt (apricot) den gewünschten
bimodalen Charakter hervor.
























Abbildung 5.7: Skalierungseinfluss bei der unscharfen Mengendifferenz von FPK und KFPK
Qualitative Abweichungen ergeben sich für die beschränke Differenz (violett) und für das
Einsteinprodukt (schwarz). Die beschränkte Differenz spiegelt den angestrebten bimodalen
Charakter schwach wider, jedoch fällt das Ergebnis dieser Verknüpfung im Kern der Komple-
mentärklasse entgegen den Erwartungen auf eins. Das Resultat nach Einsteinprodukt verliert
im vorliegenden Fall neben dem erforderlichen bimodalen Charakter auch seine Stetigkeit, da
für das Kernelement der Komplementärklasse x0 = 5 das Verknüpfungsresultat null realisiert
wird.27 Unabhängig von diesen Betrachtungen lassen sich folgende allgemeine Aussagen für
den unnormierten Fall ableiten:
• Durch eine lineare Skalierung der umschließenden Fuzzy-Pattern-Klasse werden die
Randzugehörigkeiten erhöht, was direkt einer Verschiebung der Klassengrenzen ent-
spricht. Besonders deutlich wird dieses Phänomen für das Maximum der Minimum-
Verknüpfung. Dieses wird durch die Skalierung höher, driftet aber in die weniger
aussagekräftigen Bereiche der Klassengrenzen ab.
• Da für nichtkonvexe Objektmengenmorphologien die Randzugehörigkeiten bzw. die
Klassengrenzen eine essenzielle epistemische Bedeutung besitzen, führt eine skalie-
rungsbedingte Veränderung dieser Grenzen auch zu einer Veränderung des abgebildeten
Wissens über das zugrunde liegende Phänomen.
27Beide T-Normen können für die Verarbeitung supernormaler Zugehörigkeitswerte angepasst werden. Dies
soll jedoch nicht die Aufgabe dieser Arbeit sein.
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Aus diesem Grund werden die Randzugehörigkeiten der umschreibenden FPK bzw. KFPK
im Falle von nichtkonvexen Objektmengenmorphologien aus interpretativen Gründen auf
0.5 gesetzt. Des Weiteren folgt daraus die Notwendigkeit einer nichtlinearen Skalierung von
FPK und KFPK. Hierbei ist es nicht sinnvoll eigens einen Algorithmus zu entwickeln. Die
explizite Definition dieser Klassen erlaubt es, eine solche Skalierung auf der Parameterebene
einer FPK durchzuführen.
Exkurs zur parameterbasierte Skalierung von Fuzzy-Pattern-Klassen: Grundgedanke
der Skalierung auf Parameterebene ist die Erhaltung der Bedeutung der vorher festgelegten
Klassengrenzen. Dementsprechend muss nicht nur das Gewicht a einer FPK, sondern auch
deren Randzugehörigkeiten bl/r skaliert werden. Die modifizierte Randzugehörigkeit b∗l/r






Abbildung 5.8 verdeutlicht die Wirkung einer Skalierung einer FPK auf Parameterebene
im Vergleich zu einer linearen Skalierung auf die Höhe a = 2. Neben der linear skalierten
FPK in Grün und der rot dargestellten parameterskalierten FPK ist die Originalklasse in Blau
aufgetragen.

















Abbildung 5.8: lineare Skalierung und Skalierung auf Parameterebene
Die zu skalierende Originalklasse ist durch den Parametersatz a = 1,x0 = 5,bl/r = 12 ,cl/r =









= 12 charakterisiert werden. Es wird offensicht-




= 12 ) im grün dargestellten linear skalierten Fall aus
dem hier betrachteten Definitionsbereich geschoben werden. Demgegenüber schneidet die
rot aufgetragene parametrisch skalierte FPK die Originalklasse in den Klassengrenzen xxgl/r
bei µFPK(xxgl/r,a,b
∗
l/r) und erhält somit die Bedeutung der Klassengrenze. Die modifizierte
Randzugehörigkeit beträgt dabei b∗l/r = 0.25. Die originale Randzugehörigkeit kann durch
Multiplikation mit a = 2 zurückgewonnen werden. Damit ist der Exkurs beendet.
Ein umfassenderes Verständnis für die Skalierung auf Parameterebene ergibt sich jedoch
nur im Zusammenhang mit der Auswertung bzw. Interpretation von FPK-KFPK-Strukturen.
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Abbildung 5.9 greift diesen Sachverhalt für obigen Fall der nichtnormierten FPK-KFPK-
Sequenz auf, wobei FPK, KFPK und Verknüpfungsergebnisse in den gewohnten Farben
abgebildet werden. Die umschreibende FPK wurde parametrisch auf die Höhe a = 2 skaliert.
























Abbildung 5.9: Skalierungsverhalten bei der Verknüpfung von FPK und KFPK im Fall der
Skalierung auf Parameterebene
Aus einer qualitativen Perspektive stellen sich die unscharfen Mengendifferenzen analog
zur linearen Skalierung ein. Sowohl die beschränkte Differenz als auch das Einsteinprodukt
arbeiten unzureichend und können für die weiteren Betrachtungen ausgeschlossen werden.
Im Gegensatz zur linearen Skalierung wird für die verbleibenden Verknüpfungsergebnisse
(Minimum, Produkt und Hamacher-Durchschnitt) sichergestellt, dass die Klassengrenzen
nicht nach außen verschoben werden.
Unter den vorliegenden Umständen realisiert die Minimum-Verknüpfung eine exakte
Erhaltung der Klassengrenzen. Für das algebraische Produkt und den Hamacher-Durchschnitt
werden diese näherungsweise beibehalten. Neben der Erhaltung der Klassengrenze stellt sich
für die Auswertung die Frage, ob das Verknüpfungsresultat auch auf das Einheitsintervall
normiert werden kann.
Zur Prüfung dieser Anforderung wurde für jede der drei verbleibenden Verknüpfungen
der Skalierungsfaktor a bis zum Erreichen der Normierung erhöht. Abbildung 5.10 stellt das
Ergebnis für jede Verknüpfung separat dar.
Konkret realisiert eine Skalierung der umschreibenden FPK mit a ≈ 3.05 die Normie-
rung für das links dargestellte algebraische Produkt. Für das Verknüpfungsergebnis mittels
Hamacher-Durchschnitt ergibt sich die Normierung mit a≈ 12. Im Zusammenhang mit der
Minimumverknüpfung ist keine Normierung möglich. Durch die fehlende Eigenschaft der
Interaktivität kann die Minimumverknüpfung nicht größer als die kleinste Zugehörigkeit, in
dem Fall die Zugehörigkeit der negierten Komplementärklasse, werden. Da FPK über einem
unendlichen Support definiert sind, besitzen negierte FPK und KFPK keinen Kern, es stellen
sich immer Zugehörigkeiten kleiner Eins ein.
Um dem Skalierungskriterium gerecht werden zu können, schränkt sich somit die Aus-
wahl weiter auf die interaktiven T-Normen des algebraischen Produktes und des Hamacher-
Durchschnitts ein. Da beide Verknüpfungsoperatoren die geforderte Skalierung auf das
Einheitsintervall erlauben, wird die Auswahl eines bestimmten Operators durch die Hand-
habbarkeit der Operatoren bei mehrfacher Komplementierung/Mengendifferenz sowie der
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Operatorwirkung auf die originalen Klassengrenzen dominiert.








































Abbildung 5.10: Normierung des Verknüpfungsergebnisses durch Skalierung der umfassenden
FPK links: algebraisches Produkt; rechts:Hamacher-Durchschnitt
Die Untersuchungen werden am Beispiel einer eindimensionalen FPK-KFPK-Sequenz mit
doppelter Komplementierung illustriert, siehe Abbildung 5.11.
Abbildung 5.11: Worst-Case-Beispiel für doppelte Komplementierung
Im Zusammenhang des herangezogenen Beispiels wird durch das Skalierungskriterium
gefordert, dass das Resultat jeweils in den Bereichen der blau dargestellten FPK und der rot
abgebildeten Komplementärklasse zweiter Ebene den Maximalwert des Einheitsintervalls
erreicht. Im Bereich der grün beschriebenen Komplementärklasse erster Ebene soll demge-
genüber der Minimalwert des Einheitsintervalls erreicht werden. In diesem Kontext kann
von einem Worst-Case gesprochen werden, da alle Klassen den gleichen Repräsentanten
besitzen.28 Die Skalierung einer Klasse beeinflusst somit direkt die Höhe der anderen Klas-
senrepräsentanten, wodurch starke Wechselwirkungen zwischen den Zugehörigkeiten in den
zu diskutierenden Bereichen auftreten. Im Hinblick auf die Handhabbarkeit beider Operatoren
ergeben sich für den hier betrachteten Fall der zweifachen Komplementierung nachfolgende
28Parametersatz FPK: x00 = 5,cl/r0 = 4, Parametersatz K1FPK: x01 = 5,cl/r0 = 1, Parametersatz K2FPK: x00 =
5,cl/r0 = 0.25, die restlichen Parameter sind einheitlich bl/r = 0.5,dl/r = 2
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Beschreibungen der Mengendifferenz. Die Gesamtzugehörigkeit nach algebraischem Produkt
ergibt sich nach Formel (5.5).
µalg (x) = µFPK (x)
(
1−µK1FPK (x)(1−µK2FPK (x)))
= µFPK (x)−µFPK (x)µK1FPK (x)+µFPK (x)µK1FPK (x)µK2FPK (x) (5.5)













Unter Berücksichtigung der Normierung sollen die Verknüpfungsergebnisse (5.5und5.6 )
die oben diskutierten Skalierungsbedingungen realisieren. Bezogen auf die Verknüpfungen
heißt dies, µalg (x) und µHam (x) müssen den Wahrheitswert eins erreichen für:
• den Bereich der blau dargestellten FPK „außerhalb“ der grün abgebildeten K1FPK,
• den Repräsentanten der rot beschriebenen Komplementärklasse zweiter Ebene.
Der Wahrheitswert null soll im Bereich der Komplementärklasse realisiert werden. Beide
Verknüpfungen müssen somit Gleichungssystem (5.7-5.9) erfüllen:
1 != µalg (xmax) = µHam (xmax) (5.7)
0 != µalg (xmin) = µHam (xmin) (5.8)
1 != µalg (x02) = µHam (x02) (5.9)
Dabei erbringt xmax die maximalen Zugehörigkeiten µalg (xmax) ,µHam (xmax) im Bereich
x02− cl2 < x < x02+ cr2 sowie xmin die minimalen Zugehörigkeiten µalg (xmin) ,µHam (xmin)
innerhalb der Klassengrenzen x00− cl0 < x < x00+ cr0. Auf Basis dieser drei Gleichungen
können die Skalierungsparameter der jeweiligen Klassen ermittelt werden. Hierfür wird
jede der Gleichungen, entsprechend ihres Wirkungsbereiches, nach der zugehörigen Klasse
umgeformt.
Für die äußeren Maxima 1 = µalg (xmax) = µHam (xmax) ist nach der umschließenden FPK
umzustellen, wodurch sich deren geforderte Zugehörigkeit µFPKsoll (xmax) für das algebraische
Produkt nach (5.10) und für den Hamacher-Durchschnitt nach (5.11) ergibt.
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µFPKsoll (xmax) =
µalg (xmax)
1− (µK1FPK (xmax)(1−µK2FPK (xmax)))
=
1























Für das Maximum bzw. die Minima 0 != µalg (xmin) = µHam (xmin) wird nach der Komple-
mentärklasse erster Ebene umgestellt und es ergeben sich folgende Anforderungen an die
Zugehörigkeiten der Komplementärklasse µK1FPKsoll (xmin):










Analog wird für den Wahrheitswert 1 != µalg (x02) = µHam (x02) im Repräsentanten der
Komplementärklasse zweiter Ebene verfahren.








mit µalg (x02) = 1 (5.14)







mit µHam (x02) = 1 (5.15)
Auf Grundlage der geforderten Zugehörigkeiten können die Skalierungsfaktoren der ent-
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sprechenden Klasse sukzessive von der höchsten Ebene beginnend bestimmt werden. Konkret





Der Index e = 0, . . . ,E steht für die Ebene der Komplementierung, wobei E der Anzahl
der Komplementierungsebenen und e = 0 der nullten Ebene (keiner Komplementierung
µK0FPKsoll (x) = µ
FPK












Durch die Skalierung auf Parameterebene führt die Aktualisierung von aKe nach 5.17 im
Allgemeinen nicht zu einer sofortigen Annahme von µKeFPKsoll (x).
29 Vielmehr bewirkt der
Aktualisierungsvorgang eine schrittweise Konvergenz gegen den Wert µKeFPKsoll (x). Für die
Skalierung erfolgt entsprechend eine Mehrfachausführung der Aktualisierungssequenz bis
zum Erreichen einer positiven einprozentigen Abweichung. Die Wahl einer rein positiven






Am Beispiel der FPK-KFPK-Sequenz wurde mittels dieser Vorgehensweise eine Skalierung
durchgeführt. Der Aktualisierungsvorgang wurde hierbei sechsmal für das algebraische Pro-
dukt und achtmal für den Hamacher-Durchschnitt iteriert. Für beide Operatoren und alle Klas-
sen wird die schrittweise Aktualisierung in Abbildung 5.12 zusammengefasst. Nach Abschluss
des Aktualisierungsvorgangs ergaben sich die Skalierungsfaktoren aK0 ≈ 1.85,aK1 ≈ 1.85 und
aK2 ≈ 0.75 für das algebraische Produkt (links) sowie aK0 ≈ 1.94,aK1 ≈ 4.09 und aK2 ≈ 0.736
für den Hamacher-Durchschnitt (rechts).
Wie offensichtlich wird, liegen die Skalierungsfaktoren für die umschließende FPK sowie
für die K2FPK für beide Operatoren im gleichen Bereich. Entsprechend der hier durchgeführ-
ten Worst-Case-Untersuchung stellen sich für die Komplementärklassen erster Ebene hohe
Skalierungsfaktoren ein, um den Wahrheitswert null zu erreichen. Im Vergleich resultiert
für das Ergebnis nach Hamacher-Durchschnitt mit aK1 ≈ 4.09 ein wesentlich höherer Faktor
als für das algebraische Produkt mit aK1 ≈ 2.265. Dies begründet sich vorrangig durch die
stärkere „interaktive“ Gewichtung der Klassenzugehörigkeiten im Hamacher-Durchschnitt.
Abbildung 5.13 stellt zum visuellen Vergleich die erzielten Mengendifferenzergebnisse
zusammen mit den unskalierten Klassen dar.
Wie dieser visuelle Vergleich verdeutlicht, führt die stärkere „kompensatorische“ Ge-
wichtung im Hamacher-Durchschnitt zu einer gleichmäßigeren Verteilung der geforderten
29Eine Ausnahme bildet hierbei die Skalierung des Repräsentanten einer Klasse. Die Skalierung der KeFPK der
höchsten Komplementierungsebene wirkt direkt und kann zuerst durchgeführt werden.
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Abbildung 5.12: links: algebraisches Produkt; rechts: Hamacher-Durchschnitt









































Abbildung 5.13: links: algebraisches Produkt; rechts: Hamacher-Durchschnitt
Maximal- und Minimalwerte der Zugehörigkeit. In der Konsequenz werden somit die Zu-
gehörigkeiten der Klassengrenzen besser erhalten. Im Gegensatz dazu liegen die Maximal-
und Minimalwerte des algebraischen Produkts näher am Repräsentanten der jeweiligen Klas-
se, wodurch die Klassengrenzen stärker verschoben werden. Für das untersuchte Beispiel
resultieren an den Grenzen der Komplementärklasse zweiter Ebene Zugehörigkeiten von
0.2 im Fall des algebraischen Produkts und 0.3 im Fall des Hamacher-Durchschnitts. Unter
dem Gesichtspunkt der Erhaltung der Klassengrenzen erscheint der Hamacher-Durschnitt
geeigneter.
Werden die Gedanken der Operatorhandhabbarkeit auf beliebig viele Komplementierungs-
ebenen verallgemeinert, ergeben sich folgende Aussagen. Mittels vollständiger Induktion
kann gezeigt werden, dass sich im Fall des algebraischen Produkts mit E Komplementierungs-










µK f FPK (x)
)
mit µK0FPK (x) = µFPK (x) (5.19)
Die Herleitung einer Formel für den Hamacher-Durchschnitt gestaltet sich demgegenüber
wesentlich aufwendiger. Der Berechnung liegt ein kettenbruch-ähnliches Konstrukt (5.20)
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Die geschlossene Darstellung dieses Kettenbruchs führt in Abhängigkeit der Anzahl von
Komplementierungsebenen zu zwei rationalen Polynomen, die mehrere Terme (5.19) enthalten
und deren Darstellung weder aus Platzgründung noch aus formaler Perspektive sinnvoll ist.
Im Vergleich stellt sich das algebraische Produkt deutlich überschaubarer dar. Insbesondere
bei der Bestimmung der Skalierungsfaktoren wird dieser Vorteil deutlich. Ausgehend von
Formel (5.19) kann eine geschlossene Gleichung zur Bestimmung der Sollzugehörigkeiten in



























Um Spezialfälle zu vermeiden, werden nicht erfüllte Produkte mit eins und nicht erfüllte
Summen mit null angesetzt. Zum besseren Verständnis, wird eine Probe für die oben diskutier-
te FPK-KFPK-Sequenz mit zwei Komplementierungsebenen (E = 2) durchgeführt. Für die
nullte Komplementierungsebene e = 0 ergibt sich daraus eine Sollzugehörigkeit nach (5.22).











































1− (µK1FPK (xmax)(1−µK2FPK (xmax)))
=
1
1− (µK1FPK (xmax)(1−µK2FPK (xmax)))
(5.22)
Analoge Überlegungen für den Hamacher-Operator führen zu der Aufgabe, den Bruch
(5.20) auf der e-ten Ebene umzuhängen. Dabei bleibt die zugrundeliegende kettenbruchähnli-
che Struktur erhalten, wodurch eine Handhabbarkeit weder im formalen noch praktischen
Sinne gewährleistet werden kann.
Aufgrund dieses entscheidenden Nachteils wird die Skalierung mittels des algebraischen
Produkts vorgenommen. Nach der Auswahl der geeigneten Elementaroperationen zur Bil-
dung der Mengendifferenz soll im Folgenden dem Aspekt der Struktur eines FKP-KFPK-
Klassifikators Rechnung getragen werden
5.3 Einfluss der FPK-KFPK-Struktur bei der
Klassifikation
In den bisher untersuchten Beispielen befand sich in jedem Knoten genau eine Fuzzy-Pattern
Klasse. Nach dem Schritt der Konnektivitätsanalyse ist jedoch prinzipiell davon auszugehen,
dass ein Fuzzy-Pattern-Klassifikator hinterlegt wird. Im Hinblick auf die Skalierung einer sol-
chen allgemeinen FPK-KFPK-Struktur muss die Möglichkeit mehrerer Komplementärklassen
in einer Komplementierungsebene berücksichtigt werden. Abbildung 5.14 veranschaulicht
diesen Sachverhalt an einem zweidimensionalen hantelförmigen Beispiel. In der oberen
Reihe wird dabei linksseitig die zugrunde liegende Lernobjektmenge in Blau, gemeinsam
mit den erzeugten Komplementärobjekten je nach Einteilung in Brau und Gelb, dargestellt.
Rechtsseitig werden die Lernobjekte (schwarz) und Komplementärobjekte (weiß) mit der
umschreibenden Fuzzy-Pattern-Klasse zusammengefasst.
Die untere Reihe stellt die aus der Trennung hervorgehenden Komplementärklassen
µK1FPK1 (x) ,µK1FPK2 (x) (links) und das skalierte Gesamtmodell (rechts) dar. Entsprechend
dem vorgestellten Algorithmus muss für dieses Beispiel lediglich die umschreibende FPK
skaliert werden. Für die Bestimmung der Sollzugehörigkeit µKeFPKksoll (x) nach Gleichung (5.21)
sowie der Gesamtzugehörigkeit nach Gleichung (5.19) stehen jedoch zwei Komplementär-
klassen und somit zwei Zugehörigkeiten µK1FPK1 (x) ,µK1FPK1 (x) zur Verfügung.
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Abbildung 5.14: oben: hantelförmige Beispielmenge, geclusterte Komplementärobjektmenge,
FPK unten: zugehöriger Klassifikator mit zwei KFPK und skaliertes Ergebnis der FPK-KFPK-
Struktur
In der Konsequenz muss eine Entscheidung über die zu verwendenden Zugehörigkeiten
bzw. Klassen getroffen werden. Wie Abbildung 5.15 prinzipiell darstellt, bietet sich sowohl
aus semantisch-interpretativen als auch aus formalen Gründen der Maximumentscheid an.
Abbildung 5.15: prinzipielle Verknüpfung bei mehreren Komplementärklassen
Aus semantisch-interpretativer Perspektive ist es am sinnvollsten, die Komplementärklasse
zu wählen, welche die höchste Aktivierung bzw. Zugehörigkeit aufweist. Da jede Komple-
mentärklasse als lokale phänomenologische Aussage (lokaler Experte) interpretiert wird,
dominiert diese im zugehörigen Bereich die Aussagen anderer lokaler Beschreibungen (Exper-
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ten). Im Fall der Mehrfachkomplementierung gelten demzufolge die Komplementärklassen
der höchsten Komplementierungsebene aufgrund ihres stark lokalen Charakters (Spezialisten)
als die repräsentativsten. Wie Abbildung 5.15 weiterhin verdeutlicht, sind es auch auf formaler
Ebene die Komplementärklassen mit der höchsten Aktivierung, welche die Berechnung auf-
grund der Zugehörigkeit am stärksten beeinflussen. Die Berechnung der Gesamtzugehörigkeit
für den Klassifikationsprozess nach (5.19) wird für Ke Komplementärklassen in der e-ten













µK f FPKk (x)
})
(5.23)





































Für das hantelförmige Beispiel ergibt sich die Gesamtzugehörigkeit µalg (x) wie folgt: Es
existiert eine Komplementierungsebene und somit gilt E = 1 , wobei e von Null bis Eins
läuft. In der nullten Ebene existiert nur die umschreibende Klasse, d.h. K0 = 1. In der ersten
























































Die bei der Klassifikation zu treffende Maximum-Entscheidung schlägt sich entsprechend
Kapitel 3 in Form der folgenden Netzstruktur nieder, siehe Abbildung 5.16.
Gleichermaßen wird bei der Skalierung im Beispiel argumentiert. Ausgehend von einer fest-
gelegten Gesamtzugehörigkeit µHantelalg (x) = 1 resultiert die zu skalierende Sollzugehörigkeit
für die umschreibende Fuzzy-Pattern-Klasse mittels Maximumentscheid.
µK0FPKsoll (x) =
µHantelalg (x)
1−maxk=1,2 µK1FPKk (x) (5.26)

















Abbildung 5.16: FPK-KFPK-Struktur für das Hantel-Beispiel
5.3.1 Algorithmus zur Bestimmung der Skalierung von
Fuzzy-Pattern-Klassen in FPK-KFPK-Strukturen
Basierend auf der vorgestellten unscharfen Mengendifferenz soll unter Beachtung der FPK-
KFPK-Struktur die Skalierung für objekt- bzw. komplementärobjektgestützte Klassen, respek-
tive Komplementärklassen, in Form eines Algorithmus zusammengefasst werden.
Die Idee ist hierbei wieder, die synthetisierte Überdeckung des Klassenraums durch bei-
de Objektmengen zu nutzen, anstatt aufwendig die geeigneten Werte zu bestimmen. Das
heißt, als Werte für die Berechnungen der Sollzugehörigkeiten (5.23) werden lediglich die
Zugehörigkeiten der Objekte bzw. Komplementärobjekte genutzt. Der Skalierungsalgorith-
mus kann dann in folgender Weise zusammengefasst werden (Beginnend mit der höchsten
Komplementierungsebene e = E):
1. Ausgehend von den klassenstützenden Objekten der Ebene e entferne alle Komple-
mentärobjekte der übernächsten Ebene (e+2) und vereinige die Restmenge mit den
Komplementärobjekten der nächsten Ebene e+ 1 zur bereinigten Objektmenge XB.
Diese zweckmäßige Bereinigung der Objektmenge gewährleistet die Ermittlung einer
Sollzugehörigkeit ausschließlich in den räumlich zugehörigen Bereichen.
2. Berechne die Sollzugehörigkeit µKeFPKksoll (x) für alle bereinigten Objekte x ∈ XB über




































mit µalg (x) = 1 für jede gerade Komplementierungsebene bzw. µalg (x) = 0 für jede
ungerade Komplementierungsebene.
3. Bestimme die Istzugehörigkeit durch die Klassifikation der bereinigten Objekte x in Ver-
bindung mit einer klassenrichtigen Auswahl der maximalen Zugehörigkeit für gerade
Komplementierungsebenen bzw. der minimalen Zugehörigkeit für ungerade Komple-
mentierungsebenen:























5. Bis zum Erreichen von e = 0 gehe zur Ebene e = e−1 und beginne bei 1.)





< 1.01∀e ∈ E
Abbildung 5.17 zeigt die Wirkungsweise des Algorithmus auf eine komplexere FPK-
KFPK-Struktur mit mehreren KFPK sowie Komplementierungsebenen. Der resultierende
Klassifikator realisiert eine 3%ige Fehlklassifikation bei Reklassifikation der 1700 Lernobjekte
mit einer Einordnungsschwelle von µ = 0.5.
Abbildung 5.17: Verknüpfung bei mehreren Komplementärklassen in mehreren Ebenen
5.3.2 Grenzen der Skalierung
Nachfolgend sollen die Grenzen des Vorgehens diskutiert werden. Ausgangspunkt dieser Be-
trachtungen bildet ein zweidimensionales Pendant für die Worst-Case-Mehrfachkomplementierung,
siehe Abbildung 5.18. Die blau dargestellte Objektmenge setzt sich zusammen aus einem
äußeren Ring von 900 Objekten, die mit dem Radius von sechs Längeneinheiten um den
Mittelpunkt (2,2)T normalverteilt wurden, sowie einer zentralen normalverteilten Menge von
50 Objekten.
Die aus der Lernobjektmenge implizierten Komplementärobjekte (braun) bilden eine
zusammenhängende kreisförmige Morphologie aus, wodurch sie zu einer einzigen Komple-
mentärklasse erster Ebene aggregiert werden. Der Repräsentant der Komplementärklasse
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u0K1FPK = (2.09,1.85)
T liegt nahe am Repräsentanten der umschreibenden FPK. Die Komple-
mentärobjektmenge wird wiederum durch die zentral gehäuften Lernobjekte komplementiert,
die ihrerseits zu einer Komplementärklasse zweiter Ebene mit u0K2FPK = (2.02,1.97)
T ag-
gregiert werden. Folglich liegt den Betrachtungen eine FPK-KFPK-Struktur in Form der
dargestellten Sequenz und damit des bereits diskutierten Worst-Case (vgl. Abbildung 5.11)
zugrunde.















Abbildung 5.19: FPK-KFPK-Sequenz für eine 2D-Objektmengenmorphologie
Auf diese FPK-KFPK-Sequenz wurde der vorgestellte Skalierungsalgorithmus angewendet.
Analog zum eindimensionalen Vorgehen wurde dabei gefordert, dass mindestens ein Objekt
des äußeren Ringes (in der nullten Ebene) den maximalen Zugehörigkeitswert/Wahrheitswert
aufweisen soll, µalg (x˜) = 1. Das entsprechende Objekt x˜ wurde dabei mittels Reklassifikation






mit XR = XL \XC (5.27)
Dabei sind XL die Lernobjektmenge und XC die zentral angeordnete Menge der Komplementär-
objekte zweiter Ebene. Die Objektmenge XR bilden somit alle Lernobjekte, die nicht zum
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Aufbau der komplementären Fuzzy-Pattern-Klassen zweiter Ebene verwendet wurden. Für
die erste Komplementierungsebene wurde demgegenüber gefordert, dass maximal ein Kom-







Dabei ist X die Menge der Komplementärobjekte erster Ebene. In der zweiten Komplemen-
tierungsebene wird analog zur nullten Ebene µalg (x˜) = 1gefordert, wobei x˜ ausschließlich












≤ 1.01, e = 0,1,2, iteriert.
Im Ergebnis stellten sich die klassenspezifischen Skalierungsfaktoren mit aK0 ≈ 3.48,aK1 ≈
1.57,aK2 ≈ 0.544 ein, die in der Verknüpfung eine Gesamtzugehörigkeit µalg (x) gemäß
Abbildung 5.20 ausbilden. Es zeigt sich, dass der vorgeschlagene Skalierungsalgorithmus
prinzipiell funktioniert und für das vorliegende Beispiel eine Reklassifikation der Lerndaten
mit hohen Zugehörigkeiten realisiert wird.
Abbildung 5.20: Gesamtzugehörigkeit für Worst-Case-Objektmenge
Um ein besseres Verständnis für das Problem der Grenzen bei der Skalierung zu erhalten,
seien die Fuzzy-Pattern-Klassen der nachfolgenden, ähnlichen Objektmengenmorphologien
betrachtet. Wie sich bereits bei der Operatorauswahl andeutet, impliziert der Verknüpfungs-
operator eine konzentrierende Verschiebung der Klassengrenzen, vgl. rechte Grafik Abbildung
5.21. Aufgrund der Mengendifferenz sind davon alle Klassen betroffen, jedoch entfaltet sich
die konzentrierende Wirkung im besonderen Maß bei mehrfacher Komplementierung. Wie
Abbildung 5.21 rechts veranschaulicht, bildet sich der maximale Zugehörigkeitswert der
Gesamtbeschreibung im Bereich der Komplementärklasse aus. Vor dem Hintergrund der Klas-
sifikatorbewertung ergibt sich im Vergleich zum bestehenden Klassifikationskonzept keine
schlechtere Reklassifikationsrate für die Lernobjektmenge, jedoch wird man dem Aspekt
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einer nichtkonvexen Beschreibung weniger gerecht.
Abbildung 5.21: Beispiel für die Grenzen der Skalierung
Im Vergleich zwischen 5.20 und 5.21 ergeben sich offensichtlich trotz gleicher Klassifi-
katorstruktur rein qualitativ verschiedene Ergebnisse. Grund dieser Abweichung sind die
Größenverhältnisse der FPK und KFPK beider Beispiele. Um den Unterschied zu verdeut-
lichen, sind die zugrunde liegenden Klassen entsprechend ihrer Reihenfolge in Abbildung
5.22 hinterlegt. Oben wird das Beispiel Abbildung 5.18 geführt, unten das abweichende
Beispiel entsprechend Abbildung 5.21. Um die Relationen der Klassenausdehnungen nicht zu
verlieren, wird die Lernobjektmenge ebenfalls dargestellt.
Abbildung 5.22: Relation der Klassenausdehnung im Grenzfall für FPK (links), K1FPK (mitte)
und K2FPK (rechts)
Während die umschließende FPK (links) sowie die K2FPK (rechts) beider Beispiele im
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Bereich der Zugehörigkeiten größer 0.5 von ungefähr gleicher räumlicher Ausdehnung sind,
weist die K1FPK im zweiten Beispiel eine wesentlich höhere Ausdehnung auf. Die K1FPK
überdeckt im Bereich der Zugehörigkeiten größer 0.5 im Wesentlichen die gesamte Lern-
datenmenge, was als widersprüchliche Aussage verstanden werden kann. Um diese hohen
Komplementärzugehörigkeiten der K1FPK zu kompensieren, muss für die umschreibende
FPK eine hohe Skalierung gesetzt werden. Diese führt wiederum zur Senkung der Skalierung
für die K2FPK. Für das zweite Beispiel resultieren dementsprechend die Skalierungsfaktoren
aK0 ≈ 22.8,aK1 ≈ 1.05,aK2 ≈ 0.1.
Im geschilderten Fall sind die beiden betrachteten Beispiele durch eine vorgeschaltete





















Abbildung 5.23: links: geclusterte Lernobjektmenge; rechts: FPK-KFPK-Modell; unten: FPK-
KFPK-Struktur
Da das geschilderte Worst-Case-Szenario zum derzeitigen Zeitpunkt eine Grenze der
vorgestellten Methodik darstellt, sollen zu diesem Punkt prospektive Anmerkungen gemacht
und Ansätze weiterführender Forschung genannt werden:
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• Das geschilderte Worst-Case Szenario tritt lediglich in Fällen von Mehrfachkomple-
mentierung in Zusammenhang mit dicht beieinanderliegenden Klassenrepräsentanten
auf und kann anhand von Skalierungsfaktoren kleiner 0.5 erkannt werden.
• Bei Feststellung eines Worst-Case-Falls sollte die Lerndatenmenge im Sinne von
Abschnitt 3.1 auf semantisch ähnliche Objektcluster geprüft werden.
• Bei Mehrfachkomplementierungen mit verschiedenen Klassenrepräsentanten ist der
durch die Mengendifferenz eingebrachte konzentrierende Effekt marginal, vgl. Abbil-
dungen 5.17 und 5.24.
Abbildung 5.24: FPK-K1FPK-K2FPK-Sequenz einer Lernobjektmenge mit 900 kreisförmig
verteilten Objekten und 150 linienförmig verteilten Objekten
• Die begrenzte Auflösung resultiert bei Skalierung aus der direkten Verletzung der
Klassengrenzen. Deren Erhaltung wurde im Verlauf der Arbeit als Forderung an die
Skalierung verstanden. Dank der zugrunde liegenden parametrischen Klassenbeschrei-
bung wären die Grenzen jeder Klasse ebenfalls auf Parameterebene skalierbar. Der
Nachteil dieses Vorgehens läge jedoch im Verlust der Interpretierbarkeit der Klassen-
grenzen.
• Ein alternativer skalierungsfreier Ansatz könnte auf Operationen der Kontrastintensi-
vierung [Zimmermann 2001; Kahlert und Frank 1994] basieren. Hierbei würde jeder
Klassifikator bzw. jede Klasse mit einem Kontrastparameter gewichtet.
5.4 Zusammenfassung zur unscharfen Mengendifferenz
In Kapitel 6 wird die Umsetzung einer unscharfen Mengendifferenz zum Zweck der Aus-
wertung und Interpretation der gemäß Kapitel 5 erstellten FPK-KFPK-Strukturen diskutiert.
Analog dem klassischen Fall wird die unscharfe Mengendifferenz in eine Negations- und
Verknüpfungsoperation zerlegt. Ausgehend von den in der Fuzzy-Theorie gebräuchlichen
T-Normen und Komplementierungsoperationen, wurden anhand eines Anforderungsprofils
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das algebraische Produkt und das natürliche Komplement zur Bildung der Mengendifferenz
ausgewählt.
Da unabhängig von der Operatorwahl die Bestimmung der unscharfen Mengendifferenz
in objektgestützten Arealen zu subnormalen Zugehörigkeiten führt, wurde ebenfalls eine
Skalierungsmethode zur Kompensation vorgestellt. Im Detail wird dabei die Klassenzu-
gehörigkeit parameterbasiert unter Berücksichtigung der Baumstruktur des vorliegenden
FPK-KFPK-Klassifikators adaptiert.
Abschließend wurden sowohl die Wirkungsweise der vorgestellten Mengendifferenz in
Kombination mit dem Skalierungsalgorithmus demonstriert, als auch die Grenzen sowie
andere mögliche Ansätze zur Umsetzung der Mengendifferenz genannt.
Im Sinne des Gesamtkonzeptes realisiert der vorgestellte Skalierungsalgorithmus in Kom-
bination mit der gewählten Negations- und Verknüpfungsoperation nicht nur den essenziellen
Part der unscharfen Mengendifferenz, sondern setzt auch die Normierungsanforderung an
den Wahrheitswert des Klassifikationsergebnisses um. Neben der Normierung des multi-
klassifikatorischen Ergebnisses wird im Zuge der Skalierung insbesondere die Transparenz
und Interpretierbarkeit der Einzelklassifikatoren einer FPK-KFPK-Struktur gesichert. Die
Informationen einer skalierten FPK-KFPK-Struktur bleiben somit einem Experten zugänglich
und sind ggf. auch expertenbasiert adaptierbar.
6 Anwendung von
FPK-KFPK-Strukturen
In Kapitel 3 und 4 wurde die datenbasierte Erstellung und Skalierung von FPK-KFPK-
Strukturen diskutiert. Kapitel 5 stellte eine Möglichkeit vor, die resultierenden baumartigen
Klassifikatoreinheiten zu interpretieren bzw. zu verknüpfen. Im folgenden Kapitel soll nun der
gesamte Klassifikationsprozess am Beispiel realer Daten demonstriert werden. Im Kontext
beispielhafter Anwendungen wird zu diesem Zweck sowohl die Lernphase als auch die
Arbeitsphase für FPK-KFPK-Strukturen dargestellt.
6.1 Maschinendiagnose
Einführend soll eine Anwendung aus dem Bereich der technischen Zustandsdiagnostik aufge-
griffen werden. Das Diagnoseobjekt ist dabei ein Motor-Generator-Stand. Das Diagnoseziel
liegt in der Feststellung möglicher Abweichungen von einem nominalen Betriebszustand.
6.1.1 Diagnoseobjekt und Beschreibung des peripheren Versuchstandes
Abbildung 6.1: links: Seitenansicht Versuchsstand; rechts: Frontalansicht des Versuchsstands
Das Diagnoseobjekt besteht aus zwei gekoppelten Gleichstrommotoreinheiten mit den
Nenndaten 60 V, 4.5A bei 1500 min−1. Davon wird ein Motor als Generator betrieben und
stellt somit eine Last für den antreibenden Motor dar. Am motorseitigen Flansch befindet sich
die Messstelle der Zustandsüberwachung. Zur Signalgewinnung wird ein piezoelektrischer
Beschleunigungssensor der Marke KISTLER Typ 8704B50M1 in Verbindung mit einem
Messverstärker gleicher Marke Typbezeichung 5134 eingesetzt. Der konkrete Aufbau der
Motor-Generatoreinheit ist Abbildung 6.1 zu entnehmen.
Der Versuchsstand wird komplettiert durch einen hier nicht abgebildeten Signalfilter, der
als Merkmalsbildner fungiert, vgl. 1.15. Dieser Filter extrahiert aus dem Zeitsignal des
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Beschleunigungssensors zwei Diagnosemerkmale in Form der mittleren Leistung in den
Frequenzbändern 5.65kH-5.93kHz und 7.5kHz-8.75kHz. Für die Gewährleistung gleichblei-
bender Versuchsbedingungen ist der Motor mit einem Tachodynamo zur Drehzahlerfassung
versehen. Sowohl Motor als auch Generator werden unabhängig voneinander pulsweitenmo-
duliert angesteuert.
6.1.2 Diagnoseziel
Im Rahmen der Diagnose wird der Betriebszustand der Motor-Generatoreinheit durch die in
Abbildung 6.1 (rechts) hervorgehobenen Schrauben beeinflusst. Dabei wird vom Nominal-
zustand des Systems ausgegangen, wenn alle Schrauben fest (mit 25 Nm) angezogen sind.
Eine zu diagnostizierende Abweichung vom Nominalzustand wird durch die Lockerung einer
Flanschschraube herbeigeführt. Dieser Zustand wird als „Schraube lose“ beschrieben. Vor
diesem Hintergrund besteht das Diagnoseziel darin, sowohl beide Zustände klassifikatorisch
zu unterscheiden, als auch einen möglichen Übergang zwischen beiden Zuständen zu erfassen.
Im Allgemeinen hat die Erfassung solcher Übergänge neben dem rein diagnostischen
Hintergrund (dass es sich wahrhaftig um ein bekanntes Phänomen handelt) vor allem eine
wartungstechnische und somit betriebswirtschaftliche Bedeutung.
Die klassifikatorische Umsetzung der beschriebenen Diagnoseaufgabe mithilfe einer FPK-
KFPK-Struktur erfolgt in zwei Phasen, einer Lernphase und der Arbeitsphase.
6.1.3 Lernphase
Zum Anlernen des Klassifikators wurde zunächst der Nominalzustand bei einer Motordreh-
zahl von 1000 min−1 ohne zusätzliche Last eingestellt und aufgezeichnet. Danach wurde
die Lockerung der linken unteren Schraube festgehalten. Abschließend wurde der Zustand
„Schraube lose“ aufgenommen. Jeder Zustand wurde mit je 1000 Objekten messtechnisch
erfasst und der gesamte Vorgang zweimal durchgeführt. Abbildung 6.2 fasst die sich einstel-
lenden Ausprägungen der Merkmale für beide Durchführungen (6000 Objekte) zusammen.
Abbildung 6.2: Merkmalsausprägungen der Diagnosezustände „Nominal“, „Lockerung“ und
„Schraube lose“
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Wie aus der Objektmengenmorphologie deutlich wird, resultiert ausgehend von dem durch
blaue Objekte gekennzeichneten Nominalzustand ein schraubenspezifischer nichtlinearer
Übergang (grüne Objekte) in den rot dargestellten Zustand „Schraube lose“.
Um im Anschluss an die Lernphase eine „quantitative“ Gütebewertung des entstandenen
Klassifikators durchführen zu können, wurde die Hälfte der Messobjekte als Lerndaten
verwendet, die andere Hälfte verblieb als Prüfdatensatz.
Abbildung 6.3: Lerndaten (links) und Prüfdaten (rechts)
Die bereits semantisch in Klassen eingeteilten Lerndaten bilden die Basis des Lernvorgangs.
Sie wurden ohne zusätzliche Analyseschritte entsprechend ihrer Einteilung separat in Form
des beschriebenen Algorithmus’ als FPK-KFPK-Struktur angelernt.
Für alle Lernvorgänge wurden folgende Parameter angesetzt:
• Zum Ausschluss von Ausreißern wurde die standardmäßige Wahl der Klassengrenzen
durch die zentralen 85% der klassenstützenden Lernobjekte verwendet.
• Die Mindestzugehörigkeit der klassenbildenden Komplementärobjekte zur umschrei-
benden Klasse betrug 0.75.
• Die Mindestobjektanzahl für Komplementärklassen sollte mindestens 5% der klassen-
stützenden Objekte betragen (50 Objekte).
• Die elementare Unschärfe für die Messobjekte wurde mit 1.25 Promille der gesamten
Merkmalsspanne angesetzt. Diese Wahl motiviert sich aus der Diskretisierung des
Messsystems und beträgt die Hälfte der höchsten Auflösung.
Ergebnis der Lernphase: Unter diesen Rahmenbedingungen ergaben sich für den No-
minalzustand sowie den Zustand „Schraube lose“ reine Fuzzy-Pattern-Klassen. Für den
Übergangzustand „Schraube wird lose“ bildete sich aufgrund des nicht-konvexen Supports
eine FPK-KFPK-Sequenz mit einfacher Komplementierung. Die Bestimmung der Zugehö-
rigkeiten durch den Zustandsklassifikator kann signalflusstechnisch in Form des folgenden
Baumes verstanden und nachvollzogen werden.
Nach der entsprechenden Skalierung ergab sich die abgebildete Dreiklassenbeschreibung
inklusive der weiß dargestellten Komplementärobjekte. Prinzipiell wurden dabei alle Äste
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parallel berechnet. Aufgrund der Draufsicht (Abbildung 6.4) ist jedoch nur die maximale
Zugehörigkeit sichtbar.




















Abbildung 6.5: signalflusstechnische Darstellung des FPK-KFPK-Klassifikators zur Zustands-
diagnose
6.1.4 Arbeitsphase und Klassifikatorbewertung
Mithilfe der Lern- und Prüfdaten soll im Folgenden einerseits die Arbeitsweise des ange-
lernten Klassifikators demonstriert, andererseits eine Klassifikatorbewertung durchgeführt
werden. Ein weiteres Ziel dieser Bewertung ist die Darstellung von Vor- und Nachteilen
der zugrunde liegenden Vorgehensweise im Vergleich zum bestehenden Konzept der Fuzzy-
Pattern-Klassifikation.
Reklassifikation: Zunächst soll das Verhalten des erstellten Klassifikators durch eine er-
neute Einordnung der Lerndaten untersucht werden. Wichtige Kriterien bei einer solchen
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Reklassifikation sind die Reklassifikationsrate, Fehlklassifikationen, Klassenanzahl und der
Einordnungsgrad. Im Kontext dieser Arbeit sind die genannten Kriterien aus Sicht der unschar-
fen Klassifikation zu verstehen. Zu Vergleichszwecken werden auch die scharfen Äquivalente
mitgeführt.
Zur Bewertung eines unscharfen Klassifikators schlägt [Bocklisch 1987] die folgenden
Maße vor:







µˆ (xm) mit µˆ (xm) = max
k=1,...,K
{µFPKk (xm)} (6.1)
Wird für die äquivalente Formulierung eines scharfen Einordnungsgrades γs eine Min-







χ(xm) mit χ (xm) =
{
1 für µ (xm)≥ 0.5
0 sonst
(6.2)
• Die Reklassifikationsrate g3 als die Zahl M∗ der richtig klassifizierten Lernobjekte
bezogen auf die Gesamtzahl bzw. als mittleres Verhältnis zwischen der Zugehörigkeit
eines Objektes zur „richtigen“ Klasse µ∗ (xm) und µ∗max (xm) dessen Supremum (relative










Im scharfen Fall entartet µ∗ (xm) zu einer dichotomen Entscheidung über die richtige







χ∗ (xm) mit χ∗ (xm) =
{
1 für µ∗ (xm) = µˆ (xm) , µˆ (xm)≥ 0.5
0 sonst
(6.4)
• Eine weiterführende Bewertung kann mittels der angepassten Reklassifikationsrate
g2 erfolgen. Als mittleres Verhältnis der Zugehörigkeit zur richtigen Klasse und der
vorliegenden Hauptsympathie, basiert g2 prinzipiell auf Zugehörigkeitswerten zu meh-
reren Klassen (im Vergleich maximal zwei) und berücksichtigt dementsprechend eine
mögliche Überlappung von Klassen. Da die angepasste Reklassifikationsrate auf einer
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Für die angelernte FPK-KFPK-Struktur werden die in Tabelle 6.1 aufgelisteten Werte
angenommen.
Name des Ausprägung Ausprägung
Kriteriums (scharf) (unscharf)
Einordnungsgrad γs = 0.9993 γ = 0.8958(mittlere Hauptsympathie)
Reklassifikationsrate g3s = 0.8970 g3 = 0.8114
Angepasste
— g2 = 0.9831Reklassifikationsrate
Klassenzahl 4 —
Tabelle 6.1: Bewertungsmaße für Diagnoseklassifikator bei Reklassifikation
In Kombination mit Tabelle 6.1 erlaubt die Dimensionalität des Datenmaterials eine an-
schauliche Gegenüberstellung der scharfen und unscharfen Bewertungskriterien direkt im
Merkmalsraum. Um die Farbgebung der Lernobjekte weiterhin unterscheiden zu können,
werden die Klassenzugehörigkeiten mithilfe einer Temperaturfarbskala codiert (siehe Abbil-
dung 6.6). Entsprechend den scharfen Reklassifikationsergebnissen g3s = 0.8958 wird die
postklassifikatorische Zuordnung (rechts) mit der originalen Einteilung der Lerndaten (links)
verglichen.
Abbildung 6.6: Zuordnung der Lerndaten vor (links) und nach der Klassifikation (rechts)
Bei dieser Betrachtung ist jedoch zu berücksichtigen, dass eine solche dichotome Ma-
ximumentscheidung einen Informationsverlust der mehrwertigen Klassenbeschreibung mit
sich bringt und die im Datenmaterial vorliegende Transition von Zustand zu Zustand nicht
abzubilden vermag. Somit ist die scharfe Reklassifikationsrate für dieses Datenmaterial
unangemessen und nur von unzureichender Aussagekraft. Dennoch sei sie als konkreter
Zahlenwert von 2691 „richtig“ klassifizierten Objekten erwähnt. Auch bei der Interpretation
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der unscharfen Reklassifikationsrate g3 = 0.8114, sollte diese phänomenbedingte Überlap-
pung der Daten berücksichtigt werden. Sie ist verantwortlich für die Fehlklassifikationen
am oberen bzw. unteren Rand des Übergangsvorgangs. Objekte in diesem Bereich weisen
hohe Zugehörigkeiten zu beiden Klassen auf und sind somit ebenfalls eindeutig zuordenbar.
Darüber hinaus stellt die hohe Zugehörigkeit zu beiden Klassen sowohl den realen Vorgang
als auch dessen semantische Interpretation der Transition wesentlich präziser dar.
Zusätzlich werden rechtsseitig zwei Lernobjekte im Übergangsbereich schwarz abgebildet.
Sie werden im Sinne des scharfen Einordnungsgrades (6.2) keiner Klasse zugeordnet, wo-
durch ein γs von 0.9993 resultiert. Sie würden in einer klassischen Betrachtung als Ausreißer
aufgefasst. Aus der Perspektive der unscharfen Klassifikation weisen diese zwei Objekte zwar
eine Zugehörigkeit kleiner 0.5 auf, jedoch erlaubt eine Betrachtung der maximalen Zugehö-
rigkeiten eine relativ eindeutige Zuordnung der Objekte zum Zustand der Übergangsklasse.
Klassifikation der Prüfdaten: Ausgehend von den eingeführten Gütemaßen (6.1)-(6.5)
können mithilfe der Prüfdaten weitere Aussagen über die Leistungsfähigkeit des erstellten
Klassifikators abgeleitet werden. Tabelle 6.2 stellt die Klassifikatorbewertungen beider Fälle
gegenüber.
Entsprechend dieser Gegenüberstellung werden folgende Unterschiede zwischen der Klas-
sifikatorbewertung für Lern- und Prüfdaten offenbar:
• Der scharfe Einordnungsgrad bleibt praktisch unverändert, wobei im Prüfszenarion
sechs Objekte keine Klassenzuordnung aufweisen .
• Die scharfe Reklassifikationsrate steigt um 2.6 Promille. In absoluten Zahlen bedeutet
dies 2669 von 3000 korrekt klassifizierten Prüfobjekten. Das unscharfe Pendant stützt
diese Aussage durch einen Anstieg um zwei Promille.
• Auch die angepasste Reklassifikationsrate steigt um ein Promille und bestätigt eine
marginal bessere Klassifikationsleistung im Prüffall.
Name des Lerndaten Prüfdaten Lerndaten Prüfdaten
Kriteriums (scharf) (scharf) (unscharf) (unscharf)
Einordnungsgrad γs = 0.9993 γs = 0.9980 γ = 0.8958 γ = 0.8959(mittl. Hauptsympathie)
Reklassifikationsrate g3s = 0.8970 g3s = 0.8997 g3 = 0.8114 g3 = 0.8130
angepasste
— — g2 = 0.9831 g2 = 0.9841Reklassifikationsrate
Tabelle 6.2: Bewertungsmaße bei Reklassifikation und Klassifikaktion der Testdaten
Die Abweichungen zwischen beiden Klassifikatorbewertungen lassen sich auf Prozessrau-
schen zurückführen, wobei deren Ausprägung im Promillebereich ein hohes Maß an lokaler
Generalisierung – im Bezug auf die verwendeten Lerndaten – impliziert. Analog zu den
Betrachtungen in Tabelle 6.2 stellt Abbildung 6.7 die klassifizierten Lerndaten (links) und
Prüfdaten (rechts) im Merkmalsraum gegenüber. Am deutlichsten werden die rauschbeding-
ten Differenzen durch die schwarz markierten Fehlzuordnungen im Übergangsbereich der
Prüfdaten. Abgesehen davon bestätigt auch der visuelle Vergleich die Kompensation der
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rauschbedingten Differenzen zwischen beiden Datensätzen durch entsprechend ausgebildete
Fangbereiche der erstellten Klassen.
Abbildung 6.7: Vergleich der Reklassifikation von Lern- und Prüfobjekten
Vergleich mit dem bestehenden Konzept der Fuzzy-Pattern-Klassifikation: Abschlie-
ßend sollen die Klassifikationsergebnisse der FPK-KFPK-Struktur denen des bestehenden
Fuzzy-Pattern-Klassifikationskonzeptes gegenübergestellt werden. Analog zum Lernvorgang
mit FPK-KFPK-Strukturen wurde unter Verwendung der gleichen Lerndaten (3000 Objekte
ohne zusätzliche Analysen) ein Fuzzy-Pattern-Klassifikator angelernt. Gemäß den in Kapitel
2 dargestellten Grundlagen ergibt sich eine Dreiklassenstruktur, siehe Abbildung 6.8 links.
Aus Gründen der Repräsentativität wird nachfolgend die Klassifikatorbewertung auf Basis
der Gesamtanzahl von Lern- und Prüfobjekten durchgeführt.
Abbildung 6.8: Fuzzy-Pattern-Klassifikator (links) und FPK-KFPK-Struktur (rechts)
Wird in der visuellen Klassifikatorgegenüberstellung (Abbildung 6.8) der Fokus auf die
Bereiche hoher Zugehörigkeit (weiß) gelegt, zeigt sich rein qualitativ eine wesentlich bessere
Repräsentation der Lern- und Prüfobjekte durch die FPK-KFPK-Struktur. Die FPK-KFPK-
Struktur bildet maximale Zugehörigkeiten in stärker gestützten Gebieten aus, wohingegen
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der traditionelle konvexe Fuzzy-Pattern-Klassifikator die höchsten Zugehörigkeiten einem
gering gestützten Bereich zuweist. Es stellt sich weiterhin heraus, dass der Fuzzy-Pattern-
Klassifikator weitestgehend alle Lern- sowie Prüfobjekte in eine der drei Klassen einordnen
kann. Im scharfen Sinne ist lediglich ein Objekt (rechts unten) mit einer Zugehörigkeit
von 0.496 nicht einordenbar. Im Gegensatz dazu entziehen sich acht Objekte der gesamten
Datenmenge einer scharfen Zuordnung durch die FPK-KFPK-Struktur. Diese qualitativen
Aussagen werden durch die quantitativen Bewertungen in Tabelle 6.3 untermauert. In ab-
soluten Zahlen heißt dies, auf Basis der scharfen Reklassifikaktionsrate g3s werden mittels
Fuzzy-Pattern-Klassifikator 5295 von 6000 Objekten „korrekt“ klassifiziert. Für die FPK-
KFPK-Struktur stehen 5390 „richtig“ eingeordnete Objekte 6000 gegenüber. Im Überblick
resultieren durch die FPK-KFPK-Beschreibung Verbesserungen im Bereich von zwei Prozent






Einordnungsgrad γs = 0.9987 γs = 0.9998 γ = 0.8959 γ = 0.8825(mittl. Hauptsympathie)
Reklassifikationsrate g3s = 0.8983 g3s = 0.8825 g3 = 0.8122 g3 = 0.7884
angepasste
— — g2 = 0.9836 g2 = 0.9682Reklassifikationsrate
Klassenzahl 4 3 — —
Tabelle 6.3: Bewertungsmaße für den konzeptionellen Vergleich
Klassifikatorbewertung in ungestützten Bereichen: Aus diesem Grund werden die obi-
gen Betrachtungen auf die Menge M der Komplementärobjekte erweitert. Prinzipiell können
dabei dieselben Gütemaße für die Komplementärobjekte angesetzt werden. Ihre Interpretation
muss jedoch im negierten Sinne erfolgen, da Komplementärobjekte per Definition einer Klasse
nicht zugeordnet sind. Dies wirkt sich in folgender Weise auf die Definition komplementärer
Gütemaße aus:
• Entsprechend der grundlegenden Eigenschaft von Komplementärobjekten, eine Klas-
senaussage nicht zu stützen, ergibt sich folgende Formulierung des unscharfen komple-











µˆ (xm) mit µˆ (xm) = max
k=1,...,K
{µFPKk (xm)} (6.6)
Wie im Fall der Lernobjekte wird hierbei die maximale Zugehörigkeit als repräsentativ-
ste Klassenzuordnung angenommen. Äquivalent kann im scharfen Fall argumentiert







χ(xm) mit χ(xm) =
{
1 fürµ (xm)< 0.5
0 sonst
(6.7)
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• Sollte das Verhältnis g3 für Lern- bzw. Prüfobjekte nahe bei eins liegen, so gilt für
Komplementärobjekte genau das Gegenteil: g3 sollte nahe null liegen. Sinngemäß kann
eine komplementäre Reklassifikationsrate g3 als die Zahl der „fälschlich“ klassifizierten














µ∗ (xm) da µ∗max (xm) = 1∀m= 1, . . . ,M, (6.8)
wobei µ∗ (xm) der Zugehörigkeit eines Komplementärobjektes zur umschreibenden
Fuzzy-Pattern-Klasse und µ∗max (xm) dessen Supremum entspricht.
Die scharfe komplementäre Reklassifikationsrate g3s folgt entsprechend zu diesen
Überlegungen und in Analogie zum einfachen Reklassifikationsfall (6.4).




χ∗ (xm) mit χ∗ (xm) =
{
1 fürµ∗ (xm) = µˆ (xm) , µˆ (xm)> 0.5
0 sonst
(6.9)
Während die Klassifikatorbewertung mittels komplementärem Einordnungsgrad unab-
hängig von einer Klassenzuordnung der Komplementärobjekte durchgeführt werden kann,
benötigen die Reklassifikationsmaße eine eindeutige Zuordnung der Komplementärobjekte
zu einer Klasse, z. B. um die „richtige“ Klassenzugehörigkeit µ∗ (xm) zu bestimmen. Werden
für die Bewertungen ausschließlich die im Lernprozess gewonnenen Komplementärobjekte
verwendet, ist diese Zuordnung sofort ersichtlich und dementsprechend die Berechnung
von µ∗ (xm). Es wird also der Standpunkt eingenommen, dass die Komplementärobjekte der
Lernphase der umschreibenden Klasse zugeordnet sind.
Basierend auf den 821 im Lernprozess gewonnen Komplementärobjekten ergibt sich der in






komplementärer γs = 0.8173 γs = 0 γ = 0.6804 γ = 0.1196Einordnungsgrad
komplementäre
g3s = 0.8185 g3s = 0.0024 g3 = 0.7537 g3 = 0.1213Reklassifikationsrate
Klassenzahl 4 3 — —
Tabelle 6.4: komplementäre Bewertungsmaße für den konzeptionellen Vergleich
Der quantitative Vergleich (Tabelle 6.4) kann auch im Merkmalsraum durch eine entspre-
chende Einfärbung der Komplementärobjekte visuell aufbereitet werden, siehe Abbildung 6.9.
Schwarz dargestellte Komplementärobjekte kennzeichnen dabei deren korrekte Ablehnung
durch den Klassifikator. Grün gefärbte Komplementärobjekte beschreiben eine „fälschliche“
Zuordnung zur Übergangsklasse, die anderen Farbcodierungen sind analog zu verstehen. In
diesem vergleichenden Kontext sei nochmals darauf hingewiesen, dass Komplementärobjekte
ausschließlich im objektungestützten Klassenraum der umschreibenden Klassen verteilt sind.
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Als solche werden sie jedoch nicht von der klassischen Beschreibung wiedergegeben. Von
821 Objekten werden alle sicher der Klassenstruktur zugeordnet. 819 Komplementärobjekte
(grün eingefärbt) fallen in die Übergangsklasse und die verbleibenden Zwei in die untere
„Schraube lose“-Klasse. Aufgrund dieser sicheren Einordnung µˆ (xm)> 0.5 ergibt sich der
komplementäre scharfe Einordnungsgrad zu γs = 0 , siehe Tabelle 6.4. Aus selbigem Grund
resultieren die ebenfalls schlechten Bewertungen durch die komplementäre scharfe Reklas-
sifikationsrate g3s . 819 der Komplementärobjekte werden fälschlich der umschreibenden
Übergangsklasse zugeordnet und lediglich die zwei braun markierten Komplementärobjekte
werden dieser nicht zugeordnet, somit folgt in der scharfen Bewertung g3s =
2
821 = 0.0024.
Die Überführung dieser Überlegungen auf die unscharfen Bewertungsmaße ergibt eine
unscharfe Abweisungsrate von γ = 0.1196. In anderen Worten heißt dies: die mittlere Hauptzu-
gehörigkeit der Komplementärobjekte beträgt γ = 0.8804. Analog lässt sich über g3 = 0.8787
die unscharfe komplementäre Reklassifikationsrate mit g3s = 1−g3 = 0.1213 ableiten. Dabei
werden die Zugehörigkeiten der 819 fälschlich zugeordneten Komplementärobjekte zugrunde
gelegt.
Abbildung 6.9: Fuzzy-Pattern-Klassifikator (links) und FPK-KFPK-Struktur (rechts)
Demgegenüber werden in korrekter Weise 671 Komplementärobjekte durch die FPK-KFPK-
Struktur abgewiesen (γs = 0.8173), von den Verbleibenden 150 sind 149 der Übergangsklasse
und eines der oberen Klasse „Schraube fest“ zugewiesen. Im Sinne der komplementären
scharfen Reklassifikationsrate werden somit 672 Objekte nicht der ihnen zugrunde liegenden
Übergangsklasse zugeordnet, g3s =
672
821 = 0.8185. Im Sinne der unscharfen Bewertung weist
die Gesamtheit der Komplementärobjekte eine mittlere Hauptsympathie von γ = 0.3196
auf und ist somit im Mittel mit γ = 0.6804 nicht zur FPK-KFPK-Struktur zugehörig. Bei
Bestimmung der unscharfen komplementären Reklassifikationsrate erwiesen sich 459 der 821
Komplementärobjekte mit einer relativen Hauptsympathie von g3 = 0.2463 als Übergangs-
klassen zugehörig bzw. werden diese mit g3s als nicht zugehörig gewertet.
Um die Rückwirkungsfreiheit (Induktiver Bias) der Synthesmethode für Komplementä-
robjekte auf die Bildung der KFPK sowie deren Modellunabhängigkeit zu demonstrieren,
soll in einer weiteren Betrachtung der erstellte Klassifikator mithilfe einer vom Lernprozess
unabhängig erzeugten Komplementärobjektmenge geprüft werden.
Die Menge der komplementären Prüfobjekte wird dabei per Klassifikation aus einer über
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das Klassifikatorgebiet äquidistant verteilten Objektmenge gewählt. Infrage kommende Prü-
fobjekte müssen dabei in Anlehnungen an die Komplementärobjekterzeugung eine Min-
destzugehörigkeit von 0.75 zur umschreibenden FPK aufweisen.Der Abstand zwischen den
komplementären Prüfobjekten folgt ebenfalls aus der Komplementärobjekterzeugung und
entspricht somit einer 1.21-prozentigen Diskretisierungsauflösung, siehe dazu Kapitel 4.
In einem zweiten Auswahlschritt werden mittels Nächster-Nachbar-Klassifikation jene
Objekte gestrichen, die in der Lernobjektmenge liegen. Als Grenzdistanz wird hierbei die
Hälfte des Maximums der nächsten Nachbarabstände zwischen den Lernobjekten gewählt.
Abbildung 6.10 zeigt das Ergebnis nach dem jeweiligen Ausschlussschritt gemeinsam mit
den Lernobjekten in Weiß.
Abbildung 6.10: schrittweise Konstruktion einer Menge von komplementären Prüfobjekten
Aus dieser Konstruktion gehen 452 Prüfobjekte hervor, die apriori keinerlei Klassenzuge-
hörigkeit aufweisen. Aufgrund dieser Tatsache wird der Standpunkt eingenommen, dass die
erzeugten Objekte entsprechend ihrer Hauptzugehörigkeit den Klassen zugeordnet werden.
Dementsprechend werden die oberen 41 Prüfobjekte der „Schraube fest“-Klasse zugeord-
net und die verbleibenden 411 Komplementärobjekte fallen in die Übergangsklasse, siehe
Abbildung 6.11.
Name des Lernprozess Prüfdaten Lernprozess Prüfdaten
Kriteriums (scharf) (scharf) (unscharf) (unscharf)
komplementärer γs = 0.8173 γs = 0.7942 γ = 0.6804 γ = 0.6531Einordnungsgrad
komplementäre
g3s = 0.8185 g3s = 0.7942 g3 = 0.7537 g3 = 0.7106Reklassifikationsrate
Tabelle 6.5: Bewertungsvergleich für komplementäre Prüfobjekte und Komplementärobjekte
Unter diesen Voraussetzungen wurde die FPK-KFPK-Struktur erneut bewertet. Die entspre-
chenden Ergebnisse werden vergleichend in Tabelle 6.5 gelistet. Im quantitativen Vergleich
(Tabelle 6.5) stellt sich heraus, dass die Bewertungen auf Basis der Prüfobjekte tendenziell
zwei bis fünf Prozentpunkte schlechter ausfallen. Die Abnahme der Klassifikatorgüte lässt
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sich primär auf die Wirkung der beiden kleineren Objektmengen (oben und rechts) zurückfüh-
ren. Durch hohe Klassenzugehörigkeiten (siehe Abbildung 6.11) schmälern beide Teilmengen
die komplementären Bewertungen im Prüffall. Im Lernvorgang wurden diese Objektmengen
aufgrund ihrer geringen Kardinalität ausgeschlossen.
Abbildung 6.11: Einordnung der komplementären Prüfobjekte in die FPK-KFPK-Struktur
6.1.5 Zusammenfassung zur Maschinendiagnose mit
FPK-KFPK-Strukturen
Der obige Abschnitt demonstriert die Anwendung der Fuzzy-Pattern-Klassifikation nicht-
konvexer Phänomene im Kontext einer Maschinendiagnoseaufgabe. Die dieser Aufgaben
zugrunde liegenden realen Messdaten werden von einer klaren Semantik charakterisiert,
weisen aber starke Überlappungen sowie eine nichtkonvexe Morphologie auf, vgl. Abbildung
6.2. Mithilfe einer Datenbasis von insgesamt 6000 Messobjekten wurde der Aufbau einer
FPK-KFPK-Struktur gezeigt, wobei jedes zweite Datum als Lernobjekt eingesetzt wurde.
Anhand der verbleibenden 3000 Objekte wurde die Leistung des Klassifikators sowohl im
scharfen als auch in einem unscharfen Sinne beurteilt, siehe Tabelle 6.2. In beiden Betrach-
tungsweisen erwies sich der angelernte Klassifikator durch eine hinreichende Generalisierung
als aussagekräftig.
Auf Basis der Messobjekte wurde des Weiteren ein Vergleich mit dem bestehenden Konzept
der Fuzzy-Pattern-Klassifikation vorgenommen. Hierbei zeigte die entwickelte Methodik rein
quantitativ eine Verbesserung der Reklassifikationsrate im Bereich von zwei Prozent, vgl.
Tabelle 6.3. Als qualitative Verbesserung steht sowohl eine semantisch als auch eine datenba-
siert eine präzisere Phänomenbeschreibung zu Buche, vgl. Abbildung 6.8. Diese qualitative
Wertung wird durch komplementäre Bewertungsmaße gestützt, die speziell objektungestützte
Bereiche betrachten.
Ebenfalls wurde am Beispiel die Unabhängigkeit des Klassifikators vom Lernvorgang
anhand einer komplementären Prüfmenge diskutiert und gezeigt. Im Vergleich mit beste-
henden Konzepten (siehe Abschnitt 3) zeichnet sich folgendes Bild: Aufgrund der starken
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Überlappung sowohl im Sinne der Semantik als auch im Sinne der vorliegenden Datenausprä-
gungen ist eine trennungsmotivierte Modellierung, z. B. mittels SVM, KNN und CART,
fragwürdig. Diese Behauptung sei visuell durch die Klassifikation mit einer Radialbasiskernel-
Stützvektormaschine untermauert, vgl. Abbildung 6.12 Der Stützvektorklassifikator wurde
mit den bekannten 3000 Lernobjekten über eine zehnfache Kreuzvalidierung für die Pa-
rameter CSVM×σ = (0.00002, 0.002, 0.2, 2, 20, 2000)× (0.00002, 0.002, 0.2, 2, 20, 2000)
angelernt. Sie arbeitet im „Einer gegen Alle“-Modus wobei hier bezüglich der Reklassifi-
kationsrate (91.23%) der beste Klassifikator inklusive und dem zugehörigen Trenngebilde
dargestellt ist.



























Zuordnung Lernobjekte nach Klassifikation
Abbildung 6.12: Stützvektorklassifikator für das Maschinendiagnoseproblem
Wie sich darstellt, findet aus klassifikatorischer Sicht eine angemessene Beschreibung statt,
aber durch die vorliegende „Generalisierung“ bleibt die morphologische Eigenschaft insbeson-
dere der Übergangsklasse (grün) unberücksichtig. In Zusammenhang mit der Modellierung
derartiger Überlappungsaspekte zeigt die vorgestellte lokale unscharfe Klassenbeschreibung
entscheidende Vorteile gegenüber trennungsmotivierten Ansätzen und spezifiziert somit ein
potentielles Anwendungsgebiet.
6.2 Testmorphologien und behandelte akademische
Beispiele
Nachdem Anwendungstauglichkeit die von FPK-KFPK-Strukturen beispielhaft demonstriert
wurde, sollen die Betrachtungen weiter abgerundet werden. Zu diesem Zweck wird das ent-
wickelte Vorgehen mit diversen Testmorphologien unter Stress gesetzt. Prinzipiell werden
zwei Testszenarien unterschieden: Test auf Konsistenz mit der bestehenden Fuzzy-Pattern-
Klassifiaktion bei konvexen Morphologien und Test auf Komplementärklassen bei nichtkon-
vexen Morphologien.
Da im Folgenden lediglich Morphologien einer einzigen Klasse dargestellt werden, sei
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die unterschiedliche klassifikatorische Wirkung beider Klassenbeschreibungen mittels einer
typischen nichtkonvexen Klassenkonfiguration (Abbildung 6.13) hervorgehoben.
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.13: klassischer und neuer Stand für eine nichtkonvexe Klassenkonfiguration
6.2.1 Test mit extremalen Morphologien
Sofern nicht extra vermerkt, wurden der Algorithmus mit folgenden Standardparametern
verwendet: Klassengrenze bei 85% der zentralen Lernobjekte, Mindestzugehörigkeit für
Komplementärobjekte µmin = 0.75 und Mindestkardinalität Mmin für Klassenbildung 2%, der
Lerndatenmenge jedoch minimal 10 Objekte. Des Weiteren wird, der Vergleichbarkeit wegen,
links der erarbeitet Stand für FPK-KFPK-Strukturen und rechts der Stand für die traditionelle
FPK dargestellt.
In der ersten Testserie (Abbildungen 6.14-6.17) wurde die erarbeitete Methode idealen
Morphologien ausgesetzt, wobei keine Komplementärklassen gefunden werden sollten.
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.14: 100 eindimensionale, exakt gleichverteilte Objekte mit cel/r=2%
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(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.15: zweidimensionaler Test mit 300 Objekten einer idealen Linienmorphologie
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.16: zweidimensionaler Test eines Gaußschen Rauschens mit 1000 Objekten
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.17: zweidimensionaler Test eines gleichverteilten Rauschens mit 1000 Objekten
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In der zweiten Testserie (Abbildungen 6.18- 6.20) wurden beide Methoden idealen nicht-
konvexen Morphologien ausgesetzt, wobei Komplementärklassen gefunden werden sollten.


































Abbildung 6.18: Test mit 60 gleichverteilten Objekten mit der Fehlstelle [2,3]
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.19: zweidimensionaler Test einer idealen Kreismorphologie mit 900 Objekten
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.20: zweidimensionaler Test einer idealen s-Morphologie mit 900 Objekten
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6.2.2 Behandelte akademische Beispiele
Abschließend sollen einige der behandelten akademischen Beispiele präsentiert werden.
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.21: Morphologie eines konkaven Dreiecks mit 900 Objekten, angelernt mit den
Parametern: Klassengrenze bei 75% der zentralen Lernobjekte, µmin=0.75
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.22: kreuzförmige Morphologie gestützt durch 400 Objekte, angelernt mit einer
Klassengrenze bei 100% der zentralen Lernobjekte
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(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.23: G-förmiger Datensatz mit 1500 Objekten
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.24: Dreidimensionale Ringmorphologie mit 900 Objekten, angelernt mit 99% der
zentralen Lernobjekte
(a) FPK-KFPK-Beschreibung (b) traditionelle FPK-Beschreibung
Abbildung 6.25: Projektion einer achtdimensionale Kugelschalenmorphologie mit 3500 Objekten
in die ersten drei Dimensionen, angelernt mit 95% der zentralen Lernobjekte

7 Zusammenfassung
Die vorliegende Arbeit widmet sich der Entwicklung einer Methodik zur netzorientierten,
unscharfen Klassifikation beliebiger Objektmengen. Der innovative Beitrag dieser Arbeit liegt
dabei in der Integration morphologischer Eigenschaften einer Lernobjektmenge in den Prozess
der Klassenbildung. Wesentliche Schritte dieser Methodenentwicklung, deren Ergebnisse
sowie offene Fragestellungen und Anknüpfungspunkte sollen im Folgenden zusammengefasst
werden.
7.1 Inhaltliche Zusammenfassung
Grundlage der Betrachtungen bildet das Konzept der konvexen Fuzzy-Pattern-Klassen sowie
deren automatische datengetriebene Aggregation (Kapitel 2). Unter der Bedingung, dieses
zugrunde liegende Klassifikationskonzept nicht zu verlassen, wurden zunächst konzeptionelle
Überlegungen für die Beschreibung nichtkonvexer Objektmengenmorphologien durchgeführt
(Kapitel 3). Als Kerngedanke zur Beschreibung solcher Morphologien stellte sich das Prinzip
der Mengendifferenz heraus. Im Zuge der Überführung dieses Prinzips auf das Konzept
der Fuzzy-Pattern-Klassifikation wurde die Mengendifferenz – auch als Komplementierung
bezeichnet – zwischen dessen Grundbausteinen, den Fuzzy-Pattern-Klassen, betrachtet. Ent-
sprechend ihrer erkenntnistheoretischen Bedeutung werden die dabei zur Anwendung kom-
menden Klassen als komplementäre Fuzzy-Pattern-Klassen (KFPK) bezeichnet. Zum Aufbau
der KFPK kommt die bereits bestehende Aggregation spezieller Objekte, der sogenannten
Komplementärobjekte, zur Anwendung. Die konsequente Umsetzung des Prinzips der Men-
gendifferenz führt dabei zur Ausbildung von Hierarchien unscharfer Differenzmengen, die in
Verbindung mit der Clusteranalyse von Komplementärobjekten in Form von baumförmigen
FPK-KFPK-Strukturen repräsentiert werden können.
Am Ende der konzeptionellen Überlegungen steht die algorithmische Beschreibung zur
Konstruktion solcher FPK-KFPK-Strukturen, vgl. Abbildung 7.1. Da die Konstruktion der
Komplementärklassen auf Komplementärobjekte zurückgreift, wurde in Kapitel 4 ein Syn-
thesewerkzeug erarbeitet (vgl. Schritt 1-3), das, wenn nötig, eine geeignete Menge solcher
Objekte zur Verfügung stellt.
Ferner wurden die Möglichkeiten zur Verknüpfung der Zugehörigkeiten von Klassen
und Komplementärklassen untersucht (Kapitel 5). Unter Berücksichtigung interpretativer
und rechentechnischer Aspekte wurde eine Umsetzung der Mengendifferenz auf Basis des
algebraischen Produkts in Kombination mit einer Skalierung der Klassenparameter vorgestellt.
Der rechnergestützte Entwurf und die Eigenschaften der beschriebenen Methode wurden
abschließend mithilfe eines Anwendungsbeispiels (Kapitel 6), aber auch mit zahlreichen
akademischen Prüfdatensätzen im Verlauf des Textes illustriert.
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Bestimmungder komplementären FPK



























Abbildung 7.1: konzeptioneller Algorithmus zur Synthese von FPK-KFPK-Strukturen
7.2 Ergebnisse und allgemeine Implikationen
In ihrer Gesamtheit zeigt die Arbeit einen Zugang zur Beschreibung nichtkonvexer Ob-
jektmengenmorphologien im Umfeld der Fuzzy-Pattern-Klassifikation auf. Dabei entsteht
ein hoch interpretierbares netzorientiertes Klassifikationsparadigma, in dem Fuzzy-Pattern-
Klassifikatoren als funktionale Knoten und die unscharfe Mengendifferenz als Verknüpfung
der Knotenausgänge zu verstehen sind. Die Klassenstruktur eines Klassifikatorknotens ent-
spricht dabei einer lokalen Wissensbasis, die sowohl auf semantischer Ebene als auch auf einer
Basisinformationsebene durch ein Zugehörigkeitsmodell mit semantisch transparenten Para-
metern fixiert ist. Aufgrund dieser Verknüpfung zwischen der Basisinformationsebene und
der semantischen Ebene bieten die Fuzzy-Pattern-Klassifikatoren einer FPK-KFPK-Struktur
vor allem semantische Strukturierungsmöglichkeiten, die aber auf Basisinformationsebene
erklärbar, vergleichbar, modular und transparent sind.
Ein weiterer Vorteil dieser Verknüpfung ist die Extraktion von Wissen aus Klassifikatorkno-
ten sowie der unterlegten Baumstruktur. Im Detail können, ausgehend von Form, Ausdehnung
und Lage einer Fuzzy-Pattern-Klasse, Rückschlüsse auf die Fakten- bzw. Datenlage beim An-
lernen dieser getroffen werden. Die Verknüpfung von Fuzzy-Pattern-Klassifikatoren realisiert
eine qualitative und methodische Weiterentwicklung auf dem Gebiet der Fuzzy-Pattern-
Klassifikation, die eine Kompensation der Einschränkungen des Klassifikationskonzepts
(siehe Abschnitt 2.5) sowie die Veranschaulichung von Klassifikationsprozessen für komplexe
dateninhärente Morphologien ermöglicht. Konkret ermöglichen die FPK-KFPK-Strukturen:
• die Extraktion von Wissen und Abstraktion von Verhalten aus gegebenen FPK-KFPK-
Strukturen (ähnlich zu Bayes-Netzen),
• das Abgreifen von Zwischenergebnissen im Sinne der Differentialdiagnose/Screening,
um diese in Entscheidungen bzw. in andere Prozesse einfließen zu lassen oder die
Klassifikation vorzeitig abzubrechen (ähnlich zu semantischen Netzen),
• die vielschichtige und transparente Abbildung von dateninhärenten Strukturen im
Rahmen der explorativen Datenanalyse (ähnlich zu CART),
• die parallele Abarbeitung alternativer Klassifikationszweige über entsprechende Struk-
turen (ähnlich zu CART),
• die hochtransparente Darstellung und semantische Interpretation der Netzoperation,
• einen Klassifikationsvorgang auf der Grundlage einer verteilten Wissensbasis.
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Die im Rahmen der Arbeit dargestellte Methodik wurde in Zusammenhang mit dem Fuzzy-
Pattern-Klassifikationskonzept realisiert, ist jedoch aufgrund ihrer Allgemeingültigkeit auf
eine beliebige datenbasierte konvexe Klassenbeschreibung übertragbar. Unabhängig von der
konkreten Umsetzung des Vorgehens würde dabei eine ähnliche hierarchisierte Baumstruktur
von Klassifikatoren entstehen. Auf dieser allgemeinen Ebene stellt das beschriebene Ver-
fahren einen neuartigen Zugang zur unscharfen klassifikatorischen Beschreibung dar. Die
Verwendung und gezielte Synthese von Komplementärobjekten ist als weitere Innovation
dieser Arbeit hervorzuheben.
Die Ergebnisse der vorliegenden Arbeit schlagen sich sowohl in Form mehrerer internatio-
naler Veröffentlichungen (siehe [Hempel und Bocklisch 2006, 2008b,a, 2009, 2010b,a]) als
auch in Zusammenhang mit betreuten studentischen Arbeiten ([Körner und Hempel 2010;
Kayser 2007]) nieder.
7.3 Offene Fragestellungen und Ausblick
Im Verlauf der Arbeit wurden Antworten bezüglich der Klassifikation nichtkonvexer Ob-
jektmengen gegeben, jedoch formieren sich für gewöhnlich mit der Lösung einer Aufgabe
weiterführende offene Fragestellungen und Anknüpfungspunkte. Im Folgenden sollen daher
ein kurzer Überblick möglicher Fragestellungen und Anknüpfungspunkte skizziert werden.
Bei der Bereitstellung von Komplementärobjekten lässt sich aufgrund des synthetischen
Vorgehens immer die Frage nach einem adäquateren Komplementärdichtemodell aufwerfen.
Ferner stellt sich im hochdimensionalen Fall die Frage, ob sich verbindungsbildende Randob-
jekte auch durch Stützvektormethoden gewinnen lassen, da typischerweise der Dichtebegriff
degeneriert. In diesem Kontext könnte eine Verbindung zur Extraktion eines interpretierbaren
unscharfen Regelwerks aus Stützvektor-Methoden geschlagen werden. Inwieweit wäre die
vorgestellte Methode auch im Sinne der statistischen Lerntheorie abgesichert? Darüber hinaus
stellt sich die Frage, ob und, wenn ja, wie stark das Komplementärdichtemodell die robuste
Aggregation der KFPK im Sinne eines induzierten „Modell-Bias“ beeinflusst.
Bei Umsetzung der unscharfen Mengendifferenz wurde mittels Wahl des Verknüpfungs-
operators Wert auf die Stetigkeit des Klassifikationsergebnisses einer FKP-KFPK-Struktur
gelegt. Wird die Forderung an die Stetigkeit des Klassifikationsergebnisses fallen gelassen,
könnten FPK-KFPK-Strukturen als „kombinatorische Netze“ verstanden werden, in denen
nur die „skalierten“ Zugehörigkeiten des letzten Klassifikators dominieren. Im Falle der
kombinatorischen Variante wäre eine vergleichende Untersuchung der Vor- und Nachteile für
die rechentechnischen Aufwendungen, Auflösung sowie die Interpretierbarkeit interessant.
Im Zusammenhang mit der Wahl einer geeigneten unscharfen Mengendifferenz stellt sich die
Frage nach Operatoren, die Informationen aus erkenntnistheoretisch verschiedenen Grundbe-
reichen verbinden. Unabhängig von der Skalierung sollte der vielversprechende Gedanke der
Kontrastintensivierung weiterverfolgt und formalisiert werden.
Aus einer anwendungsorientierten Perspektive steht die Diskussion und Etablierung der
beschriebenen Methode im Bereich der Sensordatenfusion und Zeitreihenanalyse (mit un-
scharfen Klassifikatorbänken) an. Die hier beschriebene Methodik wurde prototypisch in
Matlab umgesetzt. Anknüpfend steht die praxistaugliche Realisierung des Vorgehens.
Mit der Bearbeitung eines Forschungsthemas geht immer auch ein visionärer Ausblick
einher, welcher im Folgenden vorgestellt werden soll.
150 7 Zusammenfassung
Aus dieser visionären Perspektive stellt die Arbeit einen möglichen Schritt der netzorien-
tierten Erweiterung des zugrundeliegenden Fuzzy-Pattern-Klassifikationskonzepts dar. Sie
realisiert jedoch lediglich einen Bruchteil der Leistungsfähigkeit eines allgemeinen Vernet-
zungsansatzes von autonomen, hochtransparenten, unscharfen Klassifikatorknoten. Wird
zusätzlich die Online-Adaption bzw. Lernen von Klassifikatorknoten und somit die Evolution
von Netzstrukturen berücksichtigt, erschließt sich ein hochinnovatives Forschungsfeld, das
insbesondere aus Sicht der verteilten künstlichen Intelligenz bzw. Minimind- oder Exper-
tennetzen interessant ist. Ein allgemeiner Ausblick zur Knotenstruktur eines solchen Netzes
kann den von [Hempel und Bocklisch 2006] dargelegten Überlegungen entlehnt werden.
Forschungsgegenstände bei der Betrachtung von Netzen aus relativ selbstständig agierenden
Fuzzy-Pattern-Klassifikator Einheiten bilden:
• Knoten-Adaption
• Informationspropagation im Netz
• Güte einer Netzstruktur.
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These 1 Als ein natürliches und effektives Prinzip der Informationsverarbeitung und Wis-
sensorganisation bildet die Methode der Klassifikation einen Ansatz der experimentellen
Modellbildung für hochdimensionale, komplexe und nichtlineare Systeme. Im Zuge dieser
Vorgehensweise werden die multivariate Zustände (Verhaltens- oder Erhaltungszustände)
solcher Systeme auf Objekte abgebildet. Zum Zweck der klassifikatorischen Modellierung
wird ein Satz von Objekten betrachtet und auf Ähnlichkeiten untersucht. Mengen zusam-
mengehöriger oder ähnlicher Objekte werden als Klassen verstanden und durch geeignete
Klassenbeschreibungen modelliert. Dabei tragen Klassen und deren Beschreibungen eine
inhaltliche oder formale Bedeutung (z. B. typisches Verhalten).
These 2 Eine als Klasse aufgefasste Menge von Objekten kann prinzipiell eine nichtkon-
vexe Gestalt, die als Objektmengenmorphologie verstanden wird, aufweisen. Neben den
morphologischen Eigenschaften einer Objektmenge ist ebenfalls die Fassbarkeit eines Objekts
sowohl aus sensoriellen/technischen als auch interpretativen Gründen begrenzt, wodurch
jede einzelne Beobachtung mit einer Unsicherheit behaftet ist. Die Integration sowohl der
morphologischen Eigenschaften einer Klasse als auch der objektspezifischen Unsicherheiten
in den klassenbildenden Abstraktionsprozess führt zu realistischeren Klassenbeschreibungen.
These 3 Die Methodik der Fuzzy-Pattern-Klassifikation beschreibt ein Vorgehen, welches die
Vorteile der Fuzzy-Theorie mit dem Anliegen der Klassifikation verbindet und den Unsicherhei-
ten auf Objekt- und Klassenebene durch eine geeignete Aggregationsprozedur Rechnung trägt.
Die morphologischen Eigenschaften einer klassenstützenden Objektmenge wird gegenwärtig
nur in Form von konvexen Klassenbeschreibungen Rechnung getragen.
These 4 Die Berücksichtigung sowohl der Unsicherheiten von Einzelobjekten als auch der
morphologischen Eigenschaften einer klassenstützenden Objektmenge im Rahmen der Fuzzy-
Pattern-Klassifikation erfordert eine nicht konvexe Klassenbeschreibung bzw. ein nichtkonve-
xes Klassenmodell.
These 5 Ein derartiges nichtkonvexes Klassifikationsmodell kann durch den Ansatz von
komplementären Fuzzy-Pattern-Klassen für unbeobachtete Gebiete innerhalb einer Klas-
senbeschreibung realisiert werden. Bei diesem Vorgehen werden die klassifikatorischen In-
formationen mittels einer unscharfen Mengendifferenz zwischen Fuzzy-Pattern-Klassen und
komplementären Fuzzy-Pattern-Klassen beschrieben.
These 6 Komplementäre Fuzzy-Pattern-Klassen können aus einer geeigneten Menge von
Komplementärobjekten aggregiert werden.
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These 7 Durch die gezielte Analyse der klassenstützenden Objektmenge kann eine geeignete
Menge von Komplementärobjekten synthetisiert werden. Zielführende Analyseansätze sind die
Diskretisierung des Klassenraums bzw. die Auswertung von Objekt-zu-Objekt-Verbindungen
mit einer anschließenden Prüfung auf die Präsenz von Objekten.
These 8 Bei der Verknüpfung von Fuzzy-Pattern-Klassen und komplementären Fuzzy-Pattern-
Klassen bleiben Vorteile, Eigenschaften und Arbeitsweise des bestehenden Konzepts der Fuzzy-
Pattern-Klassifikation erhalten und werden in modularer Form auf nichtkonvexe Aufgaben
übertragen.
These 9 Die entstehenden Klassifikationsmodelle können in angemessener Form durch
baumartige Multiklassifikatorstrukturen repräsentiert werden. In dieser Darstellung trägt
jeder Klassifikator, durch die entsprechenden Klassen bzw. Komplementärklassen, zur Ent-
scheidung über die Zugehörigkeit eines Objektes zum Klassenmodell bei.
These 10 Aufgrund des regelähnlichen Aufbaus von Fuzzy-Pattern-Klassen und deren baumar-
tigen Verknüpfung wird der resultierende Klassifikationsprozess durch ein hohes Maß an
Transparenz, Interpretierbarkeit und Strukturiertheit charakterisiert, wodurch sich der ent-
wickelte Ansatz zur Anwendung in den Bereichen der technischen und nichttechnischen
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