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We classify certain amorphous association schemes over the Galois rings of characteristic 4. The result contains a new family of amorphous association schemes, which are closely related to the distance-regular digraphs constructed by Liebler and Mena.
INTRODUCfION
Amorphous association schemes are association schemes that have as many fusion schemes as possible. In [10] , A. V. Ivanov showed that symmetric amorphous association schemes belong to Lg, ... gd(n) or NLg" "gin), where Lg, ... gin) (resp. NLg""gin» is the family of symmetric association schemes, the i th association relation of which induces a strongly regular graph of Latin square type Lg/n) (resp. negative Latin square type NLgi(n» .
Most of the known symmetric amorphous association schemes are closely related to some famous combinatorial objects. Affine planes of order n are in one-to-one correspondence with amorphous association schemes of class n + 1 belonging to Ll ... l(n) (see (7] ). Amorphous association schemes belonging to Ll,l,2u-l,2uC4u) can be constructed from Hadamard matrices of order 4u (see [9] ). Baumert, Mills and Ward [3] classified amorphous cyclotomic schemes, both of Latin square type and negative Latin square type appearing infinitely. Although the work was done by numbertheoretical interest before the notion of amorphous association schemes was introduced [7] , this is the only attempt known to us to search systematically for or classify certain kinds of amorphous association schemes.
In this paper, we shift the underlying space from the Galois fields, in which Baumert, Mills and Ward [3] worked, to the Galois rings. The main reason to choose the Galois rings is that we have known some Hadamard difference sets on them and our computers have been producing increasing numbers of them, the data being quite promising for the discovery of amorphous association schemes.
Here we only treat the easiest case; i.e. the Galois rings are of characteristic 4 and association schemes on them are Schurian [5] , admitting as automorphisms the additions by all the ring elements and the multiplications by the Teichmiiller system (see [4] ). On such an assumption, we classify amorphous association schemes. Here by amorphous association schemes we mean commutative, not necessarily symmetric, association schemes that are amorphous, extending the notion of amorphousness to non-symmetric schemes. The result contains a new family of amorphous association schemes, which are closely related to the distance-regular digraphs constructed by Liebler and Mena [11] .
In [8] , we dealt with association schemes the first eigenmatrices of which have a principal part of an elemenary abelian 2-group type, and we showed that they must be amorphous. In this paper, our association schemes over the Galois rings of characteristic 4 are of class 2 m + 1 for some positive integer m, and their first eigenmatrices have a • Dedicated to Professor Tosiro Tsuzuku on the occasion of his 60th birthday. 513 0195-6698/91/060513 + 14 $02.00/0 submatrix of size 2 m which is of elementary abelian 2-group type, yet they are not necessarily amorphous.
This paper is organized as follows. In Section 2 we extend the notion of amorphousness to commutative, not necessarily symmetric, association schemes. Then we determine the first eigenmatrices of amorphous association schemes, using only the properties of Latin square type or negative Latin square type. As a corollary, we show the converse of A. V. Ivanov's theorem that association schemes from Lg!" .. gd(n) or NLg, ... gin) are amorphous. Throughout the section, the Bannai-Muzichuk criterion for fusion schemes plays a key role. In Section 3 we first collect character-theoretical results of the Galois rings of characteristic 4. Then, on the assumption we explained previously, we determine the first eigenmatrices of association schemes over the Galois rings. Next we compare them with those of amorphous association schemes obtained in Section 2 to complete the classification. The Gauss and Jacobi sums over the Galois rings are the main tools in the proof. Finally we discuss the relation to the distance-regular digraphs constructed by Liebler and Mena [11] .
The general references are [2] for association schemes and [12] for Galois rings. In this paper all association schemes are assumed to be commutative.
AMORPHOUS ASSOCIATION SCHEMES
Let x = (X, {R;}O",;",d) be a commutative association scheme. A partition Ao, AI, ... , A" of the index set {O, 1, ... ,d} of the association relations is said to be
becomes an association scheme, it is called a fusion scheme of x. x is defined to be amorphous if every admissible partition gives rise to a fusion scheme.
Suppose that x is amorphous and symmetric. Then the graph 1; = (X, R i ), the edge set of which is R i , is strongly regular for each i (i * 0). Moreover, by A. V. Ivanov's theorem [10] , if the class d is greater than 2, it holds that either 1; is of Latin square type for each i (i * 0) or r; is of negative Latin square type for each i (i * 0); namely, IXI = n 2 (a square), and either (i) k i = g;(n -1), A; = (gil)(g; -2) + n -2, or (ii) k; = g;(n + 1), A; = (g; + l)(g; + 2)n -2, Il; = g;(g; + 1), where k;, A;, Il; are the usual parameters of the strongly regular graph 1; (see [13] for strongly regular graphs of Latin square type or of negative Latin square type). Let Lg, ... gin) (resp. NLg" "gin» be the collection of symmetric association schemes (X, {R;}O",;",d) for which each r;=(X, R;) (i*O) is a strongly regular graph of Latin square type (resp. negative Latin square type) with parameters IXI = n 2 , k; = g;(n -1), A; = (g;l)(g; -2) + n -2, Il; = g;(g; -1) (resp. k; = g;(n + 1), A; = (gl + l)(g; + 2)n -2, Il; = g;(g; + 1». With this notation, A. V. Ivanov's theorem claims that symmetric amorphous association schemes of class d (d;;a. 3) belong to Lg""gin) or NLg""gin) for some gl, ... ,gd and n. We want to show the converse of this theorem by determining the first eigenmatrices of association schemes that belong to Lg""gin) or NLg, ... gin).
Let us recall the definition of the first eigenmatrix P = (pii» of a commutative association scheme x = (X, {R; }O",;",d)' Let A; and E; (0 ~ i ~ d) be the adjacency matrices and the primitive idempotents of X. Then the (i , j) entry pj(i) of P is given by
The number p/i) is characterized by the relation AjE; = pj(i)E;. We have Po(i) = 1 and pj(O) = kj' the j th valency, for all i, j (see [2] ). Throughout this section, the Bannai-Muzichuk criterion for fusion schemes will be used repeatedly (see [1] , [14] ):
BANNAI-MuZICHUK CRITERION. Let x = (X, {R;}O .. ; .. d) be a commutative association scheme. Let {Ii;}o .. ; .. e be an admissible partition of the index set {O, 1, . . . , d} . Then {A;}o"";""e gives rise to a fusion scheme (X, {R,. do .. ; .. e) iff there exists a partition {L1;}O",;"'e of {O, 1, ... ,d} with L10 = {O} such that each (L1;, Aj) block of the first eigenmatrix P has a constant row sum. Moreover, the constant row sum of the (L1;, Aj) block is the (i, j) entry of the first eigenmatrix of the fusion scheme. THEOREM 1. Let x = (X, {Ri}o""i"'d) be an association scheme belonging to Lg) ... g in) (resp. NLg) ... gin». Let P = (pj(i» be the first eigenmatrix of x. Then, with suitable rearrangement of rows, the (i, j)-entry of P (j"* 0) is given by
PROOF. We prove the theorem for L gr . . g in). The same proof is valid for NLg) ... gin) by changing n , gj to -n, -gj.
A strongly regular graph of Latin square type with parameters v = n 2 , k = g(n -1),
has eigenvalues k, n -g, -g with multiplicities 1, k, vk -1, respectively. Hence the j th adjacency matrix Aj of x has eigenvalues kj' ngj' -gj and they appear in the j th column of P. Since Pj(O) = kj' the rest of the j th column consists of ngj' -gj' both actually appearing.
Since 1 + kl + ... + kd = n 2 , we obtain gl + gl + . . . + gd = n + 1.
(1)
The sum of the i th row (i"* 0) is 0; i.e. 1 + Pl(i) + . .. + Pd(i) = 0, where pj(i) is either ngj or -gj. By (1) , pj(i) = ngj occurs for only one j in the i th row sum. Therefore the i th row of P is 1, -gl , . .. , -gj-l, ngj' -gj+l> ... , -gd for some j depending on i. Since ngj must appear in the j th column for each j (j"* 0), we complete the proof of the theorem. 0 COROLLARY 2. Let x be an association scheme belonging to Lg) ... gin) or NLg) ... gin). Then x is amorphous.
PROOF. Apply the Bannai-Muzichuk criterion with L1i = Ii; to P in Theorem 1. 0 Let Ai, Ei (0 ~ i ~ d) be the adjacency matrices and the primitive idempotents of a symmetric amorphous association scheme (X, {R;}O"';"'d) (d;3 3). With suitable rearrangement of Ei (1 ~ i ~ d), the adjacency algebra of the strongly regular graph
Since r; is of (negative) Latin square type, the eigenvalue ±(ng;) has multiplicity k j • So rank Ej = k;, i.e. mj = kj • COROLLARY 3. For symmetric amorphous association schemes of class d ?! 3, the first and second eigenmatrices coincide.
PROOF. Let P = (pj(i» and Q = (qj(i» be the first and second eigenmatrices. Then, by [2, Theorem 3.5],
Use Theorem 1 and m; = k; to check qli) = pj(i). o Next we want to describe the first eigenmatrix of non-symmetric amorphous association schemes. Given a commutative association scheme x = (X, {R;}O, , ;;;, , ;;d), we rearrange the index set {I, 2, .. . ,d} such that the non-symmetric part is with if = i (r + 1",;;; i",;;; r + s). Assume that x is amorphous. Then the symmetrization x sym = (X, {R o } U {R; U RT}I, , ;;;, , ;;r U {R;}r+l,,;;;,,;;r+s) is also amorphous and it belongs to Lg, ... g,jn) or NLg, ... g,+,(n), provided that r + s ?! 3. Accordingly, we say that x belongs to Lg, ... g, ;g,+, ... g,+,(n) or NLg, ... g, ;g'+" "g,+,(n). 
PROOF. We prove the theorem only for Lg, ... g,;g,+, ... g,+,(n). Change g;, n to -g;, -n for NLg, ... g, ;g,+I ... gH,(n).
First we treat the minimal case r = 1, s = 2. Let Ao, AI ' A 2 , A 3 , A4 = Ai be the adjacency matrices and Eo, E l , E 2 , E 3 , E4 the primitive idempotents. Consider the symmetrization x sym . It has the adjacency matrices Ao=A o , Al =Al +A 4 , A 2 =A 2 , A3 = A 3 . We may assume that it has the primitive idempotents Eo = Eo, E J = El + E 4 ,
is a 4-dimensional sub-algebra of (Ao, All A 2 , A 3 , A4)' Then we have E4 = Ef. Let E;" E;2' E;3 be the reordering of E l , E 2 , E3 for which the first eigenmatrix of x sym is in the standard form of Theorem 1. We want to show that i l = 1. Let us fuse R2 = R2 and R3 = R3 of x sym . Then by (2) we obtain (Ao, AI, A2 + A 3) = (Eo, E;" Ei2 + E;). Now let us fuse R2 and R3 of 1. The fusion scheme is non-symmetric and the adjacency algebra is a 4-dimensional sub-algebra of (Ao, A), A 2 , A 3 , A4) = (Eo, E I , E z , E 3 , E4). Hence it must be
Then we fuse R) and Ri to symmetrize the above. The result is
i.e. So i l = 1. We may assume that i z = 2 and i3 = 3 without loss of generality.
The symmetrization l'ym has the first eigenmatrix
-gz n -g3 with k; = g;(n -1). Since £1 = EI + E4 with E4 = Ei = EI and AI = AI + A4 with A4=Ai. A) =AI we obtain, by the latter half of the Bannai-Muzichuk critierion, that 1 has the first eigenmatrix
with ()+{J=n-gl, k l =2k}, kz=kz , k3=k3.
Since rank £1 = k} by Corollary 3, we have ml = rank EI = k l • The orthogonality relation [2, Theorem 3.5] gives
Subtracting the second from the first, we obtain -«() -{J)Z = n 2
Next we treat the general case. Let A o , AI, Ai. ... ,A" A;, A,+I, ... ,A r + s be the adjacency matrices of 1. Then the symmetrization l'ym has the adjacency matrices
Ao=Ao, AI =A) +A I , ... , A, =A, +A r , Ar+1 =A,+I,··., A,+s =Ar+s. Let us arrange the primitive idempotents £; (0 ~ i ~ r + s) of l'ym such that the first eigenmatrix of l sym is in the standard form of Theorem 1.
If j E S, then the formula for Pj(i) is immediate from Theorem 1 applied to a: sym .
Suppose that j EN. We may assume that j = 1 without loss of generality. Consider an arbitrary fusion scheme 10 of a: which has R o , R I , Ri and two other symmetric association relations. This is possible since r + s ~ 3. By (2), £1 is a primitive idempotent of 1ir. By the previous result of the minimal case, £} .splits into two in
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where 0 is given by (3) . This implies that gt(n -1) £.
The intersection numbers of an amorphous association scheme belonging to Lg, ... g,;g,+, ... g, +s(n) can be computed from the data obtained in Theorem 4. These are tabulated in the following formulas, in which we make the assumption that {i, i'}, {j, j'}, {I, I'} are disjoint.
. {gj(gj -1)
Since P:; ~ 0, the existence of an association scheme belonging to Lgt ... g,;g,+J" .. g,+s implies gT ~ 2n. The equality is achieved iff the graph (X, R i ) is a distance-regular digraph of girth 4.
By changing gi' n to -gi' -n, one obtains the intersection numbers of an amorphous association scheme belonging to NLgJ" .. g,;g,+t ... g,+Jn). COROLLARY 5. If there exists a non-symmetric amorphous association scheme belonging to Lgt ... g,;g'+J" .. g,+s(n) or NLgt ... g,;g'+J" .. g,+s(n) with r + s ~ 3, then n is even. in the adjacency algebra of x with row sum n(n -1)/2 (resp. n(n + 1)/2). Then A becomes the incidence matrix of an 2-(n2, n(n -1)/2, n(n -2)/4)-design (resp. 2-(n 2 , n(n + 1)/2, n(n + 2)/4)-design) and 2A -I is a regular Hadamard matrix of order n 2 ,
where I is the all one matrix.
PROOF. We prove the corollary only for Lgt ... g,;g,+C.g'H(n). Change gi' n to -gi' -n for NL gt ... g,; gM .. g,+Jn). Let Aj (0 ~ j:~ 2r + s) and Ei (0 ~ i ~ 2r + s) be the adjacency matrices and the primitive idempotents of x, numbered in such a way that the formula for pj(i) in Theorem 4 holds. Then A = EjeAAj for some subset A of {O, 1, ... ,2r + s}. We may assume that n > 2, since the assertion is obvious for the case n = 2. Since kj = gj(n -1) == 0 mod n -1 (j =1= 0) and E jEA kj = n(n -1)/2 == 0 mod n -1, it follows that 0 ft A, and one easily obtains Let F = GF (2) be the prime field of characteristic 2 and K = GF(2 S ) be an extension of degree s. We identify K with F[x]/(q?(x)), where q?(x) is a primitive polynomial of degree s over F, i.e. q?(x) is a monic irreducible polynomial of degree s over F such that x has order 2 s -1 in F[x]/(q?(x)).
Let d = Z/4Z. Since d is a Henselian ring, there exists a monic polynomial <P(x) (<P(x) ) is called a Galois ring (see [12] where SKIF is the trace from K to F. Hence the multiplicative characters of :fl that vanish on fl are given by
For a multiplicative character X and an additive character A{3, the sum G(A{3 , X) = 2: x(a)A{3(a) 
For multiplicative characters X/ and Xm (/, m E K), the sum J(X/, Xm) = 2: x/(a) Xm(1-a) is called the Jacobi sum. By 
Let us set (9) We call TJa the Gaussian period. By [16, p . 175] , the sum of A{3(a) over a E ~ -{O} is In the terminology of [8] , Po is of K/H-type.
Let us introduce a non-degenerate symmetric bilinear form on Kover F by (a, b) = SK,plb. (12) For a subgroup H of K, HJ. denotes the orthogonal complement of H, i.e.
Notice that the characters of K / H are given by 1/JI (I E H J. Secondly, we notice that (1) J., the orthogonal complement of the subspace spanned by 1, is the set of isotropic elements in K, since (I, I) = S K,F I 2 = SK,FI = (1, I). Since ( 1) J. ;2 H J. is equivalent to (1) s; H, H contains 1 iff each element of H J. is isotropic.
For a subgroup H of K, let IH be the association scheme over the Galois ring ~ with association relations given by (8) . Then IH is symmetric and amorphous iff H J. is a totally isotropic subspace of K. for I E H l., the third case actually occurring. Let us set
PROOF. By
otherwise.
(20)
Then (21) is equivalent to e(l) = 1Mao). Thus I-H is amorphous iff e is a character of Hl. and Hl. contains a non-isotropic element. Note that e(/) = ±1 for any IE Hl.. Indeed, by (5) and (19), 
where U is a totally isotropic subspace of dimension t -1 and II is a non-isotropic element in U1.. In this case, IH belongs to L2'-" "2'-'·l(2').
~.
2'
The subgroup H in (23) for s = 2t -1 affords the distance-regular digraph of Liebler and Mena [l1J (see also [15] Moreover, ~'== a mod r;; and a 2 ' E .0/" U {O}.
PROOF. Straighforward (see [15] ). 
