In a scientific scenario we can notice the predominance of explicit knowledge being manipulated and distributed, which makes recommender systems very useful in this environment. But along with a knowledge management approach this kind of system can support the organization in better identifying competences, help engage users in a continuous and dynamic knowledge exchange, and customize knowledge dissemination as much as possible. MISIR is a collaborative recommender system, developed to help to the process of knowledge exchange. In this work we detail a collaborative recommender system which is used in a Scientific Knowledge Management Environment; we show how this approach can be aimed at a KM process and how this approach can deal with other kinds of knowledge used in research centers and universities.
INTRODUCTION
Observing the considerable and increasing amount of digital information available it becomes more and more difficult to discern which the most relevant information is. Unfortunately we do not have enough time to read, interpret and assimilate all data about a subject of our interest. We can try to optimize the work with the use of Recommendation Systems.
A Recommendation System is the evolution of Information Filtering. However, while the focus of Information Filtering approach is on the removal of non-relevant results from a search, Recommendation Systems try to show the most relevant results to the user. We usually make choices based on recommendations from other people who have a similar profile to ours to choose movies, books, etc.
People who dominate a subject can determine whether a document is interesting or not just by quickly browsing through it. However, they can not externalize the rules on which they base their evaluation of a material because this decision relies mainly on tacit knowledge and on the evaluator's personal competences. This kind of solution is especially useful to Knowledge Management whose main challenge is to identify and to enable the right knowledge (tacit and explicit) at the appropriate time.
The proposal of this work is the creation of a Recommendation System which was incorporated into a Scientific Knowledge Management environment, allowing researchers and students to receive, in an optimized way, explicit and useful knowledge for their research process. This recommendations are focused to improve the learning process, reducing the amount of documments read, without reduce the quality of the study. The MISIR approach was implemented into GCC, an environment for KM in scientific research, used by teachers and students. Apart from selectively disseminating explicit knowledge, this proposal also helps in identifying tacit knowledge and competences of the institution.
To describe this work, a small revision of Recommendation Systems (section 2) will be made at first, showing different approaches, as well as advantages and disadvantages of each one. Next, the application scenario for this solution will be shown (section 3), as well as the approach itself (section 4). For a better understanding a small case study will be provided (section 5). Finally we will mention future paths for works and the reach the conclusion of this work (section 6).
RECOMMENDATION SYSTEMS
These systems are especially useful when the universe of choices is big and unknown, when the user does not have enough knowledge or expertise to decide, or when there is a record of similar behaviour from other people. There are two approaches to Recommendation Systems (Balabanovic and Shoham, 1997:66-72) : the content-based approach (section 2.1) and collaborative approach (section 2.2). It is important to remember that there are hybrid approaches to making a recommendation, which combine the two approaches.
Content-Based Approach
The premise, in which the content-based approach relies on, is that the user would like to see similar documents from others, which have already been seen and well evaluated previously. In this approach the similarity is calculated among evaluated documents and others which have not yet been evaluated by the user. If the similarity among the evaluated and non-evaluated documents is big, and the evaluated document had obtained a good grade, the non-evaluated document is recommended.
One of the main problems related to this approach is to maintain the recommendation for the subjects that have been specifically evaluated by the user. A document on a new subject would never be recommended because it would not be similar to any of other documents which were positively evaluated by the user (Balabanovic and Shoham, 1997:66-72) .
Furthermore, the concept of similarity among documents is the same of quality similarity. So, a document which was recommended by this approach may not necessarily have quality comparable to the document with which it was compared in the recommendation. This means that two documents can be similar, however with very different quality between them. One last factor to bear in mind is that there still are no efficient methods to compare objects such as video and audio (Shardanad and Maes, 1995:210-127 ) because content analysis is made especially by mining techniques.
Collaborative Approach
In the collaborative approach the system seeks similarities among the users in order to recommend a wellevaluated document for a similar user. The approach follows the principle that users are seeking a document which has already been evaluated positively by other users similar to him/her (Resnick et al, 1994:175-186) . This kind of evaluation type is supposedly more efficient because people evaluate documents in a more proficient way than computational systems, due their previous experiences, expertise, and understanding of the area, quick association with correlated works and comparison with work of the same area.
Systems relying exclusively on content-based filtering recommend only items closely related to those the user has previously rated, while collaborative-only solutions suffer from a cold-start problem, needing a large number of users have rated items in its databases (Salter and Antonopoulos, 2006:35-41) .
In the collaborative approach it is possible to solve the problem found in the recommendation made via a content-based approach where the user only receives documents of similar contents making the access to new subjects and the possible analysis of existent subjects more difficult.
APPLICATION SCENARIO
With the intention of aiding Knowledge Management in research centers and universities the GCC was created (Oliveira et al, 2005) . There are several kinds of explicit scientific knowledge, but mainly scientific knowledge is disseminated in the shape of documents, as publications, theses and technical reports. Faced with this scenario, a recommendation module was incorporated to GCC.
In the initial page of the system the user is notified about the documents which have not yet been evaluated by him/her but that can be of his/her interest as shown in Figure 1 . The user can upload and evaluate a document in his/her community but he/she can navigate to existing communities to access available documents and to evaluate them at any time, as shown in Figure 2 . 
MISIR APPROACH
The MISIR approach aims at facilitating access to a variety of documents for GCC users. To do so the documents must support users' evaluations. With users' evaluations it is possible to predict grades which were not given by other users. When a document has a previewed grade to a user and this grade is above a set minimum limit value, this document will be recommended to the user. We can divide the MISIR Approach in two stages: a prediction stage and recommendation stage. In the prediction stage, the algorithm seeks documents that the user has not evaluated and, based on each grade given by the other users and it calculates a grade for each non-evaluated document found. In the recommendation stage documents whose predicted grades were higher than a stipulated limit are selected.
In the first stage the similarity among users is calculated taking into account the "users x documents" matrix. Each line of the matrix contains a series of grades which are the U i user's evaluations for document D j . If user U i has not evaluated a certain document D j all the users that evaluated document D j are selected. Then, similarities are calculated between each one of the selected users and U i . After that the prediction grade is calculated starting from each user's evaluation and his/her respective similarity.
In the following stage, all predicted grades are verified and, if the prediction grade is higher than the reference value, the document will be chosen for recommendation to the user.
By analyzing the comparisons for approaches, models and kinds of algorithms which can be developed, related to the reality in which GCC is found, we decided to invest in the collaborative approach, using the model in memory and the Pearson's algorithm's Correlation (Breese et al, 1998:43-52) .
This choice proves ideal for our case because the GCC does not simply recommend documents, eliminating the content-based approach. The recommendation based on memory was chosen because it is more effective than the recommendation based on the model, as we can see in tests done by (Breese et al, 1998:43-52) , and of easy implementation. In this section we will describe, in general terms, the Pearson's algorithm's Correlation. Initially, for the calculation of grade prediction (Breese et al, 1998 :43-52), we used Equation 1.
Where P a , j is the prediction grade of user a for item j;
(
. (2) a is the user who wishes to make the prediction; j is the document upon which we wish to calculate the evaluation; w(a, i) is the correlation between user a and user i; m i is the arithmetical mean of user i's evaluations; n i,j is the grade which was given to document j by user i;
Calculation of the arithmetical mean of a user's grades is given by Equation 2.
Where m i is the arithmetical mean which we wish to calculate; j is a document which was already evaluated by the user; N i is the number of documents evaluated by user i; n i,j is the grade which was given to document j by user i;
For the Pearson Method, the value of w(a, i) is calculated based on the users' correlation. The correlation between user a and user i is calculated by Equation 3, where j is a document which was evaluated by both users.
The Pearson coefficient w(a,i) obtains values in the [-1, +1] interval. The closer it is to -1, the less related the users are. On the other hand, the closer it is to +1, the more similar they are.
The Workings of Recommendation
We will follow an example of operation of the Pearson's algorithm and give step-by-step example as to how the Recommendation System works.
The matrix shown in Table 1 contains users' grades for documents (those grades vary from 1 to 5). We will carry out grade prediction for Document 3 by User 4.
In the first step, we calculated the averages for users' grades without taking into account the predictions of grades done already or documents which were not evaluated. The result of this example is in Table 2 . We needed to calculate w(User 4, User 1), w(User 4, User 3) and w(User 4, User 5) below. Notice that it is not necessary to calculate w(User 4, User 2) because User 2 did not evaluate the document. Another detail is that we did not need to calculate w(User 4, User 4) because it is easy to conclude that w(User 4, User 4) = 1 because an user is always 100% similar to him/herself. ≅ − ≅ − + = P Documents are recommended according to a criterion of precision. The higher the threshold, the higher the efficiency of the recommendation will be; however, a smaller number of documents will be recommended. Concluding the example recommendation, we have Table 3 as a result. Should our chosen threshold be 4 then document 2 will be recommended to User 1. In spite of having recommended only 1 document, we should emphasize that this document represents 25% of the documents available for recommendation.
CASE STUDY
With the intention of demonstrating the efficiency of the recommendation, a small evaluation of the system will be described. The evaluation consists of comparing grades that the users had evaluated and their respective recommendations that would be made by the system. Comparing these two grades we can prove the efficiency of the recommendation. Thus, 10 books were chosen from the degree course in Computer Science. Five graduation students from the Computer Science course at UFRJ took part in the evaluations. These students used the GCC to evaluate the books. Thus, 50 evaluations of the users were obtained.
The evaluation can be divided into three steps. The first step consists of randomly erasing part of the evaluations. In the second step the algorithm is executed and does the prediction for the erased grades. In the third and final step, the precision of the algorithm through metrics defined in (O'Connor and Herlocker, 1999 ) is calculated.
The identification codes and the title of books are listed in Table 4 . The 50 evaluations are represented in Table 5 . For the sake of simplification the document's code will be used as its identification in the following tables of this study.
In the first step of the study, we randomly erased 20% of the books evaluations. Notice that they could be different percentages. The erased grades are marked in Table 5 . The erased grades were predicted. In this step, during the execution of the prediction algorithm, three matrices were generated: matrix of arithmetical mean for the user's evaluations, matrix of correlation between the users and matrix of prediction.
The first matrix calculated in the algorithm is the arithmetical mean of the user's evaluations, generated for the program and illustrated in Table 6 . The second generated matrix contains the correlations between the users, as shown in Table 7 . The correlation between the users is calculated on the basis of the documents that both had evaluated. The matrix of correlation between the users is symmetrical. Correlations get values between [-1, +1] . The closer the correlation is to +1, the more similar the users are in the way of evaluating, i. e., they like or dislike the same documents. The closer the correlation is to -1, the more dissimilar the users are in the way of evaluating.
The third matrix calculated in the algorithm is equivalent to the prediction of the erased grades. The results are illustrated in Table 8 . The prediction having been concluded, we are going to measure the precision of the prediction algorithm. Initially, it is necessary to get the error for each prediction, comparing the grades calculated by the algorithm (prediction's grade) with the user's evaluation (real grade).
In (O'Connor and Herlocker, 1999 ) the author proposed to evaluate the collaborative filtering algorithms on the basis of Mean Absolute Error (MAE), shown in Equation 4. The closer the MAE is to 0, the more precise the algorithm is.
In the same way, we define the Mean Percentage Error (MPE), as in Equation 5.
N E MAE
where: i corresponds to a prediction; Ei is the error of each prediction; pEi is the percentage error of each prediction; N is the number of predictions carried out;
Indexes MAE and MPE were calculated using the data collected in this study. Predictions' values are listed in Table 9 . And, as expected, it was found that the Mean Absolute Error value is close to zero, as demonstrated in (Breese et al, 1998:43-52 ). Finally, in possession of the predictions, the recommendation system rounds the predicted grade to the next integer and verifies if it reached the threshold that we stipulate as being grade 4 (in a 1 to 5 scale). Thus, the MISiR selects the documents to be recommended for each user, as demonstrated in Table 10 of our example, where 40% of the predictions were converted into recommendations.
We can see that the system makes many recommendations and these recommendations are precise (as it can be found by comparing Tables 5 and 8 ). It indicates that it is possible to have a good idea of the user's taste only by comparing his/her evaluations with other users' evaluations.
The pure MAE index value can lose some of its meaning since we are not making comparisons of efficiency between recommendation systems. However, its percentage error, Mean Percentage Error (MPE) is of 16.9%. This means that the predicted grades have, on average, 16.9% error.
Another thing that can be seen is that, in their majority, the biggest errors occur with grades 1 and 5. This happens because these limits behave in an asymptotic way in relation to the recommendation. Then, even if these errors are physically bigger on average, they are less representative because they had to be even bigger to interfere in the recommendation of a single document. 
CONCLUSION AND FUTURE WORKS
This work presented an environment of recommendation applied in a Scientific Knowledge Management scenario. As seen in the previous section, this environment assists in several stages of the KM process also being a useful tool in the identification of each person's competences in a research centre or university.
Although it has advantages, this approach does not deal with problems such as the insertion of new documents in the database, which will be recommended only later, after some users have evaluated it. A tougher issue to correct is the treatment given to users who have interests that not fit in groups. This particular kind of user won't have similar users which the MISIR can rely on to make the predictions.
The biggest advantage of the chosen approach is its extensibility. The described algorithm can be used to recommend any types of explicit knowledge and widely used in the scientific scenario, such as links, audio, video, processes, mental maps, models, practices, amongst others.
As future work we can mention the enlargement of the proposal aimed at the work with these kinds of explicit knowledge. We have planned an usability study, with real users, to verify if the recommendation is really used by the students. Also, we will extend this proposal to a hybrid proposal, taking into consideration the user's experience and expertise in order to ponder the evaluation provided. For this we will use this approach -which has already been developed in the GCC environment as GCC tools -to identify specialists and measure individual knowledge.
