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Abstract
The distinctive prismatic geometry of semiconductor core-shell nanowires leads to complex lo-
calization patterns of carriers. Here, we describe the formation of optically active in-gap excitonic
states induced by the interplay between localization of carriers in the corners and their mutual
Coulomb interaction. To compute the energy spectra and configurations of excitons created in
the conductive shell, we use a multi-electron numerical approach based on the exact solution of
the multi-particle Hamiltonian for electrons in the valence and conduction bands, which includes
the Coulomb interaction in a nonperturbative manner. We expose the formation of well separated
quasidegenerate levels, and focus on the implications of the electron localization in the corners or
on the sides of triangular, square and hexagonal cross sections. We obtain excitonic in-gap states
associated with symmetrically distributed electrons in the spin singlet configuration. They acquire
large contributions due to Coulomb interaction, and thus are shifted to much higher energies than
other states corresponding to the conduction electron and the vacancy localized in the same corner.
We compare the results of the multi-electron method with those of an electron-hole model and we
show that the latter does not reproduce the singlet excitonic states. We also obtain the exciton
lifetime and explain selection rules which govern the recombination process.
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I. INTRODUCTION
The possibility of combining two different materials into one nanostructure allowed for on
demand growth of systems with a huge variety of physical properties, some of which control-
lable to a high extent. An example of such structures are core-shell nanowires. They consist
of a core, a wire itself, which is surrounded by a layer (shell) of a different material. The
crystallographic structure usually imposes polygonal cross sections, most commonly hexago-
nal [1–3]. Still, other prismatic geometries, like square [4], triangular [5–10], or dodecagonal
[11], have also been obtained more and more frequently.
In a thin polygonal ring, i.e., in the shell of a short core-shell wire, with p sides and
with sufficiently small asymmetries, the low-energy electrons are localized in the corners
while the electrons in the following layer occupy the sides [12–15]. With spin degeneracy
included, and in a single-particle description, each of these layers consists of 2p spin-orbital
states. Here we consider a polygonal ring with finite radial thickness, i.e., the thickness of
the shell. An interesting aspect is that the energy separation between corner and side states
increases with decreasing the shell thickness and/or the number of vertices whereas, at the
same time, the energy dispersion of the corner and side states reduces. In particular, for
triangular rings, the energy gap between corner and side states can become much larger than
the room-temperature energy, while the corner states become nearly degenerate [16–19].
Consequently, in a core-shell nanowire with a thin prismatic shell the low-energy electrons
form energy bands with respect to the longitudinal wavevector k, with localized transverse
modes either along the prism edges or on the prism sides. Hence, such a structure can in
fact host a bunch of parallel wires robust to many perturbations. In particular, prismatic
core-shell nanowire can be interesting for obtaining multiple Majorana states at each of the
two ends if the polygonal geometry is not damaged by external elements like gates, contacts,
etc. [20].
The research on core-shell nanowires was triggered by the possibility they show for the
optimization of solar cells [21–26] and antennas [27–29]. Other interesting applications
are lasers [30–33] and light emitting diodes [6, 34, 35]. Although the optical properties of
nanowires with polygonal cross sections have been widely investigated experimentally [36–
44], and theoretically [45–47], the attention has been mostly focused on hexagonal structures.
Still, triangular core-multishell wires have also shown unique properties, such as a broad
range of emitted radiation observed even at room temperature [48] and tunable to a high
extent [6] which makes them perfect candidates for building blocks of multicolor light sources.
Due to the emission in the infrared range [8, 10, 49] they also show promise for optical
communication. Moreover, core-shell triangular p-n and p-i-n junctions show clear diode
characteristics and their light absorption may be controlled through the variation of indium
mole fraction in the intrinsic region [9].
In recent theoretical works some of us calculated optical absorption spectra of low-energy
electrons confined in polygonal rings, considering independent electrons, and evaluating the
implications of the polygon geometry on the transitions between corner and/or side states
[18, 19]. For electrons with mutual Coulomb interactions, and for appropriate material
parameters, we showed the possibility of obtaining multi-electron states within the gap
between corner and corner-side states [50]. These in-gap states are associated with pairs of
electrons in a spin singlet configuration occupying the same corner area. The small energy
dispersion of the corner states, spin selection rules, and the presence of the in-gap states
allow for contactless control of the absorption by external electric or magnetic fields.
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In the present paper we study excitons confined in the shell of a prismatic nanowire, i.e.,
subjected to the tubular prismatic geometry which leads to the unique localization in the
corners or on the sides of the cross sections. In principle, the confinement of the electrons and
holes in the shell depends on the band alignment and on the effective potential at the interface
with the core. Still, the band alignment may be controlled during the growth process
through the appropriate combination of materials used, core diameter and side thickness.
[47, 51, 52] This allows for fabrication of core-shell wires in which electrons are accumulated
only in the outer part [1] and form a conductive shell. Moreover, hollow nanowires, i.e., with
vacuum inside, can be obtained by removing the core part with chemical methods [2, 3].
We focus especially on such hollow systems and on the effects resulting from their polygonal
cross sections. We treat the Coulomb interaction with a multi-electron method [50] with
the inclusion of both valence and conduction bands. We consider electronic states with
zero wavevector k. In particular, we show that for sufficiently narrow shells the excitonic
energy spectrum consists of nearly degenerate levels corresponding to particular electron
distributions. The two largest splittings within the spectrum result from the difference
of Coulomb repulsion caused by the rearrangement of electrons between the corner areas
and from the gap separating single-particle corner and side states in the conduction band.
The latter one also splits excitonic states corresponding to the configurations when the
excited electron is situated either in the corner or on the side of the polygon. In between
these levels we obtain in-gap excitons, i.e., states associated with the conduction electron
and the vacancy localized on the same corner which, due to the spin singlet configuration
and then strong Coulomb repulsion, are shifted to much higher energies than the other
states corresponding to equal particle distributions. Our main model includes only electrons
within a configuration-interaction scheme with the Coulomb interaction treated by numerical
diagonalization. For comparison, we also consider an effective electron-hole model, and show
that this approach does not reproduce the in-gap excitons.
II. THE MODEL
We consider the transverse states of electrons confined in the shell of a core-shell nanowire.
These are the states of a polygonal ring with a lateral thickness in the (x, y) plane given
by the width of the shell and with a short height in the growth direction, z, such that all
electrons are in the lowest vertical (or longitudinal) mode. These are also the relevant states
for the excitons created in an infinitely long nanowire at wavevector k = 0 in a material
with direct band gap.
The single-particle Hamiltonian consists of two elements, H = Hv +Hc, describing elec-
trons in the valence and the conduction band, respectively. Assuming that the zero energy




+ δc,iEb − g∗i µBσzB − eE ·r,
(1)
where the subscript i = {v, c} refers to one of the two bands, m∗v,c and g∗v,c are the effective
masses of the electrons and the g factors in the valence and the conduction band, respectively,
Eb is the (bulk) semiconductor band gap, µB the Bohr magneton, e the electron charge, and
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FIG. 1. Sample model - polygonal constraints applied on a polar grid. For visibility we reduced
the number of site points.
uniform magnetic field (B) in the longitudinal z direction. We also consider a uniform electric
field in the plane (x, y), making an angle ϕ with the x axis, E = E[cos(ϕ), sin(ϕ), 0], in order
to break the geometric symmetry of the polygons and show the electron arrangements within
samples.
The single-particle eigenvalues and eigenstates are obtained with a discretization method
based on a polar grid. To construct the model of a polygonal ring we first define a circular
disk [53] on which we superimpose polygonal constraints and further reduce the grid to the
sites situated between the boundaries, Fig. 1. In the position representation the Hilbert
space associated with the polar grid is spanned by vectors |q〉 ≡ |kjσ〉, where the two
first integer numbers represent the discretized radial (rk) and angular (φj) coordinates,
respectively, and σ = ±1 stands for the spin projection in the growth (z) direction. The
numerical diagonalization of the Hamiltonian (1) allows us to obtain, separately for each
band i, the single-particle eigenvalues Ei,a (a = 1, 2, 3, ...) and eigenvectors |Ψi,a〉.

















where Ea ≡ Eia are the single-particle eigenvalues, a†a and aa are the electronic creation and
annihilation operators acting on particles in the single-particle eigenstate |Ψa〉 ≡ |Ψi,a〉 and
Vabcd are the Coulomb integrals.
In the electron-hole approach the (single) exciton Hamiltonian is given by




where He is the electronic Hamiltonian which refers to an electron in the conduction band.
This is the Hamiltonian (1) for i = c, He = Hc. The second element describes a hole in the
valence band and is also derived from the formula (1) but this time the effective mass m∗i is
replaced by −m∗v, Hh = Hv(m∗i = −m∗v). The single-particle eigenvalue problems,
He|Ψe〉 = Ee|Ψe〉, (4a)
Hh|Ψh〉 = Eh|Ψh〉, (4b)
are solved with the discretization method. The third element, V , stands for the attractive
interaction between the electron and the hole.
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(d) Corner states. (e) Side states.
FIG. 2. (a) Single-particle energy levels close to the band edges for a triangular shell. The
separation between the lowest conduction and highest valence levels (Eg = 561 meV) is considerably
increased with respect to the bulk value (Eb = 354 meV) due to the confinement. (b) and (c)
zoomed valence and conduction levels. The arrows indicate the splittings between corner and side
spin-orbital states in the two bands (∆v = 2.7 meV and ∆c = 47 meV). Insets to both figures
show the degeneracy of corner spin-orbital states in each band. (d) and (e) electron localizations
of the single-particle states used to construct the multi-electron Hamiltonian [green circles in Figs.
(a-c)]. The 6 lowest conduction states and 6 highest valence states are of corner type (d), while
the groups of 6 states above and below the ∆c and ∆v, respectively, are localized in the sides (e).
III. RESULTS
Below we present the results obtained for the properties of excitons confined in polygonal
shells achieved with a discretization method where the samples were approximated by a grid
consisting of the number of site points which varies between 8145 and 13380 depending on
the polygon shape. For the studied triangular cross section the side thickness (d) and the
external radius (Rext) equal 8 and 50 nm, respectively. In the case of square and hexagonal
samples we show results obtained for the same parameters and for reduced values of d or d
and Rext. The numerical calculations were performed for InAs material parameters which
are m∗c = 0.023me, m
∗
v = −0.4me, g∗c = g∗v = −15, ε = 15, and Eb = 354 meV. The
values of the g factors are used here as test values. The radial confinement in the core-shell
heterostructure definitely has an influence on these parameters and we are not aware of
accurate data. However, the present results are not significantly sensitive to the g factor
of electrons or holes, since we consider only a weak magnetic field, in order to lift the spin
degeneracy. To test that we also varied g∗v by ±50% and found no significant effect on
the results shown. To construct either the multi-electron interacting Hamiltonian (2) or
the exciton Hamiltonian (3) we truncate the single-particle spectrum to 4p valence and 4p
conduction states, where p is the number of vertices, and solve the eigenvalue problem by
diagonalizing both Hamiltonians (Eqs. 2 and 3) in the bases built of those 8p states. In this
way we include in the model the corner and side states from both bands in order to describe
corner and side localization of electrons or vacancies.
The polygonal geometry of quantum rings (shell’s cross sections) implies unique physical
properties such as specific energy structures and non-uniform particle distributions along
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FIG. 3. (a) and (b) Excitonic energy levels for a symmetric triangular shell. (a) Results for
non-interacting electrons (blue diamonds) and for Coulomb interacting particles achieved with the
electron-hole model (yellow crosses) and with the multi-electron model (red circles). This later
spectrum is divided in six zones, I to VI, see text. (b) Excitonic energy levels in the presence of an
external (static) magnetic field of B = 50 mT (red circles) and the corresponding zth component of
spin (light blue bars). (c) Excitonic energy levels for two symmetric square shells of different side
thickness (d). The shells are restricted externally by the same external radius (Rext = 50 nm). (d)
Excitonic energy levels for two symmetric hexagonal shells. The shells differ in both side thickness
(d) and external radius (Rext). The green and red arrows in Figs. (c) and (d) indicate the relevant
axes.
fourfold degenerate due to spin only or spin and orbital momentum, respectively, Figs. 2(a)-
2(c). The energy spectra are arranged in groups of 2p spin-orbital states, corresponding
to similar electron distributions. In particular, the number of localization peaks formed on
each ring’s side is conserved within each group and differs by one between adjacent sets
of 2p states, Figs. 2(d) and 2(e) [18]. The exception are the lowest group of conduction
band states and the highest valence band states. Both these groups consist of corner-
localized states, i.e., electrons having the corresponding energies occupy the areas between
the sample boundaries and, for sufficiently thin rings, are depleted from the sides, Figs.
2(d). The probability distributions associated with the groups above and below the corner
domain form one maximum in each side, Figs. 2(e). The energy gaps between corner and
side states, ∆v and ∆c, for valence and conduction bands, respectively, are the largest
gaps within each band and in both cases exceed the energy dispersion of corner states by
few orders of magnitude. Due to the large effective mass, the splittings between adjacent
valence levels are much smaller than within the conduction band, and thus ∆v is over one
order of magnitude smaller than ∆c, Figs. 2(b) and 2(c).
We describe the exciton confined in a triangular shell with two methods: a purely elec-
tronic one and an electron-hole method. In the case of the multi-electron approach, the
ground state and the zero energy level correspond to the fully occupied valence band. The
exciton is created when one of the electrons is excited to the conduction band leaving at
the same time a vacancy in the valence band. To describe the top of the valence band
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FIG. 4. Probability distributions associated with the representative excitonic states of a triangular
shell with broken symmetry obtained with the multi-electron method (upper) and the correspond-
ing electron arrangements for each spectral zone indicated in Fig. 3(a). The filled red circles stand
for the valence electrons, the red empty circle represents the vacancy in the valence band, while
the blue circle indicates the position of the conduction electron. Arrows in Fig. (d) stand for the
spin singlet configuration.
we restrict the system to 12 electrons, i.e., we assume that only electrons localized in the
corners or along the whole side length [as in Figs. 2(d) and 2(e)] may be shifted above the
semiconductor band gap (Eb). This means that our ground state is constructed with the
12 highest valence states, i.e., 6 corner and 6 side spin-orbital states. The restriction on
the numbers of single-particle states and electrons is necessary for taking into account the
Coulomb interaction in a reasonable configuration-interaction space.
In the electron-hole model an exciton is defined as a pair consisting of a conduction elec-
tron and a hole in the valence band. Originally, in this model the ground state corresponds
to the exciton of the lowest energy, but to be able to compare results obtained with the two
methods we assumed that, like in the case of the electronic model, the ground state and zero
energy level correspond to the absence of excitons, and thus each excited state is associated
with the existence of an electron-hole pair.
If Coulomb interaction is not taken into consideration then both methods provide the
same results. As can be seen in Fig. 3(a) (blue diamonds) the excitonic states are split
into two nearly dispersionless groups separated approximately by ∆c, i.e., they differ by the
localization of the conduction electron which may occupy corner or side areas. Although the
energy gap ∆v is much smaller than ∆c, the splitting it causes in the middle of the lower
band (between states 37 and 38) is visible. This gap separates the excitonic states into
purely corner ones, which consist of the conduction electron and the hole or vacancy both
localized on corners, and those created by an excitation of the electrons from a side to a
corner area. In the absence of Coulomb interaction the particle distribution does not depend
on the spatial separations, but only on the single-particle energies and their localizations.
This allows for the lowest exciton state to be associated with the electron distribution which
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contains 3 electrons (2 in the valence and 1 in the conduction band) accumulated in the
same corner.
The Coulomb interaction included within the electron-hole model shifts the energy lev-
els to lower energies with respect to the non-interacting case [yellow crosses in Fig. 3(a)].
The largest contribution due to the Coulomb attraction is to excitons composed of nearby
electrons and holes, i.e., when both particles occupy the same corner area. The group of 12
such states is clearly separated from the lower band and pulled to much lower energies. The
following 24 states corresponding to electrons and holes localized in different corners are
only slightly affected by the Coulomb interaction. The effect increases with decreasing spa-
tial separation of the particles, and thus becomes more pronounced for excitons distributed
between corner and side areas (38 ≤ α ≤ 73). Although this model was successfully used
to explain properties of excitons in various nanostructures, it did not allow us to reproduce
all features obtained with the multi-electron approach. Our implementation of the electron-
hole model takes into account only two (distinct) particles, which is not enough to properly
describe arrangements with 3 close by electrons, especially accumulated in one corner area,
and subjected to Pauli’s principle.
The energy levels calculated with the multi-electron (configuration-interaction) method
are shown in Fig. 3(a) with red circles. The probability distributions for symmetric poly-
gons always obey the geometric symmetries. Therefore, in order to identify the number of
electrons occupying particular corners or side areas, we perturb the system symmetry in
such a way that every single-particle state is localized on one corner or mostly on one side.
For the triangular case we use a relatively weak electric field of 0.22 mV/Rext, parallel to
one of the sides, which considerably rearranges the electron localization and only slightly
affects the energy levels, but enough to remove the orbital degeneracies [54]. To also lift the
spin degeneracies we include an external magnetic field but we keep it weak enough not to
change the particle localization.
The lowest group of 9 states [zone I in Fig. 3(a), 2 ≤ α ≤ 10] is associated with almost
symmetric probability distributions even though the single-particle probability distributions
form single peaks on corner and side areas, Fig. 4(a). This, together with a very small
energy dispersion (E10 − E2 = 0.0011 meV), suggests that the conduction electron and the
vacancy are localized on the same corner.
The second quasidegenerate level consists of 24 states [zone II in Fig. 3(a), 11 ≤ α ≤ 34]
spread within an interval of 0.16 meV. The corresponding probability distributions form 3
equal maxima on the sides and 3 peaks of different height in the areas between the internal
and external boundaries, which clearly indicates that there are 3 electrons accumulated in
1 corner area, 2 particles close to the second vertex and 1 electron on the third corner,
Fig. 4(b). Since at most 2 valence electrons may stay so close to each other, the third
particle in the corner must be the electron excited to the conduction band, while the single
valence electron is paired with the vacancy. Due to the few-particle interaction the splitting
between the two lowest groups of states is much larger than the obtained with the electron-
hole model. Another discrepancy between the two models, although related to the previous
one, is in the estimation of the binding energy. In the electron-hole model the exciton binding
energy is defined as the difference between the energies of the non-interacting exciton and
the Coulomb interacting one, both with the lowest energies (i.e. the ’ground’ excitons). For
the 8 nm triangular shell it gives a value of 13 meV, as can be seen in the Fig. 3(a) by
comparing the first blue and yellow points, respectively. For the multi-electron approach
it is more difficult to define the binding energy. It should be defined as the energy needed
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to disassemble the exciton, i.e., move the conduction electron somewhere where no vacancy
exists. In order to do that, we calculated the ground state of the system with the fully
occupied valence band plus one electron in the conduction band, from which we subtracted
the energy of the excitonic state, but also the ’charging energy’ of the valence band. This
’charging energy’ is the energy difference between the fully occupied valence band and the
configuration with one vacancy. With this procedure, the estimated binding energy (for the
studied triangular shell) is 26 meV.
The energy dispersion of the third group of states [zone III in Fig. 3(a), 35 ≤ α ≤ 70]
increases because of side-localized vacancies, Fig. 3(b). As in the case of the splitting between
the 2 lowest quasidegenerate levels, also the energy separation of the second and the third
group of states increases with the number of interacting electrons taken into account.
The 3 states [α = 71, 72, and 73, zone IV in Fig. 3(a)] in the gap separating energies
of excitons consisting of a conduction electron in a corner area or on a side are obtained
only with the multi-electron method. Like the 9 lowest excitonic states, these 3 states are
associated with symmetric probability distributions, Fig. 4(d). To understand why they
gained so much more energy than other states of the same localization type we repeated the
calculations of energy levels in the presence of a weak external magnetic field (B = 50 mT)
[red circles in Fig. 3(b)] which lifts the degeneracies, and thus allows to properly identify
the spin of each state. The ground state (zero energy level, fully occupied valence band)
is non-degenerate and in spin singlet configuration. Although 12 electrons are taken into
consideration, there are only 3 possible values of the zth component of the exciton spin:
−~, 0, and ~, indicated by the light blue bars in Fig. 3(b), which are characteristic for a
pair of ±~/2 spin particles. Such system may be in one of the triplet (|1, 1〉, |1, 0〉, |1,−1〉)
configurations or in a singlet (|0, 0〉) state. Due to the system symmetry and equivalent
electron distributions, each of the 4 spin configurations is repeated within every group of the
same localization type. For example, there are 12 states [2 ≤ α ≤ 10, and 71 ≤ α ≤ 73, zones
I and IV in Fig. 3(a)] associated with the conduction electron and the vacancy both localized
on the same corner. As can be seen in Fig. 3(b), two values of the zth spin component (−~
and ~), are repeated 3 times while the third value (0) occurs 6 times within the group, i.e., the
whole set of 4 spin configurations is reproduced 3 times. The 9 lower states are in the triplet
configurations and form a quasidegenerate level, while the 3 remaining states are moved to
much higher energies. The spin singlet configuration allows the particles to approach so
close to each other that the contribution due to the Coulomb interaction of symmetrically
distributed electrons exceeds even the one corresponding to 3 electrons accumulated in one
corner area [zones II and III in Fig. 3(a), 11 ≤ α ≤ 70]. Two of these excitonic in-gap
states are almost degenerate, Fig. 3(b), while the energy of the third state is substantially
higher. The degeneracy is rigorous in the absence of the external magnetic field, Fig. 3(b),
and it is related to the CW and CCW rotational symmetries of the polygon. As already
mentioned these are the orbital degeneracies of the single-particle states[18] which have also
been obtained for few-electron states in a single (conduction) band [50].
Higher states correspond to excitons consisting of conduction electrons occupying sides
and vacancies localized in corners, Fig. 4(e), or on side areas, Fig. 4(f). The interaction
between larger number of electrons resulted in increased splittings between states associated
with different particle arrangement for lower states (up to the state No. 70). The gap that
originates from ∆c is affected in the opposite way and considerably shrinks with respect
to the non-interacting case and the results achieved with the electron-hole model. If the
3 states in the gap are not taken into consideration, the states approaching the gap from
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lower and higher energies differ by the spatial separation of electrons. In particular, the
lower states correspond to arrangements that include 3 electrons accumulated in a small
corner area, Fig. 4(c), while the higher states correspond to conduction electrons sharing
side areas together with 2 other (valence) electrons, Fig. 4(e), i.e., the set of 3 electrons is
distributed on a much larger area than in the former case. This results in a much smaller
contribution due to Coulomb repulsion to these states than to the states below the gap, and
thus considerable reduction of the splitting between the two groups [zones III and V in Fig.
3(a)].
The triangular quantum rings have the lowest possible number of vertices, the sharpest
corners and the longest edges. The combination of these features results in sharp and well
separated corner peaks, Fig. 2(d). Moreover, the ratio between the internal edge length and
the side thickness (d) is also the largest and thus the side maxima are strongly elongated,
Fig. 2(e). The considerable difference between corner and side areas, and thus between
the probability distributions forming maxima in these two regions, results in large energy
gap between corner and side states. All these effects diminish with increasing the number
of vertices. In particular, the corner localization softens and the probability distributions,
which still form maxima in the corner areas, acquire long tails which penetrate into the
sides and overlap. The edges are also shortened, and thus the ratio between the side edge
and thickness decreases which results in the sharpening of the side-localized maxima, i.e.,
the peaks formed in the sides start to resemble the ones in the corners, and thus energy
separation between the two groups of states decreases, even to values comparable with other
splittings [18].
Although the energy gap separating corner from side states in the conduction band is
still considerably large and for the 8 nm thick square shell equals 20.6 meV, the splitting
between excitonic states containing the conduction electron in the corner or in the side area
is considerably reduced due to the Coulomb repulsion and contrary to the triangular case
it is not broken by high energy corner states, Fig. 3(c) (red circles). Four corners of a
square shell allow for 16 states corresponding to the conduction electron and the vacancy
both localized on the same corner. As seen in Fig. 3(c) only 12 states (2 ≤ α ≤ 13) of
this type are separated from the spectrum and shifted to lower energies. Similarly to the
triangular shell, the 4 remaining states acquired much more energy, but due to the relatively
small energy splitting between the lowest states and the states corresponding to conduction
electrons occupying side areas, those 4 purely corner excitonic states mix with the latter
states.
The separation between corner and side states increases with decreasing the side thickness
[19]. Therefore, to considerably separate the two types of excitonic states and to keep the
high-energy corner states within the gap we reduced the side thickness to 3 nm, Fig. 3(c)
(green triangles). The 4 in-gap states reproduce the degeneracy of single-particle corner
states with respect to the spin [18], i.e., the lowest and highest states (α = 126 and 129)
are non-degenerate, while the middle states are twofold degenerate. Contrary to the 8 nm
triangular shell, Figs. 3(a) and 3(b), for the studied square structures the largest energy
splitting stems not from the gap between corner and side states (∆c), but is a result of
a large increase of the Coulomb interaction due to the change of the number of electrons
in particular corners. As seen in Fig. 3(c), this splitting is much larger for the thinner
shell. The areas between the internal and external boundaries shrink with the thickness,
and thus the corner localized electrons are accumulated on much smaller areas which results
in strongly increased Coulomb interaction for the thinner shells. Since 4 corners of a square
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ring allow for more combinations of electron distribution, the energy structure is richer than
for the triangular shell. The purely corner states, which are associated with non-symmetric
electron arrangements, form two close by levels corresponding to the conduction electron
and the vacancy occupying neighboring (14 ≤ α ≤ 45) and alternating (46 ≤ α ≤ 61)
corners. The small difference between these two levels shows that Coulomb interaction
between electrons localized in different corners is negligibly small, at least for the analyzed
edge length. The following 64 states correspond to vacancies localized on sides and the
conduction electron in one of the corners, i.e., there are 3 pairs of electrons in 3 corners
while the fourth corner is occupied by 3 particles. The thinner the shell is, the narrower the
effective quantum wells formed in corner areas are, and thus the higher the energy levels
are. This results in a strong increment of energies with the decrease of side thickness shown
on the two vertical axes of Fig. 3(c).
As in the cases of the two already analyzed polygons, also for the hexagonal shells the
lowest states are separated from the spectrum, Fig. 3(d). The dispersion of these 18 states
is still very small but larger than for shells with lower number of vertices. The Coulomb
induced splittings of the lowest groups of states are comparable for equally thick square
and triangular shells, but this does not hold for the hexagonal samples. In fact, the corner
localization softens with increasing the number of corners, and, for the 8 nm thick hexagonal
shell, the corner peaks penetrate into the sides and overlap. This effectively increases the
corner areas and allows for much larger spatial separation between corner-localized electrons
which considerably decreases the Coulomb interaction of few particles accumulated in one
corner. At the same time, the interaction between electrons occupying neighboring corner
and side areas increases considerably, as well as, to a lesser extent, the interaction of elec-
trons in consecutive corners. Moreover, for hexagonal shells the overlap of single-particle
states strongly depends on the energies, and thus also the contributions due to the Coulomb
interaction may differ even within the group of states associated with similar particle ar-
rangements. As a result some of the states corresponding to unequal electron distributions
(20 ≤ α ≤ 47) are pulled towards lower energies. The effect is amplified by the reduction
of the distances between the vertices and the possibility of different distributions of the
conduction electron and the vacancy within the cross section. If the external radius and
side thickness are not changed, then the energy gap separating corner from side conduction
states of a hexagonal shell is much smaller than the one of square sample and for the 8 nm
thick shell it hardly allows to separate the two types of excitonic states. Here the dominant
splittings are purely of Coulomb origin, Fig. 3(d) (red circles).
The separations between corner and side states increase with decreasing the aspect ratio
(d/Rext) [19] and external radius (Rext). To move the 6 high-energy corner states below
states corresponding to conduction electrons occupying side areas we had to decrease both,
the side thickness (d) and the diameter (2Rext) to 4 and 50 nm, respectively. As shown in
Fig. 3(d) (green triangles) such a shell provides sufficiently large gap which can host the
whole set of 6 states in the spin singlet configuration for which the conduction electron and
the vacancy are localized in the same corner area.
IV. EXCITATIONS LIFETIME
In the electron-hole model the exciton lifetime is determined by the overlap of the electron
and hole wavefunctions, i.e., it depends on the localization of the two particles. Similarly, in
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FIG. 5. Lifetime of in-gap excitons (α = 71 and 72) for few values of the side thickness (d).
which also reduces to the dependence on the distribution of the conduction electron and
the vacancy within the shell. In this approach the ground state corresponds to the fully
occupied valence band, and thus to almost symmetrically distributed electrons. In the
triangular geometry this means that there are two electrons in each corner area and on
every side. Therefore for the examples shown in Figs. 3(a) and 3(b) the ground state has
the largest overlap with the excitonic states of zones I and IV [Figs. 3(a) and 4] and with
some higher states corresponding to conduction electron and the vacancy both localized on
the same side, in zone VI. For all of the other states the conduction electron and the vacancy
are well separated, i.e., their localization areas do not overlap, Fig. 4. Consequently, the
recombination process is blocked for states belonging to zones II, III, and V. Our results
are in agreement with the selection rules identified by other authors for hexagonal InP
nanowires. [55]
Furthermore, in our model we do not take into account spin-orbit interaction [56], and
thus the transitions are restricted to those which conserve spin. Since the ground state is in
spin singlet configuration, none of the 9 states from zone I may release a photon. In fact,
spin-orbit coupling is effective in InAs tubular structures that are grown along a crystallo-
graphic direction different from [111] or with cross sections lacking inversion symmetry in
one direction, as the triangular-shell samples we address. In this case, the mixing of spin
and orbital degrees of freedom will break several energy degeneracies of the multi-electron
spectra, as the ones reported in Fig. 3. On the one hand, this effect is non-negligible since
the typical diameter of our samples, according to recent experiments [57], is of the same
order as the spin-orbit length in InAs nanowires. On the other hand, spin-orbit coupling
is expected to be small, compared to the energy gaps of tens of meV which we obtain in
multi-particle spectra, and the intensities of optical transitions forbidden by spin selection
rules in our calculations will be considerably weaker than the spin-conserving ones. A quan-
titative estimation of spin-orbit coupling in core-shell nanowires is beyond the scope of this
work [58, 59].
Now, we focus on the three excitonic states of zone IV, which correspond to spin singlet
configuration, with the conduction electron and vacancy localized on the same corner, Fig.
4(d). We can imagine two possible photon polarizations: within the x − y plane, i.e.,
transversal to the nanowire, or in the z direction, i.e., longitudinal to the nanowire.
In the case of transversal polarization the transition from the highest of these 3 states is
also inhibited. The reason is that this state and the ground state have no orbital momentum
to compensate that of the photon. As a result the only optically active states are the
lowest pair of states (α = 71 and 72), with opposite chirality, which in the absence of a
symmetry breaking field are degenerate. In Fig. 5 we compare the lifetimes of these states
for different shell thicknesses. As can be seen, the decay time considerably varies within a
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nanosecond range and increases with the shell thickness. The energy of the lowest excitonic
state is shifted to lower energies and the splittings between adjacent levels shrink for thicker
rings [19]. When increasing the side thickness, the corner areas increase as well, i.e., the
areas where the two electrons are localized and it results in a weaker Coulomb interaction.
Consequently, the energy of the excitonic in-gap states decreases, and thus their lifetime,
which is proportional to the inverse of the energy, increases.
In the case of longitudinal polarization, the behavior of the states in zone IV is reversed,
and the in-gap state with the highest energy becomes the only one optically active. In fact,
the longitudinal-polarized photon couples to the motion of the electron in the z direction,
whereas the transverse modes of the excited and ground state have to match.
V. CONCLUSIONS
In summary, we studied the properties of excitons confined in triangular, square and
hexagonal shells. We compared the multi-electron and electron-hole models and we showed
that the former one allows to find more features, especially those related to the few-electron
Coulomb effects consistent with the Pauli principle and spin. Using the multi-electron
method we showed that the states corresponding to the same or similar electron distri-
butions are arranged into quasidegenerate levels. The exception are the states associated
with both the conduction electron and the vacancy localized on the same corner. Only a
fraction of these states (3p states) in the spin triplet configuration forms the lowest, nearly
dispersionless, level while the remaining states in the spin singlet configuration are shifted
to much higher energies. The number of such states equals the number of corners and the
set reproduces the degeneracy of single-particle corner states with respect to the spin. For
most of the samples these purely corner states mix with states corresponding to conduction
electrons localized on the sides. However, if the samples are narrow and the external radii
are small, i.e., if the gaps between single-particle corner and side states in the conduction
band are sufficiently large, these states fit into the interval that separates excitonic states
with the conduction electron occupying a corner area or localized on a side and form distinct
excitonic in-gap states.
In the case of triangular shell, the largest gap within the energy spectrum originates from
the separation of single-particle corner and side states, but for square and hexagonal shells
the Coulomb-induced splitting between the two lowest levels becomes the dominant one.
We also studied the recombination process of an exciton confined in a triangular shell and
we showed that most of the excitonic states are dark. The only optically active states are
those for which the conduction electron and the vacancy are localized on the same area. The
allowed transitions have to conserve spin, i.e., only the states in the spin singlet configuration
may decay. Moreover the initial and final states have to correspond to different chirality.
These selection rules reduce the number of states which easily recombine to the in-gap states.
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Appendix: Computational methods
1. Single-particle Hamiltonian matrix elements











and calculate matrix elements of each component separately in the polar basis {|kjσ〉},
where k and j are the discretized radial (rk) and angular (φj) coordinates, respectively, and
σ = ±1 stands for the spin projection in the (z) direction.
The first element, the kinetic Hamiltonian in the absence of magnetic field, is given by
〈kjσ|HKi |k′j′σ′〉 = Tiδσ,σ′ [tr (δk,k′ − δk,k′+1) δj,j′ + tφδk,k′ (δj,j′ − δj,j′+1) + H.c.]
+Ebδel,iδk,k′δj,j′δσ,σ′ ,
where Ti = ~2/(2m∗iR2ext) is a reference energy for the valence (i = v) and conduction (i = c)
bands, respectively, and m∗v,c are the corresponding effective masses. Rext is the external
radius of the polar grid and also of the polygonal shell. tr = (Rext/δr)
2, tφ = [Rext/(rkδφ)]
2,
δr is the distance between neighboring sites with the same angle, δφ is the angle between
adjacent sites with the same radius and Eb is the semiconductor (bulk) energy gap.
The second element is the correction to the kinetic energy due to the magnetic field (B)















where tB−i = ~eB/m∗i Ti is the cyclotron energy in the units of Ti.




TitB−iγi (σz)σ,σ′ δk,k′δj,j′ ,




i /2me is the ratio between the Zeeman gap and the cyclotron energy, and me
is the free electron mass.
Finally, the last term stands for the contribution due to the electric field
〈kjσ|HEi |k′j′σ′〉 = −eErkRextδk,k′δj,j′δσ,σ′
[
cos(ϕ) cos(φi) + sin(ϕ) sin(φi)
]
,
where E is the amplitude of the field and ϕ the angle it make with the x axis.
The numerical diagonalization of the matrices consisting of the elements 〈kjσ|Hv,c|k′j′σ′〉
provides the single-particle eigenvalues Ei,a (a = 1, 2, 3, ...) and eigenvectors |Ψi,a〉 in the basis
{|k, j, σ〉}, i.e., |Ψi,a〉 =
∑
q ψi(q, a) |q〉, where |q〉 ≡ |k, j, σ〉 and ψi(q, a) are the amplitudes
of the eigenvectors in the polar basis |q〉.
2. Reduction of the basis for the multi-electron approach
The multi-electron eigenvalues Eα (α = 1, 2, 3, ...) and eigenstates |Φα〉 of the Hamilto-
nian (Eq. 2 in the main text) are obtained by (exact) numerical diagonalization of Ĥ in
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a truncated Fock space constructed of Nv valence and Nc conduction band single-particle
eigenstates. If there are N electrons confined in the system, then the basis consists of
(Nv +Nc)!/ [N ! (Nv +Nc −N)!] eigenstates of the non-interacting system (Slater determi-
nants in ’bit string’ representation ) of the form
|µ〉 = |vµ1 v
µ









where vµa = {0, 1} and cµa = {0, 1} are the occupation numbers of the single-particle states
in the valence (|Ψv,a〉) and the conduction (|Ψc,a〉) bands, respectively. Since we restrict the




i ≥ Nv − 1. The




φ (µ, α) |µ〉
with φ (µ, α) being the amplitudes of the multi-electron eigenstates in the basis |µ〉. We
assume that most of the valence levels are occupied and that electrons may be excited to
the conduction band only from few (Nv) top valence states.
3. Matrix elements of the electron-hole Hamiltonian
The matrix elements of the electron-hole Hamiltonian (Eq. 3 in the main text) are
calculated in a truncated basis built of Ne electron and Nh hole single-particle states. There
are NeNh elements of the exciton basis {|eh〉} constructed as tensor products of the single-
particle states, |eh〉 = |Ψe〉 ⊗ |Ψh〉. In this basis the exciton Hamiltonian matrix elements
are given by




where Ee,h are the single-particle eigenvalues of the Hamiltonians He,h (Eqs. 4a and 4b in
the main text) and the last element stands for the Coulomb integrals










where re,h and ϕe′,h′(re,h) are the positions and single-particle wavefunctions of the electron
and hole, respectively.
4. Lifetime
The exciton evolution or the recombination process is described by the master equation
in the Markov and rotating-wave approximations derived according to the Weisskopf-Wigner
procedure [60, 61],
ρ̇e = πλ {[T (t), ρeS(t)] + H.c.} ,
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where the coupling constant λ = (6π2~εε0c3)
−1
. The operators T (t) and S(t) depend on
the Bohr frequencies ωnm = (Em − En)/~ and on the sample geometry through the dipole
moment matrix elements dnm =
∑
q Ψ
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[50] A. Sitek, M. Ţolea, M. Niţă, L. Serra, V. Gudmundsson, and A. Manolescu, Sci. Rep. 7,
40197 (2017).
[51] M.-E. Pistol and C. E. Pryor, Phys. Rev. B 78, 115319 (2008).
[52] A. W. Long and B. M. Wong, AIP Advances 2, 032173 (2012).
[53] C. Daday, A. Manolescu, D. C. Marinescu, and V. Gudmundsson, Phys. Rev. B 84, 115311
(2011).
[54] A. Sitek, M. Urbaneja Torres, K. Torfason, V. Gudmundsson, and A. Manolescu, Proceedings
of the 19th International Conference on Transparent Optical Networks (ICTON 2017) (2017).
[55] K. Pemasiri, H. E. Jackson, L. M. Smith, B. M. Wong, S. Paiman, Q. Gao, H. H. Tan, and
C. Jagadish, Journal of Applied Physics 117, 194306 (2015).
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