Let A be an abelian group and let K be a field of characteristic zero containing roots of unity of all orders equal to finite element orders in A. In this paper we prove foundational properties of the A-fibered Burnside ring functor B 
Introduction
Let A be a finite group and let k be a commutative ring. An A-fibered biset functor F over k is, informally speaking, a functor that assigns to each finite group G a k-module F (G) together with maps res 
), whenever N is a normal subgroup of G, called inflation and deflation, and maps iso f : F (G) → F (H), whenever f : G → H is an isomorphism. Moreover, the abelian group G * := Hom(G, A) acts k-linearly on F (G) for every finite group G. These operations satisfy natural relations. Standard examples are various representation rings of KG-modules, for a field K and A = K × . In this case, G * is the group of one-dimensional KG-modules acting by multiplication on these representation rings. In [BC18] the simple A-fibered biset functors were parametrized. If A is the trivial group then one obtains the well-established theory of biset functors, see [Bc10] as special case. A-fibered biset functors over k can also be interpreted as the modules over the Green biset functor B A k , where B A k (G) is the A-fibered Burnside ring of G over k (also called the K-monomial Burnside ring of G over k, when A = K × for a field K). Another natural example of A-fibered biset functors (without deflation) is the unit group functor G → B A (G) × . This structure was established in a recent paper by Bouc and Mutlu, see [BM19] and generalizes the biset functor structure on the unit group B(G) × of the Burnside ring.
Representation rings carry more structure when viewed as A-fibered biset functors compared to the biset functor structure. One of the goals is to understand their composition factors as such functors. By various induction theorems they can be viewed as quotient functors of the functor B For an abelian group A, we denote by tor(A) its subgroup of elements of finite order, and, for a ring R, we denote by R × its group of units. defined as the set of A-orbits of the direct product X × Y under the A-action a(x, y) = (xa −1 , ay). The orbit of (x, y) is denoted by x ⊗ y. One has a(x ⊗ y) = ax ⊗ y = x ⊗ ay and g(x ⊗ y) = gx ⊗ gy for all a ∈ A, g ∈ G, x ∈ X and y ∈ Y .
2.3
Every element x of an A-fibered G-set X has an associated stabilizing pair, (H x , φ x ) ∈ M(G), where H x denotes the stabilizer of the A-orbit of x, and φ x ∈ H * x is defined by the relation hx = φ x (h)x, for h ∈ H x . The stabilizing pair of (g, a)x is equal to g (H x , φ x ). We denote the G-orbit of (H, φ) ∈ M(G) by [H, φ] G . If X is transitive, the associated stabilizing pairs form a Gorbit in M(G) which determines X up to isomorphism. Every element in M(G) is the stabilizing pair of some transitive A-fibered G-set.
The set of isomorphism classes of G set
A is a commutative semiring with respect to disjoint union as addition and ⊗ as multiplication. The associated Grothendieck ring is denoted by B A (G). The class of X ∈ G set A in B A (G) is denoted by [X] . The classes of the transitive A-fibered G-sets form a Z-basis of B A (G). For computational purposes we will often view B 
2.5
In the case that A = {1}, the trivial group, we may identify G × A with G and obtain B A (G) = B(G), the Burnside ring of G, as the Grothendieck ring of the category G set of finite left G-sets.
A-fibered bisets
Throughout this section, G, H, and K denote finite groups and k denotes a commutative ring. We recall the notions and basic results regarding (A-fibered) bisets, the (A-fibered) biset category, and (A-fibered) biset functors from [Bc10, Chapters 2,3] and [BC18, Sections 1-3].
3.1
The category G set H of (G, H)-bisets is formally defined as the category G×H set. Equivalently, a (G, H)-biset X is a finite set X equipped with a left G-action and a right H-action that commute with each other. The translation between these two points of view is given by (g, h)x = gxh −1 , for g ∈ G, h ∈ H, and x ∈ X. We call the latter notation the biset notation.
The category of A-fibered (G, H)-bisets is formally defined as the category G×H set A and is also denoted by G set A H . We often consider an A-fibered (G, H)-biset X as equipped with a left G-action, a right H-action and a two-sided A-action, all four actions commuting with each other, via gaxhb := ((g, h −1 ), ab)x for g ∈ G, h ∈ H, a, b ∈ A, and x ∈ X (fibered biset notation). Note that b is not inverted consistent with the convention in 2.2.
If H is the trivial group, we can identify G set H with G set and G set A H with G set A in the obvious way. Similar identifications apply if G is the trivial group.
There exists a functor
the tensor product of A-fibered bisets, given on objects X ∈ G set A H and Y ∈ H set A K as the set of those (H × A)-orbits of X × Y under the action (h, a)(x, y) := (x(ha) −1 , hay) (in fibered biset notation) which are A-free under the induced A-action on these orbits. The orbit of (x, y) is denoted by x ⊗ y. Thus, in fibered biset notation, xah ⊗ y = x ⊗ ahy. The set X ⊗ AH Y is an Afibered (G, K)-biset via (g, k, a)(x ⊗ y) = (g, a)x ⊗ ky in formal notation and ga(x ⊗ y)k = gax ⊗ yk in fibered biset notation. This construction is associative, i.e., the map (
If K is the trivial group, then via the identifications H set
A , the tensor product functor in (1) induces a functor
Similarly, choosing G as the trivial group, we obtain a functor 
A H is transitive with stabilizing pair (U, φ) ∈ M(G × H) for some x ∈ X, then we often write 
3.4
The tensor product constructions in 3.2 induce k-bilinear maps
The first bilinear map allows to define the fibered biset category C A k as the category whose objects are the finite groups, whose morphisms are given by
, and the composition of morphisms is given by (4). The identity morphism of the object G is the element
, which is also the class of the A-fibered (G, G)-biset G×A with the multiplication actions from both sides. Here, ∆(G) := {(g, g) | g ∈ G}.
In order to state a formula for the tensor product of two transitive A-fibered bisets we need the following notation.
given by η U (hk 2 (U )) = gk 1 (U ) if and only if (g, h) ∈ U . We call q(U ) the quotient of U . Note that it is isomorphic to a subquotient of G and a subquotient of H. For φ ∈ U * = Hom(U, A), we can write φ| k1(U)×k2(U) = φ 1 × φ −1 2 , with uniquely determined
where h ∈ H is chosen such that (g, h) ∈ U and (h, k) ∈ V .
When K is the trivial group we identify H × K with H, and obtain
Similarly, choosing G to be the trivial group, we define U * V for U H and V H × K, and a product φ * ψ for (U, φ) ∈ M(H) and (V, ψ) ∈ M(H × K) if φ −1 and ψ 1 coincide on U ∩ k 1 (V ).
The following theorem gives explicit formulas for the tensor products (4)-(6) of standard basis elements. We will refer to it as the Mackey formula. Parts (b) and (c) follows immediately from Part (a) by choosing K and G, respectively, to be the trivial group.
Theorem
where
3.7 (a) If A is the trivial group, we can identify G set 
with G/N viewed as (G, G/N )-biset and as (G/N, G)-biset via multiplication and the natural epimorphism G → G/N . Finally, if f : H → G is an isomorphism, one sets
where G is viewed as (G, H)-biset via gxh := gxf (h) for g ∈ G and h ∈ H. In the special case that H G, x ∈ G and f = c x : H → x H is conjugation by x, we also set c x := c
(c) For φ ∈ G * we define ∆(φ) ∈ ∆(G) * by ∆(φ)(g, g) := φ(g) and define the map
for (H, φ) ∈ M(G). Using the explicit multiplication rule form 2.4 and the Mackey formula in Theorem 3.6(a) it is straightforward to see that this map is a k-algebra homomorphism. Moreover, it is injective. In fact, for (H, φ),
The explicit Mackey formulas in Theorem 3.6(b) and (c) imply that
for all x, y ∈ B
the twist with φ. The Mackey formula shows that, for (U, φ) ∈ M(G × H), κ ∈ G * , and λ ∈ H * , one has
We will call the elementary bisets in (b) together with the twists, the elementary A-fibered bisets.
(e) Recall from [BC18, 1.6, 1.7] that the construction of the opposite A-fibered biset induces
The Mackey formula in Theorem 3.6(a) implies that, for x ∈ B A (G, H) and y ∈ B A (H, K), one has
Moreover, one has a ring isomorphism
The Mackey formulas in Theorem 3.6(b) and (c) imply that, for
Using the above notation, we obtain a canonical decomposition of a standard basis element of B A (G, H) into elementary bisets and a standard basis element for smaller groups.
([BC18, Proposition 2.8]) Let (U, φ) ∈ M(G × H) and set P := p 1 (U ), Q := p 2 (U ), K := ker(φ 1 ), and L := ker(φ 2 ). Then K P , L Q, K × L U , and G × H U, φ = ind G P · P inf P P/K · P/K P/K × Q/L U/(K × L),φ · Q/L def Q Q/L · Q res H L , whereφ ∈ (U/(K × L)) * is induced by φ and U/(K × L) is viewed as subgroup of P/K × Q/L via the canonical isomorphism (P × Q)/(K × L) ∼ = P/K × Q/L.
A-fibered biset functors
Throughout this section, G and H denote finite groups and k denotes a commutative ring.
Definition
4.2 Remark (a) Together with natural transformations, the biset functors over k and the Afibered biset functors over k form abelian categories that we denote by F k and F A k , respectively. Clearly, via restriction along the embedding C k ⊆ C A k , every A-fibered biset functor can also be viewed as a biset functor. Thus, if F ∈ F A k or F ∈ F k , we can apply F to the elementary fibered bisets, see 3.7(d). We denote the resulting homomorphisms with the same symbols: res
k over k, which we can also view as a biset functor over k. By the formula in Theorem 3.6(b), we have the following explicit elementary biset operations on
where ν : U → U/N is the natural epimorphism, and
otherwise,
In particular, for g ∈ G and H G, and (K, ψ) ∈ M(H), we have
Finally, for λ ∈ G * and (H, φ) ∈ M(G) one has 
It is easily verified that res
This group homomorphism is even a k-algebra homomorphism. Moreover, it commutes with the tensor product maps in (4) and (5). In this way we obtain a morphism B 
Throughout this section we assume that G is a finite group such that H * = Hom(H, A) is a finite abelian group for every H G. This is equivalent to tor exp(G) (A) being finite. Moreover, we assume that K is a splitting field of characteristic zero for all H * , H G. Note that this holds if and only if K has a root of unity of order exp(tor exp(G) (A)). Also note that in this case S * is finite and K is a splitting field for S * , for each subquotient S of G.
We define X (G) as the set of all pairs (H, Φ) with H G and Φ ∈ Hom(H * , K × ) and note that G acts on X (G) by conjugation:
, and φ ∈ H * . The assumptions on K imply that, for any H G,
is an isomorphism of K-algebras. Here, we K-linearly extended Φ to a K-algebra homomorphism
The first orthogonality relation implies that, for Ψ ∈ Hom(H * , K × ), the element
is the primitive idempotent of KH * which is mapped under the isomorphism in (11) to the primitive idempotent ǫ
For any H G we consider the map
It is easily seen by the multiplication formula in 2.4 that π H is a K-algebra homomorphism and we obtain for every (H, Φ) ∈ X (G), a K-algebra homomorphism
Theorem The map
is a K-algebra isomorphism. Here, G acts on (H,Φ)∈X (G) K by permuting the coordinates according to the G-action on X (G). In particular, every
Proof By Theorem [BRV19, Theorems 6.1 and 7.3(c)] and using the point of view from Remark 4.2(d), the mark morphism
is a homomorphism of K-algebras and by Theorem [BRV19, Corollary 6.4] it is an isomorphism, since |G| is invertible in K. Here, G acts on
Taking G-fixed points of this isomorphism and composing it with the isomorphism in (14), we obtain the isomorphism in (13). The remaining assertions follow immediately.
Clearly, for each (H, Φ) ∈ X (G), we obtain a primitive idempotent ǫ G (H,Φ) of the right hand side of the isomorphism (13). More precisely, ǫ G (H,Φ) has entries equal to 1 at indices labelled by the G-conjugates of (H, Φ) and entries equal to 0 everywhere else. We denote the idempotent of 
for any (H, Φ), (K, Ψ) ∈ X (G) and any 
and µ is the Möbius function on the poset of all subgroups of G.
Proof We use the inversion formula of the K-algebra isomorphism (14) from [BRV19, Proposition 6.3] and obtain
a H , for any g ∈ G, and a K = 0 for all K not G-conjugate to H. Thus, in the above sum, it suffices to sum only over G-conjugate subgroups of H in place of K, and we obtain
Replacing L with x K, for K H, we see that the sum over L is independent of x and we obtain
Substituting 
Note that K ⊥ = ker(res
and it suffices to show that
with an injective homomorphism from Φ|
is cyclic, say of order n. Our assumption on K implies that K has a primitive n-th root of unity. Moreover, since Φ| K ⊥ = 1, we have n > 1. Thus the sum on the right hand side of (23) is equal to the sum of all n-th roots of unity in K, which is 0. This proves Equation (17). Formula (18) is now immediate after substituting the formula for e H Φ .
Remark If A
′ is the trivial subgroup of A we have B
, the Burnside algebra over K. Using the functoriality properties in Remark 4.2(e), we obtain a commutative diagram
G
of K-algebra homomorphisms, where the left horizontal maps are the mark isomorphisms m G from (14) given by (π H • res G H ), the right top horizontal map is the identity, the right bottom horizontal map is the product of the isomorphisms from (11), the middle vertical map is the product of the unique K-algebra homomorphisms K → KH * , and the right vertical map is induced by the G-equivariant map X (G) → {H G}, (H, Φ) → H, between the indexing sets. We denote the primitive idempotents of B K (G) by e G H , for any H G. Thus, by the above commutative diagram, 
Elementary operations on primitive idempotents
Throughout this section we assume as in Section 5 that G is a finite group such that S * = Hom(S, A) is finite for all subquotients S of G, and that K is a field of characteristic 0 which is a splitting field of S * for all subqotients S of G. In this section we will establish formulas for elementary fibered biset operations on the primitive idempotents of B A K (S) for subquotients S of G. These formulas will be used in later sections.
Proposition
Proof (a) We use the point of view from Remark 4.2(d). By [BRV19, Equation (13) and Theorem 6.1] the left square in

is commutative, where the left horizontal maps are the mark homomorphisms from (14), the right horizontal maps are given by the isomorphisms in (11), and the middle and right vertical maps are the canonical projections. Since the right hand square commutes as well, following up with the projection onto the (L, Ψ)-component of (L,Ψ)∈X (H) K, yields the result.
(b) Since res (HN/N,ΦN ) , where 
K is commutative, where the left horizontal maps are the mark homomorphisms from (14), the right horizontal maps are given by the isomorphisms in (11), the middle vertical homomorphism maps the family (a U/N ) N U G to (inf 
with Φ N defined as in Proposition 6.2(a).
Proof (a) For any x ∈ B A K (G/N ) we have 
where φ| K (kN ) := φ(k) for k ∈ K. Moreover, using the explicit formula (18) for e G/N (G/N,ΦN ) , the right hand side of (25) is equal to 
On the right hand side of (25) 
Proposition Let H be a subgroup of G and let (K, Ψ) ∈ X (H). Then
Proof This is an immediate consequence of the explicit formula in (18), since ind
Proposition (a) For every isomorphism
(c) For every (H, Φ) ∈ X (G) and α ∈ G * one has tw α (e H,Φ) ).
Proof All three parts follow immediately from the explicit formulas for the three operations in Remark 4.2(b), the explicit idempotent formula (18), and the Mackey formula.
Three lemmata
Throughout this section, G and H denote finite groups and K a field of characteristic 0 such that S * is finite and K is a splitting field of S * for all subquotients S of G and H.
Lemma Let G and H be finite groups and let k be a commutative ring. For (U, φ) ∈ M(G×H)
with p 1 (U ) = G and p 2 (U ) = H the following are equivalent:
(ii) There exists β ∈ H * such that β| k2(U) = φ 2 .
(iii) There exists ψ ∈ (G × H) * such that ψ| U = φ. Proof Clearly, (iii) implies (i) and (ii). We next show that (i) implies (iii). Let α ∈ G * be an extension of φ 1 . Since φ ∈ U * and α × 1 ∈ (G × {1})
is well-defined and extends φ. It is also a homomorphism, since G × {1} is normal in G × H and α × 1 is U -stable.
Similarly one proves that (ii) implies (iii).
Next we show that (iii) and implies (iv). Let
and the morphism
factors through G/k 1 (U ) by Theorem 3.8.
Clearly, (iv) implies (v).
Finally, we show that (v) implies (iii). Assume that (V, ψ) and (W, ρ) with (t,h) (W, ρ), we may assume that
Since p 1 (U ) = G, this implies that p 1 (V ) = G. Moreover, since p 1 (U )/k 1 (U ) is isomorphic to a subquotient of p 1 (V )/k 1 (V ) ∼ = p 2 (V )/k 2 (V ), which in turn is a subquotient of K ∼ = p 1 (U )/k 1 (U ), we otain that k 1 (V ) = k 1 (U ), p 2 (V ) = K and k 2 (V ) = {1}. Since ψ 2 = 1, it extends trivially to K = p 2 (V ). By the first part of the proof (note that p 1 (V ) = G and p 2 (V ) = K) we also obtain that ψ extends to α × 1 ∈ (G × K)
* for some α ∈ G * . Similarly one shows that ρ extends to 1 × β ∈ (K × H) * for some β ∈ H * . But then φ = ψ * ρ is the restriction of (α × 1) * (1 × β) = α × β and (iii) holds.
Lemma Let
Proof Using the explicit formula (18) it is easy to check that (e
. Thus, by 3.7(e) and Equation (10), it suffices to show Part (a).
, Proposition 6.1(c) implies that p 2 (U ) = H. We will show that φ 2 extends to H by induction on |G|. If |G| = 1 then φ 1 is trivial, thus extends to G, and Lemma 7.1 implies that φ 2 extends to H. From now on assume that |G| > 1. We distinguish two cases. 
.
Moreover, using the explicit formula for e G K (in the special case that A is trivial), we have
Therefore, there exists K < G such that
Thus,
By the first part of the proof this implies that p 2 (∆(K) * U ) = H. Moreover, it is straightforward to verify that k 2 (∆(K) * U ) = k 2 (U ) and that (1 * φ) 2 = φ 2 ∈ k 2 (U ) * . Since K < G, the inductive hypothesis applied to (27) yields that φ 2 extends to H.
This completes the lemma. by (7). By Proposition 6.5(c) we have tw β · H e 8 The constant m
Throughout this section, G and H denote finite groups and K denotes a field of characteristic 0 such that for any subquotients S of G and T of H the groups S * and T * are finite and K is a splitting field for S * and T * .
In this section we prove the crucial Propsition 8.4 stating that m
.3(a)).
Proposition Let N and M be normal subgroups of G with N M and let
Proof This follows immediately from Proposition 6.3(a) and applying iso f • def
and since Φ| K ⊥ = 1 the result follows.
Proposition
For Φ ∈ Hom(G * , K × ) and normal subgroups M and N of G one has
where Σ K M,N is the set of elements φ ∈ G * such that φ| K∩M∩N = 1 and such that there exists
Proof Consider the element
Then, on the one hand,
In fact, by (7) and Proposition 6.2(b),
and then Proposition 6.3(a) implies (30). On the other hand, using the formula in (18) for e
we obtain
with
for K G with Φ| K ⊥ = 1, by the Mackey formula in Theorem 3.6(a), where, in the first case, ∆
* , and the formula in Lemma 7.3 yields
where, for K and φ as above, α K,φ ∈ (G/M ) * and β K,ψ ∈ (G/N ) * are chosen such that α K,φ ×β K,φ is an extension ofφ. Denoting the inflations of α K,ψ and β K,ψ to G byα K,ψ ∈ andβ K,ψ , we have
Comparing Equations (30) and (33), the formula for m M (G,Φ) follows.
Let M and N be normal subgroups of G such that there exists an isomorphism
Proof We proceed by induction on |G|. If |G| = 1 the result is clearly true. So assume that |G| > 1. If M = N is the trivial subgroup of G then the result holds for trivial reasons. So assume that M and N are not trivial. By Proposition 8.3 one has
and m
We will show that these sums coincide by comparing them summand by summand. Since Σ 
Note that the summand for L in the first sum is equal to the summand for K = f (L) in the second sum. Thus, with X = (K ∩ M )N/N , we obtain
for any K G with KM = G = KN and Φ| K ⊥ = 1. It now suffices to find an isomorphism
and together with Equation (34) this implies that desired equation. We define
Thus, the left hand side of Equation (35) 
But this follows from (kM, kN ) ∈ ∆ K M,N for k ∈ K, and the proof is complete.
B
A -pairs and the subfunctors E
Throughout this section G denotes a finite group and we assume that K is a field of characteristic 0 which is a splitting field for KG * for all finite groups G. This is equivalent to requiring that, for any torsion element a of A, the field K has a root of unity whose order is the order of a.
In this section we introduce the important subfunctors E (G,Φ) of B A K and study their properties.
9.1 Definition For any finite group G and Φ ∈ Hom(G * , K × ) we denote by E (G,Φ) the subfunctor of B A K generated by e G (G,Φ) . In other words, for each finite group H, one has
9.2 Proposition For Φ ∈ Hom(G * , K × ), the following are equivalent:
Proof That (ii) implies (i) and that (i) implies (iv) follows from the definitions. Moreover, that (iii) and (iv) are equivalent follows from Proposition 6.3(a). So, it suffices to prove that (iii) implies (ii).
Assume that (iii) holds and let H be a finite group with E (G,Φ) (H) = {0}. By the definition of E (G,Φ) this implies that there exists (U, φ) ∈ M(G × H) such that
Using the canonical decomposition of H×G U,φ from Theorem 3.8 implies that
* induced by φ. Proposition 6.1(c) implies that G = Q, and then Proposition 6.3(a) implies that L = {1}. Thus, p 1 (Ū ) = P/K, p 2 (Ū ) = G, k 2 (Ū ) = {1} and
Lemma 7.2 implies that (φ) 2 extends to G and Lemma 7.1 implies thatφ extends to some α × β ∈ ((P/K) × G) * with α ∈ (P/K) * and β ∈ G * , since p 1 (Ū ) = P/K and p 2 (Ū ) = G. By (8), we have
by Proposition 6.5(c). Thus, using the canonical decomposition of
as in Theorem 3.8 we obtain def
is isomorphic to a subquotient ofŪ , which is isomorphic to a subquotient of H.
Lemma 7.3 implies that p 1 (U ) = G, p 2 (U ) = H, φ extends to some α × β ∈ (G × H)
Subfunctors of B A K
We keep the assumptions on K from Section 9. In this section we prove one of our main results, Theorem 10.8, which describes the lattice of subfunctors of B A K .
10.1 Definition Let k be a commutative ring and F ∈ F G k . A finite group G is called a minimal group for F if G is a group of minimal order with F (G) = {0}.
For any finite group G, the group Aut(G) acts on X (G) via
. We will denote byX (G) ⊆ X (G) the set of those pairs (K, Ψ) with K = G. Note thatX (G) is Aut(G)-invariant and that G acts trivially by conjugation onX (G), so thatX (G) can be viewed as an Out(G)-set.
Proposition Let F be a subfunctor of B
A -pair and one has E (H,Ψ) ⊆ F .
consisting of pairwise orthogonal idempotents, the assertion in (a) follows. 
A -pair, then, up to isomorphism, (H, Ψ) is the only minimal pair of E (H,Ψ) . In particular,
and m k2(U)
(H,Ψ) = 0. Since φ has an extension to G × H, respectively, then A has an element whose order is the least common multiple of k and l. Thus, there exists a smallest subgroup M with the stated property. Clearly, ker(φ) has the property for every φ ∈ G * . Therefore, also O(G) has the desired property. Conversely, if M has the property, then by writing G/M as a direct product of n cyclic groups whose orders are achieved as element order in A, it is easy to construct elements φ 1 , . . . , φ n ∈ G * such that ker(φ) , and taking images in G/N yields the reverse inclusion.
For any finite group G, Proposition 12.1(a) yields a bijection between the set of pairs of the form (G, Φ), with Φ ∈ Hom(G * , K × ) and the set of pairs (G, gO(G)) with gO(G) ∈ G/O(G). More precisely, we identify (G, gO(G)) with (G, ε g ). The following proposition translates various relevant features of pairs (G, Φ) to features of the corresponding pairs (G, gO(G)). The proofs are straightforward and left to the reader. 
Proposition

