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ABSTRACT 
In 1952, W. E. Roth showed that matrix equations of the forms AX - YB = C and 
AX - XB = C over fields can be solved if and only if certain block matrices built from 
A, B, and C are equivalent or similar. We show here that these criteria remain valid 
over arbitrary commutative rings. To do this, we use standard commutative algebra 
methods to reduce to the case of Artinian rings, where a simple argument with 
composition length can be used. 
1. INTRODUCTION 
Let R be a commutative ring with identity, and denote by M,,, x”(R) the 
set of mXn matrices over R. We will prove here the following two 
theorems, which were first obtained by Roth [7J, in the case where R is a 
field. 
THEOREM 1 (Equivalence theorem). Let A EM,,,,,(R), B EM,,,(R), 
and CEK,,(R). Then there exist X EM,,,(R) and YE%,,(R) such 
that AX - YB = C if and only if the matrices 
are equivalent. 
THEOREM 2 (Similarity theorem). Let A EM,,,,(R), B E%,,(fi), ad 
CEM,,,(R). Then there exists XEM,,,,(R) such that AX-XB=C if 
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and only if the matrices 
are similar. 
Since Roth’s paper appeared in 1952, there has been continuing interest 
in the matrix equations given in these theorems, over various classes of rings. 
For example, see [3], [4], and [6]. 
In this paper, we will first recall some facts about linear equations over 
commutative rings. What we do here is doubtless familiar to some. However, 
we could not locate all the needed proofs in the literature, so we have 
included those not available in standard sources. This discussion reduces the 
problem to the case of Artinian rings, where we use an argument on 
composition length, analogous to the dimension argument we used in [5] to 
prove the theorems over fields. 
2. LINEAR EQUATIONS OVER COMMUTATIVE RINGS 
In this section, we consider a system of linear equations 
AX = B, (2.1) 
where AE&,,(R) and BEM,,,(R) are given, while XEM,,,,(R) is to 
be found. 
LEMMA 1. The system (2.1) has a solution over R if and only if it has a 
solution over the lmaliz&ion RM fbr each m&mu1 ideal M of R. 
Proof. One implication is clear. Suppose (2.1) can be solved over each 
R,, and let 
I= {rER(AX=rBhasasolutionoverR}. 
Z is an ideal of R, and we want to show that I= R. If not, Z is contained in a 
maximal ideal M. There is an element Y E M,,,,(R,) with AY = B. If s 4 M 
is a common denominator for the entries of Y, then we have Y = s - ‘Y’, with 
Y’EM,,,(R). So S-lAY’=B, whence there is t@M with A(tY)=stB. It 
follows that st E Z c M, a contradiction. n 
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LEMMA 2. If R is local and Noetherian, with maximal ideal M and 
M-adic completion R *, then (2.1) has a solution over R if and only if it bus 
a solution over R*. 
Proof Since R* is faithfully flat over R by [l, Sec. 3, Paragraph 5, 
Proposition 91, this follows from [2, Sec. 3, Paragraph 7, Proposition 131. n 
LEMMA 3. Let R be a complete, local, Noetherian ring, with maximal 
ideal M. Then (2.1) has a solution over R if and only if it has a solution over 
the Artinian ring R/Mk fm each k > 1. 
Proof For each k > 1, let Y, E R, x r be a solution of the congruence 
AX 3 B (mod Mk). c2*lk) 
We remark that Yk is also a solution of (2.4) for all i <k. Hence, it suffices to 
find a sequence Xk(r), Xk(s,, . . . , with k(j) tending to infinity, which is Cauchy 
in the M-adic topology on R,,, r, and which has the property that Xkcij is a 
solution of (2.$&. For, since &,,, is finitely generated and free over R, it is 
M-adically complete. Hence, X = lim,, X& ij exists in R, x I, and it satisfies 
all (2.1,) because multiplication by A is continuous. As Rnxl is the inverse 
limit of the modules R,,,l/MkR,,I as a topological space, it follows that X 
satisfies (2.1) as well. 
Denote by Nk the set of all solutions of AX ~0 (mod Mk). Then the set of 
all solutions of (2.1,) is Yk + Nk, and we have 
Yk + Nk _> Yk+l + Nk+l _> - *. . 
We wish to show that this sequence is eventually constant modulo Mt, for 
each t Z 1. For this, we first remark that R/M’ is an Artinian ring. For, since 
R is Noetherian, the factor modules M’/ M’+’ are finitely generated, and are 
therefore finite-dimensional vector spaces over R/M. So, the chain 
R/M’ > M/M’ 1.. . > Mt-l/Mt > (0) 
can be refined to yield a composition series for R/Mt. As R,,, l/MtRnx 1 is 
finitely generated over R/Mt, it is an Artinian module. 
It follows that for each t, the sequence of modules Nk + Mtk, becomes 
stationary. Applying this for t = 1, we find that there is an index k( 1) such 
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Then also, 
yk(l) + Nk(l) + M%~l = yk(l)+l + Nk(l)+l + Mh.1 = ’ * ’ ) 
since nondisjoint cosets of the module in (2.2) are equal. Hence, there is a 
sequence 
y&l)( = yk(l,), yii(l)+l,*** 
such that each Y,‘!,)+i is a solution of (2.&(r)+& and any two elements of this 
sequence differ by an element of MB,,. r. Now we take t =2, and we find a 
k(2) > k(1) such that 
‘ye + Nk(,) + M’R, x 1 = y;(z)+l+&2)+1+ M2%,1 =*‘- . 
So there is a sequence 
where YL12, + i 
M2&,. 
is a solution of (2.1,,,,+,), and any two differ by an element of 
Continuing in this way, we get a sequence of elements Y&, which 
we claim is the desired Cauchy sequence. We need only note that if i > i, 
then 
We are indebted to L. Levy for this proof, which is far more elegant than 
the original. 
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3. THE MATRIX THEOREMS 
We will give the proof of Theorem 1; that of Theorem 2 is analogous. 
One implication is a triviality. Namely, if the matrices X and Y exist, then 
where the Z’s are identity matrices of suitable 
To do the nontrivial part, let us write 
sizes. 
We are to show that if P and P’ are equivalent, then we can find X and Y 
with AX- YB= C. This last equation can be viewed as a system of linear 
equations in the entries of X and Y. 
Let UP= P' W, with U and W invertible. We now replace R by the 
subring with identity generated by the entries of P, U, W, U-‘, and W-‘. 
This subring is a finitely generated algebra over the integers, and is therefore 
Noetherian. Further, the hypotheses remain valid when the matrices in- 
volved are viewed as matrices over this subring. Thus, we may assume that R 
is Noetherian. By the results of the previous section, it therefore suffices to 
prove the theorem over Artinian rings. So we assume R is Artinian. 
To carry out the proof in this case, we will use the entwining module of a 
pair of matrices. Thus, let G EM,,,(R), HEM,,,(R), and define 
E(GJZ) = {(T,S)JT=,..(R), S=&,,(R), TG-HS}. 
This is clearly an R-submodule of M,,,(R) X Md Xb(R). If G is equivalent to 
another matrix G’, say G’ = UGW, with U and W invertible, then there is an 
isomorphism 
F:E(G,H) -+ E(G’,H), 
given by F(T,S)=(TU-‘,SW). 
In particuku, for the matrices in the theorem, we have E(P, A) = E(P’, A). 
By definition, E(P’, A) consists of pairs (T, S), with TP= AS, T E 
250 WILLIAM H. GUSTAFSON 
M mx~m+s~(R)r S E M,xc,+,j(R). We write T and S in block form: 
T = (TJ,), s = (W,), 
with TIEM,,,.,(R), T2EMm.,(R), s,EM,,,(R), and s,EM,.,,(R). Then 
( T, S ) E E( I”, A) precisely when 
( T,A, T,B ) = (AS,,AS,). 
Hence, 
E(P,A) = E(P’,A) = E(A,A) @ E(B,A). (3.1) 
We may also represent the components of elements (T, S) of E(P,A) in block 
form as above, and we find that (T, S) E E(P, A) if and only if 
( T,A, TIC+ T,B ) = (AS,,AS,). 
So we may define a mapping 
g:E(P,A) -+ E(A,A) 
by g( (T,, T,), (S,, S,)) = (T,, S,). Clearly, kerg may be identified with E(B,A). 
Now, the (composition) length of E(P, A) is the sum of the lengths of kerg 
and g(E(P,A)). F rom this and (3.1), we see that g must be surjective. The 
module E(A,A) contains the pair (ImXm,lrXr). Hence, there exist Y and X 
with ((Lx,, Y)&,,X))EE(P,A). F rom the description of E(P,A) above, 
we see that C + YB = AX, i.e., AX - YB = C, and the theorem is proved. n 
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