Abstract-To achieve the highest coding efficiency, H.264/AVC uses rate-distortion optimization technique. This means that the encoder has to code the video by exhaustively trying all the mode combinations including the different intra-and inter-prediction modes. Therefore, the complexity and computation load of video coding in H.264/AVC increase drastically compared to any previous standards. To reduce the complexity of rate-distortion cost computation, we propose a fast bit rate estimation technique to avoid the entropy coding method during intra-and inter-mode decision of H.264/AVC. The estimation method is based on the properties of context-based variable length coding (CAVLC). The proposed rate model predicts the rate of a 4 4 quantized residual block using five different tokens of CAVLC. Experimental results demonstrate that the proposed estimation method reduces about 47% of total encoding time on using intra-modes only and saves about 34% of total encoding time on using both inter-and intramodes with ignorable degradation of coding performance when the fast motion search algorithm is used. When full search motion estimation algorithm is used, the proposed algorithm reduces about 17% of total encoding time.
I. INTRODUCTION
T HE ITU-T/ISO/IEC joint video team established the newest video coding standard known as H.264/AVC [1] . H.264/AVC offers a significant performance improvement over previous video coding standards such as H.263++ and MPEG-4 part 2 [2] , [3] . H.264/AVC employs the rate-distortion (RD) optimization technique to get the best result of the visual quality and bit rate. But the computation complexity of mode decision algorithm is extremely high. To reduce computational complexity of H.264/AVC, a number of efforts have been made to explore the fast algorithm in motion estimation, intra-, and inter-mode prediction [4] - [6] , [15] - [18] . In [13] and [14] , rate models were observed from the quantizer -domain. But these are considered only for rate control. To improve the RD performance, a new cost function for intra 4 4 mode decisions was proposed in [9] . The major drawback of this cost is that the bit estimation method cannot give the very good estimation. A bit rate estimator by modeling the coded bits consumption as a function of the number and levels of the nonzero quantized transform coefficients is introduced in [12] .
In this paper, we propose a shortcut way to get the number of entropy coded bits as soon as the transform coefficients are quantized. The total number of bits need to encode a quantized residual block is predicted by estimating the rate of each symbols of context-based variable length coding (CAVLC) separately. The remainder of this paper is organized as follows. Section II provides RD optimized mode decision technique. In Section III, we present the proposed fast bit rate estimation method. The simulation results of the proposed method are presented in Section IV. Finally, Section V concludes the paper.
II. RD OPTIMIZED MODE DECISION
To take the full advantages of all modes, the H.264/AVC encoder can determine the mode that meets the best RD tradeoff using RD optimization mode decision scheme. The best mode for every block that produces the minimum RD cost is given by (1) where SSD is the sum of squared difference between original block and reconstructed block, is the Lagrangian multiplier, and is the candidate mode. A strong connection between the local Lagrangian multiplier and the quantization parameter (QP) was found in [8] , [19] . , , and mean the number of bits need to encode the header information, motion vectors, and quantized residual block, respectively.
III. PROPOSED FAST BIT RATE ESTIMATION METHOD
To estimate the bits for quantized transform coefficients, we estimate the number of bits for each of five different types of symbols of CAVLC separately.
A. Coefficient Token (Number of Coefficients, Number of Trailing Ones)
Four variable length coding (VLC) tables are used for encoding coefficient token [10] . Fig. 1(a) shows the plot of actual bit rate to encode the coefficient token versus the number of coefficients of foreman video sequence at QP . Similar results were found for other video sequences. It is clearly shown that bit consumption to encode the coefficient token is increased with number of coefficients. Based on VLC tables [11] , it is also shown that bit rate for coefficient token is decreased with number of trailing ones. Based on this criteria, we propose that the number of bits require to encode the coefficient token is (2) where is the total number of nonzero coefficients and is the number of trailing values. These , , and are weighting constants. In order to set the weighting factors, we have done several experiments for different video sequences (Akiyo, Foreman, Stefan, Mobile, Table Tennis performance of these video sequences at different combinations of weighting factor. Better RD performance was found at and .
B. Sign of Trailing Ones
For each , a single bit encodes the sign ( , ). Thus, bit consumption to encode the trailing ones is as follows:
C. Level of Nonzero Coefficients
From the observation of level-VLC tables [11] , it is shown that bit requirement is increased with magnitude of nonzero coefficients. Number of bits to encode the level information is proposed as follows: (4) with the given by (5) where is the absolute value of th nonzero coefficient and is the sum of absolute values of all levels of quantized transform residual block.
is a positive constant. Suppose two coefficients are encoded using the same level_VLC table. If the magnitude of first coefficient is larger than that of second coefficient , from level_VLC table, it is shown that rate for first coefficient is also greater than that of second coefficient . Therefore, (4) is valid. Let us consider two coefficients being encoded using multiple level_VLC tables. If the earlier coefficient is not larger than the other coefficient, by observing the all level_VLC tables [11] , there is if . Sometimes, if but fortunately this event does not occur frequently and slightly influences the estimation result. Fig. 1(b) shows the plot of actual bit rate to encode the level information with sum of absolute values of levels (SAT ) of foreman video sequence at QP . Similar results were found for other video sequences. By changing the value of , we have observed RD performance of different sequences. Better results were found with . 
D. Encoding the Total Number of Zeros Before the Last Coefficient
From the observation of total zero VLC tables, it is shown than bit consumption to encode the total zero is increased with number of total zero. So we can propose the estimated bits for total zero as follows: (6) where is a positive constant and is the total number of zeros before the last nonzero coefficients. Here, , which is found in similar way as .
E. Encode Each Run of Zeros
After the discrete-cosine transform (DCT), the high-frequency coefficient usually has small energy. By quantization, more zeros are found at the high-frequency position of quantized transform block, so the value of run for the high-frequency nonzero coefficients is larger. From the observation of run VLC tables, it is shown that more bits are required for large value of run, so bit consumption is higher to encode the run of high-frequency nonzero coefficients. Based on this idea, we propose the rate for run of each nonzero coefficients as follow:
(7) Fig. 3 . Comparison of our proposed method with rate estimation method described in [9] .
where is the frequency of th nonzero coefficient of recorded block and is the positive constant. For example, given a string of coefficients , frequency of first nonzero coefficient (3) is 1 and frequency of last nonzero coefficient (1) is 7. The weighting factor is found in similar way as .
From previous analysis, we have estimated the bits needed to encode a 4 4 residual block are By putting (2)- (7) and the values of different constants in the previous equation, the proposed rate estimator becomes (8) Fig. 2 shows the probability of estimation error of four different types of symbols. Estimation error of the symbol is the absolute difference between actual bit rate and estimated bit rate of that symbol. It is shown that most of the estimation errors of each symbol are between 0 and 4 and the probability of each symbol having estimated rate perfectly matching with CAVLC is about 40%.
IV. EXPERIMENTAL RESULTS
To verify the proposed technique, JM 8.3 [7] reference software is used in simulation. The test conditions are as follows: 1) CAVLC is enabled, 2) fame rate is 30, 3) motion vector (MV) search range is 32, and 4) number of frame is 100. The results are performed on a Pentium IV 2.8-GHz personal computer with 1-GB random access memory (RAM) and Microsoft Windows XP as the operating system. Comparison results were produced based on the percentage of difference of coding time , the peak-signal-to-noise ratio (PSNR) difference , and percentage of the bit rate difference . In order to evaluate complexity reduction, is defined as follows:
where denotes the total encoding time of the JM 8.3 encoder with RD optimization and being the total encoding time with proposed fast rate estimation technique.
A. Experiments on All Intra-Frame Sequence
In this experiment, all frames are frame. Fig. 3 shows the comparison of our proposed method with actual rate and the rate predictor described in [9] for the Foreman sequence. It is shown that the proposed method is very closely matched with actual rate as compared to rate predictor in [9] . As shown in Table I , it is clear that PSNR loss and bit rate increment is negligible when all frames are frames. In Table I , positive values mean increments whereas negative values mean decrements. Comparing with the original H.264/AVC encoder with RD optimization, the proposed algorithm achieves about 47% time reduction of total encoding time on average. It is also shown that, for the sequence "mobile" and "Paris," the coding speed is high because both the sequences contains high detail such as different books in bookshelf of "Paris." Table I also indicates that percentage of complexity reduction is decreased with increasing QP values. Because, if true encoding process is used, large entropy coding time is spent at small QP values whereas in our proposed method no entropy coding is required during mode-decision process. Fig. 4 shows the RD curves of different sequences. The proposed method is very close with RD optimized curve. 
B. Experiments on IPP Sequence
In this experiment, the period of frame is 3. Fast motion estimation algorithm [15] is used. Experimental results are tabulated in Table I which means that PSNR reduction and bit rate increment are negligible. From the experimental results, it is observed that the proposed approach has reduced the encoding time by 34% on average. As shown in Fig. 5 , RD performance of a proposed method is very close to the actual RD curves.
C. Experiments on IBPBP Sequence
In this experiment, there is one frame between any two or frames. Fast motion estimation algorithm [15] is used. Experimental results were tabulated in Table I . As shown in Table I , the proposed algorithm achieves the time saving of about 32% (on average) with slight increment in bit rate. RD performances of different sequences are shown in Fig. 6 . 
D. Experiments With Full Search Motion Estimation
It is well known that motion estimation requires major portion of the processing power. In order to show the complexity of the proposed method with full search motion estimation technique, several video sequences are encoded. In this experiment, IPP sequence is used and number of frames is set to 50. Experimental results are tabulated in Table II . It is shown that bit rate increment is up to about 4%. Since the PSNR also increases, the resulting RD performance is very much close to the original one. The proposed algorithm reduces about 17% (on average) of computation time when full search motion estimation method is used. RD performance of foreman sequence is given in Fig. 7 . [9] 
E. Comparison With Other Method
In this experiment, the proposed method is compared with rate estimation method defined in [9] in terms of RD performance and complexity. Only intra 4 4 modes are used. Table III shows the comparison results. Negative value of means increment of complexity of our method. As compared with [9] , this algorithm reduces about 1% of bit rate and increases about 0.10-dB PSNR with slight increment (about 4%) of computational time.
V. CONCLUSION
In this paper, simple and fast bit rate estimation method for mode decision of H.264/AVC is proposed. This method is based on the VLC tables used in CAVLC entropy coding method. The experimental result verified that the proposed technique is suitable both for inter-and intra-mode decision of H.264/ AVC. With the proposed scheme, entropy coding can be skipped during the mode decision process. When fast search motion estimation is used, the proposed technique reduces encoding time by 47%, 34%, and 32% on average during intra-frame, IPP sequences, and IBPBP sequences, respectively. When full search motion estimation is utilized, about 17% of encoding time can be reduced.
