This paper proposes a waveform-cross-entropy (WCEN)-based detection scheme to detect manoeuvring range-spread targets in homogeneous weather clutter. The input of the detector is composed of complex-valued high resolution range profiles (HRRPs) from a train of coherent pulses in the observation window. The observation window contains a detection window and a reference window, where the received data in reference window is clutter-only secondary data. The detector consists of temporal approximate whitening filtering for clutter suppression followed by the waveform-cross-entropy-based detection. The former is operated on the received vector at each range cell to whiten the clutter and enhance target returns. Then, the WCEN of each pair of filtered power-HRRPs is calculated to capture their sparsity, similarity and energy. The average of the WCENs of all the pairs is utilized as the test statistic to decide whether a target is present or not. Finally, we assess the proposed detector by the raw radar target data collected by high range resolution radar and simulated weather clutter. The experimental results show that the WCEN-based detector outperforms the existing detectors in detection performance for manoeuvring range-spread targets.
Introduction
Wideband or ultra-wideband high range resolution radars (HRR) can spatially resolve a target into a number of scatterers distributed along the radial range. When target's size is larger than the range resolution cell of a HRR, the target occupies multiple contiguous range cells and is referred to as a range-spread target. For HRRs operating in clutter environments, the return at each range cell is the superimposition of the returns of possible target scatterers and a large number of clutter scatterers in the range cell. These returns distributed along the range cells form a complex high resolution range profile (HRRP) for each pulse. Range-spread target detection is based upon the received complex data matrix composed by the complex HRRPs collected from a train of coherent pulses. In this paper, we deal with high-speed manoeuvring range-spread target detection in ground-based HRRs, where the background clutter is the weather clutter from the backscattering of clouds, rains or fogs.
During the past few decades, various methods have been developed for detecting range-spread targets. Early in 1971, range-spread target detection in white Gaussian noise was mentioned [1] , where target's returns are assumed to be composed of non-empty range cells of Rayleigh distributed amplitudes and empty cells. Hughes [2] contrasted the two non-coherent detectors in white Gaussian noise, which integrates the energy of a single HRRP along the range cells by two different tactics, showing that their performances depend on the energy distribution of target returns in the HRRPs. In [3] , with a known target range scattering function, the spectrum-matching detector is shown to be optimal among all non-coherent detectors. However, this assumption is difficult to be satisfied in practice. The methods mentioned above exploit the energy distribution of target HRRPs while not exploiting the waveform characteristics. The two recent non-coherent detectors in white Gaussian noise, the SSD-GLRT detector [4] and the MCOM detector [5] , exploit the waveform characteristics.
Compared with those detectors in white Gaussian noise, detecting range-spread targets in nonstationary clutter environments is more complicated and has recently received much more attentions [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Those methods mainly focus upon steady range-spread targets, such as air targets in steady flight or slow ship target in sea clutter. Complex HRRPs of steady range-spread targets can be modeled well and in this case coherent detectors outperform non-coherent ones. When target returns are assumed to be without range walking across cells during integration, the complex HRRPs to be integrated share an amplitude function along range cells, and the target returns of all the range cells share a Doppler shifts. The GLRT-based detectors developed in [6, 7] can effectively detect targets in homogenous clutter environments. In [8, 9] , the order statistical sum of the generalized likelihood ratios at all the range cells of the detection window was recently developed for steady range-spread target detection in non-Gaussian clutter. The target return model available in [6] [7] [8] [9] is unsuitable for range-spread targets in high-speed manoeuvring flight, whose complex HRRPs exhibit much more complicated change. The return model with both range and Doppler spreads can describe targets with rotation but without range walking across cells during integration [10] [11] [12] . Under this model, the GLRT-based detectors suffer from additional performance loss, because the rotation incurs different Doppler shifts in the individual cells and too many model parameters need to be estimated from the received data corrupted by strong clutter. Also, the spatially adaptive methods [13] [14] [15] were proposed for radars using antenna arrays to detect range-spread targets.
With fast development of modern martial technique, aircrafts possess higher speed and better maneuverability. It is an inevitable problem in HRRs to detect highspeed maneuvering targets in clutter environments. Because of the target's high-speed maneuvering, the target may move across several range cells from one pulse to another, which results in a time delay term in the range profiles for two or more adjacent pulses, namely, range walking. Even in a short integration interval, the HRR's returns of such a target suffer from range walking across cells and Doppler spread from target rotation [16, 17] . The simpler models mentioned previously are not enough to model their returns. The 2D scattering center model [18, 19] in the ISAR imaging and automatic target recognition (ATR) can model the target returns well. However, the GLRT-based detector using the 2D model is difficult to efficiently detect high-speed manoeuvring range-spread targets, because too many parameters have to be estimated from the received data of low SNR or SCR. In our previous work [5, 20] , the two heuristic detectors, exploiting the features of targets HRRPs rather than rigorous parametric models of target returns, were developed in white Gaussian noise. In [21] , based on the diversity between the information entropy of target echo and disturbance, the detection algorithm of single pulse for range spread target via Renyi's entropy is proposed. Then, we proposed a detector based on waveform entropy of the arithmetic average of multiple successive high-resolution range profiles (HRRP) in [22] . In [22] , the detector only consider the sparse character of the arithmetic average combined HRRP, which hasn't consider the energy character and the cross-correlation of the HRRPs in the integrated pulses. Here, a new detector based upon temporal whitening filters and waveform cross-entropy (WCEN) is proposed to detect high-speed manoeuvring range-spread targets in weather clutter. This paper is organized as follows. Section 2 describes the detection problem and gives a full analysis on target returns of high-speed manoeuvring range-spread targets by raw radar data. The waveform-cross-entropy-based detector is presented in Section 3. Section 4 reports the experimental results and the proposed detector is compared with the MCOM detector and GLRT detector. Finally, we conclude our paper in Section 5.
Detection problem description of high-speed manoeuvring range-spread targets

Detection problem description
Assume that a wideband HRR operates in the scan mode and transmits N coherent pulses at each beam position. From the N coherent pulses and at M + K contiguous range cells, the radar received data is a 2D array z(m, n), where m labels the range cells and n denotes the pulses. We consider a clutter-dominant scenario with a neglectable receiver noise. Thus, the received data is either clutter or target returns plus clutter. The detection aims at judging whether a target is present or absent from the received data. The received vector, clutter vector and target return vector at the m-th range cell and n-th pulse, are represented by
The first M contiguous range cells form the detection window and in which the data is referred to as the primary data. The latter K range cells, called as the secondary data, are around the detection window. The secondary data is assumed to be clutter-only. Moreover, the clutter vectors in the primary and secondary data are assumed to share a same temporal covariance matrix. The detection window and the K reference range cells form an observation window with M + K range cells. As a result, the range-spread target detection in clutter boils down to the following binary hypothesis testing [23] : 
Assume that the HRR operates in the scan mode, meaning that the number N of the pulses at each beam position is not very many, typically, N≤32. Different from the ground clutter and sea clutter, the weather clutter has a long homogenous interval relative to the range resolution of a HRR. For the detection problem in (2), we have the following basic assumptions: 1) In the observation window, the clutter is homogenous and can be modeled by the SIRV [9] with complex Gaussian distribution, meaning that the clutter vectors in all the range cells of the observation window are independent identical distributed (i.i.d) complex Gaussian random vectors. 2) In the observation window, the clutter vectors have the probability density function (PDF) as follows:
where the temporal covariance matrix is unknown and varying with observation windows. Note that these two assumptions are unsuitable for detection of targets located near the boundary of homogenous regions of the clutter, for instance, near the borders of clouds. It can be seen that the detection problem (2) is equivalent to target detection in colored Gaussian clutter with unknown covariance matrix in each observation window. The clutter power, corresponding to the texture component in the SIRV model, is varying with observation windows and its distribution impacts the detection performance.
HRRPs of high-speed manoeuvring targets
In the HRRP-based target recognition and ISAR imaging [16, 17] , the return characteristics of range-spread targets have been thorough investigated and it is shown that the 2D scattering center model parameterize target returns well. However, too many model parameters make the 2D model unsuitable for detection of range-spread targets, particularly, for detection of high-speed manoeuvring ones in strong noise or clutter. Because the 2D scattering model has too many parameters, several models with a smaller number of parameters are developed for range-spread target detection in noise or clutter environments.
When targets are without range walking across cells and the Doppler spread can be negligible during integration, target return vectors are modeled as the tensor of a complex HRRP and a Doppler steering vector [6] :
where a(m), m = 0, 1, ⋯, M − 1 is a complex HRRP, T r is the pulse repetition interval, and f d is the Doppler shift. The model (4) is suitable for the cases that the range resolution is not too high, target is low-speed and steady flight, and the integration interval is not too long. When target rotation can't be neglected and some range cells probably contain a few strong scatterers but target has not range walking across cells during integration, the 2D scattering center model has to be employed and target return vectors are as follows [10] :
where the m-th cell contains p m strong scatterers and their Doppler shifts are different due to their different distances away from the radar along the LOS of the radar. More generally, when the range walking across cells are also considered, the 2D scattering center model for the ISAR imaging must be used, and target returns are written as follows [19] :
where τ(n) is the range walking from the first pulse to the n-th pulse. When the GLRT-based detection schemes are used for the three return models, the models (4), (5) and (6) M k¼1 p m þ N parameters that must be estimated from M×N received data, respectively. In the cases of low SNR or SCR, the GLRT-based detectors using the models (5) and (6) suffer from severe performance loss because of too many parameters to be estimated.
Here, the measured data is collected in a good weather condition and has quite high SCR. The HRR has a bandwidth 150 MHz, range resolution 1 meter, and the pulse repetition frequency (PRF) 500 Hz. The data is regarded to be free of clutter. In Figure 1a , we show the amplitudes of the returns in 500 contiguous range cells and from 3000 successive pulses, where each 32 successive pulses are coherent. Target returns suffer from obvious range walking across cells over a range cell in six successive pulses. In Figure 1b , the first and 32-th amplitude-HRRPs are plotted. It is worthy to note that strong scattering cells in the HRRPs are sparse and the two amplitude-HRRPs have a similar waveform except a range walking. Because the phase information is quite difficult to be utilized [5] , we propose a new waveform cross entropy based detector using the amplitude HRRP to detect the manoeuvring range spread targets.
3. Waveform-cross-entropy-based detector of manoeuvring range-spread targets
Approximate whitening filter along pulses
In terms of the basic assumptions on the detection problem (2), the weather clutter is homogenous in the observation window and all the clutter vectors at the range cells in the observation window are i.i.d Gaussian random vectors with an unknown covariance matrix and the number K of the reference range cells is much more than the dimension N of the clutter vectors. The temporal covariance matrix of the clutter vector in the primary data can be estimated from the clutter-only secondary data by the sample covariance matrix (SCM) estimator [24] :
whereR is a positive-definite Hermitian matrix. The estimate precision depends on the ratio K/N and the estimatê R tends toward the actual covariance matrix R as the ratio K/N tends toward infinite [10] . In term of the estimateR, the temporal whitening filtering is row-wise realized by:
Because K ≫ N andR is sufficiently close to R, the whitened clutter vectorsc m can be regarded to be zeromean white complex Gaussian vectors with the identity covariance matrix for the sake of convenience in analysis. Moreover, the clutter vectors at different range cells are mutually independent. As a result, the clutter arrayc m; n ð Þ; m ¼ 0; 1; ⋯; M−1; n ¼ 0; 1; ⋯; N−1 is a 2D zero-mean white complex Gaussian random matrix with the identity covariance. The whitening filtering enhances target returns but the extent of enhancement is relevant to the Doppler shifts of target returns at individual range cells.
After the temporal whitening filtering, target detection is reduced to the following binary hypothesis testing: 
Under the H 0 hypothesis, z m; n ð Þ obey i.i.d single-side exponent distribution:
Under the H 1 hypothesis, because of nonlinear modulus square, no simple parametric expressions are suitable for the filtered target returnss m; n ð Þ and thus no simple model is for z m; n ð Þ. Then, we exploit the three inherent features of target returnss m; n ð Þ: sparsity, similarity and high energy, to construct a new detector.
Waveform cross-entropy of power-HRRPs
In order to characterize the sparsity and similarity of power-HRRPs, the entropy concept of the vector is exploited. The vector entropy originated from the Shannon information entropy [25, 26] can measure the sparsity of a vector. Let x(n), n = 0, 1, ⋯, N − 1 be an N-dimensional complex or real vector, its vector entropy is defined as:
where p(n) is an energy distribution of the vector at individual components. When its energy is concentrated on a small number of components, the entropy takes a small value; otherwise, it takes a large value. Hence, the less the vector entropy is, the sparser the large components in the vector are. Here, we need to introduce a figure of merit to measure both the sparsity and similarity of two power-HRRPs. In terms of the previous analysis, target power-HRRPs collected from two successive pulses share a similar waveform. Strictly speaking, their strong scattering cells often appear at the same positions except an unknown range walking. The maximally possible range walking depends on the radar range resolution, the maximally possible radial velocity of the target, and the pulse repetition interval (PRI) of the radar. Let the range resolution of the radar be δr, the maximal possible radial velocity be v max , and the PRI of the radar be T r . The maximal possible range walking across cells between the n i -th pulse and the n j -th pulse is:
where fix(x) denotes the integer nearest to x. For two power-HRRPs, the range walking can be estimated by the sliding correlation [19] , i.e., the range walking τ ij is calculated by
where z m−τ; n j À Á ¼ z τ−m−1; n j À Á when m − τ < 0, and
When the two power-HRRPs are both sparse and similar, y n i ;n j m ð Þ is also sparser, because the strong scattering cells in a power-HRRP are always multiplied by the strong scattering cells at the other power-HRRPs. As a result, the vector entropy of y n i ;n j m ð Þ is
where the vector entropy reflects the sparsity and the similarity of the two power-HRRPs. Due to the normalization in the second equation of (17), ε y n i ;n j is independent of the energy of the two power-HRRPs. The energy of returns is an indispensable feature in radar target detection. Combining the energy feature with the vector entropy in (17), we construct the quality with the following form
to reflect the sparsity, similarity, and energy of the two power-HRRPs, where Z
We refer to the quality in (18) as the waveform cross-entropy (WCEN) of the two power-HRRPs. In terms of the definition (18) , the WCEN takes a small value when the two power-HRRPs are sparse and similar and of high energy, and takes a large value when they are neither sparse nor similar. In other words, the WCENs of different pairs of power-HRRPs take small values when a target is present while take large values when no target is present. It must be noted that the WCEN λ(n i , n i ) reflects the sparsity and energy of the n i -th power-HRRP. Moreover, because λ(n i , n j ) = λ(n j , n i ), there are N(N + 1)/2 WCENs from N power-HRRPs that can be utilized to judge whether a target is present or not.
Test statistic and waveform-cross-entropy-based detector
From N power-HRRPs, we construct a test statistic as follows:
It is the arithmetic average of the N(N + 1)/2 WCENs. In fact, other weighted average can also be used for detection. The experimental results to raw target data show that the weighting does not bring obvious improvement in detection performance. Thus, the simple test statistic in (19) is used in this paper. Here, the detection scheme is shown in Figure 2 , where z m denotes the received vectors of length N at the m-th range cell, Z n denotes the whitened filtered HRRP of length M at the n-th pulse, Z -n denotes the whitened filtered power-HRRP of length M at the n-th pulse, y n i ;n j denotes the joint probability vector constructed from the n i -th power-HRRP and n j -th power-HRRP, and λ(n i , n j ) denotes the Waveform entropy of the n i -th power-HRRP and n j -th power-HRRP.
Based upon the test statistic, the decision is carried out by.
ξ≤η; a target is present; ξ > η; no target is present;
& ð20Þ
where η is the decision threshold. For a given false alarm probability, determining the decision threshold needs to know the conditional probability density function p(ξ|H 0 ). However, it can't be analytically obtained because of a large amount of nonlinear operations in calculation of the WCENs. In fact, this is a common problem in nonparametric detectors. In this case, the decision thresholds have to be determined by Monte-Carlo tests to clutter-only data and the performance evaluations have to be performed by the experimental results to real data rather than rigorous theoretical analysis [27] . When the received vectors are clutter-only, the test statistic is the arithmetic average of N(N + 1)/2 positive random variables. Though their distributions are unobtainable, they are all of finite means and variances. As N is large enough, p(ξ|H 0 ) approximates to the normal distribution N(u,σ fitting CDF , where the gray bars denote the histograms and the black curves are their normal fitting curves and ρ = 0.9.
It can be seen from Figures 3 and 4 , p(ξ|H 0 ) and F(ξ|H 0 ) with N = 8, 16 and 32 can be fitted well by the probability density function (PDF) and cumulative distribution function (CDF) from normal distributions, respectively. While that with N = 4 is fitted by the normal distribution with a slight departure. When N≥8, the detection statistic is the average of more than N(N + 1)/2 random variables. Through the approximate whitening filter, the whitened clutter vectorsc m can be regarded to be zero-mean white complex Gaussian vectors with the identity covariance matrix approximately. Moreover, the clutter vectors at different range cells are mutually independent. As a result, the clutter arrayc m; n ð Þ is a 2D zero-mean white complex Gaussian random matrix with the identity covariance. Therefore, in the H 0 hypothesis, λ(n i , n j )(n i = 0, 1, ⋯, N − 1, n j = 0, 1, ⋯, N − 1) are mutually independent, and each λ(n i , n j ) has limited mathematical expectation and variance. In terms of the central-limit theorem, when N is large enough, the detection statistic ξ in the H 0 hypothesis approximately obeys normal distribution, which can be verified by the experiments in Figures 3 and 4 . Thus, p(ξ| H 0 ) with N≥8 are assumed to obey normal distributions whose means u and variances σ 2 are estimated from a relatively small number of the Monte-Carlo tests to clutteronly data at the given parameters of the detector. When N < 8, the decision thresholds have to be determined by the histograms from a large number of Monte-Carlo tests to clutter-only data. Generally, the number of the MonteCarlo tests should be not less than 100/pf, where p f is the false alarm probability. For N≥8, the decision threshold at a false alarm probability p f , is determined by
where Φ(x) is the cumulative distribution function of zeromean unit-variance normal random variable and Φ − 1 is its inverse function. u and σ are the fitting mean and standard deviation, respectively.
When the reference range cells available are many enough relative to the dimension of the clutter vectors, the whitened clutter vectors are quite close to the i.i.d zeromean complex Gaussian random vectors with the identity covariance matrix, independent of the power and covariance of the original clutter. In this way, under a given decision threshold, the proposed detector achieves an approximate constant false alarm ratio (CFAR) with respect to different clutter level and clutter covariance matrices. Moreover, a specific nominal threshold η is chosen to guarantee a predefined P fa which is selected from 1 × 10 6 Monte Carlo test. Then, the empirical P fa is the probability of the Gaussian random variable with fitting mean and variance larger than the specific nominal threshold η. Moreover, the empirical false alarm probability P fa = 1 − Φ((η − μ)/σ). In Figure 5 , the empirical P fa with different integration number N versus different one-lag correlation coefficient ρ is shown. From this numerical experiment, we can find that the false alarm level is comparable with different clutter covariance matrices, so the proposed detector achieves an approximate constant false alarm ratio (CFAR) with respect to different clutter covariance matrices. Moreover, because the matching degree between empirical probability density function p(ξ|H 0 ) and the fitting normal distribution becomes higher when integration pulse number N increases, the difference between the empirical P fa and nominal P fa becomes smaller when N becomes larger.
Simulated results and performance assessment
Weather clutter data simulation
For high range resolution weather clutter, the clutter samples at different range cells are assumed to be mutually independent. The clutter time series from a train of coherent pulses at each range cell is modeled as the product of a fast varying speckle component with Gaussian nature and a slowly varying spiky component with non-Gaussian nature. The correlation time of the speckle component achieves tens of milliseconds and the spiky component exhibits a much longer decorrelation time. Hence, within the integration duration of tens of milliseconds, the clutter vector at each range cell can be modeled by a SIRV.
where
] is a Ndimensional zero-mean complex Gaussian random vector with the covariance matrix R whose diagonal entries are one and the positive random constant χ follows the Gamma distribution [10] :
In (24), Γ(⋅) is the Gamma function, μ = E[χ] is the mean of the random variable χ, reflecting the average power of the clutter, and v is a measure of clutter spikiness.
In terms of the basic assumptions in Section 2.1, the clutter vectors at all the range cells of the observation window of length M + K share a same constant χ and a covariance matrix R of the speckle components. The weather clutter is a narrowband process and thus its covariance matrix is assumed as the form.
where ρ is one-lag correlation coefficient and its typical value is from 0.9 to 0.99 [21] . In each trial, we first generate a zero-mean complex Gaussian random matrix:
whose rows are mutually independent and each column has a covariance matrix R with the form in (25) . Then, a positive random number χ followed the Gamma distribution is generated and the scalar product ffiffi ffi χ p c m; n ð Þ forms the clutter samples.
In experiments, raw target returns are added to the first M range cells of simulated clutter data in terms of a predefined average signal-to-clutter ratio (A-SCR), which is defined as.
where μ = E{χ} is the average power of the clutter and the numerator is the total energy of target returns in the detection window. For a given A-SCR level and false alarm probability, when Q independent trials of the raw target returns plus simulated clutter are tested, the detection probability is calculated by Q true /Q, where Q true is the number of the true decisions.
The raw target data available, as shown in Figure 1 , was collected from an aircraft in manoeuvring flight by a HRR at a good weather condition. Due to high SCR, the target data can be regarded to be free of clutter. Some sets of experiments are made for a full evaluation of the proposed detector.
Performance of the proposed detector
For moving target detection in the weather clutter, the Doppler bandwidth of the weather clutter has a strong impact on the detection performance. In the clutter model (24) and (25), the one-lag correlation coefficient ρ determines the Doppler bandwidth of the clutter. The ρ close to one corresponds to a narrow Doppler bandwidth of the clutter. For a range-spread target in highspeed manoeuvring flight, each scatterer of the target has generally a large Doppler shift. Due to their range walking across cells and rotation during integration, the target return at each range cell is the superimposition of several components with different Doppler shifts and different durations. When the Doppler bandwidth of the clutter is narrow, the temporal whitening preserves better target returns while the major clutter components in the low Doppler region are suppressed. Therefore, when ρ is close to one, the proposed detector achieves better detection performance. In this experiment, we demonstrate the detection performance of the detector when N = 16 and ρ is sampled from 0.7 to 0.95 with an interval 0.05. The length M of the detection window is 128. The number K of the reference range cells is 512, which are located on the two sides of the detection window. In the simulation of the weather clutter, the parameters ρ = 0.9, v = 0.5 and μ = E{χ} in the distribution of the random constant χ is specified by the given A-SCR. In the detection scheme, the temporal covariance matrix of the clutter vectors are estimated from the vectors at the reference range cells by the SCM estimator. In terms of the analysis of the raw target data, the maximal possible range walking v max T r /δr between two adjacent pulses is taken as 0.5. The false alarm probability is specified as 0.001 and the decision threshold is determined from the Monte-Carlo tests to clutter-only data. For each A-SCR level, 2000 independent trials are made to calculate the detection probability. As shown in Figure 6a , the detection performance rapidly becomes better as ρ approximates to one.
Another factor to impact on the performance of the detector is the number K of the reference range cells. As the number K of i.i.d reference sample vectors increases, the estimated temporal covariance matrix is closer to the actual temporal covariance matrix. The approximate whitening filter approximates to the whitening filter and thus can better suppress the clutter. Therefore, with the increase of K, the detection performance of the detector becomes better. In the second experiment, we demonstrate the detection performance when N = 16, K = 64, 128, 256, 512, and infinite (corresponding to known temporal covariance matrix of the clutter), and p = 0.9,v = 0.5. The detection probabilities at these cases are shown in Figure 6b . It can be seen from Figure 6b that the detection performance gradually becomes better as K increases. In substance, the precision to estimate the temporal covariance matrix depends upon the ratio K/N. Moreover, we also find that when the ratio K/N is no less than 16, the performance of the detector is quite close to that of the detector with known temporal covariance matrix of the clutter vectors.
Comparison with MCOM detector and GLRT detector
The MCOM detector is a non-coherent detector for rangespread targets in white complex Gaussian noise in our previous work [5] . It consists of a nonlinear map on the amplitude-HRRPs for noise suppression and target return enhancement followed by a modified cross -correlation integrator. Here, we briefly review it. Letẑ m; n ð Þ; m ¼ 1; 2; ⋯; M; n ¼ 1; 2; ⋯; N be N filtered amplitude-HRRPs by the nonlinear shrinkage map. Assume the maximally possible range walking of target during two adjacent pulses to be no more than Δ range cells. The modified crosscorrelation matrix (MCOM) of N filtered amplitudeHRRPs is defined by.
;
where λ MCOM (n 1 ,n 2 ) is the maximal value of the crosscorrelation function of two filtered amplitude-HRRPs within their maximally possible range walks, reflecting the energy and the waveform similarity of the two filtered amplitude-HRRPs. The conditional mean and variance of the random variable λ MCOM (n 1 ,n 2 ) satisfy:
The qualities κ(•) and ρ(•) can be calculated offline from the Monte-Carlo tests to zero -mean unit-variance M×N noise matrices. The test statistic in the MCOM detector is
where {x} + = max{x,0}. According to the analysis above, both the MCOM detector and the WCEN-based detector exploit the energy and similarity of amplitudeHRRPs or power -HRRPs. Differently, the WCEN-based detector exploits the sparsity while the MCOM detector does not. This results in their difference in performance.
Here, we use the MCOM detector, which combined with the prepositive approximate temporal whitening filter as does in the WCEN-based detector in the case of weather clutter, as a comparison with WCEN-based detector. In the experiments below, ρ = 0.9,v = 0.5, and the width of the detection window is M = 128, the numbers of integrated pulses are N = 8, 16 and 32, the maximal possible range walking during two adjacent pulses is 0.5 range Figure 6 Performances of the proposed WCEN-based detector.
cell, and the false alarm probability is 0.001. As shown in Figure 7a , the WCEN-based detector achieves much better performance than the MCOM detector does. This also shows that the sparsity is an important feature in detecting range-spread targets. In addition, it can be seen that doubling the number of integrated pulses brings about 1.5 dB A-SCR improvement for the proposed detector.
For range-spread targets in steady flight or in a short integration interval, the target returns can be modeled well by the simple tensor model in (4) . Based upon that, the GLRT-based detectors [6] can coherently integrate target returns in non-Gaussian clutter for high performance detection. Target is assumed to have no aspect change and no range walking across cells during integration. Therefore, target returns are described as the tensor of an unknown complex vector and a Doppler steering vector with an unknown Doppler shift. The GLRT-based detector [6, 21] uses the test statistic: whereR is the estimated clutter temporal covariance matrix from the secondary data and the Doppler frequency f d in the Doppler steering vector is estimated from the primary data. In the raw target data, range walking across cells rarely happens within six successive pulses. When N = 6, target returns basically accord with the tensor model. When N is large, for instance, N = 16, the target returns do not meet the tensor model in [6, 21] . In this case, the GLRT-based detector suffers from severe mismatch loss of target return model.
Furthermore, in order to account for the target Doppler spread in each bin, the subspace GLRT detector in [28] using the target model (5) described for homogeneous environment is considered. Here, p m in target model (5) is 2. Then, the subspace GLRT detector is:
where U is N × p m matrix frequently called steering or mode matrix [28] . The target signal therefore belongs to the linear subspace spanned by the columns of the matrix U. Below, we compare the WCEN-based detector with the GLRT detector (31) and subspace GLRT detector (32) as N = 6 and 16, where the clutter temporal covariance matrix is unknown and the number K of the reference range cells is 512. The one-lag correlation coefficient ρ of the clutter is 0.9. The false alarm probability is 0.001 and 
