Abstract-Pedestrian detection is a difficult task with significant practical interests especially in the field of Intelligent Transportation Systems. While the problem has been thoroughly studied from a visible, mid-wave infrared and far-wave infrared cameras perspective, little attention has been paid to the short-wave infrared spectrum. But although light in the short-wave infrared region is imperceptible to the eye, due to its reflective nature, it interacts with objects similarly to the visible wavelengths. As a result, short-wave images, including both shadows and contrast, are comparable to visible images in resolution and detail but they are not comparable in color, a feature which makes objects recognizable and yields one of the advantages of the short-waves, namely object or individual identification. In this paper we evaluate the pertinence of employing the short-wave bandwidths for the task of detecting pedestrians in clear visibility conditions.
I. INTRODUCTION
If self-driven vehicles were the norm, car travel would assume a new identity as a type of private transportation that incorporates aspects of public transportation with, as its biggest benefit, the most important thus difficult to achieve: people's safety.
Despite the number of scientific works dealing with pedestrian detection for Advanced Driver Assistance Systems (ADAS), to this day for many reasons [1] , [2] the problem has yet to be solved. People appear in highly cluttered backgrounds and have a wide range of appearances, due to body size and pose, clothing and outdoor lighting conditions. Because the vehicle is moving there is no possibility to use simple background subtraction methods (such as those for surveillance applications) to obtain a foreground region containing the human shape. Furthermore, pedestrians can exhibit a highly irregular motion, making prediction and situation analysis difficult. Finally, there are hard real-time requirements and tight performance criteria.
The problem of pedestrian detection has been approached from both a hardware and software perspective, using different sensors and developing many different detection techniques. From a hardware perspective there are active and passive sensors. For the active sensors category those that currently give the best results are the laser sensors, especially LIDARs ( [3] , [4] ), which still remain too costly for ADAS systems. The passive sensors category includes all cameras based systems. The most frequently used are visible cameras either in a monocular ( [1] , [5] , [6] ) or a stereo configuration ( [7] , [8] , [2] ). Infrared cameras (mainly working in the thermal spectrum) have too been successfully employed for pedestrian detection systems ( [9] , [10] , [11] , [12] , [13] ). An extended review of different pedestrian detection systems for ADAS based on a variety of sensors is given in [14] . A variety that however does not include short-wave sensors, able to provide images with a noticeably different information content from visible ones (see fig. 1 ).
Imaging in the Short Wave InfraRed (SWIR) can bring useful contrast to situations and applications where visible or thermal imaging cameras are ineffective. This makes SWIR frequently used for diverse applications such as aligning telecommunications fibers and sources, engineering optical wave-guides, inspecting pharmaceutical quality, sorting recycled plastics, monitoring incoming sources of raw agricultural products to groom out contamination by dirt, stones or packaging debris, as well as grade sorting by moisture level or fat content [15] . Unlike Mid Wave IR (MWIR) and Long Wave IR (LWIR), SWIR cameras can image through the windshield and thus be mounted in the vehicle's cabin for a "driver's eye" view of the way ahead. Moreover, SWIR imagers have the ability to see clearer at long distance through the atmosphere, making SWIR suitable for investigations in the automotive field [16] the main issues having been to achieve low cost SWIR sensors operating at close to room temperature and CMOS compatible. In the last few years though the standard technology based on indium bump hybridization has progressively decreased its pixel pitch going to VGA or XVGA format mainly available in the US. Nevertheless, most of VGA format were based on the 25 µm pitch from FLIR Indigo ISC0002 readout circuit which consists in an expensive device not compatible with the automotive market.
Research done within the EU funded 2WIDE_SENSE Project [17] , project of which this work is part, has involved a 15 µm pitch format -the best one to replace the 1 4 VGA format -reaching a low cost hybridization process and packaging to obtain a SWIR imager most suitable for the automotive market. Within the 2WIDE_SENSE Project the characteristics of SWIR images for pedestrian detection have been explored (see fig. 1 ): in difficult visibility conditions as haze and fog [18] and in clear visibility conditions for the scope of this work. Purpose of this article is to illustrate our tests carried out in clear visibility conditions comparing different classification algorithms for the pedestrian detection task, after having evaluated if features learned on visible images are suitable to be used on SWIR images. Approaches tested include an SVM classifier based on deformable part models ( [19] , [20] ), on grammar models [21] and a HAAR based classifier [22] .
visible SWIR Section II of this paper briefly introduces the equipment employed to acquire the images, then in section III the characteristics of SWIR images are discussed and in section IV the dataset created for the tests is described. Section V reports the results obtained from our tests with different state-ofthe-art classifying algorithms and section VI states our final considerations and proposals for further investigations.
II. HARDWARE EQUIPMENT
The device employed to acquire the visible and SWIR images shown in this work was totally developed within the 2WIDE_SENSE project. Producing a low-cost camera able to acquire in the full visible to SWIR bandwidth required the development of a specific sensor and of a large bandwidth lens (see fig. 2 ). In addition, the camera features a Bayer-like four filter pattern on its Focal Plane Array (FPA) to enable the simultaneous and independent acquisition of four images, each one in a different spectral bandwidth (see fig. 3 and 4). The four high-pass filter bandwidths C (stands for Clear, acquires the full lens spectrum), F1, F2, F4 have been selected according to most used ADAS functions. For example filter F4 isolates the red bandwidth useful to find prohibitory/warning signs for Traffic Sign Recognition and preceding vehicles back lights for High Beam Assist. However, other bandwidths not included in the pattern may be obtained combining the 4 filters contributions, e.g. the blue and green bandwidth as a difference between C and F4. The camera module sensor, mainly developed by AlcatelThales III-V Lab, is an uncooled InGaAs and InP-based 640 × 512 px array with a 15 µm pitch and a MAGIC TM logarithmic readout circuit. The two main features of the sensor are the large spectrum sensitivity (400 − 1700 nm) and the logarithmic gain that enables to avoid saturation effects. Table I shows a schematic overview of the camera module characteristics.
The OB-V-SWIR_16 apochromatic micro-lens module has been developed by project partner OPTEC to let the camera exploit the full spectrum capabilities and features an almost constant transmittance in its whole functioning bandwidth: > 98% in the 400 − 1550 nm interval and decreasing down to 96% in the 1550 − 1700 nm.
Further details about sensor and lens are reported in [18] and at the 2WIDE_SENSE Project website [17] .
Tests described in this paper involve filters C, F1 and F2 excluding filter F4 the operating bandwidth of which was outside the scope of this work. Moreover in this phase of the project the camera module final prototype with the four filters on the FPA was not yet available so the filters had to be manually switched and applied to the lens.
III. SWIR IMAGE ANALYSIS
From an empirical perspective, visible and SWIR images acquired indoor highlight some very different characteristics (e.g. fig. 1 and 5 ), but as soon as acquisitions are moved outdoor the span of those differences reduces significantly ( fig. 6 ). There may still be some distinction in the appearance of clothes and human skin, but people have a similar aspect from their edges gradients point of view. Fig. 7 shows a visualisation of Haar wavelengths computed on the diagonal, horizontal and vertical directions along with results after Sobel filtering (the basis for our gradient computation of HOG features as will be explained in section V) for the same scene acquired through filters C, F1 and F2. From the computed features only small differences can be observed in the hair, clothes and background, the main contours of the objects remaining quite similar for both Haar and Sobel transformations in the different bandwidths tested.
IV. DATASET OVERVIEW
Corresponding to filters C, F1 and F2, three image sequences were acquired choosing a fixed setup for the camera in order to compare the results obtained using different bandwidth filters for similar scenes. In this phase of the project the filters had to be manually changed for each acquisition therefore some small differences in the scenes can be expected. The number of full-frame images tested for each bandwidth are presented in table II.
Following the sequences acquisition, a total of 4348 Bounding Boxes (BB) surrounding pedestrians have been manually annotated, out of which only 4.57% are occluded. This corresponds to 1998, 1200 and 1150 BB annotated in filter C, filter F2 and filter F1 bandwidths respectively.
In fig. 8 
V. EXPERIMENTS A. Features from Visible to SWIR
Most of the top algorithms developed for images acquired in the visible bandwidth employ Histogram of Oriented Gradients (HOG) features [23] , usually by combining them with others as HAAR-like features [24] , color self-similarity [25] , etc. In order to see if features trained on visible images are suitable to use for the SWIR images, we have trained an SVM classifier based on HOG features using the INRIA image dataset 1 as source. The classifier was tested on all the acquired sequences over the annotated BB as positive examples and randomly selected negative BB from the images. The number of negative BB is taken to be twice the number of positives. As table III shows, the detection precision is good for all the filters tested while a bigger difference results in the recall values.
B. Pedestrian Detection Evaluation
Having verified that features learned from the visible spectrum can be applied to the SWIR, the pedestrian detectors 1 http://pascal.inrialpes.fr/data/human/ evaluation has been undertaken. Three have been the pedestrian detectors chosen for testing: deformable part models [19] , [20] , grammar models [21] and HAAR based classifier [22] . Being most of the annotated pedestrians available in our sequences at a medium or close range distance, the classifiers based on deformable part models and grammar models were theroetically the most suitable for the task [21] . The third classifier was included to evaluate the performance of other state-of-the-art features as the HAAR-like ones. The classifiers were all trained on the INRIA dataset.
A detected BB (BB dt ) is considered to be a true positive if it overlaps with a ground truth BB (BB gt ) for at least 50% of its surface (Pascal measure as used in [1] , see eq. 1).
Results obtained for the three different filters are presented in table IV, varying depending on the classification rules and the particular scene.
The part based classifier gives better results on scenes acquired with filters C and F1, while with the grammar based classifier better results are obtained on F2 filtered images. Examples of pedestrian detection results with all the algorithms tested are presented in fig. 10 .
An additional test considering only pedestrians more than 80 px tall has also been carried out. This height was chosen based on the fact that some pedestrian detection classifiers, the one based on deformable part models in particular, averagely perform better on close distance range pedestrians. Results from this test are presented in fig. 9 . Differences in performance using the grammar model-based detector are negligible, with improvements to be noticed only with the C filter acquired images. More improvements can be noticed using the part-based detector on the C filter acquired images although a drawback is shown on the F1 filter acquired sequence. So no significative changes in terms of performance were brought by uniforming the pedestrians' heights. 
VI. CONCLUSIONS
Pedestrian detection is a fundamental requirement for ADAS systems and many efforts are dedicated to deal with this complex problem. Scientific investigations about the subject include exploring different approaches applied to images acquired in a single spectrum, most commonly the visible one, or adapting state-of-the-art approaches to other than the visible bandwidths. In this paper we went through the second route, trying to understand if longer wavelengths as the SWIR ones providing clearer details at distance and different features from those appearing in visible images may be useful to deal with the detection of pedestrians. Despite some positive results, our tests on SWIR images in clear visibility conditions have shown that detection rates obtained are no better than those reported in state-of-the-art works involving visible only images datasets [26] . Further evaluations of the SWIR wavelengths should include night vision. Because the O-H molecules floating in the upper atmosphere radiates energy at various intensities throughout the night, night vision on moonless nights is possible in the long wavelengths. These emissions enable night-time vision under the passive illumination of the sky making SWIR imagers very suitable for automotive applications as a valid alternative to current systems as cameras sensible to Near InfraRed wavelengths (NIR) or thermal cameras sensible to the Far InfraRed ones (FIR). Both these sort of devices in fact feature some important disadvantages: NIR cameras need special IR illuminators integrated in the vehicle to illuminate the area in front of it, whereas FIR cameras do not have this limitation but are still inherently expensive sensors for high resolution specifications. The SWIR technology can be considered somewhat in between these two extremes, featuring good resolution images at affordable prices for current automotive applications and at the same time showing wider ranges scenarios than NIR cameras benefiting of the night sky's natural infrared glare, which shines within the SWIR range.
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