ABSTRACT. If Ω ⊆ R d+1 is an NTA domain with harmonic measure w and E ⊆ ∂Ω is contained in an Ahlfors regular set, then for all τ > 0 there is E ⊆ E d-rectifiable with w(E\E ) < τ w(E) and
1. INTRODUCTION 1.1. Background. Given a domain Ω ⊆ R d+1 and E ⊆ ∂Ω, when do we have w H d on E? In [23] , Øksendal showed that harmonic measure on a simply connected planar domain Ω is absolutely continuous to H 1 on E if it was contained in a line L. In [20] , Kaufmann and Wu generalized this by showing L could replaced with a bi-Lipschitz curve, and Bishop and Jones in [7] showed absolute continuity occurred inside any Lipschitz curve. In dimensions larger than two, however, the obvious generalizations of these results are false: In [24] , Wu gives an example of a domain in R 3 that gives positive harmonic measure to a set of Hausdorff dimension 1 in R 2 . In spite of this, however, she proves an analogue of [20] under some mild geometric assumptions. The first involves the notion of uniformity. Definition 1.1. We say that Ω is a C-uniform domain if, for every x, y ∈ Ω there is a path γ ⊆ Ω connecting x and y such that Under more stringent conditions on the geometry of Ω, one can glean more quantitative information about absolute continuity. The first condition is just the combination of the previous two conditions we've seen so far.
Definition 1.4. A C-nontangentially accessible (or C-NTA) domain
1 Ω is a C-uniform domain satisfying the C-exterior corkscrew condition.
These domains were introduced in [19] by Jerison and Kenig, and they have just enough geometry to guarantee harmonic measure enjoys some useful properties (see Theorem 2.5 below).
The next assumption is that ∂Ω is Ahlfors regular. In [11] , David and Jerison showed that, under these assumptions, not only are w and H d mutually absolutely continuous, but quantitatively so, which we make precise in the next theorem. That is, w is A ∞ -equivalent to H d | Σ on B 0 ∩ ∂Ω.
In [3] , Badger shows one still has H d w if instead of (1.1) one only assumes H d | ∂Ω is locally finite.
On the one hand, Theorem 1.6 gives us nice information about the degree of absolute continuity of harmonic measure, more so than the results of Øksendal et al mentioned earlier. On the other hand, David and Jerison require the whole boundary to have finite H d -measure, whereas Wu's result, for example, does not. The goal of this paper is to reconcile the two results by obtaining a version of Theorem 1.6 but with respect to a particular subset and without global measure theoretic assumptions on the rest of the boundary. 1 This is not the usual definition of NTA domains, but it is quantitatively equivalent. For example, see [1] .
1.2.
Main results for NTA domains. Our results will require the notion of A ∞ -equivalence on arbitrary sets that may not be Ahlfors regular. Definition 1.7. For a Borel measure µ in R d+1 and E ⊆ R d+1 , we will say that µ is A ∞ -equivalent to H d on E if, for all ε > 0, there is δ > 0 so that, whenever F ⊆ B(ξ, r) ∩ E is a Borel set with ξ ∈ E and r > 0, (a) µ(F )/µ(B(ξ, r)) < δ implies H d (F )/r d < ε and (b) H d (F )/r d < δ implies µ(F )/µ(B(ξ, r)) < ε.
We'll say that µ is A ∞ -equivalent to H d with data depending on t 1 , ..., t n if δ depends on these as well as ε.
Observe that if E = R d , this gives the usual definition of A ∞ -equivalence.
Our first main result generalizes the result of Wu for the case of NTA domains, firstly by removing the requirement that the portion of the boundary in question need be contained in a topological surface where harmonic measure is already absolutely continuous, and secondly, by proving an A ∞ condition similar to David and Jerison's theorem. This is similar to Pommerenke's theorem, which says that, if Ω ⊆ C is a simply connected domain, there is a decomposition ∂Ω = S ∪ N ∪ Γ where H 1 (S) = 0, w(N ) = 0, and Γ is the set of cone points (that is, those points in ∂Ω which can be written as the apex of some cone contained in Ω), which is σ-finite with respect to H 1 , 1-rectifiable, and upon which H 1 and w are mutually absolutely continuous. Moreover, by McMillan's twist point theorem, the set S consists w-almost everywhere of "twist points" (for this definition and a discussion of these results, see [14, Theorem 6.1] ). Thus, Theorem 1.9 says that we can obtain a Pommerenke-type decomposition of subsets of ∂Ω with finite d-measure.
Proof of Theorem 1.9. Let E ⊆ ∂Ω ∩ B(ξ 0 , r 0 ) be a compact set of positive and finite d-measure and F = E\S where S is as in the statement of the theorem (note H d (S) = 0, see [22, Theorem 6.2] ). Write F = F n where
By Theorem 1.8, for every τ > 0 we can find a subset of F with harmonic measure at least (1 − τ )F n so that it is contained in the boundary of an NTA domain with Ahlfors regular boundary upon which w and H d are mutually absolutely continuous. By [11, Theorem 1] , such boundaries are d-rectifiable. Since we can choose τ as small as we wish, we can exhaust walmost all of each F n with a d-rectifiable set F n ⊆ F n so that w(F n \F n ) = 0 and w H d w on F n . Set Γ = F n and N = F n \F n so that w(N ) = 0. Parts (i), (ii), and (iii) immediately follow. a result were true (and we assumed Ω was NTA), then E must have a rectifiable subset E of positive. This suggests we should at least assume E is rectifiable. Even so, this would still be false: if
−n e 1 + j2 −n e 2 + 2 −n e 3 , 2 −n−10 ), then Ω is NTA but w(R 2 ) = 0. In fact, this is why we can't get H d | E w| E in Theorem 1.9: we know that we can exhaust almost all of E with respect to harmonic measure, but a large d-measure portion of E could be hiding somewhere.
If we assume Ω has uniform complement as well as uniform interior, this in some sense gives E less places to hide and rules out the previous example. It turns out that this is enough to get an analogue of Theorem 1.8.
faces, where M and L 0 depend on d, C, L, η, and
This will follow from another result in Theorem 6.4 whose statement requires the definition of uniform rectifiability; we'll review this in Section 6. As a corollary, we get the following qualitative version of Theorem 1.10. Theorem 1.11. Let Ω be a uniform domain with uniform complement and w harmonic measure on Ω. If E ⊆ ∂Ω is a rectifiable set with
We mention a small application of these results. Recall the following theorem of Bishop, Carleson, Garnett, and Jones. Recall ξ ∈ ∂Ω is a tangent point for Ω if there is a line L through ξ so that for all ε > 0 there is r > 0 such that sup{dist(ζ, L) : ζ ∈ ∂Ω ∩ B(ξ, r)} < εr. See also [14, Theorem 6.4] . In particular, if w 1 and w 2 are not singular on E, the theorem says there is a set of tangent points for Ω + or Ω − in E of positive H 1 -measure. Tangent points are cone points (that is, points that are the apex of a cone properly contained in the domain), and thus the set of mutual tangent points for ∂Ω 1 Let Ω ± ⊆ R d+1 be complementary uniform domains with mutual boundary and let w ± denote harmonic measure for each. Then ∂Ω ± = Γ * ∪ S ∪ N where w + ⊥ w − on S, w ± (N ) = 0, and w
Tan(w ± , ξ) denotes all weak limits of measures of the form µ i (A) = c i w ± (r i A + ξ) with r i → 0 and c i > 0, then Tan(w ± , ξ) consists of multiples of 
• is also uniform and let w ± denote their harmonic measures. Let E ⊆ ∂Ω ± be a Borel set with
Proof. Since w
b , Z, N , and S are as in Theorem 1.13. We know w
, and so by Theorem 1.11, F := Γ * g is d-rectifiable.
1.5. Outline. In Section 2, we go over some notation and some basic preliminary tools. In Section 3 we introduce some results about porosity and doubling measures that we will need later on for the special case of harmonic measures. In Section 4, we review and prove some general methods for constructing NTA domains containing a given NTA domain Ω whose boundaries have prescribed intersections with ∂Ω, and under what conditions do they have Ahlfors regular boundaries.
In Section 5 we prove Theorem 1.8, which follows a similar schema as that of Theorem 1.6. There, David and Jerison first showed that, in each ball centered on the boundary of Ω, one can trace out a large portion of ∂Ω by the boundary of a Lipschitz domain (that is, domains whose boundaries are locally L-Lipschitz graphs and Alhfors regular boundary), see [11, Theorem 1] ). This is so that they can use Dahlberg's theorem [9] , which says that L-Lipschitz domains have harmonic measure A ∞ -equivalent to Hausdorff measure. Knowing this allows them to prove the same property for harmonic measure on Ω via the maximum principle. In our setting, the domains Ω ± E will play the role of their Lipschitz domains, and we use Theorem 1.6 instead of Dahlberg's theorem to say harmonic measure is A ∞ -equivalent to H d on these subdomains, after which we repeat the maximum principle argument in [11] (see Lemma 2.7 below). Hence, the bulk of this section is dedicated to showing how to use the results of Sections 3 and 4 to build the necessary domains ∂Ω ± E . We don't know whether one can just assume that Ω satisfies the interior corkscrew condition (recall that some extra topological condition on Ω is necessary by Wu's example). The NTA assumption is mostly to guarantee that the harmonic measure has some doubling properties (which is used in a critical way) and it helps us construct the Ahlfors regular NTA domains Ω ± E so we can apply Theorem 1.6 to them. For further discussion on this, see Remark 3.6.
In Section 6, we use the lemmas from Section 4 and some results from the theory of uniform rectifiability to prove Theorem 1.10.
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NOTATION, PRELIMINARIES, AND HARMONIC MEASURE
We will write a b if there is C > 0 so that a ≤ Cb and a t b if the constant C depends on the parameter t. We write a ∼ b to mean a b a and define a ∼ t b similarly.
In a metric space Z, we will denote the distance between points x, y ∈ Z as |x − y|. For sets A, B ⊆ Z, we let dist(A, B) = inf{|x − y| : x ∈ A, y ∈ B}, dist(x, A) = dist({x}, A),
Set for a set A ⊆ Z, define
We define the d-dimensional Hausdorff measure as We will let B(x, r) denote the open ball of radius r centered at x. In this paper, we will be working in either R d , R d+1 , or a metric space Z, and we won't distinguish our notation for |x − y| or B(x, r) in these case, although it will be clear from the context what we mean. Also define λB(x, r) = B(x, λr) and 1 A to be the function identically one on A and zero elsewhere.
, where i ∈ Z, and we will denote the side length by (Q) = 2 n . We will write λQ for the cube of the same center as Q and edges parallel to the coordinate axes but side length λ (Q). For two dyadic cubes Q and R, we will say they are adjacent if Q ∩ R = ∅ and write Q ∼ R.
Definition 2.1 (Whitney Cubes)
. For an open set Ω and K > 1, we will denote by W K (Ω) the set of maximal dyadic cubes Q ⊆ Ω such that KQ ∩ Ω c = ∅. These cubes have disjoint interiors and can be easily shown to satisfy the following properties:
(1)
(
For Q, R ⊆ W (Ω), let P Q,R denote the shortest path Q = Q 0 , ..., Q n = R of Whitney cubes such that Q j ∼ Q j+1 for j = 0, ..., n − 1 and define
With the definition of Whitney cubes and this notation, we can now state an equivalent characterization of C-uniformity that we will need later. 
There are a few papers all giving different yet equivalent definitions of uniform domains. A proof of Theorem 2.2 is given in [1] ; there they instead work with the so-called Harnack chain condition, which is quantitatively equivalent to the characterization in the above theorem.
Remark 2.4. As mentioned in the introduction, a C-uniform domain Ω automatically satisfies the interior corkscrew condition, with constant depending on C. For the sake of cleanliness, we will assume that all C-NTA domains also satisfy the exterior and interior corkscrew conditions with the same constant C (which can be arranged by increasing the value C depending only on some universal constant).
Bounded NTA domains Ω are regular in the sense of Wiener, so given a continuous f on ∂Ω, one can use the Perron method to find u f harmonic, continuous up to the boundary, and equal to f on the boundary as in [15, Section 2.8] . Then, given z ∈ Ω, one defines harmonic measure via the Riesz representation theorem as the Radon measure w z Ω so that
For unbounded NTA domains, the situation is more complicated, but given a bounded continuous f on ∂Ω we can still find a bounded harmonic u f continuous up to ∂Ω and equal to f there, and thus we can define harmonic measure the same way; we refer the reader to [16, Chapter 5] , particularly pages 206-7, Theorem 5.4.2, and page 217.
We recall a few basic results from [19] 2 :
Theorem 2.5 (Local properties of harmonic heasure).
Let Ω be a C-NTA domain, w z 0 Ω harmonic measure evaluated at z 0 ∈ Ω, ξ ∈ ∂Ω, r ∈ (0, diam ∂Ω), and let E ⊆ B(ξ, r) ∩ ∂Ω be Borel.
Ω is also a doubling measure, meaning there is a constant C w so that w
Ω (B(ξ, r)) for all ξ ∈ ∂Ω and r > 0. The problem is that C w depends not only on C but on z 0 . However, if z 0 stays far away from a portion of the boundary, w z Ω will be doubling there at least locally.
Lemma 2.6 (Harmonic measure is locally doubling).
Let Ω be a C-NTA domain and w
Note that in [19] , they assume their NTA domains are bounded domains, but this is only so that they can guarantee the existence of harmonic measure. Now that we know existence also holds for unbounded domains, the results carry over to this setting with identical proofs.
In particular, if Ω is a bounded domain, then the same inequality holds for all ξ ∈ ∂Ω and r > 0, but the constant depends now on C, d, and diam Ω/ dist(z 0 , ∂Ω).
Proof. Let ξ ∈ B(ξ 0 , M 0 r 0 ) and 0 < r < M 0 r 0 . (a) If z 0 ∈ B(ξ, 2r) we can find B(z, r/C) ⊆ Ω∩B(ξ, r) and B(z , r/2C) ⊆ B(ξ, r/2) by the corkscrew condition, and thus
and so the Whitney cube
and so the cube R containing z satisfies (R)
1.
We now have enough tools to demonstrate the role the approach regions Ω ± E . Again, this type of argument appears in many sources and is rooted in complex analysis and the study of nontangential limits of harmonic functions, as well as the study of harmonic measure in NTA domains, so the lemma below should be considered review. For a survey of this history, see the introduction to [19] .
Proof of Theorem 1.8. Let E, Ω ± E , ξ ∈ E and r > 0 be as above, and set B = B(ξ, r). By a covering argument, since E ⊆ B(ξ 0 , r 0 ), we can assume without loss of generality that r < qr 0 where q > 0 will be determined later. Let B(z, r 0 /(
2 , then r < qr 0 implies z ∈ B(ξ, C DJ r). By Theorem 1.6, we know that
Let ε > 0 and δ > 0 F ⊆ E∩B where B = B(ξ, r) with ξ ∈ E and r < qr 0 (where δ and q will be determined later), and assume w(F ) < δw(B(ξ, r)).
holds for δ and ε . Pick
so that we can apply Theorem 2.5 and the maximum principle to obtain
Thus, for δ small enough, we have w
, and for ε small enough, this implies
Conversely, let ε > 0 and δ > 0 (the latter to be decided soon) and
. Let ε > 0 and pick δ so that our A ∞ condition on w z Ω + holds for ε and δ on B ∩∂Ω
, and so for δ small enough,
Again by the maximum principle, the A ∞ condition, and Theorem 2.5,
Picking ε small enough guarantees w(F )/w(B) < ε.
"CUBES" AND CARLESON PACKING CONDITIONS ON POROUSITY
In this section, we will review and develop some tools that will help us find the desired set E in Theorem 1.8. The material for this section holds in more generality than just harmonic measure on NTA domains, but for doubling measures on metric measure spaces (if it bugs the reader, s/he can imagine all the measures below are just harmonic measure). We start by introducing the notion of "dyadic cubes" for a metric space. We'll use the construction of Hytönen and Martikainen from [18] , which refines the originals of Christ [8] and David [10] . We will abuse notation by letting |x − y| denote the metric distance between points x and y and B(x, r) again denote the ball centered at x of radius r in the given space.
Theorem 3.1. For c 0 < 1/1000, the following holds. Let c 1 = 1/500 and Σ be a metric space. For each n ∈ Z and given a nested sequence of maximal c n 0 -nets X n there is a collection D n of "cubes," which are Borel subsets of Σ such that
Let µ be a doubling measure on a metric space Σ, meaning µ(B(ξ, 2r)) ≤ C µ µ(B(ξ, r)) for all ξ ∈ Σ and r > 0. If E ⊆ Σ is a δ-porous set (meaning for every ξ ∈ E and r > 0 there is B(ξ , δr) ⊆ (Σ\E) ∩ B(ξ, r)), then µ(E) = 0. This follows from the fact that the Lebesgue differentiation theorem still holds for doubling measures, and δ-porousity implies µ(E ∩ B(ξ, r))/µ(B(ξ, r)) ≤ 1 − C δ,µ < 1 for all ξ ∈ E and r > 0. Thus, a set of positive measure can't be porous inside every ball centered on E. In this section, we will quantify how many cubes ∆ there are inside a given cube ∆ 0 for which a set E is too porous near ∆, and we will give this control in terms of a so-called Carleson packing condition. We will then use this condition to trim down the set E to a slightly smaller set E such that every point in E is contained in at most a bounded number of cubes that are porous for E.
However, we need to be even more careful for our applications later: w z 0 Ω is globally doubling with doubling constant depending on z 0 , and we'd like the constants in our results not to have this dependence. By Lemma 2.6, however, we can guarantee that w z 0 Ω is doubling locally with constant independent of z 0 so long as z 0 avoids that portion of the boundary. Our next lemma, for example, is well known for the case of doubling measures, but we need to alter it a bit to account for the local doubling case.
Lemma 3.2. Let Σ be a metric space and D n the "cubes" constructed in Theorem 3.1. Let c 0 < c 1 /4 and µ be measure on Σ such that, for some
Note that C µ is not necessarily the doubling constant of µ, only for those particular values of ξ and r in the lemma. This lemma can be obtained by carefully reading the proof in [8] , but we will provide a proof for the reader's convenience in the appendix.
We now give our first lemma that helps quantify how porous a set can be. 
To avoid some double subscripts, we write µ to mean that the implied constant depends on the doubling constant C µ .
Let ∆ ⊆ M B ∆ and let N be such that
This proves the claim.
, and
and since each of these cubes are disjoint in
As a corollary, we have the following:
With the assumptions of Lemma 3.3, let t > 0 and set
Then there is
We leave the details to the reader.
Lemma 3.5. With the assumptions of Lemma 3.3 and supposing E ⊆ c 0 B ∆ 0 ⊆ ∆ 0 ∈ D is a Borel set satisfying µ(E)/µ(∆ 0 ) ≥ ρ > 0, we have that for all δ, τ > 0, there are t, N > 0 (depending on δ, C µ , M , and ρ), a collection T of cubes in ∆ 0 and a Borel set E ⊆ E so that the following are true.
(3.7)
(5) Finally, we also have that, for every ξ ∈ E , ξ is contained in at most N many cubes from T .
Proof. Let P be from Corollary 3.4. For ∆ ⊆ ∆ 0 , let k(∆) denote the number of cubes in P properly containing
Thus, if τ ∈ (0, 1) and N > 2C 1 τ ρ and
and so for t small enough, depending on α, t 0 (which depend on C µ ), C 1 (which depends additionally on δ), ρ, and τ , we get that if
Note that E ⊆ E N guarantees ξ is contained in at most N many cubes from T .
Remark 3.6. We'd like to remark that it is this set of lemmas concerning porosity where the doubling property for harmonic measure (and hence the NTA assumption) play the most critical role in our proofs. By work in [4] , for example, one can generalize the results of [11] and Theorem 1.6 to domains satisfying only an interior corkscrew condition, but whose boundary is Ahlfors regular and has "uniform interior pieces of Lipschitz graphs," a priori. In this setting, harmonic measure isn't necessarily doubling, and so one only obtains a "weak" A ∞ -condition or "weak" reverse Hölder inequality (which implies the stronger A ∞ -condition if w happens to be doubling). Thus, one could perhaps generalize our results in this way via constructing Ω ± E satisfying interior corkscrew conditions and using the comparison principle; however, we also use the doubling property to construct these ideal subsets E that guarantee that our domains Ω ± E have Ahlfors regular boundaries. It's because of this that a generalization is even less immediate.
THE SETS Ω ± E
We will use a pretty general method for constructing sub and super NTA domains that intersect a prescribed portion of the boundary, and later prove that, given a clever choice of subset E ⊆ E (where E is as in Theorem 1.8), the sub and super NTA domains containing E in their boundary have the desired properties. The constructions are pretty common knowledge (see [19] or [17] , for example), but we review them in the appendix and perform them in a certain way that will facilitate our proof of Theorem 1.8 later. We present these lemmas not to ensure the existence of uniform domains containing a particular set, but that the particular constriction we present always results in an NTA domain.
, let P Q 1 ,Q 2 denote the shortest path of adjacent dyadic Whitney cubes connecting Q 1 to Q 2 (which also includes Q 1 and Q 2 ). For some constantC > 0, set
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For λ > 1, set
Then for C 0 andC large enough (depending only on C and d) and λ > 1 close enough to
Let Ω be a C-NTA (or C-uniform) domain, Σ = ∂Ω, and E ⊆ Ω a compact set. Let K ≥ 3, λ > 1 and set
Define
Then, for λ > 1 close enough to 1 (depending on C and d) and K large enough (depending on d, λ and C), there is
As mentioned earlier, these are proven in the appendix, so that our main challenge now is to establish Ahlfors regularity of the boundaries Ω ± E for some subset E under the conditions of Theorem 1.8. Suppose also that there is g : E → Z L-bi-Lipschitz where Z is a metric space satisfying (1.2) and that for all ξ ∈ E and r > 0, we have
where
If Ω is also C-NTA, then ∂Ω ± E is A ± -Ahlfors regular.
Proof. Claim: : For all r > 0, if
We first focus on ∂C + E (ξ, r). If Q ∈ ∂Ĉ + E (ξ, r), then λQ ∩ B(ξ, r) = ∅, and by Definition 2.1,
for λ > 1 close enough to 1, and so diam λQ ≤ 4λ
, and so
which proves the claim in this case. In the case of ∂C − E (ξ, r), if Q ∈ ∂ C − E (ξ, r), (4.8) still holds with K = 3, so in particular, dist(ξ, Q) r. Moreover, there is a chain of Whitney cubes of lengthC of Whitney cubes from Q to a cube Q ∈ ∂C − E , each cube in the chain having diameter comparable to (Q) (with constants depending on d andC), so in particular, dist(Q, Q ) C ,d (Q) ≤ 2r and (Q ) ∼C ,d (Q), and so
Thus, there is C depending on d andC so that Q ⊆ B(ξ, C r). Also, to each R ∈ ∂C − E , there are at most N = N (C, d) cubes Q ∈ ∂ C − E with Q = R. Thus,
Thus we've finished the claim. Now we'll prove (4.4).
(1) Suppose dist(ξ, E) > 2r. Let Q ∈ ∂ C ± E (ξ, r) and y Q ∈ B(ξ, r) ∩ ∂λQ. Then Q ∈ W (Ω) or Q ∈ C + E ⊆ W K (R d+1 \E) (depending on whether we're considering Ω − E or Ω + E ; if the former, we set K = 3), so by Definition 2.1, for λ > 1 small enough (recall K ≥ 3)
Thus, since λQ ∩ B(ξ, r) = ∅,
Moreover,
Thus, B(ξ, r) ∩ ∂Ω ± E is in the union of the boundaries of finitely many cubes of the form λQ where the Q have diameters comparable to r and is contained in a ball of radius comparable to r; this implies
where the implied constant depends also depends on K in the case of
and this proves (4.4). Note that (1.2) is given only for radii at most r 0 , but since E ⊆ B(ξ 0 , r 0 ), it also holds for all r > 0 with perhaps a slightly larger constant. If Ω is also C-NTA, lower regularity (that is, the lower bound in (1.1)) follows from the well-known fact that NTA domains are lower regular:
be a domain such that for all ξ ∈ ∂Ω and r ∈ (0, R 0 ), B(ξ, r) ∩ Ω and B(ξ, r)\Ω contain balls of radii both equal to r/C. Then H d (ξ, r) C,d r d for all r ∈ (0, R 0 ) and ξ ∈ ∂Ω.
For a proof, see [3, Lemma 2.3].
Thus, the main challenge in proving Theorem 1.10 is to show how our assumptions imply (4.1) holds E, or in the case of Theorem 1.8, to show (4.1) holds for some special subset E .
THE PROOF OF THEOREM 1.8
We now apply the results of the previous sections to prove Theorem 1.8. We state here our standing assumptions that will hold throughout:
Standing assumptions for this section: We will assume Ω is a C-NTA domain with Σ := ∂Ω, E ⊆ ∂Ω ∩ B(ξ 0 , r 0 ), g : E → Z is L-bi-Lipschitz where Z is a metric space satisfying (1.2), r 0 ∈ (0, diam Σ), ξ 0 ∈ Σ, B(z 0 , r 0 /C) ⊆ Ω, w = w z 0 Ω , and w(E)/w(B(ξ 0 , r 0 )) ≥ ρ > 0. We will also assume that D are the "cubes" for Σ with c 0 < c 1 /4 fixed, and without loss of generality (rescaling Ω if necessary), that B(ξ 0 , r 0 ) = B(ζ ∆ 0 , c 1 (∆ 0 )). We will also let B ∆ = B(ζ ∆ , (∆)) denote a Euclidean ball, not a ball with respect to the relative topology of Σ, though we still have
Let M > 0 be large and δ > 0 to be determined later.
Note that by Lemma 2.6, we can apply Lemma 3.3 and Lemma 3.5 with µ = w; let E denote the set we obtain from Lemma 3.5, and T be the collection of cubes, for our choice of τ and some t, M > 0 to be defined later. For now, we pick t small enough (depending on c 1 ) so that
In Theorem 1.8, the last conclusion follows from the penultimate one, and that one follows from the first five conclusions and Lemma 2.7, so we need only prove those. Let Ω ± E be the NTA domains from Lemmas 4.1 and 4.2, where we will pick C 0 in the course of the proof sufficiently large. These and the set E already satisfy conclusions (1) through (4), so we only have to demonstrate that they are Ahlfors regular. By Lemma 4.3, it suffices to show (4.1).
With all these reductions and assumptions in place, Theorem 1.8 will now follow from the following lemma Lemma 5.1. Fix τ ∈ (0, 1), let E ⊆ E be the set from Lemma 3.5, and Ω ± E be as in Lemma 4.1 or Lemma 4.2 applied to the set E . Then, for all ξ ∈ E and r > 0, we have
Proof of Lemma 5.1. The sum in (5.2) will be controlled using two different bookkeeping lemmas.
, r ∈ (0, 3r 0 ), and C be any collection of disjoint cubes Q ⊆ R d+1 and y Q ∈ E\E points in E such that Proof. Let D denote the cubes for Z and F = g(E ). Let W (Z\F ) ⊆ D denote the collection of maximal cubes ∆ for which
Thus, all cubes Q for which ∆ Q = ∆ are contained in a ball of radius comparable to (∆) and have side lengths comparable to (∆). This proves the claim. Now,
so by condition (2) and because g is bi-Lipschitz, all the ∆ Q are contained in a ball B = B Z (g(ξ), C r) or some C depending on L, d and the implied constants. Moreover, since (∆ Q ) ∼ (Q) ≤ r < 3r 0 , there is θ < c 1 so that θ (∆ Q ) < r 0 , (θ < c 1 guarantees θB ∆ ⊆ ∆) Thus we can apply part (3) to get
Lemma 5.3. Let T be the collection of cubes from Lemma 3.5. Then for all
Proof. First note that, if ∆ ⊆ ∆ 0 and ∆ ∩ E = ∅, then there is ξ ∆ ∈ (1 − t)∆ ∩ E by Lemma 3.5. Hence, the collection {B(ξ ∆ , t (∆)) : ∆ ⊆ ∆ 0 , ∆ ∈ D n , ∆ ∩ E = ∅} is a disjoint family of balls with centers in
, so that B(ξ ∆ , t (∆)) and B(ξ ∆ , t (∆ )) intersect, giving a contradiction. Thus, for any y ∈ Z, there is at most one ∆ ∈ D n containing y, and thus there are at most N cubes ∆ from T so that y ∈ B ∆ . Recalling that r 0 = c 1 (∆ 0 ), pick θ = c 1 /2 so that for all
Lemma 5.4. The inequality (5.2) holds for ∂C − E (ξ, r). Proof. Claim: It suffices to show (5.2) case when r ≤ 3r 0 . To see this, observe that, if r > 3r 0 , then since E ⊆ E ⊆ B(ξ 0 , r 0 ) any cube Q ∈ C − E \∂C − E (ξ, 3r 0 ) is at least r 0 away from E . By construction, however, the
Thus all such Q have sizes comparable to r 0 . Moreover, all cubes in C
) and so there are boundedly many of them (depending only on C 0 and d). Thus,
which proves (5.2) in this case, and proves the claim. Now assume r ≤ 3r 0 . Set
Since r ≤ 3r 0 = 3c 1 (∆ 0 ) < (∆ 0 ) and E ⊆ ∆ 0 , this set is nonempty and covers B(ξ, r) ∩ E . Note that for
this and the fact that C 0 Q ∩ E = ∅ imply there is a maximal ∆(Q) ⊆ ∆ 0 that intersects C 0 Q ∩ E and is such that (Q) ≥ c 0 (∆(Q)), so necessarily, ∆(Q) is contained in some cube in D(ξ, r) (observe also that (∆(Q)) ∼ c 0 (Q)). With this in mind, and the fact that #D(ξ, r) C 1, it will now suffice to show instead that
We first handle T 1 . Observe that at most a bounded number of cubes Q can have ∆(Q) = ∆ for a given ∆ since
Next, assume Q ∈ T 2 . Since Q ∈ ∂C − E , there is Q adjacent to Q so that C 0 Q ∩ E = ∅. We now pick C 0 > 0 large enough (depending on c 0 ) so that there is
and so for M > 0 large enough, ∆ ⊆ M B ∆(Q) . Since ∆(Q) ∈ T , if t small enough, then by (5.1) there is y Q ∈ (1 − t)∆ ∩ E.
Our goal now is to verify that y Q , Q, E, E , g, and Z satisfy the conditions of Lemma 5.2. Since y Q ∈ ∆ ⊆ C 0 Q and Q is adjacent to Q
, and so by Lemma 5.2,
Lemma 5.5. The inequality (5.2) holds for ∂C
Proof. The proof is basically the same as in the previous lemma, but with some minor adjustments. Let ξ ∈ E and r > 0. Again, without loss of generality, it suffices to prove (5.2) for r ≤ 3r 0 . To see this, assume it's true and let r > 3r 0 , pick n ≥ 0 so that
Thus, all cubes in C j are contained in a ball centered about ξ 0 of radius comparable to 3 n r 0 and have sidelengths comparable to 3 n r 0 . Hence,
Moreover, we know that the parent of Q, Q 1 , satisfies D(ξ, r) . Again, #D(ξ, r) C 1, and so it suffices to show (5.4), where now
Split C E (∆) into sets T 1 and T 2 as before. Again, (5.5) holds for the same reasons, so we're just left with estimating the sum over T 2 .
For each
, we can pick M large enough (depending on d, K, and c 0 ) so that M B ∆(Q) ⊇ 3Q ⊇ B(x Q , (Q)). If t is chosen small enough (depending on M and c 0 ), we can guarantee that there is a point y Q ∈ E ∩ B(x Q , (Q)). Moreover, since M B ∆(Q) ⊇ 3Q y Q , and
and dist(y Q , Q) ≤ diam Q since y Q ∈ 3Q. Thus, we can apply Lemma 5.2 again with respect to the set E .
This ends the proof of Lemma 5.1.
As another corollary, we get the following well known fact.
Lemma 5.6. Let Ω ⊆ R d+1 be a C-NTA domain with A-Ahlfors regular boundary Σ := ∂Ω. Let E ⊆ Σ ∩ B(ξ 0 , r 0 ) be a compact set with ξ 0 ∈ Σ and r 0 < diam ∂Ω. Then there is an A Ahlfors regular C -NTA domain Ω E ⊆ Ω with ∂Ω E ∩ ∂Ω = E and diam ∂Ω − E ≥ r 0 /C , where A , C > 0 depend only on A, C, and d.
Proof. We'll just sketch some of the details. Let D be the cubes for Σ and Ω E = Ω − E from Lemma 4.1, but pick C large enough in that lemma so that, for all Q ∈ W (Ω), C 0 Q contains a cube ∆ ∈ D with c 0 (∆) ≤ (Q) < (∆) and let y Q be the center of this cube. Following a similar procedure in the proof of Lemma 5.1, we can show that y Q , E, Z = ∂Ω, and ∂C =C − E (ξ, r) satisfy the conditions of Lemma 5.2, and so now the result follows from Lemma 4.3.
PROOF OF THEOREM 1.10
We begin by recalling some uniform rectifiability theory from [12] and [13].
Definition 6.1. An A-Alfors regular set Z ⊆ R d+1 is uniformly rectifiable if there are constants L, c > 0 such that, for all ξ ∈ Z and r > 0, there is
For example, if Z is a bi-Lipschitz image of R d , then it is trivially uniformly rectifiable. There are several different definitions of this term; indeed, the main result of [12] presents seven characterizations, and in [13] several more. The characterization that will be most convenient for us, though, is one given in terms of bilateral β-numbers: for a set Z ⊆ R d+1 , ξ ∈ Z, r > 0, and a hyperplane P passing through ξ, set
Note that by the local compactness of the Grassmanian and the continuity of bβ(ξ, r, P ) in P , there exists P ξ,r that infimizes bβ(ξ, r, P ), and we define bβ Z (ξ, r) = bβ Z (ξ, r, P ξ,r ). 
is a Carleson set, meaning that, for all ξ 0 ∈ Z and r 0 > 0, if we define
where C U R depends on L, d, and c in the definition of uniform rectifiability and vice versa.
We will say that Z is C U R -uniformly rectifiable if it satisfies (6.1).
The original definition of bβ Z infimizes over all hyperplanes P , not just the ones passing through ξ, but it's easy to see that this quantity is comparable to our current definition by a factor of two. Using these centered bilateral β-numbers will make things a bit more convenient below. Lemma 6.3. Let Z be a set in R d+1 , Σ a closed set whose complement is the disjoint union of two C-uniform domains Ω ± . Let E = Z ∩ Σ, ξ ∈ E, and r > 0. If bβ Z (ξ, r) < ε < 1 8C 2 and ζ ∈ B(ξ,
Proof. Let P = P ξ,r and ν a unit normal vector to P . Set
ν ∈ H ± . Let ζ ∈ P be closest to ζ and let ζ ∈ E be closest to ζ . Since bβ Z (ξ, r) < ε and ζ ∈ B(ξ,
In particular, ζ ∈ P , so without loss of generality, we can suppose ζ ∈ H + . By Definition 1.1, we can find a curve γ (contained in either Ω + or Ω − ) containing ζ and ξ − such that Figure 2) .
Since bβ Z (ξ, r) < ε, there is z ∈ Z such that |t − z| < εr, and so
Since ζ is far from P , we can find a point t ∈ P far from Σ. Since bβ Z (ξ, r) is small, we can find a point in Z near t that will be far from Σ as well.
Proof. By Lemma 4.3, it suffices to show
8C 2 , and set
This implies T Q ⊆ B ε/3 . Since (Q) ≤ dist(Q, E) ≤ r and x Q ∈ Q, we also have
To see this, observe that if (x, t) ∈ T Q j for some distinct cubes Q 1 , ..., Q N , then t ∼ M (Q j ) for all j, and dist(x, Q j ) ≤ M (Q j ) ∼ t for all j, so all Q j are disjoint cubes of sidelights comparable to t/M contained in a ball of radius comparable to t/M , which implies N d,M 1. Thus,
Again, for C 0 large enough, and since (Q) ∼ d (Q ), we can guarantee that there is always z Q ∈ Σ such that B(z Q , (Q)) ⊆ C 0 Q ∩ Σ. For M large enough, B(z Q , (Q)) ⊆ B(x Q , M (Q)/2C), and since dist(z Q , E) ≥ (Q) (since B(z Q , (Q)) ⊆ C 0 Q and C 0 Q does not intersect E), we can use Lemma 6.3 to show that there is
≤ r, and so we can apply Lemma 5.2 to show that
For ∂C + E (ξ, r), again, the proof is the same as above except for our choice of
, and so the parent
, there is z Q ∈ Q ∩ ∂Ω, and B(z Q , (Q)) ⊆ 3Q. The proof now just like before, and so (6.3) is proven for both cases.
The last part of the theorem now follows from Lemma 2.7.
Proof of Theorem 1.10. We will need the following theorem. 
and such that if . By Kirszbraun's theorem, we may extend f so it is defined on all of R d and is still L-Lipschitz. Let
and apply Theorem 6.5 to F to obtain sets E 1 , ...,
satisfying (6.5) and (6.6), where
are C U R -uniformly rectifiable sets with C U R depending on d and L 0 (or rather, d, η, L, and ρ).
Proof of Theorem 1.11. We simply iterate using Theorem 1.10 on the set E to exhaust H d -almost all of E with rectifiable sets upon each of which H d and w are mutually absolutely continuous.
APPENDIX
Here, we prove Lemma 4.1 and Lemma 4.2.
7.1. The construction of Ω − E and the proof of Lemma 4.1. Lemma 4.1 will follow from the next three lemmas. We will frequently use the fact that if Ω ⊆ Ω are two open sets and Q ∈ W (Ω), then there is Q ∈ W (Ω ) so that Q ⊆ Q . Assume throughout that E ⊆ ∂Ω ∩ B(ξ 0 , r 0 ) and Ω is C-uniform (unless specified otherwise).
Proof. Let ξ be any point in E. Then there is a corkscrew ball B(z, r 0 /C) ⊆ Ω ∩ B(ξ, r 0 ). Let Q ∈ W (Ω) contain z. Then
Hence, if C 0 is large enough (depending on C and d), E ⊆ B(ξ, 2r 0 ) ⊆ CQ, and thus
E a the cube connected to Q by a chain of Whitney cubes of length no more thanC, then
and these facts imply that Ω − E is contained in a ball of radius comparable to r 0 .
Lemma 7.2.
If Ω is C-NTA, then Ω − E satisfies the exterior corkscrew condition.
Proof. Let ξ ∈ ∂Ω − E and r ∈ (0, diam ∂Ω E ). Our goal is to find a ball in B(ξ, r)\Ω − E of radius comparable to r.
(1) If dist(ξ, E) < r/2, let ξ ∈ E be so that |ξ − ξ| < r/2. Then there is
is the Whitney cube containing ξ, then R ∈ C − E , and since R has comparable side length to any other Whitney cube adjacent to it, we know that R = R\ Q ∈C − E λQ is a rectangular prism with all side lengths comparable to (R)
and so it is not hard to see that B(ξ, r) ∩ R contains a ball of radius comparable to r.
(1) Let Q, R ∈ C − E with ε = min{ (Q), (R)} and dist(Q, R) = Λε. We claim there is an increasing function N 1 (Λ) so that there is a chain of adjacent cubes inC − E connecting Q and R of length N 1 (Λ). First, there are ξ Q ∈ C 0 Q ∩ E and ξ R ∈ C 0 R ∩ E. Let 2 n 0 ≤ ε < 2 n 0 +1 . For n ≥ n 0 , by the interior corkscrew condition, we may find
, and so forC large enough, P Qn,Q n+1 ⊆∂C E . Define R m similarly. Let n 1 ≥ n 0 be such that
Since Ω is an NTA domain, this means that P Qn 1 ,Rn 1 is of length no more than N Ω (C ) for some constant C > 0 (the implied constant in the above string of inequalities), and so P Qn 1 ,Rn 1 ⊆C − E forC > N Ω (C ). Note that, after adding this path with the paths P Qn,Q n+1 and P Rn,R n+1 for n = n 0 , ..., n 1 , (of which there are ∼ Λ many paths) the total length of our path of cubes is at most a constant times N (C ) + 2 n 1 −n 0 C,d,C 0 1 + Λ. This proves the claim. (2) Now we claim there is an increasing function N 2 so that, for Q, R ∈ C E with ε = min{ (Q), (R)} and dist(Q, R) = Λε, there is a path of cubes inC E of length N 2 (Λ).
There are cubes Q , R ∈ C − E with a paths of adjacent cubes iñ C − E connecting them to Q and R respectively of length at mostC. It is not hard to show then that (Q ) ∼C ,d (Q) ≥ ε, and similarly (R ) C ,d ε. Furthermore, this holds for every cube in the chain connecting Q to Q, and since there are at mostC many of them, we have dist(Q , Q) C ,d (Q) ≤ ε, and similarly dist(R , R) C ε. Finally,
Hence, by the previous claim, there is a path of cubes inC E connecting Q to R of length at most N 1 (C Λ) for some constant C , and so the total length of our path from Q to R is C + N 1 (C Λ). 1 ⊆ Q, and so 3(Q ) 
Thus, by the previous claim, there is a path {Q j } j 0 j=0 of cubes inC E connecting Q to R with length at mostN 2 (Λ). For each j, pick Q j ∈ W (Ω − E ) that contains the center of Q j . Note that since Q j ⊆ Q j ⊆ λQ j , by the properties of Whitney cubes and since the center of Q j is at least
, and since Q j and Q j+1 are adjacent Whitney cubes,
By the previous case, we can thus connect each Q j to Q j+1 by a chain of cubes in W (Ω − E ) with length more than some constant depending on d and λ. Combine all these into one single chain, which now has length at most a constant times N 2 (Λ). Finally, since (Q) ≤ (Q ) = (Q 0 ) (Q 0 ), we can add a chain connecting Q to Q 0 of length at most a constant depending on
Similarly, we can attach R to Q j 0 by a chain of cubes in W (Ω E ) of length at most a constant times Λ. Combining all these into one chain, we have thus exhibited a chain between Q and R whose length depends only on Λ.
The construction of Ω +
E and the proof of Lemma 4.2. Lemma 4.2 will follow from the following lemmas. Again, we assume that E ⊆ ∂Ω ∩ B(ξ 0 , r 0 ) and Ω is C-uniform (unless specified otherwise).
and since each such Q intersects ∂Ω, the lemma follows. 
for K > 4λC, and thus each such λQ is contained in a ball of radius r 4C centered upon Σ, and since dist( B) ∼ r, and so we've proven the lemma in this case. Observe that, since r 0 < diam Ω, the second part of the lemma is now proven. (2) Suppose dist(ξ, E ) ≥ r/2 > 0. Then ξ ∈ ∂λQ for some Q ∈ ∂C + E that intersects Σ. Again, all cubes adjacent to Q have comparable diameters, so for λ close enough to one, if R ∈ ∂C + E is the dyadic cube containing ξ, then R ∈ ∂C + E , (R) ∼ (Q), and R = R\Ω + E is a rectangular prism with edges all of length comparable to (Q) dist(ξ, E ) ≥ r/2. It is not hard to see then that B(ξ, r)∩R contains a ball of size comparable to r. If r ∈ [diam ∂Ω, diam ∂Ω + E ), then the previous lemma implies r < diam ∂Ω
diam ∂Ω. By the previous two cases, we know that B(ξ, diam ∂Ω/2) contains a ball of radius comparable to diam ∂Ω/2 ∼ K,d r, and thus we've proven the lemma.
Theorem 7.6. Ω + E is uniform. Proof. Let Q, R ∈ W (Ω + E ) and Λ = dist(Q, R)/ min{ (Q), (R)} (1) If Q, R ⊆ Ω, let Q ∈ W (Ω) be contained in Q and containing the center x Q of Q. Suppose (Q ) ≤ (Q)/4. If Q is the parent cube of Q , then 3Q ⊆ Q, but since Q ∈ W (Ω), it is a maximal cube for which 3Q ∩ Ω c = ∅, and so 3Q ∩ Ω c = ∅, which is impossible since Q ⊆ Ω. Thus, (Q)/4 ≤ (Q ) ≤ (Q). Pick R ∈ W (Ω) containing the center of R similarly, so (R) ∼ (R ). Moreover, dist(Q , R ) min{ (Q ), (R )} ≤ 4 dist(Q, R) min{ (Q), (R)} = 4Λ
and so there is a path of length at most N Ω (4Λ) of Whitney cubes in W (Ω) connecting Q and R . The cubes in W (Ω + E ) containing those form a chain connecting Q and R of at most the same length. (2) Suppose now that Q ⊆ λP for some P ∈ ∂C + E with P ∩ ∂Ω = ∅. (a) Suppose R ⊆ λP for some P ∈ C + E with P ∼ P . Again, we can perform the same operation as in the previous step, but instead by first picking a chain in λP connecting sub-Whitney cubes of Q and R in W (λP Q ∪ λP R ) since this set is a uniform domain.
(b) Suppose R ⊆ λP where P ∈ C + E , P ∼ P . Let P ∈ ∂C + E be such that R ⊆ λP . Then dist(Q, R) ≥ λ − 1 2 max{ (P ), (P )}. (7.1)
Note that by the interior corkscrew property for Ω, since P ∩ Σ = ∅, we can find P Ω ⊆ λP so that P Ω ∈ W (Ω) and (P Ω ) ∼ (P ) ∼ (Q) (see Figure 3) . Let P λ ⊆ P Ω be a Whitney cube for W (λP ) with (P λ ) ∼ (P Ω ) and let Q λ ⊆ Q be a Whitney cube in W (λP ) containing the center of Q. Then (Q) ∼ (Q λ ) ≤ (P λ ), and so dist(P λ , Q λ ) min{ (P λ ), (Q λ )} (P ) (Q) dist(Q, R) min{ (Q), (R)} = Λ.
There is a path of Whitney cubes in λP of length N λP (C Λ) connecting Q λ to P λ for some C depending on d, K, and λ. Let P Ω + E ∈ W (Ω + E ) contain P λ . By taking the Whitney cubes in Ω + E that contain the cubes in this path, we thus have a path connecting Q to P Ω + E of length no more than N λQ (Λ). Similarly, we have a path of length no more than a constant depending on d connecting R to some cube P Ω + E ∈ W (Ω + E ) which contains P Ω ∈ W (Ω) such that (P Ω ) ∼ (P ) (R) and dist(R, P Ω ) dist(Q, R). Now, dist(P Ω , P Ω ) min{ (P Ω ), (P Ω )} ≤ dist(P Ω , Q) + diam Q + dist(Q, R) + diam R + dist(R, P Ω ) min{ (P Ω ), (P Ω )} (7.2) (7.3) dist(Q, R) min{ (Q), (R)} = Λ
Thus, there is a path of Whitney cubes in W (Ω) connecting P Ω to P Ω of length no more than N Ω (C Λ) for some constant C . By taking the cubes in W (Ω + E ) containing these, we thus obtain a chain of cubes in W (Ω + E ) connecting P Ω + E and P Ω + E of length at most N (C Λ). Connecting the paths we've constructed (from Q to P Ω + E to P Ω + E to R), we now have a path of cubes of length at most a constant depending on Λ. (c) R ⊆ Ω. This is like the previous case, but a little simpler. We leave the details to the reader.
Proof of Lemma 3.2.
Proof. Without loss of generality, we assume ∆ 0 ∈ D 0 . We follow the proof in [8] . Let t ∈ (0, 1) and E = {ξ ∈ ∆ 0 : dist(ξ, Σ\∆ 0 ) < t (∆ 0 )}.
We can assume E = ∅. Let N be the largest integer for which 5c N +1 0 > 2t (∆ 0 ). For ξ ∈ E, there is ξ ∈ Σ\∆ 0 such that |ξ − ξ | < 2t (∆ 0 ). For every n ≥ 0 there is ∆ n ∈ D n such that ξ ∈ ∆ n .
Claim: The cubes ∆ n+1 and ∆ n always have distinct centers for n = 0, ..., N . Since ξ ∈ ∆ 0 , ∆ n ⊆ ∆ 0 , then ∆ n ⊆ ∆ c 0 and since c 1 B ∆ n+1 ⊆ ∆ n+1 and ξ ∈ ∆ 0 ,
For n ≤ N , the center of ∆ n is also the center of a cube ∆ n+1 ∈ D n+1 , and that cube thus must be disjoint from ∆ n+1 . Moreover, it contains c 1 B ∆ n+1 = c 0 c 1 B ∆n , and so we have ∆ n+1 ∩ c 0 c 1 B ∆n = ∅.
(7.4) LetD n = {∆ ∈ D n : ξ ∈ ∆ for some ξ ∈ E}. If ∆ ∈D n and n ≤ N , then |ζ ∆ − ξ| ≤ |ζ ∆ − ξ | + |ξ − ξ| < (∆) + 2τ (∆ 0 ) < 2 (∆)
so that E ⊆ ∆∈Dn 2B ∆ for all n < N.
Moreover, by (7.4), the familyD = N −1 n=0 {c 0 c 1 B ∆ : ∆ ∈D n } form a disjoint family of balls. Finally, all cubes inD are of diameters no more than 2 (∆ 0 ) and are distance at most 2t (∆ 0 ) from (∆ 0 ), so in particular they are all contained in 4B ∆ 0 since t < 1. All these facts imply By our definition of N , this implies that µ(E) µ,c 0 ,c 1 (log 1 t ) −1 , and this is enough to prove the lemma.
