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Abstract 
Food security has become a key issue worldwide in recent years. According to the 
Department for Environment Food and Rural Affair (DEFRA) UK, the key 
components of food security are food availability, global resource sustainability, 
access, food chain resilience, household food security, safety and confidence of public 
towards food system. Each of these components has its own indicators which need to 
be monitored. Only a few studies had been made towards analysing food security and 
most of these studies are based on conventional data analysis methods such as the use 
of statistical techniques. In handling food security datasets such as crops yield, 
production, economy growth, household behaviour and others, where most of the data 
is imprecise, non-linear and uncertain in nature, it is better to handle the data using 
intelligent system (IS) techniques such as fuzzy logic, neural networks, genetic 
algorithm and hybrid systems, rather than conventional techniques. Therefore this 
thesis focuses on the modelling of food security using IS techniques, and a newly 
developed hybrid intelligent technique called a 2-stage hybrid (TSH) model, which is 
capable of making accurate predictions. This technique is evaluated by considering 
three applications of food security research areas which relate to each of the indicators 
in the DEFRA key food security components. In addition, another food security 
model was developed, called a food security risk assessment model. This can be used 
in assessing the level of risk for food security.  
The TSH model is constructed by using two key techniques; the Genetic Algorithm 
(GA) module and the Artificial Neural Network (ANN) module, where these modules 
combine the global and local search, by optimizing the inputs of ANN in the first 
stage process and optimizing of weight and threshold of ANN, which is then used to 
remodel the ANN resulting in better prediction. In evaluating the performance of the 
TSH prediction model, a total of three datasets have been used, which relate to the 
food security area studied. These datasets involve the prediction of farm household 
output, prediction of cereal growth per capita as the food availability main indicators 
in food security component, and grain security assessment prediction. The TSH 
prediction model is benchmarked against five others techniques. Each of these five 
techniques uses an ANN as the prediction model. The models used are: Principal 
Component Analysis (PCA), Multi-layered Perceptron-Artificial Neural Network 
(MLP-ANN), feature selection (FS) of GA-ANN, Optimized Weight and Threshold 
(OWTNN) and Sensitive Genetic Neural Optimization (SGNO). Each of the 
application datasets considered is used to show the capability of the TSH model in 
making effective predictions, and shows that the general performance of the model is 
better than the other benchmarked techniques. The research in this thesis can be 
considered as a stepping-stone towards developing other tools in food security 
modelling, in order to aid the safety of food security. 
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Chapter 1: Introduction 
 
 
 
 
 
1.1 Introduction to Food Security 
 Food security has become an important issue, and is being discussed and 
studied globally. In 1996 at the World Food Summit, it was agreed that food security 
can be described as “a situation when all people, at all times, have physical and 
economic access to sufficient, safe and nutritious food that meets their dietary needs 
and food preferences for an active and healthy life”. This definition was issued again 
in 2006 in the policy brief of the Food and Agriculture Organization (FAO) (FAO, 
2006). 
 The UK Department of Environment, Food and Rural Affairs (DEFRA) are 
one organization that provides guidelines in the UK for food and agriculture. The 
DEFRA definition and concept of food security is stated in a food chain analysis 
group paper (DEFRA, 2010, DEFRA, 2009), and follows the same outline as the 
definition by the FAO. 
 Food is an absolute necessity for life, not only for short periods, but for the 
long-term survival of life. Consequently, the safety or security of food is an important 
consideration for all living beings, especially humans.  
Chapter 1 
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A study by Maxx Dilley and Boudreau seeks to improve the practice of 
vulnerability assessment for food security purposes by addressing long-standing 
issues that have hampered the development of both theory and practical methods of 
maintaining food security (Dilley and Boudreau, 2001). However the study focuses 
mainly on the vulnerability concept being used in comparison with risks to food 
security. Another paper gives a broader definition of food security, which translates 
the definition of food security as described by FAO, and is shown in table 1.1 
(Khanya-aicdd, 2006). 
Table 1.1: Food definition on broader term (Khanya-aicdd, 2006) 
Everyone has Equity; all people 
At all times Stability of food (availability, access and 
utilization) in short term or long term. 
Protection against the risk of food security 
Access to Right food, enough food, affordable food and 
land rights for own food production 
And control over Power of decision relating to food production, 
distribution, consumption, etc. 
Sufficient quantities Enough food for daily requirement and 
sufficient stock for both the household level 
and community level. 
Of good quality food Variety of quality food (nutritious, safe, 
culturally appropriate) 
For an active and healthy life Proper consumption and a good biological 
utilization of food, resulting in an adequate 
nutritional status of people. 
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1.1.1 Concept and indicator of food security 
 Each country generally has different concepts of food security. This concept 
depends on the dominant food in a country, and is also closely linked to the economic 
and social health of a nation, community and individual household (AusAID, 2004, 
Initiative, 2009). For example, in Laos, food security is defined as “to assure enough 
food and foodstuffs for every person at any time, both in material and economic 
aspects, with increasing demand on nutritional quality, hygiene and balance so as to 
improve health and enable normal development and efficient work”(NAPP, 2000). 
Other research states that, since the dominant food item for Laos is rice, a sufficient 
quantity of rice year round is the key to achieving food security. Even in the lowlands, 
where rice production is in surplus, the food supply has not yet been secured. The 
food regime at the household level is very poor in terms of protein, fat and 
micronutrients. Many experts suggest that diversification of household food 
production can ensure a better balanced diet, especially for protein intake 
(Khemmarath, 2005). In this case, food security concepts can also involve cultural, 
environmental and political aspects (Khemmarath, 2005). In another example, in Sub 
Saharan Africa, food security is described as the function of food production at the 
macro level and income at the household level (Jones, 2008). 
 In the DEFRA analysis, food security concepts are based on different levels 
such as individual or household food security, regional food security, national food 
security and global food security (DEFRA, 2010). The main focus for this report is on 
the national food security, but it also refers to other level. The key themes for food 
security in DEFRA paper discussion are around food availability, universal access to 
the food, affordability, nutrition and quality, safety, resilience and confidence from all 
groups of people in UK (DEFRA, 2010).   
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In other words, food security is very important in ensuring that people can 
maintain good nutrition and continue to live in a good health. In studying the flow 
required to ensure food security, it is necessary to start from the beginning of the food 
production chain, through to the end product. This flow is called a food chain. Figure 
1.1 shows a general food chain. 
 
Raw Food From 
Farm
• Livestock
• Crops
Transporter
Manufacturing
Or
Production
End Product Transporter
Healthy 
People
Customer 
Needs
Retail Shop
Sell the 
product
Transporter
Distributor
Distribution of 
end product
Distributor
Distribution of 
raw product
Transporter
 
Figure 1.1: General block diagram of food chain 
 
Each component in the food chain represents the flow of the raw food product until it 
becomes the end product for consumption. These components need to be monitored 
and assessed in terms of quality and quantity, in order to maintain food security.   
 
1.2 Food Security Challenges and Modelling 
 There are a very few studies which involve the modelling of food security as 
(Men et al., 2009, Jianling and Yong, 2010a, Jianling and Yong, 2010b, Kadir et al., 
2011), either in terms of risk management or the assessment of any effect related to 
Chapter 1 
21 
 
food security, such as: food availability, food access, food chain resilience, safety and 
public confidence. Food security behaviour also needs to be predicted to ensure that 
the level of risk of food security in at an acceptable level. 
 
1.2.1 Scopes, Challenges and Modelling 
 In the first step to ensure food security is at a safe level, it is suggested to have 
a model which can be used to predict and to monitor the behaviour of food security. 
Not many studies in the analysis of food security have been made, such as studies at 
the household level (Kirkpatrick, 2008) and (Cordell, 2010). In Kirkpatrick, the 
studies examine the adequacy of nutrition and factors relating to the level of 
household food security. In Cordell, consideration of the availability of Phosphorus 
forms a main part of the study, towards ensuring the maintenance of food security at a 
safe level. In addition to these two studies, most of the other studies which have been 
performed are based on conventional data analysis (statistical techniques). Another 
example of a food security study is also made by using a conventional techniques is 
the study of China grain warning model, which use Analytical Hierarchical Process 
(AHP) as China’s grain security warning indicator as in (Men et al., 2009). 
 In handling food security datasets such as crops yield data, production data, 
and economic growth data, mostly consisting of multiple non-linear and uncertain 
data, this is best handled using the Intelligent System (IS) technique.  
 Generally, IS are used with Soft Computing and the Computational 
Intelligence techniques, which differ from conventional techniques. IS can be defined 
as a system which learn and acts accordingly to the environment until a pre-defined 
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objective is achieved. IS are more suited to applications which involve data 
imprecision, partial truth and approximated reasoning (Venugopal K.R., 2009, Mitra 
S., 2002, Fritz, 1997). FL, ANN and GA are the fundamentals techniques of IS (Mitra 
S., 2002).   
 Generally, IS techniques have been used and studied mainly in the area of 
food production, manufacturing, crop production or food technology; for example 
Ahmend et al. used FL to enhance crop control (M. Ahmend, 1999), Odetunji et al. 
studied the gari fermentation plant control system using FL (Odetunji and Kehinde, 
2005) and Davidson et al. developed a fuzzy risk assessment tool for microbial 
hazards in food system (Davidson et al., 2006).  There are further studies involving 
the above area by (Ding et al., 2007, Dohnal et al., 1993, El-Sebakhy et al., 2007, 
Inglis et al., 1997, Perrot et al., 2006, Xiaojun et al., 2008, Xiaping. Fu, 2007, Xie et 
al., 1998).  
 Research on the monitoring the risk level of food security is rare; only a few 
pieces of research are available; for example, grain security modelling in China has 
been studied using the IS technique. These studies show the importance of grain as a 
main food source where it can be used as the main indicator of food security risk level 
in China (Jianling and Yong, 2010a, Jianling and Yong, 2010b, Xiaojun et al., 2008, 
Xiaoping et al., 2009, Yong and Jianling, 2010).  
 In term of prediction, a study had been done performed by Muhd 
Khairulzaman using the same dataset as the grain China security risk level. The 
prediction is based on three main indices; consumptives index, productive index and 
disaster index in predicting the risk level of food security (Kadir et al., 2011). Another 
study by him which also relates to food security using intelligent systems is based on 
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farm household behaviour or activities, to predict the farm household crop output 
(Muhd Khairulzaman Abdul Kadir, 2012). 
 Based on the above discussion, any changes to the indicators (main indicators 
or sub-indicators) as in (DEFRA, 2010), key components, or themes of food security 
which can impact food access, food availability and food risk management need to be 
considered. These are becoming the three most challenging areas that need to be 
considered in modelling food security using IS techniques. 
 
1.3 Research Objective 
 The aims of this research is to establish a systematic relationship between the 
food security and the effect of the food security itself either by using a clustering 
method for unsupervised learning, or through supervised learning for the study 
involving the prediction model. The study can also gives a basic overview of the 
impact on overall food security key components as described in earlier of this chapter, 
in terms of food production, food quality and food access for all people. 
 In referring to the aims, the primary objectives of this study is to develop an 
effective general purpose prediction model using Hybrid Intelligent System (HIS) 
techniques, known as Two-Stage Hybrid (TSH) model. The developed model can also 
perform automatic feature selection or input selection, while maintaining the amount 
of information from the original dataset which gives the best prediction performance. 
In the determination of the relationship between the features, regression plots will be 
used. 
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   This developed model will be applied to the food security research area in 
conjunction with the aims. The possibility also exists for applying the TSH to related 
areas of study of food security, such as a farm household output prediction model, a 
food growth per capita prediction model and a grain security warning prediction 
model. In addition, each of these studies will be compared with several IS techniques 
and a conventional technique to test the performance of TSH. 
 The final objective of this thesis is to develop a risk assessment model by 
using Fuzzy Logic (FL). This study will examine the risk level of food security, which 
can be used to determine the overall level prevailing food security risk by monitoring 
various risk elements related to food security, as described in DEFRA assessment 
report indicated in the previous section. This part of the study will also explores 
possible outcomes by using a combination of strategies and sensitivities to local and 
global conditions to account for any uncertainties. 
 
1.4 Thesis Outline  
 The current chapter present the overview of the food security concept and the 
general applications which are involved in modelling it. This chapter also describes 
the general research objectives and overall thesis structure. 
 Chapter 2 reviews all of the IS techniques used in the research that are relevant 
to the development of the proposed prediction model, including the ANN technique 
and GA technique. Additionally, a Sensitive Genetic Neural Optimization (SGNO) is 
discussed, and will be used as one of the benchmark techniques in terms of its 
prediction performance. 
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 Chapter 3 describes details of the proposed TSH model and its construction. 
This model aims to become one of the prediction models. Options for the 
implementation of the benchmark techniques are also reviewed and explained. 
 Chapter 4 demonstrates the application of the farm-household output 
prediction model by using the TSH model, which will be based on the farm household 
activities and behaviour. The performance of the proposed model will be 
benchmarked with other techniques. 
Chapter 5 illustrates another application by using the TSH model in predicting 
the food growth per capita. The performance is also discussed and benchmarked by 
using other techniques. 
Chapter 6 presents another related food security prediction model, where the 
TSH model is used to predict the grain security level based on the three categories – 
production indices, consumption indices and disaster indices. 
Chapter 7 demonstrates a newly developed food security risk level assessment 
model by using a FL as the unsupervised learning method. In this chapter, three major 
components are assumed to have a major impact on food security risk level.  
Chapter 8 summarises and concludes all of the discoveries presented in the 
previous chapters. It also suggests future work which could be undertaken in this 
research area, and possible improvement to the model itself.  
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Chapter 2: Intelligent System Techniques 
 
 
 
 
 
2.1 Introduction to Intelligent System 
Artificially Intelligent systems have been used in studying the behaviour of 
food-related areas, for example in the study of crop control by Moataz Ahmend (M. 
Ahmend, 1999). This study relied on the feeding of remote sensing data, together with 
an evolvable model of crop behaviour, into an intelligent decision support system 
(IDSS), based on the backward chaining of a fuzzy reasoning engine. Another 
example is in data fusion for a food transportation system by using neural networks in 
(Jabbari et al., 2008) and (Farkas et al., 2000); the objective of this study is was to 
achieve final moisture distribution in the material bed of a grain processing system, 
with minimum consumption of energy in the shortest possible drying time. There are 
a lot of other studies relating to food involving artificial intelligence, which, use 
various IS technique such as fuzzy logic (Odetunji and Kehinde, 2005), neural 
networks (Fu Xiaping, 2007), neural-fuzzy methods (El-Sebakhy et al., 2007) and 
genetic algorithms (Chemin and Honda, 2006). Each of these techniques has their 
own principles and concepts, depending on the application. 
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As previously stated, most of the existing studies have been in the food-related 
area with IS as the technique employed, which is only a sub-area of the study of food 
security. Very few studies have looked at food security in its entirety. However, one 
example of paper which did consider this area is by Nathalie et al (Perrot et al., 1999) 
and Oscar Castillo et al. (Jones, 2006). The paper itself concentrates on ensuring the 
quality of food by using a fuzzy set in considering wet-milling for maize, and for 
manufacturing in the food industry, both using fuzzy logic techniques. This study can 
be considered as a sub area of food security; as explained in the previous chapter in 
the food security themes describe by (DEFRA, 2010), the main indicators for 
assessing food security are: food availability, every people access to food, 
affordability, nutrition and quality, safety, resilience and confidence by all people. 
 In this chapter, it will be emphasized all of the IS techniques such as Fuzzy 
Logic (FL), Artificial Neural Network (ANN), Genetic Algorithms (GA) and other 
hybrid IS methods that used in the modelling of food security, either in predicting it or 
clustering it to get the feature from the parameter being used. At the same time, along 
with the usage of the existing IS techniques, a new method for the modelling of food 
security is developed, based on these techniques. 
 
2.2 Fuzzy Logic (FL) 
 Lofti Zadeh (1965) is attributed as being the key contributor to the modern era 
of FL and its applications. This study was introduced to demonstrate the vagueness of 
linguistics and to describe the expression of human ‘knowledge’ in a natural way 
(Haslum, et al, 2007). Most of the applications that involved FL were based on its 
reasoning process and expression in terms of understandable to both operators and 
experts (Perrot, et al, 2006).  
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2.2.1 Architecture of Fuzzy Logic 
 The basic architecture of FL is based on the concept of a ‘crisp’ input and 
‘crisp’ output. Crisp means the actual data or parameter being used, is described either 
in quantitative or qualitative parameters. Between the crisp inputs and crisp output, all 
of the process is based on ‘fuzzy’ parameters which are converted at the beginning of 
the process. The full architecture of FL is shown in Figure 2.1. 
 
Database 
(Membership 
Function)
Rule Base
 (If ... Then rules)
Fuzzification 
Interface
Decision Making Unit 
(Inference Operation)
Defuzzification 
Interface
Crisp Input Crisp Output
Knowledge Base
Black Box
Fuzzy Fuzzy
Inputs Output
 
Figure 2.1: Architecture of FL 
 
2.2.1.1 Fuzzification Interface 
 The first step in the process is known as the ‘fuzzification processes’. It 
involves rule evaluation and aggregation, which is done mostly in the Knowledge 
Base block. There are two popular techniques which are used in this process; the 
Mamdani method and the Sugeno method. The advantage of the Mamdani method is 
in capturing expert knowledge in its entirety, whereas the Sugeno method only uses 
the singleton rule output, which only works well with linear techniques (Negnevitsky, 
2005, J.-S.R. Jang, 1997).  
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 A very important part of this process is the way in which the fuzzy sets are 
determined. Fuzzy sets consist of an element which can be belong partly to two 
different sets, each of which have different memberships (Negnevitsky, 2005). In 
classical sets, each set has a definite answer. In deciding this, the set will be based on 
the inputs and outputs of the system being modelled; for example the study by (Huey-
Ming, 1996), used 11 grades of risk and 11 grades of importance, from definitely 
unimportant to definitely important, as its fuzzy sets function. 
 In the design and implementation of a FL system, there is the option of using 
the three most popular membership functions (MFs) which are known as the 
triangular, Gaussian and trapezoidal functions (Negnevitsky, 2005). Each of these 
MFs has its own characteristics in describing the fuzzy sets, and will have a different 
performance rate and accuracy. For example, using triangular and trapezoidal 
functions means that the performance rate will be very fast, however the level of 
accuracy will be lower than would be the case with either of the other membership 
functions; this is known as the ‘normal speed versus complexity scenario’ (Xie et al., 
1998). This process and implementation is performed in the Database block. 
 The next step is to determine the rules relationship for each of the inputs and 
the output, which is done in Rule Base block. This is where the inference system is 
used, specifically based on ‘If...then...rules’ or Bayesian rules (Negnevitsky, 2005) as 
below:- 
IF x is Ai and IF y is Bi then z is Ci 
 
 The above rule shows typical conditions of the input function of x and y with z as the 
output function, the fuzzy states of Ai, Bi and Ci of i-th as the Rule Base condition. 
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The design of these rules usually depends on the inputs and each of the membership 
functions, for example;  
 
“Assume given a 3 inputs and a 3 membership functions for each input where the 
numbers of rules that can be generated based on these condition are 33 = 27 rules.” 
 
 As also described in (Negnevitsky, 2005, J.-S.R. Jang, 1997), rule evaluation 
in the fuzzy inference system model is based on either an ‘AND’ function or an ‘OR’ 
function, in terms of the fuzzy operation as algebraic product or algebraic sum, which 
is used to compare the inputs. The level of the truth value of the antecedent is then 
determined, and the consequent membership function is either clipped (correlation 
minimum) or scaled (correlation product) (Negnevitsky, 2005). This fuzzy operator 
will compare each of the inputs, and this operation takes place between the 
Fuzzification Interface and Knowledge Base, and will be processed in the Decision 
Making Unit as shown in Figure 2.1. 
 
2.2.1.2 Defuzzification Interface 
 The final process is to convert all of the fuzzy values to the crisp values. This 
is done by defuzzification or aggregation of the rule output. Therefore, the fuzzy 
values that have been declared will be used to evaluate the rules, but, the final output 
should be a crisp value as described in (A.S. Sodiya, 2007). In order to perform the 
defuzzification, a number of different approaches can be used, such as; the centre of 
gravity or centroid, the maximum membership principle, the weighted average 
method, the mean-max membership method, the centre of sum method, the centre of 
largest area method, or the first (or last) maxima method (J.-S.R. Jang, 1997, 
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Negnevitsky, 2005, Ross, 2007). The most widely used defuzzification technique is 
the centroid method as shown in equation (2.1), which is also discussed in later a 
chapter when considering clustering methods using FL. 
 
 
(2.1) 
 
 
 
2.2.3 Purpose of Using the FL 
 In analyzing a certain dataset, some features of the data need to be known 
before the output can be predicted. In one of the studies in this thesis, some data do 
not have any targets, which mean an unsupervised learning method needs to be used, 
and FL is one such unsupervised learning method in IS. In addition, FL offers 
advantages in converting any vagueness in linguistics, and it has a capability to 
explain terms based on human understanding of knowledge. FL also can be used to 
represent any qualitative parameter or quantitative parameter, which can help to 
model a food security risk level assessment. In modelling this, a lot of assumptions 
are made based on experience of the relationship between each of the input parameter 
and previous work related to this study, which will be explain in Chapter 7. 
 
2.3 Artificial Neural Network (ANN) 
 The Artificial Neural Network (ANN) is a well established technique, describe 
by (Eduard Llobet, 1999, Gardner et al., 1992, J W Gardner, 1990, Negnevitsky, 
2005). Generally, ANNs are based on a single layer network consisting of 3 basic 
layers; the input layer, the hidden layer and the output layer. This type of network is 
called as the ‘perceptron’ as shown in Figure 2.2. 
  
𝑧∗ =  ∫𝜇𝑐 (𝑧). 𝑧 𝑑𝑧
∫𝜇𝑐(𝑧)𝑑𝑧  
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Figure 2.2: Basic single artificial layer neural network (Negnevitsky, 2005) 
 
 This ANN architecture use ‘back propagation feed forward’ network, where 
the input pattern is applied to the network and forward propagated through the 
network using the initial node connection weights (S.A. Shearer, 2000). The back-
propagation algorithm consists of many techniques, each of which has different ways 
of updating the bias and the weight of the network (H. Demuth, 2004). 
 In the back propagation training algorithm, the first step is to initialize all of 
the weights and thresholds (if any) to a random value. After that, the network must 
activate its back-propagation process by using the activation function. Then, the 
weight for each neuron will be updated accordingly, based on the number of neurons 
for each layer. Finally, all of the above processes will be repeated until the sum square 
error is less than 0.001 (Negnevitsky, 2005).  
 Rather than using several hidden layers, the ANN is usually constructed based 
on one hidden layer, because additional hidden layers will increase the processing 
time on some applications. A significant number of researchers have proved that the 
use of one hidden layer is sufficient to approximate any function which contains a 
continuous mapping from one space to another in solving real life problems (Foster et 
al., 1999, Zhang, 2011).  
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 In deciding on the number of neurons, as in (Weigend, 1994, Geman, 1992, 
Tetko, 1995), there are a number of ways to determine the required quantity of neuron 
in the hidden layer; usually the optimal number of neurons will be determined only 
after several training processes have been completed or based on a ‘rule of thumb’.  
 In an ANN, a lot of activation functions are tested, but only a few can be 
applied in real applications. These include the step function, sign function, sigmoid or 
hyperbolic function and linear function (Negnevitsky, 2005, J.-S.R. Jang, 1997). 
These activation functions are showed in Figure 2.3. 
 
Figure 2.3: ANN activation function (J.-S.R. Jang, 1997, Negnevitsky, 2005) 
 
 In a back-propagation multilayer network, the sigmoid function and linear 
function are usually used as the activation function. It provides a smooth and non-zero 
derivative with respect to input signals. Sometimes, this function is known as a 
‘squashing function’, but normally it is called as a sigmoidal function (Gardner et al., 
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1992, J W Gardner, 1990, J.-S.R. Jang, 1997). Referring to (Negnevitsky, 2005), a 
hyperbolic tangent or tangent sigmoid can accelerate the learning procedure for the 
models. This can greatly improve the efficiency of the system and result in a faster 
processing speed for the prediction system. 
 In training the data for the ANN, Levenberg-Marquadt (LM) technique is one 
of the techniques most widely used as the training algorithm, because of its fast 
performance, however it can impact on memory usage if the network is too complex. 
There are many types of learning technique as stated in (H. Demuth, 2004). 
According to (B. Safa, 2004), the best training method in a multilayer network is the 
‘steepest descent’ method; however in some models, the variable learning rate 
algorithm is slower and does not give an accurate results. 
    The LM algorithm is designed to give intermediate optimization between the 
Gauss-Newton (GN) method and gradient descent algorithm. It also addresses all of 
the limitations of both techniques (Kermani et al., 2005, Lourakis, 2005).  The use of 
this technique is usually desirable because of it offers the fastest convergence and also 
it gives accurate training to the model. It is also able to obtain lower mean square 
errors for most models, but if the number of weights in the network increases, the 
accuracy of the model will decrease. 
 There is one major problem in the ANN architecture, which occurs when the 
error of the training set becomes a small value in the system - this is called the ‘over-
fitting’ or generalization problem. However, when new data is presented to the 
network, the error will be large in value. In order to prevent this problem, the hidden 
neuron must be determined, and this is dependent on the number of input parameters 
in the network. Alternatively, the problem can be prevented by improving the 
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generalization, by setting the early stopping values in the validation dataset during the 
training process (H. Demuth, 2004). 
 
2.3.1 Purpose of Using ANN 
 The decision on which technique will be used will be based on the number of 
datasets, the accuracy of certain techniques and how the technique relates to each of 
the input parameter with the target. In this thesis, the ANN is used as the main 
technique because its reliability and its performance with a number of datasets can be 
analyzed. The ANN also offers a very good local search method for finding a 
solution, and can be considered as one of the best prediction models. 
 The consideration of one technique in isolation cannot, however, result in any 
conclusions about best overall technique. Therefore the ANN will be compared with 
other hybrid IS techniques in later a chapter, related to food security modelling. 
 
2.4 Genetic Algorithm (GA) 
 Genetic Algorithm (GA) is based on natural genetics, which consist of a 
number of chromosomes in a population of individuals. These genetic structures, 
called ‘genotypes’ can be used to select the best solution to a problem based on their 
‘fitness’ (Michalewicz, 1992, Holland, 1992). 
 In IS, GAs are used as optimization and search algorithm which use the same 
concepts as natural genetics, mimicking evolution in nature (Goldberg, 1989, Randy 
L. Haupt, 2004, Negnevitsky, 2005, Z. Didekova, 2009). The idea in developing GA 
comes from John Holland; he and his team tried to explain the adaptive process of 
natural systems, and at the same time developed artificial software that retains the 
important mechanisms of natural and artificial systems (Goldberg, 1989).  
Chapter 2 
41 
 
 In the GA, there are 3 main processes involved; selection, crossover and 
mutation. The selection process is used to select which pair of chromosomes 
contributes the most in term of giving the best results or solutions to the problem. This 
is based on the determination of the fitness function as in equation (2.3) 
(Michalewicz, 1992, Negnevitsky, 2005). A commonly used selection function is 
based on a roulette wheel with slots sized according to the fitness values as in 
equation (2.4) (Michalewicz, 1992). In (Negnevitsky, 2005) a method is described to 
find the maximum value of a function 15x-x2. Figure 2.4 shows the selection process 
of this function.  
 
(2.3) 
(2.4) 
 
 
  
 
 
Figure 2.4: Selection process (Negnevitsky, 2005) 
 
𝐹 =  ∑ 𝑒𝑣𝑎𝑙 (𝑣𝑖)𝑝𝑜𝑝 𝑠𝑖𝑧𝑒𝑖=1   
𝑟 < 𝑣𝑖 − 𝑣1 (𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 1) 
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    𝑣𝑖(2 ≪ 𝑖 ≪ 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒) 
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In this selection process, the division of the area in the pie chart will depend 
on the fitness value of each chromosome’s population. In other words, if the fitness 
value is high, the area of the division in the chart will be reflected by this. With the 
roulette selection process, the wheel will spin randomly six times due to there being 
six populations, where the greater of the area in the chart, the higher the chance that a 
particular chromosome’s population will be selected. 
The crossover process involves the use of the crossover probability functions 
as shown in Figure 2.5, which shows the same case problem as in Figure 2.4. This 
function will compare a pair of chromosomes from the selection output to get a new 
offspring based on the probability parameter. It can be either a 1-point crossover or 
multi-point crossover such as X6, X2, X1 and X5 in Figure 2.5, depending on the 
problem being solved. If no crossover occurs, as shown in the population of X2 and 
X5 cloning will not take place (Negnevitsky, 2005). In the Matlab GA and direct 
search toolbox, a variety of crossover functions are given that can be used with any 
model of an application (Mathwork, 2004). 
 
 
Figure 2.5: Crossover example (Negnevitsky, 2005) 
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The last stage of process is mutation, which generally comes after the 
crossover but sometimes before crossover. Mutation is performed on a randomly 
selected gene in a pair of chromosomes. Usually mutation can be beneficial solution 
to the problem, but sometimes it can be harmful to the results. However the process is 
useful in guaranteeing that the search algorithm is not trapped in a local optimum, by 
keeping the GA from converging too fast before sampling the entire search region 
(Holland, 1992, Negnevitsky, 2005, Randy L. Haupt, 2004). Therefore the mutation 
probability is usually given a small value, typically in the range 0.001 to 0.01, but this 
also depends on the problem being handled (Michalewicz, 1992, Negnevitsky, 2005). 
An example of mutation is shown in Figure 2.6 which considers the same problem as 
in the crossover process (Negnevitsky, 2005, Mathwork, 2004). The Figure shows 
that only X1 and X2 are being mutated at the second gene and the third gene. 
 
 
Figure 2.6: Mutation example (Negnevitsky, 2005) 
 
The overall basic GA process flowchart is shown in Figure 2.7. For each main 
process – selection, crossover or mutation, a new offspring will be given to the output, 
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and this new offspring usually has the best fitness value for the solution to the 
problem, for example in the problem shown in Figure 2.8 (Negnevitsky, 2005).  This 
shows the new offspring for the next generation process and the starting point for data 
before selection process in Figure 2.3. The process will run a few times until it 
achieves its target or reaches the stopping criterion which has been set. Every time the 
GA processes start, it will randomly pick the chromosomes and determine their fitness 
values based on the fitness function. The process will run until the population size and 
the number of generations ends. The dataset can be encoded either based binary or 
decimal numbers, whichever is most beneficial to the system. 
 
Determining size of 
chromosomes and size 
of population
Randomnly initialize the 
chromosomes
Selection
Crossover
Mutation (if any)
END
START
New Population
Is the rules or the 
conditions met? NO
YES
 
Figure 2.7: Basic GA flowchart 
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Figure 2.8: Original data and new offspring data for generation (i+1) (Negnevitsky, 
2005) 
 
2.4.1 Purpose of Using GA 
 In terms of optimizing and feature selection, the GA is one of the best 
optimization and search technique, as it has the advantages of being able to avoid 
local minima and it also can search all possible solution in all every region 
simultaneously within the data itself (Muhd Khairulzaman Abdul Kadir, 2012). 
Therefore the GA is used to optimize the network architecture and to select best 
feature for a certain application to achieve better prediction, which also can extend the 
decision making process of the study cases in this thesis. 
 
2.5 Hybrid Intelligent Systems (HIS) 
 Hybrid Intelligent Systems (HIS) are a combination of two or more IS 
techniques. Most of the combination of IS will improve on the disadvantages of 
individual systems, or will optimize the process either in terms of faster data 
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processing or giving higher efficiency in terms of the performance rate of the 
technique.  
 For example, assumes that an FL model has more than 6 inputs, and each input 
has more than 2 MF, therefore it is necessary to generate more than 100 rules. The 
large number of rules being generated will make the processing system slower and 
sometimes can cause the system to run out of memory. Therefore, a combination of 
other IS techniques is needed to improve the processing time of the method, either by 
using ANN or GA. For this reason many new HIS have been developed and are being 
applied to a different applications and areas of study. Table 2.1 shows the capability 
of each IS based on (Z. Didekova, 2009). 
 
Table 2.1: Capability of FL, NN and GA 
Capability FL ANN GA 
Knowledge representation Good Bad Rather bad 
Uncertainty tolerance Good Good Good 
Imprecision tolerance Good Good Good 
Adaptability Rather bad Good Good 
Learning ability Bad Good Good 
Explanation ability Good Bad Rather bad 
Knowledge discovery and data mining Rather bad Good Rather good 
Maintain ability Rather good Good Rather good 
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2.5.1 Adaptive Neuro-Fuzzy Inference System (ANFIS) 
 The adaptive Neuro-Fuzzy Inference System (ANFIS) is a combination of the 
high level reasoning capability of the Fuzzy Inference System (FIS) and the low level 
computational power of a Neural network (NN) (Negnevitsky, 2005, J.-S.R. Jang, 
1997).  This combines technique has a number of advantages. For example the NN 
can recognize patterns and help with the adaptation to the environment, whilst the FIS 
will incorporate human knowledge and perform decision making as described in table 
2.1 and the architecture shown in Figure 2.9.  
 The ANFIS architecture consists of five layers where the first layer is an ‘If...’ 
layer, also called the fuzzification layer, and functions as an adaptive node to the 
structure. This layer converts crisp inputs to fuzzy inputs, and it also generates the MF 
for each of the inputs (Wang and Elhag, 2008, Fahimifard, 2009). As described in the 
FL section above, the most common MFs being used are the trapezoidal and 
triangular functions. In ANFIS however, the most common MF is the generalized bell 
function, which is shown in equation (2.5), where x or y is the input node i; ai, bi and 
ci are the parameter set and O is the output for the node (Muhd Khairulzaman Abdul 
Kadir, 2011). The type of MF can also be varied depending on the data being applied 
to the system. 
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Figure 2.9: Architecture of a 2 input ANFIS. (Muhd Khairulzaman Abdul Kadir, 
2011) 
  
 
 
(2.5) 
 
 The next layer consists of a simple multiplier to represent the firing strength of 
each rules that being generated in layer 1. It uses AND as the connective products as 
shown in equation (2.6) (J.-S.R. Jang, 1997, Negnevitsky, 2005).  
 
(2.6) 
 
4,3),(
2,1),(
||1
1)(
22,1
1,1
2
==
==
−
+
=
− ixO
ixO
where
a
cx
x
bii
aii
b
i
i
A
i
µ
µ
µ
 
2,1i),y(μ).x(μwO BiAiii,2 ===
Chapter 2 
49 
 
In layer 3, each output of the second layer will be normalized based on 
equation (2.7) (J.-S.R. Jang, 1997, Negnevitsky, 2005). The normalization is based on 
the ratio of each of the firing strengths divided by the total rule of the firing strength. 
  
(2.7) 
 
 In ANFIS, a Takagi-Sugeno type of output is used in layer 4 as shown in 
equation (2.8). This layer will convert all fuzzy data to crisp data (J.-S.R. Jang, 1997, 
Negnevitsky, 2005). 
  
(2.8) 
 
 In the final layer, the total of all the neurons for each node in layer 4 forms the 
output of the system.  
 Although ANFIS has its advantages which come from the combination of FL 
and ANN, it also has drawbacks. As explained in (Potter and Negnevitsky, 2004), 
ANFIS will become slow and will use up its available memory if more than 9 inputs 
are used . This happens because the number of generated rules for the system is more 
than 2000.  
 
2.5.2 Sensitive Genetic Neural Optimization (SGNO) 
 SGNO is part of the hybrid intelligent optimization technique, the model of 
which is shown in Figure 2.9. It involves the combination of GA, ANN and sensitivity 
analysis, which uses sensitivity analysis of high fitness chromosomes and Monte 
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Carlo simulation. This model is part of supervised learning, and needs a target. It is 
also relatively good for input or feature selection for certain applications and from 
there it can also be used as a prediction model. 
 
Referring to Figure 2.10, the process of SGNO is based on few basic steps: - 
 
1- The data pre-processing is made based on the normalization of the data with 
five-fold cross validation.  
2- The GA will decode each input or feature to its random binary number 
representation. Each random input will be analyzed by its fitness function 
using the ANN, and evaluated using the mean square error (MSE) as its fitness 
function.  
3- After all of the analysis has been done by the GA, based on the population size 
and number of generation, all of the data analysis results will be evaluated by 
the sensitivity module, which will calculate its frequency for a quarter of 
population from each GA generation and calculate its score for the selected 
variables.  
4- Before the ANN is remodelled, the importance of each feature is determined 
by taking the average of the sensitivity scores in the chromosomes. The higher 
values will be ranked from most important to least important.  
5- Finally, the ANN will be remodelled using the multi-layer perceptron (MLP). 
 
The whole process of SGNO was developed by Fu Zhang in 2011 (Zhang, 2011). 
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Data Preprocessing
Initialize GA Population
Decode Chromosomes
Evaluate Chromosomes Using ANN
Is the rules or the 
conditions met? NO
YES
Crossover
&
Mutation
New Population
Evaluate Sensitivities of 
Variables in Chromosomes
Determine Important 
Variables
Remodelling Using 
ANNs  
Figure 2.10: Basic SGNO system (Zhang, 2011) 
 
2.6 Conclusion 
 In this chapter, most of the well-known IS techniques that were used in these 
research are generally explained. These include FL, ANNs, GA, and HIS. In addition 
a recently developed HIS, the SGNO, was introduced. All of these techniques are 
powerful tools for different types of application, such as clustering, classification, 
forecasting or prediction, optimization and feature selection problems. Most of the 
techniques also have been proven to be successful in different area of study, either in 
linear or nonlinear applications. 
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 In the following chapter, a new modelling technique will be introduced. The 
model is for use in general forecasting application or problems. It consists of a two-
stage GA-ANN combination, which both methods to generate a model output. 
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Chapter 3: Two stage modelling using a Genetic 
Algorithm-Neural Network (GA-ANN) and an 
Optimized Artificial Neural Network (ANN) 
 
 
 
3.1 Overview 
In the previous chapter, most of the IS techniques currently being used in food 
security modelling were described and explained. One of the techniques described is 
the GA method, which is well known as a feature selection and optimization 
algorithm. In the previous chapter also, the advantages of ANNs in prediction as a fast 
adaptive modelling tool for complex relationships with non-linear datasets were also 
explained.  
In order to design a good prediction model and at the same time optimize the 
inputs, GA and ANN are used together as HIS techniques, combining their capability 
for optimizing, and as a fast prediction tool for complex linear or non-linear datasets. 
This chapter continues by describing and introducing a two-stage hybrid (TSH) 
model.  
Generally, the TSH model consists of two techniques based on HIS methods. 
The first stage of GA hybrid model is based on an input selection or feature selection 
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(FS) technique using a GA and ANN. For the second stage, the GA hybrid model use 
the Optimized Weight and Threshold Neural Network (OWTNN)  described in (Muhd 
Khairulzaman Abdul Kadir, 2012), where a GA is used to optimize the weights and 
thresholds of an ANN. Figure 3.1 shows the general structures flow of this model 
system.  
The reason for combining these two HIS into a single two stage process is to 
provide automatic input selection. The input will be selected based on the importance 
of the inputs in giving higher impact to the output. After that, with the selected input, 
the second stage will optimize the ANN architecture, preventing the generalization 
problem which will give a good performance in prediction. Furthermore, the TSH 
model can be applied to any application other than the food security, because of the 
inherent advantages of ANN and GA in handling complex linear and non-linear 
datasets, as described in the previous chapter. 
Data 
Normalization
1st GA-ANN Feature 
Selection
2nd GA-ANN Network 
Optimization
Remodeling ANN
Prediction Using the 
remodel ANN
End
Start
Data Preprocessing
 
Figure 3.1: General structure of the two stage GA model 
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3.2 Data Pre-processing 
As shown in Figure 3.1, the TSH model has two stages of data pre-processing. 
The first stage is to standardize all of the data into a unified scale to allow faster 
processing, which in this case transform to have zero mean and unit variance. These 
datasets will be used in the ANN as the fitness function, or as the objective function in 
the GA. Usually, in ANNs, datasets are represented as raw data, which will contains 
some noise in different ranges. Therefore to make the ANN learn faster, as describe 
earlier, standardization is needed, which will also allows the ANN to give more 
accurate results (Bishop, 1995). 
In applying the standardization, mean standard deviation normalization as 
shown in equation (3.1), was used, where Xraw is the raw data that needs to be 
normalized, Xmean is the mean of X and Xstd is the standard deviation of X. As 
describe earlier, this will transform the data to have zero mean and unit variance.  
   
(3.1) 
 
 For the second stage of data pre-processing, a feature selection process is 
performed by using a GA-ANN hybrid algorithm. The GA has good performance in 
FS or input selection, where it can perform multiple searches simultaneously in any 
region. In this case, the GA will be used to select which is the most important input 
for the ANN. This part of data pre-processing will be explained later in this chapter in 
the first stage of the TSH section of this model. 
 
Xnew = (Xraw − Xmean)Xstd  
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3.3 Determining GA parameters and fitness function 
 In the GA, there are a few parameters which are important in making a 
contribution to find the best solution for each application, such as: crossover, 
mutation, selection, population and generation. These parameters basically define the 
stages of the main process of the GA in achieving an effective search through each 
region consecutively. Each of these parameters has been determined based on its 
capability and its performance. Not only that, most of these GA parameters will be 
used by both stages of the GA hybrid model to ensure that the first stage and second 
stages of the THS model will be optimized improving overall system performance 
 
3.3.1 Selection 
 As explained in Chapter 2, after a random generation of initial population data 
for the chromosome, the GA will select chromosomes to become parents for the 
following crossover process and mutation process. Generally, one of the earliest types 
of selection function, and the most well known, is the roulette wheel. In the model 
developed here however, a stochastic uniform selection function is used instead. This 
is because the number of selected individuals in the stochastic selection function is 
proportional to the fitness value, which makes this selection function more accurate in 
terms of its individual selection performance, compared to the roulette wheel selection 
function (Elizabeth M. Rudnick, 1997). 
 The stochastic uniform selection function converts each parent into a section 
of length of line which is proportional to its scaled value. The parents are then 
allocated based on a uniform random number less than the step size in the section 
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(Goldberg, 1997, Randy L. Haupt, 2004, Mathwork, 2004, Chipperfield and Fleming, 
1995).  
Figure 3.1 demonstrates an example of the stochastic uniform selection 
process. In this example, it is assumed that a population consists of 5 chromosomes 
and the GA needs to select 4 chromosomes to become the parents. Here, each of the 
chromosome fitness scaled values is already being given as shown in the figure, 
where the highest fitness scaled value will have a higher chance to be selected as the 
parents. As a result, the 4 individuals being selected as parents are X2, X3 and two 
time X4 (X4 and X4). 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 16 18
X0 X1 X2 X3 X4
6 5 4 2 1Fitnesss scalled value
5 individuals
= 18
Sum
Consists of 18 length
Selection of 4 parents
1 = 1 X 18 / 4 = 4.5
2 = 2 X 18 / 4 = 9
3 = 3 X 18 / 4 = 13.5
4 = 4 X 18 /4 = 18
 
Figure 3.2: Stochastic selection function 
 
3.3.2 Crossover 
 After the operation of the selection function, where the best parent for that 
cycle of generation and population is selected, a crossover function is used to search 
the best crossover parents, by referring to the fitness function. The crossover function 
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selects genes from a parent in the current generation to create a new offspring or a 
new child, which will be used in the next process. 
 In this model, to maintain the current best fitness value and to give a better 
search result, a crossover scattered function is used. This crossover function creates a 
random crossover point between parents in that generation. The crossover 
combination is based on a binary vector; if the binary vector is 1, it will takes the 
genes from the first parent and if the vector is 0, it takes the genes from second parent 
(Michalewicz, 1992, Mathwork, 2004, Popov, 2005) . An example of this crossover is 
shown in Figure 3.3 - the crossover fraction should be between 0 and 1. 
Binary vector = 0 1 0 1 1 1 0 0 (Random by GA)
Parent1 (P1) = 1 2 3 4 5 6 7 8
Parent2 (P2) = A B C D E F G H
New child = A 2 C 4 5 6 G H
P1 P2
P1 P2
New child  
Figure 3.3: Example of scattered crossover (Mathwork, 2004, Michalewicz, 1992, 
Popov, 2005) 
 
3.3.3 Mutation 
 A mutation process is not a compulsory function in a GA, but is used to 
implement random changes to a parent in creating a new child for that generation 
(Mathwork, 2004). The usage of it can be neglected, to give a faster computational 
result. In this model, the use of mutation is essential to give better search results in 
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any kind of dataset or application by using it as special solution to any unchanged 
action.  
One of the well known mutations is a uniform mutation which consists of a 
two-step process, where the first stage selects a fraction of the vector entries of a 
population (Mathwork, 2004). Each entry has a probability mutation rate which is 
based on the equation (3.2), where L represents the number of variables and n is the 
population size (Salman and Ong Hang, 2008, Dumitrescu, 2000). In the second 
stage, the selected entry will be replaced by a random number, selected uniformly in 
the range of the entry, which in this model is set 0 as the lower range and 1 as the 
upper range. 
 
(3.2) 
 
3.3.4 Population Vs Generation 
 Many studies have been made to analyze the population size and generation 
size needed for the GA to work well, and to give the best performance result. 
Referring to (Gu-Li et al., 2009, Tsoy, 2003), the increase of population size will 
affect the number of generation, or vice-versa, and it will also improve the 
performance of the GA, by reducing the genetic drift and allele loss, and by increasing 
- the parallelism of the algorithm. Therefore, in this model, the determination of 
population size and the number of generations for the GA is based on these studies. If 
the population size is big enough for a certain application, the generation number will 
𝑃𝑚 ≈  1.75(√𝐿2 )𝑁 
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be smaller than the population size, as long as it gives good convergence to the model, 
and it will also save a lot of time in searching for the best solution to the GA. 
In the GA process, each time the process starts it randomly initializes the 
initial population of the chromosomes. The chromosome initialization will be based 
on the number of variables and the population size, where the population consists of a 
group of different chromosomes. For example, if there are 5 variables or 
chromosomes, the population size is 5 and number of generations is also 5, for each 
generation, the process will randomly assign (5 chromosomes x 5 population size) 
chromosomes, where each population will consists of 5 variables in each generation, 
as shown in Figure 3.4, assuming a one generation initialization.   
P1 = 0 1 1 1 0
P2 = 0 1 1 0 0
P3 = 1 1 1 1 0
P4 = 0 1 0 1 0
P5 = 1 0 0 0 0
Each population = 5 
chromosomes
Population size = 5
One generation
Population
 
Figure 3.4: Example of population size in one generation 
 
The process determining the population size is usually by trial and error. 
However, in this model, this seems impractical and will waste a lot of time, because 
of the complexity of the model. Therefore, for this model, either in the first stage or 
second stage of the TSH, the population size is calculated based on the number of 
inputs. In the first stage of GA-ANN, the number of inputs refers to the number of 
Chapter 3 
65 
 
features available, and for the second stage; the number of inputs refer to the ANN 
network itself, which is the interconnecting node of the network. Comparing this two- 
stage GA-ANN, the second stage will consist of larger inputs than the first stage (Gu-
Li et al., 2009, Foster et al., 1999). Therefore, the method used in determining the 
population size is shown in equation (3.3), where n is the number of inputs of the GA 
(Gu-Li et al., 2009). Although increasing the population size will make the process 
slow, it will increase the search performance of the GA, and in addition there is no 
need to use a larger size of generation number. Therefore in this TSH model, the 
generation size is fixed to 50 for both stages. 
(3.3) 
3.3.5 Fitness function 
 In achieving the optimum solution for the ANN used in the prediction process, 
the GA generates random input variables for the GA, either for the feature selection of 
the first stage TSH model or for the weight and threshold of ANN for the second stage 
of the TSH model by using the Mean Square Error (MSE) between the actual output 
and the ANN output as its objective function. This is shown as equation (3.4) where 
the fitness function of the GA depends on the ANN output (NNout), actual output (T) 
and total number of inputs (Ntotal) (Muhd Khairulzaman Abdul Kadir, 2012). 
Equation (3.5) shows the root mean square error (RMSE). 
   
 (3.4) 
(3.5) 
 
n < pop size < 3n 
𝑀𝑆𝐸 =  ∑(𝑁𝑁𝑜𝑢𝑡 − 𝑇)2
𝑁𝑡𝑜𝑡𝑎𝑙
 
𝑅𝑀𝑆𝐸 =  √𝑀𝑆𝐸 
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3.4 Determining ANN parameter 
 In this model, both stages use the MLP-ANN as the fitness function, which 
increases the probability of prediction as described in Chapter 2. Therefore in addition 
the need to determine some GA parameters, some of the ANN parameters also need to 
be adjusted to ensure that the ANN will work well with the GA and give good 
performance either for optimization or FS. In remodelling the ANN, it will also use 
the same parameters as in the GA fitness function. The most important parameters 
that need to be determined in the ANN are the hidden layer, number of hidden 
neurons, activation function and learning function.  
 
3.4.1 Hidden layer and number of hidden neuron 
 Generally, ANN without any hidden layers will only represent a linear 
function. However, adding a single hidden layer will allow continuous mapping from 
one region of space to another and the extra hidden layer will also help to shape any 
discontinuities (Zhang, 2011). In addition, a number of research indicate that just one 
hidden layer can solve any problem, however, adding an additional hidden layer will 
increase the processing time (Foster et al., 1999). Therefore in the model described 
here, the ANN will be based on a single hidden layer, thereby keeping the model 
simple and giving a fast processing speed, and preventing the development of a 
complex, time consuming process that may consume a lot of memory and increase 
computational cost. 
In deciding on the number of hidden neurons, there are many method which 
can be used to determine this, as describe by (Weigend, 1994, Geman, 1992, Tetko, 
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1995). Based on Weigend, Geman and Tetko, the number of hidden neurons can be 
determined either by ‘trial and error’ or by ‘rules of thumb’. However, in deciding on 
the number of hidden neurons for the ANN as the GA fitness function, it is 
impractical to use trial and error as this would increase the complexity of the model 
drastically. Therefore, the ‘rule of thumb’ approach is used as guidance in deciding on 
the number of hidden neurons. 
There are a few ‘rules of thumb’ methods which have been developed, such as:- 
1 – Hidden neuron size is somewhere between the input layer size and out layer size 
(Blum, 1992) 
2 – Hidden neuron should be twice as large as the number of inputs (Berry, 1997) 
3 – The size of hidden neurons should be as large as the dimensions needed to capture 
70% - 90% of the variance of the input data sets (Boger and Guterman, 1997) 
All of these rules of thumb are general and straight-forward. However, one 
rule of thumb exists which basically consists of the combination of the above rules. It 
takes two quarters of the total number of inputs and outputs of the ANN network as 
shown in equation (3.6) where H is the number of hidden neurons, Din is the number 
of inputs and T is the number of outputs (Sarle, 2001).  
   
(3.6) 
 
Although this rule of thumb method simply ignores any changes of the MLP-
ANN architecture, such as the number of iterations (training) for all network 
H = 2(Din +  T)3  
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parameters, in this model, at the second stage of TSH, the optimization will reflect 
directly on the network of ANN itself. This optimization demonstrates the ability of 
the model to avoid any generalization problems, such as over-fitting or under-fitting. 
Therefore, it will automatically generate the best ANN network, based on the hidden 
neurons that have been decided by equation (3.6), and is therefore used in this model.  
 
3.4.2 Activation function 
 As discussed in Chapter 2, there are 4-four commonly used activation 
functions: step function, sign function, hyperbolic function and linear function 
(Negnevitsky, 2005). To provide a smooth and nonzero derivative with respect to the 
input signals, the sigmoidal function, also known as the hyperbolic function, was used 
in the majority of back-propagation multilayer networks (J.-S.R. Jang, 1997, Gardner 
et al., 1992, Gardner and et al., 1990). The model developed in this thesis, the back-
propagation MLP, a tangent sigmoid activation function is used to improved the 
performance of the learning process (Negnevitsky, 2005, J.-S.R. Jang, 1997). This 
was selected for use at the hidden layer and output layers because of its range which is 
wider than the sigmoidal function, as shown in Figure 3.5.  
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Figure 3.5: Tangent Sigmoid activation function (J.-S.R. Jang, 1997) 
 
 3.4.3 Learning function 
 The Levenberg-Marquadt (LM) technique when applied to an ANN, can 
produce optimum convergence, and can also give better results when compared to 
other ANN learning techniques such as the Gauss-Newton method and the gradient 
descent algorithm (Kermani et al., 2005, Lourakis, 2005). This is one of the reasons 
that the LM technique is selected to be used in this model. If the problem being 
addressed involves a network which is complex, this learning method can consume a 
lot of memory (H. Demuth, 2004). However, in terms of the application to this 
developed model, this will not be an issue, due to the optimization of the network 
itself by the GA in the TSH model. 
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3.5 First stage process 
 The purpose of FS or input selection is to reduce the amount of data being 
used which will simplify the overall model and process. In an ANN, reducing the 
number of parameters accordingly will not affect the information or features of the 
model, which can give better results and good generalization to the ANN architecture. 
The main steps of input selection are: variable encoding, population evaluation and 
variable selection. 
 
3.5.1 Variable Encoding 
 At the beginning of this stage, variable encoding is initialized by each 
chromosome, where each input will be represented by several binary numbers known 
as chromosomes. The bit size of the binary numbers (chromosomes) is dependent on 
the input size of a particular case or application. In binary number format, the number 
includes 0’s and 1’s only, which will be generated randomly by the GA, and represent 
the chromosomes. If the binary number ‘0’ exists in the input variables as its 
representation, it means the input will be neglected, but the binary number ‘1’ 
representation on the input means the variables has been selected. The process of 
input selection runs continuously until the GA termination criteria are met. This 
process is also performed using MLP-ANN as its fitness function, in evaluating each 
of the inputs based on the MSE of the ANN. The lowest value of the MSE in the 
process will determine the selection of the inputs. 
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3.5.2 Population evaluation 
 The process for determining the population size is usually based on 
experiments performed for a certain application, in other words ‘trial and errors’. As 
described in the previous section, population size for the developed model is instead 
based on the theorem (3.3). At this stage, in order to ensure that all of the inputs area 
trained, tested and optimized perfectly by the GA, the population size will be 
multiplied by 3, suggested by (Gu-Li et al., 2009). For example, if there are 5 
chromosomes in binary number format, this will give 25 = 32 possible states, which 
means that the population size will be 5x3=15, giving 211 = 2048 possible states to be 
trained by the GA and ANN as the fitness function. Different datasets will have 
different population sizes. The larger the feature size or number of input variables, the 
larger population size will be. The increased size of the chromosomes will also 
increase the number of possible states, and the population size that will make the GA-
ANN process more complex, and therefore will usually produce a better result, 
especially as the GA is capable of searching multiple regions simultaneously. 
However the more complex process will increase computation time. 
 For the population evaluation, the chromosomes will be evaluated by the 
objective function of the GA. The performance of the chromosomes is determined by 
the fitness value of the fitness function, which in this case is the MLP-ANN. The 
fitness values are evaluated using the error produced by the MLP-ANN. 
The process of population evaluation will always be iterative, based on the 
number of generations of the GA and the number of epochs in the MLP-ANN. This 
two-fold process produces better results in terms of input or feature selection. The 
final result for the population evaluation is determined by the lowest MSE value, and 
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this will be the input or feature that had been selected based on the training in this 
stage. The second stage of the TSH will process the selected input by building a better 
MLP-ANN network before further prediction. The overall process flow for this first 
stage GA-ANN hybrid is shown in Figure 3.6. 
 
3.6 Second stage process 
 As described in chapter 2, one of the key capabilities of the GA is in 
optimization. The optimization of the GA can be used to optimize any kind of 
problems, such as the optimization of the network architecture; or optimization of a 
dataset for better performance. Furthermore, due to the operation of the GA, which is 
based on genetics and natural selection, it also offers an effective search technique 
which gives better performance in optimization (Muhd Khairulzaman Abdul Kadir, 
2012). Therefore, because of this capability, an optimization of the ANN architecture 
has been applied. Here the population evaluation will be the same as in previous 
stages, except that the population size will not be the same as the input variables for 
this stage, which will be explained in section 3.6.1. 
 
 
Chapter 3 
73 
 
START
Randomly initialize the all 
the inputs
Generate initial random 
population
Train NN 
Calculate network output and the 
network error using mean square error 
(mse)
GA parameter and 
operation:
Selection – stochastic 
uniform
Crossover – crossover 
scqattered
Mutation - uniform
30 hidden neurons and using 
Levernberg - Marquardt 
(LM) learning method
Is the generation of GA end?
End
Size of Chromosome based 
on number of inputs and 
output
No
Yes
Randomly arrange all 
the data
Rearrange the number of inputs accordingly 
depending the fitness value of the network
 
Figure 3.6: First stage process flow 
 
 The main objective of this stage is to optimize the weight and threshold of the 
ANN itself. After selecting the best inputs for the ANN in the first stage of the TSH 
model, the GA will be used again in deciding the best weight and threshold values for 
the ANN; this is to ensure that no generalization problem occurs. The overall process 
flow for this second stage is shown in Figure 3.7. 
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START
Randomly initialize the WIJ, 
WKL and BN
Generate initial 
random population
Train NN 
Calculate network output and the 
network error using mean square 
error (mse)
GA parameter and 
operation:
Selection – stochastic 
uniform
Crossover – crossover 
scqattered
Mutation - uniform
30 hidden neurons and 
using Levernberg - 
Marquardt (LM) 
learning method
Is the generation of GA end?
End
Size of Chromosome based 
on number of inputs and 
output
No
Yes
 
Figure 3.7: Second stage process flow 
 
 Generally, an ANN will provide random initialization of the weights and 
thresholds of the network, and due to this feature; it produces local extremes and 
sometimes makes the convergence slow. In addition, when the ANN cannot 
generalize, the dataset involved in the model can be easily subject to over-fitting or 
under-fitting especially when it is divided into training, validation and testing sections 
(Muhd Khairulzaman Abdul Kadir, 2012, Hajir Karimi, 2011, Rajendra et al., 2009, 
Zhang and Wang, 2008, T. Hasangholi, 2010). In (Hajir Karimi, 2011), the 
optimization of weights and thresholds also indicates that this gives the ANN benefits 
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by minimizing the mean square error (MSE) between the output of the network and 
the actual output.    
 
3.6.1 Variable presentation 
 In the second stage of the TSH model, the variables use decimal 
representation, which is different from that use in the first stage model. Another 
difference is that the chromosomes are based on the total number of inputs, the total 
number of layers of the ANN and the total number of hidden neurons being used. The 
total number of chromosomes is shown in (3.7) (Muhd Khairulzaman Abdul Kadir, 
2012).  
 
(3.7) 
 
Where, WIJ = weight between input layer and hidden layer, WJK = weight between 
hidden layer and another hidden layer, WKL = weight between hidden layer and output 
layer, BI = input layer threshold, BK = hidden layer threshold, BL = output layer 
threshold. All of these interconnections are shown in Figure 3.8 
 
 
Number of chromosomes= WIJ + WJK + WKL + BI + BK + BL 
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Figure 3.8: Interconnection of weights and thresholds for ANN (Muhd Khairulzaman 
Abdul Kadir, 2012) 
 
For this model, as for the previous stage, three layers are used: one input layer, 
one hidden layer and one output layer. This is to ensure that the GA will optimize the 
same types of network as previous stages, giving better accuracy in terms of the 
model performance. Therefore, for equation (3.7), WJK can be removed from the total 
number of chromosome in the GA. The number of hidden neurons will also be the 
same as for the previous stage model, as describe in the previous section in equation 
(3.6).  
The ANN has a very complex architecture, especially when it involves 
multiple layers and multiple variables, inputs and outputs. The techniques performed 
in this stage have the same GA fitness function as in the first stage – the ANN–MLP 
architecture, and use the same GA parameters for optimizing the input variables. The 
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reason for maintaining the same parameters is to ensure that the performance of the 
first stage will be maintained in the next stage process. 
 
3.7 Remodelling ANN 
 In remodelling the MLP-ANN, all of the parameters of the second stage of the 
TSH model is maintained ensuring that the performance optimized network made by 
the GA is also maintained. This remodelling will affect the entire MLP-ANN 
architecture in terms of its accuracy, and give faster performance. When compared 
with the original MLP-ANN, it always gives random results and random performance 
because of the random weights and thresholds initialization by the MLP network 
itself, which produce under-fitting and over-fitting problems in the training, testing 
and validation process. 
 
3.8 Benchmark Techniques 
 The model being developed is mainly intended for use with a food security 
prediction model; it is specifically intended for predicting the indicators defined in 
(DEFRA, 2010). However, other applications which involve complex linear or non-
linear datasets can also use the TSH model.  
 In comparing and assessing the performance of this model, a benchmarking 
technique needs to be selected which includes Principal Component Analysis (PCA) 
as one of the conventional statistical methods, the traditional MLP-ANN, FS (GA-
ANN), Optimized weight and threshold of neural network (OWTNN) and Sensitive 
Genetic Neural Optimization (SGNO).  
Chapter 3 
78 
 
3.8.1 Principal Component Analysis (PCA) 
 PCA is a widely used method to identify patterns in a dataset, allowing 
identification of the differences and similarities in other words the variations within 
the data (Smith, 2002). This pattern recognition by PCA gives the advantage of 
allowing it can be used to reduce the dimensionality of the datasets without significant 
information loss (Smith, 2002, Kadir et al., 2011, Jang, 1996). The reason that this 
technique is selected as one of the benchmarking techniques is because the capability 
of the input selection is same as in first stage process of the proposed model. 
 According to (B. Balasko, 2004, Smith, 2002), PCA consists of multiple 
mathematical theorems, which show the variations in the data. These representations 
are based on the correlated variables, known as ‘principal components’. The main 
objectives of PCA stated by (B. Balasko, 2004) and (Smith, 2002) are to indentify the 
new meaningful variables and at the same time either discover the dimension of the 
datasets or reduce the datasets which are considered as non-important for optimum 
usage, especially in high-dimensional datasets.  
 In understanding and reducing the feature of a certain dataset, there are five 
general steps which need to be performed as below:- 
1 – All of the data needs to be averaged and subtracted across each of the dimension 
as in equation (3.8). In conjunction with finding data variations, the standard 
deviation needs to be calculated. The reason that the denominator is selected as ‘n - 1’ 
rather than ‘n’ is because the sample of the data had been converted to a standard 
deviation which shows the subset of the sample data used and not the entire 
population (Smith, 2002).  
  
Chapter 3 
79 
 
 
(3.8) 
 
 
2 – The variance for each averaged dataset and the covariance matrixes need to be 
determined as in equation (3.9), where X and Y refer to a dataset of dimensions X and 
Y (Smith, 2002). 
   
(3.9) 
 
3 – The key process in understanding the data pattern will be based on the eigen-
analysis, through the determination of the eigenvalues and eigenvectors as shown in 
equation (3.10), where A is the covariance matrix, λ is the eigenvalues, I is identity 
matrix and p is the eigenvectors matrix (Smith, 2002, B. Balasko, 2004). 
(3.10) 
 
4 – The eigenvalues are used to determine the number of components that can be used 
or reduced. The principle components of the dataset usually come from the highest 
eigenvalue, which is the value pointing to the centre of the dataset. The next step is to 
find which component will be left out before finding the final value of the dataset. 
5 – Finally, a new data component is determined based on equation (3.11) where it 
will be used as a new data in the ANN as the prediction model (Smith, 2002). The 
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Row Feature Vector (RFV) is the matrix of the transpose column of the eigenvectors 
selected and the Row Data Adjust (RDA) is based on the mean subtraction result as in 
step 1. 
  
(3.11) 
 
3.8.2 Artificial Neural Network (MLP-ANN) 
 As described in Chapter 2 and in the previous section, a basic ANN consists of 
3 layers; the input, hidden and output layers. In the original MLP-ANN method, a LM 
learning technique, tangent sigmoid activation function and all of the parameter are 
the same as in the proposed model. The dataset used is from the standardized dataset 
for each of the application without any data pre-processing. 
 
3.8.3 Feature Selection (GA-ANN) 
 This is the first stage process of a hybrid GA-ANN in the proposed model. In 
comparing the capability of the TSH model, performance comparisons need to be 
made in terms of input or feature selection by using the GA. After that, the feature 
being selected by the GA is used with the ANN for comparing the prediction 
performance.  
 
 
 
Final Data = RFV × RDA 
Chapter 3 
81 
 
3.8.4 Optimized Weight and Threshold Neural Network (OWTNN) 
 Optimized Weight and Threshold Neural Network (OWTNN) is able to ensure 
that the ANN performs optimally without any generalization problems, especially 
over-fitting or under-fitting. This technique also ensures that the ANN is not getting 
any random results, and it also gives faster performance than the original ANN. As in 
the previous benchmark, the performance is based on the ANN performance as a 
prediction model. 
 
3.8.5 Sensitive Genetic Neural Optimization (SGNO) 
 SGNO is one of the ranking method for feature selection which was developed 
by Fu Zhang (Zhang, 2011). This technique is developed by using a GA, ANN and 
sensitivity analysis which measures the frequency of the inputs being selected by GA, 
and ranks each of the inputs accordingly, by using the sensitivity analysis. The higher 
frequency of appearances for the inputs is considered preferable. The details of the 
implementation of SGNO are discussed in Chapter 2. 
 
3.8.6 Benchmark Performance 
 Prediction of the output models basically is defined as making assumption on 
the future action or results based on the actual output of the dataset compare with the 
output of either the TSH or benchmark models (Pin Chang Chen, 2011, C. Jareanpon, 
2004). In validating the prediction performance of the TSH and the other benchmark 
techniques, two performance plots have been used; the regression plot and the MSE 
plot.  
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 The regression plot basically shows an indication of the relationship between 
outputs of the model and the targets of the ANN; this plot shows the fitting of the 
ANN where if R = 1 indicated as a good fit, whereas if R = 0 this shows a non fit 
network with R as the regression value (H. Demuth, 2004). The MSE plot shows the 
errors for the ANN model over an entire iteration, where the lower MSE values 
indicate that the target (actual output) and the ANN output are almost the same. These 
performance outcomes of the model shows that the model tested can be used as a 
guideline for prediction. 
 
3.9 Complexity of TSH 
 As described in the previous section of this chapter, the TSH consists of a two- 
stage GA-ANN process. Each stage’s processes are combined with the GA population 
size, GA generations, ANN training cycles and ANN testing errors, contributing to 
the TSH complexities required in order to reach a solutions. However, if compared to 
each benchmark techniques and the TSH itself, the performance evaluation is based 
on the ANN where the number of ANN training processes can be used to compare the 
complexities. 
 For TSH, PCA, FS (GA-ANN), OWTNN and SGNO, the ANN component 
and architecture used in performance evaluation are similar to each other, with the 
ANN having the same three layers; one input layer, one hidden layer and one output 
layer. The number of hidden neurons for each of them is estimated with two third of 
the total inputs and output for each benchmark and TSH. However, in SGNO, the 
determination of hidden neurons is performed by halving the numbers of inputs and 
output.  
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 Referring to each of the structures for each technique, the TSH, FS (GA-
ANN), OWTNN and SGNO have the same flow process in terms of GA and ANN. 
However, in TSH, the complexity is twice that of the processes in the other 
techniques, due to the two-stage GA-ANN. The GA-ANN complexities depend on the 
number of generations and the population size of the ANN training iterations. PCA 
and ANN processes, only involve the ANN iterations; in general, PCA and standalone 
ANN are less complex compared to the other benchmark techniques. It follows that 
FS (GA-ANN), OWTNN, SGNO and TSH where the TSH having more complexity 
and GA-ANN (FS) less complexity. 
 
3.10 Potential of this modelling in food security area of study and other study 
 As explained in the previous section, this model can be used to predict most of 
the indicators of food security, both the main indicators and sub-indicators. The 
proposed model is capable of handling various sizes of dataset dimensions, and is 
mainly used as a prediction model.  
 In the next three chapters, the proposed model will be applied in various areas 
of food security related studies. From these multiple applications, the prediction 
results of this model can be used as one of the reference points for making decisions 
related to food security and other research related to prediction models. 
 
3.11 Conclusion 
 In this chapter, the TSH model is introduced and the general procedures are 
explained in details. The model consists of two main modules; GA modules and ANN 
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modules. The modules are combined to become a hybrid model, which is then used 
twice for different purposes; input selection of the dataset and optimization of 
thresholds and weights of the ANN.  
 The GA module works as a main controller for the overall process of the 
hybrid system, and at the same time employs the ANN module as the fitness function 
in evaluating the performance of the chromosomes from each generation, which will 
show the potential solutions of the model. All of the parameters used in the GA 
module and ANN module will always be the same for each stage, ensuring a good 
final prediction result. At the end of the TSH process, the MLP-ANN uses all of the 
inputs selected in the first stage and also uses the optimized thresholds and weights 
that are optimized in the second stage process, to generate predictions for a particular 
application. 
 In order to ensure the performance of the model being developed, 
benchmarking techniques that include each of the stage of the model are used. The 
techniques used are: the PCA, original MLP-ANN, stand alone FS (GA-ANN), stand 
alone OWTNN and SGNO. Each of the result of these techniques then be used by the 
ANN for comparing the prediction performance. 
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Chapter 4: Farm household output prediction using 
farm household activities and behaviour 
 
 
 
 
4.1 Introduction  
 Chapter 3 gives a detailed description of the methods and benchmarking 
techniques used to evaluate the TSH model, which are; PCA, original MLP-ANN, FS 
(GA-ANN), OWTNN and SGNO. In Chapter 4, a model of farm household prediction 
had been developed using the TSH technique, to process most activities and 
behaviour in the farm, such as: land related criteria, crops related criteria, fertilizer 
and pesticide usage criteria, and manpower or animal power usage criteria. This is 
done, without relying on any complex physiological models, in order to achieve better 
farm household output. 
 In attempting to optimize farm household output with high quality product, all 
of the activities and behaviour in the farm will affect its yield. In terms of the land 
criteria, a larger area of land will give a larger output, if the land is fully used, 
irrigated and fertile. At the same time, in ensuring the full use of the land, the total 
number of seeds being used will also depend on this behaviour, where if the seed cost 
is high, it will also affect the quantity of seed that the farm can buy based on their 
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total expenses and affordability. To fully utilize the available of the land when 
sufficient seed is applied to it, an amount of fertilizer is needed to give good fertility 
to the soil of the farm, and at the same time, a quantity of pesticide is needed to 
control other external threats. In terms of manpower and animal power criteria, 
optimization of these factors will ensure that the work on the farm, from the early 
stage of irrigation to the end product, runs smoothly and without any delays or 
problems. Therefore, all of these criteria need to be monitored to ensure that the farm 
output can produce a sufficient supply of food and income for the farmer, which will 
in turn ensure long-term food security. 
 Although a large number of predictive models have been developed in the 
past, few studies of predictive models applied to areas such as farm households and 
food security exist. Most of the previously developed predictive models tend to give 
poor performance in handling large and non linear datasets. 
 
4.2 Background 
 As described in Chapter 1, one of the main food security themes is the 
maintenance of crops yields, for example in wheat and other cereals. In order to 
increase the probability of giving better food security management, crop yields should 
be monitored. Farm household behaviour is one of the areas that need to be assessed, 
because the management of the farm will always affect its output, which will, in turn, 
affect the total farm output of the country. A factor influencing this behaviour is the 
type of technology used, resulting either in a more modern or more traditional method 
of farm management. Different farms typically have different management styles or 
behaviours, and this can make it more difficult to monitor the output of each farm 
(R.P. Singh, 1984). 
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 Referring to (Muhd Khairulzaman Abdul Kadir, 2012) and (DEFRA, 2010), 
one of the headline indicators of food security is household food security, which states 
that ideally everyone should be able to access a variety of food, and that each 
household should also be able afford to buy healthy food. This means that the 
proportion of people’s income available for the purchasing of food should be enough 
to allow the purchase of healthy food, without considering production of their own 
food or for profitable sales contributing to their income. (R.P Singh, 1985). 
 A number of previous studies show that the behaviour or activities in the farm 
can significantly affect the farm household output (Bhende and Venkataram, 1994, 
R.P. Singh, 1984, Rao, Sarin, Skoufias, 1993, Skoufias). The types of behaviours or 
activities that can impact this have been described previously. There is clearly a need 
to control the amount of food or any kind of food product output, and this needs to be 
monitored from an early stage of production; this applies to the monitoring of food 
security worldwide. 
 As described in an earlier chapter, in terms of prediction or forecasting, few 
studies have been made to predict the farm household output, especially relating to 
food security assessment. Farm household management can be very complex because 
it involves many criteria that need to be managed at the same time.  
 
4.3 Dataset  
The dataset used to study the farm household output prediction is based on the 
village of Aurepalle in India. This dataset was collected from early of 1975 to 1984, 
and was acquired from Dr. Subramanian, University of Glasgow, where the data was 
originally given to him by the International Crops Research Institute for the Semi-
Arid Tropics (ICRISAT) in the form of master data. The data is not publicly available, 
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and permission is required for its use from either Dr. Subramanian or ICRISAT. Due 
to the data constrains in studying the food security, this data was used. Although this 
dataset is old, it is still reliable and relevant for the study of agriculture improvement, 
and can be helpful to other countries in developing Semi-Arid Tropical (SAT) 
agriculture as discussed by (Bhende and Venkataram, 1994, Skoufias, 1993, 
Skoufias). 
Generally, the data is based on the village level study (VLS), where the major 
purpose of these studies is to understand the socioeconomic, agro-biological and, 
institutional constraints to agricultural development in SAT areas. All of the 
information that was collected will be used to generate prospective technology that is 
feasible to be used by the farmers, and each different location can also be useful for 
testing or modifying the technologies by ICRISAT (R.P Singh, 1985). In this case, the 
data will be used to predict the farm household output. 
 Originally, this dataset was collected in five villages in India, where each of 
the villages was selected based on basic factors such as soil types, pattern of rainfall, 
and the relative importance of the crops being grown: sorghum, pearl millet, pulses 
and groundnuts. The selection of the villages studied was also influenced by the 
presence of a nearby agricultural university or research station for easy access to 
logistical assistance. In this case study, the Aurepalle village was selected because the 
dataset is very large and it also has a more complete data filling compared with other 
villages. 
 In the village, the households were selected based on their representation of all 
household categories – labourers, small farmers, medium farmers and large farmers. 
All of the datasets have been compiled into 9 different files of RAW data which 
indicate overall household descriptions as below:- 
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1- Five files indicate the general endowment schedule, which is basically the 
inventory files for animals, farm implements, farm buildings and current 
physical stock such as food grains, fodder farm inputs etc. 
2- One file provides data on financial assets and liabilities such as bank accounts, 
life insurance and loans. 
3- All of the data on labour, draft animals and machinery utilization is collected 
in one file. 
4- Two files contain all of the data on specific plots and cultivation schedules, 
also the plot summaries. 
5-  All of the household transactions are put into one file, which is used to assess 
the income position, consumption quantities and expenditure of a household. 
6- Another two files contain a collection of weather and commodity price data. 
 
In this chapter, to study the farm household output prediction, the combination 
of two files between plot summaries, based on schedule Y (PS files) and plot and 
cultivation schedule (Y files) have been made, as in (4) above. These two files consist 
of an average of 29 different farm households in Aurepalle, as described earlier in this 
paragraph, and consisting of feature variables as shown in table 4.1. All of the 
features are categorized as land-related criteria, crop-related criteria, fertilizer-and- 
pesticide-related criteria and manpower or animal power-related criteria, each of 
which has its own features, related to each other in terms of farm household behaviour 
or activities as describe in the beginning of this chapter. 
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4.3.1 ICRISAT 
 ICRISAT is an institution which operates as a worldwide partnership. It is 
involved with agriculture research in Asia and sub-Saharan Africa, to aid further 
development which can be beneficial for the semi-arid or dry land tropics, consisting 
of regions in 55 countries containing 644 million of the poorest people from over 2 
billion people in these countries as a whole. 
 The headquarters is in Hyderabad, Andhra Pradesh, India, and currently has 
two regional hubs and four country offices in sub-Saharan Africa. It is a non-profit, 
non-political organization and a member of Consultative Group on International 
Agriculture Research (CGIAR) consortium. CGIAR is one of the organizations that is 
involved in research ensuring future food security (CGIAR). 
 The vision and mission of ICRISAT is the same as that of this thesis; to try to 
develop a better food security model for reducing the poverty, hunger, malnutrition 
and environmental degradation in the dry land tropics (ICRISAT, R.P Singh, 1985). 
 
Table 4.1: Features variables on farm household 
Features Output 
Land related 
Plot Value, Crop Areas, Soil Type, Irrigated area 
 
 
 
 
 
 
 
Crop output 
Crops related 
Total seed value, Total main product, Total by product value, 
Total Output value, Total Input Value, Net income, Net return 
Fertilizer and pesticide related 
Total fertilizer value, Total F.Y.M Quantity, Total F.Y.M value, 
Sheep penning Value, All organic manure value, Nitrogen 
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inorganic, Phosphorus, Potash, Total N, Total P2O5, Total K2O, 
All pesticides value 
quantity (kg) 
 
Manpower/animal power related 
Family male, Family female, Family child, Hired male, Hired 
female, Hired child, Owned bullock, Hired Bullock, Total family 
labour value, Total hired labour value, Total owned bullock labour 
value,  Total hired bullock labour value, Total machinery value 
 
 
4.4 Data pre-processing 
 Referring to table 4.1, all feature variables for the dataset consist of several 
features, each with various units. Different features are recorded on a daily, weekly or 
annual basis. For example, in the Y files datasets, all of the features are recorded on a 
daily basis, whereas in the PS files the data is the annual summary of some of the Y 
files. 
 In this work, instead of using the daily basis measurements, the yearly 
averages are calculated, on the basis that the crop output data is used as the growth 
and the environmental influences from the long seasonal process outputs, which 
contains data on several types of crops within the year for each of the households. 
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Table 4.2: Statistics of all feature variables 
No.  Unit Min. Max. Mean Standard 
Deviation 
1 Plot Value   Rs 5 830 134.01 163.46 
2 Crop Area Acres 0.4 51.8 10.17 9.38 
3 Soil Type - 2 75 22.82 15.22 
4 Irrigated area Acres 0 17.5 2.16 3.41 
5 Total seed value  Rs 2 2387.5 252.10 342.48 
6 Total main product Rs 0 29265.65 4439.20 6022.51 
7 Total by product value Rs 0 5377 720.97 1100.51 
8 Total Output value Rs 0 33250.65 5169.34 6990.14 
9 Total Input Value Rs 36.6 18745.81 2805.72 3659.92 
10 Net income Rs -4373.81 18044.21 2363.62 3757.43 
11 Net return Rs -2074.53 20309.67 3218.66 4357.19 
12 Total fertilizer value  Rs 0 3741.68 335.13 621.52 
13 Total F.Y.M Quantity Quintals 0 1026 79.69 125.23 
14 Total F.Y.M value Rs 0 2970 215.00 332.85 
15 Sheep penning Value Rs 0 720 19.56 81.40 
16 All organic manure 
value 
Rs 0 3020 237.92 360.85 
17 Nitrogen (N) inorganic Kg 0 409.74 47.88 84.90 
18 Phosphorus (P2O5) Kg 0 222.18 18.26 39.18 
19 Potash Kg 0 84 1.57 6.67 
20 Total N Kg 0 1123.65 72.00 126.61 
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21 Total Phosphorus Kg 0 640.92 31.99 63.93 
22 Total Potassium (K2O) Kg 0 1218 30.03 98.10 
23 All pesticides value Rs 0 377.2 20.03 48.12 
24 Family male  hours 0 5980.40 585.36 719.19 
25 Family female hours 0 615.5 154.86 132.06 
26 Family child hours 0 364.5 14.47 39.46 
27 Hired male hours 0 5674.65 524.18 1041.45 
28 Hired female hours 0 9306 1113.12 1791.45 
29 Hired child hours 0 304 2.01 19.75 
30 Owned bullock hours 0 4097 440.75 577.04 
31 Hired Bullock hours 0 622.90 64.17 93.62 
32 Total family labour 
value 
Rs 0 2400.75 376.67 419.15 
33 Total hired labour value Rs 0 7701.01 729.69 1340.09 
34 Total owned bullock 
labour value 
Rs 0 3851.18 478.36 594.44 
35 Total hired bullock 
labour value 
Rs 0 798.75 73.71 113.42 
36 Total machinery value Rs 0 2619 300.78 508.23 
37 Crop output quantity Kg 0 47738 7526.61 9490.48 
 
Table 4.2 shows the basic statistical values of the dataset after taking the yearly 
averages of the total features. These values have various ranges due to the different 
units for each feature. All these variables will be determined by using the mean 
standard deviation as shown in equation (3.1), in order to standardize the range to zero 
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mean and unit variance. This is the first pre-processing operation that needs to be 
done, and can give optimum performance in terms of FS and optimization in the TSH 
model. The reason for selecting this standardization is that it will give a wider range 
and therefore better scope for the data to be processed. 
 
4.5 First stage process 
 The reason for the use of this first stage model, as described in an earlier 
chapter, is that it will determine the number of features which most influence farm 
household output. This process occurs through the use of the GA module and the 
ANN module, which combine the optimization by GA with the evaluation of potential 
solution performance by ANN.  
 In the ANN module, as described in Chapter 3, the required number of hidden 
layers is determined as a single layer, and the number of hidden neurons was fixed per 
equation (3.6). As explained in Chapter 3, a single hidden layer works better as a 
universal approximation and is more efficient computationally than multiple hidden 
layers, in fact (Foster et al., 1999) stated that a single hidden layer can solve any cases 
without any problems. At the same time, one hidden layer will also make the process 
shorter in terms of its architectural simplicity. The activation function used is also 
fixed by using tangent sigmoid for each layer, both the hidden layer and output layer. 
The tangent sigmoid activation function is also a well known function which can 
reduce the search space, thereby also reducing the training times (Foster et al., 1999, 
Swingler, 1996).  
 For the GA module, the chromosomes will be based on the number of features 
of the dataset. In this application, the number of chromosomes is 36 bits as described 
in table 4.1 and table 4.2. The initial population size is estimated using equation (3.3), 
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where the chromosome quantity will be multiplied by 3. So, in this case, the 
population size is 108 chromosomes with 36 input variables.  
In each generation, a fixed crossover probability ratio of 0.7 and a custom 
mutation as shown in Equation (3.2) was used. Each chromosome in the population 
will go through the crossover and mutation process, but if the chromosome gives the 
highest fitness value in the population, it will be considered as part of an elite group 
and will not go into the crossover and mutation process. In this stage, the GA stopping 
criteria is set at 50 generations. 
Overall, the first stage is simply trying to find the lowest fitness value of the 
ANN, and from this it will give the optimum feature which will be used in the ANN 
for the next stage process. As described in the previous chapter, each fitness value is 
generated by ANN. based on the equation (3.4) of MSE. The lowest value of the 
fitness value in this stage is 0.8102 and the binary numbers at this time are [1110 
1101 1001 0110 0101 0011 0010 1111 110]. The ‘1’ in the chromosomes will 
selected by the GA and binary number ‘0’ will be neglected. All of the features 
selected are as follows:- 
Selected input variables = [Plot Value, Crop Area, Soil Type, Total seed value, Total main 
product, Total Output value, Total Input Value, Total fertilizer value, Total F.Y.M value, 
Sheep penning Value, Phosphorus, Total N, All pesticides value, Family male, Hired female, 
Owned bullock, Hired Bullock, Total family labour value, Total hired labour value, Total 
owned bullock labour value, Total hired bullock labour value] 
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Figure 4.1: First stage performance via GA generation 
 
Figure 4.1 shows the performance of the first stage GA-ANN via the RMSE by each 
generation number. It also shows the performance of each individual chromosome, 
which represents the fitness value. The lines in this figure represent the mean 
population of each individual chromosome’s fitness value, represented by the blue 
dots by each generation. It also illustrates the diversity and the variance of the first 
stage process population. 
 
4.6 Second stage process 
 All of the 21 feature variables that have been selected in the first stage process 
are used again in this second stage process. It has the same modules as the first stage 
modules – the GA module and the ANN module. Although this stage is using the 
same modules as the first stage, it works differently, with the GA performing 
optimization on the weights and thresholds of the ANN. The process ensures a good 
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generalization of the ANN and this also gives better predictive performance as 
described in Chapter 3.  
The chromosomes for the first stage process were based on the binary number 
of each feature, whereas in this stage, the GA module chromosomes consist of the 
thresholds and weights of the ANN, being represented as decimal numbers based on 
equation (3.7). The range of the numbers set in the GA for random initialization is 
between -1 and 1. This range is specified because the weight value and the threshold 
value can be either negative or positive.  
As explained earlier, in this application, to optimize the ANN, the GA 
randomly selects the weights and thresholds for each neuron as shown in the flow 
diagram of Figure 3.7. It then tests each of the chromosomes for that population, for 
each generation, through multiple training of the ANN network. The number of 
chromosomes for this stage is 576, with twice this value, 1152, as the population size. 
The stopping criterion in this module is the same as first stage process - 50 
generations. Other parameters such as the mutation probability ratio and crossover 
probability ratio are also the same as the first stage process.  
Chapter 4 
103 
 
 
Figure 4.2: Performance of second stage via number of generation 
 
Figure 4.2 shows the fitness value decreasing as the results of the GA finding 
the best weight and threshold values for the ANN. As described in the first stage, the 
fitness value of this stage also using the MSE function between the target of the ANN 
and the actual output. The lower MSE value shows that better optimization has been 
achieved for the weights and thresholds of the ANN. The performance slopes of the 
GA process for the first stage and the second stage show a totally different curve. This 
is because, in this stage, the optimization is applied directly to the ANN architecture, 
which changes concurrently with the change of the thresholds and weights. In the first 
stage, the input variables are tested using the same network with the random weight 
and threshold values, with the ANN learning parameter trying to achieve fewer errors 
for each epoch. 
 The ANN module also uses a single hidden layer, the same number of hidden 
neurons as given in equation (3.6), and a tangent sigmoid as its activation function for 
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each layer. This same ANN architecture is used to ensure that the same performance 
is achieved for the features being selected and also to ensure it is optimized for its 
network. 
As described in Chapter 3 and earlier in section 4.6, at this stage, optimization 
ensures better generalization, which will help to overcome the under-train and over-
train problems in the ANN-MLP module. This can be achieved because of the use of 
the fixed weights and fixed thresholds which are being optimized by the GA module, 
and is used in remodelling the ANN. 
 
4.7 Remodelling ANN 
 After the TSH model has successfully generated the optimum feature variables 
and the optimum ANN weight value and threshold value for each neuron, these 
parameters are fed into the MLP-ANN. This remodels the ANN, using the optimum 
parameter values to get the optimum prediction performance. 
 Figure 4.3 and Figure 4.4 show the performance of the TSH model. These 
figures show the performance plots based on the regression values and the MSE 
value. For figure 4.3, the regression values are compared between the actual outputs 
and the TSH model outputs in each epoch or ANN iteration. This shows the overall 
performance to be around 96%. To show the different performance results, a MSE 
performance graph is shown in Figure 4.4. In the first epoch, it shows a low MSE 
value and the overall ANN process is taking up to 11 epochs only. Further discussion 
on the MSE performance will be discussed later in the summary section. 
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Figure 4.3: Regression of TSH model 
 
Figure 4.4: Performance of ANN based on MSE vs Epochs 
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Figure 4.5: Overall regression for each part – training, validation and testing 
 
Figure 4.5 also shows the regression performance, but the difference between 
this figure and Figure 4.3 is that it shows the variation of regression performance for 
each part – training, validation and testing. Each part shows good performance results, 
which are above 91%, and gives the overall regression performance at about 96%. All 
of these performance values will be compared with each stage of the model via 
prediction performance. At the same time, the MSE and regression performances will 
also be compared with the PCA, original MLP-ANN and SGNO to determine the 
prediction accuracy. 
 
 
 
Chapter 4 
107 
 
4.8 Benchmarking and discussion  
 As briefly described in Chapter 3 and in the previous section, the proposed 
model, the TSH model, will be compared with the PCA, original MLP-ANN, SGNO 
and with each individual stage of the proposed model (FS and OWTNN). The 
evaluation will be based on the regression for each part of the dataset division in the 
ANN and the MSE of the overall performance of the MSE of number of iterations in 
the ANN. 
 
4.8.1 Principal Component Analysis (PCA) 
 PCA is capable of analyzing the data in terms of its principal components, 
where the dataset is transformed to a new dataset based on its ‘eigen-analysis’. The 
data can be reduced based on the less significant number of variations in terms of the 
smallest eigenvalues, as described by (Jolliffe, 2002, Smith, 2002). 
 In this case, PCA is used to reduce the number of features variables of the 
farm household activities from 36 input variables to 21 input variables. In reducing 
the variables, the number of principal components is analyzed and selected, which is 
then turned into a new final data set as shown in Equation (3.11).  
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Figure 4.6: Variance in Principal component 
 
Figure 4.6 shows the variations of the principal components where only 10 
principle components are present. As shown in the figure, the cumulative value of the 
first five components, represented by the thin blue line, shows an 80% variance, and 
the first three components show a 70% variance. As in the first stage process, the 
lowest MSE is taken for the feature being selected. In this PCA technique, the first 21 
components will be selected. These 21 selected components will be converted to a 
final data set following equation (3.11), and are then used as the inputs to the ANN 
model to predict the farm household output, and compared with the prediction 
performance between the proposed models. 
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Figure 4.7: Regression for PCA using ANN 
 
 Figures 4.7 and 4.8 show the performance of the PCA, as a regression value 
and MSE value. In the regression plot, the proposed model is outperforming the PCA-
ANN prediction model, with a small difference of 0.05. However, referring to the 
figure of the data fitting for the training, validation and testing parts shows a poor fit 
of data to the line of Y = X. This illustrates a generalization problem with the 
network.  
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Figure 4.8: MSE between PCA and TSH model 
 
Referring to the MSE plot in Figure 4.8, although the number of iterations of 
the PCA is less than the proposed model, it still shows that the PCA give better errors 
than the proposed model. Although the PCA error is better than the proposed model, 
the start error of the proposed model is less than the PCA, and both error 
performances gradually decrease. However, the final error difference between the 
PCA and the proposed model is only 0.0168, which is a small difference. The 
advantage of the proposed model in this case gives a small start errors but at the sixth 
epoch, the PCA errors become smaller than the proposed model. 
 
4.8.2 Multi Layer Perceptron – Artificial Neural Network (MLP-ANN) 
 MLP-ANN is one of the best existing prediction methods, and is widely used 
by other researchers. However, sometimes weaknesses in the ANN exist, especially 
when it involves a complex and high dimensional dataset. A detailed explanation of 
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this MLP-ANN technique is discussed in Chapters 2 and 3. In this case, MLP-ANN is 
used to predict the farm household outputs, in comparison with the proposed model. 
All of the parameters used in this MLP-ANN will be the same as the TSH model. This 
is to ensure that the MLP-ANN will have the same architecture as the remodelling of 
the ANN, allowing direct comparison of both models. The only difference for this 
MLP-ANN is the dataset used, which will be based on all features of the Aurepalle 
dataset, which has 36 input variables and does not involve any data pre-processing as 
in the proposed model.  
 
 
Figure 4.9: Regression for MLP-ANN 
 
 
Chapter 4 
112 
 
 Figure 4.9 shows the regression performance of the prediction on the farm 
household output between the actual output and the MLP-ANN model output. The 
overall regression value is 0.86, less than 10% different to the performance of the 
TSH model which show TSH model has higher prediction than MLP-ANN. By 
referring to the figure, the problems in generalizing the data for the testing part and 
validation part can be seen; the data is scattered and not a good fit to the regression 
line. However the training part shows very good performance. This may be due to a 
random weight and threshold being given to the network and at the same time may be 
due to the amount of data being divided for the training part being larger than the 
validation and testing parts, each of which is 20%, compared with 60% for the data 
training part. 
 
 
Figure 4.10: MSE performance of ANN models using TSH against MLP-ANN with 
original data 
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 The error performance in each epoch for the MLP-ANN model and proposed 
model is shown in Figure 4.10. Here, the plot shows a very good decreasing MSE 
value curve, and both models converge at the higher number of epochs. If compared 
to the proposed model, the MSE for the first epochs starts at between 2 and 2.5, which 
are higher than the TSH model, and it also finishes at the much higher 17th epochs. 
The final error of the MLP-ANN is 0.0223, which is significantly higher than the 
value of 0.01728 for the TSH model. This shows that the proposed model has the 
advantage of a small error at the starting epochs, finishes earlier at the 11th
 
 epoch, and 
gives a lower error compared with the MLP-ANN prediction model. 
4.8.3 Feature Selection (GA-ANN)  
Sometimes, to ensure good prediction, it is necessary to analyze the features 
used in the network. In comparing the TSH model, the first stage result, which is the 
feature being selected, will be used to predict the target by using the ANN. All of the 
parameters for the GA module and the ANN module will be the same as for the first 
stage process. As described in section 4.5, 21 features were selected, which were 
taken from the lowest fitness value of the GA. By using the same selected feature and 
parameters, the generalization problem still occurs, which is almost the same as for 
the MLP-ANN model, as shown in Figure 4.9. However, the regression value for the 
FS model is much better than that for the MLP-ANN model, where the difference 
between them is 0.057. The validation part and the testing part still show the same 
problem of generalization as the MLP-ANN model.  
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Figure 4.11: Regression for feature selection using ANN 
 
For the MSE performance, FS (GA-ANN) gives a much better MSE value at 
the first epoch, but it takes a longer time to give a solution at 25 epochs, as shown in 
Figure 4.12. This maybe because of the random weight and threshold generated, and it 
gives a worse prediction performance than the TSH model. The final error at the end 
of the epochs still shows that the proposed model is better than the first stage process 
only. 
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Figure 4.12: MSE performance of ANN models using TSH against feature selection 
(GA-ANN) 
 
4.8.4 Optimized Weight and Threshold Neural Network (OWTNN) 
 In the TSH model, as described earlier, OWTNN is used as one of the 
processes. Therefore, in ensuring the reliability of the model, a standalone OWTNN 
model needs to be compared with it. By using the same parameters and the same 
ANN layer architecture, the GA will optimize all of the weights thresholds for the 
ANN, which is called OWTNN. This optimization will be done using the entire set of 
features available in Aurepalle dataset - 36 input variables, and will then be re-applied 
to the ANN with the optimized weight and optimized threshold as an added 
parameter, rather than using a random weight and threshold in the network. The 
performance of the ANN is plotted based on the regression plot and MSE plot at each 
epoch. 
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Figure 4.13: Regression for OWTNN using ANN 
 
 The improvement of generalization for the ANN of the applied optimized 
weight and threshold, where each part – training, validation and testing – gives a 
regression value of more than 0.92, which is almost the same as that for the TSH 
model. However, the overall regression value still has less than a 4% difference, and 
this shows the TSH model had better prediction than this model. 
 For MSE performance at each epoch, the OWTNN performs better than the 
TSH model in terms of the lowest MSE in the first epochs. It also gives faster solution 
than the TSH model, which achieves the best solution at epoch 7, compared to epoch 
8, to achieve almost the same MSE value. However the final error of the proposed 
model is better than that for the OWTNN. The TSH model shows an advantage in the 
regression for better prediction, but the OWTNN can operate much faster than the 
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TSH model. The variations of the MSE performance curve plot between the TSH 
model and OWTNN are shown in Figure 4.14. 
 
 
Figure 4.14: MSE performance of ANN models using TSH against OWTNN 
 
4.8.5 Sensitive Genetic Neural Optimization (SGNO) 
 SGNO is a ranking type of feature analysis, which analyzes each feature based 
on the frequency of that being used in the GA, and the sensitivity of the feature 
behaviour towards the actual output. As described in Chapter 3, it consists of 3 
modules – a GA module, an ANN module and a sensitivity analysis module, where 
two modules are the same as those in the TSH model.  
Although it uses two of the same modules, SGNO has a different data pre-
processing module and uses different parameters. For the GA module, it involved a 
five-fold cross validation pre-processing, which divided all of the datasets into five 
groups. The fitness function is the same as the TSH model.  
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Figure 4.15: Performance of SGNO chromosomes via number of generation 
 
For the ANN module, SGNO used the same layers in the ANN, but the 
number of hidden neurons is different, and is estimated by using the half-sum of the 
input and output variables. The weight and threshold for this model is randomly 
generated by the ANN. The activation function for the hidden layer is a tangent 
sigmoid, which is the same as for the TSH model, but uses a different output 
activation function, the pure linear function.  
 The performance of the SGNO, referring to each of the generation numbers of 
the GA as in Figure 4.15, shows a reduction of RMSE value which is different from 
the TSH model results. After the GA-ANN process, each feature is ranked based on 
its importance, and then the sensitivity analysis module will identify again the global 
influences of each feature, by analyzing the importance of the input parameters in 
each generation. Each input parameter will then be given a score, based on the global 
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sensitivity, by taking the mean of the sensitivity score, derived from all of the selected 
chromosomes. The scores for each parameter are shown in Figure 4.16. 
Each score, as shown in Figure 4.16, was then rearranged based on its 
importance, where the highest mean value was considered as having more influence 
or importance than the lower score. The importance rank table is shown in Table 4.3, 
while the feature variable number can be seen in Figure 4.16. 
 
Table 4.3: Ranking selection for each of the features 
Rank 1 2 3 4 5 6 7 8 9 
Feature 
Variable 
36 1 35 28 32 31 2 27 33 
Rank 10 11 12 13 14 15 16 17 18 
Feature 
Variable 
26 24 29 25 34 16 18 7 13 
Rank 19 20 21 22 23 24 25 26 27 
Feature 
Variable 
4 17 21 23 22 9 10 14 6 
Rank 28 29 30 31 32 33 34 35 36 
Feature 
Variable 
30 3 15 12 20 11 5 8 19 
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Figure 4.16: Mean for each of the feature variables 
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0.4073 
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0.4967 
0.5755 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 
Plot Value Rs 
Crop Areas (Acres) 
Soil Type 
Irrigated area (Acres) 
Total seed value Rs 
Total main product Rs 
Total by product value Rs 
Total Output value Rs 
Total Input Value Rs 
Net income Rs 
Net return Rs 
Total fertilizer value Rs 
Total F.Y.M Quantity Quintals 
Total F.Y.M value Rs 
Sheep penning Value Rs 
All organic manure value Rs 
Nitrogen inorganic Kgs 
Phosporus Kgs 
Potash Kg 
Total N kg 
Total P2O5 kg 
Total K2O kg 
All pesticides value Rs 
Family male hours 
Family female hours 
Family child hours 
Hired male hours 
Hired female hours 
Hired child hours 
Owned bullock hours 
Hired Bullock hours 
Total family labor value Rs 
Total hired labor value Rs 
Total owned bullock labor value Rs 
Total hired bullock labor value Rs 
Total machinery value Rs 
1 
2 
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5 
6 
7 
8 
9 
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 1
1 
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 1
3 
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 1
5 
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 1
7 
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9 
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 2
7 
28
 2
9 
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1 
32
 3
3 
34
 3
5 
36
 
Mean for each feature variables 
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The rank table can also be express as the element below:- 
 
[Total machinery value, plot value, Total hired bullock labour value, Hired female, 
Total family labour value, Hired Bullock, Crop Areas, Hired male, Total hired labour 
value, Family child, Family male, Hired child, Family female, Total owned bullock 
labour value, All organic manure value, Phosphorus, Total by product value, Total 
F.Y.M Quantity, Irrigated area, Nitrogen inorganic, Total P2O5, All pesticides value, 
Total K2O, Total Input Value, Net income, Total F.Y.M value, Total main product, 
Owned bullock, Soil Type, Sheep penning Value, Total fertilizer value, Total N, Net 
return, Total seed value, Total Output value, Potash] 
In this table of importance, 21 features will be selected, the same size of input 
variables as in the TSH model. Then, by using the same ANN parameter and 
architecture as the TSH model, the performance benchmark or regression plot and 
MSE plot is performed.  
As in the previous benchmarking, the ANN performance graph is simulated, 
as shown in Figure 4.17, where it shows almost a perfect regression plot for the 
training part. However, it lacks the data concentration in the validation part and 
testing part. As with the MLP-ANN, this is because the SGNO only performs data 
analysis for use in the testing division rather than in the overall ANN network 
analysis. Therefore by referring to this generalization problem in the validation part 
and the testing part, the overall regression is lower than the TSH model, which gives 
better prediction than SGNO. 
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Figure 4.17: ANN performance based on SGNO   
 
Figure 4.18: MSE performance of ANN models using 2-stage against SGNO 
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 As in previous benchmark techniques, the proposed model gives lower errors 
at the start of epochs, which is the same with SGNO. This is shown in Figure 4.18. It 
appears that SGNO takes more time to finalize the solution, ending at the 19th epoch, 
compared with only 11 iterations for TSH model.  
 
4.8.6 Summary  
 In this chapter, one dataset from the years 1975 – 1984, for Aurepalle village 
in India, is used to measure the prediction performance of the proposed model. The 
proposed model is then compared with PCA, the original MLP-ANN, each stage of 
the proposed model (FS and OWTNN) and SGNO. The comparisons are based on 
regression and MSE performance plots, with the overall performances plots being 
shown in Figure 4.19 and 4.20. By referring to these performance plots, it can be seen 
that, in terms of the overall regression value, the TSH model outperforms other model 
in terms of prediction. The regression for each part – training, validation and testing, 
shows that the TSH model also gives better generalization than the other models, 
although in the training part the SGNO perform better than the others models.  
In terms of MSE performance, although the overall errors show that the TSH 
model is better than other benchmark models, the OWTNN gives a lower MSE value 
in the first epoch, and it also finds faster solutions than the other benchmarked 
models. However, the final MSE value for the TSH model is 0.0173, which is lower 
than that for OWTNN (0.028). Most of the MSE plot show gradually decreasing 
curves as the number of epochs increases, and at the end, although the proposed 
model did outperform other techniques, there is only a small difference between them. 
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Figure 4.19: Benchmarking on overall ANN regression performance 
 
Figure 4.20: Benchmarking on MSE performance of ANN 
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4.9 Conclusion 
In this chapter, the farm household output prediction model has been 
developed. This model consists of 36 features with 292 samples, where the data was 
from the ICRISAT Aurepalle village dataset. The proposed model of TSH, when used 
for modelling the prediction, can generate very good results based on the farm 
household behaviours and activities.  
The TSH model combines the FS model and OWTNN model, which focus on 
the entire dataset analysis – training, validation and testing. This model is 
benchmarked against the PCA, original MLP-ANN, FS, OWTNN and a recently 
developed optimization technique, SGNO. Each of the input selection techniques, 
such as the PCA, FS (GA-ANN) and SGNO, are set to 21 features, the same as those 
for the proposed model, and each of these selected features is then used in the ANN in 
plotting the performance in terms of regression and MSE. 
By referring to each of the benchmark analysis results, it can be seen that the 
TSH model outperforms the entire benchmarked model in terms of prediction, by 
regression value only. However the MSE value shows quite different results, where 
PCA and SGNO gives lower final errors than the proposed model, but only show a 
slight difference of between 0% and 1%, compared to the TSH model. 
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Chapter 5: Trends in global output per capita 
prediction and modelling using FAOstat, USDA and 
World Bank database 
 
 
 
5.1 Introduction 
 Each key component of food security consists of many indicators, including 
sub-indicators and main indicators. In the previous chapter, one of these sub-
indicators, farm household output has been predicted using the TSH model. In this 
chapter, it will be demonstrated that the TSH model can be employed in optimizing 
the ANN for predicting the global output per capita of food availability, one of the 
food security themes for 13 European countries.  
 In the DEFRA food security assessment, it is indicated that food quantity per 
capita is one of the main components which can affect food security patterns in terms 
of food global availability (DEFRA, 2010). Within this food security theme, there are 
7 supporting indicators which yield growth by region: real commodity prices, stock to 
consumption ratios, share of production traded, concentration in world markets, R&D 
expenditure and impact of animal disease. If these indicators fail to be monitored, this 
can result in threats to the population and to economic growth, harvest shortages, 
breakdown in trade, lack of investment, global warming and a more volatile climate 
(DEFRA, 2010, Tacio). These factors will continue to affect every one of 9 billion 
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people globally through to 2050, as stated in the People and Planet report by (Tacio). 
Therefore, in attempting to prevent this behaviour happening through to 2050, a 
representation of each sub-indicator as the feature of predicting the food growth per 
capita will be explained in a later section. This prediction can be used as a stepping 
stone in monitoring the security of our foods availability for the future.  
 
5.2 Background 
 Food quantity per capita studies have been made empirically and theoretically 
by researchers and economists. However there have been very few studies on the 
relationship between the food availability and the trends in global output per capita in 
food security, especially in terms of its prediction for further analysis of future trends.  
 In 2011, a report on the state of food insecurity in the world was prepared by 
multiple organizations. It considers food security in its entirety, and this third edition 
report is more concerned with the price of food, which can affect people’s lifestyle 
and ability to acquire quality and nutritious food. One of the key messages of the 
report was that high food prices can worsen food insecurity in the short-term (FAO, 
2011). This behaviour involves the production prices or values, which is indicated in 
(DEFRA, 2010) as one of the sub indicators for food growth per capita, and is 
included as one of the features used in predicting it.  
In the report by (DEFRA, 2010, DEFRA, 2009), it is also stated that global 
output per capita can be affected by multiple external and multiple internal 
behaviours, such as: calories needed by each person globally, food production per 
capita change, food production and agriculture production stock difference, 
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technology change for agriculture, cereal usage by various people and animals, net 
harvest lost caused by environmental issues or disease, and increases in animal 
changes. Although the need for food  to be available to all without any constraint is 
important, the amount of food being wasted by each household can also affect the 
overall output per capita in terms of food security, due to an overstated actual 
consumption analysis, as described in (Nelleman, 2009, Godfray et al., 2010). 
In 2050, the population around the world is expected to increase to 9 billion 
people. However, by 2010 there was already an increase of 35% in the projected 
population levels  (DEFRA, 2010). The FAO also state in their reports that, to ensure 
enough food for everyone, including a more urban and richer population, all food 
production needs to be increased by 70% (FAO, 2009). It seems that the increase of 
population in each country or region will have a major impact on food usage. 
Although dietary changes have had effect on consumption, from eating a smaller 
variety of crops to consuming more meat and dairy products (DEFRA, 2010), overall 
the need for any kind of food is still import, in ensuring sufficient food and 
maintaining food security.  
 
5.3 Dataset 
 The dataset had been compiled based on (DEFRA, 2010) food security themes 
and sub-indicators, with the main indicator being the food availability. The 
compilation of this data is from the FAOStat online database (FAO, 2012), World 
Bank online database (Bank, 2012) and United States Department of Agriculture 
(USDA, 2012) where all of these datasets are available online. The idea of this 
compilation is to show the prediction of the growth per capita of food which can be 
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used as a stepping-stone in monitoring food security. At the same time, it can be used 
to plan the prevention of any problems relating to food, especially there not being 
enough food for everybody. Among the European countries, 13 countries have been 
selected from well studied countries, to be represented in the dataset, from 1969 to 
2007. The crops being considered in this dataset are cereals, because they are widely 
used in Europe as the main food, either for production or as end products.  
 Cereal can also be called grain, and the term is interchangeable in many 
publications. It can have various definitions, for example in (Chapman, 1976), it is 
defined as a grass grown for its small and edible seed, but Lantican (2001) states that 
cereal or grain crops belong to the grass family, and are used mostly as staple foods 
(Bareja, 2010-2012). In the FAO report, cereal is defined as a combination of any 
plant resembling grass that produces grains, which are used either for seed, food, 
production and feed, such as maize, corn, rice, wheat, barley, oats and rye. 
 These cereal datasets have 18 features and 507 samples, including: yield, real 
commodity prices, stock to consumption ratio, share of production trade, 
concentration of cereal in world market and the country’s population. The details of 
the datasets are shown in Table 5.1. As described earlier, the input variables were 
based on sub-indicators of the food availability theme in food security (DEFRA, 
2010). In each sub-indicator was assumed to be in relation to the main indicator of 
food supply per capita as the output variables. 
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Table 5.1: Features categories for trends in global output per capita 
Input Variables Output Variable 
Yield growth 
Area Harvested (Ha), Yield (Hg/Ha), 
Production (tonnes), Seed (tonnes) 
 
 
 
 
 
 
 
Food supply growth per capita 
(kg/capita/yr) 
Producer and production prices / value 
Gross Production Value (1000 Int. $), Net 
Production Value (1000 Int. $), Gross 
Production Value (SLC), Gross 
Production Value (USD), Producer Price 
(Local Currency/tonne) (LCU)  
Food supply quantity (tonnes) 
Share of food trade 
Import Quantity (tonnes), Import Value 
(1000 $), Export Quantity (tonnes), 
Export Value (1000 $) 
Concentration of world market 
Raw materials exports (% of merchandise 
exports), Agricultural raw materials 
imports (% of merchandise imports), 
Food exports (% of merchandise exports) 
Population 
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In Table 5.1, the yield growth categories represent all of the relevant 
components, such as harvested area, production of cereal crops, seed quantity being 
used and crop yield itself. Each of these features were selected and assumed as the 
key factors towards giving a good productivity and played an important role in 
increasing the food supply entirely (DEFRA, 2010).  
For production and producer prices or values, this mainly reflects the cereal 
commodities, showing either shortages or supply quantities itself. In Global Economic 
Prospects 2009, it is expected that commodity prices will be decline until 2030, 
showing either the improved supply or oversupply (WorldBank, 2009). This means a 
weaker demand for growth will give more time to develop any unused land for future 
agricultural use if no problems in temperature factors or water supply exist in the 
future (DEFRA, 2010, DEFRA, 2009). The unit of this producer and production value 
is based on the US dollar and Standard Local Currency (SLC), where each value was 
referred to the output prices at the farm gate (FAO, 1986-2007).  
To represent the stock to consumption ratio of cereal, the outcome is provided 
based on the food supply by the production of a cereal end product, in this case, 
Maize oil, which excludes any type of beer or wine. However, certain European 
countries did not provide data on Maize oil production because they do not produce it 
via cereal, so the food supply dataset shown in Table 5.1 entirely is assumed to be 
representative of this indicator. It is hard to identify the optimal stock ratio due to 
drastic changes in the production quantity over the years, and policy changes which 
have contributed to reducing the cereal stocks for each of the 13 European countries 
as discussed in (DEFRA, 2010).  
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In terms of the share of food trade represented by cereal, the units presented 
here are in US Dollars, represented by 1 unit being 1000 US Dollars, and rounded to 
the nearest 1000 Dollars. The sub indicator will show the imports and exports made 
by each of the 13 European countries to any of the other 13 countries, or from other 
countries around the world. The trade not only involves trading between these 
countries, it also involves investment in agriculture in other countries. However the 
investment factor is being neglected in this case due to the data constraints.  
In the case of concentration on commodity markets for the cereal, it is 
assumed that the markets consist of the raw material of import, raw material of 
exports and food exports. Each of these features is based on the percentage of the 
merchandise compared to the raw materials.  
Finally, the population of the 13 countries is also included in the datasets, 
because each person needs to have access to food, as stated by FAO (FAO, 2006), so, 
each of the available indicators need also to be related to the number of people that 
need the food, to ensure sufficient food growth per capita. In (Godfray et al., 2010) it 
is also stated that the population will always affect the trend for using the food in 
terms of its consumption; either the food is totally used or it just wasted as described 
previously. 
In considering the food availability, there are still two additional sub-
indicators that should be considered; the agriculture research spending and the impact 
of animal disease. However, due to constrain in obtaining the data, it is being assumed 
that these factors will not affect the overall growth of food per capita. 
 In this chapter also, the TSH model will be used to study and explore the 
relationship between the trends of global output per capita and food global output per 
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capita for cereals, by each demand growth trends category, which act as supporting 
indicators in (DEFRA, 2010, DEFRA, 2009) for 13 European countries: United 
Kingdom (UK), Sweden, Spain, Portugal, The Netherlands, Italy, Ireland, Greece, 
Germany, France, Finland, Denmark and Austria. As mention earlier, the dataset will 
consist of 18 X 507 (39 X 13) samples over 39 years and 13 countries, where each of 
the 18 features shown in Table 5.1 contains the demand growth trends of each country 
for each year. 
 
5.4 Data pre-processing 
 Table 5.2 lists the basic statistics of the data with the actual units given in 
Table 5.1 of the 18 input variables. It can be seen that the table consists of a range of 
data with different units. Generally, in any kind of IS technique or model, it is easy 
for the model to process these datasets. However, in terms of finding the local 
minimum solution, it will take some time and the performance of the model will be 
different each time the training process is started because of the random weight and 
threshold initialized by ANN. For example, in the ANN, if the number of input 
variables in the network is increased, it will also increase the network size, which 
leads to a higher computational cost, especially in estimating the weights connection 
efficiently (D'Heygere et al., 2003). 
As described in the previous chapter, each data set will be standardized to 
have a zero mean and unit variance by following the equation in (3.1). This will make 
the process of FS and optimization faster for each generation of GA, and for each 
ANN epoch in finding the solution. 
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 As indicated earlier, each of the 18 input variables will be represented as the 
GA chromosomes in the TSH process, and it also will be used as the input variables 
for the ANN, either in the fitness functions of the GA or in remodelling the ANN.  
 
Table 5.2: List of basic statistic for input variables 
Variables Mean Minimum Maximum Standard 
Deviation 
Area Harvested 3064338.69 170284.00 9893542.00 2949557.95 
Yield 44155.36 8908.00 84109.00 16986.48 
Production 13521292.69 789561.00 70516553.00 15514201.46 
Seed 495894.18 32000.00 1618846.00 495894.18 
Gross Production 
Value1 1916801.19 128041.00 10383179.00 2238372.75 
Net Production 
Value 1847475.74 120034.00 10211190.00 2185307.47 
Gross Production 
Value2 2257.08 117.00 7898.00 2238.44 
Gross Production 
Value3 1921.86 146.00 9161.00 2080.82 
Producer Price 191625.74 107.00 4000000.00 619553.03 
Food supply 
quantity 3089621.58 369565.28 10599600.55 3085234.62 
Import Quantity 2915013.10 17173.00 14388106.00 3181949.53 
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Import Value 543717.07 4888.00 3106985.00 573978.45 
Export Quantity 3310886.38 55.00 34859028.00 6605249.27 
Export Value 576581.07 20.00 6695291.00 1153440.58 
Agricultural raw 
materials exports 3.99 0.42 25.95 3.95 
Agricultural raw 
materials imports 3.57 0.84 11.92 1.97 
Food exports 13.49 1.64 50.61 10.76 
Population 27316055.48 2925600.00 82504552.00 25843485.59 
Food supply 
growth per capita 111.79 65.60 189.40 26.11 
 
For the gross production, values 1, 2 and 3 represent the gross product values where 1 
equals 1000 units of international currency, value 2 same as value 1, and value 3 is in 
United States Dollars (USD). International currency is representing as the standard 
currency used in each of the 13 European countries.    
 
5.5 First stage process 
 The purpose of this stage is to decide which features give the greatest impact 
on the outputs prediction of the food growth per capita. As described earlier, the 
features consisting of the trends of food availability have been assumed and 
determined based on the sub-indicators of the food growth per capita of cereals as 
described in (DEFRA, 2010). In achieving this objective, the combination of the GA 
module and the ANN module is developed. These combinations protect against the 
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weaknesses of the ANN, such as the fact that the ANN can only perform a local 
search (Kitano, 1990, Whitley et al., 1993), and the problem that the ANN often 
experiences in generalization problems (over fitting). Therefore the GA tries to find 
the best solution randomly, by searching all global regions, based on using the 
training errors of the ANN module as its fitness function.  
The ANN module uses a three-layered network, where the number of layers, 
the activation function for each layer and the learning function will be the same as 
those used in the previous chapter. This is also applied to the GA module, where the 
fitness function, selection function, crossover function and mutation function used are 
the same as those in the previous chapter, and it is terminated when it reaches 50 
generations. The only difference in this stage, in predicting the food per capita, is the 
mutation probability ratio, which depends on the size of chromosomes and 
population, see (Salman and Ong Hang, 2008), as described in Chapter 3 Equation 
(3.2). 
In this first stage of the TSH, the number of the selected variables depends on 
the lowest RMSE values that result from the global search, by the GA trying to find 
the optimum features. Each of the GA chromosomes is a representation of each 
feature variable of the model. The final bit string of the chromosomes is the lowest 
RMSE value, where a string of value ‘1’ will be selected and a string of value ‘0’ will 
be abandoned. In this case, the number of input variables is 18, so the chromosome 
will be 18 bits, which is ‘0101 0100 1011 1000 11’. By referring to the chromosomes, 
the features selected as having an effect on the output of the model are as below:- 
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Features selected = [Yield, Seed, Net Production Value, Producer Price, Import 
Quantity, Import Value, Export Quantity, Food exports, Population ] 
Figure 5.1 shows the performance of the first stage model in input selection by each 
generation. The chromosomes fitness value by each generation is shown as a blue dot 
and the red line represents the mean of each chromosome in that generation.  
 
 
Figure 5.1: First stage performance via GA generation 
   
5.6 Second stage process 
 After getting rid of the unwanted features in the first stage of the model, the 
selected input variables will be used in this second stage. In this stage, the GA module 
is used to optimize the ANN weight and threshold. Therefore the chromosome 
determinations are dependent on the number of inputs, number of layers and number 
of neurons in each layer, as shown in equation (3.7). 
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 The parameter for the GA module and ANN module will be the same as the 
first stage of the TSH model. If in the first stage it concentrates on finding the 
optimum feature variables, in this stage it is instead focussing on finding better 
solutions in the local search region, and trying to prevent the generalization of the 
ANN by using optimum weight values and optimum threshold values. Usually, the 
original ANN will randomly generate its own weight and threshold and this often 
tends to give poor generalization, especially when it involves a very large and 
complex dataset. In this case however, each weight value and each threshold value is 
fixed and an optimum value for the ANN. 
 Figure 5.2 shows the GA-ANN process for finding the optimum value for 
threshold and weight. The line curve shows the decreasing fitness value, which it 
maintains to the 50th generation - this is different to the first stage. This is because the 
training being done is directly affecting the overall network, which also means that 
the GA successfully applied the selected input, with optimum weight and threshold 
values, into the ANN network. The fitness value in this stage is represented by the 
MSE value of ANN by Equation (3.4). 
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Figure 5.2: Performance of second stage via number of generation 
As previously stated, all of the parameters for this stage use the same 
parameter as the first stage of the TSH. This also applies to the size of the hidden 
neurons in the ANN module. In Chapter 3, Equation (3.7), the sizes of hidden neurons 
were described as dependent on the total number of input and output variables, which 
are also applied to the same size of neurons for each stage of this model. Generally, in 
this stage, the number of hidden neurons should also be reduced due to the reduction 
of the number features being selected in the first stage process. To maintain the 
performance of the feature being selected in the first stage, the second stage hidden 
neurons will also be using the same size, ensuring that the optimum values of weight 
and threshold are achieved. 
 
5.7 Remodelling ANN 
 Next, all of the selected input variables, the optimized threshold and the 
optimized weight will be used in remodelling the ANN. The same ANN parameter is 
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used as in the second stage process, using a three layer network – one input layer, one 
hidden layer and one output layer. In addition, the ANN is remodelled using the same 
hidden neurons, using the same division of datasets – 60% for training, 20% for 
validation and 20% for testing, using the LM learning method algorithm. The same 
activation function – the tangent sigmoid function – is used at each layer, which is 
capable of finding the solution in wide range of –1 to 1. The number of iterations of 
the ANN was set to 1000 epochs, but it will terminate when the result of the 
validation error check reaches 0.01 and this occurs 6 times. The purpose of the 
validation error check is to prevent the over-fitting of the network by stopping the 
training at the minimum of the validation error (H. Demuth, 2004). 
 To measure the performance of this model, Figure 5.3 and Figure 5.4 show the 
regression performance plot and the MSE performance plots respectively. In terms of 
the regression, the TSH model gives a value of around 0.99967, which equates to an 
error almost as low as 0.033%. This also applied to Figure 5.4, where it takes until 52 
epochs for the ANN to stop searching for the solution, and shows an error of 0.0004. 
This shows that the model gives great accuracy in predicting the cereal food growth 
per capita, based on the trends of its activities or behaviour. 
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Figure 5.3: Regression of TSH model 
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Figure 5.4: Performance of ANN based on MSE vs Epochs 
 
Figure 5.5: Overall regression for each part – training, validation and testing 
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 Figure 5.5 shows the performance of each part in terms of the division of the 
datasets into 60% training, 20% validation and 20% testing. It also shows that the 
ANN achieves very good generalization, where most of the overall regression 
percentage is around 99.9%, and all data fits through the line between the actual 
output and the TSH model output. 
 
5.8 Benchmarking and discussion 
 In this section, the TSH model is compared with PCA, the original MLP-
ANN, FS (GA-ANN), OWTNN and SGNO. This is done by evaluating the 
performance of the prediction output of the ANN model against each selected feature 
or network optimization technique.  
 
5.8.1 Principal Component Analysis (PCA) 
PCA is a well known statistical method for data reduction, especially for 
highly dimensional data. The method is described in detail in Chapter 3. In this 
chapter an attempt is made to develop a prediction model for food growth per capita, 
based on the indicators in (DEFRA, 2010), consisting of 18 original variables. Each of 
these variables will be created in a new data space, with new data input variables, by 
using PCA. The newly created data will then be used to predict the food growth per 
capita using an ANN as the prediction model. Figure 5.6 shows the percentage 
variance of the principal components, where the thin blue line increases to more than 
80% at the first four components, and the first principal components already show 
over 50% variance in the original dataset compared with other principal components. 
As seen in the previous chapter, the data transformed using PCA will be used as input 
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variables for further prediction analysis, with the first nine components selected to be 
the same as the proposed prediction model. 
 
 
Figure 5.6: Variance in Principal component 
 
 Figure 5.7 shows that the new PCA data gives quite a good regression value of 
0.98, and at the same time, it tends to give good generalization in all data divisions – 
training, validation and testing. However, the TSH model still gives better 
generalization and the prediction outcome is better than the PCA. In the figure shown, 
it seems that in the data testing division, the data almost does not fit to the line, and 
the red line tends to move outside of the Y = T region. For the MSE performance, as 
in Figure 5.8, it can be seen that the proposed model gives lower errors in the starting 
epochs, but both errors achieve almost the same MSE after the 10th epoch. In the final 
result, the proposed model takes a longer time to reach the final solution, at the 52nd 
Chapter 5 
147 
 
epoch. However, the error given by both models shows that the proposed model 
outperforms the PCA by using the new data components as the inputs to the ANN.  
 
 
Figure 5.7: Regression for PCA using ANN 
 
Figure 5.8: MSE between PCA and TSH model 
Chapter 5 
148 
 
5.8.2 Artificial Neural Network (MLP-ANN) 
 As one of the popular prediction models indicated in (Eduard and et al., 1999, 
Gardner et al., 1992, Negnevitsky, 2005, Gardner and et al., 1990), MLP-ANN is used 
as one of the benchmarks for this model. The parameters of the ANN are the same as 
for the ANN module in the TSH model, which consists of a 3-layer network (input 
layer, hidden layer and output layer), the hidden neuron as in Equation (3.6) - in this 
case it is 13, and using tangent sigmoid for all layers and LM as its learning method. 
The data used in the MLP-ANN comes purely from the datasets of 18 features with 
507 samples, without any data pre-processing, in predicting the food growth output 
per capita. 
 The performance of the original MLP-ANN prediction model gives a 0.99837 
regression value, which is quite good. The overall performance of each part of 
training, validation, testing and the overall regression is shown in Figure 5.9. In terms 
of generalization, it also shows a good generalization for each division of the dataset. 
However, in training and validation, it shows some data at the end of the plot for both 
divisions which are almost outside of the fit line. Overall, as described in an earlier 
paragraph, the regression result between the actual output and the MLP-ANN model 
output almost shows a perfect regression value of 1. 
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Figure 5.9: Regression for original ANN 
 
Figure 5.10: MSE for original ANN and TSH 
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 As shown in figure 5.10, the MSE starts with quite a high value, compared 
with the TSH model, but it seems to gradually decrease as the number of epochs 
increases. The difference in the MSE value is quite large - 3.256 in the first epoch. 
Both models have almost the same MSE at the 9th epoch. Finally, the TSH model took 
some time to complete its final local search, at epoch 52, with an MSE value of 
0.0004, compared with a 0.002 MSE at epoch 44 for the MLP-ANN prediction model. 
The proposed model has a lower error than the MLP-ANN, which differs by around 
0.067%. 
 
5.8.3 Feature selection (GA-ANN) 
 In this benchmark, a GA algorithm is used to globally search for the best 
inputs for the ANN, having the same process as the first stage of the proposed model. 
After this, the ANN will use the selected inputs to predict the cereal growth per 
capita. In making judgements of its performance, the same parameters as used in the 
TSH model for the GA and ANN models will be used. Generally, the first stage of 
TSH input selection will be used directly in making predictions using the ANN for the 
cereal growth per capita. As described previously in section 5.7, there are 9 selected 
features - this will be the same in this section. 
As shown in Figure 5.11, the results are shown as a regression plot for all data 
divisions – training, validation, testing and overall dataset. The result shows a good 
regression performance with 99% accuracy for all parts, which is the same as for the 
MLP-ANN benchmark. It also shows a very good generalization when compared with 
to MLP-ANN, where all of the data fit to the Y=T line. 
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Figure 5.11: Regression for feature selection using ANN 
 
 In terms of errors, the MSE plot is used to show the error performance for 
each epoch, for the TSH model and the FS model. The MSE curve pattern shows the 
same pattern as the MLP-ANN, which starts at 4.712 in the first epochs, 0.058 higher 
than the TSH model. The MSE values drastically decrease as the epochs increase. The 
MSE maintains the error value for quite some time, until it reaches its final solution at 
the 58th epoch. This differs from the TSH prediction model, which ends at the 55th
 
 
epoch, and it still shows a lower MSE value than the prediction model, using GA-
ANN selected features only. 
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Figure 5.12: MSE for feature selection and TSH using ANN 
 
5.8.4 Optimized Weight and Threshold Neural Network (OWTNN) 
 When considering the TSH model, each stage needs to be compared and 
benchmarked. In this section, the performance of the OWTNN compared with the 
performance of the proposed model, with both having the same parameters in the GA 
module and the ANN module. The only difference is that the OWTNN will be based 
on the 18 inputs of the datasets and then remodel the ANN by using the optimized 
weights and thresholds, to compare its performance in the prediction of cereal growth 
output per capita. 
 In the same way as in the other benchmark sections, the performance of the 
OWTNN is shown in Figure 5.13 for the regression plot performance and Figure 5.14 
for the MSE plot performance. For the OWTNN, the regression shows almost the 
same performance as the MLP-ANN, FS (GA-ANN) and TSH models, but also much 
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closer to that of the TSH model in terms of the regression value and errors. The 
OWTNN model terminated at epoch 51 and the TSH model ended at epoch 52.  
 
 
Figure 5.13: Regression for OWTNN using ANN 
 
In comparing the MSE, initially the OWTNN model shows a higher MSE value than 
the proposed model. However, both plots show a smooth decrease in errors and 
intersect each other at the 4th epoch, and the final error value shows that the proposed 
model gives a lower error than the OWTNN. The overall performance, in terms of the 
prediction regression plot and errors produced by both models shows a very small 
difference, which indicates that using OWTNN in the proposed model did provide 
some benefits in terms of the combination of its local search and global search 
capabilities. 
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Figure 5.14: MSE for OWTNN and TSH using ANN 
 
5.8.5 Sensitive Genetic Neural Optimization (SGNO) 
 As described in Chapter 3, SGNO is a combination of three modules – a GA 
module, an ANN module and a sensitivity analysis module (Zhang, 2011). The GA 
module uses an ANN module as the training function, where the RMSE values used 
as the fitness values are shown in Figure 5.15. In the figure, the line represents the 
mean value of the fitness function, and the blue dots represent the chromosome 
population. Both model, the SGNO and the proposed model, use a GA as the global 
search algorithm, with both models trying to find the best features for the ANN.  
In earlier description, the combinations of the GA module and the ANN 
module have almost the same functions as the first stage of the TSH model, which is 
used for feature selection. The difference between these two models is in the pre-
processing part, which includes the random five-fold cross validation for the dataset, 
and also the addition of the sensitivity analysis module for SGNO.  
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Figure 5.15: Performance of SGNO chromosomes via number of generation 
 
In comparing the TSH model for the first stage process with SGNO, it can be 
seen that there is a totally different feature selection produced by each model. This 
possibly happens because of the thorough five-fold cross validation pre-processing 
operations, and also because of the sensitivity analysis performed in the SGNO model 
which gives a precise input variable selection. 
Figure 5.16 is based on the mean of each feature frequency which appeared in 
the sensitivity analysis module. Generally, this module will re-evaluate each of the 
features commonly used by the GA-ANN, and rank them by their mean values. The 
highest mean value is the most important feature, and the lowest mean value 
represents the lowest ranking (Zhang, 2011). The rank of each of the features, shown 
in Figure 5.14, has been rearranged using the feature variables numbers in Table 5.3.  
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Figure 5.16: Mean for each of the feature variables 
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Table 5.3: Ranking selection for each of the features 
Rank 1 2 3 4 5 6 7 8 9 
Feature 
Variable 
3 17 12 1 9 7 4 15 11 
Rank 10 11 12 13 14 15 16 17 18 
Feature 
Variable 
13 16 6 10 18 5 2 14 8 
 
This arrangement of importance can also be show as below form:- 
 
Feature variable ranking = [Production, Population, Export Quantity, Area Harvested, 
Producer Price, Gross Production Value2, Seed, Agricultural raw materials imports, 
Import Value, Export Value, Food exports, Net Production Value, Import Quantity, 
Food supply quantity, Gross Production Value1, Yield, Agricultural raw materials 
exports, Gross Production Value3 ] 
 
 In giving the same feature as in the TSH model, nine features were selected 
based on the highest ranking of SGNO – from rank 1 to rank 9 per Table 5.3, which is 
shown below:- 
 
Nine Selected features = [Production, Population, Export Quantity, Area Harvested, 
Producer Price, Gross Production Value2, Seed, Agricultural raw materials imports, 
Import Value ]  
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The selected features were then used in the ANN as the prediction model, to compare 
its performance. Figure 5.17 shows the regression performance and Figure 5.18 shows 
the MSE performance of the SGNO. 
 In Figure 5.18, the dataset for each part – training, validation and testing, 
shows some scattered values when compared to other models in this section. It also 
seems to have a generalization problem, but eventually achieved a 95% accuracy of 
regression, which is quite good. For the MSE performance, initially the MSE value is 
quite high, compared with the TSH model, but it stops searching for the local 
optimum at iteration 24, which is much faster than the other model. 
 
 
Figure 5.17: ANN performance based on SGNO for 9 input selections 
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Figure 5.18: MSE performance of ANN models using TSH, compared with SGNO 
 
Although having a high MSE at the first epochs, it still achieves quite good errors 
with just 24 epochs. In the final resolution, the proposed model shows a better 
prediction model than SGNO, referring to the regression plot and the MSE plot. 
 
5.8.6 Summary 
 The overall model performance is shown in Figure 5.19 for the regression plot 
and Figure 5.20 for the MSE plot. It can be seen that the TSH model outperforms the 
other benchmarked techniques. However, the difference in performance between the 
models is very small. In terms of generalization, the result shows that almost all of the 
models give good generalization, except the SGNO, for which the dataset is a bit 
scattered, but is still acceptable. 
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Figure 5.19: Benchmarking on overall ANN regression performance 
 
Figure 5.20: Benchmarking on MSE performance 
Chapter 5 
161 
 
 If compared with all benchmarked models, the GA-ANN for FS takes quite 
some time in reaching the generalization values, terminating at epoch 58 and the 
SGNO terminates slightly early at epoch 24, which probably accounts for it having 
the lowest performance compared to the other benchmarked models. Among all of 
these techniques, the TSH prediction model produces the best performance. 
 
5.9 Conclusion 
 In this chapter, the TSH model is tested with 18 features and 502 samples of a 
dataset to predict cereal growth per capita, which is created based on a compilation of 
FAOstat, World Bank and USDA databases. The 18 features of the dataset consist of 
a presentation of: yield growth, production and producer prices or value, food supply 
quantity, share of food trade, concentration of world markets and the population of the 
13 European countries that the data relates to.  
In this model, prediction is performed using feature selection by a GA-ANN, 
with the selection of 9 out of 18 input variables as the first stage process. Using the 
selected input variables, it is then optimized again, but this time the optimization is 
done for the weights and thresholds of the ANN itself. After this, the ANN is 
remodelled with the optimized input, optimized weights and optimized thresholds, by 
using the same parameters of the ANN used in the first and second stage processes. 
 In considering the overall result, benchmarking is performed with five 
techniques, and most of the prediction models give a very good performance, better 
than 95%, of prediction accuracy especially for the TSH model and the OWTNN 
model, which give better prediction performance compared to the other models. These 
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two models have a regression value difference of only 0.00024, which shows that the 
TSH model outperforms the OWTNN in overall regression. The proposed model also 
shows the lowest MSE values compared to the other benchmark techniques. 
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Chapter 6: Food security risk level assessment 
prediction using Grain China dataset  
 
 
 
 
6.1 Introduction  
 This chapter will examine a prediction model for food security risk level, by 
using the China grain dataset. In ensuring the stability of food security, many forums, 
conferences, and discussions between world leaders and global food organizations 
have taken place, such as stated in (FAO, 2006, FAO, 2009, FAO, 2011, Godfray et 
al., 2010, WorldBank, 2009). In each of these discussions, the factors of food security 
were discussed, such as: food prices, growth per capita, and development of 
technology related to increasing food production or farming output. 
 In reports and paper by (Kadir et al., 2011, WorldBank, 2009, DEFRA, 2010), 
food security has been defined as the access to sufficient nutritious food without any 
hardship, to maintain a healthy and active lifestyle. Generally, referring to (DEFRA, 
2010, FAO, 2006, DEFRA, 2009), the descriptions of food security are related to the 
following areas: food availability, resource sustainability, access to food, food chain 
resilience, household food access and the confidence among the public in their 
domestic food systems. These key components should be monitored individually and 
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as a whole to allow for complete assessment of the risk levels of food security. All of 
the above descriptions were also discussed in Chapter 1 and Chapter 3. 
 
6.2 Background 
 As explained in the previous section, each of the key components of food 
security has their own indicators and sub-indicators, which are used in the monitoring 
of food security. It is important to ensure that the level of risk is at an acceptable level 
and will not affected by any other factors. 
 In this study, a food security risk assessment prediction model is described. 
The model uses three main criteria as the factors significantly affecting food security 
in China. The criteria are productive indexes, consumptive indexes and disaster 
indexes. Each of these criteria is assumed to have an impact on food security and is 
used as a warning-based level indication. 
 A few studies had been performed on the modelling of food security risk 
assessments, example by (Men et al., 2009, Jianling and Yong, 2010a, Yong and 
Jianling, 2010), but in terms of predictive models, there is little research being done. 
In (Kadir et al., 2011), a prediction model was developed using PCA and ANFIS, and 
compared with an ANN; the result show a good prediction performance.  
The problem with using the ANFIS model is that it generates a complex 
network structure, and it can easily result in the system running out of memory. At the 
same time, in PCA data reduction, five of the features were reduced in order to 
prevent the memory outage. These features were selected based on the lowest Eigen 
values from the ‘Eigen analysis’ of the principal component where the percentage of 
accumulated variance is more than 95%. Therefore in this chapter, a model is 
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described which is used to select the inputs automatically, based on the lowest MSE 
value between the actual output and the model output. 
 
6.3 Dataset  
 The dataset used in this chapter was based on China’s grain security studies by 
(Men et al., 2009, Jianling and Yong, 2010a, Jianling and Yong, 2010b, Yong and 
Jianling, 2010, Kadir et al., 2011) and it is available for use by others. All of these 
studies used multiple techniques such as: Analytical Hierarchical Process with Gray 
multi level (AHP-GRA) technique, generalized fuzzy numbers, linguistic ranking 
models and fuzzy sets in analyzing the grain security in China. However, as described 
in Section 6.2, only one model developed by (Kadir et al., 2011) uses this dataset with 
a prediction model.  
 Table 6.1 shows the index category for each feature variable assumed to affect 
grain security in China; a total 11 of features and therefore 11 variables. As the 
features are in a productivity index, each feature is based on production related 
categories; therefore it can be assumed that each feature can have a major impact on 
production output. The consumptive indexes contain features of grain usage by 
production industries, and the grain price itself. In terms of food security, or 
specifically in this study, grain security, a disaster which occurs either in China, or in 
other countries, will always have a big impact either on farming output or food 
production. Therefore the disaster index is included in the study, providing two 
additional features for the datasets. 
 This dataset is taken from the grain security raw data from years 1997 to 2007, 
which is available in the papers mentioned above. The output of the dataset is based 
on the correlation values of equations (6.1) to (6.3) in the report by (Men et al., 2009), 
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where it was used to rank China’s grain security warnings as: quite safe, safe and 
unsafe. By referring to the datasets, the report gives 11 samples of data with 11 
features variables as shown in Table 6.1. 
 (6.1) 
(6.2) 
 
(6.3) 
 
 
Table 6.1: Features categories for trends in global output per capita (Kadir et al., 
2011) 
Productive index Consumptive index Disaster index 
Grain Production (tons) Per capital occupation of 
grain (kilogram) 
Disaster affected area 
(hectares) 
Grain seeding area 
(hectares) 
Food imports for the 
proportion of total agricultural 
Proportion of 
disaster-affected area 
(%) Per capital seeding area 
(square meter per person) 
Food exports for the 
proportion of total agricultural 
Effective irrigation area 
(hectares) 
Growth of grain price index 
Proportion agriculture 
value (GDP - %) 
 
 
𝑅 = 𝑃 .𝐸𝑇   
𝑟𝑖 = (𝑝𝑖1,𝑝𝑖2, … ,𝑝𝑖𝑚).�𝜉𝑖(1)…
𝜉𝑖(𝑚)� 
𝑟𝑖 =  �𝑝𝑘 (𝑘)𝑚
𝑘=1
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6.4 Data pre-processing 
 As in the previous chapter, each dataset will be pre-processed by making it 
standardized to a zero mean and a unit variance, based on Equation (3.1). The 
standardization was applied to the input variables and output variable. This equation 
is intended to make each variable have the same range, and this will shorten the 
process time. The data consists of multiple-range variables as shown in Table 6.2; the 
table shows the basic statistics for each input variable in terms of the minimum, 
maximum, mean and standard deviation. 
 
Table 6.2: List of basic statistic for input variables 
Features Min Max Mean Standard 
Deviation 
Production 43069 51229 47913.64 2642.94 
seeding area 99410 113787 107155.64 4936.27 
Per capital seeding area 770 910 833.55 52.65 
Effective irrigation area 51238.50 56518.30 54115.15 1529.50 
Proportion agriculture 
value 
9.90 
 
 
18.30 15.04 2.68 
Per capital occupation of 
grain 
334 411 374.73 23.53 
Food imports for the 
proportion of total 
agricultural 
8.55 
 
 
39.65 24.61 10.70 
Food exports for the 
proportion of total 
6.57 25.11 16.07 6.92 
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agricultural 
Growth of grain price 
index 
-0.10 6.60 1.06 2.33 
Disaster affected area 37106 54688 48008.18 6287.33 
Proportion of disaster-
affected area 
43.90 62.90 55.31 5.75 
 
6.5 First stage process 
 In deciding on the features for this model, a GA-ANN model is used, which 
combines the capabilities of the GA and ANN algorithms in finding the local and 
global regions for the solution. The population size in the GA module is dependent on 
the number of input variables of the dataset. In this case, the dataset input variables is 
11, which is then multiplied by 3 to create a population size of 33, based on the 
theorem in (3.3). In this case, GA chromosomes are also based on binary numbers as 
described in Chapter 3, which represent each of the input variables for training in the 
ANN module. The GA module then assigns a random population of chromosomes to 
the ANN module for training. In each ANN training process, an error of MSE is 
produced for the fitness value, and the GA then rearranges the population of 
chromosomes, using a crossover ratio of 0.7. The mutation ratio depends on the 
number of chromosomes and the population size; the bigger the input variables and 
the population size, the smaller the mutation ratio, as in Equation (3.2). 
 As previously described, the ANN module is used as the objective function, 
where the error between the actual output and the ANN model output is considered to 
be the fitness function, used in deciding the best chromosomes for the ANN to give 
the optimum prediction of grain security in China. The ANN module uses 3-layered 
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network consisting of an input layer, a hidden layer and an output layer. Each of these 
layers has a different number of neurons; there are 11 neurons for the input layer, 8 
for the hidden layer, and one for the output layer. The numbers of hidden neurons are 
determined by Equation (3.6), which is dependent on the number of inputs and 
outputs.  
In this chapter, the input variables are equivalent to the number of 
chromosomes, and there is only one output, which is the grain security in China. The 
learning method used in the ANN is LM, which provides fast learning but can use a 
significant amount of memory. In this case however, the LM memory issue does not 
occur, because the dataset only consists of 11 X 11 matrices. Each dataset will be 
divided into: 60% for training, 20% for validation and another 20% for testing. 
  The overall performance of the chromosomes being trained and evaluated in 
this first stage process is shown in Figure 6.1. The line in the graph represents the 
overall mean RMSE for all chromosomes in each generation, where the lowest RMSE 
value is considered to represent the best performance for this stage. The lowest RMSE 
value is for the binary number 1100 1101 001, which represents the 11 features 
variables of this model. 
 
 The following list is the features being selected in this stage:- 
Selected features = [Production, Seeding area, Agriculture proportion value, Per 
capital occupation of grain, Proportion of total agriculture exports, Disaster proportion 
in effected area]  
 
The final feature being selected is six input variables based on the ‘1’s of the binary 
numbers and ‘0’s binary numbers shows the neglected features. 
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Figure 6.1: First stage performance via GA generation 
 
6.6 Second stage process 
 
Figure 6.2: Performance of OWTNN second stage via number of generation 
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Figure 6.2 shows the performance of the OWTNN where it used the selected 
features in the first stage to define the required number of chromosomes. The mean 
fitness value rapidly decreases over the first five generations, and it shows a second 
decrease from the 10th generation. The convergence trend of the MSE shows 
convergence at the 6th and 18th generations, which shrinks with each generation as the 
GA module evolves. 
The second stage also used two modules in its main design - a GA module and 
ANN module. In maintaining the performance of the input selection process of the 
first stage, all of the parameters used in the GA module and ANN module previously 
were also maintained, such as the number of layers used by the ANN, the learning 
method for the ANN, the dataset division for the ANN, the size of hidden neurons for 
the ANN and the crossover ratio of the GA. 
 The chromosomes in the second stage are represented as a decimal number, 
which is different in the first stage, and it also has different input sizes, because the 
input selection is done in the previous stage. The mutation probability ratio will also 
be different; it is determined based on Equation (3.3), where the ratio value changes to 
0.0017 from 0.0160. This also affects the population size, which is multiplied by 2 in 
this stage, to become 22. The decreasing population size can reduce the computation 
time, and in this second stage, the quantity of chromosomes is higher than the first 
stage. Figure 6.2 shows that the performance of this stage seems to be reaching an 
optimum convergence at the 20th generation; however the termination of this stage is 
also based on the number of generations, which is set at 50. 
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6.7 Remodelling the ANN 
 The TSH model is used to reduce the feature size of feature and to optimize 
the weight and threshold of the ANN. The result of the selected feature and optimized 
threshold and optimized weight are used in remodelling the ANN, to design the 
optimum prediction model to predict the grain security assessment of China. 
 As described in the previous section, to ensure the optimum performance of 
the prediction model, the ANN uses the same parameters as the ANN module in the 
second stage process. To illustrate the prediction performance, a regression graph is 
plotted between the actual output and the TSH output, as shown in Figure 6.3. The 
graph shows a regression value of 0.9949, which is represents an error difference of 
0.55% compared to the actual output. This is a good performance result, and it seems 
that TSH model can be used to predict the grain security assessment, although it only 
consists of 11 samples of data with 11 inputs. 
 Figure 6.4 shows the detailed plot of the model performance, categorised by 
the number of iterations. The starting MSE at the first epoch is 0.0095, which is quite 
a low value. At the third epoch, the MSE converges and is reduced to 0.00000496 at 
the sixth epoch. The pattern shows a rapid reduction of MSE between the first and 
fourth epoch.  
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Figure 6.3: Regression of TSH model 
 
Figure 6.4: Performance of ANN based on MSE vs Epochs 
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 As mentioned in Section 6.5, the data is being divided into three divisions; 
60% for training, 20% for validation and the last 20% for testing. This data division is 
applied in the same way for all stages, and also in the remodelling of the ANN. Figure 
6.5 shows the performance of each of these divisions. The regression values are above 
0.99 for all divisions, and two divisions, validation and testing, achieve a regression 
value of 1. The generalization for each division shows a poor fit to the Y=T line, but, 
overall it is still a good generalization.  
 
 
Figure 6.5: Overall regression for each part – training, validation and testing 
 
 
 
 
Chapter 6 
177 
 
6.8 Benchmarking and discussion  
 In order to ensure the prediction model being developed gives a good 
performance result, benchmarking is performed by comparing the regression and 
MSE of the ANN for each of the following methods: PCA, MLP-ANN, FS (GA-
ANN), OWTNN on original dataset (11×11 matrices), and SGNO.  
 
6.8.1 Principal Component Analysis (PCA) 
 In (Kadir et al., 2011, Jang, 1996, Dong Hyun Jeong), PCA is considered to be 
a well known method for dimension reduction; it converts the original dataset to 
another new component set of data. A detailed description of PCA is given in Chapter 
3.  
This case study uses 11 input variables which are transformed into new 
principal components. The new component data is then used in the ANN to measure 
the prediction performance, which is then compared with the proposed prediction 
model. Figure 6.6 illustrates the pattern behaviour of each principal component after 
the transformation. In Figure 6.6, only four components exist, each of which has a 
different percentage variance. The first component shows more than 50% variance, 
and if this is combined with the second and third components, the total variance is 
80%, which is very good. The thin blue line in the plot shows the accumulated 
variance from the first component to the fourth component, resulting in a final value 
of over 95%. 
 As described previously, these new components are then used in the ANN as 
the new input variables, with a regression plot and MSE plot showing the resultant 
performance. Furthermore, the ANN architecture comprises a 3-layered network, 
consisting of an input layer, hidden layer and output layer, where the number of 
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hidden neurons is 8, which is the same as in the ANN module of the proposed model. 
Figure 6.7 and Figure 6.8 show the performance of the ANN in predicting the results 
of the China grain security assessment, based on the three categories in Table 6.1. 
 
 
Figure 6.6: Variance in Principal component 
Chapter 6 
179 
 
 
Figure 6.7: Regression for PCA using ANN 
 
 Figure 6.7 shows the regression performance of the prediction, between the 
actual output and the PCA-ANN output. It shows a 0.91 regression value for the 
overall regression, which is good. However, the result shows a regression value of 1 
for all dataset divisions – training, validation and testing, but the fitting line is not 
equal to Y=T for the validation part and testing part, which means that there is a 
generalization problem for both of these parts.  
In terms of the error plot as shown in Figure 6.8, PCA reach its final solution 
at the 24th epoch, compared with the proposed model at the 6th epoch where the 
difference is by 18 epochs. The high starting error also drastically reduced with the 
increasing of number of epochs. The final MSE values for both models have a 
difference of only 4×10-6, which shows that the PCA-ANN model has smaller errors 
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than the proposed model, however, the difference is small, and the proposed model 
ends more quickly than the PCA-ANN. In addition, the errors patterns for each epoch 
give the TSH model an advantage. 
 
 
Figure 6.8: MSE between PCA and TSH model 
 
6.8.1 Multi Layer Perceptron - Artificial Neural Network (MLP-ANN) 
 MLP-ANN is one of the best prediction models for dealing with any kind of 
data – linear or non-linear, as described by (Eduard and et al., 1999, Gardner et al., 
1992, Gardner and et al., 1990). To benchmark the MLP-ANN model in similar 
conditions to the proposed model, all of the parameters in this model use the same 
parameters as in the remodelled ANN in Section 6.7. The dataset used was a dataset 
of 11 input variables with 11 samples, using a three-layer network consisting of one 
input layer, one hidden layer and one output layer. The details of the MLP-ANN 
process are described in Chapter 2 and Chapter 3. 
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Figure 6.9: Regression for original ANN 
 
 The first performance plot, as shown in Figure 6.9, is the regression plot of all 
the dataset divisions, with an overall regression value of 0.88, which represents a 12% 
difference when compared with the TSH model. Based from the regression result, it 
can also be concluded that the TSH model outperformed the original MLP-ANN 
model in terms of prediction. In terms of the generalization for the testing, validation 
and test divisions, the plot illustrates that all of the fitting lines are not equal to Y = T, 
which shows a poor generalization. This occurs because of the random initialization 
of the threshold and weight values. 
 The MLP-ANN model gives a high MSE value at the beginning of the epoch. 
This is totally different when compared to the proposed model, where the errors at the 
Chapter 6 
182 
 
beginning of the epochs have a low value. However, in terms of reaching a solution, 
the plot shows a rapid reduction of the MSE with each epoch, until it converges 
between the third and fourth epochs, and reaches its final value at the seventh epoch. 
The difference in error values between the MLP-ANN model and the TSH model is 
8.83, where the TSH model performs better than the MLP-ANN model. The MSE plot 
is shown in Figure 6.10. 
 
 
Figure 6.10: MSE for original ANN and TSH 
 
6.8.2 Feature selection (GA-ANN)  
 The hybrid GA-ANN is capable of feature selection, where it is being used as 
the first stage process in the TSH model. To study the capability of this first stage, it 
has been specified as one of the benchmark techniques, where its prediction 
performance is compared with the TSH model. In the same way as for the MLP-ANN 
model, the performance for this model is compared based on the ANN prediction 
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model regression plot and MSE plot as shown in Figure 6.11 and Figure 6.12, for six 
input selections, which are selected by the GA-ANN optimization model. 
 Due to the small amount of sample data, the model can still easily be trained, 
validated and tested for each of the data sets via the actual output of the dataset, as 
shown in Figure 6.11. The regression plot also shows an overall regression value of 
98% accuracy, but the GA-ANN feature selection model shows a generalization 
problem, where each of the dataset divisions do not fit to Y = T. In the final result, the 
prediction regression plot indicates a scattered set of data, caused by the 
generalization problem in each dataset division. If compared to the proposed model, 
this model still gives quite good prediction performance, but the generalization 
problem results in a regression value of less than 1 for the overall prediction. 
 
 
Figure 6.11: Regression for feature selection using ANN 
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 The MSE plot shown in Figure 6.12 shows a rapidly decreasing error values 
until the third epoch. It then converges from the fourth epoch, with a steady pattern 
until the eighth epoch. The MSE starts at 2 for the first epoch, is significantly 
different to the 0.0095 error difference for the TSH model. The final error shows a 
difference of 0.0075, where the proposed model terminates early when compared to 
the FS (GA-ANN) model. This shows that the TSH model gives better prediction than 
the FS (GA-ANN) model, due to its advantages in terms of input selection and the 
generalization of the ANN. 
 
 
Figure 6.12: MSE for feature selection and TSH using ANN 
 
6.8.3 Optimized Weight and Threshold Neural Network (OWTNN) 
  In conjunction with the TSH model, which uses a GA-ANN in optimizing the 
threshold and the weight of the ANN, benchmarking using a stand-alone GA-ANN 
also needs to be performed. This is done using the original dataset with input 
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variables for all 11 inputs. As with the previous techniques, the ANN module uses the 
same parameters both in the hybrid GA-ANN model and in remodelling the ANN for 
comparing the prediction performance. This technique is used specifically to give the 
optimum value of the threshold and weight for the ANN network, giving better 
generalization, thereby contributing to better prediction performance. All ANN 
parameters used are the same as those for the proposed model ANN module. 
 The regression plot in Figure 6.13 shows the performance for each dataset 
division, and the overall regression value for the prediction model, based on the 
optimized weight and optimized threshold in the ANN.  
Overall performance is better than that of the TSH model by 1.99%. It seems 
that the generalization performance of the OWTNN is better than that of the proposed 
model, where the line fitting is almost equivalent to Y = T for all data set parts. 
 
 
Figure 6.13: Regression for OWTNN using ANN 
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The error value of the OWTNN also shows that it outperforms the TSH model, 
where the MSE of the OWTNN model at the first epoch is 0.004072, compared with 
0.009462 for the developed prediction model. Both models show a rapidly decreasing 
error value, which converge at the third epoch, and both also finish at the sixth epoch, 
but with an error difference of 0.00000473, where the OWTNN error is lower than the 
TSH model. This error analysis is based on the MSE plot, as shown in Figure 6.14. 
 
 
Figure 6.14: MSE for OWTNN and TSH using ANN 
  
6.8.4 Sensitive Genetic Neural Optimization (SGNO) 
 SGNO consists of three modules as describe in Chapter 3 and in (Zhang, 
2011). Two of the modules are the same as those in the TSH model; the GA module 
and the ANN module. However, the chromosome tabulation for each generation 
shows better accumulation than the developed model, as shown in Figure 6.15. This is 
due to the 5-fold random cross-validation of the dataset, which is used because the 
chromosomes will widen the global search of the GA with multiple training by the 
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ANN, and because using the 5-fold chromosomes results in a larger population size 
than the proposed model. In this technique, the most important features are selected to 
be used in the ANN as the input variables, in comparing the prediction performance 
with the proposed model. A detailed description of the SGNO model is given in 
Chapter 2 and Chapter 3. 
 
 
Figure 6.15: Performance of SGNO chromosomes vs number of generations 
 
As each feature is generated randomly by the GA module to train the ANN 
module, the sensitivity analysis module is designed to analyze the global importance 
of each feature variable according to the variables most frequently appearing. The 
GA-ANN module then combines the chromosomes by groups, based on the lowest 
MSE for each generation. Next, each of the chromosomes in each group is selected 
based on the level of importance as quantified by the sensitivity module. Finally, the 
sensitivity analysis module ranks each of the features by taking the mean value of the 
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sensitivity scores in all selected chromosomes, as shown in Figure 6.16, which 
illustrates the global sensitivity scores of all the features. 
 
 
Figure 6.16: Mean for each of the feature variables 
 
 Each of the global sensitivity scores, also known as the mean feature scores, as 
shown in Figure 6.16, is then rearranged in descending order, where the higher scores 
represent the most important features. The rank list is shown in Table 6.3, referring to 
Figure 6.16 for the feature unit number and its description. From Table 6.3, six 
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features are selected to make comparisons with the performance of the prediction 
model, between the SGNO and the TSH model.  
The 6 features are shown below:- 
Six selected features = [Effective Irrigation area, Per Capital Seed Area, Proportion of 
disaster area in disaster effected area, Production, Growth rate of grain price index, 
Proportion of Agriculture increasing value in GDP] 
Comparing the arrangement of the selected features with the TSH model, there 
is a different selection order, but two selected features are the same - [Per Capital 
Seed Area, Production]. The six selected features of the PCA will be used in the ANN 
to compare the prediction performance. 
Table 6.3: Ranking selection for each of the features 
Rank Feature Unit Feature description 
1 4 Effective Irrigation area 
2 3 Per Capital Seed Area 
3 11 Proportion of disaster area in disaster effected area 
4 1 Production 
5 9 Growth rate of grain price index 
6 5 Proportion of Agriculture increasing value in GDP 
7 6 Per capital Occupation 
8 8 Food exports account for the proportion of total agriculture 
exports 
9 2 Seeding area 
10 10 Disaster effected  area 
11 7 Food imports accounted for the proportion of total 
agriculture imports 
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 The performance benchmark is compared based on the regression plot and 
MSE plot, as shown in Figure 6.17 and Figure 6.18. The overall regression shows a 
difference of 0.0395 when compared with the TSH model, where the proposed model 
gives a better regression value than the SGNO model. In terms of each dataset 
division performance, as shown in the previous chapter, the SGNO model has a good 
training regression value, but in the validation and testing parts, it seems that both 
plots do not fit to Y = T, although it gives a regression value of 1, and this is the 
reason for the scattered data in the overall regression plot. 
 
 
Figure 6.17: ANN performance based on SGNO for 6 input selections 
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Figure 6.18: MSE performance of ANN models using TSH against SGNO 
 
 Figure 6.18 shows the MSE plot for each epoch. It illustrates that the SGNO takes up 
to eight epochs to find the best solution, compared with the TSH model which terminated at 
the sixth epoch. The error values of the SGNO model start at quite a high level, but rapidly 
decrease and converge at the fourth epoch. This shows that the TSH model also outperforms 
the SGNO model in terms of its errors and optimum speed of finding a final solution for the 
prediction. 
 
6.8.5 Summary  
 In summarizing the benchmark of PCA, MLP-ANN, FS (GA-ANN), OWTNN 
and SGNO, an overall performance plot is shown in Figure 6.16 and Figure 6.17 for 
the regression plot and MSE plot respectively. The regression value for all techniques, 
except MLP-ANN, shows a prediction performance above 95%, which is very good. 
However, the OWTNN model produces a better regression value of 0.99823, whereas 
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the difference between the TSH model and OWTNN is only 0.00374. In term of the 
generalization of the ANN, the OWTNN model and the proposed model show very 
good data fitting at Y=T.  
 
 
Figure 6.19: Benchmarking on overall ANN regression performance 
 
In terms of the MSE, the OWTNN model outperforms the other techniques, 
either by showing the lowest final MSE value, or the lowest starting MSE value. 
Although the pattern for all techniques shows decreasing errors at each epoch, the 
OWTNN model and the proposed model both find the final prediction solution as 
early as the sixth epoch. The TSH model also shows a good MSE value, comparable 
with the OWTNN MSE value.  
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Figure 6.20: Benchmarking on MSE performance 
 
6.9 Conclusion 
In this chapter, a grain security risk assessment prediction model is developed 
based on the papers by (Jianling and Yong, 2010a, Jianling and Yong, 2010b, Kadir et 
al., 2011, Men et al., 2009, Yong and Jianling, 2010), which indicate a dataset with 11 
features and 11 samples. This dataset contains three categories: productive indexes, 
consumption indexes and disaster indexes, where each index has features with 
multiples ranges of values.  
Generally, the TSH model is used to establish a model for demonstrating the 
prediction of the grain security. It is generally used select the best inputs for use with 
the ANN in the first-stage process. The TSH model can also be used to find the best 
weight and threshold values for the selected inputs to be used in the ANN in the 
second-stage process. Finally, with the best features selected and the optimum weight 
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and threshold values defined, the ANN is remodelled using these values and input 
variables, for predicting the grain security. 
The analysis of this prediction model shows the contribution of the optimum 
input variables, weight and threshold values to the prediction of the grain security. 
The prediction model uses the prediction accuracy performance assessment, in terms 
of the regression plot and MSE plot between the actual output and the developed 
model output, for its analysis and comparisons. The proposed model includes the 
analysis of each dataset division; training, validation and testing, which give the 
generalization results. 
In making a final judgment on the model performance, the TSH model is 
benchmarked with other techniques including PCA, MLP-ANN, FS (GA-ANN), 
OWTNN and SGNO. The results for each of these techniques will be used in the 
ANN model, to compare the prediction performance via the regression plot and the 
MSE plot. Among these benchmark techniques, the OWTNN model has the lowest 
MSE value and lowest regression value. The OWTNN technique also gives very good 
generalization. Most of the techniques show a rapidly decreasing MSE value, and all 
of them converge between the third and fourth epoch. Although the OWTNN model 
shows the best prediction performance, the difference between the TSH model and 
OWTNN model is very small either in both the MSE performance plot and regression 
performance plot.  
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Chapter 7: Food Security Risk Level Assessment by 
Using Fuzzy Logic 
 
 
 
 
7.1 Introduction 
 In the previous chapters, the TSH model is applied to multiple food security 
prediction modelling problems, specifically to monitor and predict the outcome of the 
indicators of food security described in (DEFRA, 2009, DEFRA, 2010, FAO, 2006). 
Usually, to preventing food insecurity, the monitoring process should also start from 
starting point from which a raw food either as crops or livestock the end–product 
results. However, in considering all of the indicators which can impact on food 
security, an assessment model needs to be developed for further monitoring the whole 
system. In this chapter, a food security risk level assessment model is developed using 
Fuzzy Logic (FL), with the aim of ensuring that all of the indicators are within safe 
levels for food security. 
 In this study, three indicators are assumed to have a major impact on food 
security, indicating a safe (good) food security condition, an acceptable condition or a 
severe condition for a certain country. The three indicators use are crop yield, crop 
production and economic growth, which can be used as stepping stone to effective 
risk assessment of food security. 
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7.2 Background 
As described in Chapter 1, ‘food security’ can be defined as ‘the availability of 
food, and one's access to sufficient and affordable food’. The definition of food 
security has itself been greatly debated; for example the Food and Agriculture 
organization (FAO) states that “Food security exists when all people, at all times, 
have physical and economic access to sufficient, safe and nutritious food that meets 
their dietary needs and food preferences for an active and healthy life” (Organization, 
2006). This definition is clear for the purposes of this research. Sometimes however, 
food security is also linked with a wider range of sustainability issues drawn from 
economic, social and environmental agendas.  
The main factors affecting food security are: food availability, referring to the 
needs of an individual (encompassing food prices, distance to shops, income available 
for food purchasing), food affordability, nutritional content, food safety, food system 
resilience and consumer confidence (DEFRA, 2010, Peihong and Jiaqiong, 2009). 
Each of these factors can be represented by various indicators, such as: trends in the 
global output of food (from farm to end products), land-use changes, diversity of 
supply, energy dependency of food chain, income factors. Trends in food-borne 
pathogen cases are also considered, although the monitoring of these cases can be 
difficult due to the long-term effects of pathogens such as Salmonella, Listeria, E. 
Coli O157 and Campylobacter (DEFRA, 2010). Most of these factors are related to 
consumer demand and supply chain channels, which are not fully controllable; 
therefore it is difficult to use a conventional data-based approach, which would 
require precise information to describe every single interaction. As indicated in (Ding 
et al., 2007), each of the indicators used in this chapter, which relate to the food chain, 
are based on imprecise inputs relating to the food chain. Therefore a method which 
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can translate this information, either in quantitative or qualitative terms, needs to be 
used in modelling the risk level assessment. 
Before considering the development of the model, the risk level assessment 
itself should be explored. The study of risk level assessment is a common topic 
amongst researchers. Such studies usually involve consideration of the safety 
precautions in a working environment, or of the modelling of decision–making 
process. In (Meltzer et al., 2003, Xiaojun et al., 2008), risk is defined as “the 
probability of a negative effect which attempts to describe the possible adverse 
pressure on the system caused by a hazard”.  
As previously described, many advanced risk assessment methods have been 
used in aiding the development of decision making modelling, and risk assessments 
are considered to be a valuable tool in relation to food security projections and their 
associated decision support systems. For example, in the construction industry, where 
the practice is comparatively mature, Fault tree analysis, event tree analysis, Monte 
Carlo analysis, scenario planning and sensitivity analysis are prevalent as the 
conventional risk assessment techniques (Peihong and Jiaqiong, 2009). 
Although risk assessment methods are popular among scientists and engineers, 
there are commonly having problems with the accuracy of the results. For example, 
the Analysis Hierarchy Process (AHP) decision making technique is used in the 
construction industry. AHP is an improved and advanced risk assessment model, but 
it still has a drawback, in that it can only operate with definite scales and measured 
commodities.  
Fuzzy Logic (FL) can work effectively with many parameters and non-
uniform variables, suggesting that it can address most of the drawbacks in the 
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previously used and more conventional techniques. The FL technique is an alternative 
method that is becoming more frequently used to improve the performance of risk 
assessment systems (Zeng et al., 2007).  
There are some previous studies where FL has been successfully applied to 
specific elements of the food chain and to food security. These include: China’s grain 
security warning study (Jianling and Yong, 2010a, Jianling and Yong, 2010b, Yong 
and Jianling, 2010, Muhd Khairulzaman Abdul Kadir, 2013), and crop control (M. 
Ahmend, 1999) and Gari fermentation plant (Odetunji and Kehinde, 2005). It can 
therefore be stated that FL systems offer a number of advantages when compared to 
conventional data-based approaches. One of the main advantages of FL systems is 
that they can be easily implemented and tuned; FL systems use ‘IF-THEN’ rules that 
generate outputs based on imprecise inputs. Therefore as described earlier in this 
section, the previous research on FL described in section 2.2 shows that the choice of 
the FL selected was also based on its capability to convert any fuzziness into expert 
language, and at the same time the FL can interpret each term used based on the 
knowledge of human understanding. 
The work in this chapter will concentrate on creating a food security risk level 
modelling system by using an FL technique as described in (Muhd Khairulzaman 
Abdul Kadir, 2013), for five countries, including the use of a producer price 
performance index in testing each risk level result from the proposed model. This 
model should be able to determine the overall level of prevailing food security risk by 
monitoring various risk elements within a food supply system.  
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7.3 Dataset 
 The data has been selected based on the previously defined inputs to the 
model; crop yield, crop production and economic growth. These input variables are 
assumed to have a major impact on the food security risk level, for which the analysis 
is assumed to start from the roots - farming and manufacturing, and to conclude with 
impact on the overall economic environment. Each input parameter is taken from each 
of the following five countries United Kingdom (UK), Germany, Australia, China and 
India. These countries use a lot of cereal crops both directly as food and for other 
purposes, therefore cereal is used as the crop input to this model. The period over 
which the data used was recorded is between 1988 and 2008, and it has been taken 
from two online databases – World Bank (Bank, 2010) and Food and Agriculture 
Organization (FAO) (FAO, 2010) which are available for public usage. The cereal 
yield unit is in hectograms/hectare (Hg/Ha) and the cereal production unit is in tonnes. 
The economic growth input variable, which is based on growth percentage of GDP for 
the same period, is taken from the same sources. These three input variables are used 
in testing the FL model of food security risk level assessment for each of the five 
countries, and the outcome is then be compared with the performances index that 
being decided.  
 
7.4 Data Pre-processing 
 Each of the data compilations has various ranges of values because of the 
different units and different types of data presentation used. In Table 7.1, the basic 
statistics of each data input are shown for each of the five countries. To make the 
fuzzy model evaluation more simple, especially in the determination of fuzzy sets in 
Chapter 7 
202 
 
assessing multiple countries; the data needs to be standardized to a range from 0 to 1, 
using Equation (7.1), where X is the input variables matrix, Xi represent each of the 
input, Xmin is the minimum input and Xmax is the maximum input. Equation (7.1) is 
applied to all input variables for the dataset. Equation (7.1) is selected as the 
standardization of the dataset rather than Equation (3.1), because the fuzzy sets range 
for the fuzzification process has been determined as 0 to 1 as shown in table 7.2 and 
table 7.3. The datasets for each country will be processed separately to the FL model, 
and Equation (7.1) will ensure that each countries’ datasets will have the same range 
of fuzzy sets as the FL model of food security risk level assessment. Rather than 
Equation (3.1), the normalization range will be in negative (-) and positive (+) values. 
   
(7.1) 
 
7.5 Fuzzy Logic Modelling 
 FL is widely used as a reasoning process because of its ability to express 
outputs in quantitative terms which can be easily understood by many people (Perrot 
et al., 2006). The main contributor to the modern era of FL, and most of the 
application studies, is Lotfi Zadeh. FL was introduced to cope with vagueness in 
linguistics and the challenges in expressing human ‘knowledge’ in a natural, but 
generally imprecise way (Haslum et al., 2007). This is also the reason for using FL as 
a technique in modelling the food security risk level assessment.  
One study by (Xiaojun Wang, et al) used fuzzy set theory and an analytical 
hierarchy process, which can be applied specifically to the food industry (Xiaojun et 
𝑋 = 𝑋𝑖 − 𝑋𝑚𝑖𝑛
𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
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al., 2008). The principles in this paper, and those in another paper by (Muhd 
Khairulzaman Abdul Kadir, 2013), are combined and applied to the proposed model, 
to determine the level of risk in food security. The block diagram of the proposed 
model is shown in Figure 7.1. 
Table 7.1: Basic statistic of the dataset for each country 
Country Input 
Variables 
Min Max Mean Standard 
Deviation 
UK Yield 53993 74192 67105.24 5163.61 
Production 18959000 24576000 21907220.67 1616310.14 
GDP -1.39 5.03 2.49 1.46 
Australia Yield 10544 22192 17545.86 3534.09 
Production 15410973 41630823 28561831.33 7881868.91 
GDP -0.64 5.10 3.41 1.44 
Germany Yield 51737 73572 61867.90 6216.44 
Production 34758462 51110273 42037923.33 4908567.70 
GDP -0.80 5.26 2.08 1.59 
China Yield 39365 55243 47689.05 4299.19 
Production 351824290 480053700 417995246.52 33673713.70 
GDP 3.80 14.20 9.95 2.86 
India Yield 17757 26515 22175.19 2323.34 
Production 183867008 267022200 222317949.33 22416615.32 
GDP 1.06 9.82 6.42 2.29 
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Figure 7.1: Food security risk assessment model 
 
In determining the risk level of food security, the developed model uses three 
inputs from the dataset described in the previous section: crop yield (defined as the 
monthly farm gate crop output), crop production (defined as crops which are 
processed into food products), and economic growth (defined as the growth as a 
percentage of the gross domestic product, GDP). These three indicators are assumed 
to represent all of the key components in the DEFRA food security discussion report; 
this work by Monty P. Jones (Jones, 2008), describing a study in sub-Saharan Africa 
(DEFRA, 2009, DEFRA, 2010, Odetunji and Kehinde, 2005), shows that the first two 
inputs are good indicators of overall food availability. The paper by (Jones, 2008) also 
indicates that economic growth is strongly associated with the food security, which is 
the reason for the use of GDP as one of the inputs to the model. 
Figure 7.1 also shows the following five functional blocks: 1) rule base, 2) 
database, 3) decision making unit, 4) fuzzification interface which converts the crisp 
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input values into linguistic values, also called fuzzy values, and 5) defuzzification (J.-
S.R. Jang, 1997). The objective in using the FL technique is to turn these semi-precise 
or qualitative measures into quantitative assessment outcomes. 
In this model, each of the inputs has been chosen to have three fuzzy sets that 
will determine the degree of each of the inputs, as shown in Table 7.2. The fuzzy set 
ranges are referred to the standardization of the corresponding crisp input value, based 
on its universe of discourse, by using Equation 7.1. For this study, as previously 
described in the dataset section, cereal data is used as an example for the type of crop 
being modelled. Each of the FL blocks will be explained in detail in next section. 
 
7.5.1 Fuzzification Interface 
 In FL, there are two fuzzification methods; the Mamdani method and the 
Sugeno method. In this model, the fuzzification process involves rule evaluation and 
aggregation using the Mamdani method. The Mamdani method is used because of its 
capability in capturing expert knowledge, whereas the Sugeno method mostly uses a 
singleton rule output, which only work well with linear techniques (J.-S.R. Jang, 
1997, Jones, 2008, Negnevitsky, 2005). A very important part of this process is the 
determination of the fuzzy sets. Each rules needs to be defined based on grades of 
importance for each of the inputs and the outputs of the system that is being modelled 
(Huey-Ming, 1996). The overall fuzzy sets ranges are shown in Table 7.2 and Table 
7.3. 
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7.5.2 Knowledge Base and Decision Making Unit 
In the Database block, the input grading is divided into three grades, from 
grade 1 to grade 3, which are determined based on their highest to lowest value, and 
then divided into 3 sets. The input grading is applied to all inputs and output; cereal 
yield, cereal production and economic growth, as shown in Table 7.2.  
Table 7.3 shows the grade of risk, which indicates the rate of food security risk 
level; this grade of risk is also scaled from 1 to 3. The range of each input and output 
is determined by the maximum and minimum value for each input parameter for the 
specific year, as specified in Equation 7.1. The purpose of the standardization of the 
data is to ensure that the values from all countries fall within the range of the fuzzy 
number for the fuzzy set of the FL model. 
Table 7.2: The grade of fuzzy inputs 
Input Fuzzy set Fuzzy number 
Cereal Yield 1: High 2: Medium 3: Low 0 – 1 
Cereal Production 1: High 2: Medium 3: Low 0 – 1 
Economic Growth 1: High 2: Medium 3: Low 0 – 1 
 
Table 7.3: The grade of fuzzy output 
Output Fuzzy set Fuzzy number 
Risk Level 1: Good 2: Acceptable 3: Severe 0 – 1 
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The Database block not only determines the fuzzy sets, but it also defines the 
membership function used with each fuzzy set. In designing and implementing the FL 
control system (Negnevitsky, 2005), the option exists to choose which of the three 
most popular membership functions should be used; triangular, Gaussian or 
trapezoidal functions. For this model, a triangular function has been selected for the 
inputs and a trapezoidal function for the outputs of the model. The reason for using 
the triangular and trapezoidal functions is that the leniency of these theorems 
(Negnevitsky, 2005) means that they can perform translation of the rules very quickly, 
although the level of accuracy will be lower than that possible with either of the other 
membership functions. This is consistent with the normal speed versus complexity 
scenario (Xie et al., 1998). As a starting point in developing the risk level assessment 
model, the triangular and trapezoidal functions were selected by considering the fuzzy 
set dataset range between 0 and 1, which simplifies the complexity of the FL.       
In the Rule Base block, a Bayesian rule (Jang, 1993) is used in determining the 
rule relationship for each of the inputs and the output. This rule relationship is also 
known as ‘If...then’ rules. In this model, each of the 3 inputs has been assigned to 
three membership functions, which will generate 27 rules (33) as shown in Figure 7.2. 
This number of rules is then put into the Rule Base block as shown in Figure 7.1. 
 
 
 
 
 
1. If (Cereal Yield is high) and (Cereal Production is high) and (Economic Growth is High) then (Risk 
Level is Good) (1) 
2. If (Cereal Yield is high) and (Cereal Production is high) and (Economic Growth is Medium) then (Risk 
Level is Good) (1) 
3. If (Cereal Yield is high) and (Cereal Production is high) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
4. If (Cereal Yield is high) and (Cereal Production is medium) and (Economic Growth is High) then (Risk 
Level is Acceptable) (1) 
5. If (Cereal Yield is high) and (Cereal Production is medium) and (Economic Growth is Medium) then 
(Risk Level is Good) (1) 
6. If (Cereal Yield is high) and (Cereal Production is medium) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
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Figure 7.2: Rule list showing the connection between the inputs and the output 
7. If (Cereal Yield is high) and (Cereal Production is low) and (Economic Growth is High) then (Risk 
Level is Severe) (1) 
8. If (Cereal Yield is high) and (Cereal Production is low) and (Economic Growth is Medium) then (Risk 
Level is Severe) (1) 
9. If (Cereal Yield is high) and (Cereal Production is low) and (Economic Growth is Low) then (Risk 
Level is Severe) (1) 
10. If (Cereal Yield is medium) and (Cereal Production is high) and (Economic Growth is High) then 
(Risk Level is Good) (1) 
11. If (Cereal Yield is medium) and (Cereal Production is high) and (Economic Growth is Medium) then 
(Risk Level is Good) (1) 
12. If (Cereal Yield is medium) and (Cereal Production is high) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
13. If (Cereal Yield is medium) and (Cereal Production is medium) and (Economic Growth is High) then 
(Risk Level is Acceptable) (1) 
14. If (Cereal Yield is medium) and (Cereal Production is medium) and (Economic Growth is Medium) 
then (Risk Level is Good) (1) 
15. If (Cereal Yield is medium) and (Cereal Production is medium) and (Economic Growth is Low) then 
(Risk Level is Good) (1) 
16. If (Cereal Yield is medium) and (Cereal Production is low) and (Economic Growth is High) then (Risk 
Level is Severe) (1) 
17. If (Cereal Yield is medium) and (Cereal Production is low) and (Economic Growth is Medium) then 
(Risk Level is Acceptable) (1) 
18. If (Cereal Yield is medium) and (Cereal Production is low) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
19. If (Cereal Yield is low) and (Cereal Production is high) and (Economic Growth is High) then (Risk 
Level is Severe) (1) 
20. If (Cereal Yield is low) and (Cereal Production is high) and (Economic Growth is Medium) then (Risk 
Level is Acceptable) (1) 
21. If (Cereal Yield is low) and (Cereal Production is high) and (Economic Growth is Low) then (Risk 
Level is Severe) (1) 
22. If (Cereal Yield is low) and (Cereal Production is medium) and (Economic Growth is High) then (Risk 
Level is Severe) (1) 
23. If (Cereal Yield is low) and (Cereal Production is medium) and (Economic Growth is Medium) then 
(Risk Level is Acceptable) (1) 
24. If (Cereal Yield is low) and (Cereal Production is medium) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
25. If (Cereal Yield is low) and (Cereal Production is low) and (Economic Growth is High) then (Risk 
Level is Severe) (1) 
26. If (Cereal Yield is low) and (Cereal Production is low) and (Economic Growth is Medium) then (Risk 
Level is Severe) (1) 
27. If (Cereal Yield is low) and (Cereal Production is low) and (Economic Growth is Low) then (Risk 
Level is Acceptable) (1) 
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 In the Decision Making unit, an AND function is used as the fuzzy operator to 
compare each of the inputs. This function is also known as the algebraic product 
function (Negnevitsky, 2005), and the output function will always be ‘0’ if one of the 
fuzzy inputs is ‘0’ or both of the fuzzy inputs is ‘0’. This block will also perform all 
inference operations between the Fuzzification Interface, Database and Rule Base 
blocks. 
 
7.5.3 Defuzzification 
 Defuzzification is the final process in a FL ‘black box’, where it converts all 
of the fuzzy values back to the original values for the model. For example, to get the 
crop value (crisp value), the fuzzy output value needs to be defuzzifed, or to be 
aggregated at the rule output (A.S. Sodiya, 2007). In order to perform the 
defuzzification, a number of different approaches may be used, for example as 
described by (J.-S.R. Jang, 1997, Negnevitsky, 2005), a detailed discussion of which 
is given in Chapter 2. Here, the centre of gravity or centroid, as describe in Equation 
2.1, is used as the defuzzification technique, which will converts the fuzzy value to a 
crisp value in the interface block. 
 
7.6 Risk Level Assessment Model Analysis 
In analyzing the risk model, the FL model is developed as shown in Figure 
7.1, with three inputs and one output. A FL ‘black box’ is created based on each 
process, as described in earlier in this chapter. 
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Figure 7.3(a), (b) and (c) shows the control surface for the qualitative risk 
assessment being discussed. It describes the possible relationships between the input 
variables in accordance with the overall risk level. The three-dimensional curve 
represents the mapping from the input to the overall risk level. Although only 2 inputs 
(x and y-axis) and 1 output (z-axis) can be shown in the three-dimensional plots, it is 
possible to plot multiple diagrams to illustrate the relationship between different input 
factors, and their impact on the overall risk level. The output quantifies the level of 
risk factors affecting overall food security level, which can be useful to monitor the 
outcome of the model before it is used to process real data.  
To aid understanding of the relationship between the fuzzy sets and the fuzzy 
value range, Figure 7.4 and Figure 7.5 have been plotted as diagrammatical 
representation of these values. Figure 7.4 shows the representation of each input 
membership function and Figure 7.5 is the membership function for the output. This 
diagram can be used in translating the fuzzy sets as discussed in an earlier section and 
as shown in Table 7.2 and Table 7.3. 
In order to verify the results, the datasets in Section 7.3 are used as the inputs 
for five countries. The results show that every year, the assessment of risk level of 
food security will change, depending on cereal yield, cereal production and economic 
growth. For example, in 1988, as shown in Table 7.4, the results show that the UK, 
Australia, Germany, China and India gives food security risk level values of 0.87, 0.6, 
0.74, 0.86 and 0.88 respectively. Therefore, from the output of this model, the values 
of food security risk level for the UK, China and India become almost 0.9, which is 
defined as a risky (severe) condition, whereas, for Australia and Germany the value is 
between 0.2 and 0.8, which is an acceptable condition. The levels for the good, 
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acceptable and severe conditions are based on the assumptions of food security risk 
level determined in the previous section. 
 
 
(a) 
 
(b) 
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(c) 
Figure 7.3: Control surface diagram 
 
Figure 7.4: Plots for each input membership function and its range 
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Figure 7.5: Plots for the output membership function and its range 
Table 7.4: Summary of input and output for the year 1988 
 Cereal Yield 
(Hg/Ha) 
Cereal Production 
(tons) 
Economic 
Growth (%) 
Food Security 
Risk Level 
UK 53993 21063000 5.03 0.87 
Australia 16294 21891006 5.16 0.60 
Germany 51737 36931897 3.71 0.74 
China 39365 351824290 11.30 0.86 
India 17757 183867008 9.64 0.88 
  
Based on the results of table 7.4, the model shows that a high yield and a high 
level of production should lead to high food security. However, when economic 
growth is low, people will tend to pay the lowest price for their food, which means 
that the least possible resources are expended by the consumer in order to get the best 
food. Although some people will often be prepared to pay for a given commodity 
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even if they cannot afford it, this will not affect the entire system, because this was 
assumed to be a minor issue. Therefore, an observation based on this result is that the 
food is likely to be wasted, especially the highest quality food which is generally the 
most expensive. However, if economic growth is high and the cereal yield is low, the 
food security is low and there may not be enough food for everyone. The overall risk 
assessment pattern for each of the five countries is shown in Figure 7.7, which is 
based on the real data. For most of the years the result for each countries shows an 
acceptable (0.2 – 0.8) risk level.  
 
 
Figure 7.7: Food security risk level for year 1988 – 2008 
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7.7 Performance Index 
 In supporting the risk level assessment of FL, as shown in Figure 7.7, the 
performance index plots are made for each country, based from the producer prices 
for cereal for the years from 1988 to 2008. The comparisons for all five countries are 
shown in Figure 7.9 to Figure 7.13. Based on all of these figures, it can be seen that if 
the cereal price increases, the food security risk level will also increase, especially if 
the production and yield are also low. 
 
 
Figure 7.8: UK performance index for risk level via producer price  
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Figure 7.9: Australia performance index for risk level via producer price 
 
Figure 7.10: Germany performance index for risk level via producer price 
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Figure 7.11: China performance index for risk level via producer price 
 
Figure 7.12: India performance index for risk level via producer price 
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 In some of the performance plots in Figure 7.9 to Figure 7.13, the price plot is 
not the same as the risk level, especially for India and China in Figure 7.11 and Figure 
7.12. For example, in India, for the year 1988 where the risk level is high, although 
the cereal yield and cereal production is low, at the same time the economy is at a 
medium level. In this case, the risk should theoretically be high, but, at that time the 
food price is low, which shows that most people should be able afford to buy any 
available food. It can be assumed that this pattern of behaviour occurs due to the 
effect of the low cereal yield and cereal production, and it also because of the effect of 
epidemics in that year.  
It can be concluded that, in certain years, the yield, production and economic 
growth are not the only factors which can affect the food security risk level. The 
consideration of natural disasters and product prices need to be assessed in terms of 
their impact on food security. Table 7.5 shows all of the natural disasters and 
epidemics that occurred between 1988 and 2008 in the five countries. This data 
should be considered as another performance index comparison for this model. 
However, due to the data constraints, all of the natural disaster that happened at the 
time is assumed to impact on food security as a whole. 
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Table 7.5: List of natural disasters from year 1988 – 2008 (PreventionWeb, 1988 - 
2008) 
Year UK Australia Germany China India 
1988 - - - - Epidemic 
1989 - - - - - 
1990 Storm - Storm - - 
1991 Storm - - Flood Storm 
1992 - Drought - - - 
1993 - - - - Storm 
1994 - - - Drought - 
1995 - - - Flood - 
1996 - - - Flood Storm 
1997 - - - Flood - 
1998 Storm - - Flood - 
1999 - Storm Storm - Storm 
2000 Storm & 
flood 
- - - - 
2001 - - - - Earthquake 
2002 - Drought Flood & 
storm 
- - 
2003 - - Heat wave Flood  
2004 - - - - Flood 
2005 - - - - Flood 
2006 - Storm - - Flood 
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2007 Storm & 
flood 
Flood Storm - Flood 
2008 - Flood Storm Earthquake 
& heat 
wave 
- 
 
7.8 Conclusion 
The purpose of this study is to demonstrate a model of a quantified framework 
for evaluating food security risk level. A fuzzy logic approach is explored as the 
modelling technique. The inference approach used is a Mamdani-type fuzzy inference 
method, used to interlink different aspects concerned with food security. These 
methods provide some indication of a means by which to elicit expert knowledge, and 
to enable a practical implementation of fuzzy evaluation of the food supply chain.  
In summary, fuzzy logic control can be used to assess the risks to food 
security. The proposed fuzzy models provide useful tools, while avoiding the 
unreasonable and unverifiable assumptions embedded in conventional numerical 
scoring. The risk index can be aggregated over the various factors, which is then set 
as the input to the future study to estimate an overall level of food security. This can 
help to track the risks at each stage, and provides a quantitative evaluation of all parts 
of the supply chain. 
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Chapter 8: Conclusions and Future Work 
 
 
 
 
 
8.1 Overview 
 The aim of the research is to investigate the relationship between the food 
security and the effect of food security using the IS technique have been successfully 
met. In addition, both of the TSH and the FL methods have successfully developed 
the new prediction model and the risk level assessment model that can be used for the 
general purpose modelling. Each of these models has also been used and tested in the 
food security research area such as prediction in farm household output, food growth 
per capita and food security risk level assessment. The other advantage of the models 
is the capability to measure and analyse its own food security risk level to determine 
the acceptance level of food insecurity such as good, acceptable or severe.  
 In term of the TSH model development, it has significantly shown a good 
prediction capability, where the number of the inputs can be reduced automatically. 
For example, from the best inputs that were selected by the TSH, it has optimised the 
threshold and the weight of ANN in order to prevent the generalisation issues and has 
subsequently produced a better prediction performance. In the food security 
application, the TSH model has considerably better than other approaches with more 
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reliable prediction results. For example, three prediction models have been performed 
using the TSH model that consisted of three different dataset. Each of the models has 
been tested and benchmarked against PCA, ANN, GA-ANN (FS), OWTNN and 
SGNO. Even though the different dimension sizes of the dataset were applied into the 
TSH model, the performance of each application has shown that the model were 
significantly better than other techniques. In summary, the TSH model can be used for 
different type of application to analyse variable datasets either with a small dimension 
size or a high dimension size.  
 With regard of the food security risk level assessment model, the FL method 
has been explored to demonstrate the quantified framework for evaluating the risk 
level. The FL method also performs really well in eliciting expert knowledge and 
enabled the practical implementation of fuzzy evaluation of the food supply chain or 
the food security itself. The proposed fuzzy model can be a starting point as the 
developing tools to assess the current food security risk level of the impending 
pressure on the food supply. 
 In conclusion, the TSH model and the food security risk level assessment 
model using the FL method, have shown a great potential to derive the relationship of 
the issues concerning the food security that has the impact on the overall food 
production, food quality and food access for all people. It can also be used as an 
evidence for a government to make a decision to change the food policy and the food 
standard in order to improve the safety of food security. 
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8.2 Research Summary 
 In this thesis, a Two-stage Hybrid (TSH) model has been developed to provide 
accurate predictive performance in the area of food security. This includes the 
implementation of the prediction model for three different datasets, based on a food 
security study by DEFRA, where each dataset represents different sample dimension 
sizes. In addition, a food security risk assessment model was also developed using 
Fuzzy Logic (FL) to show the food security risk level for five different countries.  
 
8.2.1 Two-Stage Hybrid (TSH) model 
 The main components of this model are described in Chapter 3. It is based on 
two modules; a Genetic Algorithm (GA) module and an Artificial Neural Network 
(ANN) module. The main purpose of developing this model is to give a better 
prediction performance. The TSH model is evaluated using three practical 
implementations in three novel research areas in food security modelling, including; 
prediction of farm household crop output, prediction of one of the main components 
in food security - food growth per capita, and prediction of grain security warnings.  
In evaluating the performance of the developed prediction model, five 
techniques are used to benchmark the model: PCA, MLP-ANN, feature selection 
(GA-ANN), OWTNN and a recently developed hybrid IS called SGNO. 
As previously explained, in developing the TSH model, there are two main 
modules used, the GA module and the ANN module. All of the processes relating to 
each of these modules are as follows:- 
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- The GA module is used twice. The first use is in optimizing the input 
variables or reducing the number of feature variables. The development of 
this module is based on the standard GA, where the evolution of each 
chromosome is performed using standard GA operations including 
selection, crossover and mutation.  The GA will measure the performance 
of fitness for each population, represented by binary chromosomes in the 
first stage process. The second GA module is used in the second stage 
process to find the optimum weights and optimum thresholds for the ANN. 
The second GA module is almost identical to that used in the first stage 
process. The only difference is in the chromosome declaration, which in 
the second module is based on the actual values of the chromosome 
populations.  
- The ANN module is used three times in the proposed model, in the first 
stage process, second stage process and as the prediction model, where the 
ANN module is remodelled based on the optimum input variables 
selection from the first stage process and the optimum weights and 
thresholds from the second stage process. In the TSH model, the ANN is 
built mainly for determining the performance of the selection of the best 
inputs variables, the best weight values and the best threshold values for 
the ANN. Each of the performance evaluations is based on a regression 
model, which is trained using the available data, separated into three 
divisions; training, validation and testing. The fitness of the GA is 
determined from the difference in errors (MSE) between the ANN output 
and the actual output data.  
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- All of the performance metrics for the proposed model are based on the 
remodelled ANN, which is used as a prediction model. Two performance 
plots are produced - the regression plot and the error plot. The regression 
plot is used to show the prediction performance and the generalization of 
the ANN itself. The MSE plot shows the error curve for each epoch and 
the optimum speed achieved by the model in finding the final solution. 
In developing the food security risk level assessment model, FL is used as the 
method for evaluating the risk level of five countries. The reason that FL was selected 
as the base technique is because of its ability to translate any imprecise inputs to 
quantitative conditions. It can also be easily tuned for any changes in the model itself.  
 
8.2.2 Application chapter summary and results 
In this thesis, a total of four datasets are used, where each dataset is described 
in the chapter in which it is used, from Chapter 4 to Chapter 7. Chapters 4 to 6 
demonstrate the implementation and the performance evaluation of the TSH model in 
three novel application scenarios. In Chapter 7, another novel application is described 
- a risk level assessment model of food security. 
Chapter 4 describes the construction of prediction model for farm household 
output in India, where the data used was recorded on a daily-basis and then converted 
to an annual-basis. The dataset dimensions in this application are 36 × 292 matrixes, 
where the number of features is 36, with 292 samples. The results show that the 
prediction of the farm household output using the proposed model outperforms other 
benchmark techniques in terms of its regression value, MSE value from the first 
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epoch to final epoch, and a very good ANN generalization for all data divisions; 
training, validation and testing. 
Chapter 5 describes the construction of another prediction model, for 
predicting cereal growth per capita, using 18 × 507 matrices that includes 18 features 
with 507 samples. The features were based on the sub-indicators of food growth per 
capita, which is one of the key components of the DEFRA food security assessment 
report. The overall prediction result for the proposed model also outperforms other 
benchmark techniques, but almost all of the techniques being compared achieve at 
least 90% regression. In terms of MSE, the developed model also shows a low error 
of prediction, and the number of required iterations is also lower for the proposed 
model compared to other techniques. 
Chapter 6 describes another dataset of different dimension size, which consists 
of 11 features and 11 samples (11 × 11 matrices). This dataset is applied to the TSH 
model, in this case being used to predict the China grain security warning assessment. 
This dataset has the lowest dimension size of the datasets considered. Although, the 
size of the features is small, the developed model gives very good results. In 
comparison with other techniques, most of the benchmark techniques, including the 
proposed technique, show regression values of 0.95 and above. In this case study, the 
proposed model is outperformed by OWTNN, but with a regression difference of only 
0.00374. The errors given by the developed model also have a very small difference 
compared with the OWTNN technique, being outperformed by it. The generalization 
of the ANN for the proposed model shows a very good generalization, almost the 
same as for the OWTNN model. 
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Chapter 7 demonstrates another novel application; the modelling of risk level 
assessment in food security. This different from the applications described in the three 
earlier chapters. Here, an unsupervised learning method needed to be used to measure 
the risk level of food security, based on three factors; yield, production and economic 
growth. This model uses FL as its core to describe the qualitative and quantitative 
values involved. All of the reasoning included in the model is based on the expert 
judgment, and is converted to risk levels for five different countries, for data from a 
period of 20 years. In comparing the reasoning of the rules being used, a performance 
index of food prices is plotted. The final result is quite useful as a stepping-stone 
towards developing a model which can be used in the near future for monitoring the 
impact on food security of any changes made.  
 
8.3 Advantages and disadvantages of the TSH model and food security risk 
level assessment 
 From the above analysis and summary for each case study application, it can 
be concluded that the TSH model has advantages or disadvantages which depend on 
the problems being predicted or estimated, and for the food security risk level 
assessment it can also be seen that the developed model also has its own advantages 
and disadvantages which depend on the problems being assessed or monitored.  
The TSH model is generally capable of giving very good prediction results in 
conjunction with the ANN, because of the selection of optimized input variables, and 
optimized weights and thresholds, which are selected based on the ANN itself. This is 
also due to the same parameters being tested by the earlier stage process for the 
remodelling of the ANN as the prediction model.  
Chapter 8 
232 
 
This combination model benefits from the global search capability of the GA 
and the local search capability of the ANN, in searching for the best variables for the 
ANN. At the same time the combination model reduces the computation time required 
by the ANN to generate the final prediction result. However, in getting the best 
revised model of the ANN, the GA optimization is based on population iterations with 
the ANN training for a number of epochs, which is very computational expensive.   
In terms of the food security risk level assessment model using FL, its 
capability to convert any uncertainties in discovering the risk levels, by using the 
required linguistic information from experts is expected to offer advantages. 
However, the process of determining the rules for each of the inputs and the output 
highlights the disadvantages of the model, if the model has a higher number of input 
variables, which will increase the number of rules and the complexity of the model.
  
8.3 Future work 
 This thesis concentrates on food security modelling either as a prediction 
model or risk assessment model. In terms of prediction modelling, a TSH model has 
been developed, giving better performance compared with other prediction models. 
The proposed model combines both a feature selection module and a module for the 
optimization of weight and threshold values, where the optimization concentrates on 
the ANN architecture parameters only. In the future, the combination of these 
optimizations with the optimization of the structure of the connectivity of the 
networks could be performed. This could create ANN topologies which are likely to 
have higher performance compared to random or fully connected ANN topologies (A. 
Fiszelew, 2007).  
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Another possible improvement to the GA module itself may lie in 
concentrating the analysis of studies towards GA operations such as initialization, 
crossover and mutation, for faster computation and to increase the overall efficiency 
of the GA (Hermadi et al., 2010). 
 In terms of food security modelling, a larger dataset needs to be acquired to 
permit the study of the overall food security themes defined in the DEFRA report 
(DEFRA, 2009, DEFRA, 2010). As discussed in Chapter 7, a detailed dataset, which 
includes other features which can impact on the risk level of food security, needs to be 
included in order to achieve the best precision in decision making based on the food 
security risk level values. This will also produce a better analysis, contributing to 
achieving the best performance result, which can then be used to monitor the risk 
level of food security, or to predict the impact of other environmental factors in 
maintaining food security from the farm to the end product. 
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