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Abstract
Raman spectroscopy can be used to identify molecules such as DNA by
the characteristic scattering of light from a laser. It is sensitive at very low
concentrations and can accurately quantify the amount of a given molecule
in a sample. The presence of a large, nonuniform background presents a
major challenge to analysis of these spectra. To overcome this challenge,
we introduce a sequential Monte Carlo (SMC) algorithm to separate each
observed spectrum into a series of peaks plus a smoothly-varying baseline,
corrupted by additive white noise. The peaks are modelled as Lorentzian,
Gaussian, or pseudo-Voigt functions, while the baseline is estimated using
a penalised cubic spline. This latent continuous representation accounts
for differences in resolution between measurements. The posterior dis-
tribution can be incrementally updated as more data becomes available,
resulting in a scalable algorithm that is robust to local maxima. By incor-
porating this representation in a Bayesian hierarchical regression model,
we can quantify the relationship between molecular concentration and
peak intensity, thereby providing an improved estimate of the limit of
detection, which is of major importance to analytical chemistry.
Keywords: chemometrics; functional data analysis; multivariate calibration; nanotech-
nology; sequential Monte Carlo
1 Introduction
Raman spectroscopy has many emerging and existing applications in biomedical
research (Ellis et al., 2013; Butler et al., 2016). For example, a Raman-active
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Figure 1: Raman spectrum of ethanol, showing the locations of 6 major peaks
(430, 880, 1055, 1090, 1280 & 1460 cm−1).
dye label can be attached to an antibody targeting a specific biomarker, such
as a protein or DNA sequence. The concentration of that biomarker can then
be quantified within a living organism (Zavaleta et al., 2009; Laing et al., 2017).
This enables disease diagnosis and imaging of biological process at the molecular
level, with a high degree of specificity. Raman spectroscopy can be performed
noninvasively and nondestructively, offering substantial advantages over alter-
native techniques such as immunofluorescence. Raman scattering produces a
complex pattern of peaks, which correspond to the vibrational modes of the
molecule. This spectral signature is highly specific, enabling simultaneous iden-
tification and quantification of several molecules in a multiplex (Zhong et al.,
2011; Gracie et al., 2014).
In this paper, we introduce a model-based approach for quantification of
Raman spectroscopy. An example Raman spectrum for ethanol (EtOH) is shown
in Fig. 1. Here we are focused on the fingerprint region for organic molecules:
wavenumbers ∆ν˜ in the range 200 to 2000 cm−1 containing the characteristic
Raman peaks. The vertical axis is measured in arbitrary units (a.u.), since the
observed signal intensity is dependent on the calibration of the spectrometer,
among several other factors. EtOH is a relatively simple molecule in comparison
to the Raman-active dye labels that are used in biomedical applications, such
as those described in Sect. 2. The 6 major peaks in its spectral signature
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can be directly attributed to vibrational modes of the bonds between its 9
atoms (Mammone et al., 1980; Lin-Vien et al., 1991). Most of these peaks are
well-separated, so that the shape of the smooth baseline function can be easily
discerned.
A further advantage of Raman spectroscopy is that the amplitudes of the
peaks increase linearly with the concentration of the molecule (Jones et al.,
1999). A dilution study can be performed to measure Raman spectra at a range
of known concentrations. By fitting a linear regression model to this data, it is
then possible to estimate the limit of detection (LOD) for the molecule, which
is the minimum concentration that the Raman peaks can be distinguished from
noise:
cLOD =
3σ
βp
(1)
where σ is the standard deviation of the additive white noise and βp is the
linear regression coefficient for peak p. The LOD is usually only estimated
for the single, largest peak (univariate calibration). For example, the LOD
for the EtOH peak at 880 cm−1 has been estimated as 1.2 millimolar (mM)
concentration (Boyaci et al., 2012). This can be used to estimate the alcohol
content of commodity spirits, such as whisky, vodka, or gin, as well as to detect
counterfeits (Ellis et al., 2017).
More complex molecules might not have a single, dominant peak that is
well-separated from the others. In this case, multivariate calibration (MVC)
can be used to quantify several peaks simultaneously (Pelletier, 2003; Varmuza
and Filzmoser, 2009). Traditional chemometric methods for MVC include direct
classical least squares (DCLS: Haaland and Easterling, 1980). However, DCLS
relies on accurate baseline subtraction as a data pre-processing step, which
is a painstaking and subjective process for the chemist to perform manually
themselves.
Existing approaches to automated baseline correction include asymmetric
least squares (Boelens et al., 2005; He et al., 2014), iterative polynomial fit
(Lieber and Mahadevan-Jansen, 2003; Gan et al., 2006), locally weighted smooth-
ing (Ruckstuhl et al., 2001), and wavelet decomposition (Cai et al., 2001; Gal-
loway et al., 2009). See Liland et al. (2010) for a comparative review. Subtract-
ing the baseline as a pre-processing step ignores the uncertainty in the estimate,
where several candidate baselines might fit the data equally well. This can
introduce artefacts that cause bias in the resulting quantification, since the re-
maining signal can have very low likelihood, once the shape of the peaks is
taken into account. This is particularly a problem for Raman spectra of com-
plex molecules, where the peaks overlap to such a degree that the baseline is
seldom directly observed. It would be preferable to estimate the parameters of
both the peaks and the baseline jointly, since uncertainty about the baseline
can then be incorporated into the overall estimate.
An iterative algorithm for estimation of the baseline and peaks was intro-
duced by De Rooi and Eilers (2012). They combined a penalised spline for
the baseline with a mixture model to differentiate between the peaks and the
residual noise. The noise was assumed to be Gaussian, while the peaks were
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represented using a uniform distribution on the positive real numbers. This non-
parametric model does not assume any functional form for the broadening of the
peaks. Thus, it cannot be used to estimate quantities of scientific interest, such
as the LOD in (1). Treating the peaks as an unordered collection of points also
ignores dependence between neighbouring values in the spectrum and makes
it difficult to compare spectra with different discretisations (resolution of the
horizontal axis).
Alternatively, each peak could be represented as a continuous function, in
accordance with the known physical properties of Raman spectroscopy. Doppler
broadening is a result of the emitted photons being red (blue) shifted due to
particles moving away from (towards) the sensor. Since the particles are un-
dergoing Brownian motion, this gives rise to a symmetric, radial basis function
(RBF):
fG(νj | `p, ψp) ∝ exp
{
− (νj − `p)
2
2ψ2p
}
(2)
where νj is the jth wavenumber in the spectrum, `p is the location of peak p,
and ψp is a scale parameter that controls the width of the peak. RBF peaks are
sometimes referred to as Gaussian or squared exponential, but we use the term
RBF in this paper to distinguish these functions from the use of the Gaussian
probability distribution, for example in the additive white noise. The full width
at half maximum (FWHM) of a RBF peak can be calculated as 2ψp
√
2 ln 2.
Collisional broadening occurs due to collisions between particles, which ef-
fectively lower the characteristic time of the emission process. As a result of the
uncertainty principle this increases the uncertainty in the energy of the emitted
photons, which is described by a Lorentzian function:
fL(νj | `p, γp) ∝
γ2p
(νj − `p)2 + γ2p
(3)
The FWHM of a Lorenztian peak is given by 2γp. This function has the form
of an unnormalised Cauchy density, but again we prefer the term Lorentzian to
distinguish from the probability distribution. The heavier tails of the Lorentzian
would imply long-range dependence between peaks. Failure to account for this
would introduce bias, particularly if quantification was based on a single peak
in isolation.
Often the observed spectrum is the result of a combination of the above
processes. This can be represented as a Voigt function, which is the convolution
of a RBF and a Lorentzian:
fV (νj) = (fG ∗ fL)(νj) =
∫ +∞
−∞
fG(ν˜)fL(νj − ν˜) dν˜ (4)
Since the result of this convolution is unavailable in closed form, (4) is usually
approximated by an additive Gaussian-Lorentzian function, also known as a
pseudo-Voigt (Wertheim and Dicenzo, 1985):
fV (νj) ≈ f˜V (νj | `p, ψp, γp) = ηpfL(νj | `p, γp) + (1− ηp)fG(νj | `p, ψp) (5)
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where the mixing proportion 0 ≤ ηp ≤ 1 is determined by the scale parameters
ψp and γp (Thompson et al., 1987; Ida et al., 2000). ηp = 0 is equivalent to a
pure RBF, while ηp = 1 is equivalent to a Lorentzian. Thus, ηp can be viewed
as averaging between the two alternative models.
Parametric functional models such as these have previously been applied
to other types of spectroscopy. Ritter (1994) introduced a Bayesian model
for the peaks in electron spectroscopy, using pseudo-Voigt functions for the
broadening. Ritter derived informative priors for the locations, FWHM, and
mixing proportions of the peaks. This model was fitted to four peaks, removing
the baseline as a pre-processing step. van Dyk et al. (2001); van Dyk and Kang
(2004) developed a joint model for the baseline and peaks in X-ray and γ-ray
astronomy, using RBF broadening. This model is specifically suited to data with
low photon counts, where the additive white noise assumption is inappropriate.
Fischer and Dose (2002) and Razul et al. (2003) introduced reversible-jump
Markov chain Monte Carlo (RJ-MCMC) algorithms (Green, 1995) when the
number of peaks is unknown. The baseline was estimated using a penalised
spline, as in De Rooi and Eilers (2012), but the peaks were modelled using RBF
broadening (2). The number and locations of both the knots and the peaks
were determined by the trans-dimensional algorithm. Wang et al. (2008) used
RJ-MCMC to fit a similar model to mass spectrometry. These methods have
only been applied to spectra where the baseline function is highly regular, or
where the peaks are spaced far enough apart that the baseline can be directly
observed.
Peak detection is less important in Raman spectroscopy, since there are
abundant sources of information on the numbers and locations of the peaks.
Time-dependent density functional theory (TD-DFT; Van Caillie and Amos,
2000; Jensen et al., 2008) can be used to predict peak locations from the chemical
structure of a molecule. Examples of molecules with predicted Raman spectra
include rhodamine 6G (Watanabe et al., 2005), crystal violet (Kleinman et al.,
2011), eosin-Y (Greeneltch et al., 2012) and II-MB-114 (Kearns et al., 2016).
There are also databases available of known Raman spectra, such as RRUFF
(Lafuente et al., 2015), SDBS (AIST, 2001), and the Raman Spectroscopic Li-
brary of Natural and Synthetic Pigments (Bell et al., 1998).
Recently, Frøhling et al. (2016) applied a joint model of peaks and baseline
to Raman spectroscopy. They used pseudo-Voigt functions for the broadening
of the peaks, but assumed a linear baseline. This simplified baseline was only
feasible because the model was fitted to a small window of the spectrum, where
the baseline was approximately flat. It would not be applicable to the more
complex datasets that we analyse in this paper, since our aim is to analyse all
of the peaks in the spectral signature of a molecule.
The primary contribution of this paper is a hierarchical regression model
for multivariate calibration (MVC). We extend the previous models of peaks
and baselines in spectroscopy to obtain estimates of the relationship between
molecular concentration and amplitude for each peak. Our model provides
posterior distributions for quantities of scientific interest, such as FWHM and
LOD. This is the first paper to use computational predictions from TD-DFT as
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an informative prior for analysis of observed spectra. We introduce a sequential
Monte Carlo (SMC) algorithm (Chopin, 2002; Del Moral et al., 2006) to fit our
model to large spectral datasets. We have implemented this algorithm as an
open-source software package for the R statistical computing platform (R Core
Team, 2017).
The remainder of this article is organised as follows. Sect. 2 contains a
description of the Raman spectroscopic data. We present our hierarchical re-
gression model and informative priors in Sect. 3. Our SMC algorithm for fitting
this model is described in Sect. 4. Results of applying our method to Raman
spectroscopy are presented in Sect. 5. We conclude the article with a discussion.
2 Experimental Data
We analyse two spectroscopic datasets in this paper. In both cases, we have used
metallic nanoparticles to enhance the Raman signal. This is known as surface-
enhanced Raman scattering (SERS; Le Ru and Etchegoin, 2009). Specifically,
we used citrate-reduced silver nanoparticles (Ag NP) with mean diameter of 78
nm.
The first dataset contains 15 spectra (5 repeat scans of 3 technical repli-
cates) for each of 4 Raman-active dye molecules: eosin, fluorescein (FAM), rho-
damine B, and tetramethylrhodamine (TAMRA). As previously mentioned, com-
putational predictions for the locations of the eosin peaks using TD-DFT have
been published by Greeneltch et al. (2012). They predicted 32 peaks between
631.6 and 1615 cm−1. An observed spectrum, with the predicted peak locations
marked, is shown in Fig. 2a. Eosin and FAM are closely related, as illustrated by
their chemical structures in Figs 3a and 3b, respectively. Therefore, we might
expect that the spectral signatures of these two dyes would be similar to each
other. This is not clear from the observed spectrum in Fig. 2c due to the large
difference in the shape of the baseline. However, the 32 predicted locations ap-
pear to be in approximately the right place. The 32 points in Fig. 2b show the
peak locations predicted using TD-DFT by Watanabe et al. (2005). Rhodamine
and TAMRA are also closely related, as shown by their chemical structures in
Figs 3c and 3d, so we use the same priors for both dyes. An observed spectrum
for TAMRA is shown in Fig. 2d. Both the peaks and the baselines of these
molecules are far more complex than for EtOH in Fig. 1. This illustrates why
more advanced methods are needed for analysis of these spectra.
The second dataset is a dilution study for TAMRA: spectra have been ob-
tained for 21 different concentrations, from 0.13 to 24.7 nanomolar (nM). These
data were originally analysed by Gracie et al. (2014). There are 5 repeats of
3 technical replicates at each concentration, giving a total sample size of 315
spectra. These spectra were obtained using a 100 mW laser at 532 nm excita-
tion wavelength. The resolution of the spectrometer was 0.5 cm−1, providing
2401 measurements between 600 and 1800 cm−1. The average of the observed
spectrum at each concentration is shown in Fig. 4. Gracie et al. previously used
univariate calibration to estimate a LOD of 99.5 picomolar (pM) for the peak
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Figure 2: Surface-enhanced Raman scattering (SERS) spectra for eosin, rho-
damine B, fluorescein (FAM), and tetramethylrhodamine (TAMRA). The dots
show the 32 peak locations predicted using time-dependent density functional
theory (TD-DFT) for eosin and rhodamine.
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Figure 3: Chemical structures of eosin, fluorescein (FAM), rhodamine B, and
tetramethylrhodamine (TAMRA).
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Figure 4: Dilution study for tetramethylrhodamine (TAMRA), showing the
average spectrum at each of 21 concentrations from 0.13 to 24.7 nM.
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at 1650 cm−1. The aim of our analysis is to estimate the LOD of all 32 peaks
simultaneously, using a Bayesian MVC approach.
3 Hierarchical Model
A Raman spectrum is discretised into a multivariate observation that is highly
collinear, hence it lends itself to a reduced-rank representation. Our approach
is a form of functional data analysis (Ramsay and Silverman, 2005), where the
observed signal is represented using continuous functions. We decompose the
spectrum into three major components:
yi(ν˜) = ξi(ν˜) + si(ν˜) +  (6)
where yi(ν˜) is a hyperspectral observation that has been discretised at a num-
ber of light frequencies or wavenumbers, νj ∈ ν˜. Multiple observations are
represented as a matrix [Y]1:ny,1:nν˜ . The spectral signature si(ν˜) comprises the
Raman peaks and ξi(ν˜) is the baseline. We assume that  is zero mean, additive
white noise with constant variance:
i,j ∼ N
(
0, σ2
)
(7)
This assumption could be relaxed by allowing for autocorrelated residuals, as
in Chib (1993).
The baseline is a smoothly-varying, continuous function that is mainly due
to background fluorescence. The shape of the baseline can vary considerably
between experiments and even occasionally between technical replicates. The
main property that distinguishes the baseline from the other components of the
signal is its smoothness. For this reason, we have chosen to model the baseline
function as a penalised B-spline (Eilers and Marx, 1996):
ξi(ν˜) =
M∑
m=1
Bm(ν˜)αi,m (8)
where Bm are the basis functions, M is the total number of splines, and αi,m
are the coefficients of the baseline for the ith observation. We use equally-
spaced knots 10 cm−1 apart, so that M is typically ≈ 120. If the choice of
knot locations is a concern, then a smoothing spline (Eubank, 1999) could be
used instead. Razul et al. (2003) used an RJ-MCMC algorithm to determine
the number and placement of the knots in the baseline function.
As with many Bayesian regression models, (8) can be interpreted as a type
of Gaussian process (GP; Rasmussen and Williams, 2006, ch. 6). An advantage
of our approach is that we employ a reduced-rank representation of the baseline
function. The computational cost of estimating the spline parameters αi,m
using sparse matrix algebra is O (n) (Green and Silverman, 1994). This is far
more scalable than the usual GP methods, which require O (n3) operations to
invert the covariance matrix. Alternative methods for fast GP fitting include
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the fixed-rank kriging of Cressie and Johannesson (2008), the Markov random
field representation of Lindgren et al. (2011), and the nearest-neighbour GP of
Datta et al. (2016).
The Raman peaks are represented as an additive mixture of broadening
functions. We follow Ritter (1994); Frøhling et al. (2016) in using pseudo-Voigt
functions:
si(νj) =
P∑
p=1
Ai,p f˜V (νj | `p, ψp, γp) (9)
where Ai,p is the amplitude or height of peak p in the ith observation. The
other parameters are as defined in (5). RBF (2) or Lorentzian (3) broadening
functions can be viewed as special cases of the pseudo-Voigt. We extend the
previous functional models of spectroscopy by modelling the dependence of the
amplitudes on the concentration of the molecule:
Ai,p = ciβp, cLOD < ci < cMLC (10)
The regression coefficients βp can be estimated using dilution studies, such as
the dataset described in Sect. 2. Given a posterior distribution for βp and
the other parameters, an unknown concentration ci can then be estimated for
subsequent observations of the same molecule.
The minimum concentration cLOD is as defined in (1), the point at which
the peak is indistinguishable from the noise σ. Monolayer coverage cMLC is
the saturation point, where increasing the dye concentration does not result
in any increase in signal intensity. Jones et al. (1999) calculated that a final
concentration of 10 nM is required for monolayer coverage of silver nanoparticles
with average diameter of 27 nm. The spectra that we analyse in Sect. 5 were
obtained using much larger nanoparticles, with average diameter of 78 nm,
therefore we would expect cMLC to be higher for this dataset. We do not
observe any evidence of saturation in our spectra, even for concentrations up to
24.7 nM.
3.1 Priors
We used the predicted peak locations from TD-DFT as informative priors for
the first dataset, as illustrated in Fig. 2:
pi(`p) ∼ N (predp, σ2pred) (11)
The uncertainty in these predictions was estimated from the differences between
predicted and observed peak locations that were reported by Greeneltch et al.
(2012) and Watanabe et al. (2005).
We derived informative priors for the scale parameters ψp and γp by man-
ual baseline correction and peak fitting in Grams/AI 7.00 (Thermo Scientific,
Waltham, MA). We selected three representative spectra, one each of TAMRA,
FAM, and cyanine (Cy3), from an independent set of experimental data that
had been previously analysed by Gracie et al. (2014). We fitted both RBF and
11
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Figure 5: Informative priors for the scale parameters of Raman peaks, derived
from manual baseline correction and peak fitting of Cy3, TAMRA and FAM
spectra using Grams/AI 7.00.
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Lorentzian peaks to obtain the distributions shown in Fig. 5. A lognormal dis-
tribution provided a good fit to the peaks in our training data. The median of
the scales was 16.47 for RBF peaks and the standard deviation of log{ψp} was
0.34:
log pi(ψp) ∼ N
(
log(16.47)− 0.34
2
2
, 0.342
)
(12)
This agrees well with the theoretical value of 5 to 20 cm−1 for broadening that
is used in computational chemistry (Le Ru and Etchegoin, 2009, p. 45). For
Lorentzian peaks, the median was 25.27 and σ (log{γp}) was 0.4. These prior
distributions overlap, although the Lorentzian peaks tend towards larger scale
parameters. This is consistent with the FWHM, since rescaling the prior for the
RBF peaks by
√
2 log 2 results in a distribution that is very close to the prior
for the Lorentzians.
The amplitudes Ai,p are highly variable between peaks and depend on the
experimental setup. Factors that can influence the signal intensity include laser
power, excitation wavelength, and accumulation time. Due to this, even weakly
informative priors tend not to generalise across many datasets. We follow Ritter
(1994) in setting a uniform prior:
pi(Ai,p) ∼ U(0, range(Y)) (13)
where the upper bound range(Y) is determined by the range of the observed
data. Usually, this will be close to the dynamic range of the spectrometer. A
prior for the regression coefficients βp can be obtained by dividing range(Y) by
the concentration ci.
We use a conjugate prior on the spline coefficients αi,m that is multivariate
normal, conditional on a hyperparameter λ:
pi(αi,· | λ) ∼ NM
(
0, nν˜λD
TD
)
(14)
where the smoothing penalty λ can be interpreted as a Lagrange multiplier on
the integrated second derivative of the spline, λ
∫ ‖ξ′′i (ν˜)‖2dν˜. Assuming that
all of the knots are evenly-spaced, the sparse matrix D can therefore be defined
as the second difference operator. Refer to Eilers and Marx (1996) for further
details.
4 Bayesian Computation
SMC algorithms evolve a population of weighted particles [Θ]Qq=1 through a
sequence of intermediate target distributions pi0, pi1, . . . , piT . These algorithms
have four major stages: initialisation, adaptation, resampling, and mutation.
The particles are initialised from the joint prior distribution of the parameters:
pi0(Θ) = pi(`)pi(A)pi(ψ)pi(γ)pi(α)pi(σ
2
 ) (15)
where each of these priors has been described in the previous section.
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We use likelihood tempering SMC (Del Moral et al., 2006) to fit our model to
a single observed spectrum. Under the assumption of additive Gaussian noise,
the likelihood can be factorised as:
p(yi(ν˜) | Θ) ∼
∏
νj∈ν˜
N (yi,j ; ξi(νj) + si(νj), σ2 ) (16)
where ξi(νj) is defined in (8) and si(νj) is defined in (9). The likelihood depends
on the parameters of all three components of the signal, but the spectral sig-
nature is our main focus for MVC. Since we use conjugate priors for the spline
coefficients α and the noise σ2 , we can obtain a marginal likelihood where these
parameters have been integrated out:
p(yi(ν˜) | `,A,ψ,γ) =
∫ ∫
p(yi(ν˜) | Θ)pi(α)pi(σ2 ) dα dσ (17)
=
p(yi(ν˜) | Θ)pi(α)pi(σ2 )
p(α, σ2 | yi(ν˜), `,A,ψ,γ)
(18)
This greatly reduces the dimension of our parameter space, since we only have
four parameters per peak. The dye molecules in Sect. 2 have P = 32 peaks, so
the SMC particles comprise 129 parameters in total. These parameters provide
a lower-dimensional representation of the spectrum, which contains nν˜ = 2401
wavenumbers and up to ny = 315 observations.
At each intermediate distribution, the marginal likelihood is raised to a
power κt ∈ [0, 1]:
pit(`,A,ψ,γ | yi(ν˜)) ∝ p (yi(ν˜) | `,A,ψ,γ)κt pi0(`,A,ψ,γ) (19)
where κt−1 < κt < κt+1, κ0 = 0, and κT = 1. The particles are all initialised
with equal weights w
(0)
q =
1
Q . These weights are incrementally updated accord-
ing to the ratio:
w(t)q ∝
p (yi(ν˜) | `,A,ψ,γ)κt
p (yi(ν˜) | `,A,ψ,γ)κt−1 w
(t−1)
q (20)
The importance sampling distribution gradually degenerates with successive
SMC iterations, which is measured by the effective sample size (ESS; Liu, 2001,
pp. 34–36):
ESS(t) =
1∑Q
q=1
(
w
(t)
q
)2 (21)
At the initialisation stage, ESS(0) = Q. We choose the sequence κ0, κ1, . . . , κT
adaptively so that the rate of reduction in the ESS is close to a target learning
rate, η. This tuning parameter is usually set at 0.9.
When the ESS falls below a given threshold (usually set at Q/2), the particles
are resampled according to the multinomial distribution defined by their weights
(Kong et al., 1994). We use residual resampling (Liu and Chen, 1998), since
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this reduces the variance in comparison to simple multinomial draws (Douc
et al., 2005). By reordering the ancestry vector that identifies which particles
to resample, this operation can be performed in parallel (Murray et al., 2016).
After resampling, the importance weights are reset to 1/Q and hence ESS(t) =
Q.
The resampling step introduces duplicates into the population of particles.
To reduce this redundancy, we update the parameter values using a Markov
chain Monte Carlo (MCMC) kernel with invariant target distribution given by
(19). We update the parameters of the peaks jointly, using a random walk
Metropolis step.
For multiple observations, we can update the posterior sequentially by com-
bining this approach with the iterated batch importance sampling (IBIS) algo-
rithm of Chopin (2002). The likelihood of the current observation is tempered
according to (19), while the previous observations have power κt = 1 and future
observations have κt = 0. The incremental weights are still given by (20), but
the likelihood for the MCMC step when i > 1 is now:
p ([Y]1:i,· | `,A,ψ,γ) = p (yi(ν˜) | `,A,ψ,γ)κt
i−1∏
`=1
p (y`(ν˜) | `,A,ψ,γ) (22)
5 Results
We used the 32 peak locations predicted by Watanabe et al. (2005) as an in-
formative prior, as described in Sect. 3.1. Posterior distributions for rhodamine
and TAMRA are illustrated in Fig. 6. 95% highest posterior density (HPD)
intervals for the parameters of the peaks are provided in the supplementary ma-
terial, as well as the results for eosin and FAM. Our SMC algorithm was able to
match all of the observed peaks in the experimental spectra of rhodamine. Us-
ing the same prior, we also obtained a reasonably good fit for TAMRA. Only two
minor peaks, at 815 and 960 cm−1, were noticeably missing from the estimated
spectral signature.
Next, we used the IBIS algorithm (Chopin, 2002) to fit our model to the
dilution study. 95% HPD intervals for the regression coefficients βp, the FWHM
and the LOD of the 18 largest peaks are shown in Table 1. To verify the HPD
intervals for the LOD, we can closely examine the spectra at the two lowest
concentrations, 0.13 and 0.65 nM. The lower bounds for detectability of the
peaks at 460 and 965 cm−1 are greater than 0.13 nM, so we would not expect
those peaks to be visible at that concentration. Conversely, the upper bounds
for 7 of the peaks are lower than 0.13 nM, so we would expect all of those peaks
to be clearly visible, as shown by Fig. 7a. There is also an eighth peak at 1455
cm−1 that has been underestimated by the model. The upper bounds for all of
the peaks except at 460 cm−1 are lower than 0.65 nM, so at least 17 out of 34
peaks should be visible at that concentration, as shown in Fig 7b. Care must
be taken when extrapolating beyond the range of the data, but we predict that
overall the LOD for TAMRA is between 6 and 16 picomolar (pM).
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Figure 6: Posterior distributions for the peaks and baselines of rhodamine B
and tetramethylrhodamine (TAMRA). Minor peaks at 815 and 960 cm−1 have
been missed by the model for TAMRA.
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Table 1: 95% highest posterior density (HPD) intervals for the regression
coefficients βp (inverse nanomolar, nM
−1), full width at half maximum (FWHM,
cm−1) and limit of detection (LOD, nM) of the 18 largest peaks in the TAMRA
dilution study.
`p (cm
−1) βp (nM−1) FWHM (cm−1) LOD (nM)
460 [6.73; 17.23] [0.00; 14.43] [0.211; 0.784]
505 [167.95; 177.83] [14.36; 15.52] [0.019; 0.047]
632 [253.65; 263.16] [11.54; 12.13] [0.012; 0.032]
725 [19.63; 29.52] [9.97; 16.43] [0.123; 0.316]
752 [44.74; 54.81] [19.49; 23.45] [0.059; 0.156]
843 [23.48; 33.73] [15.97; 22.26] [0.106; 0.297]
965 [17.78; 28.09] [12.07; 20.32] [0.135; 0.355]
1140 [25.49; 36.11] [20.41; 27.92] [0.089; 0.253]
1190 [18.67; 28.99] [11.27; 19.36] [0.110; 0.352]
1220 [147.84; 158.30] [17.68; 19.20] [0.020; 0.051]
1290 [31.19; 42.49] [15.72; 25.80] [0.080; 0.213]
1358 [210.46; 221.96] [17.63; 18.97] [0.015; 0.035]
1422 [53.13; 63.99] [15.34; 18.16] [0.059; 0.135]
1455 [39.05; 53.87] [20.61; 41.11] [0.069; 0.175]
1512 [146.07; 157.28] [20.81; 22.38] [0.019; 0.049]
1536 [209.18; 221.03] [14.43; 15.80] [0.014; 0.036]
1570 [38.54; 53.67] [23.87; 51.02] [0.073; 0.173]
1655 [467.58; 477.91] [17.40; 17.92] [0.006; 0.016]
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Figure 7: Observed spectra and model fit at very low dye concentrations.
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6 Discussion
This paper has employed statistical methods to advance both the theory and
practice of Raman spectroscopy. We have been able to reconcile computational
predictions of Raman peaks with experimental observations. Watanabe et al.
(2005) used time-dependent density field theory (TD-DFT) to predict the peak
locations of rhodamine. We derived an informative prior from these predictions
and used an SMC algorithm to fit our model to observed spectra. This creates
the potential to improve the quantum mechanical models that are used in com-
putational chemistry by characterising the prediction error. For example, by
performing calibration and emulation of the computational models (Kennedy
and O’Hagan, 2001). Li et al. (2015) have already made some progress applying
Bayesian emulation to molecular models.
On the more practical side, we have introduced a scalable algorithm for
multivariate calibration (MVC). Our model-based approach provides several
advantages over existing quantitative methods, such as univariate calibration
or direct classical least squares (DCLS). We have represented the broadening
of the Raman peaks using pseudo-Voigt functions, as in Ritter (1994); Frøhling
et al. (2016). Unlike those previous papers, we also include a flexible model of
the baseline, using a penalised B-spline. Our model has enabled us to directly
estimate quantities of scientific interest, such as the amplitudes, limit of detec-
tion (LOD), and full width at half maximum (FWHM) of the Raman peaks. We
have implemented our algorithm as an open source R package. This represents
an important tool for analysing experimental data.
Our model could be extended to perform detection and quantification of
multiplexed spectra, where several dye molecules may be present. Such a model
would need to account for nonlinear interactions between molecules, for example
due to preferential attachment (Gracie et al., 2016). Estimating the LOD for
each peak would be particularly useful in this setting, since many of the peaks
of different molecules overlap with each other. Such estimates could be used in
experimental design, to select molecules that maximise differentiation between
their spectral signatures. It would also be useful to extend our model to include
spatial correlation between spectra. Some spectrometers are able to collect
measurements on a 2D or 3D lattice, known as a Raman map. A divide-and-
conquer SMC approach (Lindsten et al., 2017) could be applied in this setting,
by dividing the hyperspectral data cube into sub-lattices.
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