Recent advances in endoscopic technology have generated an increasing interest in strengthening the collaboration between clinicians and computers scientist to develop intelligent systems that can provide additional information to clinicians in the different stages of an intervention. The objective of this chapter is to identify clinical drawbacks of colonoscopy in order to define potential areas of collaboration. Once areas are defined, we present the challenges that colonoscopy images present in order computational methods to provide with meaningful output, including those related to image formation and acquisition, as they are proven to have an impact in the performance of an intelligent system. Finally, we also propose how to define validation frameworks in order to assess the performance of a given method, making an special emphasis on how databases should be created and annotated and which metrics should be used to evaluate systems correctly.
Introduction

Motivation
During the last few years there has been an increasing effort in exploring the use of intelligent systems to assist and provide additional information to clinicians in the different stages of an intervention. In this context, we can find in the literature systems aiming at assisting the clinician in in-vivo diagnosis such as KARDIO proposed in [1] , which can automatically analyze electrocardiograms, or methods that provide with data to help in the detection and diagnosis of breast [2] or prostate cancer [3] . The spread use of Computed Tomography has elicited a new set of methods that help clinicians in intervention planning as exposed in [4] . For instance, we can find systems which allow clinicians to follow the fastest and safest way to target a pulmonary lesion [5] , perform laparoscopic surgery [6] or systems such as [7] in the domain of transcatheter aortic valve implantations. However, there is scarce experience with intelligent systems applied to endoscopy where there are only a few methods such as the works presented in [8] in the context of colonoscopy quality assessment which analyzes how clinical procedures have been performed to provide quality scores.
Endoscopic technology has rapidly evolved in the last decade and current equipment allows clinicians to observe the whole endoluminal scene in high definition and, moreover, makes it possible to get different views of the same scene for further analysis by applying automatic techniques of chromoendoscopy [9] as narrow band imaging (NBI) -proposed in [10] -, the Fujinon Intelligent Chromo-Endoscopy (FICE) presented in [11] or Pentax I-scan, which was published in [12] . These advances in endoscopy imaging have generated an increasing interest in strengthening partnerships between clinicians and computer scientists to build applications that can solve some of the challenges that colonoscopy procedures still present nowadays.
It is clear that this potential collaboration between these two domains of knowledge needs from each part to acknowledge the challenges that the analysis of colonoscopy images present related to their area of expertise. Related to this, clinicians need to identify which of the existing drawbacks could be mitigated with the aid of image processing tools and computer scientists must define clearly what can be achieved by means of image processing to provide clinicians with feasible and clinically applicable solutions. Endoscopy imaging analysis present some challenges that are not limited to the ones that the characterization of anatomical structures for detection or diagnosis purposes present; aspects that are rarely covered by existing methods such as image acquisition and formation should be considered as they are proven to have an impact on the output of a given method [13] .
Considering this, the focus of this chapter is to present new advances on computer vision methods for colonoscopy and to identify potential clinical issues that may be solved with the aid of computer vision. As it can be observed, this chapter is not written from either a pure clinical or technical point of view but as a way to couple the necessities and challenges of each of the domains in order to build up feasible and clinically applicable systems.
Introduction to colonoscopy challenges 2.1. A brief history of endoscopy
The history of endoscopy, as stated in [14] , starts in 1805 with P. Bozzini and his attempts to construct a cystoscope (See Table 1 ). Although this first endoscope was considered as having failed, the principles incorporated in its design -a light source, a reflective surface (lens) and a series of specula (mirrors)-are the basis of current endoscopes. The technical challenges posed since then have been overcome with the collaboration of physicians, engineers, scientists and optical experts among others. The progress has been slow but constant and initially rigid instruments have been changed by flexible endoscopes; candles and lamps have been replaced by electric filaments and, for vision, single lenses have been supplanted by optic fibers. 
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Olympus Co. HD endoscopes Table 1 . Evolution of endoscopy as a result of collaboration of different disciplines Shortly after having successfully traversed the esophagus and reached the stomach, the assessment of the duodenum, small intestine and colon were the next steps that were progressively addressed and achieved. Other needs were also identified and solved: first, the evolution from diagnostic to operating endoscopes that allowed obtaining biopsies; second, the need of preserving the image of the lesion which was observed. The latter not only reflected clinical needs but also documentation and educational requirements. At that point, several corporations became involved in the development of endoscopic instrumentation and they also designed cameras specifically for endoscopic usage.
Once the fiber optic endoscope was established as a reality by late 1960s, numerous design modifications were performed with the collaboration of physicians in order to augment the utility of the device and increase its resolution. The decade of 1970 witnessed a series of rapid technological advances where a number of instrumental manufactures including ACMI, Olympus Optical Company and Machida Endoscope Company included a variety of innova-tions (length, flexibility, channel size...) that improved the performance of the instrument. In 1983 video endoscopy was introduced as the logical consequence of technical advances in microelectronics and all current endoscopes are based on this technology. Video endoscopy allows an easy exploration, instant image acquisition and further storage confirming its utility not only for clinical practice but also for educational purposes.
High definition endoscopy (The quality of image matters)
In the last years, most of the developments in endoscopy have been focused on improving the quality of images, as it is the case of high definition (HD) endoscopes that use a 1080-line television and a high resolution charge coupled device with up to 1.3 million pixels. This allows the acquisition and storage of images with double the resolution of normal television. Other capabilities available in some endoscopes are the following:
• Wide angle: the endoscope has a field of vision of 170º (30% more than the conventional model) that is supposed to improve the detection of lesions hidden behind the folds;
• Electronic zoom: that achieves a ×80-100 maximum effect;
• Narrow band imaging (NBI): a modification in the light beam enhances visualization of the network of the mucosa providing contrast and acting as a substitute of chromoendoscopy. This system offers the possibility to switch from conventional white light to blue NBI light alternatively (see Fig.1 ). HD endoscopes (particularly those with magnification function) facilitate the demonstration of the mucosal architectural and vascular patterns that are altered in dysplastic lesions as it can be observed in Fig.2 . With regards to the detection rate of lesions, although it is logical to assume that a higher resolution endoscope could provide better results, the results of several studies [15, 16] do not support this hypothesis. 
The problem of colonic polyps
Colorectal cancer (CRC) is a serious health problem in the general population and it is considered that at least two thirds of CRC develop through the adenoma-carcinoma pathway. Consequently, screening with colonoscopy for CRC and its precursor lesion has become an increasingly practice, as shown in [17] . Several actions have been proposed to optimize colonoscopy such as ensuring colon perfect preparation and carrying out a thorough examination of the mucosa which would imply a longer withdrawal inspection time, as indicated in [18] .
However, colonoscopy still presents some drawbacks being the most relevant the polyp missrate -reported to be as high as 22%-resulting in a lack of total effectiveness [19] . The rate of polyps missed increases significantly in smaller sized polyps (2% for adenomas ≥ 10 mm versus 26% for adenomas < 5 mm) and this has a clinical impact, not only because the prevalence of high-grade dysplasia increases with the size as exposed in [20] but because of the risk of having an interval cancer. Interval colorectal cancers are described as cancers occurring after a negative screening test or examination and they are an important indicator of the quality and effectiveness of CRC screening and surveillance, as stated in [21] .
The diagnosis of dysplasia has practical consequences on the management of polyps. There is general consensus on removing all polyps detected during colonoscopy but size is a limiting factor for endoscopic polypectomy. Therefore, having a histological diagnostic of presumption is very useful in order to make the decision of performing or not a polypectomy. In this regard, there are several classifications (NICE, Kudo...) that predict the histology of the lesion based on the characteristics of the image. Kudo [22] proposes a gross classification of pit patterns into 7 types: type I and II pit patterns are characteristic of non-neoplastic lesions such as normal mucosa or hyperplastic polyps whereas pattern types IIIS, IIIL, IV, and a subset of VI are intramucosal neoplastic lesions such as adenoma or intramucosal carcinoma and lesions with a type VN pattern and a subset of type VI suggest deep invasive carcinoma (see Fig. 3 ). As this classification applies for magnification endoscopy, when it is used with conventional endoscopy the results are worse. Contrarily, NICE is an international classification of colorectal tumors on the basis of NBI observation either with or without use of a magnifying endoscope [23] . NICE is a simple categorical classification defining three different types based on three characteristics: (i) lesion color; (ii) micro vascular architecture; and (iii) surface pattern. Type 1 is considered an index for hyperplastic lesions, type 2 an index for adenoma or mucosal/ submucosal scanty invasive carcinoma, and type 3 an index for deeply submucosal-invasive carcinoma The problem with these classifications is that diagnostic derives from a subjective visual analysis and requires specific training and a high degree of experience.
Finally, the precise location of the polyps is another meaningful drawback of colonoscopy, not only when planning a surgery but also during successive colonoscopies. This limitation is especially remarkable in the presence of several polyps. In this case, an exhaustive analysis of the surface and boundaries of the polyp could be very helpful.
Identification of potential collaborative research areas between clinicians and computer scientists
Considering the mentioned drawbacks of colonoscopy, three potential areas in which computer science may play a role have been identified:
• Automatic polyp detection and localization: one of the exposed drawbacks is related to the difficulty on detecting certain types of polyps such as small or flat lesions. Flat polyps can be detected with the support of CT [24, 25] although its detection supposes additional patient radiation and is limited by the size. Detection of small polyps cannot be undertaken with the help of CT as the current available resolution makes it impossible to detect polyps with size smaller than 10 mm as stated in [26] , therefore the diagnosis in these cases should only rely on endoscopic exploration.
• Polyp classification: the decision of performing polypectomy is commonly taken by an estimation of the size and histology of the detected lesion. This estimation is commonly made by means of visual observation and therefore incorporates some degree of subjectivity. In this context, a system that can objectively provide an estimation of the size and classification of the polyp could allow taking in-vivo diagnostic decisions and this would optimize the treatment timing.
• Patients lesion follow-up and endoscopy navigation: there is a necessity expressed by some clinicians regarding the recognition of the area that a lesion occupies, which can be useful for two different reasons: 1) for the case of polyps that have not been removed, an univocal recognition of the lesion would allow the study of the evolution of the lesion; 2) an accurate recognition of the marks that clinicians leave to identify the area of the polyp once it is removed would allow the exploration of areas nearby the lesion to search for new pathologies.
Image processing challenges for the analysis of colonoscopy videos
In order to provide clinicians with meaningful applications, the content of colonoscopy videos and frames must be thoroughly analyzed by computer scientists to search for lesions or indicators defined by clinicians. In this context, the majority of the literature has been focused on developing methods to characterize accurately the different elements of the endoluminal scene, paying special attention to polyps. Although it is clear that anatomical landmarks recognition is essential for application development, the acquisition and generation of high quality images is also crucial for computer vision methods in order to work as they are intended. For instance, the presence of image artifacts has been proven to have an impact in the performance of polyp localization methods, as shown in [13] .
Considering this we present in this section a summary of the most important challenges that a given computer vision method must face in order to provide with efficient support to clinicians. We have divided the challenges in two groups: those related to image acquisition and formation and those related to the characterization of anatomical structures needed to build up the clinicians' support system.
Identification of endoscopy image particularities with impact in image processing analysis
Videos that endoscopes generate are created following common television standards in a way such they can provide with sufficiently moving image quality while allowing for efficient resource management in case endoscopy images and videos are stored for later inspection. It is important to mention that quality in this case is understood under human's observer point of view but not under computer visions; for instance there are some image processing techniques automatically performed -i.e. sharpening -that may improve how images are observed but, as they modify the original image, they create new elements that affect an automatic analysis by means of computer vision methods. Some of the features that can affect the performance of a computer vision method are listed below and in table 2:
• Illumination effects: The way colonoscope illuminates the scene produces an axial illumination which tends to generate specular highlights on shiny surfaces such as the mucosa. Mucosa is covered by a thin watery film which generates many specular highlights when it is illuminated in a perpendicular direction to its surface. Specular highlights position will vary with little movements of the colonoscope which will change the angle at which mucosa is illuminated therefore areas of the mucosa affected by specularities will change rapidly. The presence of specular highlights difficult strongly image processing [13] as they appear as very prominent structures which also hinder color and texture information about the surfaces in which they appear. Moreover, axial illumination introduces also an additional side-effect regarding its lack of uniformity in the way structures are illuminated: structures closer to the endoscope will appear brighter than others far from the endoscope (see Fig. 4 ). • Sensor acquisition effects: Color phantoms appear due to temporal misalignment of color channels related to some endoscopes that still use monochrome sensors. In this case, color information is generated by illuminating the scene with the three primary colors (red, green and blue) successively. Consequently, three different images are needed to generate a color image. This process introduces some undesired side-effects associated to camera movement: as we acquire the images in different time instants, specular highlights generated by the light source in each of the three moments will be located in slightly different positions, causing instability in the final color image - Fig. 5 (a). Moreover, as each color channel is acquired in different times, the three components (red, green and blue) will not be exactly aligned if the endoscope moves when the image is acquired. This lack of color channel alignment generates artificial color bands in the contours of the structures - Fig. 5 (b) -that appear in the image which limits the performance of any color informationbased structure characterization method.
• Image resolution: Commercial endoscopes generate videos in formats following television standards (PAL for Europe, NTSC for America and Japan). These formats are meant to generate motion images with enough quality to be observed by the general public but also minimizing the size of the information to be transmitted. By acting this way, videos generated by commercial endoscopes can be played in any standard system (TV, personal computers) without needing format conversion. Moreover, the minimization of the amount of transmitted information allows a reduction of the storage needs which is crucial in clinical settings where the amount of resources dedicated to information storage must be efficiently distributed.
Although the use of standard formats presents clear advantages for visualization and storage purposes, it does not benefit image processing by means of computer vision. Video standards offer images with lower resolution than the one that can be achieved by means of commercial cameras. For instance, NTSC standard provides as output 0.3 Megapixels images, HD standard offers images up to 2 Megapixels and a commercial camera easily exceeds 10 Megapixels [27] . Low resolution images lead to a loss of texture information associated to anatomical structures in the endoluminal scene, which can have an impact on the output of structure classification methods - Fig. 6 -. • Image interlacing: As it has been mentioned before, from all available video standards those with lowest bandwidth -amount of information that needs to be transmitted-requirements are chosen for use in endoscopy. This reduction in bandwidth is achieved by interlacing image lines, which is performed by acquiring odd and even image lines in different time instants. By this we can double the image refresh rate without increasing the size of the information. This also makes video movement appear smoother and more continuous to the human eye but it has a counterpart that affects posterior image processing. The final image provided by the processor will be a mixture of two different images captured in different time instants: even lines will be from the first capture whereas odd lines will come from the second. As with color channel misalignment, interlacing impact will depend on the amount of endoscope movement between the two acquisitions. For instance, if camera moves horizontally we can observe sawtooth profiles in vertical contours, apart from change of position of specular highlights. We show in Fig. 7 a clear example on how interlacing can affect the quality of the image to be processed by, for instance, the apparition of double and shadowy contours surrounding the elements of the image.
• Sharpening: Endoscopes and video processors include functionalities that improve the quality of the image to be visualized by human observers, aiming to simplify the observation of particular structures in the images. One of the most common techniques is sharpening, which describes a subjective perception of sharpness related to edge contrast in an image. By applying this technique, contours that separate different objects in the image can be more clearly identified and consequently structures can be easily separated - Fig. 8 (b) -. This visualization enhancement [28] comes at a cost in terms of image processing as contour enhancement implies a modification of the original image which increases image noise. Sharpening also generate halos around structures that appear in the image such as specular highlights, as observed in Fig. 8 (b) . • Information overlay: Video processors associated to endoscope do not present a specific output dedicated to its connection to a personal computer. Considering this, the image that the clinician is observing will be the same that will be stored for later processing. It is common that some information regarding the procedure such as patient information or procedure date is superimposed to the image provided by the colonoscope, as it can be observed in Fig. 9 . The presence of this information precludes its use for research purposes, as this data should be anonymzed. Moreover the presence of this information superimposed to the original image may difficult the observation and characterization of structures in the images apart from introducing additional noise and elements (letters, numbers) to the image.
• Black mask: Endoscopes automatically add an octagonal or circular black mask surrounding the image acquired by the sensor. This mask covers those regions of the image that are strongly affected by geometric distortions introduced by wide angle optic used in endoscopes. These distortions, similar to fisheye effects present in some cameras, makes structures below the mask appear different to what they are in reality and consequently they should not be analyzed by clinicians. Unfortunately the presence of this black mask affects the performance of image processing methods, as the mask creates strong contours in the separation between the mask and the endoluminal scene, as it can be observed in Fig. 10 . • Data compression: Image and video data are commonly compressed in order to save storage space but commonly used formats such as MPEG and JPEG lead to information loss along with the introduction of some artifacts they may difficult fine detail processing in images.
In this case the lower the compression, the least impact it will have in further image processing.
Endoluminal scene description challenges
In order to provide with systems that can help clinicians to overcome some of the clinical challenges identified earlier, a description of the elements of the endoluminal scene is needed. We show in Fig.11 an example on how endoluminal scene looks like. We can make a division of the elements that appear on a given scene into pure anatomical structures (polyps, luminal region, folds, blood vessels or intestinal content) and structures appearing as result of image acquisition and formation processes (specular highlights and black mask). It is clear that a potential intelligent system should focus on the characterization of anatomical structures in order to be clinically useful -being polyps the usual target structurebut, as recent studies demonstrate [29] , the consideration of all the elements of the endoluminal scene may result in an improvement of the performance of a given system. Endoluminal structure characterization is not a straightforward task due to three main reasons: • Lack of uniform structure appearance: Anatomical structures appearance differs greatly in different interventions, which may difficult the development of characterization methods that can be widely applicable. For instance, polyp characterization is challenging because there is not an uniform and unique polyp appearance; in fact, polyp appearance depends greatly on the point of view in which it is observed and we can observe different particularities whether we are observing polyps in zenithal or lateral views -see Fig. 12 -. Consequently a definition of a model of appearance for a given structure should consider this great variability in order to be widely applicable and, therefore, search for general features that can be attainable for the majority of the cases.
• Impact of other elements of the scene on a particular element characterization: Following with the polyp example, the majority of available works rely on polyp characterization from the identification of polyp boundaries but, in terms of image processing, there is not a big difference in terms of contour appearance between polyps, blood vessels and folds, as the three of them provide with similar response to contour detection operators, as it can be observed in Fig. 13 . Considering this, a given intelligent system must consider the impact of all present structures when providing a characterization of a particular one and it will need to find additional cues to differentiate between these structures.
(a) (b) Figure 13 : Example of similarity of response of different structures to a given operator • Difficulties on the definition of the structural element: Another challenge is related to the visual definition of the structure itself, that is, sometimes the definition of the element itself is not clear, which makes it difficult to delimit the structure. For instance, recent studies show a great variability between observers when defining the luminal region -demonstrated in [30] , which may have an impact on ground truth creation for assessing the performance of a given intelligent system. This difficult on the definition on the structure can also be applied for other elements such as fecal or intestinal content.
Equipment setting to favor optimal image processing analysis
We present in this section the optimal settings of clinical equipment to ensure the best possible quality of the images which will be analyzed by the intelligent system.
Endoscopic equipment settings
Chronologically, the first element to be considered is the configuration of both endoscope and video processor in order to obtain the best possible images for further analysis. In this case we propose the following configuration:
• Disable sharpening options, so we can avoid the apparition of artificial information (halos) surrounding image structure contours along with reducing image noise.
• Disable the superimposition of overlay information such as patient or procedure data to obtain a clean view of the endoluminal scene. This also allows a complete anonymization of the information easing its use for research purposes.
• If possible, allow the endoluminal view to occupy the largest portion of the scene without applying any kind of digital zooming operation.
• Configure storage options to obtain data with the minimum possible compression.
Image storage and anonymization
We have to consider that image or/and video data will be used in research projects from which several research publications will be generated. Access to this image or video data should be granted to other researchers in order to allow an easier comparison of the performance of different methods. Considering this, no information that can allow an identification of either the patient or the clinician should be provided in neither the images or in the metadata associated to them -such as time and date of image capture or endoscopy used-, preventing the association of a given image to a patient, clinician or hospital.
Considering the amount of endoscopic interventions performed in a hospital in a year, images or videos that are stored tend to be compressed. This compression has already been mentioned to have implications for image processing methods so; if possible, the configuration with less possible compression should be chosen.
Endoscopic naviagation guidelines
Endoscope movement when images are acquired impacts the quality of the images that are obtained. If there is no scope movement, effects such as interlacing or color phantoms can be almost inexistent - Fig. 14 (a) -. Considering this, we propose still images acquisition to be made being both the scope and the elements of the endoluminal scene static. For the case of video acquisition we suggest slow and smooth endoscope progression through the patient in order to maximize the reduction of movement-related artifacts generation. It is clear that even by considering all the suggestions expressed, there will still be a minor movement of the scope between the two time instants in which odd and even lines of the final image are acquired. In order to mitigate the impact of interlacing and to avoid loss of image resolution we propose to make a real-time analysis of the images when they are acquired in order to store only the one which less interlacing impact. This analysis will be made by comparing consecutive frames, where the difference in content between them is so minimal that there is no point on storing them all, considering the small changes that will appear in images extracted from a 30 frames per second video. In case interlacing can still be perceived, its impact can be completely removed by working with one of the two channels of the image [29] , although this implies a decrease in final image resolution.
To close this section, we show in Table 2 a summary of the challenges related to image formation and acquisition depicted in Section 3 and our proposal on how to solve/mitigate them. As it can be seen from the table, there are some challenges that cannot be solved by applying specific settings to the devices involved. For instance, those related to image formation are highly device-dependent. In this sense, newer equipment has dedicated sensors for each color channel avoiding the apparition of color phantoms. There are other challenges that must be solved by means of image processing techniques, such as specular highlights. In this sense, the most accepted solution [29] consists of a specular highlight detection followed by a substitution of the pixels in the image belonging to specular highlights by a combination of valid values of neighbor pixels, as it can be observed in Fig. 15 . The same operation is applied to mitigate the impact of strong contours created by the black mask. 
Current endoluminal scene description methods
We present in this section a review on the most recent works published on the topic of anatomical endoluminal scene elements description.
Polyps
As they are the main focus of colonoscopy explorations, the majority of already existing intelligent systems for colonoscopy deals with polyp characterization. We divide existing systems according to the application they are built for:
• Polyp detection: This group of methods aim to decide whether there is a polyp or not in the image. The majority of the works on polyp detection are built on the principle of applying a given feature detector/descriptor to the image in order to guide detection methods. In this sense, we can divide existing approaches in two groups: (a) shape and (b) texture and colorbased. The first group aims to detect polyps by observing specific cues on the contours of the polyp -examples of this can be found in works presented in [31] [32] [33] , or by fitting candidate objects in the image to the most common shapes that polyps present [34] .
Regarding the second group, the use of several general descriptors has been proposed, such as wavelets in [35] , local binary patterns in [36] or co-ocurrence matrices [37] . A method combining MPEG-7 texture and color descriptors was proposed in [38] . One big drawback of descriptor-based methods is that they tend to need of an exhaustive training and they are very sensitive to parameter tuning. Finally the work published in [39] combines shape and texture features to build up a polyp detection method which also considers spatial and temporal adjacency information present in colonoscopy videos.
• Polyp localization/highlighting: These methods are focused on highlighting the area of the image more likely to contain a polyp. Considering this, they can be understood as a subgroup of polyp detection method but, in this case, with the objective to establish the area of the image where the polyp is. These methods rely on the definition of a model of polyp appearance and on the exploration of low-level features of the image -in this case, the definition of polyp boundaries in terms of valley information-in order to provide with methods that can be applied in the intervention rooms. Some examples of these methods can be found in the works of Bernal et al [13, 29] .
• Polyp segmentation: In this case the objective is to delimit the region of the image that the polyp occupies. The majority of available works deal with polyp segmentation in CT images -such as the works depicted in [40, 41] -, which can also be useful to provide further features of the polyp such as its size, although considering CT limitations regarding small polyps visibility as mentioned in Section2. Recent works on white light colonoscopy exploit the output from polyp localization methods in order to delimit the final polyp region [42] , providing accurate results that could be directly applicable in the intervention room without additional radiation of the patient. Finally there are some recent works [43] that deal with polyp segmentation using narrow-band imaging; preliminary results are promising although its usefulness is restricted to the availability of this imaging modality.
• Polyp characterization/classification: The aim of these methodologies concerns lesion characterization according to the content of the polyp region. In this case the objective is to aid clinicians in in-vivo diagnosis and some of the existing works aim to provide automatic lesion labeling using previously-mentioned classifications such as NICE [23] or KUDO [22] . These systems would benefit from an accurate localization and segmentation of the polyp region in order to find features that best discriminate between different polyp types.
As it can be seen from the classification exposed above, a potential intelligent system with applicability in the intervention room could easily use a system from each of the four groups in order to build up a computer-aided diagnosis tool. We show in Fig. 16 a graphical example of such a system. In a first stage the system will automatically decide which frames contain a polyp and which region of the frame contains the polyp. From this, an accurate segmentation of the polyp region will be obtained in order to extract meaningful features to help in the classification process.
Luminal area
Luminal area is defined as the interior space of a tubular structure, such as the intestine. The detection of the lumen and its position can be crucial in both intervention and post-intervention time.
On the one hand, an accurate detection of the lumen region during in-vivo intervention may be useful to discard areas of the image with low visibility - Fig. 17(a) -in order to save computation time for other interesting regions of the image as proposed in [44] . Lumen detection can also be helpful to guide the clinician inside the intestine by pointing out which direction he/she should take to progress. On the other hand, lumen characterization in postintervention can be used to discard frames for further revision: frames where the proportion of lumen out of the entire image is large can be related to the progression of the colonoscope through the gut but, conversely, frames where the amount of lumen presence is low may potentially indicate areas of the image where the physician has paid more attention. This can be useful to obtain summary videos of the whole procedure. Lumen characterization has been an active topic of research in several endoscopy image modalities such as optical -works of [45] and [46] -and virtual colonoscopy [47] . The main reasoning behind the majority of the luminal region characterization methods is the assumption that lumen is the darkest region of the image and from this seed region growing algorithms are built in order to find lumen boundaries.
Blood vessels
Blood vessels are the part of the circulatory system that transports blood through the body and they can be identified by their tree-like shape with ramifications. The characterization of these branching structures has been reported in domains such as retinal image analysis [48] or palm prints recognition [49] . Blood vessels characterization in colonoscopy images can be useful in two domains: helping in polyp localization and segmentation tasks, as it has been proven in [13, 29, 42] , and as key points to be used in potential follow-up methods, as proposed in [50] . Regarding the former, a mitigation of blood vessels related valleys by using contrast properties of blood vessels contours has been proven to be useful to improve polyp localization segmentation, as in some images - Fig. 17(b) -blood vessels can be identified easier than polyp boundaries. Concerning the latter, we could think of a univocal characterization of blood vessels branching patterns using methods such as the one proposed in [51] to recognize a same region during different interventions.
Folds
Haustral folds represent folds of mucosa within the colon. They are formed by circumferential contraction of the inner muscular layer of the colon. In the context of intelligent systems for colonoscopy, folds characterization can play a key role in polyp characterization tasks. In this sense, we have to consider that the fold contours appearance in colonoscopy images is very similar to the one of polyps. We can observe in Fig. 17 (c) that folds and polyp contours present similar appearance but different levels of curvature; consequently, an accurate identification of folds could lead to an improvement in polyp characterization tasks. Some recent works build up advances model of polyp appearance to discriminate polyp contours from folds by considering desirable properties of polyp contours such as concavity, completeness or continuity, as proposed in [13] . 
Fecal content
Apart from the elements that have already been covered, there are more elements that can appear in the endoluminal scene as a result of bad patient preparation. In this sense high presence of intestinal content is considered by clinicians as an indicator to decide whether a procedure has to be repeated or not as no clinician or computer vision method would work with very low quality images. Moreover, there are some cases when the presence of fecal content can affect the output of computer vision methods, as it was shown in [13] . Therefore an accurate identification of fecal content in colonoscopy images could be used to provide automatic indicators of the quality of patients' preparation.
Building up validation frameworks for intelligent systems
One of the main problems when assessing the performance of the different available intelligent systems for colonoscopy is that the majority of them are tested on private databases, which makes it difficult to observe the differences in performance between them and to extrapolate its functioning in other environments. Moreover, it is very difficult to compare performance levels of different methods as each of them proposes or uses different evaluation metrics which, for some cases, can be only used with a specific application in mind. Considering this two problems, we present in this section our proposal for a complete validation framework covering from database and ground truth creation to the definition of the metrics to be used to evaluate a given method.
Database creation
In order to validate and assess the performance of a computer vision method, this has to be tested in a set of images covering as many possible cases of study. For instance, if we want our method to be able to characterize polyps from all the types present in Paris classification our database should contain several examples from each of the classes that are defined there. Apart from the original images, a ground truth should also be provided. This ground truth will be used to assess the performance of the method and its configuration will depend on the concrete experiment. Following the same example used before, for polyp localization purposes the ground truth should consist of a binary image where pixels in white should correspond to those pixels which are part of the polyp. If the output of a given method falls in the white pixels of the image, the method will be performing as expected. As it can be seen there are two processes involved when creating databases for intelligent systems validation: the selection of the cases to be included in the database and the creation of the corresponding ground truth.
Regarding the selection of the cases, in order the use of a method can be extended outside research domain, these cases should represent the clinical variability that the clinician can find during interventions. In case we have several types of elements to be characterized, the database should contain as many different examples as possible for all the possible classes. It is important to mention than the more different the examples, the more robust will be our method and the better it will perform once a new case of study is to be analyzed. By doing this if we achieve that a given method offers good performance in our database it will be easy to extrapolate its performance in a potential clinical application.
There is one branch of computer vision known as machine learning which involves method training in a set of images and a posterior testing of this method in a different set of images, once its performance has been optimized in the training stage. Once database has been defined, ground truth must be created to validate the performance of the methods. The definition of this ground truth is clearly application dependent: for instance if we are developing a polyp detection method the ground truth may only consist of an excel file indicating for each frame whether there is a polyp or not in the image but for a polyp segmentation method we would need a binary image representing the structure to be segmented, as it can be seen in Fig. 18 . Image-based ground truth are commonly created using image editing software such as Microsoft Paint or Adobe Photoshop, although there is an increasing use of specific tools such as ImageJ [53] which allows the creation of segmentation ground truths by marking a few points in the image. Concerning ground truth creation, it should be created either by clinicians or by experts under clinicians' supervision. Having more than one ground truth per image is recommendable for validation purposes as a way to avoid possible subjectivity in ground truth creation. This allows performing statistical tests and also to assess whether the performance of a given method is within inter-observer variability. If clinical conclusions are meant to be extracted from the performance of intelligent systems, clinical metadata should be provided. For instance, if we want to assess the performance of a polyp classification method, apart from the mask representing where the polyp in the image is, clinicians should provide which is the class of the polyp (i.e., KUDO type I).
Currently there are only, up to our knowledge, three different databases related to colonoscopy image analysis: two of them consisting of still images showing a polyp -CVC-ColonDB and CVC-ClinicDB-and another -ASU-Mayo Clinic polyp database-, which consists of full colonoscopy videos with and without polyps. The first two databases are meant for the validation of model of appearance for polyps to ease polyp localization and segmentation whereas the latter has been developed for the validation of polyp detection algorithms. Currently only CVC-ClinicDB incorporates clinical metadata associated to each polyp, including information regarding polyp size, Paris classification and histological type of polyp. This allows break down of the results according clinical criteria, as exposed in [13] . We introduce the main features of each of the three databases in Table 3 .
Performance metrics
The way a given intelligent system method is validated will depend greatly on what this intelligent system is for. The potential application the system is designed for will define both how database and ground truth need to be generated and the metrics used to assess the performance of the method. In this subsection we propose validation protocols for each of the four main types of intelligent systems reported in the literature. Performance metrics:
Considering this we propose the use of four different concepts (True Positive (TP), False Positive (FP), True Negative (TN) and False Negative (FN)) which are commonly used in object detection and characterization problems. We present these concepts in Table 4 .
Concept
Method Ground truth TP
Provides an output There is a polyp in the image
FP
Provides an output
There is no polyp in the image
TN
Does not provide an output
FN
Does not provide an output
There is a polyp in the image • Precision, calculated as: Prec = TP TP + FP . It represents the fraction of relevant retrieved information. Regarding polyp detection, it represents the percentage of correct alarms (frames where the method provides an output and the image has a polyp). A low precision rate will be interpreted as the system providing a high number of false alarms.
• Recall, calculated as: Rec = TP TP + FN . Recall represents the fraction of elements to be retrieved that have been successfully retrieved. In our context, represents the fraction of polyps out of the total that have been correctly detected. Considering this, the highest recall the best the detection method.
• Accuracy, calculated as: Acc = TP + TN TP + FP + TN + FN . This measure represents the amount of information that has been correctly labeled. It is useful in cases where positive and negative examples are balanced which is not always the case for polyp detection.
• Specificity, calculated as: Spec = TN FP + TN . This represents how good a polyp detection method is when detecting the absence of polyps. A high number of false alarms can be interpreted as the method being less specific regarding polyp presence.
Finally, a polyp detection method will be considered as clinically useful if it can helps the clinician to detect the polyp. Considering this and assuming that a given sequence contains a polyp, the following metrics can be defined:
• Reaction time: difference in number of frames between first apparition of the polyp in the sequence and the first frame in which a given method provides detection.
• Dwell time: number of frames with a polyp in which the detection method provides detection.
Considering this two metrics, a comparison can be made between the performance of a given automatic method and clinicians, as it was presented in [13] . This can allow the assessment of the potential of a given method to be included to support clinicians in polyp detection tasks.
Ground truth:
Ground truth for polyp detection methods validation can consist in either a text file stating which frames contain a polyp or in a binary mask corresponding to each original frame. In this case the binary mask should represent polyp presence and absence (for instance, an all-black image can represent polyp absence).
• Polyp localization: Polyp localization methods aim to extend the information provided by polyp detection methods by not only indicating whether there is a polyp in the image or not, but also indicating where the polyp is within the image.
Performance metrics:
Considering the purpose of localization methods, we cannot use all the four concepts explained before as the use of TN does not make sense in this type of problems as there is always a polyp in the image. In this case several authors [13] propose a more direct performance referred as localization accuracy. Considering that a polyp localization method always provide a potential polyp location, we can define a good localization (GL) whenever the output of the localization method coincides with a polyp. Conversely we define false localization (FL) in the opposite case when the localization proposed by the method falls outside the polyp. Taking this into account, we define localization accuracy as:
GL LAcc GL FL
In cases where the output of a localization image does not consists of points representing polyp locations but of energy images representing areas with more likelihood of containing a polyp -as it can be seen in Fig. 16 -the use of energy concentration metrics seems useful to represent the performance of a method [13] . Considering these two metrics, LAcc and concentration, a good localization method should provide a low number of FL while concentrating the majority of the polyp presence likelihood image inside the polyp mask.
Ground truth:
Ground truth for polyp localization should consist of binary masks representing the area of the image that is occupied by the polyp, as it is shown in Figure 18 .
• Polyp segmentation: An accurate segmentation of the region that contains the polyp can be useful for both lesion recognition tasks as well as for delimiting the area of the image to be used for lesion classification purposes.
Performance metrics:
We propose the use of common segmentation metrics such as Precision and Recall, as they were defined for polyp detection. In this case we classify each pixel as TP, FP, TN and FN considering methods' output and the ground truth (i.e. a false positive pixel is defined as a pixel in which our method states it is part of the polyp when it is not). In this context, a good polyp segmentation method should provide higher Precision and Recall results ( Fig. 19 (b) ); a method providing high Precision with low Recall will provide regions that cannot be used for further polyp characterization as they contain lots of non-polyp information (Fig. 19 (c) ). Conversely a method providing with high Recall but low Precision values will be useful for polyp description but will leave a lot of useful polyp content out of posterior analysis ( Fig. 19 (d) ).
- Figure 19 : Interpretation of segmentations: (a) original ground truth. Segmentation 
Ground truth:
As for the case of polyp localization, ground truth for polyp segmentation should consists of binary masks representing either the area of the image that is occupied by the polyp - Figure  18 (b)-or the contour of the polyp region - Figure 18 (c)-.
• Polyp classification:
A good polyp classification method should be able to assign the polyp present in the image the same label/class that is attached to the polyp in the ground truth.
Performance metrics:
In this case we can have two different types of evaluation, depending on the number of possible classes that we define: if a polyp can only have two different classes we could evaluate our method by checking whether the output of a method coincides or not with the ground truth; in this case for each image we will have a correct (OK) or incorrect classification (NOK). The accuracy of the system will be calculated as = +
OK Acc OK NOK
The second type of evaluation is related to multiclass classification; in this case we can also include studies regarding which classes are more easily identified and which classes are mostly confused over each other. In this last case we can use confusion matrices, similar to the ones presented in [54] to represent the output of a given classification method.
Ground truth:
Ground truth for polyp classification should consist of a label associated to each frame with a polyp; this label must include the given polyp in any of the possible classes defined in the problem.
Conclusions
Collaboration between clinicians and computer scientists is crucial for the development of intelligent systems for colonoscopy. Those systems need to be designed to solve real clinical problems if they want to be deployed in clinical environments. Considering this, apart from application development and validation, efforts must be focused on the definition of the aim of the proposed intelligent system.
We have presented in this chapter some of the problems that colonoscopy still present nowadays, being polyp miss-rate the most important of them. Additionally there is a need expressed by clinicians of systems that can allow them to have a first approach to polyp histology, which could be useful to take in-vivo decisions. Considering this we define three possible domains of application of a given intelligent system: polyp detection and localization, polyp classification and development of navigation-assisting and patient follow-up methods.
Once the clinical need is defined, computer scientists must deal with image processing in order to provide with meaningful results. In this context, we have subdivided this problem in two: image preparation for optimal image processing and endoluminal scene description for intelligent system applications.
Regarding image preparation, one of the main objectives of this chapter was to rise up some concerns about image quality for later processing and clinicians and computer scientists must reach an agreement to obtain images that are useful for both domains. Endoluminal scene description has been proven as a challenging task due to the great variability in structures' appearance throughout different interventions. The majority of bibliographical sources are devoted to polyp characterization, although we have observed an increasing interest in the definition of other elements of the scene, as they have been proven to have an impact in polyp characterization tasks. At this point it is important to mention that there are some aspects that we have not covered in full such as patient preparation although it has a direct consequence on the output of a given intelligent system. In this case we opt to follow the same criteria that clinicians do: if patient preparation is bad neither computer vision nor clinicians would be able to distinguish anything.
The objective of the development of an intelligent system is to take profit of the synergies between clinicians and computer scientists. During the development of a given system, clinicians must provide with data in order to test different methods. We propose in this chapter a validation framework which covers topics such as database and ground truth creation as well as the definition of performance metrics. The proposal of a validation framework including database creation and management along with the definition of standard evaluation metrics can pave the way for a standardized comparison of the performance of intelligent systems which would allow in the future clinicians choose the one that fulfills better their necessities.
The main conclusion that can be extracted from this chapter is that there is indeed room and necessity for the collaboration between these two domains of research. Acknowledging the necessities of each other is meant to play a key role in the development of applicable and deployable intelligent systems for colonoscopy.
