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We study the time-decay of weighted norms of weak and strong
solutions to the Navier–Stokes equations in a 3D exterior domain.
Moment estimates for weak solutions and weighted Lq-estimates
for strong solutions are deduced, both of which seem to be
optimal. The relation is discussed between the space–time decay
and the vanishing of the total net force exerted by the ﬂuid to
the body. A class of initial data is given so that the total net force
associated to the corresponding ﬂuid ﬂows does not vanish.
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1. Introduction
In an exterior domain Ω ⊂Rn (n = 3) with smooth boundary ∂Ω , we study the space–time decay
properties of solutions to the Navier–Stokes initial value problem
∂tu + u ·∇u = u − ∇p (x ∈ Ω, t > 0),
∇ ·u = 0 (x ∈ Ω, t  0),
u|∂Ω = 0, u → 0
(|x| → ∞),
u|t=0 = a, (1.1)
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velocity a = a(x). The kinematic viscosity is normalized to be one.
There is an extensive literature dealing with decay properties of weak and strong solutions to (1.1)
(see, e.g., [6–8,17,23,24,27,28,30–33,36]). For weak solutions, L2 decay properties have been studied
and the algebraic decay rates, similar to those for solutions of the heat equation, are obtained. The
results show that for each a ∈ L2σ (Ω), the space of the L2 solenoidal vector ﬁelds, there is a weak
solution u deﬁned for all t  0 such that ‖u(t)‖2 → 0 as t → ∞. Hereafter, ‖ · ‖r denotes the norm
of Lr(Ω). If a ∈ L2σ (Ω) ∩ Lr(Ω) for some 1 r < 2, then the weak solution satisﬁes
∥∥u(t)∥∥2  c(1+ t)− n2 ( 1r − 12 ). (1.2)
See [6,7] and [11]. For strong solutions, Lq-theory was developed by Iwashita [24] and Chen [11] for
n 3, and by Dan and Shibata [12] for n = 2 (see also [1] and [16]). They proved the estimates
∥∥u0(t)∥∥q  ct− n2 ( 1p − 1q )‖a‖p (1< p  q < ∞, 1 p < q∞), (1.3)∥∥∇u0(t)∥∥q  ct− 12− n2 ( 1p − 1q )‖a‖p (1< p  q n, 1 p < q n), (1.4)
on solutions u0 of the Stokes problem, i.e., the linearized version of (1.1). These estimates were applied
by [8,11] and [24] to extend results of Kato [25] for the Cauchy problem to the case of (1.1), and we
know that if n 3, if a is in the space Lnσ (Ω) of Ln solenoidal vector ﬁelds and if ‖a‖n is suﬃciently
small, then (1.1) admits a unique strong solution u deﬁned for all t  0. Moreover, if a ∈ Lr(Ω)∩Lnσ (Ω)





r − 1q )u ∈ BC([0,∞); Lq(Ω)) (r  q∞), (1.5)
t
1
2+ n2 ( 1r − 1q )∇u ∈ BC([0,∞); Lq(Ω)) (r  q n). (1.6)
In [18] we extended (1.5) and (1.6) to the case where r = 1< q.









|x|2α∣∣∇u(x, τ )∣∣2 dxdτ  c.
For the Cauchy problem, the following are known: M.E. Schonbek and T.P. Schonbek [37] proved (M)
with α = 3/2 for smooth solutions on R3 (see also [15]). He and Xin [22] proved (M) for weak solu-
tions, with α = 3/2, assuming a ∈ L1(R3) ∩ L2σ (R3) and |x|3/2a ∈ L2(R3). Bae and Jin [3] proved (M)
for weak solutions, with 1 < α < 5/2, assuming a ∈ L2σ (R3), (1 + |x|)a ∈ L1(R3) and |x|αa ∈ L2(R3).
Brandolese [9] found a local smooth solution u ∈ C([0, T );Zα), with some T > 0, assuming a ∈ Zα for
3/2<α < 9/2 (α 
= 5/3,7/2). Here, f ∈ Zα means that
(
1+ |x|2)α−2 f ∈ L2(R3), (1+ |x|2)α−1∇ f ∈ L2(R3), (1+ |x|2)α f ∈ L2(R3).
For problem (1.1), the corresponding results are still incomplete. Farwig and Sohr [14] found a class
of weak solutions u with associated pressures p such that
|x|α∂tu, |x|α∂2x u, |x|α∇p ∈ Ls
(
0,∞; Lq(Ω)) (n = 3),
for 1 < q < 3/2 and 1 < s < 2 with 3/q + 2/s − 4  α < min{1/2,3 − 3/q}. Farwig [13] then gave
another class of weak solutions such that
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t∫
s
∥∥|x| α2 ∇u∥∥22 dτ  ∥∥|x| α2 u(s)∥∥22 (0<α < 1),
∥∥|x| 12 u(t)∥∥22 + 2
t∫
s
∥∥|x| 12 ∇u∥∥22 dτ  ∥∥|x| 12 u(s)∥∥22 + ca,δ|t − s|δ,
for s = 0, a.e. s > 0 and all t  s, where δ > 0 is arbitrary. Recently, Bae and Jin have studied decay
rates of L2-moments. When n = 2, they prove in [4] that there is a weak solution u satisfying
∥∥|x|αu(t)∥∥p = O (t− 12+ 1p + α2 +δ) for large t,
for all δ > 0 and 0 < α  1, if a ∈ Lr(Ω) ∩ L2(Ω) and |x|a ∈ L 2r2−r (Ω) with 1 < r  2p/(p + 2) < 2 
p < ∞. Moreover, in case n = 3 they prove in [5] that there is a weak solution such that
∥∥|x|u(t)∥∥2  cδ(1+ t) 54− 32r +δ,
for all δ > 0, if a ∈ Lr(Ω) ∩ L2(Ω) for some 1< r < 6/5, |x|a ∈ L6/5(Ω) and |x|2a ∈ L2(Ω).




∥∥|x|α∇u(τ )∥∥22 dτ  c (1<α < n/2),
∥∥|x|βu(t)∥∥2  c(1+ t)− n(α−β)4α (0 β  α < n/2),
for all t  0. The restriction α < n/2 comes from our estimates on pressures. But, this condition on α
is optimal in the following sense: in Theorem 2.5 (see Section 2), we will show that strong solutions
behave in general as |u(x, t)| ≈ |x|−n for large |x|. So |x|αu is in L2(Ω) only when α < n/2. In a special
case, however, this restriction on α is relaxed. Indeed, we show that one can take α < 1+ n/2 if the




(y∂ν p − pν)(y, t)dS y = 0, t ∈ (0,∞), (1.7)
where ν is the unit outward normal to ∂Ω .
We next discuss the behavior of weighted Lq-norms of strong solutions. For the Cauchy problem,
the estimates t
β
2 ‖|x|αu‖q + t 1+β2 ‖|x|α∇u‖q  c are known to be valid if α  0, β  0 and
α + 2β = n − n/q or α + 2β = n+ 1− n/q, n < q∞. (1.8)
See [2,3,15,22,34] and [35] for the details. See also [19] for solutions with some symmetries. The
balance relation (1.8) agrees with that for solutions of the linear heat equation on Rn .
On the other hand, for (1.1) with n = 3, He and Xin [21] gave strong solutions such that
‖|x|αu(t)‖q  c for α = 3/7 − 3/q, 7 < q ∞. Recently, Bae and Jin have adapted the ideas of [21]
and proved
∥∥|x|2u(t)∥∥  cδt1− 32 ( 1r − 1p )+δ for large t > 0,p
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|x|a, |x|2a ∈ Lr(Ω), |x|a ∈ L6/5(Ω), |x|2a ∈ L2(Ω).
However, these results are not optimal. In this paper we deduce the optimal decay rates in space and
time and establish a balance relation between these two kinds of decays which is similar to that of
solutions to the Cauchy problem.
It should be noticed that for (1.1), the spatial decay property of a solution is closely connected
with the vanishing of the total net force exerted by the ﬂuid to the body Rn \ Ω . Indeed, it is shown
in [18] that the following three statements are equivalent:





T [u, p] ·ν)(y, t)dS y = 0, (1.9)
where T [u, p] = (T jk[u, p])nj,k=1 = (∂ juk + ∂ku j − δ jk p) is the stress tensor.
(b) The solution u is in C([0, T ); L1(Ω)).
(c) Assertion (1.7) holds, i.e., G(t) = 0.
In this paper we further show that if |x|n(1− 1r )a ∈ Lr(Ω) for some 1 r < ∞, then in general we have
t
n
2 (1− 1r )|x|n(1− 1r )u ∈ L∞loc([0,∞); Lrw(Ω)), where Lrw is the weak Lr-space, and that
(1.9) holds if and only if t
n
2 (1− 1r )|x|n(1− 1r )u ∈ L∞loc
([0,∞); Lr(Ω)).
See Theorem 2.5 in Section 2.
Finally, we give a class of initial data a such that the corresponding strong solutions satisfy F 
= 0
(or, equivalently, G 
= 0). For such data, our moment estimates (Theorem 2.2) and the time-decay rates
(Theorem 2.4) are optimal. But, we do not know if our class is vacuous or not.
Throughout the paper we assume n = 3; but we use the notation n to denote the space dimension.
Indeed, our results on strong solutions are valid for all dimensions n 3 and, moreover, our notation
(of using n) would be convenient for the reader to understand the nature of assumptions in our main
results (Theorems 2.1–2.6 below).
2. Notation and main results
We always assume that n = 3 and that the origin of Rn is in Rn \ Ω . Lq(Ω), 1 q ∞, denotes
the Lebesgue space of real-valued functions as well as that of vector functions, with norm ‖ · ‖q ,
and C∞0,σ (Ω) the set of smooth solenoidal vector ﬁelds with compact support in Ω . L
q
σ (Ω),
1 < q < ∞, is the closure of C∞0,σ (Ω) in the norm ‖ · ‖q . Let H1(Rn) be the Hardy space deﬁned
in [33,39]. Given a Banach space X with norm ‖ · ‖X , we denote by Lp(0, T ; X), 1  p  ∞, the
set of strongly measurable functions f : (0, T ) → X such that ∫ T0 ‖ f (t)‖pX dt < ∞ (obvious modiﬁca-
tion when p = ∞). P : Lq(Ω) → Lqσ (Ω) is the bounded projection as deﬁned in [32], and the Stokes
operator A = −P is the closed linear operator in Lqσ (Ω), with (dense) domain D(A) = D(Aq) =
H2,q(Ω) ∩ H1,q0 (Ω) ∩ Lqσ (Ω). We know that −Aq generates in Lqσ (Ω) a bounded analytic semigroup
{e−t A}t0. Using this we deﬁne
D1−1/s,sq =
{
v ∈ Lqσ (Ω): ‖v‖D1−1/s,sq = ‖v‖q +
( ∞∫
0






with 1< s < ∞. We need these spaces for specifying our initial data.
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lem (1.1) if:
(1) u ∈ L∞(0, T ; L2σ (Ω)) ∩ L2(0, T ; H1,20 (Ω)) for all T > 0.









(3) u satisﬁes ∇ ·u = 0 in Ω in the sense of distributions.
Deﬁnition 2.2. Let a ∈ Lnσ (Ω). A vector function u is called a strong solution to problem (1.1) if
u ∈ BC([0,∞); Lnσ (Ω)) and if (2) and (3) in Deﬁnition 2.1 hold for u.
Our main results are as follows. The ﬁrst result deals with the existence and estimates of weak
solutions in weighted L2-spaces.





∥∥u(s)∥∥22 for s = 0, a.e. s > 0, and all t  s. (2.1)
Moreover, if a ∈ L1(Ω)∩ L2σ (Ω)∩D1−1/s,sp , n+1 = 2/s+n/p, and 6/5 p < n/(n−1) and if |x|αa ∈ L2(Ω)




∥∥|x|α∇u∥∥22 dτ  c, ∥∥|x|βu(t)∥∥2  c(1+ t)− n(α−β)4α (0 β  α), (2.2)
for all t  0, with c depending only on α, ‖a‖1 , ‖a‖D1−1/s,sq and ‖|x|
αa‖2 .
We note that 6/5 = (2∗)′ = 2n/(n + 2) with 2∗ = 2n/(n − 2) and n = 3, according to the Sobolev
embedding theorem. As will be seen from the proof, the restriction α < n/2 comes from our estimates
on the pressures. But, condition α < n/2 is optimal, as mentioned in Introduction, since our weak
solutions behave like |x|−n as |x| → ∞. On the other hand, if p satisﬁes G = 0, where G is the function
deﬁned in (1.7), then u will behave like |x|−n−1. We now discuss the validity of this conjecture.
However, it is now known that condition G = 0 is closely connected with some symmetry conditions
on {u, p}; so we state our result in the following form.
Theorem 2.2. SupposeΩ is invariant under the reﬂection x → −x. Let a ∈ L1(Ω)∩ L2σ (Ω)∩D1−1/s,sp , n+1 =
2/s+ n/p, and 6/5 p < n/(n− 1). If a(−x) = −a(x) and |x|αa ∈ L2(Ω) for some 1<α < 1+ n/2, then a




∥∥|x|α∇u∥∥22 dτ  c, ∥∥|x|βu(t)∥∥2  c(1+ t)− n(α−β)4α (0 β  α). (2.3)
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and [9] for solutions to the Cauchy problem.
We next deal with strong solutions and prove the existence of those solutions which decay more
rapidly than those treated, e.g., in [7,8,11] and [24].
Theorem 2.3. Let a ∈ L1(Ω) ∩ Lnσ (Ω) ∩ D1−1/s,sp , 2/s + n/p = n + 1, and 6/5 p < n/(n − 1). There is a
constant λ > 0 so that ‖a‖n  λ implies the existence of a strong solution u deﬁned for all t  0 such that
‖u‖r  ct− n2 ( 1 − 1r )
(
1 min{n, r}, 1< r ∞),
‖∇u‖r  ct− 12− n2 ( 1 − 1r ) (1  r  n),∥∥∂2u∥∥r + ‖∂tu‖r + ‖∇p‖r  ct−1− n2 ( 1 − 1r ) (1  r  n/2, r > 1) (2.4)
and
∥∥∇u(t)∥∥Lr(Ωδ)  ct− 12− n2 (1− 1r ) + cδt− n2 (n < r < ∞), (2.5)
for all t > 0, where Ωδ = {x ∈ Ω: dist(x, ∂Ω) > δ}, δ > 0.
(2.4) is given in [18] (see Theorem 1), and (2.5) will be proved in Section 5. The last term in (2.5)
comes from a boundary integral in the representation formula of u, which does not appear in the
case of the Cauchy problem.
The result below deals with the time-decay of weighted norms of strong solutions.
Theorem 2.4. Let a ∈ L1(Ω) ∩ Lnσ (Ω) ∩ D1−1/s,sp , 2/s + n/p = n + 1, and 6/5  p < n/(n − 1). Suppose|x|αa ∈ Lr(Ω) with α = n(1 − 1/r) for some 1  r < ∞. Then, there is a number λ1 > 0 so that ‖a‖n  λ1
ensures the existence of a strong solution u satisfying
∥∥|x|αu(t)∥∥q  ct− n2 ( 1r − 1q ) (max{r,n/(n − 1)}< q∞) for all t > 0. (2.6)
For the Cauchy problem, there are strong solutions u satisfying tβ‖|x|αu‖q  c, n < q ∞, with
α = n(1− 1/r), β = (n/2)(1/r − 1/q) and 1 < r  q ∞. See [22]. Our result above is similar to that
of [22] and improves that of [5]. The relation between the space and time decays given above agrees
with that of the Cauchy problem.
We ﬁnally discuss the relation between the decay properties of solutions u and the vanishing of
the associated total net force, i.e., the validity of (1.9). Deﬁne V (x, t) = (V jk(x, t)) by
V jk(x, t) = Et(x)δ jk + ∂ j∂k(N ∗ Et)(x), (2.7)
where N = cn|x|2−n is the Newtonian potential and Et(x) = (4πt)−n/2e−|x|2/4t . Moreover, recall the
function F(t) = (F j(t))nj=1 deﬁned in (1.9). We shall prove











1+ t− n2 (1− 1r )) for all t > 0. (2.8)0
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α
2 |x|αu ∈ L∞loc([0,∞); Lrw(Ω)) and that t
α
2 |x|αu ∈ L∞loc([0,∞); Lr(Ω)) if and only if (1.9)
holds.
To see that (2.8) is in general optimal, we need to construct a velocity ﬁeld a for which the
corresponding solution does not satisfy (1.9). To this end, the following result would be useful. Let
ν = (ν1, ν2, ν3) be the unit outward normal to ∂Ω and consider the functions hk , k = 1,2,3, satisfying
hk = 0, ∂hk/∂ν|∂Ω = −νk,
∣∣hk(x)∣∣= O (|x|−1) (|x| → ∞).
Now, we know [29] that if a ∈ L1(Ω) ∩ D(A2), a (unique) strong solution u exists at least locally in
time, satisfying ‖u(t) − a‖H2,2(Ω) → 0 as t → 0. In this situation we prove
Theorem 2.6. A strong solution u and the associated pressure p satisfy (1.9) if and only if
∫
∂Ω





i jhk dx= 0 for all k ∈ {1,2,3}.
Therefore, if a ∈ L1(Ω) ∩ D(A2) satisﬁes
∫
∂Ω





i jhk dx 
= 0 for some k ∈ {1,2,3},





i jhk dx 
= 0 for some k ∈ {1,2,3}, (2.9)
then {u, p} does not satisfy (1.9).
Let Ω be the exterior to the unit ball, and so h = −c∇|x|−1. If a(−x) = −a(x), the correspond-
ing {u, p} satisﬁes u(−x, t) = −u(x, t), p(−x, t) = p(x, t). Direct calculation then gives
∫
∂Ω





i jhk dx = 0 for all k ∈ {1,2,3}.
Hence, (1.9) holds by Theorem 2.6. However, by now we have no examples of a satisfying (2.9).
We prove Theorems 2.1–2.2 by establishing necessary estimates for approximate solutions which
are uniform in approximation parameter and then invoking the fact that our weak solutions become
strong after a ﬁnite time. Construction of the approximate solutions will be described in Section 3.
Theorems 2.3–2.6 are obtained by directly estimating the strong solutions whose existence is now
well known. In dealing with strong solutions, we freely make use of the results obtained in our
previous paper [18].
3. Preliminaries
Let Ω be a smooth exterior domain in Rn , n = 3. We construct approximate solutions uε , ε > 0,
by solving
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ε − uε + (uε ∗ φε) ·∇uε = −∇pε in Ω × (0,∞),
∇ ·uε = 0 in Ω × [0,∞),
uε|∂Ω = 0, uε|t=0 = aε = e−εAa. (3.1)
Here, φε(x) = ε−nφ(x/ε) is the standard molliﬁer on Rn and φε ∗ uε is the convolution of φε and the
extension of uε to Rn deﬁned as uε = 0 outside Ω . As is well known (see [36]), the function uε is
obtained by solving the integral equation






) ·∇uε)(τ )dτ . (3.1′)
Indeed, we know that if a ∈ L2σ (Ω) and ε > 0, then a unique solution uε to (3.1′) exists for all t  0,





∥∥∇uε∥∥22 dτ = ∥∥aε∥∥22  ‖a‖22 for all t  0. (3.2)
Moreover, we know by [6] and [11] that if a ∈ L1(Ω) ∩ L2σ (Ω), then
∥∥uε(t)∥∥r  c(1+ t)− n2 (1− 1r ) (1< r  2) (3.3)
with c > 0 independent of ε and t > 0. The result below is due to [1] and [16].
Lemma 3.1. Let a ∈ L2σ (Ω) ∩ D1−1/s,sp with n + 1 = 2/s + n/p, 1 < p < n/(n − 1), 1 < s < 2. Then, there
exists a number c > 0 independent of ε such that
∞∫
0
(∥∥∂tuε∥∥sp + ∥∥∂2x uε∥∥sp + ∥∥∇pε∥∥sp)dt  c(‖a‖22 + ‖a‖D1−1/s,sp )s. (3.4)
The following is proved in [36].
Lemma 3.2. Let a ∈ L2σ (Ω) and let uε satisfy (3.1). Then, as ε → 0, a subsequence of uε converges to a weak





∥∥u(s)∥∥22 for s = 0, a.e. s > 0, and all t  s. (3.5)
Furthermore, there is t0 > 0 so that u becomes a strong solution of (1.1) for t  t0 .
The function u given above is a strong solution for t  t0; so the proof of Theorem 1 in [18] applies
with minor change to show the following
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exists t0 > 0 such that
‖∂tu‖r +
∥∥∂2x u∥∥r + ‖∇p‖r  c(t − t0)−1− n2 ( 1 − 1r ) (1<  < r < n/2) for all t > t0. (3.6)
Lemmas 3.1 and 3.3 together imply
Lemma 3.4. Let a ∈ L2σ (Ω)∩ L1(Ω)∩ D1−1/s,sp , with n+ 1 = 2/s+n/p and 1< p < n/(n− 1). Let u be the
weak solution satisfying (3.5). Then there is a constant c′ depending on u, so that
∞∫
0
(‖∂tu‖p + ∥∥∂2x u∥∥p + ‖∇p‖p)dt  c(‖a‖22 + ‖a‖D1−1/s,sp )+ c′.
We conclude this section with the following, which is needed in the next section in order to
deduce our assertion by applying Gronwall’s inequality to approximate solutions uε .
Lemma 3.5. Let at = e−t Aa, with a ∈ L2σ (Ω) ∩ D1−1/s,sp , n + 1 = n/p + 2/s and 1 < p < n/(n − 1). If
|x|αa ∈ L2(Ω) for some 1<α < n/2, then
lim
t→0
∥∥|x|α(at − a)∥∥2 = 0. (3.7)







] ·ν)(y, t)dS y = 0 for a.e. t > 0. (3.8)
Then (3.7) holds for 1<α < 1+ n/2, provided that |x|αa ∈ L2(Ω).
Proof. We invoke the representation





V (x− y, t − τ ) · (T [at , pt] ·ν)(y, τ )dS y dτ ≡ (Et ∗ a˜)(x) + bt ,
where V = (Vi) is deﬁned in (2.7), and a˜ = a in Ω and a˜ = 0 outside Ω . First we show that
∥∥|x|α(Et ∗ a˜ − a˜)∥∥2 → 0 (t → 0). (3.9)
For simplicity we write a˜ = a. Direct calculation gives





a(x− y) − a(x)]dy∣∣∣∣
 c
∫




∣∣a(x− y) − a(x)∣∣dy










t)|x− y|α∣∣a(x− y) − a(x)∣∣dy.
Integrating in x via the change of variables z = y/√t gives
∥∥|x|α(Et ∗ a − a)∥∥2  ctα/2
∫
|z|α E1(z)




∥∥| · − √tz|α(a( · − √tz) − a)∥∥2 dz.
The ﬁrst term tends to 0 as t → 0. On the other hand,
|x− √tz|α(a(x− √tz) − a(x))= |x− √tz|αa(x− √tz) − |x|αa(x) + a(x)[|x|α − |x− √tz|α].
Hence,
∥∥| · − √tz|α(a( · − √tz) − a( · ))∥∥2

∥∥| · − √tz|αa( · − √tz) − | · |αa( · )∥∥2 + ∥∥a( · )(| · |α − | · − √tz|α)∥∥2.





∥∥| · − √tz|αa( · − √tz) − | · |αa( · )∥∥2 dz = 0.
Furthermore,





|x− θ√tz|αdθ = −α
1∫
0
|x− θ√tz|α−2(x− θ√z) ·√tz dθ
and so
∣∣|x− √tz|α − |x|α∣∣ α|z|√t
1∫
0






∥∥a(| · − √tz|α − | · |α)∥∥2  cα√t|z|∥∥|x|α−1a∥∥2 + cα(√t|z|)α‖a‖2
 cα
√
t|z|∥∥|x|αa∥∥ α−1α2 ‖a‖ 1α2 + cα(√t|z|)α‖a‖2.
We conclude that∫
E1(z)








|z|α E1(z)dz → 0
as t → 0. This proves (3.9).
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(∥∥∂2x aτ∥∥p + ∥∥∇pτ∥∥p)dτ → 0 as t → 0.
Here we have used estimate (4.5). This, together with (3.9), gives limt→0 ‖|x|α(et Aa − a)‖L2(Ω1) = 0 if
1<α < n/2. On the other hand,
limsup
t→0
∥∥|x|α(e−t Aa − a)∥∥L2(Ω\Ω1)  c limt→0
∥∥e−t Aa − a∥∥2 = 0.













] ·ν)(y, τ )dS y dτ dθ,












(∥∥∂2x aτ∥∥p + ∥∥∇pτ∥∥p)dτ → 0 as t → 0.
The estimate in L2(Ω \ Ω1) is the same as in the previous case. 
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This section establishes the estimates (Proposition 4.1 and Lemma 4.2 below) for L2-moments of
weak solutions, thereby proving Theorems 2.1 and 2.2.
Proposition 4.1. Let a ∈ L1(Ω) ∩ L2σ (Ω) ∩ D1−1/s,sp , n + 1 = 2/s + n/p, and 6/5 p < n/(n − 1). Let u be




∥∥|x|α∇u∥∥22 dτ  c, (4.1)
∥∥|x|βu(t)∥∥2  c(1+ t)− n(α−β)4α (0 β  α). (4.2)
Remark. As seen from the proof given below, the restriction α < n/2 comes from estimates on
‖|x|α−1pε‖2. Indeed, we have to require 2(α − 1 − n + 1) + n < 0 in estimating I1 and I2 in (4.4).
However, the condition α < n/2 is in general optimal in the following sense: In Section 6 we show
that in general our solutions u behave like |u(x, t)| ≈ c|x|−n for large |x|. So |x|αu(x, t) is in L2(Ω)
only if α < n/2.
Proof of Proposition 4.1. For brevity we write v = uε , b = uε ∗ φε and p = pε . We multiply (3.1) by





















≡ K1 + K2 + K3 + K4. (4.3)
We estimate each term on the right-hand side of (4.3). Let 2∗ = 2n/(n−2). By the Hölder and Sobolev
inequalities, we have
K1  c
∥∥|x|α−1v∥∥22  c∥∥|x|αv∥∥ 2(α−1)α2 ‖v‖ 2α2 , K4  c∥∥|x|αv∥∥2∥∥|x|α−1p∥∥2,
K2  c
∥∥|x|α−1v∥∥2∥∥|x|α∇v∥∥2  c∥∥|x|αv∥∥ α−1α2 ‖v‖ 1α2 ∥∥|x|α∇v∥∥2  12
∥∥|x|α∇v∥∥22 + c∥∥|x|αv∥∥ 2(α−1)α2 ‖v‖ 2α2 ,
and
K3  c
∥∥|x|αv∥∥2∥∥|x|αv∥∥ α−1α2∗ ‖v‖ 1α2∗‖b‖n
 c
∥∥|x|αv∥∥2∥∥|x|α∇v∥∥ α−1α2 ‖∇v‖ 1α2 ‖b‖ 4−n22 ‖∇b‖ n−222
 1
2
∥∥|x|α∇v∥∥22 + c∥∥|x|αv∥∥ 2αα+12 ‖∇v‖ 2α+12 ‖b‖ α(4−n)α+12 ‖∇b‖ α(n−2)α+12 .
Here, we have applied the estimate (see [10]) ‖|x|α−1 f ‖2  c‖|x|α∇ f ‖2 for α − 1> −n/2, to get
∥∥|x|αv∥∥ ∗  c(∥∥|x|α∇v∥∥ + ∥∥|x|α−1v∥∥ ) c∥∥|x|α∇v∥∥ .2 2 2 2
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∂νN (x− y)p(y, t)dS y + ∇2
∫
Ω
N (x− y) : (b ⊗ v)dy
≡ I1 + I2 + I3. (4.4)
Here, N = cn|x|2−n is the Newtonian potential. The term I1 is deduced from the standard single-
layer potential by the fact that
∫
∂Ω
∂ν p dS =
∫
Ω
p dx = − ∫
Ω
∂ jbk∂kv j dx = 0, which is obtained via
Lemma 4.2 below.
Lemma 4.2. (i) If ∇p ∈ Lq(Ω), 1 < q < n′ = n/(n − 1), and if p ∈ L1(Ω), then the normal derivative
∂ν p = ν ·∇p|∂Ω makes sense in W−1/q,q(∂Ω), satisfying
〈∂ν p, f |∂Ω 〉 =
∫
Ω
∇p ·∇ f dx+
∫
Ω
(p) f dx for all f ∈ H1,q′ (Ω),
‖∂ν p‖W−1/q,q(∂Ω)  c
(‖∇p‖q + ‖p‖1).
(ii) If ∇p ∈ Ln′ (Ω) and p = g|Ω for some g ∈ H1(Rn), then ∂ν p ∈ W−1/n′,n′ (∂Ω) is well deﬁned and
satisﬁes
〈∂ν p, f |∂Ω 〉 =
∫
Ω
∇p ·∇ f dx+
∫
Ω
(p) f dx for all f ∈ H1,n(Ω),
‖∂ν p‖W−1/n′,n′ (∂Ω)  c
(‖∇p‖n′ + inf{‖g‖H1(Rn): g|Ω = p}).
See Proposition 2.2 and Corollary 2.3 in [20] for the proof of Lemma 4.2. We continue the proof of
Proposition 4.1. Since α < n/2, we have |x|α−1∇N ∈ L2(Ω). Thus, Lemma 4.2(i) implies
∥∥|x|α−1 I1∥∥L2(Ωδ)  c‖∂ν p‖W−1/p,p(∂Ω)  c(‖∇p‖p + ‖p‖1) c(‖∇p‖p + ‖∇b‖2‖∇v‖2),
where Ωδ = {x ∈ Ω: dist(x, ∂Ω) > δ}. Furthermore, we know that
‖ f ‖Lp(∂Ω)  c‖∇ f ‖p for all f ∈ H1,p(Ω) and 1< p < n. (4.5)
See Lemma 4.1 in [18] and Lemma 2.1 in [20]. By (4.5), I2 is estimated as
∥∥|x|α−1 I2∥∥L2(Ωδ)  c‖p‖Lp(∂Ω)  c‖∇p‖p .
Since −n/2 < α − 1 < n/2, from the weighted estimates on singular integrals [38–40] we get
‖|x|α−1 I3‖2  c‖|x|α−1bv‖2. Therefore,
∥∥|x|α−1p∥∥ 2  c(‖∇p‖p + ‖∇b‖2‖∇v‖2 + ∥∥|x|α−1bv∥∥ ).L (Ωδ) 2
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‖|x|α−1p‖L2(Ω\Ωδ)  c‖p‖p∗  c‖∇p‖p . Hence, ‖|x|α−1p‖2  c(‖∇p‖p + ‖∇b‖2‖∇v‖2 + ‖|x|α−1bv‖2),
and so
K4  c
∥∥|x|αv∥∥2∥∥|x|α−1bv∥∥2 + c∥∥|x|αv∥∥2(‖∇p‖p + ‖∇b‖2‖∇v‖2).
The ﬁrst term on the right-hand side is estimated as
∥∥|x|αv∥∥2∥∥|x|α−1bv∥∥2  ∥∥|x|αv∥∥2∥∥|x|α−1v∥∥2∗‖b‖n
 c
∥∥|x|αv∥∥2∥∥|x|αv∥∥ α−1α2∗ ‖v‖ 1α2∗‖b‖ 4−n22 ‖∇b‖ n−22
 c
∥∥|x|αv∥∥2∥∥|x|α∇v∥∥ α−1α2 ‖∇v‖ 1α2 ‖b‖ 4−n22 ‖∇b‖ n−222
 1
2





∥∥|x|α∇v∥∥22 + c∥∥|x|αv∥∥ 2αα+12 ‖∇v‖ 2α+12 ‖b‖ α(4−n)α+12 ‖∇b‖ α(n−2)α+12
+ c∥∥|x|αv∥∥2(‖∇p‖p + ‖∇b‖2‖∇v‖2).





∥∥|x|αv∥∥ 2αα+12 ‖∇v‖ 2α+12 ‖b‖ α(4−n)α+12 ‖∇b‖ α(n−2)α+12














2 + ‖∇p‖p + ‖∇b‖2‖∇v‖2,
Yε(t) ≡ 1+












Lemma 3.1, (3.2), (3.3) together imply Fε ∈ L1(0, T ) for each ﬁxed 0< T < ∞ and
T∫
0
Fε dτ  cT
with cT > 0 independent of ε. Via Gronwall’s lemma and Lemma 3.5, we conclude that
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t∫
0
∥∥|x|α∇v∥∥22 dτ  cT (t ∈ (0, T ]),




∥∥|x|α∇u∥∥22 dτ  cT (t ∈ (0, T ]). (4.7)
We next invoke Lemma 3.3 to see that
∫∞
2t0
‖∇p‖p dτ < ∞. Since u is a strong solution for t > t0,
deﬁning Y (t) = 1+ ‖|x|αu(t)‖22 and









2 + ‖∇p‖p + ‖∇u‖22, t > t0,
we obtain dY /dt  cF Y and
∫∞
2t0




∥∥|x|α∇u∥∥22 dτ  c for all t > 2t0.
This, together with (4.7) for t = T = 2t0, gives (4.1). On the other hand, since
∥∥|x|βu(t)∥∥2  ∥∥|x|αu(t)∥∥ βα2 ∥∥u(t)∥∥ α−βα2 ,
we see that (4.2) follows from (3.3). This completes the proof of Proposition 4.1. 
In the proof of (4.1), the restriction α < n/2 results from the estimates on I1 and I2 in (4.4). To
estimate I3, we need only require α − 1< n(1− 1/2), i.e., α < 1+ n/2. So we can reasonably expect
the improvement of the order of the moments, assuming that the total net force vanishes. In the
result below, we assume that Ω is invariant under the reﬂection x → −x.
Proposition 4.3. Let a ∈ L1(Ω) ∩ L2σ (Ω) ∩ D1−1/s,sp , n + 1 = 2/s + n/p, and 6/5 p < n/(n − 1). Suppose





∥∥|x|α∇u∥∥22 dτ  c, ∥∥|x|βu(t)∥∥2  c(1+ t)− n(α−β)4α (0 β  α), (4.8)
for all t  0.
Proof. In the proof of Proposition 4.1, we have only to replace the estimates on I1 and I2 by new
ones. The assumption a(−x) = −a(x) implies uε(−x, t) = −uε(x, t) and pε(−x, t) = pε(x, t). See [20]




ε − pεν)(y, t)dS y = 0,∂Ω
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p(y, t)νk y(∂k∂N )(x− yθ)dS y dθ.
Since 1 < α < 1 + n/2, we have |x|α−1∂k∂N (x) ∈ L2(Ω). So, splitting Ω as in the proof of Proposi-
tion 4.1 and applying Lemma 4.2, we get
∥∥|x|α−1(I1 + I2)∥∥2  c(‖∇p‖p + ‖p‖1) c(‖∇p‖p + ‖∇b‖2‖∇v‖2).
The estimate on I3 is the same as before. We thus see that if 1<α < 1+ n/2, then
∥∥|x|α−1p∥∥2  c(‖∇p‖p + ‖∇b‖2‖∇v‖2 + ∥∥|x|α−1bv∥∥2).
Using this, we can prove (4.8). This completes the proof of Proposition 4.3. 
5. Lq-estimates for strong solutions
We prove the desired Lq-estimates for strong solutions u which imply Theorem 2.3. Let V = (V jk)
be the functions deﬁned in (2.7), i.e.,
V jk(x, t) = Et(x)δ jk + ∂ j∂k(N ∗ Et)(x), Et(x) = (4πt)− n2 e−
|x|2
4t , (5.1)
where N is the Newtonian potential. Furthermore, let ν = (ν1, . . . , νn) be the unit outward normal to
∂Ω and let
T [u, p] = (∂ jui + ∂iu j − δi j p)ni, j=1




∣∣T [u, p](y, t)∣∣dS y  c(∥∥∂2u∥∥r + ‖∇p‖r) (1< r < n). (5.2)





V (x− y, t − τ ) · (T [u, p] ·ν)(y, τ )dS y dτ
is well deﬁned. Therefore, the function u = (u1, . . . ,un) is represented as


















V (x− y, t − τ ) · (u ·∇u)(y, τ )dy dτ
≡ I1 + I2 + I3 + I4. (5.3)
The result below improves Lemma 3.3.
Lemma 5.1. Let a ∈ L1(Ω)∩ Lnσ (Ω)∩ D1−1/s,sp with 2/s+n/p = n+ 1 for some 1< p < n/(n− 1). There is
λ > 0 so that if ‖a‖n  λ, then
‖u‖r  ct− n2 ( 1 − 1r )
(
1 min{n, r}∞, r > 1),
‖∇u‖r  ct− 12− n2 ( 1 − 1r ) (1  r  n),∥∥∂2x u∥∥r + ‖∂tu‖r + ‖∇p‖r  ct−1− n2 ( 1 − 1r ) (1  r  n/2, r > 1), (5.4)
for all t > 0.
The proof of Lemma 5.1 is similar to that of Theorem 1 in [18], so omitted here.
Proposition 5.2. Under the assumptions of Lemma 5.1, we have
∥∥∇u(t)∥∥Lr(Ωδ)  ct− 12− n2 (1− 1r ) + cδt− n2 (n < r < ∞), (5.5)
for all t > 0.
Proof. First we observe that
∣∣∂mx V (x, t)∣∣ c(|x|2 + t)−m+n2 (m = 0,1,2, . . .), (5.6)
with c > 0 depending only on m. To prove (5.6), note that (5.1) can be rewritten in the form




as seen via the Fourier transform. It is easy to see that |∂mx Et(x)| cm(|x|2 + t)−
n+m






∣∣∣∣∣ cm(|x|2 + t)−
n+m
2 .
Direct calculation using the change of variable s = σ(t + |x|2) gives







(|x|2 + (s + t))− n+m+22 ds = c′m(|x|2 + t)− n+m2
and this implies (5.6).
Now we can prove (5.5), using (5.3) and (5.6). It is easy to see that










V (x− y, t − τ ) · (T [u, p] ·ν)(y, τ )dS y dτ ≡ I21 + I22. (5.7)
By (5.2), (5.4) and Lemma 3.4, we deduce
‖∇ I21‖r  c
t/2∫
0








2− n2 (1− 1r ).
Applying (5.6) and Lemma 5.1, we get


















t − τ + δ2)− 12− n2 (1− 1r ) dτ  cδt− n2 .
On the other hand, since u˜ ·∇u˜ ∈ H1(Rn), we obtain
‖∇ I3‖r  c
t/2∫
0
(t − τ )− 12− n2 (1− 1r )∥∥u˜ ·∇u˜(τ )∥∥H1(Rn) dτ
 ct− 12− n2 (1− 1r )
t∫
0
∥∥u(τ )∥∥2∥∥∇u(τ )∥∥2 dτ
 ct− 12− n2 (1− 1r ).
Furthermore, since a ∈ Lnσ (Ω), we have ‖∇u(τ )‖n  cτ−
1
2 . Hence, if n < r < ∞, then
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t∫
t/2




(t − τ )− 12− n2 ( 1n − 1r )τ− 12− n2 dτ  ct− 12− n2 (1− 1r ).
Collecting terms gives (5.5). The proof is complete. 
6. Weighted Lq-estimates for strong solutions
This section establishes the weighted Lq-estimates for our strong solutions and proves Theo-
rem 2.4. We begin with
Lemma 6.1. Let 1 r < ∞, α = n(1− 1/r) and let V = (V jk) be deﬁned by (5.1). Then,
∥∥| · |α∇ j V ( · , t)∥∥q  ct α2 − j2− n2 (1− 1q ) = ct− j2− n2 ( 1r − 1q ) if nq − nr < j, j = 0,1.
The same estimates hold also in case r = q = ∞.
Proof. The result follows immediately from (5.6), and the details are omitted. 
The main result in this section is the following
Proposition 6.2. Let a ∈ L1(Ω)∩ Lnσ (Ω)∩ D1−1/s,sp with 2/s+n/p = n+1 and 1< p < n/(n−1). Suppose|x|αa ∈ Lr(Ω)withα = n(1−1/r) for some 1 r < ∞. Then there is a constant λ1 > 0 such that if ‖a‖n  λ1 ,
then there is c > 0 so that
∥∥|x|αu(t)∥∥q  ct− n2 ( 1r − 1q ) (max{r,n/(n − 1)}< q∞) for all t > 0. (6.1)
Proof. First let ‖a‖n  λ so that we can apply Lemma 5.1 and Proposition 5.2. Obviously,
|x|α  2 α2 (|y|α + |x− y|α), α  0. (6.2)
Hereafter Ik (k = 1,2,3,4) denotes the terms given in (5.3). If q >max{r,n/(n − 1)}, then


















r − 1q )∥∥|y|αa∥∥r + ct− n2 (1− 1q )+ α2 ‖a‖1
= c(∥∥|y|αa∥∥r + ‖a‖1)t− n2 ( 1r − 1q ). (6.3)
Let I21 and I22 be deﬁned in (5.7). Since we may assume |x − y| 1 whenever x ∈ Ωδ and y ∈ ∂Ω ,
applying Lemma 3.4, (6.2) and (5.6) with m = 0 gives
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t/2∫
0




(t − τ + 1) α2 − n2 (1− 1q )∥∥T [u, p]∥∥L1(∂Ω)(τ )dτ
 ct
α
2 − n2 (1− 1q )
t∫
0
(∥∥∂2u∥∥p + ‖∇p‖p)(τ )dτ  ct− n2 ( 1r − 1q )
for all t > 0. We next apply Lemma 5.1 and (6.2) to estimate I22 as
∥∥|x|α I22∥∥Lq(Ωδ)  c
t∫
t/2




















(t − τ + 1)− n2 ( 1r − 1q ) dτ .
Suppose ﬁrst −β − 1+ n/2 0 and β < 1, where β = (n/2)(1/r − 1/q). Since n/2> 1, we have
t∫
t/2
(t − τ + 1)− n2 ( 1r − 1q ) dτ 
t∫
t/2




(t − τ )− n2 ( 1r − 1q )−1+ n2 dτ  ct− n2 ( 1r − 1q )+ n2 .




r − 1q ) for all t > 0.
If β > 1, then
∫ t




r − 1q ) dτ  c. Therefore, replacing ‖∂2u‖n/2 +‖∇p‖n/2 by ‖∂2u‖ +




r − 1q ) for all t > 0.
If β = 1, the foregoing estimate gives ‖|x|α I22‖Lq(Ωδ)  ct−
n
2 log(e + t) ct− n2 ( 1r − 1q ) .
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∥∥|x|α I22∥∥Lq(Ωδ)  c
t∫
t/2



























(t − τ )− n2 ( 1r − 1q ) dτ  ct− n2 ( 1r − 1q )
for some  ∈ (1,n/2]. Here, we have used ‖∂2u(τ )‖ + ‖∇p(τ )‖  cτ−1, which follows from (5.4) by
taking  = r  n/2. We thus obtain, for all possible choices of r and q,
∥∥|x|α I22∥∥Lq(Ωδ)  ct− n2 ( 1r − 1q ) for all t > 0.












(∇xV )(x− y, t − τ ) : (u ⊗ u)(y, τ )dy dτ .
Since a ∈ Lnσ (Ω), (5.4) with  = n and r = ∞ shows ‖u(τ )‖∞  c‖a‖nτ−1/2. Hence,
∥∥|x|α I4∥∥q  c
t∫
t/2












(t − τ )− 12 τ− 12− n2 ( 1r − 1q ) dτ
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t∫
t/2
(t − τ )− 12 τ− 12 ∥∥|y|αu(τ )∥∥q dτ + ct− n2 ( 1r − 1q ).












(∇xV )(x− y, t − τ ) : (u ⊗ u)(y, τ )dy dτ .
We write















|x− y|α(∇xV )(x− y, t − τ ) : (u ⊗ u)(y, τ )dy dτ
∥∥∥∥∥
q
≡ J1 + J2.













r − 1q )
t/2∫
0
(t − τ )− 12 (1+ τ )− n2 dτ  ct− n2 ( 1r − 1q ).
To estimate J1, suppose ﬁrst β = (n/2)(1/r − 1/q) < 1. We apply ‖u(τ )‖n  c‖a‖n , as well as Young’s








(t − τ )−1∥∥|y|αu(τ )∥∥q dτ  c‖a‖nt−1
t/2∫
0
∥∥|y|αu(τ )∥∥q dτ .
Here, condition q > n/(n − 1) is used to apply Young’s inequality. If r = 1, then α = 0, and so
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t/2∫
0
(t − τ )− 12− n2 (1− 1q )∥∥u(τ )∥∥2∥∥u(τ )∥∥2 dτ  ct− n2 ( 1r − 1q ).























− 1q ) ∫ t









r − 1q ) (r = 1),
c‖a‖nt−1
∫ t/2




r − 1q ) (β < 1),
(6.4)
with q1 >max{r,n/(n − 1)} such that β1 = (n/2)(1/r − 1/q1) < 1.
On the other hand, since Ω1 ≡ {x ∈ Ω: dist(x, ∂Ω) δ} is bounded, we get
∥∥|x|αu(t)∥∥Lq(Ω1)  c∥∥u(t)∥∥q. (6.5)
Since we are assuming 0 /∈ Ω , there is a constant c0 such that |x| c0 for all x ∈ Ω . Then a ∈ Lr(Ω)
because |x|αa ∈ Lr(Ω). If 1 r  n, (5.4) with r = q and  = r yields
∥∥u(t)∥∥q  ct− n2 ( 1r − 1q ) for all t > 0,
with c independent of ε. Consider next the case r > n. Then (5.4) with r =  = n yields ‖∇u(τ )‖n 
c‖a‖nτ−1/2 and ‖u(τ )‖n  c‖a‖n . Furthermore, recall that u solves the integral equation
u(t) = e−t Aa −
t∫
0
e−(t−τ )A P (u ·∇u)(τ )dτ







e−(t−τ )A P (u ·∇u)(τ )dτ .
By (1.3) and (1.4), we get, for q > n/(n − 1),
∥∥u(t)∥∥q  ct− n2 ( 1r − 1q )‖a‖r + c
t∫
t/2
(t − τ )− 12 ∥∥u(τ )∥∥q∥∥∇u(τ )∥∥n dτ
+ c
t/2∫
(t − τ )−1+ n2q ∥∥u(τ )∥∥n∥∥∇u(τ )∥∥n dτ0




r − 1q )‖a‖r + c‖a‖n
t∫
t/2









r − 1q ) + c‖a‖n
t∫
t/2
(t − τ )− 12 τ− 12 ∥∥u(τ )∥∥q dτ .
Here, we have used
∫ t
0 (1 + τ )−
1
2 dτ  c
∫ t
0 τ
− n2r dτ  ct1− n2r for r > n. By a standard argument, we




r − 1q ) for all t > 0. This, together




r − 1q ) . Collecting the above estimates gives
∥∥|x|αu(t)∥∥q  ct− n2 ( 1r − 1q ) + c‖a‖n
t∫
t/2









− 1q ) ∫ t









r − 1q ) (r = 1),
c‖a‖nt−1
∫ t/2




r − 1q ) (β < 1),
(6.6)
for some q1 >max{r,n/(n− 1)} such that β1 = (n/2)(1/r − 1/q1) < 1. Now we deduce (6.1) as in [25]





r − 1q )∥∥|x|αu(t)∥∥q,
so that (6.6) gives
Mq(t) c + c‖a‖n
t∫
0








r − 1q1 ) ∫ t
0 τ
− n2 ( 1r − 1q1 )Mq1 (τ )dτ (β  1, r > 1),





r − 1q ) ∫ t
0 τ
− n2 ( 1r − 1q )Mq(τ )dτ (β < 1).
(6.7)
Suppose ﬁrst r = 1. We note that sup0τt Mq(τ ) is ﬁnite for any t > 0, which can be justiﬁed rigor-






gq(t) c1 + c2‖a‖nB(1/2,1/2)gq(t),
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proves (6.1) in case r = 1. When β < 1, (6.7) gives
gq(t) c1 + c2‖a‖n
(
B(1/2,1/2) + 1)gq(t),
and so gq(t)  c3 for all t > 0 if ‖a‖n is taken small. This implies (6.1). When β  1 and r > 1, we
already know that gq1(t) c for all t > 0 if ‖a‖n is small. So (6.7) gives
gq(t) c1 + c2‖a‖nB(1/2,1/2)gq(t) + c3.
Hence, gq(t) c4 for all t > 0 if we take ‖a‖n small. The proof is complete. 
7. L1-summability of ﬂows and weighted estimates
This section proves Theorem 2.5, i.e., we shall prove
Proposition 7.1. Let a ∈ L1(Ω) ∩ Lnσ (Ω) ∩ D1−1/s,sp with 2/s + n/p = n + 1 for some 1 < p < n/(n − 1).












1+ t− n2 (1− 1r )) for all t > 0. (7.1)
This implies that t
α
2 |x|αu ∈ L∞loc([0,∞); Lrw(Ω)) and that
t
α
2 |x|αu ∈ L∞loc
([0,∞); Lr(Ω)) if and only if F(t) = 0 for almost all t > 0.
Here, Lrw denotes the weak L
r-space.















(∇V )(x− y, t − τ ) : (u ⊗ u)(y, τ )dy dτ
≡ K1 + K2 + K3.
In the same way as in the proof of (6.4), we have
∥∥|x|αK1∥∥r  c(‖a‖1 + ∥∥|y|αa∥∥r) for all t > 0.
We estimate K3 as

























∥∥| · |α∇V ( · , t − τ )∥∥r∥∥u(τ )∥∥22 dτ .
To estimate the last two terms, we invoke Lemma 6.1 and ‖u(t)‖2  c(1 + t)− n4 . The ﬁrst term is
estimated by using
∥∥u(t)∥∥2r  c(1+ t)− n2 ( 1n − 12r ) (2r  n), (7.2)
which is obtained from (5.4), and
∥∥u(t)∥∥2r  c(1+ t)− n2 (1− 12r ) (2< 2r < n). (7.3)
Using (7.2), (7.3) and the estimate (6.1) for ‖|x|αu(t)‖2r , we get
∥∥|x|αK3∥∥r  c for all t > 0.
For K2, we write
K2 − V (x, t) ·
t∫
0







(y ·∇xV )(x− yθ, t − τ )
(








(τ · ∂t V )(x, t − τθ)
(
T [u, p] ·ν)(y, τ )dθ dS y dτ
≡ K21 + K22.
We ﬁx δ so large that |∇xV (x− yθ, t−τ )| c(|x|+√t − τ )−n−1  c|x|−n−1, whenever x ∈ Ωδ , y ∈ ∂Ω






∣∣T [u, p]∣∣dS y dτ  c
t∫
0
(∥∥∂2x u∥∥p + ‖∇p‖p)dτ  c,
by Lemma 3.4. Next, we estimate K22 as




















|x− yθ |α |τ · ∂τ V |(x, t − τθ)




Note that |∂τ V (x, t − τθ)| c(|x|2 + t − τ )− n+22 . So
∣∣(τ · ∂τ V )(x, t − τθ)∣∣|yθ |α  Cτ (|x|2 + √t − τ )− n+22 |yθ |α  C(1+ √t − τ )−2
when y ∈ ∂Ω , τ , θ ∈ (0,1) and |x|  δ as x ∈ Ωδ . We also note that |x − yθ |  2|x| as y ∈ ∂Ω and
θ ∈ (0,1). So, when x ∈ Ωδ , we have
|x− yθ |α |τ ·∂τ V |(x, t − τθ) C |x|α
(|x|2 + √t − τ )− n+22
 C |x|− nr (1+ √t − τ )−2  C(1+ √t − τ )−2.









(∥∥∂2x u∥∥p + ‖∇p‖p)dτ + c
t∫
1
(1+ √t − τ )−2(∥∥∂2x u∥∥n/2 + ‖∇p‖n/2)τ dτ
= c + c
t∫
1
(1+ √t − τ )−2(∥∥∂2x u∥∥n/2 + ‖∇p‖n/2)τ dτ ,
by Lemma 3.4. Take  = 1 and r = n/2 in (5.4) to have ‖∂2x u‖n/2 +‖∇p‖n/2  cτ−
n
2 for all τ > 0. Since
1+ √t − τ  2(t − τ )1/4 and since τ 1− n2  τ−1/2 if τ  1 and n 3, we obtain
t∫
1
(1+ √t − τ )−2(∥∥∂2x u∥∥n/2 + ‖∇p‖n/2)τ dτ  c
t∫
1
(t − τ )−1/2τ−1/2 dτ  c.
Hence, ‖|x|αK22‖Lr(Ωδ)  c, and so ‖|x|αK2‖Lr(Ωδ)  c for all t > 0. Collecting terms gives
∥∥∥∥∥|x|α
(






 c (1< r < ∞) for all t > 0.
Furthermore, since Ω ′ = Ω \ Ωδ is bounded, Lemmas 3.4 and 5.1 together imply
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(







(∥∥u(t)∥∥r + ∥∥V ( · , t)∥∥r
t∫
0
(∥∥∂2x u∥∥p + ‖∇p‖p)dτ
)
 ct− n2 (1− 1r )
for 1< r < ∞. This proves (7.1).
To complete the proof of Proposition 7.1, we invoke the following, which will be proved below:
|x|αV (x, t) ∈ Lrw(Ω) \ Lr(Ω)
(
α = n(1− 1/r)). (7.4)
By (7.1), (7.4) and the Fourier transform of V , we see that |x|αu ∈ L∞loc([0,∞); Lr(Ω)) if and only if∫ t
0 F dτ = 0 for a.e. t > 0, which is equivalent to F(t) = 0 for a.e. t > 0. This proves Proposition 7.1. 
Proof of (7.4). From (5.6) we easily see that |x|αV ∈ Lrw(Ω); so we need only show |x|αV /∈ Lr(Ω).
Recall (5.1):
V jk(x, t) = Et(x)δ jk + ∂2jk(N ∗ Et)(x),
where N = c|x|2−n is the Newtonian potential on Rn . It thus suﬃces to show that the function
W = ∇2(N ∗ Et), which is smooth on Rn , satisﬁes
|x|αW /∈ Lr(Rn). (7.5)
To prove (7.5), suppose that ‖|x|αW ‖r,Rn < ∞. Then the result of [10] gives
∥∥|x|α−2(N ∗ Et)∥∥r,Rn  c∥∥|x|αW ∥∥r,Rn < ∞, (7.6)
since α − 2+ n/r = n − 2> 0. Now, N and Et are nonnegative; so we have
|x|α−2(N ∗ Et)(x) c|x|α−2
∫
|y|R
N (x− y)Et(y)dy for any ﬁxed R > 0.
Here we choose x so that |x| > 2R . Then |y| < |x|/2 if |y|  R , and so |x − y|  c|x|, which gives
|x− y|2−n  c|x|2−n . Hence, |x|α−2 ∫|y|R N (x− y)Et(y)dy  c|x|− nr whenever |x| > 2R , and so






contradicting (7.6). So we get (7.5); and the proof of (7.4) is complete. 
8. On initial data for ﬂows with non-vanishing net force
This section proves Theorem 2.6. Namely, we give a class of smooth initial data a ∈ L1(Ω)∩ Lnσ (Ω)
for which the corresponding (local) strong solutions do not satisfy (1.9).
Let hk (k = 1,2,3) be the solution to the exterior Neumann problem
hk = 0, ∂νhk|∂Ω = −νk,
∣∣hk(x)∣∣= O (|x|−1) (|x| → ∞). (8.1)
We ﬁrst prove
C. He, T. Miyakawa / J. Differential Equations 246 (2009) 2355–2386 2383Proposition 8.1. Let u be a strong solution with the associated pressure p. Then
∫
∂Ω
∂ν p(yk + hk)dS y =
∫
∂Ω





i jhk dx (k = 1,2,3). (8.2)
Proof. Observe ﬁrst that
−p = ∂iu j∂ jui = ∂i(u j∂ jui) = ∂2i j(uiu j) in Ω. (8.3)




∂ν p(yk + hk)dS y =
∫
∂Ω














(xkφNp − 2p∂kφN − xkpφN )dx−
∫
Ω










i j(hkφN ) + hkpφN + 2p∇hk ·∇φN
)
dx.
But, since ∂νφN = 0 for large N , we get
∫
Ω
(−2p∂kφN − xkpφN )dx =
∫
Ω











∂ν p(yk + hk)dS y =
∫
∂Ω











νk dS y = 0, a classical result in potential theory [26] shows that
∣∣∇ jhk(x)∣∣ c|x|−2− j ( j = 0,1,2, . . .) for large |x|. (8.5)
So, letting N → ∞ in (8.4) gives (8.2). The proof is complete. 
2384 C. He, T. Miyakawa / J. Differential Equations 246 (2009) 2355–2386Proposition 8.2. Let u be a strong solution given in Theorem 2.3, with associated pressure p. Then
u ∈ C([0, T ); L1(Ω)) for all T > 0, if and only if
∫
∂Ω





i jhk dx = 0 (k = 1,2,3). (8.6)




(yk∂ν p − pνk)dS y = 0 for k = 1,2,3 and all t > 0,
which is equivalent to (1.9). Thus, (8.6) follows from (8.2). The proof is complete. 
Lemma 8.3. If u ∈ L1(Ω) and ∇u ∈ Lq(Ω) for some q ∈ [1,3/2], then
∫
∂Ω
∂ν p(yk + hk)dS y =
∫
∂Ω
(∂νuk + ∂νui · ∂ihk)dS y (k = 1,2,3). (8.7)
Proof. Let φN be the cut-off functions employed above. From (1.1) we get ∂ν p = u ·ν on ∂Ω . Ap-
plying the divergence theorem yields
∫
∂Ω
∂ν p(yk + hk)dS y =
∫
∂Ω
u ·ν(yk + hk)φN dS y =
∫
Ω
∇ · [(u)(xk + hk)φN]dx.








(∂νuk + ∂νui ·∂ihk)dS −
∫
Ω




(φN∇ui ·∇∂ihk + ∇ui ·∇φN · ∂ihk)dx+
∫
Ω
hkui · ∂iφN dx.
Using the assumptions on u and (8.5), we get (8.7) by letting N → ∞. This proves Lemma 8.3. 
From Proposition 8.2 and Lemma 8.3, we obtain
Proposition 8.4. Let u be a strong solution. Then u ∈ C([0, T ); L1(Ω)) if and only if
∫
∂Ω





i jhk dx = 0 (k = 1,2,3) for a.e. t > 0.
Now, if a ∈ L1(Ω) ∩ D(A2), there exists a unique strong solution u deﬁned on some [0, T ) such
that ‖u(t) − a‖H2,2(Ω) → 0 as t → 0; see [29]. Thus, if
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∂Ω





i jhk dx 
= 0 for some k ∈ {1,2,3},





i jhk dx 
= 0 for some k ∈ {1,2,3}. (8.8)
Then, the corresponding strong solution is not in C([0, T ); L1(Ω)). However, we should note that we
do not know if the class of initial data a ∈ C∞0,σ (Ω) satisfying (8.8) is vacuous or not.
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