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Abstract. We study spin wave excitations in a three-dimensional nanocomposite
magnet of exchange coupled hard (SmCo5) and soft (FeCo) phases. The dipolar
interaction splits the spin wave energies into the upper and lower branches of the
spin wave manifold. When the amount of the soft phase is increased the energy of
low-lying spin excitations is considerably softened due to two reasons: (i) the low-
lying mode locked into the soft phase region with a spin wave gap at k = 0 which
scales approximately proportional to the anisotropy constant of the soft phase and
(ii) the internal dipolar field which comes from magnetic charges forming at hard-soft
boundaries with normals parallel to the magnetization displaces the spin wave manifold
toward the lower energies. With adding more soft phase the spin wave gap closes and
the systemmoves to another ground state characterized by the magnetization mismatch
between spins of the hard and soft phases.
PACS numbers: 75.10.Hk 75.30.Ds 75.30.Gw 75.50.Ww 75.50.Cc
Keywords: nanocomposite magnets, spin waves, dipolar interaction, remanent
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1. Introduction
Materials with periodically modulated magnetic and geometric properties are of
special interest recently from the viewpoint of applications, which aim to manipulate
propagating spin waves [1, 2, 3, 4, 5]. Spin waves propagating in nonhomogeneous
magnetic nanostructures serve as information carriers and show the existence of
allowed frequency ranges and forbidden band gaps [6, 7, 8, 9, 10, 11]. The periodic
modulation of magnetic properties are also realized in nanocomposite magnets composed
of exchange-coupled hard and soft magnetic phases [12, 13, 14]. The hard phase
provides the immense magnetic anisotropy that stabilizes the exchange-coupled soft
phase against demagnetization. In multilayer geometry it gives the increase in the
remanent magnetization and the ultimate gain in the energy product with increasing
amount of the soft phase material [15]. However, in a geometry where the nanocomposite
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is magnetized perpendicular to the hard-soft boundary, the anticipated increase in the
remanence does not occur partly because the hard and soft phase magnetization vectors
are never completely parallel to each other [16].
In a nonhomogeneous magnetic material values of the saturation magnetization
MS, anisotropy constant K and the direction of the magnetization n0 are, in general,
functions of the position vector r. In a magnonic crystal the applied uniform magnetic
field usually forces all the magnetic moments to be magnetized in the direction of the
applied field [17, 18, 19]. In a nanocomposite hard-soft magnet the behavior of the
magnetization vector M(r) = MS(r)n0(r) depends on the demagnetizing effects and
mutual arrangement of easy axes of constituent ferromagnets. For an arrangement with
easy axis (in the z direction) perpendicular to the hard-soft boundary the homogeneously
magnetized state M(r) = MS(r)zˆ is energetically unfavorable from the magnetostatic
point of view. Because of the discontinuity of the magnetization at the hard-soft
boundary, a magnetic charge ρM = −∇ ·M is developed. This increases the dipolar
energy which can be written in the form [20] Edip ∝
∫
d3rd3r′ρM (r)ρM(r
′)/|r − r′|.
For sufficiently low soft phase content a strong anisotropy field of the hard phase and
exchange forces at soft-hard boundaries enforce the whole magnet to be magnetized
in the z direction. With adding more soft phase with considerably smaller value of
anisotropy constant the soft phase spins become tilted from the easy direction and their
averaged direction are misaligned with spins of the hard phase. Monte Carlo simulation
at finite temperatures [21] reveals that this misorientation grows with temperature
and as the amount of the soft phase is increased. Such a misalignment, usually,
is not considered in the context of magnonic crystals where the nonuniform static
demagnetizing filed is assumed to be homogeneously averaged throughout the sample
[17].
The dependence of the ground state magnetization in composite permanent magnets
on the demagnetizing effects has been discussed previously for a single soft inclusion in
a matrix of hard phase [22]. These calculations reveal that the remanent magnetization
sensitively depends on the size of the inclusion. With increasing of the fraction of the
soft phase the long-range stray field destroys the parallel alignment of the soft magnetic
moments and creates magnetic vortex-like structures. These calculations are based on
computational micromagnetism [23, 24, 25] and yield a stable magnetization distribution
by minimizing the total energy of magnetic system.
Micromagnetic calculations [22] as well as an analytic estimate of the nucleation
field and the remanence enhancement [15] have not discussed the thermally activated
tilting of spins and the resulting magnetization mismatch. The effect of thermal
activation can be understood if one knows the low-lying spin wave energies Ej(k). The
fluctuation of the magnetization is determined by the density of the magnons which
in turn is governed by the Boltzmann factor exp(−Ej(k)/kBT ). The lower the energy
of spin excitations, which turns out to be concentrated in the soft phase, the more
fluctuations of the soft phase spins and more reduction in the remanent magnetization
of the composite appears. Due to the fluctuation of soft phase spins the remanence
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does not increase proportional to the fraction of the soft phase, Mr = vsMs + vhMh
(vs + vh = 1), as it can be for a composite with homogeneous magnetization.
To further elucidate the physics involved in the instability of the homogeneously
magnetized state, M(r) = MS(r)zˆ, in the present work we consider the spin wave
spectrum in a three-dimensional (3D) composite composed of a periodic array of hard
phase cubes immersed into a soft phase matrix. We incorporate the effect of the
nonhomogeneous saturation magnetization MS(r) and internal magnetic chargers into
the formalism of spin wave excitations. We explicitly construct operators of spin-
wave excitations and calculate the corresponding eigenfrequencies. We anticipate that
the dipolar interaction will lower the spin wave energy, which in turn enhances the
fluctuation of the magnetization at finite temperatures as these spin waves are thermally
excited.
A brief analysis of the spin wave spectra in a hard-soft composite was reported
earlier in Ref. [26] for the case of homogeneous exchange interaction, Jij = const for
any nearest neighbors i and j, which does not include the discontinuity of Jij at hard-
soft boundary. That study was focused on the comparison of the behavior of low-lying
spin excitations with our previous Monte Carlo simulation results [16]. In this paper we
extend our previous analysis of homogeneous exchange interaction [26] for the case of
position-dependent exchange interaction J(Ri,Rj) and present the clarifying details of
incorporating the dipolar part of interaction into the formalism of spin-wave excitations
for nonhomogeneous ferromagnets. The main purpose of the work is to extract the
effective demagnetizing field Hdip from the spin-wave dispersion behavior and discuss the
implication of Hdip for spin-wave manifolds in two-phase and one-phase ferromagnets.
The paper is organized as follows. In Section II we present the general theory
of linear spin-waves in a nonhomogeneous two-phase periodic structure of exchange-
coupled hard and soft phases. We first linearize the spin Hamiltonian in the position
space and then perform the diagonalization in the Fourier space. We then proceed in
comparing the analytical results obtained for the behavior of low-lying spin excitations in
a nonhomogeneous composite with the spin-wave spectra for homogeneous ferromagnets.
In Sec. III we discuss results of our calculation and the effect of the internal
demagnetizing field on the spin wave dispersion of the two-phase magnet. And Sec.
IV contains our conclusion.
2. Theoretical model
2.1. Two-phase composite magnet
We model the hard-soft composite as a periodic array of identical cubes of hard phase
embedded into a soft phase matrix, as illustrated in Fig. 1. The easy axes of both
phases are in the z direction. Each cube has a linear dimension lh and separated from
the adjacent one by a soft phase with linear dimension ls, so there is a periodicity in
the x, y and z directions with a period w = lh + ls. We shall refer to this periodicity as
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Figure 1. Geometry of hard-soft periodic structure. The z axis is the easy axis for
the hard and soft phases.
w- periodicity.
We focus on the low-lying spin excitations that occur gradually over a large distance.
The magnetization, M(r), for a coarse-grained system, is defined on a discrete set of
sites Ri in terms of block spin variables Si = S(Ri), |Si| = 1, as M(r) ≃ M(Ri)Si,
with M(Ri) = MS(Ri) being the saturation magnetization density of the hard (Mh) or
soft (Ms) phase at site i. Spins of the hard and soft phases are arranged in a three-
dimensional cubic lattice with an effective lattice constant a. The effective magnetic
moment of site i is M(Ri)v, where v = a
3 is the volume of a block spin cell.
The interaction between two spins Si, Sj located at Ri, Rj is described by the
Hamiltonian for a classical spin system, including the nearest-neighbor exchange energy,
the uniaxial magnetic anisotropy term and the dipole-dipole interaction:
H = −1
2
∑′
i,j
Jij Si · Sj −
∑
i
Ki (S
z
i )
2 − g
2
∑′
i,j
Dαβ(Rij)M(Ri)M(Rj)S
α
i S
β
j , (1)
where Rij = Ri −Rj, and the summations are over all distinct magnetic sites i and j
with the restriction that Rij 6= 0. Indices α and β denote the Cartesian components x, y
or z, and Dαβ(Rij) = (3R
α
ijR
β
ij−R2ijδαβ)/R5ij is the dipolar interaction tensor. In Eq. (1)
positions vectors Ri are given in units of the lattice spacing a. The exchange constant
Jij, is equal to Jh (Js) for the nearest neighbor spins of hard (soft) phase and zero
otherwise. The two phases are exchange-coupled with a coupling constant Jhs which can
be estimated as the geometric mean of Jh and Js, Jhs = (JhJs)
1/2. Ki is the anisotropy
constant of the hard (Kh) or soft (Ks) phase. The characteristic magnetostatic energies
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of the hard and soft phases are gh = µ0M
2
hv/(4pi) and gs = µ0M
2
s v/(4pi), respectively.
In Eq. (1) we assume that the magnetization density M(Ri) is normalized by the
magnetization of the hard phase Mh, and the dipolar coupling constant g is equal to gh.
We use the Holstein-Primakoff transformation [27] to express the spin operators
through the boson creation and annihilation operators, a†i , ai, as S
+
i ≃
√
2S ai,
S−i ≃
√
2S a†i , and S
z
i ≃ S − a†iai. We assume that the ground state is the one with all
spins of both phases aligned along the z direction and expand near this aligned state.
In the harmonic approximation we can rewrite the spin Hamiltonian as
H =
∑′
i,j
Jij
[
a†iai − a†iaj
]
+
∑
i
2Kia
†
iai + g
∑′
i,j
M(Ri)M(Rj)×
×
{
A1(Rij)a
†
iaj + A2(Rij)a
†
iai +
1
2
B(Rij)aiaj +
1
2
B∗(Rij)a
†
ia
†
j
}
, (2)
where coefficients A1,2(Rij) and B(Rij) are
A1(Rij) =
1
2
Dzz(Rij); A2(Rij) = D
zz(Rij), (3)
B(Rij) = (−1/2) [Dxx(Rij)−Dyy(Rij)− 2iDxy(Rij)] . (4)
Diagonalizing the spin-wave Hamiltonian, Eq. (2), can be performed in usual way
transforming to new quasiparticle boson operators αl, α
†
l , l = 1, . . . , N , with N being
the number of lattice sites, and using the u− v Bogoliubov transformation
ai =
∑
l
{
ul(Ri)αl − v∗l (Ri)α†l
}
,
a†i =
∑
l
{
u∗l (Ri)α
†
l − vl(Ri)αl
}
.
(5)
The coefficients of the transformation u(Ri) and v(Ri) can be found from the equation
of motion for operators ai and αl, provided that αl corresponds to the eigenmode of the
system, i~α˙l = Elαl. From this we obtain the following system of equations
2Kiu(Ri) +
∑
j 6=i
{(
gA1(Rij)M(Ri)M(Rj)− Jij
)
u(Rj)
+
(
gA2(Rij)M(Ri)M(Rj) + Jij
)
u(Ri)−B∗(Rij)M(Ri)M(Rj)v(Rj)
}
= Elu(Ri), (6)
− 2Kiv(Ri) +
∑
j 6=i
{
−
(
gA1(Rij)M(Ri)M(Rj)− Jij
)
v(Rj)
−
(
gA2(Rij)M(Ri)M(Rj) + Jij
)
v(Ri) +B(Rij)M(Ri)M(Rj)u(Rj)
}
= Elv(Ri). (7)
To proceed further we expand the eigenmode functions u(R) and v(R) into a series
on a full set of functions {ϕl(Ri)}
u(Ri) =
∑
l′
ul′ ϕl′(Ri),
v(Ri) =
∑
l′
vl′ ϕl′(Ri).
(8)
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The corresponding coefficients of the expansion ul and vl can be found from the following
system of 2N coupled equations{
All′ul′ −B†ll′vl′ = Elul,
Bll′ul′ − All′vl′ = Elul (9)
where summation is implied over the repeated index. This can be conveniently rewritten
in the block matrix form as(
A −B†
B −A
)(
u
v
)
= E
(
u
v
)
, (10)
where vector
(
u
v
)
has components (u1, . . . , uN , v1, . . . , vN)
T and A and B are N-by-N
matrices with the following matrix elements
All′ =
∑
i
ϕ∗l (Ri) 2Ki ϕl′(Ri) +
∑′
i,j
ϕ∗l (Ri)
(
gA1(Rij)M(Ri)M(Rj)− Jij
)
ϕl′(Rj)
+
∑′
i,j
ϕ∗l (Ri)
(
gA2(Rij)M(Ri)M(Rj) + Jij
)
ϕl′(Ri), (11)
Bll′ =
∑′
i,j
ϕ∗l (Ri)B(Rij)M(Ri)M(Rj)ϕl′(Ri),
B†ll′ =
∑′
i,j
ϕ∗l (Ri)B
∗(Rij)M(Ri)M(Rj)ϕl′(Ri)
(12)
Matrices L =
(
A −B†
B −A
)
and L′ =
(
A B
−B† −A
)
can be transformed into each
other by replacing x with y. Such a substitution formally replaces B with −B† and vise
versa. Because the spectrum E is invariant under such a replacement, matrices L and L′
should have the same eigenvalues. From the other hand the similarity transformation,
S−1LS with a matrix S =
(
0 −I
I 0
)
, transforms L into −L′. Thus, the eigenvalues
of L should come up with pairs E and −E.
The number of equations to solve can be substantially reduced if we use the w-
periodicity and choose as a full set of function ϕk(Ri) = 1/
√
N exp(ikRi). Then the
system of 2N coupled equations (10), with N being the number of sites of the original
cubic lattice, is reduced to 2N ′ equation, with N ′ = (w/a)3 being the number of sites
within one w period. The corresponding Brillouin zone associated with w- periodicity
has its boundaries at ±pi/w and reciprocal vectors G = 2pi/w(lx, ly, lz), where lx, ly and
lz are integers. At a fixed k the operators (11) and (12) mix states k and k+G which
can differ at most by one reciprocal vector. Number of different reciprocal vectors in
the domain |G| 6 2pi/a is N ′ = (w/a)3. The 2N × 2N matrix L is now divided into
sub-blocks of a lower size 2N ′ × 2N ′
L =
 L(k1) L(k2)
. . .
 (13)
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Each sub-block L(k) =
(
Apt(k) −B†pt(k)
Bpt(k) −Apt(k)
)
is labelled by a wave number k, which
runs over the first Brillouin zone. The corresponding sub-block equation has the form(
Apt −B†pt
Bpt −Apt
)(
ut
vt
)
= E
(
up
vp
)
(14)
where we use the short-hand notation for matrix elements Apt = AGpGt(k) and
eigenvectors
(
ut
vt
)
= (uG1(k), . . . , uGN′ (k), vG1(k), . . . , vGN′ (k))
T . In Eq. (14) the
sum is carried out over all reciprocal lattice vectors Gt. The coefficients Apt and
Bpt(k) containing contributions from the anisotropy, exchange and dipolar terms of
the Hamiltonian (1) are given by
Apt(k) = 2KGp−Gt +
∑
G
J˜GJ˜Gp−Gt−G (F (G)− F (k+Gp −G))
+g
∑
G
(A1(k−G) + A2(Gt +G))MGp+GM∗Gt+G (15)
Bpt(k) = g
∑
G
B(k−G)MGp+GM∗Gt+G,
B†pt(k) = g
∑
G
B∗(k−G)MGp+GM∗Gt+G.
(16)
Here MG and KG are Fourier coefficients of the magnetization, M(Ri) =
∑
G
MGe
iGRi,
and anisotropy, K(Ri) =
∑
G
KGe
iGRi , respectively. The Fourier transform of exchange
interaction Jij is given in terms of F (k) = 2(cos(kxa) + cos(kya) + cos(kza)) and the
Fourier transform J˜k of an auxiliary function J˜(Ri) which is equal to J
1/2
h in the hard
phase and J
1/2
s in the soft phase. The exchange coupling can be given in terms of J˜(Ri)
as Jij =
∑
a
J˜(Ri)J˜(Rj)δRi,Rj+a, where the summation is over nearest neighbors.
The lattice sums A1,2(k) =
∑′
Rj
eikRijA1,2(Rij) and B(k) =
∑′
Rj
eikRijB(Rij)
can be presented in terms of the dipolar sum Dαβ(k) as follows, A1(k) = D
zz(k)/2,
A2(G) = D
zz(G) and B(k) = (−1/2) (Dxx(k)−Dyy(k)− 2iDxy(k)). The dipole sum
Dαβ(k) is defined by
Dαβ(k) =
∑′
Rj
eikRijDαβ(Rij) (17)
To determine Dαβ(k) we use the Ewald summation method [28, 29]. As is known
the tensor Dαβ(k) is well- defined everywhere except point k = 0 [28, 29]. Further we
treat the point k→ 0 as the corresponding limit of Dαβ(k). This limit depends on the
direction of vector k and gives rise to the dependence of the spin wave spectrum Ek on
the direction of k. The Dαβ(0) occurs only in one term, A2(G). The value of D
αβ(0)
is shape dependent and connected with the demagnetizing field of the homogeneously
magnetized ellipsoidal-shaped magnetic body [30], Dαβ(0) = −4piNαβ + 4pi/3 δαβ. The
magnetic charges forming on the outer surface of the homogeneously magnetized finite
body induce the demagnetizing field Hαdip = −NαβMβS .
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Here we are interested in intrinsic properties of ferromagnetic media not affected by
the presence of magnetic charges forming on the outer boundary. For infinitely extended
system the demagnetizing tensor is Nαβ = 0 [27, 31] and D
αβ(0) = (4pi/3) δαβ. Earlier,
to be consistent with the procedure of Monte Carlo simulation for a system with periodic
boundary conditions we used Dαβ(0) = 0 [26]. In a homogeneous ferromagnetic media
it would result in a downward shift of the spin wave spectrum relative to the spectrum
of a ferromagnet free of the dipolar interaction.
The structure of the system of equations (14) is similar to the coupled Bogoliubov
equations for bosonic excitations in the theory of a Bose condensate [32]. The solution of
the system of Eq. (14) yields in general a set of eigenfrequencies Ej(k) and eigenvectors
utj(k), vtj(k) labelled by a zone index j. For real eigenvalues Ej the corresponding
eigenfunctions are normalized by the condition [32]∑
t
(
u∗tj′(k)utj(k)− v∗tj′(k)vtj(k)
)
= δjj′. (18)
The spatial profile of these eigenvectors for a magnon with momentum k and zone index
j can be visualized with the help of magnon wave functions ukj(Ri) and vkj(Ri), which
can be found as follows:
ukj(Ri) =
1√
N ′
∑
Gt
eiGtRiutj(k),
vkj(Ri) =
1√
N ′
∑
Gt
eiGtRivtj(k).
(19)
They are normalized by the condition which is followed from Eq. (18)∑
R
(|ukj(R)|2 − |vkj(R)|2) = 1, (20)
where the summation is over one w- period.
2.2. One-phase magnet
The magnetostatic interaction modifies the spectrum of exchange spin waves in two
subtle ways. The first one is the dependence of Ek on the direction of k, which gives
rise to the notion of the spin wave manifold [33]. The second one is the dependence of Ek
on the shape of the magnetic body, it comes from the long-range nature of magnetostatic
forces. Before considering the effects of the magnetostatic interaction on the spin wave
spectrum of a composite, we briefly illustrate the behavior of eigenfrequencies Ej(k) in
a one-phase magnet for comparison. It will serve as a basis for our discussion of the
spectrum for a two-phase magnet.
For the homogeneous one-component ferromagnet we can formally put w = a and
there is only one reciprocal vector Gp = Gt = 0 needs to be considered. In this case
the system of equations (14) reduces to two equations for amplitudes uk and vk of the
corresponding u− v transformation. Accordingly, the corresponding coefficients Apt(k)
and Bpt(k) reduced to coefficients Ak and Bk of the Hamiltonian (21) given below.
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Figure 2. Spin wave excitations energies for the soft phase FeCo. The spectrum
(dashed lines) is split into the upper and lower branches, corresponding to wave vectors
parallel to the x and z direction, respectively. The spectrum of the ferromagnet εk
without dipolar interaction (g = 0) is shown by solid line.
Spin waves in homogeneous ferromagnet is a well-studied problem [27, 30, 34]. In
the harmonic approximation the spin system Hamiltonian reads
H =
∑
k
{
(εk + gAk)a
†
kak +
1
2
gBkakak +
1
2
gB∗ka
†
ka
†
k
}
, (21)
where εk = 2K+6J(1−γk) is the spectrum of the ferromagnet without the dipole-dipole
interaction term, γk = (1/3)(cos(kxa) + cos(kya) + cos(kza)), Ak = D
zz(k)/2 +Dzz(0),
Dzz(0) =
∑′
Rj
Dzz(Rj) and Bk coincides with B(k) given above. For the case of
infinitely extended ferromagnetic body when there is no demagnetizing field coming
from the boundary magnetic charges the value of Dzz(0) = 4pi/3.
The eigenvalues of the Hamiltonian (21) is well known [27, 30, 34]
Ek =
√
(εk + gAk)2 − g2|Bk|2 (22)
They corresponds to spin waves with momentum k propagating in infinitely extended
magnetic body. For finite body this formula holds true for k ≫ 1/L, where L is the
size the magnetic body. For this case Dzz(0) = −4piN3 + 4pi/3 also accounts for the
demagnetizing fieldHdip = −N3MS. The regions k . 1/L, corresponds to magnetostatic
spin wave limit [35]. The spectrum of these modes depends on the boundary conditions
of the magnetic body. We do not consider the magnetostatic modes, and treat the point
k → 0 as the corresponding limit for the spin wave spectrum in an infinitely extended
magnetic sample.
We illustrate the dispersion relation (22) in Fig. 2 for the soft phase FeCo. We
considered the case of infinite media and thus N3 = 0 and Hdip = 0. Resulting spin
wave excitations lie within the spin wave manifold Ek. The upper and the lower
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branches of the manifold correspond to the wave vectors directed along x and z axes,
respectively. The solid line presents the spectrum εk, which does not account for the
dipolar interaction. In the long wave limit, ka ≪ 1, the lower branch of the manifold
Ek coincides with the spectrum of pure exchange spin waves εk = 2K +Dk
2, D = Ja2
is exchange stiffness.
3. Results and discussion
We illustrate our numerical calculation for a hard- soft composite SmCo5/FeCo with
the following parameters [36]: Ks/kB = 40 K, Js/kB = 2.9 · 103 K, µ0Ms = 2.4 T
and gs/kB = µ0M
2
s v/(4pikB) = 290 K for the soft phase FeCo; Kh/kB = 13.3 · 103 K,
Jh/kB = 3.3 · 103 K, µ0Mh = 1.08 T and gh/kB = µ0M2hv/(4pikB) = 57 K for the hard
phase SmCo5, kB is the Boltzmann constant. The effective lattice constant is a = 2.2 nm
and is smaller than the magnetic length of the hard phase lm,h = pi(Aha
3/K)1/2 ≃ 2.5
nm, Ah is the exchange stiffness of the hard phase. Calculation were performed for
hard-soft periodicity w/a = 20. Further it is convenient to rescale Ej(k) by a factor of
k−1B , so it is given in units of K. The linear dimensions of the hard (soft) phase lh (ls)
will be given in units of the cell size a and the wave vector k is rescaled via ka.
An example of the spin wave spectrum for the lowest magnon zone resulting from
numerical solution of eigenproblem (14) is shown in Fig. 3. Four panels of Fig. 3
show the evolution of the spectrum with increasing soft phase content ls. The solid
line presents the spin wave spectrum εk obtained without the dipole-dipole interaction
term (g = 0). As expected the spin wave energies depend on direction of the wave
vector k forming the spin-wave manifold. The lowest and the upper branches of the
spectrum correspond to the spin waves propagating parallel to the z and x direction,
respectively. The splitting is of order of the characteristic magnetostatic energy of the
soft phase gs ≃ 300K. With adding more soft phase the spin wave manifold gradually
displaces downward relative to εk. This can be attributed to the existence of the nonzero
effective demagnetizing field due to the magnetic non-homogeneity. This is qualitatively
different from the spectrum shown at Fig. 2, with the lower branch of Ek matching εk.
Eventually with increasing the soft phase amount the spin wave manifold presented in
Fig. 3 touches Ek = 0 signalling that the homogeneously magnetized state is no longer
the ground state of the periodic array of hard phase cubes immersed into the soft phase
matrix. In this respect Ek = 0 cannot gradually evolves into the manifold presented in
Fig. 2 with increasing the soft phase amount.
The corresponding magnon wave functions uk(R) and vk(R), both for the upper
and the lower branches of Ek, show the maximum magnitude in the soft phase and are
strongly suppressed in the hard phase, i.e. the low-lying spin excitations are mostly
concentrated into the soft phase. In our earlier work [26] we considered the hard-soft
composite SmFeN/FeCo with homogeneous exchange interaction Jij = J . We found
the the similar behavior of magnon wave functions and the excitation spectrum Ek
with increasing the soft phase content. It indicates that the discontinuity of exchange
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Figure 3. The spin wave spectrum evolution with increasing soft phase content
from ls = 1 to ls = 4. The solid line (g = 0) represents result for the spectrum εk
without the dipole- dipole interaction. Lines with markers represent the lower and
upper branches of the spin wave spectrum.
constant Jij on hard-soft boundaries is not crucial for the aforementioned lowering of
Ek with increasing ls. The situation closely parallels that studied in Ref. [17] for
three-dimensional periodic structure of two different soft ferromagnetic materials. They
found that the magnonic gap in spin wave dispersion is controlled by the variation of
the spontaneous magnetization contrast between two phases.
The fluctuation of the magnetization is determined by the density of the magnons
which in turn is governed by the Boltzmann factor exp(−Ej(k)/kBT ). The spin wave
energy of the composite is controlled by the value of Ks and the dipolar interaction.
The amplitude of the lower (higher) lying excitations are concentrated in the soft (hard)
phase. The lower Ks is in comparison with Kh the larger is the amplitude of the low-
lying excitation spin wave in the soft phase. For the experimental values of small Ks the
Internal dipolar field and soft magnons in periodic nanocomposite magnets 12
spin excitations concentrate mostly in the soft phase. The thermal excitation of these
low lying magnons gives rise to considerable fluctuations of the soft phase spins. This
leads to the lack of the remanence enhancement with increasing of soft phase fraction,
at it would expected from Mr = vsMs + vhMh, where vs and vh are volume fractions
of the soft and hard phases. Even before the spin wave energy approaches zero, this
lowering will increase the finite temperature fluctuation of the magnetization and lower
the remanence Mr that is approximately given by [34]
Mr ≃Mr(T = 0)− 2
N
∑
k
kBT
Ek
. (23)
To track the position of the lower branch of the spectrum we introduce the magnonic
gap ∆ = limk→0Ek in the long wave limit k→ 0, for k parallel to the z direction. The
effect of increasing soft phase content on the spin wave gap is depicted in Fig. 4(a)
for system without dipolar interaction (curve a) and with dipolar interaction (curve b).
Curves a and b present, respectively, εk and the lower branch of Ek at k = 0. With
adding more soft phase curve a tends to the finite value of ∆ = 2Ks, corresponding to
the energy of long wave excitations of the soft phase, while curve b tends to zero. At
some critical value ls,c ≃ 5 the gap closes, and the system in fully aligned state becomes
unstable. It is signalled by the appearance of complex eigenvalues in the spectrum of
the matrix, Eq. (14).
The energy difference between curves a and b can be attributed to the
internal demagnetizing field arising from nonhomogeneous behavior of MS(r) and the
corresponding magnetic charges formed at hard-soft boundaries. In the absence of
the demagnetizing effect curves a and b would coincide. To introduce the effective
demagnetizing field let us invoke to the spectrum of one-phase ferromagnet in the
long wave limit 1/L ≪ k ≪ 1/a. In this limit the tensor Dαβ(k) has the form
[30] Dαβ(k) = −4pikαkβ/k2 + 4pi/3 δαβ and the coefficients Ak = 2pi sin2 θk and
|Bk| = 2pi sin2 θk, where θk is the angle between k and z axis. The spin wave dispersion
has the well known form [27, 30, 34]
Ek =
√
(εk − 4piN3g)(εk − 4piN3g + 4pig sin2 θk) (24)
The lower branch of the manifold Ek corresponds to spin waves travelling parallel to
the z direction, θk = 0. If one is interested in properties of an infinite magnet, when
there is no demagnetizing field [27, 31], then N3 = 0, and respectively, Hdip = 0. In
this case the lower branch of Ek coincides with the spectra of pure exchange spin waves
εk = 2K + Dk
2, as it was presented in Fig. 2 above. On the other hand, if there are
magnetic charges (as, for example, for a finite homogeneously magnetized ferromagnetic
body) then the lower branch, Ek = εk − 4piN3g, is shifted downward by the amount
proportional to the internal dipolar field Hdip = −N3MS.
In the case of nonhomogeneous magnet the magnetic charges forming on internal
hard-soft boundaries produce the intrinsic dipolar field Hdip, which affects the spin-wave
spectrum of the magnet. It shifts the whole manifold Ek downward respective to the
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Figure 4. (a) Spin wave gap ∆ (panel ) as a function of the the soft phase content
ls. The gap is calculated without (curve a) and with (curve b) the dipolar interaction
term. (b) Spin wave gap ∆ vs soft phase anisotropy parameter Ks (normalized by
Kh) for small (ls = 3) and large (ls = 11) amount of soft phase. (c) The effective
demagnetizing field Hdip (normalized by Mh) vs soft phase content ls.
εk. One can estimate the internal dipolar field from the dependence Ek as
Ek = εk +
Hdip
Mh
4pig (25)
The effective demagnetizing field Hdip is presented in Fig. 4(c). As expected, with
increasing soft phase content ls the magnitude of the internal field increases due to
increase of a magnetic charge forming at the hard-soft boundary. As a consequence,
the whole manifold Ek displaces downward respective to εk. When the dipolar field
increases there is some critical amount of the soft phase ls,c, beyond which a system
with magnetic or structural nonhomogeneity would undergo the phase transition into
another ground state with non-homogeneous distribution of the magnetization.
We finally present the dependence of ∆ on the value of soft phase anisotropy
parameter, Ks. The presented range ofKs is much larger than that is in real soft magnets
and was chosen to demonstrate the character of scaling of ∆ with Ks. This dependence
is illustrated in panel (b) of Fig. 4 for small, ls = 3, and large, ls = 11, amount of soft
phase. The spin gap demonstrates a linear dependence on Ks, as long as Ks < Kh.
It suggest that the main mechanism in formation of low-energy spin excitations in
composite magnets is the interplay of the anisotropy and exchange interaction, as in the
case of pure exchange spin waves, εk = 2K +Dk
2. The role of the dipolar interaction
amounts to shifting of the spin-wave manifold as a whole and is crucial in the vicinity
of Ks → 0. This is the case for SmCo5/FeCo composite, where Ks ≪ Kh and, as we
have shown above, the spin excitations are mostly concentrated in the soft phase.
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4. Conclusion
In this paper we studied the spin-wave spectra of two-phase ferromagnetic composites.
Hard phase cubes inserted into a soft phase matrix form a 3D structure of exchange-
coupled hard and soft phases. In such a geometry there are regions where the saturation
magnetizationMS(r)zˆ is perpendicular to the hard-soft boundary, which is energetically
unfavorable from the magnetostatic point of view. We have found the corresponding
spin wave excitations and magnon wave functions by diagonalizing the Hamiltonian in
the harmonic approximation.
We numerically found that low-lying excitations are mostly concentrated in the
soft phase, which gives rise to considerable fluctuation of soft phase spins and a lack of
the remanence enhancement with increasing of the soft phase amount. The spin wave
frequencies strongly depend on the magnetic charges and magnetostatic interaction in
the system. As it turns out the difference in the exchange coupling constants of hard and
soft phase has little effect, if any, on the eigenmodes of the system. The energy of the
lowest spin wave zone is mostly affected by the presence of the effective demagnetizing
field in the composite and the value of anisotropy energy of the soft phase.
Finally, we have shown that with adding more soft phase the fully aligned spin
state M(r) = MS(r)zˆ becomes unstable relative to excitation of long wavelength spin
waves with wave vector k parallel to the z direction. The system undergoes a phase
transition into another ground state characterized by misalignment of spins of hard and
soft phases. We have found critical values of soft phase thickness ls,c.
We thank G. Hadjipanayis and A. Gabay for helpful discussions. This work was
supported in part by the U.S. Department of Energy (DOE) under the ARPA-E program
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