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Matrix factorizations and Cohomological Field Theories
Alexander Polishchuk Arkady Vaintrob
Abstract
We give a purely algebraic construction of a cohomological field theory associated
with a quasihomogeneous isolated hypersurface singularity W and a subgroup G of
the diagonal group of symmetries of W . This theory can be viewed as an analogue of
the Gromov-Witten theory for an orbifoldized Landau-Ginzburg model for W/G. The
main geometric ingredient for our construction is provided by the moduli of curves
with W -structures introduced by Fan, Jarvis and Ruan. We construct certain matrix
factorizations on the products of these moduli stacks with affine spaces which play a role
similar to that of the virtual fundamental classes in the Gromov-Witten theory. These
matrix factorizations are used to produce functors from the categories of equivariant
matrix factorizations to the derived categories of coherent sheaves on the Deligne-
Mumford moduli stacks of stable curves. The structure maps of our cohomological field
theory are then obtained by passing to the induced maps on Hochschild homology. We
prove that for simple singularities a specialization of our theory gives the cohomological
field theory constructed by Fan, Jarvis and Ruan using analytic tools.
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Introduction
The notion of a cohomological field theory was introduced in [37] (see also [45]) to axiom-
atize properties of quantum cohomology and Gromov-Witten invariants and to provide a
basis for formulating some mathematical aspects of mirror symmetry. Recall that a (com-
plete) cohomological field theory (CohFT) is an algebraic structure on a vector space H
(called the state space of the theory) with a collection of operations indexed by homology
classes of the Deligne-Mumford moduli spaces Mg,n of stable curves with marked points.
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The main example of a CohFT is provided by the Gromov-Witten theory associated with
a smooth projective variety X (or more generally, with a compact symplectic manifold). In
this context mirror symmetry can be viewed as an isomorphism of CohFTs originating from
two different geometric inputs (the so called A- and B-models, where the GW-theory corre-
sponds to the A-model and the B-model is related to deformations of complex structures of
X). The part of the CohFT data corresponding to genus zero curves can be described as a
formal Frobenius manifold structure, which leads in the case of GW-theory to the notion of
quantum cohomology, a certain deformation of the cohomology ring of X . Through Frobe-
nius manifolds CohFTs are related to integrable hierarchies of systems of partial differential
equations (see [12]).
The first example of CohFTs besides GW-theory was provided by the theory of r-spin
curves constructed in [64], [65], [26], [52] and [51] (see also [46]). The corresponding Frobenius
manifolds are isomorphic to the ones constructed by Saito for simple singularities of type
Ar−1, and the corresponding integrable hierarchies are the Gelfand-Dickey hierarchies (see
[26], [15]).
Starting from the work of Givental [23] it was realized (see [15], [59]) that an arbitrary
generically semisimple Frobenius manifold extends to a unique CohFT . This construction
can be applied to Saito’s Frobenius manifold of any quasihomogeneous isolated singularity
w to give a CohFT for such a singularity, which corresponds to the B-side of the Landau-
Ginzburg model related to w (see [43]). A CohFT corresponding to the A-side for these
LG-models was recently constructed by Fan, Jarvis and Ruan in [17], [18]. We will refer
to this CohFT as FJR-theory.1 Their construction is based on the study of a certain PDE
over coverings of moduli spaces of stable curves (that generalize the moduli spaces of r-spin
curves). More precisely, they construct a virtual fundamental cycle on the moduli space
of solutions of this PDE corresponding to a linear perturbation of the potential w. The
dependence of this virtual class on the perturbation is governed by the state space of the
theory which is given by the orbifoldized Milnor ring of (w, G) (see [63], [31]), where G is
a finite group of diagonal symmetries of w. One of the main results of [17] is that in the
case of ADE simple singularities this CohFT is isomorphic to Givental’s CohFT associated
with Saito’s Frobenius manifold of the dual singularity (which is the same singularity for the
series E and for series D with non-maximal symmetry group). Using the work of Frenkel-
Givental-Milanov (see [24], [20]) it is shown in [17] that the associated total potential function
is a τ -function of the corresponding Kac-Wakimoto hierarchy. Another recent result on the
mirror symmetry for the Landau-Ginzburg models is due to Krawitz [38] who established the
isomorphism between Frobenius algebras associated with A- and B-side of the dual invertible
quasi-homogeneous potentials.
In this paper we present a purely algebraic (and perhaps more general) version of the
FJR-theory. The main role in our construction is played by matrix factorizations. These are
generalizations of complexes obtained by replacing the condition d2 = 0 with d2 = w (see
[14], [7]). Matrix factorizations appeared in physics in connection with open-closed topolog-
ical string theories (see [27], [28], [29]). They are also related to an important invariant of
1Sometimes this theory is referred to as FJRW-theory since Fan, Jarvis and Ruan attribute some key
ideas of their model to Witten.
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the potential w, the singularity category (see [47], [57], [44]). The category of matrix fac-
torizations for an isolated singularity fits naturally into the framework of noncommutative
geometry developed from the point of view of dg-categories or A∞-algebras (see [13], [30]).
Our main construction gives a CohFT whose state space is built from the Hochschild
homology of the dg-categories of equivariant matrix factorizations associated with a quasi-
homogeneous isolated singularity w and a finite group of symmetries G. This CohFT carries
a priori more information than the FJR-theory: it is a CohFT with coefficients in the rep-
resentation ring R of G. Conjecturally, the reduced theory obtained by the specialization
R→ C is equivalent to the FJR-theory. We show that this is true for all simple singularities.
Let w(x1, . . . , xn) be a quasihomogeneous polynomial with an isolated singularity at the
origin. We fix the degrees of quasihomogeneity dj = deg(xj) and we set qj = dj/d, where
d = deg(w). We denote the Milnor ring of w by Aw = C[x1, . . . , xn]/(∂1w, . . . , ∂nw) and
set
H(w) = Aw ⊗ (dx1 ∧ . . . ∧ dxn).
This space is canonically isomorphic to the Hochschild homology of the category of matrix
factorizations of w. Let Gw ⊂ (C∗)n be the group of all diagonal symmetries of w. For
each γ ∈ Gw consider the subspace of invariants (An)γ ⊂ An and set wγ = w|(An)γ . Then
wγ still has an isolated singularity at zero. Let G ⊂ Gw be a finite subgroup containing the
exponential grading element
J = (exp(2πiq1), . . . , exp(2πiqn)) ∈ Gw,
and let R = C[Ĝ] be the representation ring of G. Our construction associates with such G
a CohFT with coefficients in R on the state space
H(w, G) =
⊕
γ,γ′∈G
H(wγ,γ′)
G,
where wγ,γ′ is the restriction of w to the subspace of invariants (A
n){γ,γ
′} ⊂ An. We view
this space as an R-module via the G-grading given by γ′. The component corresponding
to γ′ = 1 admits a certain twist by a Todd class, and conjecturally this reduced CohFT is
isomorphic to the FJR-theory. In [10] the FJR-theory for the quintic threefold is related to
a certain specialization of the corresponding Gromov-Witten theory. One can speculate that
our CohFTs associated with other elements γ′ ∈ G are also related to some specializations
of the Gromov-Witten invariants in the Calabi-Yau case.
As in [17], the main geometric ingredient of our construction is the moduli stacks of the so-
called w-curves which are orbicurves C with marked (orbi-)points together with a collection
of line bundles L1, . . . ,Ln satisfying certain constraints coming from the monomials of w.
However, we observe that these coverings should really be viewed as an attribute of the
group of symmetries G rather than of the potential w. More precisely, we reformulate the
notion of a w-structure using principal Γ-bundles, where Γ is an extension of Gm by G. This
leads to the moduli stacks of Γ-spin curves that replace w-curves considered in [17]. This
technical device allows us to remove the assumption that Gw is finite imposed in [17] and to
show that every finite subgroup of Gw containing J is admissible in the sense of [17].
4
Our results give also a categorification of these CohFTs in a certain weak sense. Namely,
we construct a collection of functors inducing the CohFT maps after passing to Hochschild
homology (up to rescaling). These functors are given by kernels which are certain matrix
factorizations, called fundamental matrix factorizations, on the product of the moduli spaces
of Γ-spin curves with affine spaces. In some sense these fundamental matrix factorizations
play a role similar to that of the virtual fundamental class in the GW-theory. The factor-
ization axiom holds on the categorified level after passing to appropriate finite covers of the
relevant moduli spaces. It seems plausible that there should also be a version of quantum
K-theory in our setup (see [42]).
Note that representations of functors between categories of matrix factorizations by ker-
nels are discussed extensively in the work of Ballard, Favero and Katzarkov [5] (in the context
of graded algebras), where the authors give interesting applications to Homological Mirror
Symmetry and Hodge theory.
One of the obstacles that prevents us from comparing the specialization of our CohFT
at γ′ = 1 with the FJR-theory is that we were able to prove the analog of the Dimension
Axiom of [17, Sec. 4] only in some special cases. In particular, we verified it for all simple
singularities, which together with the computation of the corresponding Frobenius algebras
enables us to show that in this case our reduced CohFT is isomorphic to that of Fan-Jarvis-
Ruan (see Section 7).
The paper is organized as follows. In Section 1 we review basics of the theory of matrix
factorizations. In particular, we discuss the relation between the derived category of matrix
factorizations and the singularity category, prove auxiliary results about push-forwards of
matrix factorizations and establish some properties of Koszul matrix factorizations, crucial
for our main construction. In Section 2 we specialize to the case of a quasihomogeneous
isolated singularity. We consider the dg-category of equivariant matrix factorizations and
compute its Hochschild homology space with the canonical pairing. We also discuss functors
between categories of matrix factorizations given by kernels. In Section 3 we recast the notion
of a w-structure from [17] in terms of torsors over some commutative algebraic groups and
consider the corresponding moduli stacks of Γ-spin curves. Section 4 is the technical core
of the paper. Here we construct the fundamental matrix factorization over the product of
the moduli space of Γ-spin curves with an affine space. The construction shares some of the
features with the construction of the Witten’s top Chern class in [52], however, it uses also
some new ingredients, notably the push-forward of matrix factorizations. Also, the proof
of independence of the fundamental matrix factorization of choices of resolutions is based
on a different idea (we use properties of regular Koszul matrix factorizations). In Section 5
we define the CohFTs associated with a pair (w, G) using the functor associated with the
fundamental matrix factorization and passing to the induced map on Hochschild homology.
We also prove for our theory analogs of all properties established in [17, Sec. 4] for the FJR-
theory except the Dimension Axiom, which we prove in some particular cases (see 5.6). In
Section 6 we give a recipe for calculating genus zero three-point correlators for our theory
which are responsible for the Frobenius algebra structure on the state space. In Section 7
we compute all such correlators in the case when w is a simple singularity of type A, D, E6,
E7 or E8. We also prove in Section 7.6 that our reduced CohFT is isomorphic to the FJR-
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theory in this case. In Appendix we discuss the constructions of functoriality for Hochschild
homology. In particular, we prove that the construction used in [53] is compatible with the
standard one (see Theorem 8.0.4).
Notation and conventions. We work with schemes and stacks over C and all our (dg-)
categories are C-linear. For a finite abelian group G we denote by Ĝ the dual abelian group.
For a commutative algebraic group Γ we denote by X(Γ) the group of characters of Γ. We
say that a triangulated category D is generated by a set of objects (Ei) if the minimal
full triangulated subcategory containing Ei and closed under taking direct summands is the
entire D. For an additive category C we denote by Com(C) the category of complexes over
C.
We always assume that our algebraic stacks are Noetherian and semi-separated. For such
an algebraic stack X we denote by Coh(X) (resp., Qcoh(X); resp., Db(X)) the category of
coherent sheaves (resp., quasicoherent sheaves; resp., bounded derived category of coherent
sheaves) on X . By [4, Cor. 2.11], Db(X) is equivalent to the full subcategory of the bounded
derived category of OX -modules consisting of complexes with coherent cohomology. By a
vector bundle on a stack we mean a locally free sheaf of O-modules of finite rank.
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to Matthew Ballard, David Favero and Ludmil Katzarkov for sharing with us a preliminary
version of their work [5]. The first author was partially supported by the NSF grant DMS-
1001364.
1 Matrix factorizations on stacks
In this section we review the theory of matrix factorizations on stacks from [54]. We also
establish some technical results on push-forwards of matrix factorizations and on Koszul
matrix factorizations.
1.1 Categories of matrix factorizations
Let us recall some basic definitions from [54].
Definition 1.1.1. Let X be an algebraic stack, L a line bundle on X , and W ∈ H0(X,L)
a section (called a potential). A matrix factorization E¯ = (E•, δ•) of W on X consists of
a pair of vector bundles (i.e., locally free sheaves of finite rank) E0, E1 on X together with
homomorphisms
δ1 : E1 → E0 and δ0 : E0 → E1 ⊗ L,
such that δ0δ1 =W · id and δ1δ0 = W · id.
Sometimes we will assume that the potential W is not a zero divisor, i.e., the morphism
W : OX → L is injective.
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In the case W = 0 we have δ0δ1 = δ1δ0 = 0, so we can define cohomology of a matrix
factorization E¯ by
H0(E¯) = ker(δ0)/δ1(E1), H
1(E¯) = ker(δ1)/δ0(E0 ⊗ L−1). (1.1)
Definition 1.1.2. We define the dg-category MF(X,W ) of matrix factorizations of W as
follows. For a pair of matrix factorizations E¯ and F¯ we define a Z-graded complex of
morphisms HomMF(E¯, F¯ ) by setting
HomMF(E¯, F¯ )
2n = Hom(E0, F0 ⊗ Ln)⊕ Hom(E1, F1 ⊗ Ln),
HomMF(E¯, F¯ )
2n+1 = Hom(E0, F1 ⊗ Ln+1)⊕ Hom(E1, F0 ⊗ Ln).
The differential on HomMF(E¯, F¯ ), raising the degree by 1, is given by
df = δF ◦ f − (−1)|f |f ◦ δE . (1.2)
We denote by HMF(X,W ) = H0MF(X,W ) the corresponding homotopy category. We
will usually omitX from the notation. As in the standard case considered in [47] the category
HMF(W ) has a triangulated structure (see [54, Def. 1.3]).
One can conveniently write the complexes HomMF(E¯, F¯ ) using the half-twist notation
(see [54, Def. 1.2]):
HomMF(E¯, F¯ )
i = Homimod 2(E(L
1/2), F (L1/2)⊗ Li/2),
where E(L1/2) = E0⊕ (E1⊗L1/2) and Homimod 2 denotes morphisms of Z/2-graded bundles,
homogeneous of degree imod2.
We also consider the dg-category MF∞(X,W ) and the corresponding homotopy cate-
gory HMF∞(X,W ) of quasi-matrix factorizations defined using locally free sheaves of not
necessarily finite rank (see [54, Def. 1.4]). An even larger dg-category QMF(X,W ) of qua-
sicoherent matrix factorizations is obtained if we allow E0 and E1 to be arbitrary quasico-
herent sheaves. This category is featured prominently in more recent treatments of matrix
factorizations in the non-affine case (see [57] and [44]). We will mostly use it in the case
when W = 0. Note that in this case we have a natural class of quasi-isomorphisms in the
corresponding homotopy category (defined using the cohomology (1.1)). Localizing with
respect to quasi-isomorphisms we get the derived category DQMF(X, 0). We denote by
DQMFc(X, 0) ⊂ DQMF(X, 0) the full subcategory of quasicoherent matrix factorizations
of 0 with coherent cohomology. Similarly, replacing quasicoherent sheaves with coherent
sheaves one can talk about coherent matrix factorizations of 0 and define the derived cate-
gory of coherent matrix factorizations DCMF(X, 0).
Let us introduce some natural operations on matrix factorizations.
For a bounded complex of vector bundles on X , (C•, δC), and a quasicoherent matrix
factorization E¯ = (E•, δ•) of W ∈ H0(X,L) we define the matrix factorization C•⊗ E¯ of W
by setting
(C• ⊗ E)(L1/2) = C(L−1/2)⊗ E(L1/2), (1.3)
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with the differential δC⊗id+ id⊗δ, where C(L−1/2) = ⊕n∈ZCn⊗L−n/2 with the Z/2-grading
induced by the Z-grading and the induced differential δC : C(L
−1/2) → C(L−1/2) ⊗ L1/2.
Explicitly,
(C• ⊗E)i = ⊕n∈ZCn ⊗ E(L1/2)n+i ⊗ L−(n+i)/2, for i = 0, 1.
Note that we have natural isomorphisms
(C•[1])⊗ E¯ ≃ C• ⊗ (E¯[1]) ≃ (C• ⊗ E¯)[1].
Let X0 ⊂ X be the zero locus of W . With a quasicoherent matrix factorization E¯ =
(E•, δ•) we associate a Z-graded complex of vector bundles on X0
com(E¯) : . . .→ (E0 ⊗ L−1)|X0 δ0✲ E1|X0 δ1✲ E0|X0 δ0✲ (E1 ⊗ L)|X0 → . . . (1.4)
where δi is induced by δi, and E0|X0 is placed in degree 0 (for quasi-matrix factorizations
this construction was considered in [54, Sec. 1]). By [54, Lem. 1.5], this complex is exact
provided W is not a zero divisor and E¯ is a quasi-matrix factorization. This construction
extends to a dg-functor
com : QMF(W )→ Com(Qcoh(X0))
that induces an exact functor between the corresponding homotopy categories. It is easy to
see that for a bounded complex C• of vector bundles on X one has a natural isomorphism
of complexes on X0
com(C• ⊗ E¯) ≃ C•|X0 ⊗OX0 com(E¯). (1.5)
In the case W = 0 the complex com(E¯) satisfies
H2n com(E¯) = H0(E¯)⊗ Ln, H2n−1 com(E¯) = H1(E¯)⊗ Ln.
In particular, a closed morphism q of quasicoherent matrix factorizations of 0 is a quasi-
isomorphism if and only if com(q) is a quasi-isomorphism.
Definition 1.1.3. For a pair of potentials W,W ′ ∈ H0(X,L) the tensor product dg-functor
MF(W )⊗MF(W ′)→ MF(W +W ′)
is defined as follows. For E¯ = (E, δE) and F¯ = (F, δF ) we set
(E¯ ⊗ F¯ )0 = E0 ⊗ F0 ⊕E1 ⊗ F1 ⊗ L and E0 ⊗ F1 ⊕ E1 ⊗ F0 (1.6)
with the differential δE ⊗ idF + idE ⊗δF . Note that
(E ⊗ F )(L1/2) = E(L1/2)⊗ F (L1/2).
Definition 1.1.4. For a bounded complex (C•, δC) of vector bundles and a line bundle L
on X let us define (mf(C•), δ), a matrix factorization of 0 ∈ H0(X,L), by setting
mf(C•)0 =
⊕
n
C2n ⊗ L−n, mf(C•)1 =
⊕
n
C2n−1 ⊗ L−n (1.7)
with the differential δ induced by δC .
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A straightforward check shows that the tensor product operations (1.3) and (1.6) are
consistent.
Lemma 1.1.5. One has a natural isomorphism
C• ⊗ E¯ ≃ mf(C•)⊗ E¯
in MF(W ), on the left we use the operation (1.3). Hence, by (1.5) we have
com(mf(C•)⊗ E¯) ≃ C•|X0 ⊗ com(E¯).
We have the duality dg-functor
MF(W )op → MF(−W ) (1.8)
sending E¯ = (E, δE) to E¯
∗ = (E(L1/2)∨(L−1/2), δ∗). In other words, the even part of E¯∗ is
E∨0 and its odd part is E
∨
1 ⊗ L−1.
Lemma 1.1.6. For a pair of matrix factorizations E¯ and F¯ in MF(X,W ) we have an
isomorphism of complexes
HomMF(E¯, F¯ ) ≃ H0(X, com(E¯∗ ⊗ F¯ )),
where E¯∗ ⊗ F¯ ∈ MF(X, 0).
For a morphism of stacks f : X ′ → X , a line bundle L overX and a sectionW ∈ H0(X,L)
we have natural pull-back functors on matrix factorizations: a dg-functor
f ∗ : MF(X,W )→ MF(X ′, f ∗W ),
where f ∗W is the induced section of f ∗L on X ′, and the induced exact functor
f ∗ : HMF(X,W )→ HMF(X, f ∗W ).
Definition 1.1.7. The external product of (X,W ) and (X ′,W ′) (where W ∈ H0(X,L) and
W ′ ∈ H0(X ′, L′)) is defined as a pair (U,W ⊕˜W ′), where U → X × X ′ is the Gm-torsor
associated with the line bundle L′ ⊗ L−1. Let p1 : U → X and p2 : U → X ′ be the natural
projections. Then we have an isomorphism LU = p
∗
1L ≃ p∗2L′, and we define
W ⊕˜W ′ = p∗1W + p∗2W ′ ∈ H0(U, LU).
Combining the pull-back and tensor product functors defined above we obtain the external
tensor product functor
MF(X,W )⊗MF(X ′,W ′)→MF (U, p∗1W + p∗2W ). (1.9)
We can define Koszul matrix factorizations {α, β} in our setting (see [36], [53]).
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Definition 1.1.8. Let X , L and W be as above, and let V be a vector bundle V on X . For
global sections
α ∈ H0(X, V ⊗ L), β ∈ H0(X, V ∨) such that 〈α, β〉 = W
we define define the Koszul matrix factorization {α, β} of W by
{α, β} =
(∧•
(V ⊗ L1/2)(L−1/2), δα,β
)
, (1.10)
with the Z/2-grading on
∧•(V ⊗ L1/2) induced by the Z-grading. The differential is given
by
δα,β = α∧? + ι(β),
where ι(β) is the contraction by β.
Explicitly,
{α, β}0 = OX ⊕ (∧2V ⊗ L)⊕ (∧4V ⊗ L2)⊕ . . . ,
{α, β}1 = V ⊕ (∧3V ⊗ L)⊕ (∧5V ⊗ L2)⊕ . . . .
Lemma 1.1.9. For α ∈ H0(X, V ⊗ L) let
K•(α) = (
∧•
(V ⊗ L), α∧?) (1.11)
be the Koszul complex. Then one has an isomorphism of matrix factorizations in MF(0)
{α, 0} ≃ mf(K•(α)).
The proof is straightforward.
1.2 Equivariant matrix factorizations
Let X be a stack and Γ an affine algebraic group acting on X . Let also W be a regular
function on X , semi-invariant with respect to Γ. Thus, we have a character χ : Γ → Gm
such that
W (γ · x) = χ(γ)W (x)
for γ ∈ Γ, x ∈ X . Recall that Γ-equivariant matrix factorizations of W with respect to the
character χ are defined as pairs of Γ-equivariant vector bundles E0, E1 on X together with
Γ-invariant homomorphisms
δ1 : E1 → E0 and δ0 : E0 → E1 ⊗ χ,
such that δ0δ1 =W · id and δ1δ0 = W · id.
The dg-category MFΓ,χ(X,W ) of Γ-equivariant matrix factorizations is naturally equiv-
alent to the category MF(X/Γ,W ), where W is the section induced by W of the line bundle
over X/Γ associated with χ (see [54, Prop. 2.2]).
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Example 1.2.1. Let V be a Γ-equivariant vector bundle on X . For Γ-invariant sections
α ∈ H0(X, V ⊗ χ)G and β ∈ H0(U, V ∨)Γ the Koszul matrix factorization {α, β} (see (1.10))
is Γ-equivariant.
We will often consider the following special situation. Let Γ be a commutative algebraic
group with a surjective homomorphism χ : Γ→ Gm such that G := ker(χ) is finite, and let
X be a stack with the trivial action of Γ.
Let χ1, . . . , χd ∈ Γ̂ be a system of representatives for the cosets of the subgroup 〈χ〉 ⊂ Γ̂
of characters of Γ. A Γ-equivariant quasicoherent matrix factorization E¯ consists of a pair
of Γ̂-graded quasicoherent sheaves
E0 = ⊕ξ∈Γ̂E0,ξ, E1 = ⊕ξ∈Γ̂E1,ξ
and a differential δ on E0 ⊕ E1, such that
δ(E1,ξ) ⊂ E0,ξ and δ(E0,ξ) ⊂ E1,ξχ−1.
Now we associate with E¯ the complex of G-equivariant quasicoherent sheaves on X
comG(E¯) :=
d⊕
i=1
com(E¯)χi, where (1.12)
com(E¯)χi : . . . E0,χiχ → E1,χi → E0,χi → E1,χiχ−1 → E0,χiχ−1 → . . .
where the action of G is given by restricting the action of Γ. Note that we have an isomor-
phism of Z/2-graded complexes
comG(E¯) ≃ E•.
This implies the following result.
Proposition 1.2.2. In the above situation the functor
comG : QMFΓ,χ(X, 0)→ Com(QcohG(X))
is an equivalence of dg-categories, which restricts to an equivalence
MFΓ,χ(X, 0)→ Comb(BunG(X)),
where BunG(X) is the category of G-equivariant vector bundles on X and Com
b(?) de-
notes the category of bounded complexes. The functor comG also induces an equivalence
between the derived category of quasicoherent matrix factorizations with coherent cohomol-
ogy DQMFc(X/Γ, 0) and the derived category D
b
c(QcohG(X)) of complexes with bounded
coherent cohomology.
Remark 1.2.3. If we choose χ1 to be the trivial character then the G-invariant part of
comG(E¯) is isomorphic to Γ-invariants of the complex com(E¯) (see (1.4)).
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Remark 1.2.4. In the above situation let C• be a bounded complex of Γ-equivariant vec-
tor bundles on X . Recall that we can associate with it a matrix factorization mf(C•) ∈
MFΓ,χ(X, 0) (see (1.7)). Then we have natural isomorphisms of G-equivariant sheaves
Heven comG(mf(C
•)) ≃ H0(mf(C•)) ≃ Heven(C•),
Hodd comG(mf(C
•)) ≃ H1(mf(C•)) ≃ Hodd(C•). (1.13)
1.3 Connection with categories of singularities
As was proved by Orlov [47], the homotopy category of matrix factorizations of a nonzero
function W on a smooth affine variety X is equivalent to a certain triangulated category
DSg(X0) that “measures the singularity” of the hypersurface X0 = (W = 0). The singularity
category DSg(X0) is the quotient of the derived category D
b(X0) of coherent sheaves on X0
by the subcategory of perfect complexes. This definition also makes sense for stacks. In [54]
we proved an extension of Orlov’s result to smooth stacks (satisfying certain technical as-
sumptions) by replacing the homotopy category of matrix factorizations with the appropriate
derived category (see below). The stacks that we allow are called FCDRP-stacks (see [54,
Def. 3.1]), where FCD stands for “finite cohomological dimension” and RP for “resolution
property”.
Let X be a stack, and let W ∈ H0(X,L) be a potential, where L is a line bundle on X .
Assume that W is not a zero divisor, and let X0 = W
−1(0) be the zero locus of W . As in
[47], we consider the natural functor
C : HMF(X,W )→ DSg(X0) (1.14)
that associates with a matrix factorization (E•, δ) the cokernel of δ1 : E1 → E0. This functor
is exact (see Lemma 3.12 of [54]).
In the case when X is a smooth affine scheme and L is trivial, the functor C is an equiva-
lence by [47, Thm. 3.9]. In the non-affine case we need to localize the category HMF(X,W ).
Namely, we consider the full subcategory
LHZ(X,W ) ⊂ HMF(X,W )
consisting of matrix factorizations E¯ that are locally contractible (i.e., there exists an open
covering Ui of X in smooth topology such that E¯|Ui = 0 in HMF(Ui,W |Ui)). Then we define
the derived category of matrix factorizations as the quotient
DMF(X,W ) = HMF(X,W )/LHZ(X,W ).
We proved in [54, Thm. 3.14] that in the case when X is a smooth FCDRP-stack the functor
C induces an exact equivalence
C : DMF(W )→ DSg(X0). (1.15)
We will need the following property of the functor C.
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Proposition 1.3.1. Assume thatW is not a zero divisor. For any E¯ = (E, δ) ∈ HMF(X,W )
and a bounded complex C• of vector bundles on X there is an isomorphism
C(C• ⊗ E¯) ≃ C•|X0 ⊗ C(E¯)
in DSg(X0), where we use the operation of tensor product of a matrix factorization with a
complex of vector bundles on X (see (1.3)).
Proof. Since C commutes with the translation functors, it is enough to consider the case
when C• is concentrated in non-positive degrees. Recall that
(C• ⊗ E)i =
⊕
n≥0
C−n ⊗ E(L1/2)n−i ⊗ L(n−i)/2, for i = 0, 1,
and the (injective) differential δ˜1 : (C
•⊗E)1 → (C•⊗E)0 is induced by δ and the differential
dC on C
•. Let us consider the coherent sheaves on X0,
F := C(E¯) = coker(δ1 : E1 → E0) and F˜ = C(C• ⊗ E¯) = coker(δ˜1).
We are going to construct an exact triple of bounded complexes of coherent sheaves on X0,
concentrated in non-negative degrees, of the form
0→ S• → G• p✲ C•|X0 ⊗ F → 0,
such that the terms of S• are locally free and G• is a resolution for F˜. This will imply that G•
is isomorphic to C•|X0 ⊗F in DSg(X0), and the assertion will follow. We define the complex
G• by
G−i = C−i ⊗ F ⊕
⊕
n>i
C−n ⊗ E(L1/2)n−i ⊗ L(n−i)/2|X0 for i ≥ 0,
with the differential induced by δ, dC, and the embedding F → E1 ⊗ L|X0, The map
p : G• → C• ⊗ F = C•|X0 ⊗ F
is defined as the natural projection. It remains to show that G• is a resolution of F˜. It is
easy to check that the canonical map (C• ⊗ E)0 → F˜ factors through a map G0 → F˜ that
extends to a morphism of complexes G• → F˜. To see that it is a quasi-isomorphism, we use
the increasing filtrations on both sides induced by the stupid filtration [C•]≥−n on C
•. The
associated quotients of the induced filtration on F˜ are
C−n ⊗ coker((E(L1/2)n−1 ⊗ L(n−1)/2 → E(L1/2)n ⊗ Ln/2), (1.16)
where n ≥ 0. On the other hand, the associated quotients of the induced filtration of G• are
the complexes
C−n ⊗ F0 → C−n ⊗ E1 ⊗ L|X0 → . . .→ C−n ⊗E(L1/2)n ⊗ Ln/2 (1.17)
concentrated in degrees [−n, 0] with n ≥ 0. It remains to observe that by [54, Lem. 1.5], the
complex (1.17) is a resolution of the sheaf (1.16).
13
Remark 1.3.2. In the case W = 0 the definition of the derived category of matrix fac-
torizations still makes sense. For instance, as in Proposition 1.2.2, let us consider the case
X = Y/Γ with Γ acting trivially on Y and equipped with a surjective character χ : Γ→ Gm
(which defines the line bundle L). Assume also that G = ker(χ) is finite. Then the category
DMFΓ,χ(Y, 0) = DMF(X, 0) is equivalent to the category of Ĝ-graded objects in the usual
derived category of bounded (Z-graded) complexes of vector bundles on Y (since a bounded
acyclic complex of projective modules is contractible).
As we have shown in [54, Sec. 4], the functor C extends naturally to quasi-matrix factor-
izations. More precisely, we have a functor
C
∞ : DMF∞(X,W )→ D′Sg(X0),
where DMF∞(X,W ) is the derived category of quasi-matrix factorizations defined as the
quotient of the homotopy category HMF∞(X,W ) by the subcategory of objects that are
locally homotopic to zero, and D′Sg(X0) is the quotient of D
b(Qcoh(X0)) by the subcategory
of bounded complexes of locally free sheaves.
If f : X → Y is a smooth affine morphism with integral fibers, where X and Y are stacks,
and W ∈ H0(Y, L) is a potential, then we have a natural push-forward functor that takes
a quasi-matrix factorization of f ∗W on X to a quasi-matrix factorization of W on Y (see
[54, Def. 4.8]). Furthermore, if W is not a zero divisor and Y is smooth with the resolution
property, then there is an induced functor of derived categories f∗ : DMF
∞(X, f ∗W ) →
DMF∞(Y,W ), so that we have a commutative diagram
DMF∞(X, f ∗W )
C
∞
✲ D′Sg(X0)
DMF∞(Y,W )
f∗
❄
C
∞
✲ D′Sg(Y0)
g∗
❄
where Y0 (resp., X0) is the zero locus of W (resp., f
∗W ), g : X0 → Y0 is the morphism
induced by f , and the right vertical arrow is induced by the push-forward functor g∗ :
Db(Qcoh(X0))→ Db(Qcoh(Y0)).
1.4 Supports
Let X be a stack and let W ∈ H0(X,L) be a section. We denote by DMF(X,W ) the
idempotent closure of DMF(X,W ). For a closed substack Z ⊂ X the full subcategory
DMF(X,Z;W ) ⊂ DMF(X,W ) of matrix factorizations with support on Z is defined as the
common kernel of the restriction functors
E¯ 7→ i∗x com(E¯)
for closed points x ∈ X0 \Z, where X0 =W−1(0) ⊂ X (see [54, (5.1)]). In the case when W
is a non-zero-divisor and X is a smooth FCDRP-stack we proved that a matrix factorization
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E¯ = (E, δ) belongs to DMF(X,Z;W ) if and only if it restricts to zero in DMF(X \Z,W |X\Z)
(see the proof of [54, Prop. 5.6]).
Lemma 1.4.1. Let {α, β} be the Koszul matrix factorization of W ∈ H0(X,L) associated
with sections α ∈ V ⊗ L and β ∈ V ∨ such that 〈α, β〉 = W (see (1.10)). Then {α, β} is
supported on the zero locus of the section (α, β) ∈ (V ⊗ L)⊕ V ∨.
Proof. By definition of support of a matrix factorization, we have to check that if V is a
vector space and α ∈ V and β ∈ V ∗ are such that 〈α, β〉 = 0 and (α, β) 6= (0, 0), then the
complex
{α, β} = (
∧•
V, α∧? + ι(β))
is acyclic. Since 〈α, β〉 = 0, we can find a direct sum decomposition V = V1 ⊕ V2 such
that α ∈ V1 and β ∈ V ∗2 . Then {α, β} becomes the total complex of the tensor product
of the complexes (
∧•V1, α∧?) and (∧•V2, ι(β)), at least one of which is acyclic because
(α, β) 6= (0, 0).
Recall that for a pair of potentials W,W ′ ∈ H0(X,L) we have the tensor product bifunc-
tor (see (1.6))
HMF(X,W )×HMF(X,W ′)→ HMF(X,W +W ′). (1.18)
Proposition 1.4.2. Let X be a stack and W,W ′ ∈ H0(X,L) two sections.
(i) For a a pair of closed substacks Z ⊂ X and Z ′ ⊂ X the bifunctor (1.18) induces an exact
bifunctor
DMF(X,Z;W )×DMF(X,Z ′;W ′)→ DMF(X,Z ∩ Z ′;W +W ′).
(ii) Assume in addition that X is a smooth FCDRP stack and W and W ′ are not zero
divisors. The the tensor product induces a bifunctor
DMF(X,W )×DMF(X,W ′)→ DMF(X,Σ ∩ Σ′;W +W ′).
where Σ (resp., Σ′) is the singularity locus of the hypersurface W = 0 (resp., W ′ = 0).
Proof. (i) The tensor product functor (1.18) is compatible with pull-backs, hence, if at least
one of the matrix factorizations E¯ ∈ HMF(X,W ) or F¯ ∈ HMF(X,W ′) is locally contractible
then so is E¯ ⊗ F¯ . Therefore, this functor descends to derived categories. Similarly, for
E¯ ∈ DMF(X,Z;W ) and F¯ ∈ DMF(X,Z ′;W ′) the tensor product E¯ ⊗ F¯ is contractible in
a neighborhood of x 6∈ Z ∩ Z ′ (since either E¯ of F¯ is contractible near x).
(ii) This follows from part (i) and [54, Cor. 5.3].
1.5 Push-forwards
In [54, Sec. 6] we defined the push-forwards for matrix factorizations with relatively proper
support. Let f : X → Y be a representable morphism of smooth FCDRP-stacks and
W ∈ H0(Y, L) a potential such that W and f ∗W are not zero divisors. Let Z ⊂ X0 be a
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closed substack of the zero locus of f ∗W , such that the induced morphism f : Z → Y is
proper. Let Y0 ⊂ Y denote the zero locus of W , and let f0 : X0 → Y0 be the map induced
by f . The derived push-forward functor
Rf0∗ : D
b(X0, Z)→ Db(Y0, f(Z))
induces a functor
DSg(X0, Z)→ DSg(Y0, f(Z)),
and hence, by [54, Prop. 5.6], a functor
Rf∗ : DMF(X,Z; f
∗W )→ DMF(Y, f(Z);W ). (1.19)
In the case when f is proper this functor preserves the usual derived categories inside their
idempotent completions (see [54, Rem. 6.2]). We proved in [54, Prop. 6.3] that this functor
is compatible with the natural push-forwards for quasi-matrix factorizations with respect to
smooth affine morphisms with integral fibers (see [54, Def. 4.8]). More generally, if f : X → Y
is an arbitrary affine morphism, then for any W ∈ H0(Y, L) we have the naive push-forward
functor
f∗ : QMF(X, f
∗W )→ QMF(Y,W ) : E¯ = (E, δ) 7→ (f∗E, f∗δ) (1.20)
for quasicoherent matrix factorizations (see Section 1.1). Note that in the case when W = 0
this functor respects quasi-isomorphisms.
Remark 1.5.1. In the case when f is a finite morphism, the functor (1.19) is compati-
ble with the naive push-forward (1.20) in the following sense. For a matrix factorization
E¯ = (E, δ) the naive push-forward f∗E¯ is a coherent matrix factorization with an additional
property that the multiplication by W is an injective endomorphism. The cokernel functor
C : MF(Y,W )→ DSg(Y0) extends naturally to the category of such coherent matrix factor-
izations, so we can view f∗E¯ as an object of the derived category DMF(Y,W ) (cf. [54, Def.
3.21, Rem. 6.2]). Since C(f∗E¯) ≃ f0∗(E¯), we obtain an isomorphism in DMF(Y,W ) of f∗E¯
with the push-forward of E¯ given by 1.19.
Remark 1.5.2. As it was pointed out to us by Leonid Positselski, an alternative construction
of push-forwards can be given using exotic derived categories of [56] and the results of [57].
One can start with the natural push-forward functors between the coderived categories of
quasicoherent matrix factorizations which are defined using injective resolutions (see [56,
Sec. 3.7]). Then one can use the fact that for a regular scheme of finite Krull dimension the
coderived category of quasi-matrix factorizations is equivalent to the coderived category of
quasicoherent matrix factorizations (see [57, Thm. 1(a)]). Note that the absolute derived
category of matrix factorizations, which is a full subcategory in the above coderived category,
is equivalent to the corresponding hypersurface singularity category (see [56, Thm. 2], [44,
Prop. 2.13] or [49]) and hence to our category DMF(X,W ).
The following lemma gives an important relation between the push-forward with respect
to the embedding of the zero locus of W and the tensor product of matrix factorizations of
W and of −W .
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Lemma 1.5.3. Let X be a smooth FCDRP-stack, W ∈ H0(X,L) a potential and E¯ a matrix
factorization of W .
(i) Let us define the matrix factorization C•(E¯) of 0 on X as follows:
C0(E¯) = E0 ⊕ E1 ⊗ L, C1(E¯) = E1 ⊕ E0,
with the differential δ(x, y) = (δE(x) + y,−W (x)− δE(y)). Then C•(E¯) is contractible (i.e.,
homotopy equivalent to 0).
(ii) Let F¯ be a matrix factorization of −W , and let i : X0 →֒ X be the inclusion of the zero
locus of W . Assume that W is not a zero divisor. Then the map
F 7→ i∗(F ⊗OX0 i∗F¯ ) (1.21)
gives a well-defined functor DSg(X0) → DCMF(X, 0), where DCMF(X, 0) is the derived
category of coherent matrix factorizations (see Section 1.1). Also, the natural map of coherent
matrix factorizations of 0 on X
q : E¯ ⊗ F¯ → i∗
(
C(E¯)⊗OX0 i∗F¯ )
)
,
induced by the projection E0 → C(E¯) = coker(E1 → E0), is a quasi-isomorphism.
Proof. (i) The contracting homotopy sends (x, y) to (0, y).
(ii) By [54, Lem. 1.5], the complex com(i∗F¯ ) = com(F¯ ) of bundles on X0 is exact. Therefore,
from the isomorphism (1.5) it follows that for a perfect complex C• onX0 the coherent matrix
factorization of zero C•⊗ i∗F¯ is acyclic. Hence, (1.21) gives a well-defined functor. We have
to check that the map com(q) is a quasi-isomorphism (see (1.4)). But this map fits into an
exact sequence of complexes of sheaves on X
0→ K• → com(E¯ ⊗ F¯ ) com(q)✲ i∗
(
C(E¯)⊗ com(F¯ ))→ 0,
where K• = E1 ⊗ com(C•(F¯ )). Hence, by part (i), K• is acyclic.
We will need the push-forward functors in the following situation.
Example 1.5.4. Let π : E → X be a smooth affine morphism with integral fibers, where
X is a smooth FCDRP-stack, and let W ∈ H0(X,OX) be a potential. Suppose that we
have a commutative algebraic group Γ acting on both E and X compatibly, so that W is
semi-invariant with respect to Γ and a character χ : Γ → Gm, where χ is surjective with
finite kernel G. Let Z ⊂ E be a Γ-invariant closed substack such that π∗W |Z = 0 and Z is
proper over X . We will define the push-forward functor in the following two cases.
Case 1. Assume that W is not a zero divisor. Then by [54, Prop. 6.1] (applied to the
morphism E/Γ→ X/Γ), we have the push-forward functor
π∗ : DMFΓ(E,Z; π
∗W )→ DMFΓ(X,W ).
If in addition, a subgroup I ⊂ G acts trivially on X then we can combine the above functor
with taking I-invariants to get a functor
πI∗ : DMFΓ(E,Z; π
∗W )→ DMFΓ/I(X,W ). (1.22)
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Case 2. Assume that W = 0 and the action of Γ on X (but not necessarily on E) is trivial.
Then we can still define the push-forward functor as follows. Given a Γ-equivariant matrix
factorization P¯ of 0 on E, supported on Z, we can consider the push-forward π∗P¯ (see [54,
Def. 4.8]) which will be a Γ-equivariant quasi-matrix factorization of 0 on X . Let us consider
the corresponding complex comG(π∗P¯ ) of G-equivariant quasicoherent sheaves defined by
(1.12) (using representatives for the 〈χ〉-cosets in the character group of Γ). The assumption
on the support of P¯ implies that this complex has bounded coherent cohomology. Since
the category of such complexes is equivalent to the bounded derived category of coherent
sheaves, we obtain a functor
π∗ : DMFΓ(E,Z; 0)→ DbG(X) ≃ DMFΓ(X, 0). (1.23)
The map on the Grothendieck groups induced by this functor sends the class of a matrix
factorization P¯ to [π∗H
0(P, δ)]− [π∗H1(P, δ)].
In both cases the diagram of functors
DMFΓ(E,Z; π
∗W )
π∗✲ DMFΓ(X,W )
DMF∞Γ (E, f
∗W )
❄ π∗✲ DMF∞Γ (X,W )
❄
(1.24)
is commutative. Indeed, for W = 0 (and Γ acting trivially on X) this is clear from the
definition, and for W 6= 0 this follows from [54, Prop. 6.3].
Note that if we have a Γ-equivariant closed substack i : E ′ → E such that Z ⊂ E ′, such
that π′ = π|E′ is still smooth with integral fibers, then we can consider the push-forward
functors (1.19) associated with the projections π : E → X and π′ : E ′ → X and also the
functor i∗ : DMF(E
′, f ∗W |E′) → DMF(E, f ∗W ). In this situation one has an isomorphism
of functors
π∗ ◦ i∗ ≃ π′∗
from DMF(E ′, Z; (π′)∗W |E′) to DMF(X,W ).
We have the following analog of the projection formula.
Proposition 1.5.5. Let π : E → X, Z ⊂ E, Γ and W be as in one of the two cases of
Example 1.5.4, where Γ acts trivially on X. Then for P¯ ∈ DMFΓ(E,Z; π∗W ) and Q¯ ∈
DMFΓ(X,−W ) one has a functorial isomorphism
π∗(P¯ ⊗ π∗Q¯) ≃ π∗(P¯ )⊗ Q¯.
Proof. The case W = 0 immediately reduces to the usual projection formula, so we will
assume thatW is not a zero divisor. By Lemma 1.5.3(ii), we have natural quasi-isomorphisms
π∗(P¯ ⊗ π∗Q¯) ≃ i∗π0∗
(
C(P¯ )⊗OE0 π∗0i∗Q¯)
)
and
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π∗(P¯ )⊗ Q¯ ≃ i∗
(
C(π∗P¯ )⊗OX0 i∗Q¯
)
,
where E0 = π
−1(X0), π0 : E0 → X0 is the restriction of π, and i : X0 → X is the natural
embedding. It remains to use the isomorphism
π0∗C(P¯ ) ≃ C(π∗P¯ )
and the usual projection formula for π0.
Our push-forward functors also have the following base change property.
Proposition 1.5.6. (i) Suppose we have a cartesian diagram of smooth FCDRP-stacks
X ′
v ✲ X
Y ′
f ′
❄ u ✲ Y
f
❄
where f is a flat representable morphism, and let W ∈ H0(Y, L) be a potential such that its
pull-backs WX , WX′ and WY ′ to X, X
′ and Y ′, respectively, are not zero-divisors. Let X0,
Y0, X
′
0 and Y
′
0 be the zero loci of these potentials, Z ⊂ X0 a closed substack, proper over Y ,
and Z ′ ⊂ X ′0 the induced closed substack. Then the diagram of functors
DMF(X,Z,WX)
v∗✲ DMF(X ′, Z ′,WX′)
DMF(Y,W )
Rf∗
❄
u∗✲ DMF(Y ′,WY ′)
Rf ′∗
❄
is commutative.
(ii) Let (π : E → X,W,Γ, χ, G, Z) be as in Example 1.5.4, where either W is not a zero-
divisor or W = 0 and Γ acts trivially on X. Suppose we have a cartesian diagram
E ′
v ✲ E
X ′
π′
❄ u ✲ X
π
❄
of stacks with Γ-action, where all the maps are Γ-equivariant. Assume that the action of Γ
on X ′ is trivial and u∗W = 0. Then for any matrix factorization P¯ of W on E, supported
on Z, there is an isomorphism
u∗π∗P¯ ≃ π′∗v∗P¯
in DbG(X
′) ≃ DMFΓ(X ′, 0).
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Proof. (i) This follows easily from the base change formula for stacks (see [6, Prop. 3.10]).
(ii) It is enough to check the corresponding isomorphism in DMF∞Γ (X
′, 0). Therefore, the
statement follows from the commutativity of the diagrams (1.24) for π and π′ together with
the usual base change formula.
As in the case of usual sheaves, the base change formula leads to a relative Ku¨nneth
isomorphism for push-forwards of matrix factorizations.
Proposition 1.5.7. Let f1 : X1 → Y1 and f2 : X2 → Y2 be smooth morphisms with connected
fibers of FCDRP-stacks over a smooth FCDRP-stack S. Let W1 ∈ H0(Y1, L1) and W2 ∈
H0(Y2, L2) be potentials, and let W = p
∗
Y1
W1 + p
∗
Y2
W2 be the corresponding potential on the
Gm-torsor Y → Y1 ×S Y2 associated with the line bundle L1 ⊗ L−12 , where pYi : Y → Yi are
the projections. Let Z1 ⊂ X1 (resp., Z2 ⊂ X2) be a closed substack, proper over Y1 (resp.,
Y2). Consider the map f : X → Y fitting into the Cartesian square
X
f ✲ Y
X1 ×S X2
❄ f1 ×S f2✲ Y1 ×S Y2
❄
Assume that W1, W2 and W are non-zero-divisors. Then for E¯1 ∈ DMF (X1, Z1, f ∗1W1) and
E¯2 ∈ DMF(X2, Z2, f ∗2W2) there is a functorial isomorphism
Rf∗
(
p∗X1(E¯1)⊗ p∗X2(E¯2)
) ≃ p∗Y1(Rf1∗(E¯1))⊗ p∗Y2(Rf2∗(E¯2))
in DMF(Y,W ), where pXi : X → Xi are the projections.
The same assertion holds if one (or both) of the morphisms fi is of the form E/Γ→ X/Γ,
where E → X is a smooth affine morphism, Γ is a commutative group acting trivially on Z
and Wi = 0 (see Case 2 of Example 1.5.4).
Proof. Let us denote P = Rf∗
(
p∗X1(E¯1)⊗ p∗X2(E¯2)
)
and Pi = Rfi∗(E¯i) for i = 1, 2. Consider
the commutative diagram with a cartesian square
X
f˜2✲ X1 ×Y1 Y
f˜1 ✲ Y
X1
p1
❄ f1 ✲
p
X
1
✲
Y1
pY1
❄
(1.25)
where f˜2 and f˜1 are obtained from idX1 ×f2 and f1× idY2 by the base change. Note that the
composition of the arrows in the first row is equal to f . Thus, we have
P ≃ R(f˜1)∗R(f˜2)∗(p∗X1(E¯1)⊗ p∗X2(E¯2)) ≃ R(f˜1)∗
(
p∗1(E¯1)⊗ R(f˜2)∗p∗X2(E¯2)
)
.
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Applying the base change formula in the cartesian square
X
pX2 ✲ X2
X1 ×Y1 Y
f˜2
❄ pY2 ✲ Y2
f2
❄
we get
R(f˜2)∗p
∗
X2(E¯2) ≃ p∗Y2P2.
Hence,
P ≃ R(f˜1)∗(p∗1(E¯1))⊗ p∗Y2(P2),
Finally, the base change formula in the cartesian square of (1.25) shows that
R(f˜1)∗(p
∗
1(E¯1)) ≃ p∗Y1(P1).
1.6 Regular Koszul matrix factorizations
Here we study Koszul matrix factorizations {α, β} in the case when β is a regular section.
Such matrix factorizations should be viewed as deformations of the Koszul complex {0, β}.
In this section we assume that X is a smooth FCDRP-stack. We fix a potential W ∈
H0(X,L), a vector bundle V on X , and sections α ∈ H0(X, V ⊗ L) and β ∈ H0(X, V ∨),
such that 〈α, β〉 = W .
Definition 1.6.1. The Koszul matrix factorization (see (1.10))
{α, β} =
(∧•
(V ⊗ L1/2)(L−1/2), δα,β
)
,
is called regular if β is a regular section of V ∨.
In this section we always assume that {α, β} is regular (with the exception of Proposition
1.6.4) and denote by i : X ′ →֒ X the embedding of the zero locus of β. Note that X ′ is
contained in X0, the zero locus of W .
Lemma 1.6.2. (i) If W is not a zero divisor then
C({α, β}) ≃ OX′ in DSg(X0),
where C is the cokernel functor (1.14), and OX′ is viewed as a coherent sheaf on X0.
(ii) If W = 0 then
H0({α, β}) ≃ i∗OX′ and H1({α, β}) = 0,
where H i(P¯ ) := H i(com(P¯ )) (see (1.4)). In other words, the natural morphism of quasico-
herent matrix factorizations
{α, β} → i∗mf(OX′)
is a quasi-isomorphism (where mf(OX′)0 = OX′ , mf(OX′)1 = 0).
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Proof. (i) We have a natural map C({α, β}) → i∗OX′ induced by the projection
∧• → ∧0
and by the map OX → OX′ = coker(β∨ : V → OX). It is enough to prove that this map
is an isomorphism locally, so the statement reduces to the affine case proved in [53, Prop.
2.3.1].
(ii) Since 〈α, β〉 =W = 0, the complex com({α, β}) can be identified with the total complex
of the bicomplex
K =
⊕
i,j
Ki,j, where Ki,j =
∧i−j
V ⊗ Li,
with differentials given by ι(β) and α∧?. The regularity of β implies that the cohomology of
the differential ι(β) is concentrated along the diagonal
⊕
iK
i,i. From the spectral sequence
we immediately see that
H2n+1(com({α, β})) = 0 and H2n(com{α, β}) ≃ i∗OX′ ⊗ Ln.
Proposition 1.6.3. (i) Assume that X ′ (the zero locus of β) is smooth. Let W1 ∈ H0(X,L)
be another potential such thatW+W1 andW1|X′ are not zero divisors. Then for every matrix
factorization P¯ = (P, δ) ∈ MF(X,W1) we have a functorial isomorphism in DMF(X,W +
W1)
q : P¯ ⊗ {α, β} ∼✲ i∗i∗P¯ , (1.26)
where on the right-hand side i∗ is the push-forward functor
i∗ : DMF(X
′,W1|X′)→ DMF(X,W +W1).
(ii) Assume thatW is not a zero divisor. Then for every matrix factorization P¯ ∈ MF(X,−W )
we have a quasi-isomorphism in QMF(X, 0)
q : P¯ ⊗ {α, β} → i∗i∗P¯ .
Proof. (i) The projection
∧•(V ⊗ L1/2)(L−1/2)→ OX induces a natural morphism
q : P ⊗
∧•
(V ⊗ L1/2)(L−1/2)→ i∗i∗(P ⊗
∧•
(V ⊗ L1/2)(L−1/2))→ i∗i∗P
of coherent matrix factorizations of W +W1, where we use the fact that the naive push-
forward i∗i
∗P is compatible with the push-forward functor (1.19) (see Remark 1.5.1). To
show that q induces an isomorphism in DMF(X,W +W1), we can argue locally. Thus, we
can assume that L and V are trivial bundles. We will use induction in the rank r of V . In
the case when r = 1, i.e., V = O, we have β = f , α = g, where f and g are functions on X
such that W = fg and i : X ′ = Z(f) →֒ X is a divisor. By definition,
C(P¯ ⊗ {g, f}) = coker(D : P1 ⊕ P0 → P0 ⊕ P1),
where
D(p1, p0) = (δ(p1) + f · p0, δ(p0)− g · p1).
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Let us consider the exact triple of two-term complexes
0→ [0→ P1]→ [P1 ⊕ P0 D✲ P0 ⊕ P1]→ [P1 ⊕ P0 D✲ P0]→ 0,
where D(p1, p0) = δ(p1)+f ·p0. Since D is a part of the differential of the matrix factorization
P¯ ⊗ {g, f} of W +W1, it is injective. Thus, from the above exact triple we get an exact
sequence of sheaves
0→ ker(D) γ✲ P1 → coker(D)→ coker(D)→ 0, (1.27)
where γ(p1, p0) = δ(p0)− g · p1. Now
coker(D) ≃ P0/(δ(P1) + fP0) ≃ i∗C(i∗P¯ ).
Since W1|X′ 6= 0, the morphism δ|X′ : P1/fP1 → P0/fP0 is injective. In other words,
δ−1(fP0) ∩ P1 = fP1. This implies that the map p1 7→ (fp1,−δ(p1)) gives an isomorphism
λ : P1→˜ ker(D).
The composition of γ with λ sends p1 to −δ2(p1)−fg ·p1 = −(W +W1) ·p1. Thus, the exact
sequence (1.27) is isomorphic to
0→ P1 −W−W1✲ P1 → C(P¯ ⊗ {g, f})→ i∗C(i∗P¯ )→ 0.
Since C(i∗i
∗P¯ ) ≃ i∗C(i∗P¯ ), we get an exact sequence
0→ P1/(W +W1)P1 → C(P¯ ⊗ {g, f}) C(q)✲ C(i∗i∗P¯ )→ 0
that implies that the map C(q) is an isomorphism in DSg(X0), and so by [54, Thm. 3.14], q
is an isomorphism. This gives the base of induction.
When r = rkV > 1, decompose V as V = OX ⊕ V ′, and let {α, β} = {g, f} ⊗ {α′, β ′}
be the corresponding decomposition, where β ′ ∈ (V ′)∨, α′ ∈ V ′, f, g ∈ H0(OX). Let
j : X ′′ →֒ X be the zero locus of β ′. Note that X ′ ⊂ X ′′ is the zero locus of the function
j∗f . Since β ′ is a regular section of V ′, we can apply the induction hypothesis to the matrix
factorization {α′, β ′} on X and conclude that the natural map
P¯ ⊗ {g, f} ⊗ {α′, β ′} → j∗(j∗P¯ ⊗ {j∗g, j∗f})
is an isomorphism. Applying the case r = 1 to the matrix factorization {j∗g, j∗f}, we see
that
j∗P¯ ⊗ {j∗g, j∗f} ≃ k∗k∗j∗P¯ ≃ k∗i∗P¯ ,
where k : X ′ →֒ X ′′ is the natural embedding. This establishes the induction step. Now the
assertion follows.
(ii) Since C({α, β}) ≃ i∗OX′ in DSg(X0) (see Lemma 1.6.2(i)), this follows from Lemma
1.5.3(ii).
The following result deals with the situation when the section β ∈ H0(X, V ∨) is not
regular but is the image of a regular section of a subbundle of V ∨.
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Proposition 1.6.4. Let U ⊂ V be a subbundle. Assume that we have a regular section
β ′ ∈ H0(X, (V/U)∨) such that β = ι(β ′), where ι : (V/U)∨ → V ∨ is the natural inclusion.
(i) Assume that W is not a zero divisor. Then we have the following equality in the
Grothendieck group of DSg(X0):
[C({α, β})] = [i′∗i∗
∧•
(U ⊗ L1/2)(L−1/2)],
where i′ : X ′ →֒ X0 is the inclusion.
(ii) Assume that W = 0. Then
[{α, β}] = [i∗mf i∗
∧•
(U ⊗ L1/2)(L−1/2)],
in the Grothendieck group of the derived category of coherent matrix factorizations (see Sec-
tion 1.1).
Proof. Note that the differential δα,β is compatible with the filtration of the exterior algebra∧•(V ⊗ L1/2)(L−1/2) by powers of the ideal generated by U . Hence, in the Grothendieck
group we can replace {α, β} by the associated quotient, which is isomorphic to the tensor
product C• ⊗ {α, β ′}, where
C• =
∧•
(U ⊗ L1/2)(L−1/2)
and α is the section of (V/U) ⊗ L induced by α. Since β ′ is regular, in case (i) we have
C({α, β ′}) ≃ i′∗OX′ by Lemma 1.6.2(i). By Proposition 1.3.1, this implies that
C(C• ⊗ {α, β ′} ≃ i′∗i∗C•.
In case (ii) we deduce from Lemma 1.6.2(ii) combined with Lemma 1.1.5 the following quasi-
isomorphisms of coherent matrix factorizations:
C• ⊗ {α, β ′} ≃ C• ⊗ i∗mf(OX′) ≃ i∗(i∗C• ⊗mf(OX′)) ≃ i∗mf(i∗C•).
2 Matrix factorizations of a quasihomogeneous isolated
singularity
Throughout this section we fix a quasihomogeneous potentialw on An with an isolated singu-
larity at 0. Recall that the latter condition means that the quotient C[x1, . . . , xn]/(∂1w, . . . , ∂nw)
is finite-dimensional (where ∂i denotes the partial derivative with respect to xi). We fix the
set of coprime positive degrees (d1, . . . , dn), such that w is homogeneous of degree d with
respect to the grading deg(xi) = di.
From now on we denote by w such a potential.
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In this section we calculate the Hochschild homology of the dg-category of Γ-equivariant
matrix factorizations of w, where Γ is a certain one-dimensional subgroup of Gnm, and the
canonical bilinear form on this Hochschild homology. This is a Z-graded analog of the
computations of the Hochschild homology of the Z/2-dg-category of matrix factorizations
of w and of the canonical bilinear form on it performed in [13] and [53]. We also discuss
functors between categories of equivariant matrix factorizations given by kernels.
2.1 Symmetry groups
With w we associate certain natural groups as follows. Let us write
w =
N∑
k=1
ckMk,
where Mk(x1, . . . , xk) are monomials and ck ∈ C∗. We have a homomorphism
ρ : Gnm → GNm : (λ•) 7→ (Mk(λ•)).
Let Γw ⊂ Gnm be the preimage of the diagonal Gm ⊂ GNm under ρ. In other words, Γw is the
maximal subgroup of diagonal transformations of An under which w is semi-invariant. Let
χw : Γw → Gm be the natural character. It is easy to see that Gw = ker(ρ) = ker(χw), so
we have a canonical extension of commutative algebraic groups
1→ Gw → Γw χw✲ Gm → 1.
The choice of coprime degrees d = (d1, . . . , dn) defines an injective homomorphism
id : Gm → Γw : λ→ (λd1 , . . . , λdn) (2.1)
such that χw ◦ id(λ) = λd. Thus, the intersection of Gw with id(Gm) is the cyclic subgroup
of order d generated by the exponential grading element
J = (exp(2πiq1), . . . , exp(2πiqn)) ∈ Gw, where qj = dj/d. (2.2)
Note that we have a short exact sequence
1→ Z/d i✲ Gw ×Gm (ι,id)✲ Γw → 1
where ι : Gw → Γw is the natural embedding and i(1) = (J, exp(−2πi/d)).
We will often use the following correspondence between certain subgroups of Γw and
subgroups of Gw.
Lemma 2.1.1. There is a natural bijection between the set of algebraic subgroups Γ ⊂ Γw
containing id(Gm) and the set of algebraic subgroups G ⊂ Gw containing the element J that
associates with Γ the intersection G = Γ ∩Gw and with G the image Γ = (ι, id)(G×Gm).
25
Proof. Let G ⊂ Gw be a subgroup containing J . Then intersection of Γ = (ι, id)(G× Gm)
with Gw = ker(χw) consists of the elements ι(g)id(λ), where g ∈ G, λ ∈ Gm, such that
χw(ι(g)id(λ)) = λ
d = 1. Since in this case id(λ) belongs to the subgroup generated by J , it
follows that Γ ∩ Gw = G. Now let Γ ⊂ Γw be any subgroup containing id(Gm). Consider
the subgroup
Γ˜ = (ι, id)
−1(Γ) ⊂ Gw ×Gm.
Then Γ˜ contains 1 × Gm, so we have Γ˜ = G × Gm. Furthermore, Γ˜ contains the element
i(1) ∈ ker(ι, id), hence G contains J .
Let us fix a commutative algebraic group Γ equipped with a homomorphism ξ : Γ→ Γw
such that the composition
χ = χw ◦ ξ : Γ→ Gm
is surjective and the kernel of χ is finite. We set G = ker(χ) ⊂ Γ, so that we have an exact
sequence
1→ G→ Γ χ✲ Gm → 1. (2.3)
We will work with the dg-category of Γ-equivariant matrix factorizations of w
MFΓ(w) = MFΓ,χ(A
n,w).
The corresponding homotopy category HMFΓ(w) = HMF(A
n/Γ,w) is equivalent to the
equivariant category of singularity of the hypersurface w = 0 (see [54, Prop. 3.19]), i.e., in
this case we have DMF(An/Γ,w) = HMF(An/Γ,w).
Note that if we view MFΓ(A
n,w) as a Z/2-graded dg-category then it can be identified
with the full subcategory in MFG(A
n,w).
2.2 Functors defined by kernels
By analogy with Fourier-Mukai transforms on derived categories of coherent sheaves we
can use matrix factorizations of the external product of potentials as kernels representing
functors between the categories of matrix factorizations.
LetW be a function on a smooth FCDRP-stack X , which is not a zero divisor and is semi-
invariant with respect to a group H acting on X and a surjective character χW : H → Gm
with finite kernel. Also let K be a subgroup of H × Γ such that the restrictions of the
characters χW × 1 and 1× χw to K are equal. Consider the potential
(W ⊕w) := p∗1W + p∗2w
on X × An, where p1 : X × An → X and p2 : X × An → An are the projections. Then
W ⊕ w is semi-invariant with respect to K. Note that if we take K to be maximal then
((X × An)/K,W ⊕w) can be identified the external product of (X/H,W ) with (An/Γ,w)
(see Definition 1.1.7). Since the singularity locus ofW⊕w is a subset ofX0×{0}, Proposition
1.4.2 implies that for any P ∈ DMFK(W ⊕w) and Q ∈ DMFΓ(An,−w) the tensor product
P ⊗Q ∈ DMFK(p∗1W ) belongs to the subcategory
DMFX0×{0}(X × An/K, p∗1W ) ⊂ DMF(X × An/K, p∗1W ).
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Assume moreover that the projection K → H is surjective with the kernel K0. Then we can
apply the functor pK01∗ to P ⊗Q (see (1.22)), so we obtain a functor
ΦP : DMFΓ(A
n,−w)→ DMFH(X,W ) : Q 7→ p1∗(P ⊗Q)K0. (2.4)
The same construction works in the case W = 0 if we assume that H acts trivially on X
(see Example 1.5.4).
Remarks 2.2.1. 1. The functor ΦP has a natural dg-version. Namely, the category
DMFH(X,W ) can be identified with the full subcategory of the derived category of quasi-
matrix factorizations DMF∞H (X,W ) (see Cor. 4.5 and Lem. 4.6 of [54]). The latter category
has a natural dg-version DMF∞,dgH (X,W ) obtained using the construction of dg-quotient (see
[35, Thm. 4.8]). Thus, we get a dg-version of DMFH(X,W ) by taking the corresponding full
dg-subcategory of DMF∞,dgH (X,W ). Now to obtain a dg-functor Φ
dg
P inducing ΦP we can
use the natural push-forward dg-functor for quasi-matrix factorizations (see [54, Def. 4.8]).
Namely, ΦdgP is defined by the same formula (2.4), where Q is a quasi-matrix factorization of
−w and p1∗ is the naive push-forward. By the results of [54] this construction is compatible
with the functor between derived categories, hence, it factors through the dg-functor defined
on DMF∞,dgH (X,W ). Furthermore, all the isomorphisms of functors of the form ΦP discussed
below will be induced by morphisms between dg-functors.
2. In the case W = 0 we can view the functor ΦP as taking values in DH0(X), where
H0 = ker(χW ). By Corollary 8.0.5, the map on Hochschild homology induced by the dg-
functor ΦdgP depends only on the class of P in the Grothendieck group. In particular, since
a different choice of representatives for Ĥ/〈χW 〉 would change ΦP , by an even power of the
translation functor on each component of the decomposition
DH0(X) =
⊕
η∈Ĥ0
D(X)⊗ η,
the induced map on Hochschild homology does not depend on these choices.
Lemma 2.2.2. Let U ⊂ An be a Γ-invariant linear subspace such that U ⊂ S := w−1(0),
and let X be a smooth FCDRP-stack X with a trivial Γ-action. Denote by k : S → An,
k′ : U → S, pr : X × An → An, p1 : X × U → X and p2 : X × U → U the corresponding
embeddings and projections. If P¯ ∈ MFΓ(X×An, pr∗w) is such that C(P¯ ) ≃ (idX ×k′)∗(C•)
in DSg(X × S/Γ), where C• is a bounded complex of vector bundles on X ×U (and C is the
cokernel functor (1.14)), then for E¯ ∈ DMFΓ(An,−w) we have a functorial isomorphism
ΦP¯ (E¯) ≃ comG(p1∗(C• ⊗ p∗2k∗E¯)) ∈ DbG(X).
In particular, this holds if P¯ = C˜• ⊗ {α, β}, where β is a regular section with the zero locus
X × U and C˜• is a bounded complex of vector bundles on X × An.
Proof. By Lemma 1.5.3(ii), we have a canonical isomorphism
P¯ ⊗ pr∗ E¯ ≃ (idX ×i)∗(C(P¯ )⊗OX×S (idX ×i)∗ pr∗ E¯) ,
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where i : S →֒ An is the natural embedding. Now using the isomorphism C(P¯ ) ≃ (idX ×k′)∗(C•)
and the projection formula we obtain an isomorphism
P¯ ⊗ pr∗ E¯ ≃ (idX ×k)∗(C• ⊗OX×U p∗2k∗E¯) ,
which gives the required isomorphism after the push-forward to X . The fact that the as-
sumptions are satisfied for P¯ = C˜•⊗{α, β} with β regular follows from Lemma 1.6.2(i).
2.3 Generators of categories of matrix factorizations
Let us define an object Cst ∈ MFΓ(An,w), the stabilized residue field, similarly to the Z/2-
graded considered in [53, Sec. 2.5]. Let T = (m/m2)∗ be the tangent space to An at the
origin. The projection m → T ∗ admits a Γ-equivariant splitting s : T ∗ → m, which defines
an element ψ ∈ (T ⊗ C[x])Γ. If we choose generators x1, . . . , xn of m ⊂ C[x] as xi = s(ei),
where e1, . . . , en is a basis of T
∗, then ψ =
∑
i e
∗
i ⊗ xi, where (e∗i ) is the dual basis of T . On
the other hand, since the Γ-equivariant map
〈?, ψ〉 : T ∗ ⊗ C[x]→ m
is surjective, we can find a Γ-equivariant element φ ∈ T ∗ ⊗ C[x] ⊗ χ, such that 〈φ, ψ〉 = w.
The pair φ, ψ defines a Γ-equivariant Koszul matrix factorization
Cst = {φ, ψ} (2.5)
of w on An with the respect to the character χ.
Let 〈χ〉 ⊂ Γ̂ denote the subgroup (isomorphic to Z) generated by χ in the group of
characters of Γ. Let χ1, . . . , χr be a set of representatives for 〈χ〉-cosets in Γ̂.
Proposition 2.3.1. The matrix factorization
⊕r
i=1C
st⊗χi is a generator of the triangulated
category DMFΓ(A
n,w) = HMFΓ(A
n,w).
Proof. Under the equivalence of DMFΓ(A
n,w) with the equivariant singularity category
of the hypersurface S = (w = 0) (see [54, Thm. 3.14]) the stabilized residue field Cst
corresponds to the skyscraper sheaf at the origin. Since the singularity locus of S is the
origin, by [54, Cor. 5.3], the category DSg(X/Γ) is equivalent to DSg(X/Γ, 0/Γ). The latter
category is generated by the skyscraper sheaf at the origin twisted by characters of Γ. Since
the twisting by χ is isomorphic to the square of the translation functor, it is enough to
consider representatives of Γ̂/〈χ〉 (cf. [55, sec. 12] for a similar reasoning).
Corollary 2.3.2. Let w′ be another quasi-homogeneous potential on Am with an isolated
singularity at 0, semi-invariant with respect to (Γ′, χ′). Let Π ⊂ Γ′ × Γ denote the preimage
of the diagonal under the homomorphism χ′ × χ : Γ′ × Γ → Gm × Gm. Then the external
tensor product dg-functor
MFΓ′(A
m,w′)⊗MFΓ(An,w)→ MFΠ(Am × An,w′ ⊕w)
induces an equivalence of perfect derived categories (i.e., of the categories of compact objects
in the corresponding derived categories).
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Proof. Use Proposition 2.3.1 and argue as in [13, Sec. 6.1].
Remark 2.3.3. A more general version of the above Corollary is proved independently in
the work of Ballard, Favero and Katzarkov [5, Prop. 6.7].
2.4 The diagonal matrix factorization
Here we construct a Γw-equivariant version of the diagonal matrix factorization representing
the identity functor (see [13], [53]). We keep the notation of the previous section. Consider
the Γw-invariant elements α ∈ V ⊗ k[x, y]⊗ χ and β ∈ V ∗ ⊗ k[x, y], given by
α =
∑
j
ej ⊗wj , β =
∑
j
e∗j ⊗ (yj − xj),
where wj(x, y) are polynomials such that
w(y)−w(x) =
n∑
j=1
(yj − xj)wj(x, y)
(such polynomials exist because Γw is reductive). We define a Γw-equivariant matrix fac-
torization of w˜ = −w(x) +w(y) on An × An (with respect to the diagonal action of Γw on
An × An) by
∆st
w
= {α, β}.
Now let X be a smooth FCDRP-stack, and let W be a function on X , as in section 2.2,
i.e., W is semi-invariant with respect to (H,χW ) and we have a subgroup K ⊂ H × Γ such
that χW × id |K = id×χ|K and the projection K → H is surjective. We also assume that
either W is not a zero divisor, or W = 0 and H acts trivially on X .
Proposition 2.4.1. (i) The functor
Φ∆st
w
: DMFΓ(A
n,w)→ DMFΓ(An,w)
associated with the kernel ∆st
w
∈ DMFΓ(An × An, w˜) by (2.4), is isomorphic to the identity
functor.
(ii) Let π : An → pt be the projection and
∆˜st
w
= p∗23∆
st
w
∈ DMFK(X × An × An, 0⊕ (−w)⊕w)
be the pull-back of ∆st
w
under the projection p23 : X×An×An → An×An. Then the following
diagram of functors is commutative up to an isomorphism:
DMFK(X × An × An,W ⊕w ⊕ (−w)) ?⊗ ∆˜
st
w✲ DMFK,X×{(0,0)}(X × An × An,W ⊕ 0⊕ 0)
DMFK,X×{0}(X × An,W ⊕ 0)
(idX ×∆)∗
❄
(idX ×π)K0∗ ✲ DMFH(X,W )
(idX ×π × π)K0∗
❄
29
where ∆ : An → An × An is the diagonal embedding, K0 = ker(K → H), and we use the
push-forward functors combined with taking K0-invariants as in (1.22).
Proof. (i) This can be derived from Proposition 2.3.1 similarly to the non-equivariant case
considered in [13] (see also [53]).
(ii) The proof is based on the fact that ∆˜st
w
is a regular Koszul matrix factorization with the
zero locus X ×∆(An) ⊂ X × An × An. Assume first that W is not a zero divisor. Then by
Proposition 1.6.3(i), we have
P¯ ⊗ ∆˜st
w
≃ (idX ×∆)∗(idX ×∆)∗P¯ ,
which implies the result since
(idX ×π × π)∗ ◦ (idX ×∆)∗ = (idX ×π)∗.
In the case W = 0 the proof is similar, but we use Proposition 1.6.3(ii) instead.
Corollary 2.4.2. The dg-category MFΓ(A
n,w) is dg-Morita equivalent to a smooth proper
dg-algebra.
Proof. This follows from the existence of a compact generator (see Proposition 2.3.1), from
Corollary 2.3.2 and from the fact that the diagonal bimodule is represented by a matrix
factorization (cf. [13, Sec. 7]).
2.5 Hochschild homology and the Chern character for dg-categories
Below we will use the formalism of [53, Sec. 1] (see also [33] and [60] and Appendix to this
paper).
Let C be a dg-category over a field k. We denote by D(C) the derived category of right C-
modules, by Per(C) ⊂ D(C) the perfect derived category, and by Perdg(C) the dg-category of
homotopically finitely presented right C-modules (see [60, Sec. 7]). The Hochschild homology
of C is given by
HH∗(C) = TrC(∆C),
where ∆C is the diagonal C− C-bimodule E ⊗ F∨ 7→ HomC(F,E) and
TrC : D(C
op ⊗ C)→ D(k) (2.6)
is the trace functor given by the derived tensor product with ∆C.
As in [53, Sec. 1.2] we consider only dg-categories C such that the C− C-bimodule ∆C is
perfect, the complexes HomC(A,B) for A,B ∈ C have finite dimensional cohomology, and the
derived category D(C) has a compact generator. Such dg-categories are dg Morita equivalent
to homologically smooth and proper dg-algebras and can be characterized by the condition
that Perdg(C) is saturated, i.e., proper, smooth and triangulated (see [62, Sec. 2.2]).
Any dg-functor F : Perdg(C)→ Perdg(D) between dg-categories of the above type comes
from a kernel in Perdg(C
op ⊗ D) (see [62, Sec. 2.2.], [61, Sec. 5.4]) and induces a map F∗ :
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HH∗(C) → HH∗(D). This map can be defined in several equivalent ways. We will use a
slight modification of the construction given in [53, Sec. 1.2] (see Appendix for the details).
First, consider the induced functor
F (2) : Per(Cop ⊗ C)→ Per(Dop ⊗D)
that sends the representable module hC∨1 ⊗C2 to hF (C1)∨⊗F (C2).
There is a canonical morphism of functors
TrC → TrD ◦F (2) (2.7)
and a canonical morphism
F (2)(∆C)→ ∆D (2.8)
in Per(Dop ⊗D).
Now the map F∗ is defined as the composition
TrC(∆C)→ TrD F (2)(∆C)→ TrD(∆D),
where the first arrow is induced by (2.7) and the second is induced by (2.8). The map F∗
depends only on the quasi-isomorphism class of the C −D-bimodule producing F (in fact,
only on its class in the Grothendieck group).
For an object E ∈ Perdg(C) we define its Chern character using the functor 1E :
Perdg(k)→ Perdg(C) sending k to E as follows
ch(E) = (1E)∗(1) ∈ H0(C).
The maps F∗ are compatible with the composition (see [53, Lem. 1.2.1]), which implies
the functoriality of the Chern character
ch(F (E)) = F∗(ch(E))
for E ∈ Per(C).
Another application of the functoriality is the construction of the canonical perfect bi-
linear pairing
(·, ·)C : HH∗(Cop)⊗HH∗(C)→ k. (2.9)
Namely, it is induced by the dg-version of the trace functor (2.6) restricted to perfect bi-
modules (see [58, Sec. 1.2] and [53, Sec. 1.2]). Using this pairing one can express the map
on the Hochschild homology induced by a functor in terms of the Chern character of the
corresponding kernel.
Lemma 2.5.1. Let F : Perdg(C) → Perdg(D) be the dg-functor associated with a kernel
K ∈ Perdg(Cop ⊗D). Then the induced map F∗ : HH∗(C)→ HH∗(D) is given by
a 7→ tr12(a⊗ ch(K)),
where
tr12 : HH∗(C)⊗HH∗(Cop)⊗HH∗(D)→ HH∗(D)
sends a⊗ b⊗ c to (a, b)Copc, where (·, ·)Cop is the canonical pairing for Cop.
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Proof. For M ∈ Perdg(C) we have
F (M) =M ⊗C K ≃ ∆Cop ⊗C⊗Cop (M ⊠K) = (TrCop ⊗ Id)(M ⊠K).
Hence, F∗ is the composition of the map
HH∗(C)→ HH∗(C)⊗HH∗(Cop ⊗D) ≃ HH∗(C)⊗HH∗(Cop)⊗HH∗(D)
induced by M 7→ M ⊠K, with tr12. The assertion follows immediately from this.
2.6 Hochschild homology of MFΓ(w)
Let Aw = C[x]/(∂1w, . . . , ∂nw) be the Milnor ring of the isolated singularity w, and consider
the space
H(w) = Aw ⊗ dx,
where dx = dx1 ∧ . . . ∧ dxn, equipped with the action of Γ, induced by its action on An.
Note that since the partial derivatives of w form a regular sequence, H(w) is identified with
the only nonzero cohomology (at the nth term) of the complex Ω•
C[x]/C with the differential
α 7→ α ∧ dw.
Recall that the Hochschild homology of the Z/2-dg-category MF(w) is isomorphic to the
space H(w) in degree nmod(2) (see [13]). The Hochschild homology of the Z/2-dg-category
MFG(w) is given by
HH∗(MFG(w)) ≃
⊕
γ∈G
H(wγ)
G (2.10)
where wγ is the restriction of w to the subspace (A
n)γ ⊂ An (see [53]). Here we establish a
version of this isomorphism for the Z-graded dg-category MFΓ(w).
Let Γ(2) ⊂ Γ× Γ denote the preimage of the diagonal under the homomorphism χ× χ :
Γ × Γ → Gm × Gm. Let χ(2) : Γ(2) → Gm be the character induced by χ and by one of the
projections Γ(2) → Γ. Let us consider the dg-category MFΓ(2)(An×An, w˜), where w˜(x, y) =
−w(x) + w(y). Similar to the Z/2-graded case (see [13, sec. 6.1]) we can interpret the
corresponding perfect derived category as the category of dg-functors MFΓ(A
n)→ MFΓ(An).
Namely, to a kernel K ∈ MFΓ(2)(An × An, w˜) we associate the dg-functor (2.4)
ΦK : MF
∞
Γ (A
n,w)→ MF∞Γ (An,w) : E¯ 7→ p2∗(p∗1E¯ ⊗K)G×{1}.
Note that here the invariants are taken with respect to the action of the group G on the first
factor of the product An×An. Since Perdg(MFΓ(An,w)) is saturated, Corollary 2.3.2 implies
that every dg-functor from this category to itself is represented by a matrix factorization of
w˜.
Now we are ready to compute the Hochschild homology of MFΓ(w). Let Ĝ be the dual
group to G. The exact sequence (2.3) induces an exact sequence
0→ Z n 7→χn✲ Γ̂→ Ĝ→ 0.
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Note that we have the natural action of Γ̂ on the category DMFΓ(w) given by tensor mul-
tiplication with 1-dimensional representations of Γ. Furthermore, by definition of the trian-
gulated structure on DMFΓ(w) we have
E¯ ⊗ χ ≃ E¯[2].
Hence, the induced action of Γ̂ on HH∗(MFΓ(w)) factors through an action of Ĝ. In other
words, HH∗(MFΓ(w)) has a natural structure of R-module for R = C[Ĝ].
Theorem 2.6.1. (i) The Hochschild homology of the dg-category MFΓ(w) is given by
HH∗(MFΓ(w)) ≃
⊕
γ∈G
H(wγ)
G, (2.11)
where wγ is the restriction of w to the subspace of γ-invariants (A
n)γ, with the Z-grading is
given by
H(wγ)
G =
⊕
i∈Z
H(wγ)
G
χ−i[nγ − 2i],
where nγ = dim(A
n)γ. We have an isomorphism of Z/2-graded spaces
HH∗(MFΓ(w)) ≃ HH∗(MFG(w))
identifying the decompositions (2.11) and (2.10).
(ii) The decomposition of HH∗(MFΓ(w)) into γ-isotypical subspaces (where γ ∈ G is viewed
as a character of Ĝ) coincides with the decompositions (2.11) and (2.10).
(iii) Let Γ′ ⊂ Γ be a subgroup such that the restriction of χ to Γ′ is surjective, and let
G′ = Γ′ ∩Gw be the corresponding subgroup of G. Let
ResGG′ : HH∗(MFΓ(w))→ HH∗(MFΓ′(w))
be the map induced by the forgetful functor
Φ : MFΓ(w)→ MFΓ′(w). (2.12)
Then the restriction of ResGG′ to the component of the decomposition (2.11) corresponding
to an element γ ∈ G is equal to zero if γ 6∈ G′ and to the canonical embedding H(wγ)G →
H(wγ)
G′ if γ ∈ G′.
Proof. (i) First, let us check that the trace functor (see Section 2.5)
Tr : MFΓ(2)(A
n × An, w˜)→ Comf(C−mod)
associates with a matrix factorization E¯ of w˜ the Γ-invariants in the global sections of the
restriction of the complex com(E¯) (see (1.4)) to the diagonal (y = x) in An × An. Indeed,
this follows from the isomorphism
H0(An, com(E¯∗ ⊠ E¯ ′)|y=x)Γ ≃ H0(An, com(E¯∗ ⊗ E¯ ′))Γ ≃ HomHMFΓ(E¯, E¯ ′)
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for E¯, E¯ ′ ∈ MFΓ(An,w) (see Lemma 1.1.6).
Next, we observe that the identity functor on MFΓ(A
n,w) is represented by
∆stG :=
⊕
γ∈G
(id×γ)∗∆st ∈ MFΓ(2)(w˜), (2.13)
where ∆st = ∆st
w
, with the Γ(2)-equivariant structure induced by the Γ-equivariant structure
on ∆st via the diagonal embedding of Γ into Γ(2). This follows immediately from Proposition
2.4.1(i) because of the exact sequence 1→ G→ Γ(2) → Γ→ 1.
Finally, to compute the Hochschild homology we have to apply the functor Tr to ∆stG.
Let us show that
com(∆stG)|y=x ≃
⊕
γ∈G
⊕
i∈Z
(Kwγ ⊗ χ−i)[2i], (2.14)
where for any potential W on Am, equivariant with respect to a character χ : Γ → Gm, we
denote by KW is the complex
KW = [Ω
0
Am → Ω1Am ⊗ χ→ . . .→ ΩmAm ⊗ χm] (2.15)
placed in degrees [0, m] with the differential given by dW∧?. The summand of (2.14) corre-
sponding to γ = 1 is
com(∆st)|y=x ≃
⊕
i∈Z
(Kw ⊗ χ−i)[2i]. (2.16)
Using the identifications
(∆st)0|y=x ≃
⊕
i≥0
Ω2iAn · χi, and (∆st)1|y=x ≃
⊕
i≥0
Ω2i+1An · χi,
the complex com(∆st)|y=x can be presented as
Ω0χ−1 Ω0 Ω0χ
Ω1
✲
Ω1χ
✲
Ω2 Ω2χ
✲
Ω2χ2
✲
. . .
✲
. . .
✲
. . .
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where all the arrows are given by dw∧?. This immediately gives the isomorphism (2.16). The
equality of the summands in (2.14) corresponding to g 6= 1 is verified similarly by explicitly
calculating (id×γ)∗∆st|y=x ≃ ∆st|y=γx as in [53, sec. 2.5].
Since each wγ is an isolated singularity (see [53, Lem. 2.5.3(i)]), the cohomology of the
complex Kwγ (2.15) is isomorphic to H(wγ) ⊗ χnγ concentrated in (cohomological) degree
nγ . Hence, using (2.14) we see that the cohomology of com(∆
st
G) is isomorphic to⊕
γ∈G
⊕
i∈Z
(H(wγ)⊗ χnγ−i)[2i− nγ ].
Passing to Γ-invariants and substituting i 7→ nγ − i we get the result. The last assertion
follows from the computation in [53, Sec. 2.5].
(ii) In general, if α : C→ C is an autoequivalence of a dg-category, the induced automorphism
α∗ of HH∗(C) is defined as follows (see section 2.5). We have an induced equivalence of α
(2)
of Cop ⊗ C and natural isomorphisms
ψ : TrC ◦(α(2)) ≃ TrC,
φ : (α(2))(∆C) ≃ ∆C (2.17)
that induce an automorphism
α∗ : HH∗(C) = TrC(∆C)
φ✲ TrC((α
(2))(∆C))
ψ✲ TrC(∆C) = HH∗(C).
Now let us specialize to the case of C = MFΓ(w) and the autoequivalence α given by the
tensoring with a character η of Γ. Under the identification of the perfect derived category
Per(Cop ⊗ C) with HMFΓ(2)(An × An, w˜) (see Corollary 2.3.2) the functor α(2) corresponds
to tensoring with the character η−1 × η|Γ(2). Recall that by Proposition 2.4.1, the kernel
∆C representing the identity functor in this case is ∆
st
G =
⊕
γ∈G(id×γ)∗∆st. It is easy to
check that the isomorphism φ in this case is given by the multiplication by η(γ)−1 on the
component (id×γ)∗∆st. Since, the automorphism α∗ is obtained by the restriction of φ to the
diagonal in An ×An, we obtain that α∗ acts as η(γ)−1 on the component of HH∗(MFΓ(w))
coming from the term
(id×γ)∗∆st|y=x ≃ ∆st|y=γx
of ∆stG, which is exactly the term corresponding to γ in the decomposition (2.11).
(iii) Let us apply the general construction of Section 2.5 (see also Appendix) to the forgetful
functor Φ : C → D, where C = MFΓ(w) and D = MFΓ′(w). By Corollary 2.3.2, we have
natural equivalences
Per(C⊗ Cop) ≃ HMFΓ(2)(w ⊕ (−w)), Per(D⊗Dop) ≃ HMF(Γ′)(2)(w ⊕ (−w)). (2.18)
Under the equivalences (2.18) the induced functor Φ(2) : Per(C ⊗ Cop) → Per(D ⊗ Dop) is
identified with the forgetful functor corresponding to the restriction from Γ(2) to (Γ′)(2). The
map on Hochschild homology Φ∗ is given by the composition
TrC(∆C)→ TrDΦ(2)(∆C)→ TrD(∆D)
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via the natural transformation
TrC → TrD ◦Φ(2) (2.19)
and the natural morphism
Φ(2)(∆C)→ ∆D. (2.20)
As we have seen in the beginning of the proof of (i), the functor TrC (resp., TrD) can be
identified under the equivalences (2.18) with the restriction to the diagonal followed by taking
Γ-invariants (resp., Γ′-invariants). Since the morphism (2.19) on objects of the form E1 ⊗
E∨2 ∈ C⊗Cop corresponds to the natural embedding HomC(E2, E1)→ HomD(Φ(E2),Φ(E1)),
we see that the morphism (2.19) corresponds to the natural embedding of Γ-invariants into
Γ′-invariants. On the other hand, using equivalences (2.18) and (2.13) we have
∆C ≃
⊕
γ∈G
(id×γ)∗∆st
w
, ∆D ≃
⊕
γ′∈G′
(id×γ′)∗∆st
w
.
We claim that the morphism (2.20) corresponds under these identifications to the natural
projection (identity on summands corresponding to elements γ ∈ G′, and zero on all the
other summands). This will immediately imply the desired statement. By choosing a Γ-
equivariant generator of the category of (non-equivariant) matrix factorizations of w, we
can reduce the task to a similar question for a dg-algebra A with an action of the group G.
The analog of a representation of the identity functor via the kernel (2.13) is the functorial
isomorphism of A[G]-modules
M→˜(A[G]⊗A M)G : m 7→
∑
γ∈G
γ−1 ⊗ γm, (2.21)
where M is any module over A[G], the twisted group algebra of G. The G-invariants on the
right-hand side of (2.21) are taken with respect to the action of G on A[G]⊗A M given by
γ · (x⊗m) = xγ−1 ⊗ γm, while the A[G]-structure is induced by the the left action of A[G]
on itself. The morphism (2.20) is obtained via the natural isomorphism
Φ(2)(∆C) ≃ Φ ◦Ψ,
where Ψ : A[G′]−mod→ A[G]−mod is the right adjoint functor to the restriction functor
Φ : A[G]−mod→ A[G′]−mod. For an A[G′]-module N we have a functorial isomorphism
of A[G]-modules
Ψ(N) ≃ (A[G]⊗A N)G′
(with the same conventions as in (2.21)). Namely, for any A[G]-module M the isomorphism
HomA[G](M, (A[G]⊗A N)G′)→˜HomA[G′](M,N)
associates with f : M → (A[G]⊗AN)G′ its composition with the morphism of A[G′]-modules
π : (A[G]⊗A N)G′ → N,
which itself is the composition of the embedding into A[G] ⊗A N with the projection to N
sending 1⊗n to n and γ⊗n to zero for γ 6= 0. Thus, the above morphism π can be identified
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with the adjunction map (Φ ◦Ψ)(N) → N . Now our claim follows from the commutativity
of the triangle
(A[G]⊗A N)G′ ✲ (A[G′]⊗A N)G′
N
❄
π
✲
where the vertical arrow is the inverse of the isomorphism (2.21) for the group G′ and the
A[G′]-module N , while the horizontal arrow is induced by the projection A[G] → A[G′]
sending [γ] to zero for all γ ∈ G \G′.
Let us denote by
H(w) = HH∗(MFΓ(w)) =
⊕
γ∈G
H(wγ)
G (2.22)
the Hochschild homology space computed in Theorem 2.6.1(i).
Corollary 2.6.2. Let w′ be a quasi-homogeneous potential on Am with an isolated singularity
at 0, semi-invariant with respect to the same group Γ and the same character χ : Γ → Gm.
Then the tensor product functor induces an isomorphism
H(w′)⊗R H(w)→ HH∗(MFΓ(Am × An,w′ ⊕w))G×G, (2.23)
where R = C[Ĝ] and the G×G-action on the Hochschild homology is induced by the action
of G×G on Am × An.
Proof. By Corollary 2.3.2 together with the Ku¨nneth formula for Hochschild homology (see
[58, Sec. 2.4], [53, 1.1.4]), the tensor product induces an isomorphism
H(w′)⊗C H(w)→ HH∗ (MFΓ(2)(Am × An,w′ ⊕w)) .
Now by Theorem 2.6.1(iii), the forgetful functor
MFΓ(2)(A
m × An,w′ ⊕w)→ MFΓ(Am × An,w′ ⊕w)
induces a map
HH∗(MFΓ(2)(A
m × An,w′ ⊕w))→ HH∗(MFΓ(Am × An,w′ ⊕w))G×G
given by the projection to the components associated with the image of the diagonal embed-
ding G→ G×G (where we use the natural G×G-grading on the Γ(2)-equivariant Hochschild
homology). Similarly, the map
H(w′)⊗C H(w)→ H(w′)⊗R H(w)
can be identified with the projection to
⊕
γ∈G eγH(w
′)⊗eγH(w), so the assertion follows.
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Example 2.6.3. Consider Γ = Gm embedded naturally into Γw via λ 7→ (λd1 , . . . , λdn), so
that the induced character χ : Gm → Gm is λ 7→ λd, and G = Z/d. Then
HH∗(MFGm(w)) ≃
⊕
j∈Z/d,i∈Z
H(wj)di[nj − 2i],
where nj is the number of s ∈ [1, n] such that d|jds (we use the Z-grading of H(wj) induced
by the Z-grading of the variables xi).
Remark 2.6.4. In the case n = 0 and w = 0 the category DMFΓ(0) is (noncanonically)
equivalent toD(G−mod). Similarly, DMFΓ(2)(0) is equivalent toD(G2−mod). The diagonal
object ∆stG in this case can be identified with
∆stG ≃ IndG
2
G 1G ≃ ⊕η∈Ĝη ⊠ η−1,
where 1G is the trivial representation of G.
2.7 The Chern character and the canonical bilinear pairing
Recall that there is a canonical pairing on Hochschild homology
(·, ·) : HH∗(MFΓ(w)op)⊗HH∗(MFΓ(w))→ C (2.24)
(see (2.9)). Under the identification of Z/2-graded spaces HH∗(MFΓ(w)) ≃ HH∗(MFG(w))
this pairing coincides with the nondegenerate bilinear pairing on Hochschild homology of
MFG(w) calculated in [53] (see Theorem 2.6.1). Note that the duality (1.8) gives a natural
equivalence MFΓ(w)
op ≃ MFΓ(−w), so that the canonical pairing is induced by the dg-
functor
MFΓ(−w)⊗MFΓ(w)→ Comf(C−mod) : (E, F ) 7→ com(E ⊗ F )Γ,
where Comf(C−mod) is the category of complexes of C-vector spaces with finite-dimensional
total cohomology.
Definition 2.7.1. Let R = C[Ĝ] be the group algebra of the dual group Ĝ. We define an
R-bilinear version of the canonical pairing (2.24)
(·, ·)R : H(−w)⊗R H(w)→ R (2.25)
as the map on Hochschild homology induced by the tensor product functor
MFΓ(−w)⊗MFΓ(w)→ Comf (G−mod) : (E, F ) 7→ comG(E ⊗ F )
where comG is given by (1.12), Comf (G−mod) is the category of complexes of G-modules
with finite-dimensional total cohomology.
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We have an isomorphism
com(E ⊗ F )Γ ≃ comG(E ⊗ F )G,
which implies that
(·, ·) = tr ◦(·, ·)R, (2.26)
where tr : R→ C is given by
tr(
∑
η∈Ĝ
cη · [η]) = c1. (2.27)
Proposition 2.7.2. The pairing (·, ·)R is perfect and the corresponding Casimir element Tw
is given by
Tw =
1
|G| ·
∑
g∈G
(id×g)∗ ch(∆st
w
) ∈ HH∗(MFΓ(An × An, w˜))G×G ≃ H(−w)⊗R H(w),
where the last isomorphism comes from Corollary 2.6.2.
Proof. Since the functor Φ∆st
w
given by the kernel ∆st
w
is isomorphic to the identity functor
(see Proposition 2.4.1(i)), the composition
MFΓ(w)
(⊗p∗23∆
st
w
)◦p∗1✲ MFΓ(w ⊕ (−w)⊕w) ∆
∗
12✲ MFΓ(w)
is isomorphic to the identity. Hence, the composition of the induced maps on Hochschild
homology
H(w)
α✲ HH∗(MFΓ(w ⊕ (−w)⊕w)) β✲ H(w)
is equal to the identity. Since β is equivariant with respect to the G-action onHH∗(MFΓ(w⊕
(−w)⊕w)) given by the embedding of 1× 1×G ⊂ G×G×G and the trivial G-action on
H(w), we have β ◦ (|G|−1 ·∑g∈G(id× id×g)∗ ◦ α) = id . But the element
Tw =
1
|G| ·
∑
g∈G
(id×g)∗ ch(∆st
w
) ∈ HH∗(MFΓ((−w)⊕w))
is invariant under G×G (since ∆st
w
is equivariant with respect to the diagonal action of G).
Therefore, we have
β(x⊗ Tw) = x
for any x ∈ H(w). It remains to observe that x⊗ Tw belongs to the subspace
HH∗(MFΓ(w ⊕ (−w)⊕w))G×G×G ≃ H(w)⊗R H(−w)⊗R H(w),
and the restriction of β to this subspace is equal to (·, ·)R ⊗ id.
By definition, the pairing (·, ·)R is obtained as the restriction to the space of G × G-
invariants of the map
HH∗(MFΓ((−w)⊕w))→ R
induced by the functor of restricting to the diagonal.
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Example 2.7.3. Let i : {0} →֒ An denote the natural embedding, and let
κ : HH∗(MFΓ(w))→ R
be the R-linear functional induced by the restriction functor
MFΓ(w)→ Comf(G−mod) : E¯ 7→ comG(i∗E¯).
Then
κ(x) =
(
x, ch(Cst)
)R
.
Indeed, this follows from Lemma 2.2.2 by spelling out the definitions.
Using (2.26) and the formula for the canonical pairing (·, ·) from [53, Thm. 4.2.1], we
deduce the following explicit formula for the R-bilinear pairing (·, ·)R.
Lemma 2.7.4. Let us consider the standard residue pairing
〈f ⊗ dx, g ⊗ dx〉w = (−1)(
n
2) Res0(f · g)
on the twisted Milnor ring Aw ⊗ dx = H(w) (where Res0 is the Grothendieck residue on
Aw). For h ∈ H(w) let hγ ∈ H(wγ) be the component of h with respect to the decomposition
(2.22). Then the R-bilinear canonical pairing (2.25) is given by
(h, h′)R =
∑
γ∈G
cγ · 〈hγ, h′γ〉wγ · eγ, (2.28)
where
eγ :=
1
|G| ·
∑
η∈Ĝ
η−1(γ)[η]. (2.29)
cγ = det[id−γ, T ∗/(T ∗)γ]−1,
and T ∗ = m/m2.
Proof. By Theorem 2.6.1, the decomposition (2.22) coincides with the decomposition
H(w) =
⊕
γ∈G
eγH(w)
induced by the R-module structure on H(w). Since both sides of (2.28) are R-bilinear,
it is enough to check the equality after applying tr (see (2.27)) which holds by [53, Thm.
4.2.1].
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3 Γ-spin curves and w-structures
3.1 Abstract w-structures
Let
w(x1, . . . , xn) =
N∑
k=1
ckMk
be a Laurent polynomial in x1, . . . , xn, where ck ∈ C∗ and
Mk =
n∏
i=1
xmkii
are monomials. We denote by mw : Z
n → ZN the map given by the matrix (mki) of
exponents.
Definition 3.1.1. Let d = (d1, . . . , dn) ∈ Zn be a primitive vector and let d be an integer.
A Laurent polynomial is quasihomogeneous of degree d with respect to d if
w(λd1x1, . . . , λ
dnxn) = λ
d
w(x1, . . . , xn).
The above equation is equivalent to
mw(d) = d · e, (3.1)
where e ∈ ZN the vector with all components equal to 1. Let us consider the dual homo-
morphisms m∗
w
: ZN → Zn, e∗ : ZN → Z and d∗ : Zn → Z. Then (3.1) implies that
d∗ ◦m∗
w
= d · e∗.
Let us consider the subgroup Pw = im(m
∗
w
) ⊂ Zn. Then we obtain that the restriction d∗|Pw
is divisible by d and we can define the homomorphism
deg =
1
d
d∗ : Pw → Z, (3.2)
so that deg ◦m∗
w
= e∗.
In the following definition we view abelian monoids (such as Zn, Zn≥0, etc.) as symmetric
monoidal categories with objects corresponding to elements, with only identity morphisms,
and the tensor operation given by the monoid structure.
Definition 3.1.2. Let C be a symmetric monoidal category with a unit object 1, and
let E ∈ C be an invertible object. Let also w be a Laurent polynomial in x1, . . . , xn,
quasihomogeneous of degree d with respect to d.
(i) A (w,d)-structure in C with respect to E is a monoidal functor
Φ : Zn → C
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together with an isomorphism of monoidal functors
Φ|Pw → Λ ◦ deg,
where Λ : Z → C is the monoidal functor i 7→ Ei = E⊗i, and deg is the homomorphism
(3.2).
(ii) Assume in addition that w is a polynomial. A weak (w,d)-structure in C with respect
to E is a monoidal functor
Φ : Zn → C
together with a morphism of monoidal functors
φ : Φ|P+w → Λ ◦ deg |P+w , (3.3)
where P+
w
= Pw ∩ Zn≥0.
The following proposition gives a more down-to-earth interpretation of w-structures.
Proposition 3.1.3. Let w be a Laurent polynomial, quasihomogeneous of degree d with
respect to d, and let (C, E) be as above.
(i) Let v1, . . . , vn be a basis of Z
n such that k1v1, . . . , krvr is a basis of Pw for positive integers
k1, . . . , kr, where r = rkPw ≤ n. Then isomorphism classes of w-structures with respect to
E correspond to isomorphism classes of collections of invertible objects Φ(v1), . . . ,Φ(vn) in
C together with isomorphisms
φi : Φ(vi)
⊗ki → Edeg(kivi), i = 1, . . . , r.
(ii) Assume in addition that w is a polynomial. For every weak (w,d)-structure (Φ, φ) in C
with respect to E ∈ C, such that φ is an isomorphism, there exists a unique extension of φ
to an isomorphism of monoidal functors
φ˜ : Φ|Pw → Λ ◦ deg,
i.e., to a (w,d)-structure.
Proof. (i) Any monoidal functor Φ : Zn → C is determined up to an isomorphism by the
collection of invertible objects Φ(v1), . . . ,Φ(vn). The same is true for the group Pw ≃ Zr
with the basis k1v1, . . . , krvr, which implies the result.
(ii) For p ∈ P+
w
we have an isomorphism
Φ(−p) ≃ Φ(p)−1 ≃ E−deg(p) = Edeg(−p),
where the first isomorphism comes from the monoidal structure on Φ and the second is
induced by φ. Since Pw is generated by the vectors d
∗
w
(es) ∈ Zn≥0, s = 1, . . . , N , every
element of Pw can be represented as p − p′ with p, p′ ∈ P+w . The monoidal structure on Φ
gives an isomorphism Φ(p−p′) ≃ Φ(p)⊗Φ(p′)−1. Now φ(p) and φ(p′) induce an isomorphism
φ˜(p− p′) : Φ(p− p′)→ Edeg(p) ⊗ E− deg(p′) ≃ Edeg(p−p′),
which is the unique extension of φ to Pw.
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Definition 3.1.4. The (w,d)-structure in C with respect to E = 1 given by Φ(?) = 1 with
the identity isomorphisms φ is called the trivial (w,d)-structure.
Proposition 3.1.5. Suppose that End(1) is an algebraically closed field, E ≃ 1, and a
(w,d)-structure (Φ, φ) satisfies Φ(ej) ≃ 1 for every j. Then this (w,d)-structure is isomor-
phic to the trivial (w,d)-structure.
Proof. By Proposition 3.1.3, such a (w,d)-structure corresponds to a collection of isomor-
phisms φi : Φ(vi)
⊗ki → 1, i = 1, . . . , r. But Φ(vi) ≃ 1, so φi can be viewed as an element of
End(1). Choose ξi ∈ End(1) such that ξkii = φi. Then the morphisms
Φ(vi) ≃ 1 ξi✲ 1
induce an isomorphism with the trivial (w,d)-structure.
Remark 3.1.6. We will sometimes omit the vector of degrees d from notation and talk
simply of w-structures, when this vector is fixed. In the case when mw is injective the
vector d is uniquely determined by w up to a sign.
3.2 Γ-spin curves and their moduli
Let us fix an algebraic subgroup Γ ⊂ Gnm with a surjective character χ : Γ→ Gm such that
G = ker(χ) is finite. Thus, we have an exact sequence of commutative algebraic groups
1→ G→ Γ χ✲ Gm → 1.
With these data we will associate a finite covering
Sg,r,Γ,χ →Mg,r
of the Deligne-Mumford moduli stacks of stable curves. The stacks Sg,r,Γ,χ are slight gener-
alizations of the moduli spaces of w-curves considered in [17].
Recall (see [2, Sec. 4], [17, Sec. 2.1]) that an orbicurve with marked points (C, p1, . . . , pr)
is a proper Deligne-Mumford stack C whose coarse moduli space is a (connected) nodal curve
C, equipped with marked orbipoints p1, . . . , pr ⊂ C, such that the projection ρ : C → C is
an isomorphism away from the marked points and from the nodes. It is also required that
each node is locally modeled by a quotient stack of the form {xy = 0}/(Z/n), where the
action of Z/n is given by (x, y) 7→ (exp(2πi/n)x, exp(−2πi/n)y). We say that an orbicurve
C is smooth if the curve C is smooth. We denote by
ωlog
C
= ρ∗(ωC(p1 + . . .+ pr))
the log-canonical line bundle with respect to p1, . . . , pr (see [17, Def. 2.1.2]). The following
definition is a coordinate-free version of the notion of w-curves introduced in [17]. We use
principal bundles of algebraic groups. For a homomoprhism f : G1 → G2 of algebraic groups
and a principal G1-bundle P we denote by f∗P the pushout of P with respect to f , which is
a principal G2-bundle.
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Definition 3.2.1. (i) A (Γ, χ)-spin curve (a Γ-spin curve for short) is an orbicurve with
marked points (C, p1, . . . , pr) together with a principal Γ-bundle P over C and an isomorphism
of Gm-bundles
ε : χ∗P → P (ωlogC ), (3.4)
where P (ωlogC ) is the principal Gm-bundle associated with the line bundle ω
log
C . An iso-
morphism between two Γ-spin curves is an isomorphism of curves with marked points
f : (C, p1, . . . , pr)→ (C′, p′1, . . . , p′r) and an isomorphism of Γ-bundles t : P → f ∗P ′ compati-
ble with isomorphisms (3.4) for P and P ′.
(ii) Let (P, ǫ) be a Γ-spin structure on an orbicurve (C, p1, . . . , pr). For each marked point
pi let us consider the homomorphism
G(pi)→ Γ ⊂ (C∗)n (3.5)
from the local automorphism group of C at pi associated with its action on the fiber of P at
pi. We denote by
γi = γi(P ) = (γi1, . . . , γin) ∈ (C∗)n (3.6)
the image of the canonical generator of the cyclic group G(pi) under (3.5). The collection
γ = (γ1, . . . , γr) is called the type of the Γ-spin curve.
(iii) We say that a Γ-spin curve is stable if (C, p1, . . . , pr) is stable and all the homomor-
phisms (3.5) are injective.
Since the restriction of ωlog
C
to each marked point is trivial, the isomorphisms (3.4) imply
that the elements γi ∈ Γ belong to the subgroup ker(χ) = G. For a stable Γ-spin curve we
will identify G(pi) with the subgroup 〈γi〉 ⊂ G generated by γi.
It is useful to rewrite the definition of a Γ-spin structure in terms of principal bundles
that have only algebraic tori as structure groups. Namely, consider the algebraic torus
T = Gnm/G. The embedding Γ →֒ Gnm induces an embedding ϕ : Gm = Γ/G →֒ T . Thus, we
have a commutative diagram with exact rows
1 ✲ G ✲ Γ
χ ✲ Gm ✲ 1
1 ✲ G
id
❄
✲ Gnm
❄ π ✲ T
ϕ
❄
✲ 1
(3.7)
such that π induces an isomorphism Gnm/Γ→ T/ϕ(Gm).
The principal Γ-bundle P in Definition 3.2.1 gives rise to a Gnm-bundle P
′ via the embed-
ding Γ → Gnm. We are going to rewrite the definition of a Γ-spin structure in terms of P ′
and the homomorphisms π and ϕ from diagram (3.7) (see Proposition 3.2.2(i) below). On
the other hand, we can view P ′ a collection of line bundles (L1, . . . ,Ln) on C. We will show
that the isomorphism (3.4) can be interpreted as a (w,d)-structure in the category of line
bundles on C with respect to ωlogC for some quasihomogeneous Laurent polynomial w (see
Section 3.1)
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Let Γ0 be the connected component of 1 in Γ. Γ0 is a one-dimensional torus, so we
can choose an identification Γ0 = Gm. The embedding Γ0 = Gm →֒ Gnm takes form λ 7→
(λd1 , . . . , λdn) for some primitive vector d = (d1, . . . , dn) ∈ Zn. Furthermore, the restriction
of the character χ to Γ0 = Gm is given by λ 7→ λd for some d. Note that the degrees
(d, d) ∈ Zn+1 are determined by Γ uniquely up to a sign.
Consider the exact sequence of algebraic tori
1→ Gm ϕ✲ T → T ′ → 1.
Since we work over C, we can find a splitting T ≃ Gm × T ′. Consider the collection of
characters of T
η0 = (id, 1), η1 = (id, ǫ1), . . . , ηn−1 = (id, ǫn−1), (3.8)
where id is the identity character of Gm and (ǫ1, . . . , ǫn−1) is a basis of the group of characters
of the torus T ′. Then we have
n−1⋂
i=0
ker(ηi) = 1.
Using the projection π : Gm → T we get characters of Gnm,
Mi = ηi ◦ π : Gnm → Gm for i = 0, . . . , n− 1, (3.9)
satisfying Mi|Γ = ηi ◦ ϕ ◦ χ = χ and such that
n−1⋂
i=0
ker(Mi) = G.
Proposition 3.2.2. (i) The category of Γ-spin structures on (C, p1, . . . , pr) is equivalent to
the category of pairs (P ′, ε′), where P ′ is a principal Gnm-bundle and ε
′ is an isomorphism
ε′ : π∗P
′ → ϕ∗P (ωlogC ). (3.10)
(ii) There exists a Laurent polynomial w(x1, . . . , xn), quasihomogeneous of degree d with
respect to the grading of the variables given by d, such that G is equal to the group of
diagonal symmetries of w.
(iii) For any w as in (ii) the category of (w,d)-structures in the category of line bundles on
C with respect to ωlog
C
is equivalent to the category of (Γ, χ)-spin structures on (C, p1, . . . , pr).
(iv) Let w be a quasihomogeneous polynomial of degree d > 0 with respect to the grading
given by d, and let G be a finite subgroup of the group Gw of diagonal symmetries of w,
such that G contains the exponential grading element J (see (2.2)). Let also Γ ⊂ Gnm be
the subgroup associated with G ⊂ Gw by Lemma 2.1.1. Then to any Γ-spin structure on
(C, p1, . . . , pr) there corresponds a natural (w,d)-structure in the category of line bundles on
C with respect to ωlogC .
Proof. (i) A Γ-bundle P can be viewed as a Gnm-bundle P
′ together with a trivialization of
the induced Gnm/Γ-bundle. Commutativity of the right square in (3.7) shows that
π∗P
′ ≃ ϕ∗χ∗P.
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Hence, the isomorphism (3.4) gives rise to an isomorphism (3.10). Conversely, starting
with a pair (P ′, ε′) we observe that the isomorphism (3.10) induces a trivialization of the
T/ϕ(Gm)-bundle obtained by the pushout from π∗P
′, or equivalently a trivialization of the
Gnm/Γ-bundle obtained by pushout from P
′. Thus, we can reduce the structure to Γ and
obtain a Γ-bundle P . Now both parts of (3.10) become pushouts of the corresponding parts
of (3.4) with respect to ϕ. Since ε′ is compatible with the trivializations of the pushouts
with respect to the projection T → T/ϕ(Gm), it induces an isomorphism (3.4).
(ii) Recall that the restriction of χ to Γ0 = Gm sends λ to λ
d. Therefore, each of the
characters (3.9) can be viewed as a Laurent monomial in x1, . . . , xn of degree d with respect
to d. Thus, we can take w =
∑n−1
i=0 Mi.
(iii) First, we observe that for an algebraic torus T the category of principal T -bundles on C
is equivalent to the category of monoidal functors from with the character group X(T ) to the
monoidal category Pic(C) of line bundles on C. Namely, with a T -bundle P we associate the
monoidal functor ΦP sending a character η : T → Gm to the line bundle corresponding to
the induced Gm-torsor η∗P . Indeed, a choice of a basis of X(T ) shows that both structures
are equivalent to collections of line bundles on C. If f : T1 → T2 is a homomorphism of tori,
then the monoidal functor Φf∗P1 : X(T2) → Pic(C) associated with the pushout f∗P1 of a
principal T1-bundle is isomorphic to the composition ΦP1 ◦ f ∗, where f ∗ : X(T2)→ X(T1) is
the induced homomorphism of the character groups.
Given a Laurent polynomial w =
∑N
s=1Ms as in (ii), we have
G = ker((mw)∗ : G
n
m → GNm),
where mw : Z
n → ZN is the linear map defined by the exponents of the monomials Ms
(see Section 3.1). Hence, the map (mw)∗ factors through the projection π : G
n
m → T
followed by an embedding of tori T →֒ GNm. The induced homomorphisms of character groups
ZN → X(T ) and π∗ : X(T ) → Zn are surjective and injective, respectively. Therefore, π∗
induces an isomorphism of X(T ) with Pw = im(mw) ⊂ Zn such that the homomorphism
deg : Pw → Z gets identified with the homomorphism on the character groups ϕ∗ : X(T )→ Z
induced by the embedding of tori ϕ : Gm → T . Now the assertion follows from (i).
(iv) Let us choose a Laurent polynomial w(x1, . . . , xn) as in (ii). Note that adding to w
a linear combination of G-invariant monomials will still give us a Laurent polynomial with
the diagonal group of symmetries equal to G. Thus, we can assume that w contains all the
monomials in w. By (iii), a Γ-spin structure induces a (w,d)-structure, which in turn gives
a (w,d)-structure.
Remarks 3.2.3. 1. Proposition 3.2.2(ii) implies that for a quasihomogeneous polynomial
w, every finite subgroup G of the group of diagonal symmetries Gw such that G contains
the exponential grading element J , is admissible in the sense of [17, Def. 2.3.2].
2. Let (P, ε) be a Γ-spin structure on (C, p1, . . . , pr). Any Laurent monomial M : G
n
m →
Gm of degree d with respect to d, such that M |G = 1, restricts to the character χ on Γ.
Indeed, the condition that M |G = 1 implies that M |Γ = χa for some a ∈ Z. The fact that
a = 1 follows from the equalityM |Γ0 = χ|Γ0 which in turn follows from the condition thatM
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has the degree d with respect to d. Thus, the isomorphism (3.4) gives rise to isomorphisms
M(L1, . . . ,Ln)
∼✲ ωlog
C
, (3.11)
for any Laurent monomial M of degree d with respect to d such that M |G = 1. These
are the kind of isomorphisms that appear in the original definition of a w-curve in [17].
More precisely, if w(x1, . . . , xn) is a Laurent polynomial, quasihomogeneous of degree d with
respect to d, such that G is equal to the group Gw of diagonal symmetries of w, then by
Proposition 3.2.2(iii), the notion of a Γ-spin curve is equivalent to the notion of a w-curve
defined in [17, Sec. 2.1] (generalized to the case when w is a Laurent polynomial). Indeed, the
Smith normal forms appearing in [17, Def. 2.1.10] is just a way of recording an isomorphism
of monoidal functors from a free abelian group in coordinates (see Proposition 3.1.3). More
generally, if G is just a subgroup of Gw containing J , then by Proposition 3.2.2(iv), any
Γ-spin curve has a natural structure of a w-curve.
We will give now yet another way to describe Γ-spin structures.
Corollary 3.2.4. The category of Γ-spin structures on (C, p1, . . . , pr) is equivalent to the
category of collections of n line bundles L1, . . . ,Ln on C together with isomorphisms (3.11)
for the Laurent monomials M =M0, . . . ,Mn−1 given by (3.9).
Proof. The line bundle (L1, . . . ,Ln) are obtained from a Γ-spin structure as discussed before
Proposition 3.2.2. The isomorphisms (3.11) for the monomials M0, . . . ,Mn−1 correspond to
an isomorphism of T -bundles (3.10) under the identification
(M0,M1, . . . ,Mn−1) : T
∼✲ Gnm.
Conversely, assume we have line bundles L1, . . . ,Ln equipped with isomorphisms (3.11) for
M0, . . . ,Mn−1. Then we obtain trivializations of the line bundles (Mi/M0)(L1, . . . ,Ln). Note
that the homomorphism
(M1/M0, . . . ,Mn/M0) : G
n
m → Gn−1m
is equal to the composition
Gnm
pi✲ → T → T ′ ≃ Gn−1m .
Hence, the exact sequence of groups
1→ Γ→ Gnm → T ′ → 1
shows that the Gnm-bundle (L1, . . . ,Ln) comes from a Γ-bundle.
We are going to work with the moduli space of Γ-spin curves.
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Definition 3.2.5. A genus-g, stable Γ-spin curve with k marked points over a base T is a
flat family C → T of genus-g orbicurves with gerbe markings p1, . . . , pk ⊂ C and sections
σi : T → pi inducing isomorphism of T with the coarse moduli of pi, together with a relative
Γ-spin structure (P, ε) on C, such that all the fibers over closed points of T are stable Γ-spin
curves. Here P is a Γ-bundle on C, and
ε : χ∗P ≃ P (ωlogC/T )
is an isomorphism of Gm-bundles on C, where ω
log
C/T is the relative log-canonical line bundle.
These structures naturally form a stack Sg,r = Sg,r,Γ,χ, which is the disjoint union of the open
and closed substacks Sg(γ) for γ ∈ Gr, parametrizing Γ-spin curves of type γ.
Proposition 3.2.6. The stack Sg,r is a smooth proper DM-stack over C with projective
coarse moduli, and the natural forgetful morphism Sg,r → Mg,r is quasi-finite. If G is equal
to the group Gw of diagonal symmetries of a Laurent polynomial w, quasihomogeneous of
degree d with respect to d, then Sg,r is naturally isomorphic to the stack Wg,r(w) of w-curves
constructed in [17, Sec. 2.2].
Proof. First, we observe that although Fan-Jarvis-Ruan assume that w is a polynomial,
the definition of a w-structure and the results of [17, Sec. 2.2] are valid also in the case of
a quasihomogeneous Laurent polynomial with finite group of diagonal symmetries (in fact,
this extension is used in [17, Sec. 2.3] to define the moduli spaces associated with admissible
subgroups of Gw).
Applying Proposition 3.2.2(ii,iii), we see that our moduli stack Sg,r is naturally isomorphic
to Wg,r(w) for some quasihomogeneous Laurent polynomial w. Now we can use [17, Thm.
2.2.6] to derive the required properties of the stack Sg,r. (Alternatively, by modifying the
arguments of [17, Thm. 2.2.6] one can work directly with Γ-spin structures.)
Next, we consider rigidifications of Γ-spin curves that were introduced in [17, Sec. 2.2.3].
Definition 3.2.7. A rigidification of a Γ-spin structure (P, ε) on an orbicurve C at a marked
point pi is a trivialization of P |pi, i.e., an isomorphism
P |pi ≃ Γ/〈γi〉
compatible with the canonical trivialization of ωlogC |pi via the isomorphism (3.4) (note that
we can view the marked point pi as the gerbe pt/〈γi〉). A rigidification of a Γ-spin curve
(C, p1, . . . , pr;P, ε) consists of a collection of rigidifications of (P, ε) at every marked point
pi.
The group
∏r
i=1G/〈γi〉 acts simply transitively on the set of rigidifications of a given
Γ-spin curve. Thus, the moduli stack of rigidified Γ-spin curves is a
∏r
i=1G/〈γi〉-torsor over
Sg(γ) that we denote by
Srigg (γ)→ Sg(γ) (3.12)
Let (L1, . . . ,Ln) be the line bundles associated with a Γ-spin structure P . For each (pi, j)
such that the jth component of γi is trivial, a rigidification structure induces a well-defined
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trivialization of Lj|pi. Below we will define a different version of a rigidification structure
that keeps track only of these trivializations.
First, we define restrictions of Γ-spin structures associated with coordinate projections
Gnm → Gkm.
Definition 3.2.8. Let I = {i1, . . . , ik} ⊂ {1, . . . , n} be a nonempty subset such that the
vector dI = (di1, . . . , dik) is not zero, and let
pI : G
n
m → Gkm
be the corresponding coordinate projection. We say that I is (Γ, χ)-admissible if the character
χ factors through the projection Γ→ ΓI := pI(Γ).
The following statement is an immediate corollary of the definitions.
Lemma 3.2.9. Assume that I is (Γ, χ)-admissible. Let χI : ΓI → Gm be the character of
ΓI induced by χ. Then any (Γ, χ)-spin structure (P, ε) on (C, p1, . . . , pr) naturally induces a
(ΓI , χI)-spin structure (PI , εI) on (C, p1, . . . , pr) with PI = (pI)∗P . Also, a rigidification of
(P, ε) induces a rigidification of (PI , εI).
For every γ ∈ G ⊂ Gnm let us denote by I(γ) ⊂ {1, . . . , n} the set of all j such that the
jth component of γ is trivial.
Definition 3.2.10. Assume that the degree di is nonzero for every i = 1, . . . , n.
(i) A collection γ = (γ1, . . . , γr) ∈ Gr is called (Γ, χ)-admissible if for every i = 1, . . . , r
the subset I(γi) is (Γ, χ)-admissible, if nonempty.
(ii) If γ is (Γ, χ)-admissible, we define a restricted rigidification of a Γ-spin structure
(P, ε) of type γ as a collection of rigidifications of the induced ΓI(γi)-structure (PI(γi), εI(γi))
at pi for i = 1, . . . , r such that I(γi) is nonempty.
Note that by definition, a restricted rigidification of a Γ-spin structure consists of trivi-
alizations of Lj|pi for j ∈ I(γi) and i = 1, . . . , r, satisfying certain compatibilities.
For a (Γ, χ)-admissible collection γ = (γ1, . . . , γr) ∈ Gr let us set
G(γ) =
r∏
i=1
GI(γi), where GI = pI(G).
Then the group G(γ) acts simply transitively on the set of restricted rigidifications of a
given Γ-spin curve of type γ. We denote by Srig,0g (γ) → Sg(γ) the G(γ)-torsor of restricted
rigidifications. We have a natural surjective morphism
Srigg (γ)→ Srig,0g (γ) (3.13)
compatible with the homomorphism
rγ :
r∏
i=1
G/〈γi〉 → G(γ).
Therefore, the G(γ)-torsor Srig,0g (γ) is isomorphic to the pushout of (3.12) with respect to
rγ .
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Lemma 3.2.11. Let w(x1, . . . , xn) be a polynomial with an isolated singularity at the origin,
quasihomogeneous of degree d with respect to d = (d1, . . . , dn), where di 6= 0 for i = 1, . . . , n.
Let also G ⊂ Gw be a finite subgroup containing the exponential grading element J , and
let Γ ⊂ Gnm be the corresponding extension of Gm by G (see Lemma 2.2). Then every
γ = (γ1, . . . , γr) ∈ Gr is (Γ, χ)-admissible.
Proof. It is enough to check that for every γ ∈ Gw the set I(γ) = {i1, . . . , ik} ⊂ {1, . . . , n} is
(Γ, χ)-admissible, provided it is nonempty. To do this we use the fact that the restriction of
w to the subspace of γ-invariants still has an isolated singularity at the origin (see [53, Lem.
2.5.3(i)]). In particular, this restriction is nonzero. Let us take any monomialM(xi1 , . . . , xik)
occurring in the restriction of w to the subspace of γ-invariants. Since M also occurs in w,
the action of Γ onM rescales it by the character χ. ButM factors through pI(γ) : G
n
m → Gkm,
hence, χ also factors through pI(γ).
3.3 Invariants of smooth Γ-spin curves
We keep the assumptions and notation of the beginning of Section 3.2. Let (C, p1, . . . , pr;P, ε)
be a Γ-spin curve of type γ = (γ1, . . . , γr) ∈ Gr with a smooth orbicurve C, and let L1, . . . ,Ln
be the line bundles associated with the Gnm-bundle P . Consider the map ρ : C → C, where
C is the smooth curve obtained by forgetting the orbi-structure at the marked points, and
the line bundles Lj = ρ∗(Lj) on C.
For γ ∈ G we define
θγ = (θ1, . . . , θn) ∈ Qn
as the unique vector with 0 ≤ θj < 1 for j = 1, . . . , n such that
γ = exp(2πiθγ) = (exp(2πiθ1), . . . , exp(2πiθn)) ∈ (C∗)n.
Let J = exp(2πiq) ∈ (C∗)n be the exponential grading element (2.2), where q = (q1, . . . , qn) ∈
Qn with qj = dj/d. Note that by definition, J ∈ Gm = Γ0 ⊂ Γ. Furthermore, χ(J) = 1,
so J belongs to G = ker(χ) ⊂ Γ. The following result is essentially contained in [26, Prop.
2.1.23, 2.2.8].
Proposition 3.3.1. Let g be the genus of C.
(i) One has the following identity in G:
γ1 · . . . · γr = J2g−2+r. (3.14)
Furthermore, consider the vector
deg = (degL1, . . . , degLn) ∈ Zn.
Then
deg = (2g − 2 + r)q− θ1 − . . .− θr, (3.15)
where θs = θγs.
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(ii) There exists a Γ-spin structure on (C, p1, . . . , pr) of type γ if and only if (3.14) is satisfied.
(iii) There exists a simple transitive action of the group H1(C,G) on the set of isomorphism
classes of Γ-spin structures on (C, p1, . . . , pr) of type γ. In particular, if this set is nonempty,
then it has |G|2g elements.
Proof. (i) Let M = xk11 . . . x
kn
n be a Laurent monomial of degree d with respect to d, such
that M |G = 1, and let lM : Zn → Z denote the corresponding linear form
∑
j kje
∗
j . Then it
follows immediately from the definition (2.2) that
lM(q) = 1. (3.16)
Recall that by (3.11), the line bundle M(L1, . . . ,Ln) is isomorphic to ω
log
C . Considering this
isomorphism near each marked point we obtain that
lM (θs) ∈ Z for s = 1, . . . , r.
We claim that the isomorphism (3.11) induces an isomorphism
M(L1, . . . , Ln) ≃ ωlogC (−lM(θ1)p1 − . . .− lM(θr)pr). (3.17)
Indeed, let p = ps be one of the marked points, and let z be a local coordinate near p on
C, so that the generator gp of the local group G(p) acts on z by the multiplication with
exp(−2πi/m). Then we can view zm as a local coordinate near p = ps on C. For each j let
ej(p) denote a generator of Lj as an OC-module near p. For every j = 1, . . . , n, we have
gp · ej(p) = exp(2πiθsj) · ej(p),
where θs = (θs1, . . . , θsn). The line bundle Lj = ρ∗Lj is generated near p by z
mθsj ·ej(p). The
isomorphism (3.11) implies that the action of G(p) on M(e•(p)) is trivial. Hence, the line
bundle ρ∗(M(L•)) is generated near p by M(e•(p)). On the other hand, L
⊗kj
j is generated
by zmkjθsj · ej(p)⊗kj near this point. Thus, we have an isomorphism
M(L•)
∼✲ ρ∗(M(L•))(−
r∑
s=1
asps), where
as =
n∑
j=1
kjθsj.
Since ρ∗(M(L•)) ≃ ρ∗(ωlogC ) ≃ ωlogC , this gives (3.17).
Comparing the degrees in (3.17), we get a system of equations
lM(deg) = 2g − 2 + r − lM(θ1 + . . .+ θr),
where M runs over Laurent monomials of degree d with respect to d such that M |G = 1.
Using (3.16) we can rewrite this system as
lM(deg) = lM
(
(2g − 2 + r)q− θ1 − . . .− θr)
)
.
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Now (3.15) follows from the fact that among lM there exist n linearly independent forms: it
is enough to take the monomials M corresponding to the characters (3.9). Since deg ∈ Zn,
this also implies (3.14).
(ii) Given (γ1, . . . , γr) ∈ Gr satisfying (3.14), by Corollary 3.2.4, we have to construct a
collection of line bundles (L1, . . . ,Ln) on C, such that the action of the local group at every
marked point ps on the fiber of
⊕
j Lj at ps is given by γs, and isomorphisms
Mi(L1, . . . ,Ln) ≃ ωlogC for i = 0, . . . , n− 1, (3.18)
whereM0, . . . ,Mn−1 are the Laurent monomials corresponding to the characters (3.9). First,
we claim that there exists a collection of line bundles (L1, . . . , Ln) on C together with iso-
morphisms (3.17) for M = M0, . . . ,Mn−1. Indeed, since the characters (3.8) form a basis
in the character lattice of T , the matrix of exponents of the monomials M0, . . . ,Mn−1 is
nondegenerate. It is well known that the group Pic0(C) of line bundles of degree 0 is divis-
ible (recall that C is smooth). Thus, it is enough to check that the system of equations on
degrees deg = (deg(L1), . . . , deg(Ln)) imposed by (3.18) has a solution. As we have seen in
the proof of (i), if the condition (3.14) is satisfied, then deg defined by (3.15) gives a solution
of this system. Finally, for j = 1, . . . , n, we define Lj as the unique line bundle on C with
ρ∗Lj ≃ Lj such that for every s = 1, . . . , r the generator of the local group at ps acts on the
fiber of Lj at ps by the jth component of γs. As in part (i), this implies that
ρ∗Mi(L1, . . . ,Ln) ≃ ωlogC for i = 0, . . . , n− 1,
and that the action of the local groups at the marked points on Mi(L1, . . . ,Ln) is trivial.
But this is equivalent to (3.18).
(iii) Let (L1, . . . ,Ln) be a collection of line bundles on C satisfying (3.18), such that the
action of the local group on the fiber of
⊕
j Lj at each marked point ps is given by γs. Any
other such collection has the form (L1⊗K1, . . . ,Ln⊗Kn), where for each j the local groups
of the marked points act trivially on the fibers of Kj and
Mi(K1, . . . ,Kn) ≃ OC for i = 0, . . . , n− 1.
Thus, different choices of L• correspond to collections of line bundles K• on C such that
Kj = ρ
∗ρ∗Kj for j = 1, . . . , n and the line bundles Kj = ρ∗Kj on C satisfy
Mi(K1, . . . , Kn) ≃ OC for i = 0, . . . , n− 1.
Since G is the kernel of the homomorphism Gnm → Gnm given by (M0, . . . ,Mn−1), this is
equivalent to a choice of a G-bundle. Now the assertion follows from the fact that the group
of isomorphism classes of G-bundles on C is isomorphic H1(C,G).
As a consequence of the relation (3.15), following [17] we deduce the formula for the Euler
characteristic of the bundle
⊕
j Lj . For γ ∈ G define the degree shifting number ιγ as the
sum of coordinates of the vector θγ − q.
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Corollary 3.3.2. One has
−
n∑
j=1
χ(C,Lj) = Dg(γ1, . . . , γr) = (g − 1)cˆ+ ιγ1 + . . .+ ιγr , (3.19)
where
cˆ =
n∑
j=1
(1− 2qj).
We will also use the modified quantities
D˜g(γ1, . . . , γr) = Dg(γ1, . . . , γr) +
1
2
·
r∑
i=1
Nγi (3.20)
with
Nγ = dim(A
n)γ.
They satisfy the following factorization properties.
Lemma 3.3.3. For any γ = (γ1, . . . , γr) ∈ Gr, γ′ = (γ′1, . . . , γ′r′) ∈ Gr′ and γ ∈ G one has
D˜g1(γ, γ) + D˜g2(γ
′, γ−1) = D˜g1+g2(γ, γ
′), (3.21)
D˜g(γ, γ, γ
−1) = D˜g+1(γ). (3.22)
Proof. This follows immediately from the simple relation
ιγ + ιγ−1 = cˆ−Nγ
established in [17, Prop. 3.2.4].
4 Matrix factorizations from w-structures
4.1 w-structures with respect to the canonical bundle
Let T be a symmetric monoidal category with split projectors over a field of characteristic
zero. To a monomial M(x1, . . . , xn) = x
m1
1 . . . x
mn
n we associate a polyfunctor on T
n
MT : T
n → T : (A1, . . . , An) 7→ M(A•) := Sm1A1 ⊗ . . .⊗ SmnAn,
where Sm(?) denote the symmetric powers in T. In particular, we are going to use this
operation in the case when T is the derived category of coherent sheaves with the monoidal
structure given by the derived tensor product.
Fix a quasihomogeneous polynomial
w(x1, . . . , xn) =
N∑
k=1
ckMk. (4.1)
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Let π : C → S be a family of nodal curves with a weak w-structure (Φ, φ) in the category
of line bundles over C with respect to the relative canonical bundle ωC/S. This structure
can be specified by a collection of line bundles Lj = Φ(ej), j = 1, . . . , n and a collection of
morphisms
φk : Mk(L•)→ ωC/S
for every monomial Mk appearing in w. Assume that the restriction of each φk to any fiber
of π is an isomorphism outside a finite number of points.
For each k = 1, . . . , N , the morphism φk induces a morphism in the derived category
D(S)
Mk(Rπ∗(L1), . . . , Rπ∗(Ln))→ Rπ∗(ωC/S)→ OS [−1]. (4.2)
Assume that each Rπ∗(Lj) is represented by a complex
Aj
βj→ Bj (4.3)
of vector bundles on S, in such a way that the morphism (4.2) is realized on the level of
complexes. Recall that the m-th symmetric power of (4.3) is the complex
SmAj → Sm−1Aj ⊗ Bj → . . .
concentrated in the degrees 0, 1, . . . , m. Therefore, the source of the map (4.2) is represented
by the complex
Mk(A•)
δ→
n⊕
j=1
Bj ⊗ ∂jMk(A•)→ . . . ,
where ∂jMs are the “partial derivatives” of the monomial Mk = x
mk1
1 . . . x
mkn
n :
∂1Mk = x
mk1−1
1 x
mk2
2 . . . x
mkn
n , . . . , ∂nMk = x
mk1
1 x
mk2
2 . . . x
mkn−1
n .
The differential δ is given by
δ(f1 ⊗ . . .⊗ fn) = (δ1(f1)⊗ f2 . . .⊗ fn, . . . , f1 ⊗ . . .⊗ δn(fn)),
where fj ∈ SmkjAj, and δj : SmkjAj → Bj ⊗ Smkj−1Aj is induced by the Koszul differential
SmkjAj → Aj ⊗ Smkj−1Aj and by the map βj : Aj → Bj , i.e.,
δj(a
mkj
j ) = mkjβj(aj)⊗ amkj−1j .
By our assumption, the map (4.2) is realized as a chain map of complexes, so we have a map
αk :
⊕
j
Bj ⊗ ∂jMk(A•)→ OS
such that αk ◦ δ = 0. The components of αk can be viewed as morphisms
αkj : ∂jMk(A•)→ B∨j ,
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and the condition αk ◦ δ = 0 can be expressed as follows:
n∑
j=1
mkj〈αkj(amk11 ⊗ . . .⊗ amkj−1j ⊗ . . .⊗ amknn ), βj(aj)〉 = 0,
where 〈·, ·〉 is the evaluation pairing. Let p : X → S be the total space of the vector bundle
A1 ⊕ . . . ⊕ An over S. Then we can view the maps αkj as sections of the induced bundles
p∗B∨j on X and the maps βj as sections of p
∗Bj on X . The above equation can be viewed
as the following identity of functions on X :
n∑
j=1
mkj〈αkj, βj〉 = 0. (4.4)
Now let us define sections αj(w) ∈ Γ(X, p∗B∨j ) by setting
αwj =
N∑
k=1
ckmkjαkj.
Then from (4.4) we obtain that
n∑
j=1
〈αwj , βj〉 = 0,
so the sections
α = (αw1 , . . . , α
w
n ) ∈
n⊕
j=1
p∗B∨j and β = (β1, . . . , βn) ∈
n⊕
j=1
p∗Bj
satisfy 〈α, β〉 = 0. Recall that X is the total space of the vector bundle ⊕iAi over S, so it
contains S as the zero section.
Proposition 4.1.1. Suppose that w has an isolated singularity at the origin. Then the
common vanishing locus of α and β, Z(α, β), coincides with the zero section in X.
Proof. It is obvious that Z(α, β) contains the zero section S ⊂ X . It is enough to check the
opposite inclusion in the case when S is a point, i.e., C = C is a single curve C and X is
a vector space. To compute Z(α, β), first observe that ker(βj) is isomorphic to H
0(C,Lj)
(resp., coker(βj) ≃ H1(C,Lj)). For each monomialMk = xmk11 . . . xmknn the map (4.2) induces
morphisms
RΓ(C,Lj)⊗ ∂jMk(RΓ(C,L•))→ C[−1]
and in particular, well-defined morphisms
H1(C,Lj)⊗ ∂jMk(H0(C,L•))→ C.
These maps are also induced by the maps αkj, so we deduce that the restriction of αkj to
∂jMk(H
0(L•)) factors through the embedding κkj : H
1(Lj)
∨ →֒ B∨j . Note that by Serre
duality H1(Lj)
∨ ≃ Hom(Lj , ωC), and the map
∂jMk(H
0(L•))→ Hom(Lj , ωC)
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corresponding to αkj is the composition of the product map
∂jMk(H
0(L•))→ H0(∂jMk(L•))
with the natural map
φkj : H
0(∂jMk(L•))→ Hom(Lj , ωC)
induced by φk. Since κkj is an embedding, the condition that α
w
j (a) = 0 where a =
(a1, . . . , an) and aj ∈ H0(Lj), can be rewritten as
N∑
k=1
ckφkj(∂jMk(a)) = 0, (4.5)
where the expression
Mk(a) = a
mk1
1 ⊗ . . .⊗ a⊗mknn
is a section of Mk(L•) = L
mk1
1 . . . L
mkn
n .
We know that all φk are isomorphisms at the generic point x ∈ C of any irreducible
component of C. Hence, there exist a collection of trivializations of Lj ’s at x and a trivial-
ization of ωx such that each map φk becomes equal to the identity under these trivializations.
This follows easily from Proposition 3.1.5, since the restriction of our weak w-structure to
x becomes a w-structure with respect to the unit object. Using these trivializations we can
view a(x) = (a1(x), . . . , an(x)) as a point in C
n. Now the left-hand side of (4.5) evaluated
at x becomes the jth partial derivative of w at a(x) (see (4.1)). Thus, ∂jw(a(x)) = 0 for all
k = 1, . . . , n. This implies that a(x) = 0, since w has an isolated singularity at 0. Therefore,
a = 0 on a dense subset of C and since Li have no torsion, this implies that a = 0. So
Z(α, β) is contained in S.
4.2 Fundamental matrix factorizations
Let w be a quasihomogeneous polynomial with an isolated singularity, G ⊂ Gw a subgroup
containing J and Γ ⊂ Γw the corresponding extension of Gm by G (see Lemma 2.1.1).
A key role in our construction of the CohFT associated with w and G will be played by
certain matrix factorizations of −p∗wγ on Srigg,Γ(γ) × Aγ, where Aγ =
∏r
i=1(A
n)γi and wγ =∑r
i=1 pr
∗
i wγi. Here p : S
rig
g,Γ(γ1, . . . , γr)×Aγ → Aγ and pri : Aγ → (An)γi are the projections.
This collection of objects can be viewed as a categorified analog of the fundamental class in
Gromov-Witten theory.2
The construction roughly goes as follows. First, using the universal w-structure over
Srigg (γ) = S
rig
g,Γ(γ) provided by Proposition 3.2.2(iv) (together with the rigidification struc-
ture), we construct a Koszul matrix factorization {α, β} of the pull-back of −p∗wγ on a
certain affine bundle X → Srigg (γ) × Aγ. We prove that this matrix factorization is sup-
ported on a section of this affine bundle over Srigg (γ) × {0}. This allows us to apply
2Such a categorified version of the fundamental class exists in GW-theory as well and can be constructed
as in [42]
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the construction of Section 1.5 to define the fundamental matrix factorization Prigg (γ) ∈
DMFΓw(S
rig
g (γ)×Aγ ,−p∗wγ) as the push-forward of {α, β}. The space X is the total space of
the vector bundle
⊕n
j=1Aj over S
rig
g (γ) for an appropriate choice of resolutions [dj : Aj → Bj ]
of the derived push-forwards of the line bundles associated with the Γ-spin structure. The
element β is the section of the pull-back of
⊕
Bj to X induced by the differentials dj, while
the map X → Aγ is induced by the rigidification structure. The construction of the element
α, which is a section of
⊕
B∨j , is more involved. First, we use the isomorphisms (3.11) of the
universal w-structure to construct the data needed for α on the level of derived categories.
Then we use quasi-projectivity of the coarse moduli space to lift these data to the level of
complexes.
We start with a family of Γ-spin curves over a base S of type γ = (γ1, . . . , γr) ∈ Gr.
Recall (see Definition 3.2.5) that this is a family π : C→ S of nodal orbicurves with marked
orbipoints p1 →֒ C, . . . , pr →֒ C and a principal Γ-bundle P together with an isomorphism
ε : χ∗P ≃ ϕ∗P (ωlogC/S). Let (L1, . . . ,Ln) be a collection of line bundles on C associated with
P . Then ε induces isomorphisms
φM : M(L•) = M(L1, . . . ,Ln)→ ωlogC (4.6)
for every monomial M occurring in w (see Remark 3.2.3.2). We also assume that our Γ-spin
structure (P, ε) is equipped with a restricted rigidification (see Definition 3.2.10). Note that
this notion is well-defined in our situation by Lemma 3.2.11.
Let (C → S, p1, . . . , pr) be the family of orbicurves with marked points, obtained by
forgetting the orbistructure at pi’s (and keeping the orbistructure at the nodes), and let
ρ : C → C be the natural projection. The family (C, p1, . . . , pr) can be constructed as fol-
lows. Present C˜ as the union of two open substacks C˜reg and C˜0, obtained by taking the
complements of the nodes and of the marked points, respectively. Then take the coarse mod-
uli Creg of C˜reg with the induced marked points (see [32] or [11]). Note that by universality,
Creg still maps to S. Our family C is obtained by gluing Creg with C˜0.
For each j = 1, . . . , n, the push-forward Lj = ρ∗Lj is a line bundle on C. By abuse
of notation we will denote the projection C → S also by π. Note that we have natural
isomorphisms Rπ∗(Lj) ≃ Rπ∗(Lj).
Let us introduce some more notation. The r-tuple γ = (γ1, . . . , γr) ∈ Gr determines a
relation
Σ = Σ(γ) = {(pi, j) | γij = 1} ⊂ {p1, . . . , pr} × {1, . . . , n}. (4.7)
For a Γ-spin structure of type γ one has (pi, j) ∈ Σ if and only if the action of G(pi) on Lj |pi
is trivial.
Note that the cross-section of Σ at pi coincides with the set I(γi) = {j | γij = 1} labeling
the coordinates of the subspace of γi-invariants (A
n)γi ⊂ An Hence, the affine space
Aγ =
r∏
i=1
(An)γi
has coordinates xj(i) labeled by (pi, j) ∈ Σ.
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Let us equip the space Aγ with the potential
wγ =
r∑
i=1
pr∗i wγi ,
where wγi is the restriction of w to (A
n)γi and pri : A
γ → (An)γi is the projection.
Let
Σj = {pi | (pi, j) ∈ Σ} ⊂ {p1, . . . , pr} (4.8)
be the cross-section of Σ at j, and for each monomial M in w let us set
ΣM =
⋂
degxjM>0
Σj
where degxj is the degree in xj . Thus, we take intersection over those j for which xj occurs
in M .
Lemma 4.2.1. We have
wγi =
∑
k:i∈ΣMk
ck ·Mk and
wγ =
N∑
k=1
ck ·M⊕ΣMkk ,
where M⊕ΣM =
∑
i∈ΣM
M(x1(i), . . . , xn(i)).
Proof. By definition, a monomial M of w occurs in wγi if and only if γi acts trivially on all
variables xj such that degxj M > 0, i.e., if and only if i ∈ ΣM .
The following important observation will eventually lead to a connection with the function
wγ .
Lemma 4.2.2. For each monomial M occurring in w the isomorphism (4.6) induces an
injective morphism
φM :M(L1, . . . , Ln)→ ωC(ΣM) (4.9)
on C, which is an isomorphism in a neighborhood of ΣM . In the above formula we view
ΣM ⊂ {p1, . . . , pr} as an effective divisor on C.
Proof. To simplify notation we consider the case of a single curve (i.e., S is a point). As we
have seen in the proof of Proposition 3.3.1(i), the map
φ′M : M(L•)→ ρ∗(M(L•)) ≃ ωC(p1 + . . .+ pr),
induced by φM , vanishes at pi to the order
1
m
n∑
j=1
kjθij ≥ 0,
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where we use the notation of Proposition 3.3.1(i). Furthermore, φ′M is an isomorphism near
pi if and only if θij = 0 for all j with degxj M > 0. This immediately implies the assertion
since (pi, j) ∈ Σ if and only if θij = 0.
The restricted rigidification structure on (P, ε) induces trivializations
ej(i) : Opi → Lj |pi for (pi, j) ∈ Σ,
such that for for every monomialM occurring in w and every pi ∈ ΣM the induced morphism
Opi
M(e•(i))✲ M(L•)
φM✲ ωC(ΣM)|pi ≃ Opi
is the identity. For j = 1, . . . , n let
ej : O
Σj
S → π∗(Lj |Σj) (4.10)
denote the isomorphism induced by (ej(i)). From now on we will work exclusively with the
data (L1, . . . , Ln; e1, . . . , en) on the family of orbicurves C/S that has trivial orbi-structure
at the marked points p1, . . . , pr, together with the morphisms (4.9).
Note that since ΣM ⊂ Σj for every j = 1, . . . , n, for every j with degxj M > 0, the map
φM induces a morphism
M(L•(−Σ•)) =M(L1(−Σ1), . . . , Ln(−Σn))→ ωC/S, (4.11)
where we view Σj as a subdivisor of p1 + . . .+ pr. The collection (Lj(−Σj)) equipped with
morphisms (4.11) is a weak w-structure with respect to ωC/S. Therefore, the construction
of Section 4.1 gives a natural morphism
tM :M(Rπ∗(L•(−Σ•)))→ OS[−1] (4.12)
induced by (4.11) (see (4.2)).
For each j we have an exact triangle in Db(S)
Rπ∗(Lj(−Σj))→ Rπ∗(Lj) rj✲ π∗(Lj |Σj)→ . . .
The isomorphism (4.10) gives a map
Zj : Rπ∗(Lj)→ OΣjS , (4.13)
such that
rj = ej ◦ Zj.
Let us denote by
ZM : M(Rπ∗(L•))
M(Z•)✲ M(OΣ•S )→M(OΣMS , . . . ,OΣMS )→ OΣMS
the map induced by the composition Rπ∗(Lj)
Zj→ OΣjS → OΣMS and by the algebra structure
on OΣMS .
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We split the construction of the fundamental matrix factorization into four steps. First,
we extend the morphisms (4.12) to morphisms τM : EM → OS [−1] where EM ∈ Db(S) are
certain modifications of M(Rπ∗(L•)). In Step 2 we realize these morphisms on the level of
complexes using appropriate resolutions [Aj → Bj ] of Rπ∗(Lj). At the same time we realize
morphisms Zj by maps of vector bundles Aj → OΣjS . These maps combine into a morphism
Z : X → Aγ, where X is the total space of the bundle ⊕j Aj. In Step 3 we construct a
Koszul matrix factorization {α, β} of −Z∗wγ and in Step 4 we show that it can be pushed
forward to a matrix factorization of −p∗wγ on S×Aγ , where p is the projection S×Aγ → Aγ .
Step 1. For each monomial M appearing in w we construct a canonical commutative
diagram in Db(S) with an exact triangle as a middle row
M(Rπ∗(L•(−Σ•)))
EM
ǫ✲
ι
M
✲
M(Rπ∗(L•))
ZM✲
nat
✲
O
ΣM
S
i ✲ EM [1]
OS[−1]
tM
❄✛
τM
OS
τM [1]
❄
Tr
✲
(4.14)
where
nat :M(Rπ∗(L•(−Σ•)))→M(Rπ∗(L•))
is the natural map and the map Tr : OΣMS → OS is given by the sum of components, and tM
is the morphism (4.12).
Let M = xk11 . . . x
kn
n and set |M | = degM = k1 + . . . + kn. Consider the relative |M |th
power πM : CM := C |M | → S of C over S and define the line bundle LM• on CM by
LM• := L
⊠k1
1 ⊠ . . .⊠ L
⊠kn
n .
Also, consider the product of symmetric groups
Sym(M) = Sk1 × . . .× Skn. (4.15)
From the Ku¨nneth isomorphism we get an identification
M(Rπ∗(L•)) ≃
(
RπM∗ (L
M
• )
)Sym(M)
,
where we take invariants with respect to the natural Sym(M)-action. Let
σM : ΣM → C ∆M✲ CM
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be the closed embedding, where ∆M is the diagonal map, and let JM ⊂ OCM denote the
ideal sheaf of σM(ΣM ). Define a Sym(M)-equivariant coherent sheaf FM on C
M by
FM = JML
M
• (4.16)
and set
EM =
(
RπM∗ (FM)
)Sym(M)
.
Note that we have an exact sequence
0→ FM → LM• → (σM )∗σ∗MLM• → 0. (4.17)
The map φM induces an isomorphism
σ∗ML
M
• ≃M(L•)|ΣM ≃ OΣM
on ΣM , which coincides with the isomorphism obtained from the trivializations of Lj |Σj .
Hence, taking the push-forward of the sequence (4.17) to S, and considering Sym(M)-
invariants we get the horizontal exact triangle of the diagram (4.14).
We have an embedding of sheaves on CM
ιCM : L•(−Σ•)M →֒ FM . (4.18)
After taking the push-forward to S and passing to the Sym(M)-invariants this embedding
induces the map ιM : M(Rπ∗(L•(−Σ•)))→ EM .
The map τM is constructed similarly using the morphism of sheaves
κM : FM → (∆M)∗ωC/S (4.19)
defined as follows. Let J∆ ⊂ OCM be the ideal sheaf of the diagonal ∆M (C) ⊂ CM . Let
ψM : ∆
∗
MFM → ωC/S be the composition of the isomorphism
∆∗MFM ≃ JMLM• /J∆L• ≃ M(L•)(−ΣM ) (4.20)
with the map φM : M(L•)(−ΣM ) → ωC/S. Now we define κM as the morphism FM →
(∆M )∗ωC/S corresponding to ψM by adjunction.
Lemma 4.2.3. The composition κM ◦ ιCM of morphisms (4.18) and (4.19) coincides with the
map L•(−Σ•)M → (∆M)∗ωC/S corresponding by adjunction to the map
∆∗ML•(−Σ•)M ≃M(L•(−Σ•))→ ωC/S. (4.21)
given by (4.11).
Proof. This follows by adjunction from the fact that the map (4.21) coincides with the
composition of ∆∗M ι
C
M with the map
ψM : ∆
∗
MFM ≃M(L•)(−ΣM)
φM✲ ωC/S.
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We have a morphism of exact sequences
0 ✲ FM ✲ L
M
•
✲ (σM)∗OΣM
✲ 0
0 ✲ (∆M )∗ωC/S
κM
❄
✲ (∆M)∗ωC/S(ΣM )
❄
✲ (σM)∗OΣM
id
❄
✲ 0
where the middle vertical arrow corresponds to φM by adjunction. It induces a morphism of
exact triangles
EM
ǫ ✲ M(Rπ∗(L•))
ZM✲ OΣMS
i ✲ EM [1]
Rπ∗(ωC/S)
τ ′M
❄
✲ Rπ∗(ωC/S(ΣM))
❄
✲ OΣMS
id
❄
✲ Rπ∗(ωC/S)[1]
τ ′M
❄
On the other hand, we have a morphism of exact triangles
Rπ∗(ωC/S) ✲ Rπ∗(ωC/S(ΣM )) ✲ O
ΣM
S
✲ Rπ∗(ωC/S)[1]
OS[−1]
TrC/S
❄
✲ [OΣMS → OS]
❄
✲ OΣMS
id
❄
Tr ✲ OS
TrC/S[1]
❄
where TrC/S : Rπ∗(ωC/S) → OS[−1] is the Grothendieck trace map (see [25]). Composing
these two morphisms of exact triangles we get a diagram
EM
ǫ✲ M(Rπ∗(L•))
ZM✲ OΣMS
i ✲ EM [1]
OS[−1]
τM
❄
✲ [OΣMS → OS ]
❄
✲ OΣMS
id
❄
Tr ✲ OS
τM [1]
❄
(4.22)
and in particular, the canonical map τM : EM → OS [−1]. This finishes the construction of
the diagram (4.14). The equality
tM = τM ◦ ιM (4.23)
(the commutativity of the leftmost triangle in the diagram (4.14)) follows from Lemma 4.2.3.
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Note that when ΣM = ∅ the map τM coincides with the map (4.2) constructed from the
data (L1, . . . , Ln, φM).
Step 2. Next, we are going to realize the diagram (4.14) on the level of complexes. More
precisely, we will represent each Rπ∗(Lj) by a complex Kj = [Aj → Bj] of vector bundles
on S, concentrated in degrees [0, 1], in such a way that the map Zj : Rπ∗(Lj) → OΣjS is
realized by a surjective chain map of complexes Zj : Kj → OΣjS . Then the subcomplex K ′j =
ker(Zj) = [A
′
j → Bj] will represent Rπ∗(Lj(−Σj)) and the map nat : M(K ′•) →֒ M(K•) will
be the natural inclusion. For each monomialM appearing inw the map ZM : M(K•)→ OΣMS
will be realized by the composition of
M(Z•) : M(K•)→M(OΣ1S , . . . ,OΣnS )
with the natural epimorphismM(OΣ1S , . . . ,O
Σn
S )→ OΣMS . Also, the complexKM = Cone(ZM)[−1]
will represent the object EM ∈ Db(S) and the maps τM and ιM will be realized by chain map
of complexes, so that the diagram (4.14) will be commutative in the category of complexes.
To construct appropriate complexes representing Rπ∗(Lj(−Σj)) and Rπ∗(Lj) we will need
the following result.
Lemma 4.2.4. Let T be a proper smooth DM-stack over C with projective coarse moduli T .
Let p : T → T be the projection, O(1) an ample line bundle on T and OT (1) := p∗O(1).
(i) There exists a vector bundle V on T such that for any coherent sheaf F on T the
natural map
H0(T,V∨ ⊗ F(n))⊗ V(−n)→ F (4.24)
is surjective for n≫ 0. Also,
H>0(T,F(n)) = 0
for n≫ 0.
(ii) Let π : C → T , p1, . . . , pr : T → C be a family of stable curves with marked points
over T . Then for every vector bundle E on C there exists an embedding E → F of vector
bundles on C such that R1π∗(F ) = 0.
Proof. (i) It is well known that T is a quotient stack (see [40, Thm. 4.4]). Hence, by [41,
Thm. 1], there exists a scheme Z and a finite flat surjective morphism q : Z → T . Since the
projection p : T → T is proper and quasi-finite, it follows that the map p ◦ q : Z → T is
finite, so Z is projective and OZ(1) = (pq)
∗O(1) is ample. Therefore, for any coherent sheaf
F on T the natural morphism of sheaves on Z
H0(Z, q∗F(n))⊗ OZ(−n)→ q∗F (4.25)
is surjective and H>0(Z, q∗F(n)) = 0 for n≫ 0. Note that by projection formula
H i(Z, q∗F(n)) ≃ H i(T, q∗(OZ)⊗ F(n)).
Since OT is a direct summand of q∗(OZ), we deduce the vanishing of H
>0(T,F(n)) for n≫ 0.
On the other hand, applying the push-forward by q to (4.25) we obtain a surjective morphism
H0(Z, q∗F(n))⊗ q∗(OZ)(−n)→ q∗(OZ)⊗ F,
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which implies the surjectivity of (4.24) for n≫ 0 with V = q∗(OZ)∨.
(ii) Let L = ωC/T (p1+. . .+pr). Since the line bundle L is ample on fibers of π, for sufficiently
large n we have R1π∗(E
∨ ⊗ Ln) = R1π∗(Ln) = 0 and the morphism
π∗π∗(E
∨ ⊗ Ln)⊗ L−n → E∨
is surjective. Thus, setting F = π∗(π∗(E
∨ ⊗ Ln))∨ ⊗ Ln we obtain an embedding of vector
bundles E → F and
R1π∗(F ) ≃ (π∗(E∨ ⊗ Ln))∨ ⊗ R1π∗(Ln) = 0.
Without loss of generality we can assume that S is connected. Our family of Γ-spin
curves (C/S, p1, . . . , pr;P, ε) induces a map S → S to a connected component of the moduli
stack of Γ-spin structures. Note that the data (C/S, p1, . . . , pr;L1, . . . , Ln, φM) is obtained
by the base change from the corresponding universal data over S. By Proposition 3.2.6, S
is a proper smooth DM-stack with projective coarse moduli, so Lemma 4.2.4 can be applied
over S. Hence, similar assertions hold for sheaves over S that are obtained by the pull-back
from sheaves over S.
By Lemma 4.2.4(ii), for each j we can choose an embedding of vector bundles Lj → Pj ,
where R1π∗(Pj) = 0. Let us consider the induced embedding of Lj(−Σj) into Pj and set
Qj = Pj/Lj(−Σj) ≃ coker(Lj → Pj ⊕ Lj |Σj).
Then Qj has finite support over S, so it is also π-acyclic. Thus, we get π-acyclic resolutions
Lj(−Σj)→ [Pj → Qj ] and
Lj → [Pj ⊕ Lj|Σj → Qj ].
Note that the exact sequence
0→ L(−Σj)→ Lj → Lj |Σj → 0
is realized by the exact sequence of π-acyclic resolutions
0→ [Pj → Qj]→ [Pj ⊕ Lj |Σj → Qj ]→ Lj |Σj → 0.
Now consider the sheaves Aj = π∗(Pj ⊕ Lj |Σj), Bj = π∗(Qj) and A′j = π∗(Pj) on S. Since
R>0π∗(Pj) = 0, it follows that Aj and A
′
j are vector bundles. We have an exact sequence of
sheaves on C
0→ Lj |Σj → Qj → Q′j → 0,
where Q′j = Pj/Lj . Since Q
′
j is a vector bundle on C with R
>0π∗(Q
′
j) = 0 it follows that
π∗(Q
′
j) is a vector bundle, hence Bj = π∗(Qj) is also a vector bundle.
Thus, we get the complexes K ′j = [A
′
j → Bj ] and Kj = [Aj → Bj] representing
Rπ∗(Lj(−Σj)) and Rπ∗(Lj), and the map Zj : Aj = π∗(Pj ⊕ Lj |Σj) → π∗(Lj |Σj) ≃ OΣjS
induced by the projection, such that K ′j = ker(Zj).
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At this point we can realize on the level of complexes the part of the diagram (4.14) not
involving the maps tM and τM . First, by taking the external tensor products we get for each
monomial M a πM -acyclic resolution
LM• → RM and L•(−Σ•)M → R¯M ,
where R¯M is a subcomplex in RM . Recall that the object EM ∈ Db(S) is given by Sym(M)-
invariants of the push-forward RπM∗ (FM), so we also need a π
M -acyclic resolution of FM .
Note that the map LM• → ∆∗OΣM is realized by a surjective chain map of complexes r(M) :
RM → ∆∗OΣM vanishing on R¯M . This implies that the subcomplex ker(r(M)) ⊂ RM is
a πM -acyclic resolution of FM , and the embedding L•(−Σ•)M →֒ FM is realized by an
embedding of resolutions R¯M →֒ ker(r(M)).
Now the Sym(M)-invariants of the push-forwards with respect to πM of RM , R¯M and
ker(r(M)) will represent M(Rπ∗(L•)), M(Rπ∗(L•(−Σ•))) and EM , respectively. Now all the
maps in the diagram (4.14) except for tM and τM , are realized on the level of complexes.
Furthermore, we have natural isomorphisms
πM∗ (R
M)Sym(M) ≃ M(K•), πM∗ (R¯M)Sym(M) ≃M(K ′•)
and an exact sequence
0→ πM∗ (ker(r(M))Sym(M) →M(K•)
ZM✲ OΣM → 0.
It follows that if instead of πM∗ (ker(r(M))
Sym(M) we use KM = Cone(ZM)[−1], we will still
have a representation of the part of the diagram (4.14) not involving the maps tM and
τM , on the level of complexes (note that ιM becomes represented by the natural inclusion
M(K ′•)→ KM).
Note that the above realization depends only on complexes [Aj → Bj ] and surjective
maps Zj : Aj → OΣjS (recall that A′j = ker(Zj)). To realize the maps τM by chain maps
we will modify this realization by replacing the complexes [Aj → Bj] with new complexes
[A¯j → B¯j ] equipped with surjective quasi-isomorphisms [A¯j → B¯j ]→ [Aj → Bj]. To do this
we will need the following technical assertion similar to Proposition 4.7 of [52].
Lemma 4.2.5. Let a stack T and a vector bundle V be such that the assertions of Lemma
4.2.4(i) hold. Let [C0 → C1] be a complex of vector bundles on T . For each integer d > 0
there exists m0 > 0 such that for any m1 ≥ m0 and any surjection
C1 = V
∨(−m1)⊕N σ✲ C1
one has
H>0(T, (C
⊗q1
0 )
∨ ⊗ V⊗q2(m)) = 0 for m ≥ m0 and q1 + q2 ≤ d, (4.26)
where the bundle C0 is the fiber product of C0 and C1 over C1, so that we have a quasi-
isomorphism of complexes
[C0 → C1]→ [C0 → C1].
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Proof. Set K = ker(σ), so that we have exact sequences of vector bundles
0→ K → C0 → C0 → 0, (4.27)
0→ K → C1 → C1 → 0. (4.28)
From the sequence (4.27) we see that (4.26) would follow from the vanishing of
H>0(T, (C⊗q10 )
∨ ⊗ (K⊗q2)∨ ⊗ V⊗q3(m))
for m ≥ m0 and q1 + q2 + q3 ≤ d. Taking tensor powers of the sequence dual to (4.28) we
get a resolution of the bundle (K⊗q2)∨ with terms that are direct sums of vector bundles of
the form (C
⊗(q2−s)
1 )
∨ ⊗ V⊗s(m1s). Thus, it would be enough to find m0 such that
H>0(T, (C⊗q10 )
∨ ⊗ (C⊗q21 )∨ ⊗ V⊗q3(m)) = 0
for m ≥ m0 and q1 + q2 + q3 ≤ d. But this is possible by Lemma 4.2.4(i).
Let us apply Lemma 4.2.5 to the complex [⊕jAj → ⊕jBj ] and d equal to the maximum of
the degrees |M | of all the monomialsM occurring in w. Then we can choose large enoughm0
and surjections Bj = V
∨(−m0)⊕Nj → Bj and replace each [Aj → Bj ] by a quasi-isomorphic
complex [Aj → Bj ] such that
Ext>0S ((⊕jAj)⊗q1 ⊗ (V⊗q2)∨(−m),OS) = 0
for m ≥ m0 and q1 + q2 ≤ d. This implies that
Ext>0S ((⊕jAj)⊗q1 ⊗ (⊕jBj)⊗q2,OS) = 0
for q1 + q2 ≤ d and q2 ≥ 1. Hence, for every monomial M appearing in w the terms of the
complex
KM = Cone(M([A• → B•]) ZM✲ OΣMS )[−1]
representing EM , satisfy Ext
>0(E
i
M ,OS) = 0 for i ≥ 2. This easily implies (using the
standard spectral sequence) that the space of morphisms
HomD(S)(KM ,OS[−1])
in the derived category is the same as in the homotopy category of complexes. Thus, replacing
[Aj → Bj ] with [Aj → Bj ] we can realize the map τM by a chain map KM → OS[−1].
Step 3. Let X be the total space of the bundle A1 ⊕ . . .⊕An over S and let p : X → S be
the projection. Note that there is a natural map Z : X → Aγ induced by the morphisms Zj :
Aj → OΣjS constructed in Step 2. Recall (see Section 3.2) that the group G(γ) =
∏r
i=1GI(γi)
acts on the set of restricted rigidifications of a given Γ-spin structure in such a way that an
element λ = (λ(i)) ∈ G(γ) changes the trivializations (ej(i)) to (λj(i) · ej(i)), where λj(i),
for (pi, j) ∈ Σ, are the components of λ(i) ∈ GI(γi). Suppose that a subgroup GS ⊂ G(γ)
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acts on S, so that the map S → S is GS-invariant and the action on fibers is induced by
the above rescaling action of G(γ). Then all complexes [Aj → Bj ] are GS-equivariant, so
we have an action of GS on X . Since the maps Zj : Rπ∗(Lj) → OΣjS were defined using the
trivializations of Lj |Σj given by (ej(i)), we have
λ∗Zj = λ
−1
j · Zj
for λ ∈ GS, where λj = (λj(i))i∈Σj acts diagonally on OΣjS . Hence, the map Z : X → Aγ
satisfies
Z ◦ λ = λ−1 · Z.
Thus, the map (p, Z) : X → S×Aγ is GS-equivariant, where λ ∈ GS ⊂ G(γ) acts on S×Aγ
by
λ · (s, z) = (λ · s, λ−1 · z).
The natural action of Gnm on the fibers of p : X → S induces an action of the group Γw
(see Section 2.1) on X such that the map Z is Γw-equivariant. Now we will construct a
GS × Γw-equivariant Koszul matrix factorization of the potential −Z∗wγ on X .
The complex KM = Cone(M([A• → B•]) ZM✲ OΣMS )[−1] has the following form
M(A•)
(ZM ,−δ)✲ OΣMS ⊕
n⊕
j=1
∂jM(A•)⊗Bj →⊕
j<j′
(
∂j∂j′M(A•)⊗ Bj ⊗Bj′
)⊕⊕
j
(
∂2jM(A•)⊗
∧2
Bj
)→ . . .
where the first term is in degree 0 (here δ is the differential on the complex M([A• → B•])).
Since the chain map τM is equal to Tr on O
ΣM
S [−1] ⊂ KM (see diagram (4.14)), it corresponds
to a map
αM = (αM,j) : ⊕nj=1Bj ⊗ ∂jM(A•)→ OX
such that the following diagram is commutative
M(A•)
δ ✲
n⊕
j=1
∂jM(A•)⊗ Bj → . . .
O
ΣM
S
ZM
❄
Tr ✲ OS
αM
❄
(4.29)
Set
α′M := (kj · αM,j)j=1,...,n,
where M = xk11 · . . . · xknn . Let us view the differential
β = ⊕jβj : ⊕jAj → ⊕jBj
as a section of the bundle p∗(⊕jBj) on X (linear along fibers). Similarly, we can view α′M
as a section of the bundle p∗(⊕jB∨j ) on X (polynomial along fibers). Let 〈·, ·〉 denote the
natural pairing between p∗(⊕jB∨j ) and p∗(⊕jBj).
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Lemma 4.2.6. One has 〈α′M , β〉 = Z∗M⊕ΣM .
Proof. The components of the differential δ have form
δ(M(a•))j = βj(aj)⊗ ∂jM(a1, . . . , an) ∈ Bj ⊗ ∂jM(A•),
where aj ∈ Aj , j = 1, . . . , n. Hence, the composition αM ◦ δ(M(a•)) : M(A•) → OS
corresponds to the function 〈α′M , β〉 on X . On the other hand, the components of the map
ZM correspond to the functions Z
∗M(x1(i), . . . , xn(i)) (where i ∈ ΣM). Thus, the assertion
follows from the commutativity of the diagram (4.29).
Now we set
αw =
∑
M
cMα
′
M , so that
〈αw, β〉 =
∑
M
cMZ
∗M⊕ΣM = Z∗wγ.
Hence, we have a Koszul matrix factorization {−αw, β} of −Z∗wγ . We claim that it can be
equipped with a GS×Γw-equivariant structure with respect to the character χw : Γw → Gm
(and trivial on GS). The bundles
⊕
Aj and
⊕
Bj are equipped with a GS ×Γw-equivariant
structure, in such a way that the action of Γw is induced by the embedding Γw ⊂ Gnm. Then
β can be viewed as a GS × Γw-invariant section of
⊕
j Bj . On the other hand, αw gives a
GS×Γw-invariant section of χw⊗
⊕
j B
∨
j . Thus, we obtain a GS×Γw-equivariant structure
on the matrix factorization {−αw, β}. More explicitly, we have
{−αw, β}0 =
⊕
i
∧2i
(p∗(
⊕
j
B∨j ))⊗ χiw, {−αw, β}1 =
⊕
i
∧2i+1
(p∗(
⊕
j
B∨j ))⊗ χiw,
where the differential is given by
δ = ι(β)− αw ∧ .
Step 4. Now we will show that the matrix factorization {−αw, β} constructed in Step 3 is
supported on the zero section in X . This will allow us to apply the push-forward functor
(see Example 1.5.4) for the projection (p, Z) : X → S × Aγ. For the universal family of
Γ-spin curves over the moduli space Srig,0g we get an object
Prig,0g (γ) := (p, Z)∗{−αw, β} ∈ DMFG(γ)×Γw(Srig,0g (γ)× Aγ ,−wγ). (4.30)
Recall that by Step 2 we have A′j = ker(Aj → OΣjS ) and the complex [A′j
β′j→ Bj ] represents
Rπ∗(Lj(−Σj)), where β ′j = βj |A′j . Thus, the total space X0 of the vector bundle A′1⊕ . . .⊕A′n
over S coincides with the preimage of the origin Z−1(0) ⊂ X . Since the critical locus of wγ
on Aγ is the origin 0 ∈ Aγ , it is enough to consider the zero locus of the restriction of
{−αw, β} to X0 = Z−1(0) (by [54, Cor. 5.3]). Let α0 be the restriction of αw to X0. The
equation (4.23) implies that α0 and β
′ = (β ′j) are exactly the sections of the pull-backs of
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⊕
j B
∨
j and
⊕
j Bj obtained by the construction of section 3 applied to the collection of
morphisms (4.11). It follows from Proposition 4.1.1 that the zero locus Z(s0) is exactly the
zero section S ⊂ X0 ⊂ X , as claimed. Hence, by Lemma 1.4.1, {−αw, β}|X0 is supported on
the zero section.
Recall that we have a natural morphism
Srigg (γ)→ Srig,0g (γ)
compatible with the homomorphism
∏r
i=1G/〈γi〉 → G(γ). Hence, by taking the pull-back
of Prig,0g (γ) we obtain a matrix factorization
Prigg (γ) ∈ DMFΓw(Srigg (γ)× Aγ ,−wγ) (4.31)
which is equivariant with respect to the action of
∏r
i=1G/〈γi〉.
This finishes the construction of the fundamental matrix factorizations. In Section 4.3
we will show that it does not depend on the choices made (up to an isomorphism).
Example 4.2.7. In the case when Aγ = 0 (and wγ = 0) we have S
rig,0
g (γ) = Sg(γ) and the
category DMFΓw(Sg(γ), 0) is (non-canonically) equivalent to the bounded derived category
of Gw-equivariant coherent sheaves on Sg(γ). For example, for w = x
n, Gw = Z/n (and
Γw = Gm) this will be the case whenever all γi ∈ Z/n are nontrivial. In this case the Chern
class of Pg(γ) is closely related to the Witten’s virtual top Chern class on the moduli spaces
of higher spin curves (see [26], [52] and [9]). To get the Witten’s virtual top Chern class one
has to twist it with a certain Todd class (see (5.16) below).
4.3 Independence of choices
Here we will show that the isomorphism class of the fundamental matrix factorization
Prig,0g (γ) does not depend on the choices made in Step 2 when realizing the diagram (4.14)
on the level of complexes.
First, since HomDb(S)(KM ,OS[−1]) can be computed in the homotopy category, all chain
maps KM → OS[−1] representing τM are homotopic. A homotopy between two such maps
is given by a G(γ)× Γw-equivariant map
h :
⊕
j<j′
(
∂j∂j′M(A•)⊗Bj ⊗ Bj′
)⊕⊕
j
(
∂2jM(A•)⊗
∧2
Bj
)→ OS ⊗ χw.
After dualization h can be viewed as a section of p∗
∧2(⊕j B∨j ) ⊗ χw. Now the operator
exp(−h)∧? induces a G(γ) × Γw-equivariant isomorphism between the matrix factoriza-
tions associated with two homotopic choices of τM (cf. [52, Prop. 4.2] or the proof of [53,
Lem.2.5.5]).
To prove independence of the choice of presentations Rπ∗(Lj) = [Aj → Bj ] we will use
the following property of Koszul matrix factorizations (which is analogous to the results of
[52, sec. 3.2]).
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Proposition 4.3.1. Let V be a vector bundle on a smooth FCDRP-stack X, W ∈ H0(X,L)
a potential, and let {α, β} be the Koszul matrix factorization associated with sections α ∈
H0(X, V ∨ ⊗ L) and β ∈ H0(X, V ) such that 〈α, β〉 = W . Let V1 ⊂ V be a subbundle such
that βmodV1 is a regular section of V/V1. Assume that the zero locus X
′ = Z(βmodV1) is
smooth and consider the induced sections
β ′ = β|X′ ∈ H0(X ′, V ′)
of the bundle V ′ = V1|X′ (note that the restriction β|X′ belongs to V1|X′ ⊂ V |X′) and
α′ = αmod(V ⊥1 |X′)
of the bundle L ⊗ (V ∨/V ⊥1 )|X′ ≃ L ⊗ (V ′)∨. Assume also that either W |X′ is a non-zero-
divisor or W = 0 and the zero loci Z(α, β) and Z(α′, β ′) are proper. Then one has an
isomorphism
{α, β} ≃ i∗{α′, β ′} (4.32)
in DMF(X,W ), where i : X ′ →֒ X is the natural embedding.
Proof. We have a natural morphism∧•
(V ∨ ⊗ L1/2)(L−1/2)→ i∗i∗
∧•
(V ∨ ⊗ L1/2)(L−1/2)→ i∗
∧•
((V ′)∨ ⊗ L1/2)(L−1/2), (4.33)
compatible with the differentials in {α, β} and {α′, β ′}.
Assume first that W |X′ is a non-zero-divisor. To show that the map (4.33) is an isomor-
phism in DMF(X,W ) we can argue locally. Thus, we can assume that V = V1 ⊕ V2, so we
can write α = (α1, α2) β = (β1, β2) with αi ∈ H0(X, V ∨i ⊗ L) and βi ∈ H0(X, Vi), i = 1, 2.
Our assumptions mean that β2 is a regular section of V2 and X
′ is its zero locus. We have a
natural isomorphism of matrix factorizations
{α, β} ≃ {α1, β1} ⊗ {α2, β2},
where {αi, βi} is a matrix factorization of Wi := 〈αi, βi〉. Note that W = W1 + W2 and
W2|X′ = 0. Thus, we only need to show that the natural morphism
{α1, β1} ⊗ {α2, β2} → i∗{i∗α1, i∗β1}
is an isomorphism in DMF(X,W ). But this follows from Proposition 1.6.3(i).
Next, consider the case W = 0. We use a deformation argument. Namely, let us consider
a family of chain maps
ft : {tα, β} → i∗{tα′, β ′},
where t ∈ A1. We can view the complex K = Cone(ft) as a complex of sheaves on X × A1,
flat over A1. Note that f0 is quasi-isomorphism, since {0, β} ≃ {0, β1}⊗{0, β2} is the tensor
product of the usual Koszul complex and β2 is regular, hence K|X×{0} is acyclic. On the
other hand, by Lemma 1.4.1, the cohomology of KX×(A1\{0}) is supported on Z × (A1 \ {0}),
where Z = Z(α, β) ∪ Z(α′, β ′). By our assumption, Z is proper, hence there exists an open
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neighborhood U of 0 ∈ A1 such that K|X×U is acyclic. In particular, there exists t 6= 0 such
that ft is quasi-isomorphism. Using an isomorphism between f1 and ft for t 6= 0 (given by
multiplying by ti on
∧i), we derive that f1 is also a quasi-isomorphism.
Now we are ready to show that different choices of complexes of bundles Kj = [Aj → Bj ]
realizing Rπ∗(Lj) and surjective maps Kj → OΣjS realizing Zj, which we made in Step 2
realizing the diagram (4.14) at the level of complexes, lead to isomorphic matrix factoriza-
tions. It is enough to check this in the case when one of the complexes Kj is replaced by
a complex K˜j in degrees [0, 1] such that we have a quasi-isomorphism K˜j → Kj for which
the composition K˜j → Kj → OΣjS is still surjective. By Lemma 4.4 of [52], we can rep-
resent the map K˜j → Kj in the homotopy category as a composition of an embedding of
complexes K˜j → Kj ⊕ U followed by the projection Kj ⊕ U → Kj, where U is of the form
U = [F
id✲ F ]. Thus, it suffices to consider separately two cases: the case when K˜j → Kj
is an embedding and the case when it is a projection onto a direct summand.
First, suppose we have a quasi-isomorphism [A˜1 → B˜1]→ [A1 → B1], such that A˜1 → A1
and B˜1 → B1 are embeddings of bundles. Let us denote C = A1/A˜1 = B1/B˜1 and let
Z˜1 : A˜1 → OΣ1S be the restriction of Z1 (recall that Z˜1 is still surjective). Then for each
monomial M , the components
α˜j : ∂jM(A˜1, A2, . . . , An)→ B∨j ,
for j 6= 1, are obtained from αj by restriction to A˜1, while to get α˜1 we also have to use the
map B∨1 → (B˜1)∨. In the new realization the space X is replaced by its subspace X˜ ⊂ X
which is the total space of A˜1⊕
⊕
j>1Aj. Note that X˜ is the zero locus of the regular section
of p∗B1/p
∗B˜1 = p
∗C on X , induced by β1. Thus, we can apply Proposition 4.3.1 to the
subbundle
p∗B˜1 ⊕
⊕
j>1
Bj ⊂
⊕
j
Bj
to obtain an isomorphism
{α, β} ≃ i∗{α˜, β˜},
where i : X˜ →֒ X is the embedding. Hence, the push-forwards of {α, β} and {α˜, β˜} to S×Aγ
are isomorphic.
The case of the quasi-isomorphism of the type Kj ⊕ U → Kj is similar because we can
apply the above argument to the embedding Kj → Kj⊕U which is also a quasi-isomorphism.
This finishes the proof of independence of the isomorphism class of the fundamental
matrix factorization in the corresponding derived category of the choices made in Step 2 of
the construction.
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5 Cohomological field theories associated with a quasi-
homogeneous isolated singularity
5.1 Construction of CohFTs
Let R be a commutative C-algebra and H a finitely generated Z/2-graded projective R-
module equipped with a perfect symmetric R-bilinear pairing
b : H⊗R H→ R
(i.e., b induces an isomorphism H ≃ HomR(H, R)). Let ∆R ∈ H ⊗R H be the Casimir
element corresponding to b. Recall (see [45, III.4]) that a complete Cohomological Field
Theory (CohFT) on the state space (H, b) with coefficients in R is a collection of even
R-linear maps
Λg,r : H
⊗Rn → H∗(Mg,r)⊗R (5.1)
and a fixed element 1 ∈ H (called flat unit) satisfying certain properties. Here the Casimir
∆R is used to formulate the factorization properties and the insertion of the identity 1
corresponds to forgetting a marked point.
An example of CohFT with coefficients is provided by the G-equivariant Gromov-Witten
theory considered in [21], where R = H∗G(pt). Note that if we have a homomorphism R→ R′
and a CohFT with coefficients in R then by extending scalars we can obtain a CohFT with
coefficients in R′ and the state space H ⊗R R′.
Let us fix a quasihomogeneous polynomial w(x1, . . . , xn) with an isolated singularity. We
assume that the degrees dj = deg(xj) are positive. Let G ⊂ Gw be a finite subgroup in the
group of diagonal symmetries of w, such that G contains the exponential grading element J
(defined by (2.2)). Let Γ ⊂ Γw be the subgroup associated with G by Lemma 2.1.1, so that
there is an exact sequence
1→ G→ Γ χ✲ Gm → 1. (5.2)
For each γ ∈ G let us set
Hγ := HH∗(MFΓ(wγ)),
where wγ is the restriction of w to the fixed point locus (A
n)γ ⊂ An (we consider the induced
action of Γ on (An)γ). Recall from Section 2.6 that Hγ has a natural Ĝ-action, so we can
view it as a module over the ring R = C[Ĝ].
We will construct a CohFT with coefficients in R and the state space
H = H(w, G) :=
⊕
γ∈G
Hγ . (5.3)
To define the corresponding R-linear maps
Λg,Γ,χ = Λ
R
g (γ) : Hγ1 ⊗R . . .⊗R Hγn → H∗(Mg,r, R) = H∗(Mg,r)⊗ R (5.4)
for γ = (γ1, . . . , γr) ∈ Gr (the components of the CohFT maps (5.1)) we will use the moduli
spaces
Srigg (γ) = S
rig
g,r,Γ,χ(γ)
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introduced in Section 3.2 and the fundamental matrix factorizations Prigg (γ) (see (4.31)).
Retaining only the action of the subgroup Γ ⊂ Γw on Prigg (γ) we obtain an object
P
rig
g,Γ(γ) ∈ DMFΓ(Srigg (γ)× Aγ,−wγ),
which is also invariant under the action of Gr (see Step 4 of the construction of Section 4.2).
This object gives a functor
Φg(γ) : DMFΓ(A
γ ,wγ)→ DG(Srigg (γ)) : E¯ 7→ (p1)∗(p∗2E¯ ⊗Prigg,Γ(γ)), (5.5)
where p1 and p2 are the projections from the product S
rig
g (γ) × Aγ onto its factors. Here
we use the push-forward functor (1.23). Note that the functor Φg(γ) is compatible with the
action of Gr on both categories.
For a stack X let us denote by HH∗(X) the Hochschild homology of the dg-version of
the derived category of coherent sheaves on X. Note that for a morphism f : X → X′ we
have pull-back maps f ∗ : HH∗(X
′)→ HH∗(X) induced by the pull-back functor between the
derived categories of coherent sheaves.
For a smooth proper DM-stack X we denote by H∗(X,C) and H∗(X,C) the usual co-
homology and homology of its coarse moduli space. Note that since this moduli space is a
rational homology manifold, we have Poincare´ duality isomorphism H∗(X,C)
∼✲ H∗(X,C)
given by the cap product with the fundamental class [X] (note that the definition of [X]
takes into account the order of generic automorphism groups over connected components of
X; see [1, Sec. 2.2]). For a morphism f : X→ Y of smooth proper DM-stacks we can use the
Poincare´ duality to view the push-forward map f∗ : H∗(X,C)→ H∗(Y,C) as a map between
cohomology spaces.
Recall that for a smooth projective variety X one has the Hochschild-Kostant-Rosenberg
isomorphism
IHKR : HH∗(X) ≃ H∗(X,C),
sending HHi(X) to
⊕
q−p=iH
p,q(X). Now let X be a smooth proper connected DM-stack
with projective coarse moduli space. Since we work over C, by [40, Thm. 4.4], X is a quotient
stack. Hence, by [41, Thm. 1], there exists a finite flat surjective morphism π : X → X with
X a (connected) smooth projective variety. Using the pull-back π∗ : HH∗(X) → HH∗(X)
and the push-forward π∗ : H
∗(X,C)→ H∗(X,C) we obtain a map
αX : HH∗(X)
pi∗✲ HH∗(X)
IHKR✲ H∗(X,C)
1
degpi
pi∗
✲ H∗(X,C) (5.6)
which we will call the HKR map. It is easy to see that this map does not depend on a choice
of a morphism X → X. Indeed, for any other map X ′ → X we can find X˜ → X dominating
both X and X ′. Thus, we just need to use the fact that for a flat surjective morphism
f : X˜ → X the map f ∗ : HH∗(X) → HH∗(X˜) on Hochschild homology is compatible with
the usual pull-back map f ∗ : H∗(X,C) → H∗(X˜,C) via the Hochschild-Kostant-Rosenberg
isomorphisms. Similarly one can check that the maps (5.6) are compatible with pull-backs
and push-forwards with respect to finite e´tale morphisms. Also, the construction of the map
(5.6) easily extends to the case when X is not connected.
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Lemma 5.1.1. Let X be a smooth proper DM-stack with projective coarse moduli space.
For an object F ∈ D(X) let chHH(F ) ∈ HH∗(X) be the categorical Chern character (see
Section 2.5) and let chtop(F ) ∈ H∗(X,C) be the usual topological Chern character. Then
αX(ch
HH(F )) = chtop(F ).
Proof. We can assume X is connected. Let π : X → X be a finite flat surjective morphism
as above. First, note that by [8, Thm. 4.5], for any G ∈ D(X) we have
IHKR(ch
HH(G)) = chtop(G) ∈ H∗(X,C).
Applying this to G = π∗F we obtain
IHKR(π
∗ chHH(F )) = chtop(π∗G) = π∗ chtop(F ).
Hence,
αX(ch
HH(F )) =
1
deg π
π∗π
∗ chtop(F ) = chtop(F ).
Recall that by Corollary 2.6.2, we have an isomorphism
ι(γ) : Hγ1 ⊗R . . .⊗R Hγr→˜HH∗(MFΓ(Aγ,wγ))G
r ⊂ HH∗(MFΓ(Aγ,wγ)). (5.7)
Let
φg(γ) : Hγ1 ⊗R . . .⊗R Hγr ι(γ)✲ HH∗(MFΓ(Aγ,wγ))
Φg(γ)∗✲ HH∗(S
rig
g (γ))⊗ R→
H∗(Srigg (γ),C)⊗ R
(5.8)
be the composition of this embedding, the map Φg(γ)∗ induced on the Hochschild homology
spaces by the functor Φg(γ) and the HKR map (5.6) for X = S
rig
g (γ).
Let stg : S
rig
g (γ) → Mg,r be the projection. Let us consider the corresponding push-
forward map
stg∗ : H
∗(Srigg (γ),C)⊗R→ H∗(Mg,r,C)⊗ R.
Now we are ready to define the CohFT on the state space H =
⊕
γ∈GHγ . The maps
(5.4) are given by
ΛRg (γ) =
1
deg(stg)
· stg∗ ◦φg(γ). (5.9)
Note that these maps are even with respect to the natural Z2-gradings on (5.3). For the
exponential grading element J ∈ G we have HJ = R since (An)J = 0. We take the element
1 ∈ HJ ⊂ H to be the flat unit 1 of our CohFT. To define a metric on H we consider the
element ζ• ∈ (C∗)n with components
ζj = exp(πiqj) for j = 1, . . . , n, (5.10)
where qj = dj/d (see Section 2). Note that (ζ•)
2 = J and χ(ζ•) = −1, so
w(ζ•x) = −w(x). (5.11)
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We set
(x, y) =
∑
γ
((ζ•)∗xγ , yγ−1)
R
wγ
(5.12)
where (·, ·)R
wγ
is the canonical R-valued bilinear form on Hγ (see Section 2.7).
Theorem 5.1.2. Let w(x1, . . . , xn) be a quasihomogeneous polynomial with isolated singu-
larity and G ⊂ Gw a finite subgroup containing J . The state space H = H(w, G), the metric
(5.12), the flat unit 1 ∈ HJ ⊂ H and the collection of maps ΛRg (γ) define the CohFT with
coefficients in R = C[Ĝ].
In Sections 5.2, 5.3 and 5.4 we will check the factorization and the flat unit axioms for
this CohFT. In Section 6.1 we will finish the proof of the theorem by verifying the remaining
axiom relating the metric on H and the maps ΛR0 (γ, γ
−1, J) (for γ1 6= γ−12 the moduli space
S0(γ1, γ2, J) is empty). To do this we will show that the fundamental matrix factorization on
each component of Srig0 (γ, γ
−1, J) is obtained from the diagonal matrix factorization ∆st
wγ ,ζ
by the action of an element in G×G.
Since the algebra R is isomorphic to the direct sum of algebras R ≃⊕γ′∈GC · eγ′ , where
eγ′ are idempotents (2.29), our CohFT decomposes into a direct sum of CohFTs indexed by
elements of G. By Theorem 2.6.1(ii),
eγ′ ·Hγ = H(wγ,γ′)G,
wherewγ,γ′ is the restriction ofw to the subspace of {γ, γ′}-invariants. Thus, the sub-CohFT
corresponding to an element γ′ ∈ G has the state space
H(w, G, γ′) :=
⊕
γ∈G
H(wγ,γ′)
G. (5.13)
and the components of the maps (5.1) are given by
Λγ
′
g (γ) =
1
deg(stg)
· (stg)∗πγ′φg(γ)|eγ′Hγ1⊗...⊗eγ′Hγr , (5.14)
where πγ′ : R→ C is the specialization homomorphism.
The CohFT corresponding to γ′ = 1 can be twisted to produce a theory satisfying an
analog of the concavity axiom from [17] (see section 5.5). Namely, we define twisted maps
φtwg (γ) : e1Hγ1 ⊗ . . .⊗ e1Hγr → H∗(Srigg (γ))
for γ ∈ Gr by
φtwg (γ) = Td
(
Rπ∗(
n⊕
j=1
Lj)
)−1 · π1φg(γ)|e1Hγ1⊗...⊗e1Hγr , (5.15)
where (L•) is the universal w-structure and Td is the Todd class, and we set
λg(γ) = exp(πiD˜g(γ)) · 1
deg(stg)
· (stg)∗φtwg (γ), (5.16)
where D˜g(γ) is given by (3.20).
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Theorem 5.1.3. Let w and G be as in Theorem 5.1.2. The collection of maps λg(γ) defines
a CohFT on the state space H(w, G, 1) with the metric obtained by restricting the metric
(5.12) and the flat unit element 1 ∈ H(wJ,1)G.
We will call the CohFT of this Theorem the reduced CohFT associated with (w, G).
The proof of this theorem will be given in Sections 5.2, 5.3, 5.4 and 6.1 simultaneously
with the proof of Theorem 5.1.2.
Note that the state space of the reduced theory
H(w, G, 1) =
⊕
γ∈G
H(wγ)
G
can be identified with the state space of the CohFT constructed in [17, sec. 5.1]. Hypothet-
ically, the theories themselves also match.
Conjecture. The reduced CohFT associated with (w, G) is isomorphic to the FJR-theory
for the same pair constructed in [17].
One of the obstacles on the way to proving this conjecture is that it is not clear how
to verify the homogeneity property of the maps (5.16) in our setup in general. For some
particular cases this homogeneity is proved in Section 5.6. In particular, it holds for all
simple singularities. Combining this with the reconstruction theorem [17, Thm. 6.2.10] we
will show in Section 7.6 that the above conjecture holds for them. In the case of the simple
singularity of type A, w = xn, the conjecture also follows from the results of Chiodo [9, sec.
5] (which imply that in this case our definition of the reduced CohFT is compatible with the
construction of [52]) together with the reconstruction results of [26] and [15] (see also [19]).
Remarks 5.1.4. 1. If w′ is obtained from w by rescaling of variables then the above
constructions for w and w′ are naturally identified. In particular, the maps (5.8), (5.9),
(5.15) and (5.16) are Gw-invariant, where Gw acts naturally on the state spaces (and trivially
on the cohomology of the relevant moduli stacks).
2. It would be interesting to find quantum K-theory versions of CohFT from Theorems 5.1.2
and 5.1.3 (see [22], [42]).
5.2 Behavior of fundamental matrix factorizations under gluing
Let (π˜ : C˜→ S, p1, . . . , pr, p, q) be a family of stable orbicurves with r+2 marked orbipoints
over a connected base S. Also, let f : C˜→ C be a morphism of families of stable orbicurves
over S, where the family C has a node σ such that f is an isomorphism over C\σ and f−1(σ)
is the union of p and q. We will say that C is obtained from C˜ by gluing points p and q.
The remaining marked points p1, . . . , pr can be viewed as marked points on C. Let (P˜ , ε˜)
be a Γ-spin structure of type γ˜ = (γ1, . . . , γr, γp, γq) on (C˜, p1, . . . , pr, p, q) equipped with a
rigidification
(e(1), . . . , e(r), e(p), e(q)), where e(i) ∈ P˜ |pi, i = 1, . . . , r, e(p) ∈ P˜ |p and e(q) ∈ P˜ |q.
Note that γq = γ
−1
p since the orbicurve C is balanced at the node σ.
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Now we will define a glued Γ-spin structure (P, ε) on (C, p1, . . . , pr) such that P˜ ≃ f ∗P .
Recall (see e.g., [3, Ch. 10.2]) that there is a canonical isomorphism f ∗ωC/S ≃ ωC˜/S(p + q),
such that the following diagram is commutative
(f ∗ωC/S)|p ✲ ωC˜/S(p+ q)|p
Resp✲ OS
(f ∗ωC/S)|q
❄
✲ ω
C˜/S(p+ q)|q
Resq ✲ OS
− id
❄
(5.17)
Hence, we obtain an isomorphism f ∗ωlog
C/S ≃ ωlogC˜/S with a similar property (the residues are
opposite). To get a Γ-spin structure on C we will use the element ζ• ∈ Γ ⊂ (C∗)n defined by
(5.10) which satisfies
χ(ζ•) = −1.
Consider the isomorphism
u : P˜ |p ∼✲ P˜ |q (5.18)
defined by
e(q) = ζ• · u(e(p)), (5.19)
and let P be the Γ-bundle on C obtained from P˜ by gluing with respect to u. Then the
induced trivializations χ∗(e(p)) and χ∗(e(q)) ofGm-torsors χ∗(P˜ )|p and χ∗(P˜•)|q, respectively,
satisfy
χ∗(e(q)) = −χ∗(u)(χ∗(e(p))).
Hence, by commutativity of the diagram (5.17), the isomorphism ε˜ : χ∗(P˜ ) → P (ωlog
C˜/S
)
descends to an isomorphism ε : χ∗(P ) → P (ωlogC/S). Thus, we obtain a Γ-spin structure on
(C, p1, . . . , pr) of type γ = (γ1, . . . , γr). Furthermore, the trivializations e(i), i = 1, . . . , r
define a rigidification structure of (P, ε).
Now we are going to compare the matrix factorizations
P ∈ DMFΓw(S × (An)γ ,−wγ) and P˜ ∈ DMFΓw(S × (An)γ˜,−wγ˜),
associated with the Γ-spin structures (P, ε) and (P˜ , ε˜), respectively, by the construction of
Section 4.2.
Theorem 5.2.1. One has isomorphisms
P ≃ (idS × prp1,...,r)∗(idS × id×∆ζ)∗P˜ (5.20)
and
P ≃ (idS × pr1,...,r)∗
(
P˜⊗ (prp, prq)∗∆stwγ ,ζ
)
(5.21)
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in DMFΓw(S × (An)γ ,−wγ), where prp1,...,r : (An)γ × (An)γp → (An)γ and pr1,...,r : (An)γ˜ →
(An)γ are the coordinate projections,
∆ζ : (An)γp → (An)γp × (An)γq : x 7→ (ζ• · x, x)
is the shifted diagonal, and
∆st
wγ ,ζ := (ζ•, id)
∗∆st
wγ
is the shifted diagonal matrix factorization.
We are going to prove Theorem 5.2.1 by going through the steps of the construction of
Section 4.2 for both Γ-spin structures (P, ε) and (P˜ , ε˜).
For j = 1, . . . , n, let
Σj ⊂ p1 + . . .+ pr ⊂ C and Σ˜j ⊂ p1 + . . .+ pr + p + q ⊂ C˜
be the subdivisors defined by (4.8) for the collections γ and γ˜ = (γ, γp, γq), respectively.
For each monomial M in w we set ΣM = ∩degxj M>0Σj and Σ˜M = ∩degxj M>0Σ˜j . Note
that
Σj = Σ˜j ∩ {p1 + . . .+ pr} and ΣM = Σ˜M ∩ {p1 + . . .+ pr}.
Let C and C˜ be the curves obtained from C and C˜ by forgetting the orbifold structure
at p1, . . . , pr, let ρ : C → C, ρ˜ : C˜ → C˜ be the natural projections. We still denote by
f : C˜ → C the morphism induced by f : C˜ → C and by σ : S → C the node obtained by
gluing p and q. Also, let (L•) (resp., (L˜•)) be the line bundles associated with the Γ-bundle
P (resp., P˜ ), and let Lj = ρ∗Lj and L˜j = ρ˜∗L˜j .
We have the natural exact sequence
0→ OC → f∗OC˜
δ✲ σ∗OS → 0. (5.22)
where the map δ is the difference of evaluations along p and q. Tensoring this sequence with
Lj and using the projection formula we get an exact triangle
Rπ∗(Lj)→ Rπ˜∗(L˜j)→ π∗(σ∗Lj)→ . . . (5.23)
The third term depends on the action of the local group at σ on σ∗Lj . We have two cases:
Case 1. Σ˜j = Σj (i.e., γp has a nontrivial jth component). Then the third term of the
triangle (5.23) vanishes, so we have an isomorphism
Rπ∗(Lj) ≃ Rπ˜∗(L˜j). (5.24)
Case 2. Σ˜j = Σj + p+ q (i.e., γp has trivial jth component). Then we get an exact triangle
Rπ∗(Lj)→ Rπ˜∗(L˜j)
rp−u
−1
j rq✲ (L˜j)|p → . . . , (5.25)
where rp : Rπ˜∗(L˜j)→ L˜j |p and rq : Rπ˜∗(L˜j)→ L˜j |q are the restriction maps and uj : L˜j |p →
L˜j |q is the isomorphism induced by (5.18).
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Let Zj : Rπ∗(Lj) → OΣjS and Z˜j : Rπ˜∗L˜j → OΣ˜jS be the maps (4.13) induced by the
rigidifications of the Γ-spin structures (P, ε) and (P˜ , ε˜). In the second case we will also have
to consider the maps
Z ′j : Rπ∗(Lj)→ Rπ˜∗L˜j
Z˜j✲ O
Σ˜j
S . (5.26)
Note that the components of this map corresponding to the points p and q satisfy
Z ′j(p) = ζj · Z ′j(q) (5.27)
(this follows from (5.19)).
Now let FM (resp., F˜M) be the coherent sheaf on CM (resp., C˜M) defined by (4.16) for
our Γ-spin structures over C and C˜. By Step 1 of the construction of 4.2, we have canonical
maps
τM : EM = Rπ
M
∗ (FM)
Sym(M) → OS[−1] and τ˜M : E˜M = Rπ˜M∗ (FM)Sym(M) → OS[−1].
We are going to establish a certain compatibility between these maps (see Lemma 5.2.2
below).
First, we need some preparations. Define a subbundle OΣ˜MS (p, q) ⊂ OΣ˜MS by
O
Σ˜M
S (p, q) =
{
O
Σ˜M
S , if Σ˜M = ΣM ,
ker(πp + πq : O
Σ˜M
S → OS), if Σ˜M = ΣM + p+ q,
where πp, πq : O
Σ˜M
S → OS are the projections corresponding to the marked points p and q,
respectively.
Suppose first that Σ˜M = ΣM + p + q. This happens exactly when for each j with
degxj M > 0 the element γp has trivial jth component. In this case the action of the local
group at the node σ on σ∗M(L1, . . . , Ln) ≃ Oσ is trivial. By (5.27), for every monomial M
in w we have
M(Z ′•)q = −M(Z ′•)p,
so M(Z ′•) induces a morphism
Z ′M : M(Rπ∗(L•))→ OΣ˜MS (p, q).
Let us define a coherent sheaf F′M on C
M from the exact sequence
0→ F′M → LM• → (∆M)∗(OΣM ⊕ Oσ)→ 0
and set
E ′M = Rπ
M
∗ (F
′
M)
Sym(M),
where Sym(M) is the product of symmetric groups (4.15). Then the above exact sequence
gives rise to an exact triangle
E ′M →M(Rπ∗(L•))
Z′M✲ OΣ˜MS (p, q)→ E ′M [1].
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Now let fM : C˜M → CM be the map induced by the morphism f : C˜ → C. We have a
commutative diagram with exact rows
0 ✲ FM
ǫ ✲ LM•
✲ (∆M)∗OΣM
✲ 0
0 ✲ F′M
✻
✲ LM•
id
✻
✲ (∆M)∗(OΣM ⊕ Oσ)
✻
✲ 0
0 ✲ fM∗ F˜M
❄
✲ (f∗L˜•)
M
❄
✲ ∆∗(OΣM ⊕ O⊕2σ )
(id, k)
❄
✲ 0
(5.28)
where k : Oσ → O⊕2σ : x 7→ (x,−x). It induces a commutative diagram in Db(S) whose rows
are exact triangles
EM
ǫ✲ M(Rπ∗(L•))
ZM ✲ OΣMS
i ✲ EM [1]
E ′M
f
✻
ǫ′✲ M(Rπ∗(L•))
id
✻
Z ′M✲ OΣ˜MS (p, q)
prΣM
✻
i ✲ E ′M [1]
f [1]
✻
E˜M
g
❄
ǫ˜✲ M(Rπ˜∗(L˜•))
❄
Z˜M ✲ OΣ˜MS
❄
i ✲ E˜M [1]
g[1]
❄
(5.29)
where the map prΣM is induced by the natural projection O
Σ˜M
S → OΣMS and Z˜M is defined
similarly to ZM for the data associated with C˜.
In the case Σ˜M = ΣM we still have the commutative diagram (5.29) with E
′
M = EM and
the morphism from the second row to the first being identity.
Lemma 5.2.2. The diagram
E ′M
f ✲ EM
E˜M
g
❄
τ˜M✲ OS[−1]
τM
❄
(5.30)
is commutative.
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Proof. Recall (see [25]) that there is a natural map
Trf : f∗ωC˜/S → ωC/S
such that the composition
f∗ωC˜/S
Trf✲ ωC/S → f∗f ∗ωC/S ≃ f∗(ωC˜/S(p+ q))
is the natural map induced by the embedding ωC˜/S → ωC˜/S(p+ q), while the composition
Rπ∗(f∗ωC˜/S)
Trf✲ Rπ∗(ωC/S)
TrC/S✲ OS[−1]
can be identified with TrC˜/S. By definition of the maps τM and τ˜M , to show that diagram
(5.30) is commutative it is sufficient to check commutativity of the diagram
F′M
✲ FM
fM∗ F˜M
❄
κ˜M✲ ∆∗f∗ωC˜/S
Trf✲ ∆∗(ωC/S)
κ
M
✲
This follows from the commutativity of the diagram
F′M
✲ LM• ✲ ∆∗(ωC/S(ΣM))
fM∗ F˜M
❄
✲ (f∗L˜•)
M
❄
✲ ∆∗f∗(ωC˜/S(Σ˜M ))
❄
(see (5.28)) since the natural morphism of sheaves
∆∗(ωC/S)→ ∆∗(ωC/S(ΣM))→ ∆∗f∗(ωC˜/S(Σ˜M)).
is injective.
As in Step 2 of the construction of the fundamental matrix factorization in Section 4.2,
we choose for each j a π-acyclic resolution
Lj → [Pj ⊕ Lj |Σj∪σ → Qj ]. (5.31)
However, we will modify these resolutions using the map f : C˜ → C.
In Case 1, when Σ˜j = Σj , the pull-back of (5.31) by f gives a π˜-acyclic resolution
L˜j → [f ∗Pj ⊕ L˜j
∣∣∣
Σ˜j+p+q
→ f ∗Qj ]
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and a compatible resolution of L˜j(−Σ˜j). In Case 2, when Σ˜j = Σj + p+ q, the pull-back of
(5.31) gives a π˜-acyclic resolution
L˜j → [f ∗Pj ⊕ L˜j
∣∣∣
Σ˜j
→ f ∗Qj ]
and a compatible resolution of L˜j(−Σ˜j). In both cases pushing forward by f we get a two-
term resolution for f∗L˜j such that both the difference map f∗L˜j → L˜j
∣∣∣
σ
and the map
f∗L˜j → Lj |Σj factor through this resolution. This leads to a new π-acyclic resolution for Lj
of the form
Lj →
[
ker
(
f∗O⊗ (Pj ⊕ Lj |Σj∪σ)→ Lj |σ
)→ f∗O⊗Qj] (5.32)
and a compatible resolution for Lj(−Σj), such that the map Lj → Lj |Σj∪σ is induced by
a surjective map from the resolution in (5.32). Pushing forward these resolutions to S we
obtain complexes
[A˜′j → Bj] ⊂ [A′j → Bj ] ⊂ [Aj → Bj ] ⊂ [A˜j → Bj] (5.33)
representing Rπ˜∗(L˜j(−Σ˜j)), Rπ∗(Lj(−Σj)), Rπ∗(Lj) and Rπ˜∗L˜j , respectively. Note that we
have an exact triple
0→ A˜′j → A˜j
Z˜j✲ O
Σ˜j
S → 0
and a similar exact triple relating A′j and Aj . In the case Σ˜j = Σj we have an equality
Aj = A˜j , while in the case Σ˜j = Σj + p+ q we have an exact triple of complexes
0→ [Aj → Bj ] →֒ [A˜j → Bj ] δj(p,q)✲ OS → 0
representing the exact triangle (5.25), where the morphism δj(p, q) : A˜j → OS is given by
δj(p, q) = Z˜j(p)− ζj · Z˜j(q).
(here Z˜j(p) and Z˜j(q) are the components of Z˜j). The maps Z
′
j : Aj → OΣ˜jS realizing (5.26)
are defined as compositions
Z ′j : Aj → A˜j
Z˜j✲ O
Σ˜j
S
while Zj : Aj → OΣjS are obtained from them by projecting to OΣjS .
Note that all four resolutions (5.33) have the same second term Bj . Thus, as in Step 2
we can assume that Bj = V
∨(−m0)⊕Nj for large enough m0, so that
Ext>0S ((⊕jA˜j)⊗q1 ⊗ (V∨)⊗q2(−m),OS) = Ext>0S ((⊕jAj)⊗q1 ⊗ (V∨)⊗q2(−m),OS) = 0
for m ≥ m0 and q1 + q2 ≤ d. Hence, we can assume that
Ext>0S ((⊕jA˜j)⊗q1 ⊗ (⊕jBj)⊗q2 ,OS) = Ext>0S ((⊕jAj)⊗q1 ⊗ (⊕jBj)⊗q2,OS) = 0
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for q1 + q2 ≤ d and q2 ≥ 1.
As in Step 2 we realize EM , E˜M and E
′
M by the complexes
KM = Cone(M([A• → B•]) ZM✲ OΣMS )[−1], K˜M = Cone(M([A˜• → B•])
Z˜M✲ OΣ˜MS )[−1], and
K ′M = Cone(M([A• → B•])
Z′M✲ OΣ˜MS (p, q))[−1],
respectively. Then for all M appearing in w we will have
Ext>0S (K˜
i
M ,OS) = Ext
>0
S (K
i
M ,OS) = Ext
>0
S (K
′i
M ,OS) = 0 for i ≥ 2. (5.34)
As before we consider the spaces
X := tot(A1 ⊕ . . .⊕ An) ⊂ X˜ := tot(A˜1 ⊕ . . .⊕ A˜n)
over S. We have the following diagram with a cartesian square
X
q ✲
r∏
i=1
(An)γi × (An)γp pr
p
1,...,r✲
r∏
i=1
(An)γi
X˜
❄
∩
Z˜✲
r∏
i=1
(An)γi × (An)γp × (An)γq
id×∆ζ
❄
(5.35)
where the maps Z˜ and q are given by Z˜1, . . . , Z˜n and Z
′
1, . . . , Z
′
n, respectively, and the
composition of two horizontal arrows in the first row is equal to Z.
Proof of Theorem 5.2.1. Isomorphism (5.21) follows from (5.20) by Proposition 2.4.1(ii), so
we only need to prove (5.20).
As in Step 2 of the construction, the vanishing (5.34) can be used to choose for each
monomial M chain maps representing τM and τ˜M . Also, the morphisms in derived category
from K ′M to OS[−1] can be calculated in the homotopy category. Hence, we obtain a realiza-
tion of the commutative diagram (5.30) in the homotopy category. Since the complex K ′M
differs from KM only in terms of degree 0 and 1, we can replace τM by a homotopic chain
map, so that the diagram (5.30) will be commutative in the category of complexes.
Let p˜ : X˜ → S and p : X → S be the projections. Recall that we have a section β˜ (resp.,
β) of p˜∗(
⊕
j Bj) (resp., p
∗(
⊕
j Bj)), corresponding to the differential
⊕
j A˜j →
⊕
j Bj (resp.,⊕
j Aj →
⊕
j Bj), and β is equal to the restriction of β˜ to X by construction. As in Step 3
of the construction, from the chain map τ˜M (resp., τM) we get a section α˜M (resp., αM) of
the bundle p˜∗(
⊕
j B
∨
j ) (resp., p
∗(
⊕
j B
∨
j )) satisfying
〈α˜M , β˜〉 = Z˜∗M⊕Σ˜M (resp., 〈αM , β〉 = Z∗M⊕ΣM ).
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The components of degree 1 of the diagram (5.30) form the following commutative square
O
Σ˜M
S (p, q)⊕
⊕
j
∂jM(A•)⊗ Bj ✲ OΣMS ⊕
⊕
j
∂jM(A•)⊗ Bj
O
Σ˜M
S ⊕
⊕
j
∂jM(A˜•)⊗ Bj
❄
(Tr, α˜M) ✲ OS
(Tr, αM)
❄
This implies that the restriction of α˜M to X is equal to αM . Therefore, the matrix fac-
torization {−αw, β} on X is isomorphic to the restriction of {−α˜w, β˜}. As in Step 4, we
have
P˜ = (p˜, Z˜)∗{−α˜w, β˜} and P = (p, Z)∗{−αw, β}.
Since Z is the composition of arrows in the first row of the diagram (5.35), we have
P ≃ (idS × prp1,...,r)∗
(
(p, q)∗{−αw, β}
)
.
On the other hand, by the base change formula (see Proposition 1.5.6) in the cartesian square
X
(p, q) ✲ S ×
r∏
i=1
(An)γi × (An)γp
X˜
❄
∩
(p˜, Z˜)✲ S ×
r∏
i=1
(An)γi × (An)γp × (An)γq
idS × id×∆ζ
❄
we have
(p, q)∗{−αw, β} ≃ (idS × id×∆ζ)∗P˜,
which implies the required isomorphism (5.20).
5.3 Verification of the factorization axiom of CohFT
The main axiom of CohFT describes the factorization property of the maps Λg(γ) under the
gluing morphisms
ρtree : Mg1,r1+1 ×Mg2,r2+1 →Mg,r and ρloop : Mg−1,r+2 →Mg,r,
where g1 + g2 = g and r1 + r2 = r (see [37, 2.2.6, 2.2.7]). Here we will verify this axiom for
the maps (5.9) of our CohFT on the state space H = H(w, G) (see (5.3)) and also for the
twisted maps (5.16) on the state space H(w, G, 1). Specifically, in this section we prove the
equalities
(ρtree)
∗ ◦ Λg(γ1, . . . , γr1; γ′1, . . . , γ′r2) =∑
γ∈G(Λg1(γ1, . . . , γr1, γ)⊗ Λg2(γ′1, . . . , γ′r2, γ−1)) ◦ (id⊗r⊗Twγ ,ζ).
(5.36)
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(ρloop)
∗ ◦ Λg(γ1, . . . , γr) =
∑
γ∈G
(Λg−1(γ1, . . . , γr, γ, γ
−1) ◦ (id⊗r⊗Twγ ,ζ), (5.37)
where γi are elements of G and
Tw,ζ =
1
|G| ·
∑
h∈G
(id×h)∗ ch(∆st
w,ζ) ∈ HH∗(MFΓ(An × An,w ⊕w))G×G ≃
HH∗(MFΓ(w))⊗R HH∗(MFΓ(w)) (5.38)
(the last identification follows from Corollary 2.6.2). The proof of the axiom will be finished
once we check that (Twγ ,ζ)γ∈G are exactly the components of the Casimir element for the
metric on H. This will be done in Lemma 6.1.1 below.
To verify (5.36) we first observe that due to condition (3.14) the only potentially nontrivial
summand in the right-hand side of (5.36) corresponds to
γ = (γ1 · . . . · γr1)−1J2g1−1+r1 = γ′1 · . . . · γ′r2J−2g2+1−r2.
We have the following commutative diagram involving the moduli spaces of w-structures
with rigidifications:
Srigg1 (γ1, . . . , γr1, γ)× Srigg2 (γ′1, . . . , γ′r2, γ−1)
ρrigtree,γ✲ Srigg (γ1, . . . , γr1; γ
′
1, . . . , γ
′
r2
)
Mg1,r1+1 ×Mg2,r2+1
stg1 × stg2
❄
ρtree ✲ Mg,r
stg
❄
(5.39)
where the maps stg, stg1 and stg2 are the natural projections. The map ρ
rig
tree,γ is given by the
gluing construction described in the beginning of Section 5.2. Theorem 5.2.1 applied to
S = Srigg1 (γ1, . . . , γr1, γ)× Srigg2 (γ′1, . . . , γ′r2, γ−1)
gives the following relation between the fundamental matrix factorizations:
(ρrigtree,γ × id)∗Prigg,Γ(γ1, . . . , γr1; γ′1, . . . , γ′r2) ≃
(idS × pr1,...,r)∗[π∗1Prigg1,Γ(γ1, . . . , γr1, γ)⊗ π∗2Prigg2,Γ(γ′1, . . . , γ′r2, γ−1)⊗ pr∗p,q∆stwγ ,ζ],
(5.40)
where π1 and π2 are the projections of S ×
∏r1
i=1(A
n)γi ×∏r2i=1(An)γ′i × (An)γ × (An)γ−1 to
S×∏r1i=1(An)γi×(An)γ and S×∏r2i=1(An)γ′i×(An)γ−1 , respectively, and prp,q is the projection
to (An)γ × (An)γ−1.
The functor
Φ : DMFΓ(A
γ × Aγ′,wγ ⊕wγ′)→ DG(S)
given by the kernel in the left-hand side of (5.40), where γ = (γ1, . . . , γr1) and γ
′ =
(γ′1, . . . , γ
′
r2
), is isomorphic to the composition
DMFΓ(A
γ × Aγ′,wγ ⊕wγ′)
Φg(γ,γ′)✲ DG(S
rig
g (γ, γ
′))
(ρrigtree,γ)
∗
✲ DG(S).
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After passing to Hochschild homology and using the HKR map (5.6) we obtain that the map
induced by Φ
φ :
r1⊗
k=1
Hγk ⊗
r2⊗
l=1
Hγ′l
ι✲ HH∗(MFΓ(A
γ × Aγ′ ,wγ ⊕wγ′))
Φ∗✲ H∗(S,C)⊗R
(where all tensor products are taken over R and ι = ι(γ, γ′) is the map (5.7)) is equal to the
composition (ρrigtree,γ)
∗ ◦ φg(γ, γ′), where φg(γ, γ′) is the map (5.8). On the other hand, let
φ′ :
r1⊗
k=1
Hγk ⊗
r2⊗
l=1
Hγ′l
ι✲ HH∗(MFΓ(A
γ × Aγ′ ,wγ ⊕wγ′))
Φ′∗✲ H∗(S,C)⊗ R
be the composition of the HKR map with the map induced on Hochschild homology by the
functor Φ′ given by the kernel in the right-hand side of (5.40). Using the projection formula
for idS × pr1,...,r (see Proposition 1.5.5) we see that Φ′∗ is equal to the composition
HH∗(MFΓ(A
γ × Aγ′ ,wγ ⊕wγ′))
⊗ pr∗p,q ch(∆
st
wγ,ζ
)
✲
HH∗(MFΓ(A
γ × Aγ′ × (An)γ × (An)γ−1 ,wγ ⊕wγ′ ⊕wγ ⊕wγ−1))
Φ˜∗✲ H∗(S,C)⊗ R,
where Φ˜∗ is induced by the functor Φ˜ associated with the kernel π
∗
1P
rig
g1,Γ
(γ1, . . . , γr1, γ) ⊗
π∗2P
rig
g2,Γ
(γ′1, . . . , γ
′
r2
, γ−1). Since Φ˜∗ is invariant with respect to the action of G × G on the
factors (An)γ × (An)γ−1 , we can replace ch(∆st
wγ ,ζ
) by its G×G-averaging Twγ ,ζ in the above
formula for Φ′∗. Since ι is exactly the embedding of G
r1+r2-invariants (see Corollary 2.6.2),
we obtain that φ′ is equal to the composition
r1⊗
k=1
Hγk ⊗
r2⊗
l=1
Hγ′l
id⊗r ⊗T
wγ,ζ✲
r1⊗
k=1
Hγk ⊗
r2⊗
l=1
Hγ′l ⊗Hγ ⊗R Hγ−1
φg1⊗φg2✲ H∗(S,C)⊗ R,
where φg1 = φg1(γ1, . . . , γr1, γ) and φg2 = φg2(γ
′
1, . . . , γ
′
r2
, γ−1). Since the functors Φ and Φ′
are isomorphic, we have
φ = φ′. (5.41)
The desired formula (5.36) is obtained from this by applying (stg1 × stg2)∗ taking into account
the relation
1
deg(stg)
ρ∗tree(stg)∗ =
∑
γ∈G
1
deg(stg1) deg(stg2)
(stg1 × stg2)∗(ρrigtree,γ)∗, (5.42)
which holds because the space in the left upper corner of diagram (5.39) is an e´tale covering
of the fibered product of ρtree and stg.
The proof of (5.37) is analogous: one has to apply Theorem 5.2.1 to compare matrix
factorizations over
S = Srigg−1(γ1, . . . , γr, γ, γ
−1).
86
Also, one has to replace (5.39) with the commutative diagram
⊔γ∈GSrigg−1(γ1, . . . , γr, γ, γ−1)
ρrigloop,γ✲ Srigg (γ1, . . . , γr)
Mg−1,r+2
stg−1,γ
❄ ρloop ✲ Mg,r
stg
❄
and use the corresponding equation
1
deg(stg)
ρ∗loop(stg)∗ =
∑
γ∈G
1
deg(stg−1,γ)
(stg−1,γ)∗(ρ
rig
loop,γ)
∗. (5.43)
To check the factorization axiom for the twisted maps (5.16) we note that in the situation
of Section 5.2 we have
Td(Rπ∗(Lj)) = Td(Rπ˜∗(L˜j)).
Indeed, in Case 1 this follows from the isomorphism (5.24), and in Case 2 — from the exact
triangle (5.25) using the fact that L˜j |p is trivial and so has the trivial Todd class. Now it
remains to apply the equalities (5.41) and (5.42) (resp., (5.43)), taking into account Lemma
3.3.3.
5.4 Forgetting tails
Here we will check the forgetting tails axiom of CohFT (see [17, 4.2]) which corresponds to
the projection
θ : Mg,r →Mg,r−1.
To do this we have to compare the fundamental matrix factorizations in the following situa-
tion. Let S = Srig,0g (γ, J) be the moduli space of Γ-spin curves with a restricted rigidification
structure ψ (see Section 3.2) of type (γ, J), where γ = (γ1, . . . , γr−1) and J is the exponential
grading element (see (2.2)). Let (C → S, p1, . . . , pr;P, ε) be the universal Γ-spin curve. Let
Cr → S be the corresponding family obtained by forgetting the orbifold structure at pr. Let
ρr : C→ Cr and ρ′ : Cr → C be the corresponding projections, so that ρ′ ◦ ρr = ρ : C→ C is
the morphism of forgetting the orbifold structure at all the marked points (see Section 3.2).
Let (L1, . . . ,Ln) be the collection of line bundles on C associated with the Γ-bundle P .
Lemma 5.4.1. On the family (Cr → S, p1, . . . , pr−1) there is a natural Γ-spin structure
(P , ε¯) with a restricted rigidification ψ¯ such that the collection line bundles on Cr associated
with P is isomorphic to (ρr∗L1, . . . , (ρr)∗Ln). Hence, we obtain a morphism
θ˜ : S = Srig,0g (γ, J)→ Srig,0g (γ)
covering the forgetting tail map θ.
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Proof. By Corollary 3.2.4, a Γ-spin structure (P, ε) can be described as an additional struc-
ture for the line bundles (L1, . . . ,Ln) given by isomorphisms
Mi(L1, . . . ,Ln) ≃ ωlogC/S for i = 0, . . . , n− 1, (5.44)
whereM0, . . . ,Mn−1 are the Laurent monomials (3.9). In the notation of Proposition 3.3.1(i),
we have lMi(q) = 1 for i = 0, . . . , n− 1. Therefore, the isomorphisms (5.44) induce isomor-
phisms
Mi(ρr∗L1, . . . , ρr∗Ln) ≃ ρr∗(ωlogC/S)(−pr) ≃ ωlogCr/S, for i = 0, . . . , n− 1,
where the log-structure on Cr is given by the markings p1, . . . , pr−1. This is established by
the argument similar to the proof of (3.17) applied only at the marked point pr. Thus, we
get a Γ-spin structure (P , ε¯) on (Cr → S, p1, . . . , pr−1), which inherits the rigidification at
the marked points p1, . . . , pr−1.
Since (An)J = 0 and wJ = 0, the fundamental matrix factorizations associated with the
data (C → S, p1, . . . , pr;P, ε, ψ) and (Cr → S, p1, . . . , pr−1;P, ε¯, ψ¯) (see Section 4.2) belong
to the same category, so we can compare them.
Proposition 5.4.2. One has an isomorphism
Prig,0g (γ, J) ≃ (θ˜ × id)∗Prig,0g (γ).
Proof. The natural isomorphisms ρ′∗(ρr)∗Lj ≃ ρ∗Lj are compatible with the maps (4.9)
constructed using the w-structures on C and on Cr and with trivializations (4.10). Since the
rest of the construction in Section 4.2 depends only on these data, the assertion follows.
The above proposition immediately implies that
ΛRg (γ) = Λ
R
g (γ, J) ◦ (id⊗r−1⊗1) and
λg(γ) = λg(γ, J) ◦ (id⊗r−1⊗1)
which is the forgetting tails axiom for the CohFTs of Theorems 5.1.2 and 5.1.3.
5.5 Concavity
Here we consider a special class of families of Γ-spin structures, called concave, and derive a
formula connecting the class of the fundamental matrix factorization in cohomology of the
base with the Chern character of a certain vector bundle. This is a generalization of the
concavity property of [17, Thm. 4.1.5].
Let S be a DM-stack admitting a finite flat covering by a smooth projective scheme, and
let G be a finite group. For a G-equivariant vector bundle V on S (where the action of G
on S is trivial) we have a canonical decomposition
V =
⊕
η∈Irr(G)
Vη ⊗ η
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compatible with the action of G (where Irr(G) is the set of isomorphism classes of irreducible
representations of G, and the bundles Vη have the trivial G-action). Hence, the abstract
Chern character (see Section 2.5) chHHG (V ) ∈ HH∗(DG(S)) decomposes as
chHHG (V ) =
∑
η∈Irr(G)
chHH(Vη)[η].
Let R(G) be the representation ring of G over C. Applying the map αS ⊗ id : HH∗(S) ⊗
R(G)→ H∗(S,C)⊗R(G) (see (5.6)) we obtain an element with values in H∗(S,C)⊗R(G):
chG(V ) = (αS ⊗ id) chHHG (V ) =
∑
η∈Irr(G)
ch(Vη)[η] ∈ H∗(S,C)⊗ R(G). (5.45)
Remark 5.5.1. The above notion is different from the usual G-equivariant Chern character
of V with values in H∗G(S,C), which for a finite group acting trivially on S is equal to the
non-equivariant Chern character, because in this case H∗G(S,C) = H
∗(S,C)⊗H∗(BG,C) =
H∗(S,C).
If G is commutative then R(G) = R = C[Ĝ] and for every γ ∈ G we have the evaluation
homomorphism πγ : R→ C. Thus, we can consider the components
chG(V )γ := πγ(chG(V )) =
∑
η∈Ĝ
η(γ) ch(Vη) ∈ H∗(S,C).
Note that for γ = 1 the component chG(V )1 is the usual (non-equivariant) Chern character.
Now assume that we have a family (π : C → S, p1, . . . , pr) of orbicurves of genus g with
r marked points and a rigidified Γ-spin structure (P, ε), induced by a map
f : S → Srigg (γ),
where γ = (γ1, . . . , γr) ∈ Gr. Such a family is called concave if π∗(
⊕n
j=1Lj) = 0 for
j = 1, . . . , n, where (L1, . . . ,Ln) are the line bundles on C associated with the Γ-bundle P .
In this case
V = R1π∗(
n⊕
j=1
Lj)
is a vector bundle on S, equipped with a G-equivariant structure via the embedding G ⊂ Gnm.
Denote by P the pull-back of the fundamental matrix factorization (4.31) to S × Aγ. For
each γ ∈ G let us denote by
κγ : Hγ = HH∗(MFΓ((A
n)γ ,wγ))→ R
the map induced by the restriction to the origin functor. Note that κγ is given by the
canonical pairing with the Chern character of the stabilization of the residue field Cst (see
Example 2.7.3).
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Proposition 5.5.2. For a concave family of Γ-spin curves over S induced by the morphism
f : S → Srigg (γ), the map
f ∗φg(γ) : Hγ1 ⊗R . . .⊗R Hγr → H∗(S,C)⊗ R (5.46)
is given by
f ∗φg(γ1, . . . , γr) = chG
(∧•
χ
V∨
)⊗ κγ1 ⊗ . . .⊗ κγr , (5.47)
where chG ∈ H∗(S,C)⊗ R is given by (5.45) and
∧•
χ(V
∨) :=
⊕
i
∧i(V∨)⊗ χ⌊i/2⌋.
Proof. By the base change formula, the matrix factorization P is obtained by applying
the construction of Section 4.2 directly to the family of Γ-spin curves over S. Note that
in our case for each j = 1, . . . , n, the complex [Aj → Bj ] representing Rπ∗(Lj) has the
property that βj : Aj → Bj is the embedding of a subbundle. Hence, the map β = ⊕βj
viewed as a section of p∗(
⊕
j Bj) on X = tot(
⊕
j Aj), is a regular section of the subbundle
p∗(
⊕
j Aj) ⊂ p∗(
⊕
j Bj). Let i : S → X be the zero section. Assume first that Aγ 6= 0 and
let H ⊂ Aγ be the hypersurface wγ = 0. Let i′ : S → Z−1(H) denote the natural embedding.
Since Bj/Aj ≃ R1π∗(Lj), Proposition 1.6.4(i) implies that
[C({−αw, β})] = [i′∗
∧•
χ
(V∨)]
in the Grothendieck group of DSg(Z
−1(H)/Γ). Hence, the class of C(P) in the Grothendieck
group of DSg(S ×H/Γ) is given by
[C(P)] = [(p, Z)∗C({−αw, β})] = [(idS ×k)∗
∧•
χ
V∨],
where k : {0} → H is the embedding. This implies the result using Lemma 2.2.2 and Remark
2.2.1.2. In the case Aγ = 0, by Proposition 1.6.4(ii), we have
[{−αw, β}] = [i∗mf
∧•
χ
(V∨)]
and so by Remark 1.2.4,
[comG(P)] = [
∧•
χ
(V∨)].
Corollary 5.5.3. In the situation of Proposition 5.5.2 assume in addition that (An)γi = 0
for all i = 1, . . . , r. In this case Hγi = R for every i, so we can view the map (5.46) as an
element of H∗(S,C)⊗ R. We have
f ∗φg(γ1, . . . , γr) = chG(
∧•
χ
V∨), (5.48)
where chG is given by (5.45). The twisted element φ
tw
g (γ) ∈ H∗(S,C) (see (5.15)) is equal
to the top Chern class of V∨:
φtwg (γ) = (−1)DcD(V) = cD(V∨). (5.49)
where D is the rank of V.
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Proof. The formula (5.48) is a direct consequence (5.47). The formula (5.49) follows from
the fact that the component chG(
∧∗
V∗)1 is the usual Chern character and from the standard
relation
ctop(V) = Td(V) · ch(
∧•
V∨).
5.6 Homogeneity conjecture
Our conjecture that the reduced CohFT of Theorem 5.1.3 is isomorphic to the one con-
structed in [17] implies a certain homogeneity property of the maps λg(γ). This suggests the
following analog of the Dimension axiom of [17, Thm. 4.1.5] for the maps
φtwg (γ) : e1Hγ1 ⊗ . . .⊗ e1Hγr → H∗(Srigg (γ)),C)
(see (5.15)).
Homogeneity Conjecture. The image of the map φtwg (γ) is contained in H
2D˜g(γ)(Srigg (γ)),C),
where
D˜g(γ) = Dg(γ) +
1
2
r∑
i=1
Nγi and
Dg(γ1, . . . , γr) = (g − 1)cˆw + ιγ1 + . . .+ ιγr
(see Section 3.3).
Note that for γ such that Sg(γ) is nonempty, we have 2D˜g(γ) ∈ Z and
2D˜g(γ) ≡ Nγ1 + . . .+Nγr mod2,
where Nγ = dim(A
n)γ . Since the map φtwg (γ) is even with respect to the natural Z/2-grading,
we know that the above conjecture holds modulo 2, i.e., the image of φtwg (γ) is contained in⊕
m∈Z
H2m+Nγ1+...+Nγr (Srigg (γ),C).
Now we are going to prove a certain homogeneity property related to the above conjecture.
Let us say that a Koszul matrix factorization {α, β} of w has rank k if α and β are sections
of dual vector bundles of rank k.
Proposition 5.6.1. Let E¯i, for i = 1, . . . , r, be a Koszul matrix factorization of the potential
wγi of rank ki. Then
φtwg (γ)(ch(E¯1), . . . , ch(E¯r)) ∈ H2(Dg(γ)+k1+...+kr)(Srigg (γ),C).
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Proof. Let us write for brevity S = Srigg (γ). Recall that the fundamental matrix factorization
(4.31) is a Γ-equivariant matrix factorization of −wγ on S×
∏r
i=1(A
n)γi of the form
P = (p, Z)∗{α, β},
where p : X = tot(A) → S is the projection from the total space of a vector bundle
A =
⊕
j Aj, and {α, β} is the Koszul matrix factorization of 0,
{α, β} = (∧•
χ
(p∗B∨), δ
)
,
where B =
⊕
j Bj . Here the complexes [Aj → Bj ] represent the objects Rπ∗(Lj) ∈ Db(S).
Since φtwg is defined using the specialization by π1 : R → C corresponding to the element
1 ∈ G, we can disregard the G-equivariant structure on P. Therefore, we have
φtwg (γ)(ch(E¯1), . . . , ch(E¯r)) = exp(πiD˜g(γ)) ·
1
deg(stg)
stg∗(Td(Rπ∗(
n⊕
j=1
Lj))
−1 · ch(K)),
(5.50)
where K = (pS)∗(P⊗ E¯1 ⊗ . . .⊗ E¯r). Here pS : S×Aγ → S is the projection. We view K as
a Z/2-graded complex of quasicoherent sheaves on S with coherent cohomology. The Chern
character of such a complex K can be calculated as ch(K) = ch(HevenK)−ch(HoddK). Thus,
we can replace the expression in the right-hand side of (5.50) with a similar expression of
characteristic classes in the Chow group A∗(S)⊗Q. It is enough to show that
Td(Rπ∗(
n⊕
j=1
Lj))
−1 · ch(K) = Td(B) · Td(A)−1 · ch(K) ∈ ADg(γ)+k1+...+kr(S)⊗Q,
where Dg(γ) = rkB − rkA by (3.19). Note that
K = (pS)∗(p, Z)∗({α, β} ⊗ Z∗(E¯1 ⊗ . . .⊗ E¯r)) ≃ p∗{α′, β ′},
where {α′, β ′} is a Koszul matrix factorization of zero of rank rkB + k1 + . . . + kr on X
(supported at the zero section S ⊂ X). By [9, Lemma 5.3.8], we have
Td(A)−1 · ch(K) = chXS ({α′, β ′}) · [p],
where chXS ({α′, β ′}) ∈ A∗(S→ X) is the localized Chern character of the Z/2-graded complex
{α′, β ′} (see [52, sec. 2.2]), and [p] ∈ A− rkA(X → S) is the orientation class of p. Now by
[52, Thm. 3.2], the class
Td(B) · chXS ({α′, β ′}) ∈ A∗(S→ X)
is concentrated in degree rkB + k1 + . . .+ kr. Hence, the class
Td(Rπ∗(
n⊕
j=1
Lj))
−1 · ch(P) = Td(B) · chXS ({α′, β ′}) · [p] ∈ A∗(S)
lives in degree rkB − rkA+ k1 + . . .+ kr as claimed.
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Corollary 5.6.2. The Homogeneity Conjecture holds in the case when (An)γi = 0 for every
i = 1, . . . , r.
Proposition 5.6.1 is compatible with the above Homogeneity Conjecture due to the fol-
lowing vanishing property of Koszul matrix factorizations.
Theorem 5.6.3. LetW ∈ C[[x1, . . . , xn]] be an isolated singularity and let {α, β} be a Koszul
matrix factorization of W of rank r 6= n/2. Then ch({α, β}) = 0.
Note that we do not assume here that W is quasi-homogeneous. We start by computing
the maps on the Hochschild homology of categories of matrix factorizations induced by
homomorphisms of rings.
Lemma 5.6.4. Let φ : A = C[[y1, . . . , ym]] → B = C[[x1, . . . , xn]] be a homomorphism of
C-algebras sending an isolated singularity q ∈ A to an isolated singularity W ∈ B, and let
Φ : MF(q)→ MF(W ) : E 7→ E ⊗A B (5.51)
be the functor induced by φ. Then, under the identifications HH∗(MF(q)) ≃ H∗(Ω•A/k,∧dq)
and HH∗(MF(W )) ≃ H∗(Ω•B/k,∧dW ) (see Section 2.6), the homomorphism induced by Φ
on the Hochschild homology coincides with the map
H∗(Ω•A/k,∧dq) ✲ H∗(Ω•B/k,∧dW ) (5.52)
induced by φ.
Proof. It is useful to think about the functor Φ geometrically as the pull-back with respect
to the morphism f : Y = Spec(B)→ X = Spec(A) given by φ. We denote by
f ∗ : Ω•A/k → Ω•B/k
the corresponding pull-back map on forms, so that (5.52) is induced by f ∗. First, we claim
that if E = (E, δ) is a matrix factorization of q then
ch(f ∗E) = f ∗ ch(E)modΩ• ∧ dW (5.53)
in H∗(Ω•B/k). Indeed, the formula [53, (0.2)] for ch(E) can be rewritten in a coordinate-free
way as
ch(E) = str(exp[∇, δ]) modΩ•A/k ∧ dq,
where ∇ : E → E⊗Ω1A/k is a connection associated with a choice of an A-basis in E (see [50]
for a more general formula). Since the right-hand side of the above equation is compatible
with pull-backs, our claim follows. Applying (5.53) to the morphism
id×f : X×̂Y → X×̂X
and the diagonal matrix factorization of (−q)⊕q on X×̂X (here we take completed products,
so that the corresponding rings are power series in all variables), we get that
ch((id×f)∗∆stq ) = (id×f)∗ ch(∆stq ) (5.54)
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in the Hochschild homology of MF((−q)⊕W ). Note that for E ∈ MF(q) we have
p∗XE ⊗ (id×f)∗∆stq ≃ (id×f)∗(p∗XE ⊗∆stq ),
where pX is the projection to X . Using the base change formula and the fact that ∆
st
q
corresponds to the identity functor (see Proposition 2.4.1), we get that the functor MF(q)→
MF(W ) associated with the kernel (id×f)∗∆stq is exactly the pull-back functor f ∗. Hence,
by Lemma 2.5.1, the map on the Hochschild homology induced by f ∗ is given by
a 7→ tr12(a⊗ ch((id×f)∗∆stq )),
where tr12(a⊗b⊗c) = (a, b)c and (·, ·) is the canonical pairing between the Hochschild homol-
ogy of the categories MF(q) and MF(q)op ≃ MF(−q). Let (ei) be a basis ofHH∗(MF(q)), and
let (ei) be the dual basis of HH∗(MF(−q)), so that (ei, ej) = δij . Then ch(∆stq ) =
∑
i e
i ⊗ ei
(see [53, (1.19)]). Hence, using (5.54) we get
tr12(a⊗ ch((id×f)∗∆stq )) = tr12(a, (id⊗f ∗)
(∑
i
ei ⊗ ei)
)
=
∑
i
(a, ei)f ∗(ei) = f
∗(a)
as claimed.
Proof of Theorem 5.6.3. Let {α, β} = {a1, . . . , ar; b1, . . . , br} be a Koszul matrix factorization
of W . If ai or bi is invertible for some i, then {α, β} is contractible and ch({α, β}) = 0.
Otherwise, we have a homomorphism of C-algebras
φ : A = C[[u1, . . . , ur; v1, . . . , vr]]→ B = C[[x1, . . . .xn]],
given by φ(ui) = ai, φ(vi) = bi, such that
W = φ(q), where q = u1v1 + . . .+ urvr ∈ A.
Hence, for the functor (5.51) corresponding to φ we have
{a1, . . . , ar; b1, . . . , br} ≃ Φ({u1, . . . , ur; v1, . . . , vr}).
Therefore,
ch({a1, . . . , ar; b1, . . . , br}) = Φ∗({u1, . . . , ur; v1, . . . , vr},
where Φ∗ is the map on the Hochschild homology induced by Φ. By Lemma 5.6.4, Φ∗ coin-
cides with the natural map (5.52) induced by φ. But the source of this map is concentrated
in degree 2r and the target—in degree n 6= 2r, so Φ∗ = 0.
Corollary 5.6.5. Assume that for each γ ∈ G, the space HH∗(MF(wγ))G is generated by
the Chern characters of Koszul matrix factorizations. Then the Homogeneity Conjecture
holds for the CohFT associated with w and G.
In particular, it holds for all simple singularities.
Proof. The first assertion follows from Proposition 5.6.1 and Theorem 5.6.3. In Section 7 we
will verify that this criterion can be applied to all simple singularities.
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5.7 Index zero
In the case when Dg(γ) = 0 and (A
n)γi = 0 for every i = 1, . . . , r, the Homogeneity Conjec-
ture predicts that φtwg (γ) belongs to H
0(Sg(γ),C), so it should be a multiple of the funda-
mental class on each connected component. Following [17], we will identify this multiple in
terms of the degree of a certain map between affine spaces.
Since we are computing a class in degree 0 cohomology, it is enough to consider a single
Γ-spin curve (C, p1, . . . , pr;P, ε) corresponding to a point in the moduli space S = Sg(γ), such
that passing to the coarse moduli space ρ : C → C we get a smooth curve C. Assume that
Dg(γ) = 0 and (A
n)γi = 0 for every i = 1, . . . , r. Let (L1, . . . ,Ln) be the line bundles on C
associated with the Γ-bundle P and let Lj = ρ∗(Lj) be the corresponding line bundles on
C. Then for every monomial M in w and every j = 1, . . . , n we have a morphism
αj(M) : ∂jM(H
0(L•))→ H0(∂jM(L•))→ H0(ωC ⊗ L−1j ) ≃ H1(Lj)∗,
which can be viewed as a section of the vector bundle H1(Lj)
∗ ⊗ OX on the affine space
X =
⊕n
j=1H
0(Lj) (see Section 4.1). As in Section 4.1 we take linear combinations of these
sections
αwj =
∑
k
ckmkjαj(Mk),
where w =
∑N
k=1 ckMk and Mk = x
mk1
1 . . . x
mkn
n . Then by Proposition 4.1.1, the section
α = (αw1 , . . . , α
w
n ) of
⊕n
j=1H
1(Lj)
∗ ⊗ OX has zero locus supported only at the origin. We
can view α as a Γ-equivariant morphism between affine spaces
α : X =
n⊕
j=1
H0(Lj)→ Y =
n⊕
j=1
H1(Lj)
∗ ⊗ χ. (5.55)
This morphism has the property that the subscheme α−1(0) is concentrated at the origin in
X . Note that our assumption Dg(γ) = 0 implies that X and Y are affine spaces of the same
dimension.
LetX(Γ) denote the group of algebraic characters of Γ. The natural embedding ι : G→ Γ
induces a surjective homomorphism of the group rings
ι∗ : C[X(Γ)]→ C[Ĝ] = R.
Also, consider the homomorphism
ϕ : Gm → Γ : λ 7→ (λd1 , . . . , λdn)
and the induced homomorphism
ϕ∗ : C[X(Γ)]→ C[X(Gm)] = C[t, t−1],
where we choose a generating character t ∈ X(Gm) to be t(λ) = λ−1. Note that ϕ∗(χ) = t−d.
Define the Z-grading on C[X(Γ)] by
ϕ∗(ξ) = tdeg(ξ) for ξ ∈ X(Γ),
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so that ϕ∗ becomes a homomorphism of Z-graded algebras. Let C[X(Γ)]̂ be the completion
of C[X(Γ)] with respect to the degree filtration (C[X(Γ)])≥q. The homomorphism ϕ
∗ extends
to a homomorphism from C[X(Γ)]̂ to the ring of Laurent series in t.
We have the following analog of the Index zero Axiom of [17, Thm. 4.1.5].
Proposition 5.7.1. Assume that Dg(γ) = 0 and (A
n)γi = 0 for every i = 1, . . . , r. Let
x = (C,L•) ∈ S be a point with smooth C. Let
aj = h
0(C,Lj), bj = h
1(C,Lj) and h =
n∑
j=1
aj =
n∑
j=1
bj = dimX,
where we use the notation above)
(i) The restriction of the class φg(γ) ∈ H∗(S,C)⊗R to the point x ∈ S is given by
φg(γ)|x = (−1)h · [H0(α−1(0),O)]G ∈ R,
where [V ]G denotes the class of a G-module in the representation ring R of G. In particular,
the restriction of the specialized class φtwg (γ) ∈ H∗(S,C) to x ∈ S is equal to
φtwg (γ)|x = (−1)h · ℓ(α−1(0)) ∈ C, (5.56)
where ℓ(α−1(0)) is the length of the zero-dimensional scheme α−1(0).
(ii) Let tj ∈ X(Γ) denote the inverse of the character of Γ induced by the jth projection
Gnm → Gm. Consider the element
P =
n∏
j=1
(1− χtj)bj
(1− tj)aj ∈ C[X(Γ)]
̂.
Then P belongs to C[X(Γ)] and
φg(γ)|x = (−1)h · [H0(α−1(0),O)]G = ι∗P.
(iii) Consider the subgroup 〈J〉 = G ∩ ϕ(Gm) ⊂ Γ. Since J has order d we can identify the
representation ring of 〈J〉 with C[u]/(ud − 1) using the character u = t|〈J〉. We have the
specialization homomorphism C[t, t−1]→ C[u]/(ud−1) sending t to u. Consider the Laurent
series
Q(t) =
n∏
j=1
(1− t−d+dj )bj
(1− tdj )aj .
Then Q(t) is a Laurent polynomial and viewing H0(α−1(0),O) as a representation of 〈J〉 we
obtain
(−1)h · [H0(α−1(0),O)]〈J〉 = Q|t=u.
(iv) One has
ℓ(α−1(0)) =
n∏
j=1
(1− qj)bj
q
aj
j
.
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Proof. (i) Let P be the restriction of the fundamental matrix factorization over S to x. By
our construction, P is the Γ-equivariant matrix factorization of 0 over a point given by
P = p∗{−α, 0} ≃ p∗mf(K•(−α)), (5.57)
where p : X → pt is the projection (see Lemma 1.1.9). Since
H0(mf(K•(−α))) ≃ Heven(K•(−α)) and H1(mf(K•(−α))) ≃ Hodd(K•(−α))
asG-equivariant sheaves (see (1.13)), the assertion follows from the fact that the only nonzero
cohomology of the Koszul complex K•(−α) is the sheaf Oα−1(0) in degree h(s) = dimX .
(ii) Let C(Γ) be the category of representations V of Γ of the form
V = ⊕ξ∈X(Γ),deg(ξ)≥−NVξ ⊗ ξ,
where all multiplicities Vξ are finite-dimensional. The assignment
V 7→ [V ]Γ =
∑
ξ∈X(Γ)
dimVχ · ξ
gives an additive function K0(C(Γ)) → C[X(Γ)]̂, compatible with tensor products. It is
easy to see that
P = [p∗K(−α)]Γ.
The isomorphism (5.57) implies that the class of P in R is equal to ι∗P . Also, the cohomology
of p∗K(−α) is finite-dimensional, so P ∈ C[X(Γ)].
(iii) This follows from (ii) applying the specialization with respect to the homomorphism
ϕ∗ : X(Γ)→ X(Gm) because ϕ∗(χ) = t−d and ϕ∗(tj) = tdj .
(iv) This follows from (iii) by specializing to t = 1.
Remark 5.7.2. The Witten map D considered in [17, Thm. 4.1.5] (restricted to a point)
is equal to the complex conjugate of our map α (see (5.55)). Thus, the degree of D differs
from the algebraic degree of α by the factor (−1)h, so our formula (5.56) agrees with Index
Zero Axiom of [17, Thm. 4.1.5].
Example 5.7.3. Consider the case when G = 〈J〉 and w(x1, . . . , xn) is homogeneous of
degree d, so that dj = 1 and qj = 1/d. Then the degrees of all the line bundles Lj are the
same, so the index zero condition means that deg(Lj) = g − 1 for every j. In this case the
formula of Proposition 5.7.1(iii) gives
φg(γ)|x =
(1− t−d+1
1− t
)∑
j aj |t=u =
(−u(1 + u+ . . .+ ud−2))∑j aj .
Specialization at u = 1 gives in this case
φtwg (γ) = (−d+ 1)
∑
j aj .
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5.8 Sums of singularities
Assume that we have a decomposition w = w′(x1, . . . , xn′)⊕w′′(y1, . . . , yn′′) with n′ > 0 ad
n′′ > 0. Then both polynomials w′ and w′′ are also quasi-homogeneous with respect to the
restrictions of the degree vector. Assume also that G = G′ × G′′, where G′ ⊂ Gw′ (resp.,
G′′ ⊂ Gw′′) is a finite subgroup containing the exponential grading element. Let Γ′ ⊂ Γw′
(resp., Γ′′ ⊂ Γw′′) be the subgroup associated with G′ (resp., G′′). Then the character
χ : Γ → Gm factors through each of the natural projections Γ → Γ′ and Γ → Γ′′ and we
have a cartesian square of commutative algebraic groups
Γ ✲ Γ′
Γ′′
❄ χ′′ ✲ Gm
χ′
❄
Hence, for γ′ ∈ (G′)r and γ′′ ∈ (G′′)r we have natural isomorphisms of the moduli spaces
S
rig
g,Γ(γ) ≃ Srigg,Γ′(γ′)×Mg,r Srigg,Γ′′(γ′′), (5.58)
where γ = (γ′, γ′′) ∈ Gr. Also, we have a natural decomposition of the state space H(w, G)
into a tensor product:
H(w, G) ≃ H(w′, G′)⊗C H(w′′, G′′), (5.59)
compatible with the decomposition R = R′ ⊗R′′, where R′ = C[Ĝ′], R′′ = C[Ĝ′′].
The following result is an analog of [17, Thm. 4.1.5(8)] and [17, Thm.4.2.2].
Theorem 5.8.1. (i) For γ = (γ′, γ′′) ∈ Gr one has an isomorphism
P
rig
g,Γ(γ) ≃ p∗Γ′Prigg,Γ′(γ′)⊗ p∗Γ′′Prigg,Γ′′(γ′′) (5.60)
in DMFΓ(S
rig
g,Γ(γ)×Aγ′ ×Aγ′′ ,−wγ), where pΓ′ and pΓ′′ are the projections to Srigg,Γ′(γ′)×Aγ′
and Srigg,Γ′′(γ
′′)× Aγ′′, respectively.
(ii) Under the decomposition (5.59), the map ΛRg,Γ(γ) becomes the tensor product (over C)
of the maps ΛR
′
g,Γ′(γ
′) and ΛR
′′
g,Γ′′(γ
′′). The similar result holds for the twisted map λg(γ) (see
(5.16)).
Proof. (i) Let S = Srigg,Γ(γ) be the moduli space of Γ-spin curves of genus g and type γ. Recall
(see Section 4.2) that
P = (p, Z)∗E¯,
where E¯ is a Koszul matrix factorization on the total space of the vector bundle p : X → S
and Z : X → Aγ is a linear map. We denote by X ′, p′, E¯ ′, etc. (resp., X ′′, p′′, E¯ ′′, etc.)
the similar data constructed for (w′,Γ′) (resp., (w′′,Γ′′)) using the induced Γ′-spin structure
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(resp., Γ′′-spin structure) on the universal family of Γ-spin curves over S. Going through the
steps of the construction of these data we see that X = X ′ ×S X ′′, Z = (Z ′, Z ′′) and
E¯ ≃ p∗X′(E¯ ′)⊗ p∗X′′(E¯ ′′),
where pX′ : X → X ′ and pX′′ : X → X ′′ are the projections. Applying Proposition 1.5.7 to
the maps (p′, X ′) : X ′ → S × Aγ′ and (p′′, X ′′) : X ′′ → S × Aγ′′ we obtain an isomorphism
P ≃ p∗12(P′)⊗ p∗13(P′′),
which leads to (5.60), since P′ and P′′ are the pull-backs of the fundamental matrix factor-
izations associated with the universal families over Srigg,Γ′(γ
′) and Srigg,Γ′′(γ
′′).
(ii) Denote by S ′ = Srigg,Γ′(γ
′) (resp., S ′′ = Srigg,Γ′′(γ
′′) the corresponding moduli spaces, and
let pS′ : S → S ′ and pS′′ : S → S ′′ be the projections. Using (i) we obtain that for
A¯′ ∈ MFΓ′(Aγ′) and A¯′′ ∈ MFΓ′′(Aγ′′) one has
Φg(γ)(A¯
′ ⊗ A¯′′) ≃ p∗S′(Φ′g(γ′)(A¯′))⊗ p∗S′′(Φ′′g(γ′′)(A¯′′)),
where Φ′g(γ) (resp., Φ
′′
g(γ
′′)) is the functor given by the kernel Prigg,Γ′(γ
′) (resp., Prigg,Γ′′(γ
′′)).
Hence, the induced map
φg(γ) : Hγ1 ⊗R ⊗ . . .⊗R Hγr → H∗(S,C)⊗ R
(see (5.8)) is given by
(h′1 ⊗ h′′1)⊗ . . .⊗ (h′r ⊗ h′′r) 7→ p∗S′(φ′g(h′1 ⊗ . . .⊗ h′r)) · p∗S′′(φ′′g(h′′1 ⊗ . . .⊗ h′′r)),
where φ′g and φ
′′
g are the corresponding maps for (w
′,Γ′) and (w′′,Γ′′). It remains to take
the push-forward with respect to the projection stg : S → Mg,r and use the isomorphism
(5.58). In the case of the twisted map λg(γ) one has to use in addition the multiplicativity
of the Todd class and the additivity of the numbers D˜g(γ) under the product of symmetry
groups.
6 Calculations for genus zero and three points
In this section we will compute the fundamental matrix factorization and the maps of the
CohFT of Theorem 5.1.2 corresponding to P1 with three marked points under some technical
assumptions on the type (γ1, γ2, γ3). In particular, we will verify the metric axiom of the
CohFT. The results of Section 6.2 will be used in Section 7 to determine the Frobenius
algebras associated with our CohFT for all simple singularities.
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6.1 Metric axiom
In this section we will check that the components of the metric on the state space of the
CohFT of Theorem 5.1.2 are equal to the maps ΛR0 (γ, γ
−1, J), as required by the metric
axiom of CohFT.
SinceM0,3 is a point, the moduli space S0,3 a finite stack, where a point of S0,3 corresponds
to a Γ-spin curve (C, p1, p2, p3;P, ε) with the projection ρ : C→ C = P1 obtained by forgetting
the orbi-structure at p1, p2 and p3. By Proposition 3.3.1, the type (γ1, γ2, γ3) ∈ G3 of such a
Γ-spin curve should satisfy γ1γ2γ3 = J , and there exists a Γ-spin curve of every such type,
unique up to an isomorphism.
First, let us consider the situation where γ3 = J and therefore γ1 · γ2 = 1. Thus, we will
denote γ1 = γ and γ2 = γ
−1. As we have seen in Section 5.4, in this case we can drop the
point p3 when calculating the fundamental matrix factorization.
Let Lj = ρ∗(Lj) be the corresponding line bundles on P
1 (where (L1, . . . ,Ln) are the line
bundles on C associated with P ), and let S ⊂ {1, . . . , n} be the set of j such that the jth
component of γ is trivial. Formula (3.15) for g = 0 and r = 2 implies that
degLj =
{
0, j ∈ S,
−1, j 6∈ S.
Note that in the notation of Section 4.2
Σj =
{
{p1, p2}, j ∈ S
∅, j 6∈ S.
Hence, ΣM = {p1, p2} when j ∈ S for all j with degxj M > 0, and ΣM is empty otherwise.
Thus, for each M we have one of the two cases depending on whether lM(deg) is zero or
not:
(i) ΣM = {p1, p2} and lM(w1) = lM(w2) = 0;
(ii) ΣM = ∅ and both lM(w1) and lM(w2) are positive.
Permuting the indices {1, . . . , n} corresponding to the variables x1, . . . , xn we can assume
that S = {1, . . . , k}, so that Lj = OP1 for j = 1, . . . , k and Lj = OP1(−1) for j = k+1, . . . , n.
The moduli space Srig0 (γ, γ
−1, J) is a collection of points ψ corresponding to different
choices of rigidification. We are going to compute the restriction P(ψ) of the fundamental
matrix factorization Prig0,Γ(γ, γ
−1, J) to {ψ} × Aγ. We claim that there exists a rigidification
ψ0 of (P, ε) such that for j = 1, . . . , k the induced trivialization of Lj |p1 comes from a global
trivialization of Lj = O and the induced trivialization of Lj |p2 differs from the restriction of
a global trivialization by the factor ζj = exp(πiqj). Indeed, by Corollary 3.2.4, a choice of a
restricted rigidification with this property is equivalent to choosing trivializations of the line
bundles L1, . . . , Lk at p1 and p2, such that the induced trivializations of Mi(L1, . . . , Lk) ≃
ω(p1+ p2) at these points coincide with the canonical trivialization, where M0, . . . ,Mk−1 are
Laurent monomials in the subset of variables x1, . . . , xk, chosen as in (3.9). If we choose
arbitrary global trivializations ej : O → Lj for j = 1, . . . , k, then we will get a collection of
nonzero residues
ri = Resp1(Mi(e1, . . . , ek)), i = 0, . . . , k − 1.
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Since the map (M0, . . . ,Mk−1) : (C
∗)k → (C∗)k is surjective, we can rescale ej ’s, so that
ri = 1 for each i = 0, . . . , k − 1. Since the residues of global sections of ω(p1 + p2) at p1
and p2 are opposite, the trivializations ej |p1 ∈ Lj |p1 and ζjej |p2 ∈ Lj |p2 define a restricted
rigidification of our Γ-spin structure. Using surjectivity of the map (3.13) we extend it to
a rigidification ψ0. We are going to show that P(ψ0) is essentially the diagonal matrix
factorization on (An)γ × (An)γ−1 = Ak × Ak.
To apply the construction of Section 4.2 we need to choose resolutions [Aj → Bj] for
RΓ(Lj) such that the restriction maps Zj : RΓ(Lj)→ Lj |Σj are realized by surjective maps
Aj → Lj |Σj . When j = 1, . . . , k, we have Lj ≃ O and we take the resolution
RΓ(Lj)→ [Lj |p1 ⊕ Lj |p2 δ✲ L|p1], (6.1)
where δ is the difference map that uses the natural identification L|p1 ≃ L|p2. Using the
rigidification ψ0 we can identify Lj |p1 ⊕ Lj |p2 with C2. Then the above resolution becomes
[C2
βj✲ C], where βj(x, y) = y − ζjx by the choice of ψ0. Note that that the restriction
map Zj : RΓ(Lj)→ Lj |p1+p2 ≃ C2 is realized by the identity map C2 → C2.
When j = k + 1, . . . , n, there exists an isomorphism Lj = O(−1). Since for such j we
have Σj = ∅, we can simply set Aj = Bj = 0 in this case.
With these choices of resolutions the space X can be identified with Ak×Ak, so that the
map Z becomes the identity. The bundle p∗(
⊕
Bj) on A
k ×Ak is the trivial bundle of rank
k with the basis e1, . . . , ek, and the differential β :
⊕
Aj →
⊕
Bj corresponds to the section
β =
k∑
j=1
(yj − ζjxj)ej ∈ H0(X, p∗(
⊕
Bj)).
The w-structure also induces a section −αw ∈ H0(X, p∗(
⊕
B∨j )) such that {−αw, β} is a
matrix factorization of −wγ(x)−wγ−1(y) on Ak×Ak (see Section 4.2). Since β is regular, the
Koszul matrix factorization {−αw, β} is a stabilization of the structure sheaf of the shifted
diagonal y = ζ•x in A
k × Ak (see Theorem 5.2.1). Therefore,
P(ψ0) = {−αw, β} ≃ ∆st−wγ ,ζ,
where ∆st−wγ ,ζ ≃ (ζ•, id)∗∆st−wγ .
Any other rigidification ψ ∈ Srig0 (γ, γ−1, J) is obtained from ψ0 by the action of an element
(g1, g2) ∈ G×G. Hence,
P(ψ) ≃ (g1 × g2)∗∆st−wγ ,ζ ≃ (id×g)∗∆st−wγ ,ζ ,
where g = g2g
−1
1 ∈ G. Now we are ready to calculate the maps ΛR0 (γ, γ−1, J)(·, ·, 1).
Lemma 6.1.1. For h ∈ H(wγ) and h′ ∈ H(wγ−1) one has
ΛR0 (γ, γ
−1, J)(h, h′, 1) = ((ζ•)∗h, h
′)R
wγ
, (6.2)
where
(·, ·)R
wγ
: H(−wγ)⊗H(wγ)→ R
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is the pairing (2.28), and
(ζ•)∗ : H(wγ−1) = H(wγ)→ H(−wγ) = H(−wγ−1)
is the isomorphism induced by the automorphism xj 7→ ζjxj of C[x1, . . . , xn].
The Casimir element corresponding to this metric on the state space H =
⊕
H(wγ) has
components Twγ ,ζ ∈ H(wγ)⊗H(wγ−1) given by (5.38).
Proof. Recall that ΛR0 (γ, γ
−1, J) is defined using the functor
Φ0(γ, γ
−1, J) : DMFΓ(A
k × Ak,wγ ⊕wγ−1)→ DG(Srig0 (γ, γ−1, J))
associated with the kernel Prig0,Γ(γ, γ
−1, J) (see (5.5)). Let us consider the component of this
functor
Φ(ψ) : MFΓ(A
k × Ak,wγ ⊕wγ−1)→ Comf(G−mod)
corresponding to the point ψ ∈ Srig0 (γ, γ−1, J). As we saw above, Φ(ψ) is given by tensoring
with
P(ψ) ≃ (id×g)∗∆st−wγ ,ζ
for some g ∈ G. Hence, by Proposition 2.4.1(ii), we have
Φ(ψ) = π∗ ◦∆∗ ◦ (ζ• × g−1)∗,
where π : Ak → pt is the projection. Recall that the canonical pairing (·, ·)R
wγ
is induced by
the functor π∗ ◦∆∗, whereas the functor (g−1)∗ induces the identity map on the Hochschild
homology HH∗(MFΓ(wγ)). Formula (6.2) follows from this and from the fact that under the
isomorphisms (2.11) the map
(ζ•)∗ : HH∗(MFΓ(wγ))→ HH∗(MFΓ(−wγ))
decomposes into the direct sum of morphisms
(ζ•)∗ : H(wγ,γ′)→ H(−wγ,γ′) = H(wγ,γ′)
induced by the automorphism of C[x] sending xi to ζixi, where wγ,γ′ = w|(An){γ,γ′} .
The second assertion follows from Proposition 2.7.2.
6.2 Three-point correlators
Now we are going to consider the maps ΛR0 (γ) corresponding to arbitrary markings γ =
(γ1, γ2, γ3). As in the beginning of the section, we work with a w-curve C with three marked
points, where we no longer assume that γ3 = J . Note that in this case (3.15) takes form
deg = q− θ1 − θ2 − θ3. (6.3)
Recall that for every j = 1, . . . , n, the subset Σj ⊂ {p1, p2, p3} contains the point pi if and
only if (θi)j = 0. Using the fact that the coordinates of θi belong the interval [0, 1) we obtain
the following list of possible cases.
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Lemma 6.2.1. For every j = 1, . . . , n, one of the following possibilities is realized:
(i) |Σj | = 2 and Lj = O;
(ii) |Σj| = 1 and Lj is either O or O(−1);
(iii) Σj = ∅ and Lj is either O, or O(−1), or O(−2).
As before, to compute ΛR0 (γ) we need to choose resolutions [Aj → Bj] for RΓ(Lj).
In case (i) we will use the resolution (6.1). In case (ii) when Lj = O we can use the
resolution
Aj = H
0(O)→ Bj = 0
with Zj : Aj → C equal to the identity map. In case (ii) when Lj = O(−1) we will use the
resolution
Aj = H
0(O)
ev∞✲ Bj = C,
where ev∞ is the evaluation at the point ∞ ∈ P1 (that we assume to be distinct from p1, p2,
p3) with Zj still equal to the identity. Finally, in case (iii) we will take the resolution with
Aj = H
0(Lj), Bj = H
1(Lj) and zero differential.
Assume that for any j such that Lj = O one has |Σj | ≥ 1. Then the corresponding space
X =
⊕
j Aj gets identified with A
γ =
∏
j A
Σj . We will use the coordinates xj(i) on this
affine space indexed by (i, j) such that pi ∈ Σj . For i = 0, 1, 2 let us set
Si = {j | |Σj| = i and Lj ≃ O(i− 2)} ⊂ {1, . . . , n}
The bundle
⊕
j Bj has generators ej labeled by j ∈ S0 ⊔ S1 ⊔ S2. For j ∈ S2 the coefficient
of ej in β has the form ajxj(i1) + bjxj(i2), where Σj = {pi1 , pi2}, i1 < i2, and aj and bj are
nonzero constants (depending on a rigidification ψ). For j ∈ S1 the coefficient of ej in β is
xj(i), where Σj = {pi}. Finally, for j ∈ S0 the coefficient of ej in β is zero.
Proposition 6.2.2. (i) Assume that one has |Σj | ≥ 1 for each j such that Lj = O. Let
P(ψ) be the restriction of the fundamental matrix factorization to a point ψ ∈ Srig0 (γ). Then
P(ψ) is isomorphic to a Koszul matrix factorization
P(ψ) = {α, β}
of the potential wγ1(x•(1)) + wγ2(x•(2)) + wγ3(x•(3)), where β is a section of the trivial
bundle with generators ej numbered by j ∈ S0 ⊔ S1 ⊔ S2, of the form
β =
∑
j∈S1
xj(i)ej +
∑
j∈S2
(ajxj(i1) + bjxj(i2))ej
for some aj, bj ∈ C∗, where in the first (resp., second) sum we assume that Σj = {pi} (resp.,
Σj = {pi1, pi2}).
Furthermore, the map
ΛR0 (γ) : Hγ1 ⊗R Hγ2 ⊗R Hγ3 → R
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is equal to i∗ψφ0(γ) (see (5.8)) for any choice of a rigidification ψ, where iψ : {ψ} →֒ Srig0 (γ)
is the embedding.
(ii) Now assume that for any j such that Lj = O one has |Σj| = 2. Consider the composition
φ(S1, S2) : Hγ1 ⊗R Hγ2 ⊗R ⊗Hγ3 ι(γ)✲ HH∗(MFΓ(Aγ,wγ))→ R,
where ι(γ) is the map (5.7) and the second arrow is induced by the functor
MFΓ(A
γ,wγ)
comG ◦pi∗i
∗
✲ Comf (G−mod),
where i : AS2 → Aγ is the embedding of the subspace defined by the linear equations
ajxj(i1) + bjxj(i2) = 0 for j ∈ S2,Σj = {pi1, pi2},
xj(i) = 0 for j ∈ S1,Σj = {pi}
and π : AS2 → pt is the projection. Then one has
ΛR0 (γ) =
∏
j∈S0
(1− tj) · φ(S1, S2), (6.4)
where (t1, . . . , tn) are the inverses of the characters of G corresponding to the coordinates of
the natural map G→ Gnm.
Proof. (i) The first assertion follows immediately from the discussion preceding the propo-
sition. For the second, we observe that the group G3 acts transitively on Srig0 (γ) and for
g¯ ∈ G3 one has
P(g¯ψ) = g¯∗P(ψ).
This implies the statement since the functors g∗ on MFΓ((A
n)γi ,wγi) for g ∈ G induce the
identity maps on the Hochschild homology and ΛR0 (γ) is equal the average of the maps
i∗ψφ0(γ) over ψ ∈ Srig0 (γ).
(ii) Under our assumptions we have an identification
AS1 × AS2 × AS2 ≃ Aγ
so that the section
β ∈
⊕
j
Bj =
⊕
j∈S0∪S1∪S2
O · ej
is of the form ∑
j∈S1
xjej +
∑
j∈S2
(ajxj + bjyj)ej,
where (xj)j∈S1 are coordinates on A
S1 , (xj , yj)j∈S2 are coordinates on A
S2 × AS2 , and ej is
the generator of the one-dimensional representation ηj of G. By the second assertion in part
(i), it is enough to make calculations for one rigidification ψ. By part (i), we have
P(ψ) ≃ {α, β} = {α0, 0} ⊗ {α12, β12} ≃ K•(α0)⊗ {a12, β12},
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where we use the decomposition⊕
j
Bj = (
⊕
j∈S0
OX · ej)⊕ (
⊕
j∈S1⊔S2
OX · ej)
and write in components α = (α0, α12), β = (0, β12). Applying Lemma 2.2.2 we obtain an
isomorphism
ΦP(ψ)(E¯1, E¯2, E¯3) ≃ π∗(i∗(E¯1 ⊗ E¯2 ⊗ E¯3)⊗K•(α0))
for the functor associated with P(ψ). Since i∗(E¯1 ⊗ E¯2 ⊗ E¯3) is supported at the origin, on
the level of Hochschild homology we can replace the complex K•(α) by the alternating sum
of its terms. This gives rise to the factor
∏
j∈S0
(1− tj) in the formula (6.4).
Note that we have a natural identification
AS2 = (An)γ1,γ2 × (An)γ1,γ3 × (An)γ2,γ3,
so that the embedding i is the product of three diagonal embeddings complemented by zero
in the remaining coordinates.
Remark 6.2.3. The assumptions of Proposition 6.2.2(ii) are automatically satisfied if dj =
deg(xj) = 1 for j = 1, . . . , n and γ
d
i = 1 for i = 1, 2, 3, where d = deg(w).
6.3 Case of homogeneous polynomials and the scalar group action
Let us consider the case when w(x1, . . . , xn) is homogeneous (i.e., deg(xj) = 1) and G = Z/d,
where d = deg(w), such that m ∈ Z/d acts by the scalar multiplication with exp(2πim/d).
The group Γ in this case is Gm acting on A
n via scalar multiplications, the character χ :
Gm → Gm sends λ to λd. The element ζ• ∈ (C∗)n has all the components equal to exp(πi/d).
Our CohFT has the state space
H =
⊕
m∈Z/d
Hm,
where Hm = R for m 6≡ 0 and
H0 = HH∗(MFGm(A
n,w)).
Let us set for m ∈ Z/d, m 6≡ 0
e(m) := 1 ∈ Hm.
Recall that H0 is an R-module equipped with the canonical R-valued metric (·, ·)R. We also
have a special element
e(0) := ch(Cst) ∈ H0.
Using Proposition 6.2.2(ii) we can calculate all the maps ΛR0 (m1, m2, m3), or equivalently
the R-algebra structure on H in terms of these data. Recall that the R-valued metric on H
restricts to the canonical metric on H0 ×H0 (twisted by (ζ•)∗ in the first factor) and also
restricts to the natural pairing between Hm and H−m, so that
(e(m), e(−m))R = 1 for m 6≡ 0.
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The flat unit element in this case is e(1) ∈ H1. Let us pick as a generator t of the group Ĝ
the character
t(m) := exp(−2πim/d) (6.5)
and use the corresponding identification R = C[t]/(td − 1). Below we will often omit
(m1, m2, m3) from the notation Λ
R
0 (m1, m2, m3)(x, y, z), where x ∈ Hm1 , y ∈ Hm2 and
z ∈ Hm3 .
Theorem 6.3.1. (a) All the nonzero maps ΛR0 (·, ·, ·) are given by
ΛR0 (e(m1), e(m2), e(m3)) =
{
1, m1 +m2 +m3 = d+ 1,
(1− t)n, m1 +m2 +m3 = 2d+ 1,
(6.6)
ΛR0 (x, e(m), e(d+ 1−m)) = (x, e(0))R, (6.7)
ΛR0 (x, y, e(1)) = ((ζ•)∗x, y)
R, (6.8)
where m1, m2, m3 ∈ [1, d− 1], m ∈ [2, d− 1] and x, y ∈ H0.
(b) The maps 1 7→ e(1), u 7→ e(2) induce an isomorphism of R-algebras
R[H0, u]/I ≃ H,
where I is the ideal generated by the relations
ud−1 = e(0), xu = (x, e(0))R, xy = ((ζ•)∗x, y)
Rud−2,where x, y ∈ H0.
Proof. (a) Recall that the map ΛR0 (m1, m2, m3) is zero unless
m1 +m2 +m3 ≡ 1mod(d).
Assume first that m1 = m2 = 0. Then m3 = 1, and the corresponding equality (6.8)
follows from Lemma 6.1.1.
Next, assume that m1 = 0 while m2, m3 ∈ [1, d−1] are such that m2+m3 = d+1. Then
(3.15) gives Lj = O(−1) for all j. Hence, Proposition 6.2.2(ii) applies with S0 = S2 = ∅ and
S1 = {1, . . . , n}. Thus, ΛR0 (0, m2, m3)(·, 1, 1) : H0 → R is the map induced on Hochschild
homology by the functor of restriction to 0 ∈ An. Thus, (6.7) follows from Example 2.7.3.
Finally, in the case when m1, m2, m3 ∈ [1, d − 1] we have either Lj = O(−1) for all j
(when m1 +m2 +m3 = d + 1) or Lj = O(−2) for all j (when m1 +m2 +m3 = 2d + 1). In
the former case S0 = S1 = S2 = ∅, while in the latter case S1 = S2 = ∅ and S0 = {1, . . . , n}.
Now (6.6) follows from Proposition 6.2.2(ii).
(b) From (a) and the definition of the metric on H we obtain the following multiplication
rules in H. First, we get that e(1) is a unit. For i, j ∈ [1, d− 1] we have
e(i) · e(j) =
{
e(i+ j − 1), i+ j ≤ d+ 1,
(1− t)ne(i+ j − 1), i+ j > d+ 1
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(for i+ j = d+ 1 we use the fact that (ζ•)
∗e(0) = e(0)). Also, for i ∈ [2, d− 1] and x ∈ H0
one has
x · e(i) = (x, e(0))R · e(i− 1).
Finally, for x, y ∈ H0 one has
x · y = ((ζ•)∗x, y)R · e(d− 1).
This is equivalent to our assertion.
Note that the associativity of the product rules obtained in the proof of Theorem 6.3.1(b)
amounts to the identity
(x, e(0))R · (y, e(0))R = ((ζ•)∗x, y)R · (1− t)n = (x, y)R · (1− t)n. (6.9)
This can be checked independently using Example 2.7.3. Namely, the left-hand side cor-
responds to the functor of restriction to the origin in An × An, and the right-hand-side is
obtained by first restricting to the shifted diagonal and then to the origin.
Remark 6.3.2. The specialization of H at t = 1 is the algebra
C[H0,0, u]/(u
d−1, xu, xy − ((ζ•)∗x, y)ud−2),
where x, y ∈ H0,0 = H(w)Z/d. Indeed, this follows easily from the fact that e(0) has zero
component in H0,0 (see [53]). In the case when d = n the category of Gm-equivariant matrix
factorizations of w is equivalent to the derived category of coherent sheaves on the corre-
sponding Calabi-Yau hypersurface X ⊂ Pn (see [48]) and the above algebra is isomorphic to
H∗(X,C). More precisely, the subalgebra generated by u corresponds to classes in H∗(X,C)
restricted from Pn, while the subspace H0,0 corresponds to the primitive part of the middle
cohomology Hn(X,C).
7 Simple singularities
In this section we will calculate the Frobenius algebra structure on the R-module H =⊕
γ∈GHγ given by the CohFT of Theorem 5.1.2 for all simple singularities, i.e., for singu-
larities of type An, Dn, E6, E7 and E8. We will use the notation and the results of Section
6.
7.1 Singularity of type A
Consider the Ad−1 singularity w = x
d with the symmetry group G = Gw = 〈J〉, where
J = exp(2πim/d) (this is the only possible symmetry group allowed by our construction).
Since w a homogeneous polynomial, we can apply Theorem 6.3.1. We keep the notation of
Section 6.3. Thus, for m ∈ Z/d we have
Hm =
{
R, m 6≡ 0,
HH∗(MFGm(A
1, xd)), m ≡ 0.
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From the description of the Hochschild homology of MFGm(A
1, xd) (see Theorem 2.6.1) and
the calculation of the Chern character ch(Cst) in [53, Ex. 4.2.2] we have an identification of
R-modules
R/(1 + t+ . . .+ td−1)
∼✲ H0 : 1 7→ e(0) = ch(Cst).
The metric on H0 is given by
(e(0), e(0)) = (e(0), ζ∗e(0))R = (e(0), e(0))R = 1− t, (7.1)
where ζ = exp(πi/d) (see (5.12)). Indeed, since e(0) = ch(Cst), by Lemma 2.2.2, (e(0), e(0))R
is equal to the class of the Z/d-representation (Cst)|0 in R. Also, ζ∗ acts trivially on the
regular Koszul matrix factorization Cst.
Thus, we have an isomorphism of R-modules
H = R/(1 + t+ . . .+ td−1) · e(0)⊕
⊕
m∈Z/d,m6≡0
R · e(m).
The metric on H is given by
(e(m), e(−m)) =
{
1, m 6≡ 0,
1− t, m ≡ 0.
By Theorem 6.3.1, setting u = e(2) we obtain an isomorphism of R-algebras
H ≃ R[u]/(ud − 1 + t, (1 + t+ . . .+ td−1)ud−1).
If we specialize with respect to π1 : t 7→ 1 we get the Frobenius ring C[u]/(ud−1), i.e., the
Milnor ring of the same singularity. On the other hand, the specialization with respect to πω :
t 7→ ω, where ω is a nontrivial dth root of unity, gives the semisimple ring C[u]/(ud−1+ω).
7.2 Singularity of type D with the maximal group of diagonal
symmetries
Consider the Dd+1 singularity w = x
d + xy2. The group G = Gw of diagonal symmetries is
isomorphic to Z/2d, where m ∈ Z/2d acts on A2 by (exp(−2πim/d), exp(πim/d)). In this
case we denote the line bundles on P1 associated with a Γ-spin structure as Lx and Ly. We
will use the identification R = C[t]/(t2d − 1), where t : Z/2d → C∗ is given by (6.5) with d
replaced by 2d.
Let us calculate theR-modulesHm in the decomposition of the state spaceH =
⊕
m∈Z/2dHm.
For m = 0 we claim that there is an isomorphism of R-modules
R/(1− t + t2 − t3 + . . .− t2d−1)→ H0 : 1 7→ e(0),
where e(0) = ch(E¯) with E¯ = {xd−1 + y2, x}. Indeed, consider the decomposition
H0 =
⊕
m∈Z/2d
H(wm)
Z/2d,
108
where wm is the restriction of w to the subspace of m-invariants. We have
H(w0)
Z/2d = C · y dx ∧ dy, H(wd)Z/2d = 0, and H(wm)Z/2d = C for m 6≡ 0, d.
Now our claim follows from the fact that e(0) has nonzero components in H(wm)
Z/2d for all
m 6≡ d (this computation is analogous to the case m = 0 and d = 3 considered in [53, Ex.
4.1.8]).
For m 6≡ 0, d the components Hm can be identified with R · e(m), and for m ≡ d we have
an isomorphism
Hd = HH∗(MFZ/2d(A
1, xd)) ≃ R/(1 + t2 + t4 + . . .+ t2d−2) · e(d),
where e(d) = ch(Cst) (here m ∈ Z/2d acts on A1 by exp(2πim/d)). Note that (ζ•)∗e(m) =
e(m) since e(m) is the Chern class of an object invariant under (ζ•)
∗.
The metric on H is given by
(e(m), e(−m)) = 1 for m 6≡ 0, d,
(e(d), e(d)) = 1− t−2,
(e(0), e(0)) = −(1 + t)t−2.
The second equality follows from the case of singularity Ad−1. To get the last equality we
observe that by Lemma 2.2.2, (e(0), e(0))R is equal to the class of the Z/2-graded complex
of G-modules (with finite-dimensional cohomology)
π∗(E¯|x=0) = π∗({y2, 0}) ≃ C[y]/(y2)⊗ t−2 [1], (7.2)
and the class of C[y]/(y2) is equal to 1 + t.
To calculate ΛR0 (e(m1), e(m2), e(m3)) ∈ R we can apply Proposition 6.2.2(ii) in most
cases. From now on we assume that 0 ≤ mi < 2d for i = 1, 2, 3. Note that q = (1d , d−12d )
while
θi = θmi =

(0, 0), mi = 0,
(1− mi
d
, mi
2d
), 0 < mi ≤ d,
(2− mi
d
, mi
2d
), d < mi < 2d.
Thus, the condition (6.3) implies that Lx = O only when two of the mi’s are zero. On the
other hand, Ly = O if and only if m1+m2+m3 = d−1, in which case it is possible that only
one or none of mi’s is trivial. Thus, we have two cases not covered by Proposition 6.2.2(ii):
Case 1a. m1 +m2 +m3 = d− 1 with mi > 0 for i = 1, 2, 3;
Case 1b. m1 = 0 and m2 +m3 = d− 1 with m2 > 0 and m3 > 0.
Consider first Case 1a (which can occur only for d ≥ 4). We have θi = (1−mi/d,mi/(2d)),
so θ1 + θ2 + θ3 = (2 + 1/d, (d− 1)/(2d)). Thus, we have Lx = O(−2) and Ly = O. Hence,
this is the case of index zero considered in Section 5.7 (since χ(O(−2)) + χ(O) = 0). Also,
since 0 < mi < d− 1, all these group elements have trivial invariants in A2. Thus, applying
Proposition 5.7.1(ii), we obtain
ΛR0 (e(m1), e(m2), e(m3)) =
1− t−d1 · t1
1− t2
∣∣∣∣
t1=t−2,t2=t
,
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where t1 and t2 are characters of the group Γ satisfying t
d−1
1 = t
2
2. Thus, we have
ΛR0 (e(m1), e(m2), e(m3)) =
1− t−22
1− t2
∣∣∣∣
t2=t
= −(1 + t)t−2.
In Case 1b we have θ1 + θ2 + θ3 = (1 + 1/d, (d − 1)/2d), so Lx = O(−1) and Ly = O.
Also, we have Σx = Σy = {p1}. By Proposition 6.2.2(i), in this case the fundamental matrix
factorization P(ψ) is the Koszul matrix factorization {−xd−1 − y2, x} on A2. Hence, by
Lemma 2.2.2, the corresponding functor MFΓ(w)→ Comf(G−mod) associates with E¯ the
restriction comG(E|x=0), which we computed in (7.2). This gives
ΛR0 (e(0), e(m), e(d− 1−m)) = −(1 + t)t−2 for 0 < m < d− 1.
In all other cases we can apply Proposition 6.2.2(ii). Note that ΛR0 (e(m1), e(m2), e(m3))
is only nonzero when m1+m2+m3 ≡ d−1(2d) (since J corresponds to d−1 ∈ Z/2d). Note
also that by (6.3),
Ly = O(−a),
where m1 +m2 +m3 = d− 1 + 2da.
Case 2a. m1 +m2 +m3 = 3d− 1 with 0 < m1 < d, 0 < m2 < d and d < m3 < 2d.
In this case Lx = Ly = O(−1), so S0 = S1 = S2 = ∅ and we get
ΛR0 (e(m1), e(m2), e(m3)) = 1.
Case 2b (occurs only for d ≥ 4). m1 +m2 +m3 = 3d − 1 with 0 < m1 < d, d < m2 < 2d
and d < m3 < 2d.
In this case Lx = O(−2) and Ly = O(−1), so S1 = S2 = ∅ and S0 = {x}. Thus, we get
ΛR0 (e(m1), e(m2), e(m3)) = 1− t−2.
Case 2c. m1 +m2 +m3 = 5d− 1 with d < mi < 2d for i = 1, 2, 3.
In this case Lx = O(−1) and Ly = O(−2), so S1 = S2 = ∅ and S0 = {y}. Thus,
ΛR0 (e(m1), e(m2), e(m3)) = 1− t.
Case 3. m1 = d, 0 < m2 < d, d < m3 < 2d with m1 + m2 = 2d − 1. In this case
Lx = Ly = O(−1) S1 = {x} and S0 = S2 = ∅, so we have to calculate the class of the
restriction of Cst ∈ MFGm(A1, xd) to 0 ∈ A1. Thus,
ΛR0 (e(d), e(m), e(2d− 1−m)) = 1− t−2 for 0 < m < d− 1.
Case 4. m1 = 0, m2 +m3 = 3d − 1, where d < m2 < 2d and d < m3 < 2d. In this case
Lx = Ly = O(−1), so S1 = {x, y} and S0 = S2 = ∅. Hence, we are reduced to computing
the class of the restriction of E¯ to x = y = 0. Therefore, we get
ΛR0 (e(0), e(m), e(3d− 1−m)) = 1− t−2 for d < m < 2d− 1.
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Case 5. m1 = 0, m2 = d, m3 = 2d − 1. In this case Lx = O, Ly = O(−1), so we have
S1 = {y}, S2 = {x} and S0 = ∅. Thus, we have to calculate the class of the restriction
E¯ ⊠ Cst ∈ MF(A2 × A1,w(x1, y)⊕ xd2)
to the linear subspace x1 = x2, y = 0. Since tensoring with C
st has the same effect as the
restriction to the origin, this class is equal to the class of the restriction of E¯ to x = y = 0,
so we obtain as in the previous case
ΛR0 (e(0), e(d), e(2d− 1)) = 1− t−2.
The remaining two cases (m1, m2, m3) = (0, 0, d − 1) or (d, d, d − 1) can be computed
using (6.2), since e(d− 1) is the flat unit 1 for our theory.
Now we can determine the ring structure on H. The element e(d − 1) is a unit. We
always have
e(m1)e(m2) = r(m1, m2)e(m1 +m2 − d+ 1)
with some r(m1, m2) ∈ R. From the formulas for ΛR0 (?, ?, ?) we get the relations
e(d− 2)e(m) = e(m− 1) for 1 ≤ m ≤ d− 2,
e(d− 2)d = e(d− 2)e(0) = −(1 + t)t−2e(−1),
e(d− 2)e(−m) = e(−m− 1) for 1 ≤ m ≤ d− 1,
e(−1)2 = (1− t)e(d− 1).
Thus, H is generated as an R-algebra by elements u = e(d − 2) and v = e(−1) subject to
the relations
v2 = 1−t, ud = −(1+t)t−2v, (1−t)(1+t2+. . .+t2d−2)ud−1 = (1+t2+. . .+t2d−2)ud−1v = 0.
The specialization t = 1 gives the Frobenius algebra C[u]/(u2d−1) with the pairing given
by
(u2d−2, 1) = −2(ud−2e(−1), e(d− 1)) = −2(e(−d+ 1), e(d− 1)) = −2.
7.3 Singularity of type D with the non-maximal symmetry group
The group of diagonal symmetries Gw of the Dd+1 singularity w = x
d+xy2 is not generated
by the exponential grading element J = (exp(2πi/d), exp(2πik/d)) precisely when d = 2k+1
is odd. In this case J has order d, so the subgroup G = 〈J〉 has index two in Gw. In this
section we will calculate the Frobenius algebra corresponding to this subgroup. We will
use the identification R = C[t]/(td − 1), where the generating character t is defined by
t(J) = exp(−2πi/d). As before we denote the line bundles of a Γ-spin structure by Lx and
Ly. For m ∈ Z/d we set Hm = HJm . Since all nontrivial powers of J have no invariants on
A2, we have Hm = R for m 6≡ 0. For such m we denote by e(m) the element 1 ∈ Hm. To
compute H0 as an R-module consider 〈J〉-equivariant matrix factorizations
E¯± = {xk+1 ± ixy, xk ∓ iy}.
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and denote their Chern characters by e±(0) = ch(E¯±). We claim that the map
R ⊕R→ H0 : (r1, r2) 7→ r1e+(0) + r2(e+(0)− e−(0))
induces an isomorphism of R-modules
R⊕ R/(t− 1)→ H0.
Indeed, the components of the decomposition
H0 =
⊕
m∈Z/d
H(wJm)
J
are
H(w)J = (C · xk + C · y) · dx ∧ dy, H(wJm)J = C for m 6≡ 0.
Now using [53, Thm. 3.3.3] we obtain that ch(E¯±) have nonzero m-components for m 6≡ 0,
and their 0-component are given by
ch(E¯±)0 = (∓idxk + y) · dx ∧ dy.
This immediately implies our claim.
The metric on H is given by
(e(m), e(−m)) = 1 for m 6≡ 0,
(e±(0), e±(0)) = −(1 + t+ . . .+ tk)tk
(e+(0), e−(0)) = 1 + t + . . .+ t
k−1.
Indeed, the last two equalities follow from the quasi-isomorphisms
π∗E¯±|xk∓iy=0 = π∗{2xk+1, 0} ≃ C[x]/(xk+1)⊗ t−k−1[1],
π∗E¯+|xk+iy=0 = π∗{0, 2xk} ≃ C[x]/(xk).
The calculation of the three-point correlators ΛR0 (m1, m2, m3) is done similarly to the
case of the maximal symmetry group. We have q = (1
d
, k
d
) and
θmi =

(0, 0), mi = 0,
(2l
d
, 1− l
d
), mi = 2l, 0 < l ≤ k,
(1− 2l
d
, l
d
), mi = −2l, 0 < l ≤ k.
The condition (6.3) implies that Lx = O only when two of the mi’s are trivial.
We have the following cases with Ly = O and |Σy| ≤ 1.
Case 1a. mi = −2li, i = 1, 2, 3, where l1 + l2 + l3 = k, li > 0. In this case Lx = O(−2) and
Σx = Σy = ∅. Hence, by Proposition 5.7.1(ii), we obtain
ΛR0 (e(−2l1), e(−2l2), e(−2l3)) =
1− t−d · t
1− tk
∣∣∣∣
td=1
= −(1 + tk)t.
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Case 1b. m1 = 0, m2 = −2l2, m3 = −2l3, where l2+ l3 = k, li > 0. In this case Lx = O(−1)
and Σx = Σy = {p1}. By Proposition 6.2.2(i), we have
P(ψ) = {−xd−1 − y2, x}.
Therefore, by Lemma 2.2.2, the corresponding functor MFΓ(w)→ Comf(G−mod) is given
by the restriction to x = 0. We have
π∗E¯±|x=0 = π∗{0,∓iy} ≃ C.
Hence,
ΛR0 (e±(0), e(−2l2), e(−2l3)) = 1.
In the cases when Ly 6= O or |Σy| ≥ 2 we can apply Proposition 6.2.2(ii). Note that
ΛR0 (m1, m2, m3) is nonzero only when m1 +m2 +m3 ≡ 1mod d.
Case 2a. m1 = 2l1, m2 = −2l2, m3 = −2l3, where 1 ≤ li ≤ k and l2 + l3 − l1 = k. In this
case Lx = Ly = O(−1), so S0 = S1 = S2 = ∅, and we get
ΛR0 (e(2l1), e(−2l2), e(−2l3)) = 1.
Case 2b. m1 = 2l1, m2 = 2l2, m3 = −2l3, where 1 ≤ li ≤ k and −l3 + l1 + l2 = k + 1. In
this case Lx = O(−2) and Ly = O(−1), so S1 = S2 = ∅ and S0 = {x}. Hence,
ΛR0 (e(2l1), e(2l2), e(−2l3)) = 1− t.
Case 2c. mi = 2li, where 1 ≤ li ≤ k and l1 + l2 + l3 = k + 1. In this case Lx = O(−1) and
Ly = O(−2), so S1 = S2 = ∅ and S0 = {y}. Hence,
ΛR0 (e(2l1), e(2l2), e(2l3)) = 1− tk.
Case 3. m1 = 0, m2 = 2l, m3 = 2(k+1−l), where 1 ≤ l ≤ k. In this case Lx = Ly = O(−1),
so S0 = S2 = ∅ and S1 = {x, y}. Therefore, ΛR0 (0, 2l, 2(k+1− l)) sends the class of a matrix
factorization of w on A2 to the class of its restriction to the origin. Thus,
ΛR0 (e±(0), e(2l), e(2(k + 1− l))) = 1− tk.
The remaining case m1 = m2 = 0, m3 = 1 follows from Lemma 6.1.1 since e(1) is the flat
unit.
Now let us determine the ring structure on H. The element e(1) is a unit. Note that
the product of elements in Hm1 and Hm2 lies in Hm1+m2−1. Using the above calculations we
obtain
e±(0)
2 = −(1 + t + . . .+ tk)tke(2k), e+(0)e−(0) = (1 + t+ . . .+ tk−1)e(2k),
e±(0)e(2l) = (1− tk)e(−2(k + 1− l)),
e±(0)e(−2l) = e(2(k − l)) for l < k,
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e(2l1)e(2l2) =

(1− tk)e(−2(k + 1− l1 − l2)), l1 + l2 < k + 1,
(1− t)e(2(l1 + l2 − k − 1)), l1 + l2 > k + 1,
1−t
2
· (e+(0) + e−(0)), l1 + l2 = k + 1,
e(−2l1)e(−2l2) =

−t(1 + tk)e(2(k − l1 − l2)), l1 + l2 < k,
e(−2(l1 + l2 − k)), l1 + l2 > k,
− t(1+tk)
2
· (e+(0) + e−(0)), l1 + l2 = k,
e(2l1)e(−2l2) =
{
e(2(k + l1 − l2)), l1 ≤ l2,
(1− t)e(−2(k + 1− l1 + l2)), l1 > l2,
where 1 ≤ l ≤ k, 1 ≤ li ≤ k.
Assume first that k > 1. Then setting u = e(3) = e(−2(k − 1)) we obtain the following
relations
e(−2l) = uk−l for 1 ≤ l ≤ k − 1; e(2l) = e±(0)ul for 1 ≤ l ≤ k,
e±(0)
2u = 1− tk, e±(0)uk+1 = 1− t,
uk = −t(1 + t
k)
2
· (e+(0) + e−(0)),
e−(0)(e+(0)− e−(0)) = −e+(0)(e+(0)− e−(0)) = (1 + t + . . .+ t2k)e±(0)uk.
Thus, H is generated as an R-algebra by the elements u and v = e+(0)− e−(0), subject to
the relations
(t− 1)v = uv = 0,
u2k+1 = −t(1 + tk)(1− t),
t(1 + tk)v2 = 2(1 + t+ . . .+ t2k)u2k.
The specialization t = 1 gives the Frobenius algebra C[u, v]/(uv, v2−dud−1) with the pairing
(ud−1, 1) = −((e+(0) + e−(0))uk, e(1)) = −2(e(2k), e(1)) = −2.
Note that this Frobenius algebra is isomorphic to the Milnor ring of the singularity Dd+1.
In the D4 case, i.e., when k = 1, we obtain that H is generated as an R-algebra by the
elements e±(0), subject to the relations
(1− t)(e+(0)− e−(0)) = 0,
e+(0)
2 = e−(0)
2 = −t(1 + t)e+(0)e−(0),
e+(0)
3 = e−(0)
3 = 1− t.
If we take generators u = (e+(0)+ e−(0))/2 and v = (e+(0)− e−(0))/2, the relations become
uv = (1 + t+ t2)u2 + (1− t− t2)v2 = 0,
u3 = 1, v3 = −t.
The specialization t = 1 gives the Frobenius algebra C[u, v]/(uv, 3u2 − v2) with the pairing
(u2, 1) = −1
2
.
This Frobenius algebra is isomorphic to the Milnor ring of the D4 singularity.
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7.4 E7 singularity
In the case of the E7 singularity w = x
3 + xy3 the maximal symmetry group G = Gw is
generated by J = (exp(2πi/3), exp(4πi/9)). We will use the identification of G with Z/9
where m ∈ Z/9 acts on A2 by (exp(−2πim/3), exp(2πim/9)). We will denote by t the
character of Z/9 given by (6.5) (with d = 9) and use the identification R = C[t]/(t9 − 1).
First, let us determine the R-module H =
⊕
m∈Z/9Hm. We claim that there is an
isomorphism of R-modules
R/((t− 1)(1 + t3 + t6))→ H0 : 1 7→ e(0),
where e(0) = ch(E¯) with E¯ = {x2 + y3, x}. Indeed, the summands of the decomposition
(2.11) of H0 are
H(w0)
G = C · y2 · dx ∧ dy, H(w±3)G = 0, H(wm)G = C for m 6≡ 0,±3,
where wm is the restriction of w to the subspace of m-invariants in A
2. Our claim follows
from the fact that e(0) has nonzero components in H(wm) for all m 6≡ ±3.
The components Hm for m not divisible by 3 can be identified with R · e(m), while
H±3 = HH∗(MFZ/9(A
1, x3)) ≃ R/(1 + t3 + t6) · e(±3),
where e(±3) = ch(Cst).
The metric on H is given by
(e(m), e(−m)) = 1 for m 6≡ 0,±3,
(e(3), e(−3)) = 1− t−3,
(e(0), e(0)) = −(1 + t + t2)t−3,
where the last equality follows from the quasi-isomorphism
π∗E¯|x=0 = π∗{y3, 0} ≃ C[y]/(y3)⊗ t−3[1].
Now let us compute the three-point correlators ΛR0 (e(m1), e(m2), e(m3)). We have q =
(1
3
, 2
9
) and
θmi =

(0, l
3
), mi = 3l, 0 ≤ l ≤ 2,
(2
3
, 3l+1
9
), mi = 3l + 1, 0 ≤ l ≤ 2,
(1
3
, 3l+2
9
), mi = 3l + 2, 0 ≤ l ≤ 2.
Note that Lx = O implies that |Σx| = 2. Hence, we have only one case not covered by
Proposition 6.2.2(ii).
Case 1. m1 = 0, m2 = 1, m3 = 1. In this case Lx = O(−1), Ly = O, Σx = Σy = {p1}.
Thus, we have S0 = S2 = ∅ and S1 = {x}. Then by Proposition 6.2.2(i), P(ψ) is the
Koszul matrix factorization {−x2 − y3, x}. Thus, ΛR0 (e(0), e(1), e(1)) is given by the class of
π∗(E¯|x=0) computed above. Hence,
ΛR0 (e(0), e(1), e(1)) = −(1 + t+ t2)t−3.
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In all remaining cases we can use Proposition 6.2.2(ii). Note that ΛR0 (e(m1), e(m2), e(m3))
is nonzero only when m1 +m2 +m3 ≡ 2mod 9.
Case 2a. m1 = 3l1 + 1, m2 = 3l2 + 2, m3 = 3l3 + 2, where 0 ≤ li ≤ 2, l1 + l2 + l3 = 2. We
have Lx = Ly = O(−1), S0 = S1 = S2 = ∅. Hence, in this case
ΛR0 (e(3l1 + 1), e(3l2 + 2), e(3l3 + 2)) = 1.
Case 2b. m1 = 3l1 + 1, m2 = 3l2 + 2, m3 = 3l3 + 2, where 0 ≤ li ≤ 2, l1 + l2 + l3 = 5. We
have Lx = O(−1), Ly = O(−2), S1 = S2 = ∅, S0 = {y}. Hence, in this case
ΛR0 (e(3l1 + 1), e(3l2 + 2), e(3l3 + 2)) = 1− t.
Case 3a. m1 = 3l1, m2 = 3l2 + 1, m3 = 3l3 + 1, where 0 ≤ li ≤ 2, l1 > 0, l1 + l2 + l3 = 3.
We have Lx = Ly = O(−1), S0 = S2 = ∅, S1 = {x}. Hence, in this case we have to compute
the class of the restriction of e(3l1) to the origin, which gives
ΛR0 (e(3l1), e(3l2 + 1), e(3l3 + 1)) = 1− t−3.
Case 3b. m1 = 6, m2 = m3 = 7. We have Lx = O(−1), Ly = O(−2), S2 = ∅, S0 = {y},
S1 = {x}. Hence,
ΛR0 (e(6), e(7), e(7)) = (1− t)(1− t−3).
Case 3c. m1 = 0, m2 = 3l2 + 1, m3 = 3l3 + 1, where 0 ≤ li ≤ 2, l2 + l3 = 3. We have
Lx = Ly = O(−1), S0 = S2 = ∅, S1 = {x, y}. Hence, we have to compute the restriction of
E¯ to the origin, which gives
ΛR0 (e(0), e(3l2 + 1), e(3l3 + 1)) = 1− t−3.
Case 4a. m1 = 3l1, m2 = 3l2, m3 = 3l3+2, where 0 ≤ li ≤ 2, l1 > 0, l2 > 0, l1+ l2+ l3 = 3.
We have Lx = O, Ly = O(−1), S0 = S1 = ∅, S2 = {x}. Hence, in this case we have to
compute the class of π∗(C
st⊗Cst), which is equivalent to computing the pairing ((e(3), e(−3)).
Therefore, we get
ΛR0 (e(3l1), e(3l2), e(3l3 + 2)) = 1− t−3.
Case 4b. m1 = 6, m2 = 6, m3 = 8. We have Lx = O, Ly = O(−2), S1 = ∅, S0 = {y},
S2 = {x}. Hence,
ΛR0 (e(6), e(6), e(8)) = (1− t)(1− t−3).
Case 4c. m1 = 0, m2 = 3l2, m3 = 3l3+2, where l2 > 0, l3 > 0, l2+ l3 = 3. We have Lx = O,
Ly = O(−1), S0 = ∅, S1 = {y}, S2 = {x}. Hence, we have to compute the restriction of the
matrix factorization E¯⊠Cst on the space A2×A1 with coordinates (x, y, x′) to the subspace
ax+ bx′ = y = 0. Restricting to y = 0 we get Cst⊠Cst, so the answer is the same as in Case
4a:
ΛR0 (e(0), e(3l2), e(3l3 + 2)) = 1− t−3.
The remaining case m1 = m2 = 0, m3 = 2 follows from the metric axiom.
Now we can determine the ring structure on H. Note that e(m1) · e(m2) is always pro-
portional to e(m1 + m2 − 2) and e(2) is a unit of H. From the above computation of
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ΛR0 (e(m1), e(m2), e(m3)) and the formulas for the metric we obtain the following multiplica-
tion table:
e(1)e(5) = e(4), e(1)e(8) = e(4)e(5) = e(7),
e(4)e(8) = e(7)e(5) = (1− t)e(1), e(7)e(8) = (1− t)e(4),
e(5)2 = e(8), e(5)e(8) = (1− t), e(8)2 = (1− t)e(5),
e(1)2 = e(0), e(1)e(5) = e(3), e(1)e(7) = e(4)2 = e(6), e(4)e(7) = (1− t)e(0),
e(0)e(1) = −(1 + t+ t2)t−3e(−1), e(6)e(7) = (1− t)(1− t−3),
e(0)e(4) = e(3)e(1) = (1− t−3), e(0)e(7) = e(3)e(4) = e(6)e(1) = (1− t−3)e(5),
e(3)e(7) = e(6)e(4) = (1− t−3)e(8),
e(3)e(5) = e(6), e(3)e(8) = e(6)e(5) = (1− t)e(0), e(6)e(8) = (1− t)e(3),
e(3)2 = e(0)e(6) = (1− t−3)e(4), e(3)e(6) = (1− t−3)e(7), e(6)2 = (1− t)(1− t−3)e(1),
e(0)e(3) = (1− t−3)e(1), e(0)2 = −(1 + t+ t2)t−3e(7).
It follows that H is generated as an R-algebra by the elements u = e(5) and v = e(1)
subject to the relations
u3 = 1− t, v3 = −(1 + t + t2)t−3u2, (1 + t3 + t6)uv2 = 0.
The specialization t = 1 gives the Frobenius algebra C[u, v]/(v3 + 3u2, uv2) with the
pairing
(u2v, 1) = (e(7), e(2)) = 1.
Thus, we again obtain the Milnor ring of the same singularity.
7.5 E6 and E8 singularities
In the case of the E6 and E8 singularities w = x
3 + y4 and w = x3 + y5 the maximal
group G = Gw of diagonal symmetries coincides with 〈J〉. Thus, in both cases we have
w = w1 ⊕ w2 and G = G1 × G2, where (wi, Gi) is an An-singularity for some n. By
Theorem 5.8.1, the corresponding Frobenius algebras over R are tensor products (over C)
of the Frobenius algebras corresponding to (w1, G1) and (w2, G2). Thus, for E6 we have
R = C[t]/(t12 − 1), and HE6 is the R-algebra generated by u and v subject to the relations
u3 = 1− t4, (1 + t4 + t8)u2 = 0, v4 = 1− t3, (1 + t3 + t6 + t9)v3 = 0.
For E8 we have R = C[t]/(t
15−1), andHE8 is generated over R by u and v with the relations
u3 = 1− t5, (1 + t5 + t10)u2 = 0, v5 = 1− t3, (1 + t3 + t6 + t9 + t12)v4 = 0.
In both cases the specialization t = 1 gives the Milnor ring of the corresponding singu-
larity.
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7.6 Comparison with the Fan-Jarvis-Ruan theory
Let w be a simple singularity, and let G ⊂ Gw be a subgroup containing J . Here we will
show that our reduced CohFT for the pair (w, G) is isomorphic to the FJR-theory for the
same data constructed in [17]. Recall that the state space
HFJR =
⊕
γ∈G
HFJRγ
of the FJR theory coincides with our state space
Hred = H(w, G, 1) =
⊕
γ∈Γ
Hredγ
(see (5.13)). However, the obvious identification of the state spaces is not compatible with
the operations of CohFT.
Remark 7.6.1. The state space HFJR is defined in [17] in terms of some relative coho-
mology groups, whereas our state space Hred is defined using Milnor rings of singularities.
These spaces can be identified by the so-called Wall’s isomorphism (see [17, Eq. (74)]). This
identification however should not be confused with the mirror symmetry isomorphisms be-
tween two different types of Landau-Ginzburg models, the FJR-theory of the pair (w, G)
(the A-model) and the B-model associated with the dual pair (wˆ, Gˆ) (see [17], [38] and [39]
for details). Even though the state space of the B-model is also constructed from the Milnor
rings of singularities, its ring structure is completely different from the one induced on Hred
by our CohFT.
Theorem 7.6.2. The reduced CohFT associated with the pair (w, G) is isomorphic to the
FJR-theory for the same pair.
Proof. In Sections 7.1–7.5 we showed that for simple singularities all the components Hredγ
are generated by the Chern characters of Koszul matrix factorizations of rank 1. Therefore,
by Corollary 5.6.5, the Homogeneity Conjecture holds for (w, G). Together with the results
of Sections 5.5–5.8 this implies that our reduced CohFT has all the properties established in
[17, Sec. 4] for the FJR-theory. Therefore, the Reconstruction Theorem [17, Thm. 6.2.10],
proved for the FJR-theory, is valid for our theory as well.
We claim that in order to construct an isomorphism of the theories it is enough to
find an isomorphism ψ : Hred
∼✲ HFJR of Frobenius algebras respecting metrics such
that for every γ ∈ G with (An)γ = 0, the restriction of ψ to Hredγ is the identity map
C = Hredγ → HFJRγ = C. Indeed, the latter condition guarantees that ψ respects the CohFT
maps in the concave case (see Corollary 5.5.3). For all (w, G) except the D4 singularity with
the groupG = 〈J〉, the Reconstruction Theorem implies that both theories are determined by
the Frobenius algebra structure on the state space along with a certain four-point correlator
which can computed using the Concavity property. In the remaining case (D4, 〈J〉) a similar
statement is true as follows from [16, Thm. 4.5]. (The analog of this theorem holds also
for our reduced CohFT.) Now let us construct the required isomorphism Hred ≃ HFJR for
singularities of each type.
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1. Types A, E6 and E8. In these cases for every γ ∈ G we have either (An)γ = 0 or
Hredγ = H
FJR
γ = 0. Thus, we should take ψ to be the natural identification H
red = HFJR.
All genus zero correlators in both theories are computed from the Concavity property (see
[26], [19]), so they coincide under this identification of the state spaces.
2. Type Dd+1, G = Gw. In this case we still have (A
2)γ = 0 for all γ 6= 1, but the
component corresponding to γ = 1 is nonzero. As shown in Section 7.2, the algebra Hred is
generated by the element e(d− 2) and we have
e(d− 2)i = e(d− 1− i) for 1 ≤ i ≤ d− 1 and
e(d− 2)d−1+i = −2e(−i) for 1 ≤ i ≤ d− 1.
Note that these relations follow formally from the formulas for the metric, for the correlators
of Case 2a in Section 7.2 and for one of the correlators of Case 1b,
λ(e(0), e(d− 2), e(1)) = −2. (7.3)
Now we define the map ψ : Hred → HFJR by
ψ(e(i)) =
{
e−i, i 6≡ 0,
ǫ · 2ye0, i ≡ 0
with ǫ = ±1, where in the right-hand side we use the notation of [17, Sec. 5.3.1] with n = d.
Our calculations in Section 7.2 together with calculations of [17, Sec. 5.3.1] imply that this
map is compatible with the metrics and with the correlators of Case 2a. Furthermore, as
shown in [17, Sec. 5.3.1],
〈ye0, ed+2, e−1〉 = ±1. (7.4)
Therefore, we can choose ǫ such that ψ is compatible with the correlators (7.3) and (7.4).
Such ψ sends powers of e(d − 2) to the corresponding powers of ed+2, and so it is a ring
isomorphism satisfying our requirements.
3. Type Dd+1, G = 〈J〉, d = 2k + 1. Assume first that k > 1. Then the algebra Hred is
generated by the elements u = e(3) and v = e+(0)− e−(0) subject to the relations uv = 0,
v2 = dud−1 (see Section 7.3). Therefore, using the notation and the calculations of [17, Sec.
5.2.4] we see that there is an algebra isomorphism
ψ : Hred → HFJR : u 7→ e3, v 7→ iαxke0 + iβye0.
Note that we have
ul =
{
e(2l + 1) 0 ≤ l ≤ k − 1,
−2e(2l − 2k) k + 1 ≤ l ≤ 2k,
and similar relations, expressing ej in terms of e3, hold in H
FJR. Therefore, ψ(e(j)) = ej for
j 6≡ 0. Finally, the metric on Hred is determined by (u2k, 1) = −2, and we have the similar
relation for the metric on HFJR. Hence, ψ respects the metrics.
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In the case k = 1 the algebra Hred is generated by the elements u and v such that uv = 0
and u2 = v2/3 = −e(2)/2. Calculations of [17, Sec. 5.2.4] show that HFJR is generated by
the elements X = xe3 and Y = ye3 with the relations
XY = 0, X2 =
1
6
e2, and Y
2 = −1
2
e2.
Therefore, the map ψ defined by
ψ(u) = i
√
3 ·X,ψ(v) =
√
3 · Y
gives an algebra isomorphism sending e(2) = e2. This ψ also respects the metrics.
4. Type E7. In the notation of [17, Sec. 5.2.2], let us define the algebra isomorphism
ψ : Hred → HFJR by sending u = e(5) to e7 and v = e(1) to e5. Using the relations
of Section 7.4 and of [17, Sec. 5.2.2] one immediately checks that ψ sends e(2j) to ej for
j 6≡ 0mod3. Since the metrics are determined by the relations (e(−2), 1) = (e8, 1) = 1, the
map ψ also preserves the metrics.
8 APPENDIX. Functoriality of Hochschild homology
We will use the notation of Section 2.5. Let C and D be small dg-categories which are dg
Morita equivalent to smooth and proper dg-algebras, and let F : Perdg(C)→ Perdg(D) be a
dg-functor. In this appendix we recall the construction of the map on Hochschild homology
F∗ : HH∗(C)→ HH∗(D)
given in [53, Sec. 1.2] and will show that it agrees with the similar map constructed using
the standard Hochschild complexes (see [58, Sec. 2.3]).
Recall that our construction in [53, Sec. 1.2] uses the fact that every dg-functor F can
be realized as the tensor product functor with a perfect C−D-bimodule X :
F (M) = M ⊗C X.
Let us consider the D− C-bimodule XT given by
XT (D,C∨) = HomDop−mod(X(C, ?), hD),
where hD is the representable right D-module associated with D ∈ D. In [53, Sec. 1.2] we
constructed canonical morphisms
u : ∆C → X ⊗D XT and c : XT ⊗C X → ∆D
in the derived categories of C − C and D − D-bimodules. The map F∗ is defined as the
composition
TrC(∆C)
TrC(u)✲ TrC(X ⊗D XT ) ≃ TrD(XT ⊗C X) TrD(c)✲ TrD(∆D),
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where the isomorphism in the middle is the canonical isomorphism constructed in [53, Lem.
1.1.3].
Let us describe a modification of this construction, convenient for our purposes. Consider
the functor
F (2) : Per(Cop ⊗ C)→ Per(Dop ⊗D)
defined using the tensor products with X and XT :
F (2)(M) = XT ⊗LC M ⊗LC X ≃ M ⊗LCop⊗C (X ⊗XT )
for M ∈ Per(Cop ⊗ C). Note that F (2) sends a representable C − C-bimodule hC∨1 ⊗C2 to
hF (C1)∨⊗F (C2).
Consider the canonical morphism of functors from Per(Cop ⊗ C) to Per(k)
tF : TrC → TrD ◦F (2)
induced by the map u and the isomorphism
X ⊗D XT ≃ (X ⊗XT )⊗D⊗Dop ∆D
(see [53, eq. (1.8)]). Note that on a representable bimodule hC∨1 ⊗C2 the morphism tF is given
by the map
HomC(C1, C2)
F✲ HomD(F (C1), F (C2)).
Also, consider the canonical morphism in Per(Dop ⊗D)
cF : F
(2)(∆C)→ ∆D.
given by the composition
F (2)(∆C) ≃ ∆C ⊗LCop⊗C (X ⊗XT ) ≃ XT ⊗C X
c✲ ∆D.
Proposition 8.0.3. The map F∗ is equal to the composition
TrC(∆C)
tF (∆C)✲ TrD F
(2)(∆C)
TrD(cF )✲ TrD(∆D).
Proof. By definition, F∗ is the composition of the following four morphisms
TrC(∆C)
TrC(u)✲ (X ⊗D XT )⊗LCop⊗C ∆C
∼✲ (X ⊗XT )⊗LDop⊗Cop⊗C⊗D (∆D ⊗∆C)
∼✲ (XT ⊗C X)⊗LDop⊗D ∆D TrD(c)✲ TrD(∆D).
It remains to notice that the composition of the first two arrows is tF (∆C) while the compo-
sition of the last two arrows is TrD(cF ).
Now we will compare our map F∗ with the map on Hochschild homology constructed
using the standard complexes. Recall that the diagonal bimodule ∆C has the bar-resolution
by representable C− C-bimodules (see [33, Sec. 6.6]):
. . .→ Bar1(C)(P ∨, Q)→ Bar0(C)(P ∨, Q)→ ∆C(P ∨, Q) = C(P,Q), (8.1)
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where we use the notation C(?, ?) = HomC(?, ?), and for P,Q ∈ C,
Barn(C)(P
∨, Q) =
⊕
C0,...,Cn∈C
C(Cn, Q)⊗ C(Cn−1, Cn)⊗ . . .⊗ C(C0, C1)⊗ C(P,C0).
Computing TrC(∆C) with the help of this resolution and taking into account the identification
Barn(C)⊗Cop⊗C ∆C =
⊕
C0,...,Cn∈C
C(Cn, C0)⊗ C(Cn−1, Cn)⊗ . . .⊗ C(C0, C1)
leads to the standard Hochschild complex CH(C) (see e.g. [58, Sec. 2.3]). Thus, we obtain a
canonical isomorphism in D(k)
CH(C) ≃ TrC(∆C). (8.2)
Note that if C has a compact generator G, then the restriction functor induces an equiva-
lence of the derived category of C−C-bimodules with the derived category of bimodules over
the dg-algebra A = C(G,G) that sends ∆C to the diagonal bimodule A. Hence we obtain an
isomorphism in D(k) between TrC(∆C) and the Hochschild homology of A. To realize this
isomorphism on the chain level we can use the subcomplex Bar•(C, G) in the bar-resolution
with
Barn(C, G)(P
∨, Q) = C(G,Q)⊗ C(G,G)⊗n ⊗ C(P,G).
The corresponding subcomplex TrC(Bar•(C, G)) in C
H(C) computes the Hochschild homol-
ogy of A. Similar subcomplexes can be defined in the situation when C is generated by a
finite set of compact objects G1, . . . , Gm. The isomorphisms (8.2) are compatible with the
inclusions {G1, . . . , Gm}C ⊂ C of the full dg-subcategories with objects G1, . . . , Gm (inducing
equivalences of derived categories).
The standard complex CH(?) is functorial with respect to dg-functors between dg-
categories. Let us show that the induced maps on Hochschild homology coincide with the
maps F∗ defined above.
Theorem 8.0.4. Let F : C→ D be a dg-functor. Then the map F∗ coincides with the map
on Hochschild homology induced by the chain map of Hochschild complexes
CH(F ) : CH(C)→ CH(D)
given by F .
Proof. Assume first that both C and D have finite number of objects. Then we have the
dg-algebras
A =
⊕
C1,C2∈C
C(C1, C2) and B =
⊕
D1,D2∈D
D(D1, D2),
so that the categories of modules over C and A (resp., over D and B) are equivalent. We can
view F as a non-unital homomorphism of dg-algebras f : A→ B and extend it to a functor
between the categories of perfect modules
F : Per(C) = Per(A)→ Per(B) = Per(D)
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by F (M) =M⊗AB forM ∈ Per(A). We are going to compute the map F∗ in this case using
Proposition 8.0.3. In our case the diagonal ∆C (resp., ∆D) corresponds to the A−A-bimodule
A (resp., B − B-bimodule B), and TrC (resp., TrD) is given by the functor ? ⊗Ae A (resp.,
? ⊗Be B), where Ae = Aop ⊗ A. The functor F (2) : Per(Ae) → Per(Be) sends M ∈ Per(Ae)
to M ⊗Ae Be. The natural transformation tF : TrC → TrD ◦F (2) is given by the morphisms
tF (M) : M ⊗Ae A id⊗f✲ M ⊗Ae B ≃ (M ⊗Ae Be)⊗Be B.
induced by f . Finally, the map cF : F
(2)(A)→ B in D(Be) is the natural map A⊗AeBe → B
induced by f . Let Bar•(A) (resp., Bar•(B)) be the bar-resolution of the bimodule A (resp.,
B). Then cF is realized by the natural morphism of complexes
Bar•(A)⊗Ae Be → Bar•(B),
given by
B ⊗ (A⊗n)⊗ B id⊗(f⊗n)⊗id✲ B ⊗ (B ⊗ . . .⊗ B)⊗ B.
Hence, the morphism TrD(cF ) is realized by the map
Bar•(A)⊗Ae B ≃ (Bar•(A)⊗Ae Be)⊗Be B → Bar•(B)⊗Be B
given by
A⊗n ⊗ B f⊗n⊗id✲ B⊗n ⊗ B.
Since the map tF (Bar•(A)) is given by
A⊗n ⊗ A id⊗f✲ A⊗n ⊗ B,
we see that its composition with TrD(cF ) is equal to the natural map
CH(f) : CH(A)→ CH(B)
of the Hochschild complexes induced by f .
Now let us consider the general case. Let X (resp., Y ) be a compact generator of C
(resp., D). We have the following commutative diagram of dg-functors
{X}C ✲ C
{F (X), Y }D
F ′
❄
✲ D
F
❄
where horizontal arrows are inclusions inducing equivalences of derived categories, and F ′
is the restriction of F . By the first part of the proof, the map (F ′)∗ is represented by the
chain map CH(F ′) of the Hochschild complexes. The same is true for both horizontal arrows
by the discussion preceding the formulation of the theorem. Since the inclusion {X}C → C
induces an isomorphism on Hochschild homology, our assertion follows.
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Corollary 8.0.5. The map F∗ : HH∗(C)→ HH∗(D) depends only on the class of F in the
Grothendieck group of Per(Cop −D).
Proof. This follows from [34, Thm. 2.4].
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