The concept of intramolecular binding is given a precise definition in a way that relates binding to the forces acting on the nuclei in a diatomic molecule. A consequence of the definition is that the space around the nuclei may be separated into binding and antibinding regions. These regions are described and they depend on the Coulomb law of force and on the ratio of the nuclear charges: the internuclear distance is simply a scale parameter. The influence of a single electron on the binding due to other electrons is briefly discussed.
I. INTRODUCTION
A KNOWLEDGE of the electron distribution in a molecule is a fundamental requirement for the understanding of the chemical behavior of the molecule. The difficulties involved in obtaining an accurate wave function for other than the simplest molecules (H 2 )+ and H2 are very great. The approximate methods which have been devised yield results which, in general, are only roughly. in agreement with experiment. In this paper, the approach to the problem of binding shall be essentially qualitative.
It is the purpose of this paper to consider binding in diatomic molecules and to develop the idea of binding regions in the space around the nuclei. The word "binding" shall be defined in such a way that it relates to the forces acting on the nuclei in the molecule. Thus, binding shall be distinguished from bonding which is usually 1 related to the energy of the molecule. The bonding by a single electron is related to the energy of this electron in the molecule; in the same sense, the binding by a single electron will be related to the forces exerted by this electron on the nuclei.
In this study it is supposed that the diatomic molecule is free and, therefore, exists in stationary energy states determined by the appropriate Schrodinger Eq. (1). The charge distribution in such states is independent of the time, and it can be expected that the consideration merely of the electrostatic interaction between the nuclei and the electronic charge distribution within the molecule may be helpful for the understanding of its properties (Comm. II). Thus, it will be examined whether such a relatively simple picture can be considered as a desirable approximation.
It will be first shown on the basis of wave mechanics that the electric forces exerted on the nuclei by the molecular electron distribution can be interpreted from the electrostatic viewpoint when the molecule is in a stationary state, even though this charge distribution is dependent on the electronic motion. A definition of binding in terms of the electric forces will then be given. Electron spin and the Pauli principle will then be taken into account, and the electrostatic viewpoint will be shown to be maintained. Some consequences of the definition, such as the separation of space into binding and antibinding regions, and the influence of a single electron on the binding due to other electrons will be discussed.
II. THE WAVE MECHANICAL FOUNDATION
In describing the electronic wave function of a diatomic molecule, the usual Born-Oppenheimer 2 approximation is assumed, that is, the nuclei are assumed to be fixed at a given internuclear distance R. The electronic wave function ift. and the molecular energy E.
(not including the energy arising from nuclear motion) satisfy the Schrodinger equation
where T, the electronic kinetic energy operator N is the number of electrons in the molecule; Xi, Yi, Zi are the Cartesian coordinates of the ith electron j rlO is the distance of the ith electron from the nucleus of charge +Zle; r2i is the distance of the ith electron from the nucleus of charge +Z2e; and dij is the distance between the ith and jth electrons.
The internuclear distance, R, occurring in V is regarded as an external parameter. In general, E. will be a function of R, and ift. will depend on R in addition to the coordinates of all the electrons. The equilibrium value of R, R., is that value which minimizes E.(R).
It is important for this study to show the validity of 
Consequently, aE/aX= J y,*(aVjaX)Y,dT.

This concludes Feynman's derivation, when X=R.
We may also consider the following derivation of Eq. (2). Let X'=X+c5X and H'y,'=E'y,', the primes denoting the use of X'. If T is independent of X, then H'= T+ V'=T+ v+(aV/aX)c5X+··· =H+H1• Now Hl can be regarded as a perturbation, the unperturbed wave equation being Hy,=Ey,. Applying the usual perturbation theory, we find that
ax ax assuming that y, is normalized to unity. The objection raised by Coulson and Bell to Eq. (2) is as follows. Since E=H, then
aE/Ox=aH/ax= (aT/OX) + (oVjaX).
If aEjax=(aV/OX)A" then Feynman, according to
Coulson and Bell, must have implied that
However, as the latter point out, it can be shown that
aTjaX-;t.O and aVjax-;t.(aVjaX)Av, (4)
and, as a consequence, Eq. (2) must be incorrect.
If we identify X with the internuclear distance R of a diatomic molecule, then it is physically plain that the relations (4) are correct. However, the relations (3) are not implied in the derivation of Eq. (2), as Coulson and Bell assume. The following analysis, which follows Hellmann in principle, demonstrates why the relations (4) and Eq. (2) do not contradict each other. The fundamental reason for their coexistence is the assumption of a stationary state for all values of the parameter X and the associated fact that the eigenvalue E is an extremum for a certain class of variations of the wave function y,. The relation aEjaX=aHjaX=(aHjaX)AV does not imply aTjaX=(aTjaX)AV and aVjax=(aVjaX)AV' The reason for this is simply that y, is neither an eigenfunction of the operator T nor of the operator V, whereas'y, is an eigenfunction of
The fact that E is an eigenvalue implies that if the eigenfunction y, is varied by c5y" then for H unvaried, The relation holds when the variation function c5y, is well behaved. Now let c5y,= (ay..;aX)c5X. We expect, in general, that (ay..;aX) will be a well-behaved function and so will define a suitable N. Then (4) and (2) is clear. The assumption of the stationary state for all >-. implies that when a change SA is made, then both y., and V are changed, and that the change in the average kinetic energy due to the change in y., is just canceled by that part of the change of the average potential energy which is due to the change in y.,. Thus, the resulting change in E is given by the average of the
The external force, which may be purely mechanical, required to hold the nuclei fixed at the distance R is F= -aE.jaR= -(aV/aR)Av.
As the interelectronic distances dij are independent of R,
r1l aR r2r-aR and (6).
We can integrate over all the electron coordinates except those of the ith electron. Therefore, let
Pi (Xi, Yi, Zi)= J ... j'y., .*y., .dTl ... dTN, (7) the prime signifying the omission of the integration over the coordinates of the ith electron. Pi is the probability density of the ith electron at Xi, Yi, Zi regardless of where all the other electrons might be, and ep,dT, is the magnitude of the charge of the ith electron in the volume element dT,. Then,
The quantity in parentheses depends only on the point in space. If we fix our attention on the point X, y, Z in the volume element dT, we may write (8) where
and epdT is the magnitude of the total electronic charge at the point x, y, Z in the volume element dT; r1, r2 are the distances of the point X, y, Z from Zl, Z2, respectively ..
The electrostatic model of the molecule is shown in Fig. 1 
where
1= (ZJr12) cos81+(Z2/r22) cos8 2 •
The quantity e1 is simply the component along the internuclear axis of the total force exerted on the nuclei by a unit negative charge at x, y, z, When F is positive, the external force prevents the nuclei from :flying apart, i.e., prevents R from increasing. When F is negative, the external force prevents the nuclei from moving together, i.e., prevents R decreasing. The equilibrium value of R is to be determined by F=O.
The quantity p is positive and never changes sign. Therefore, we can separate the integral in Eq. (9) into regions where 1> 0 and 1<0.
The negative charge in regions where 1>0 reduces the value of F, i.e., binds the nuclei, while negative charge in regions where 1<0 increases the value of F. Consequently, we may define binding in the following manner.
Negative charge in a region of space where 1 is positive is binding; negative charge in a region of space where 1 is negative is antibinding. The binding region, 1> 0, is separated from the antibinding region, 1<0, by the surface of revolution /=0 (the internuclear axis is the axis of symmetry).
IV. ELECTRON SPIN AND THE PAULI PRINCIPLE
The preceding analysis has neglected electron spin and the Pauli Exclusion Principle and, therefore, does not yet apply to a real molecule. Consequently, we shall reconsider the problem taking into account both spin and the Pauli principle. We shall find that the preceding results are essentially unchanged and, therefore, can be applied to real molecules.
We again assume that the appropriate Schrodinger equation is Eq. (1). This means that we are neglecting all magnetic interactions involving the electron spin, but this neglect is justified to a high degree of approximation. However, each electron is now described by four coordinates, the three positional coordinates (Xi, Yi, Zi the prime signifying the omission of the integration over the coordinates and of the summing over the spin of the ith electron. Since 'lr. *'lr e is the probability density for a given spatial configuration of the electrons with a given arrangement of spins, Fi(x;, Yi, Zi, Si) is the probability density of the ith electron at Xi, Yi, Zi with the spin So regardless of the spatial and spin configuration of all the other electrons.
We now write (12) However, we can still sum over the spin St. Then
';
where Pi (Xi, Yo, Zi) has essentially the same meaning as the Pi in Sec. III; i.e., Pi is now the probability density of the ith electron at Xi, Yi, Zi regardless of its own spin and the spatial and spin configuration of all the other electrons. The quantity epidTi is the magnitude of the charge of the ith electron in the volume element dT;. The remaining discussion in Sec. III is unchanged. Consequently, Eq. (9) is still valid with epdT still interpretable as the magnitude of the total electronic charge at the point X, y, Z in the volume element dT, and the results can be applied to real molecules.
It possibly might appear strange that a simple electrostatic interpretation of the force exerted on the nuclei by the electrons in a molecule is valid, even though electron spin and the Pauli principle are taken into account. The usual "exchange" terms do not appear in the analysis. Exchange does not appear because our analysis deals with the complete electronic wave function and its rigorous interpretation. Exchange terms appear when explicit form is given to 'lr e' Nevertheless, it must be remembered that the component parts of an explicit form for 'lr. are not rigorously interpretable in general as physically meaningful wave functions. Furthermore, the analysis illustrates the role of the Pauli principle as a restrictive principle, that is, only those solutions of Eq. (1') which are totally antisymmetric in addition to being regular, square integrable, and mutually orthogonal are to be taken as physically meaningful. It is only these wave functions which should yield a charge distribution agreeing with experiment.
It should be noted that for a stationary state of a molecule at equilibrium the relation (14) is formally correct, to the approximation considered here, for any regular, square integrable solution of Eq.
(1) or (1'). However, Eq. (14) has physical content only if p is either the experimentally determined charge distribution of the molecule or the charge distribution computed by means of the correct wave function '1' •.
Once the rules for defining a physically sensible wave function have been set down, then within that framework the primary factors available for a description of molecular behavior are the forces between particles (which are mainly coulomb forces) and whatever quantum numbers are inherent in the problem.
v. BINDING AND ANTIBINDING REGIONS
At this point we shall investigate the nature of the surface separating the binding and the antibinding regions. Since the surface is one of revolution, we need only discuss the plane curve .
A suitable coordinate system is shown in Fig. 2 . Let
and the equation of the curve becomes
The points ~ = ± 1, corresponding to the position of the nuclei, shall be excluded for the moment. There is no solution for 71 when -1 < ~< + 1, as both terms of the equation are positive. Therefore, we shall first consider the range 1 < ~< 00.
Let
Then, the equation of the curve may be written Thus, dT//db± 00, and the curve enters the point ~= + 1 at right angles.
For the region -00 < ~ < -1, let us simply change the sign of ~ in the equation for the curve by defining ~=-e, and also set {j=1/a>1. Then we have {{j(1 +~')/[(1 +~')2+T/2J!1 + {(1-e)/[(1-~')2+T/2J!1 =0.
Utilizing the previous analysis, let 0< U= (~' -1)/ (j(~' + 1) < 1/ {j. Thus,
(1-u f h 2 = (u f -{j2U2)(~' + 1)2.
Since {j> 1 one has 1/ {j < 1 and the point U= 1 is ex- at right angles. A sketch of the curve /=0 for a=! is shown in Fig. 3 . In the case of a homonuclear molecule, a= 1, the regions are, of course, symmetrical and the curve /=0 is open. The curve is shown in Fig. 4 . An interesting feature is the following. The curve approaches a straight line asymptotically as x~oo. For ~ large, u~1-2/~. Now,
(1-u l )T/ 2 = u l (1-u l )(1 +ut)(~+ 1)2.
Therefore, and 71= ±ul(1+ul)t(~+1), ~±v1~+0(1/ ~).
The asymptotic line passes through the origin and tan8=v1. Thus, 28 equals 109°28', the tetrahedral angle. This result is due to the Coulomb force law, for if the force between charges varied inversely as the nth power of the distance, then tan8= (n)!.
VI. DISCUSSION r,
Although the electrons cannot be strictly individualized in the many-electron molecule, it is usually a good  FIG. 2 . The coordinate approximation and physically fruitful to do just that. In the method of molecular orbitals the distinction of bonding and antibonding electrons is based on the criterion whether the energy level of a given electron is
