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In this paper, we investigate the behavior of the positive solution of the following Cauchy
problem
ut − div
(∣∣∇um∣∣p−2∇um)= uq
with initial value decaying at inﬁnity, and give a new secondary critical exponent for the
existence of global and nonglobal solutions. Furthermore, the large time behavior and the
life span of solutions are also studied.
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1. Introduction
In this work, we consider the Cauchy problem
ut = div
(∣∣∇um∣∣p−2∇um)+ uq, x ∈RN , t > 0,
u(x,0) = u0(x), x ∈RN , (1.1)
where p > 2, N  2, m > 1, qm(p − 1) + pN , and the initial values u0(x) is a bounded positive continuous function in Rn .
The blow-up and global-existence of solutions is one of the most interesting and important topics in the theory of partial
differential equations. In Fujita’s pioneering work [8] for the classical semilinear heat equation
ut = u + up, x ∈RN , t > 0,
u(x,0) = u0(x), x ∈RN , (1.2)
where N  1, p > 1 and u0(x) is a bounded positive continuous function, it is shown that there is a critical exponent
p∗1 = 1 + 2N such that the solution u(x, t) of (1.2) blows up in ﬁnite time for all u0(x) if 1 < p < p∗1; and there are global
solutions and nonglobal solutions if p > p∗1. In [12,21], Hayakawa and Weissler have also proved that p∗1 belongs to the
blow-up case. The number p∗1 is the so-called Fujita critical exponent. In fact, it has also been shown that the number
q∗ = m(p − 1) + pN (see [9]) is a Fujita critical exponent for problem (1.1). For more results on this topic, the interested
readers are referred to [4,15,19] for a survey.
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which have slow decay near x = ∞ is made. For instance, in the case
u0(x) ∼= M|x|−a (1.3)
with M > 0 and a 0, we are interested in the question of global existence and nonexistence of solutions for (1.1) in terms
of M and a. This problem has been ﬁrst studied by Lee and Ni for Eq. (1.2) in [14] where they devised a nice way of
depicting the mechanism leading to blow up. They showed that if ‖u0‖L∞ is large enough or lim inf|x|→∞ |x|au0(x) > 0 with
a < 2/(p−1), the solution of (1.2) is not global in time, and if ‖u0‖L∞ is small enough and limsup|x|→∞ |x|au0(x) < ∞ with
a > 2/p − 1, then the solution of (1.2) is global in time. The number a = 2/(p − 1) is called the “second critical exponent”.
And they also studied the blow-up time Tλ of the solution uλ whose initial datum is of the form u0 = λϕ . These results
were extended to other cases by many authors, we refer the readers to see [10,20,13,18,11,16,17].
Especially in [17], the second author of this paper Mu, with Li and Wang have studied problem (1.1) for the case m = 1,
N  2, p > 2 and q > p − 1 + pN , and also proved there is a new secondary critical exponent a∗ = pq+1−p such that the
solution blows up in ﬁnite time for any initial value u0(x) which behaves like |x|−a at |x| = ∞ if a ∈ (0,a∗); and there are
global solutions for the initial value u0(x) which behaves like |x|−a at |x| = ∞ if a ∈ (a∗,N).
After the paper [17] was published, we learned that Cirmi, Leonardi and Tedeev in [2], and Afanas’eva, Tedeev in [1]
have considered the problem (1.1) for the case of m(p − 1) > 1 and for the case of m(p − 1) 1 respectively. By using the
energy method they established conditions for the existence and nonexistence of solutions of the problem (1.1) with initial
functions that don’t, in general, belong to L1(RN ). In order to state their results, we ﬁrst introduce some notations. For
s > 0, let h(s) be a continuous non-negative non-decreasing function such that h(s) → ∞ as s → ∞. Moreover, we assume
that the function H(s) = sphm(p−1)−1(s) is non-decreasing for all s > 0. Let R(τ ) be the function inverse to H(s), and Bρ(x0)
be a ball of radius ρ with center at x0 ∈RN . Their main result reads as follows:
(I) There exists a global solution u(x, t) of the problem (1.1) if
∞∫
1
dτ
hq−1(R(τ ))
< ∞ (1.4)
and
‖u0‖Lα(RN ) + [u0] δ, (1.5)
where δ = δ(N,m, p) is a suﬃciently small number, α > N(q −m(p − 1))/p, and [u0] is deﬁned as follows:
[u0] = sup
x0∈RN
sup
ρ>0
h(ρ)
1
|Bρ(x0)|
∫
Bρ(x0)
u0(x)dx < ∞.
Furthermore, there exists a positive constant γ0 such that for all t > 0∥∥u(·, t)∥∥L∞(RN )  γ0 [u0]h(R([u0]m(p−1)−1t)) . (1.6)
(II) Assume that
h(ρ)ρ−
p
q−m(p−1) → 0 as ρ → ∞, (1.7)
and that there are x0 ∈RN and positive numbers γ1, ε0 and θ0 <m(p − 1) such that for all s > 0 the function h(s) satisﬁes
h(λs) λε0h(s), 1|Bρ(x0)|
∫
Bρ(x0)
u1−θ0 dx γ1h
−(1−θ)(ρ), (1.8)
where λ > 1, ρ > 0, 0 < θ < θ0. Then any solution of the problem (1.1) blows up in ﬁnite time.
Especially, if the initial function is the form of u0 = M|x|−a , we let h(ρ) = ρa in (I) and (II) above. When q > q∗a =
m(p − 1)+ pa , a∗ = pq−m(p−1) < a < N and M > 0 is some suﬃciently small number, then it follows from (I) that there exists
a global solution and (1.6) holds. When 0 < a < N , q < q∗a =m(p − 1) + pa , and (1.8) holds for some M , then it follows from
(II) that the solutions of (1.1) blow up in ﬁnite time.
After carefully reading their paper, we ﬁnd that the method they have used is mainly the energy method, but the
proofs of our work [17] are based on the construction of suitable super- and sub-solutions. Thus we wonder whether
our method is suitable for problem (1.1) and can we get the similar result to those of Tedeev. We emphasize that in the
construction of a global super-solution the key step is the use of the decreasing property of the self-similar solution to
equation ut = div(|∇um|p−2∇um), which has not been proved before as far as we know. After solving such problem in
Section 2 below, we ﬁnd that our method is also useful to the problem (1.1) and in some sense we have improved their
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equation with absorption (see [3]). Also in Theorem 1.4 below we give a sharp estimate of T (λ) as λ → 0. We also note that
results like Theorem 1.2(ii) and Theorem 1.4 have not been treated in [17].
Then we set Cb(RN ) be the space of all bounded continuous functions in RN , and for a 0,
Φa = {φ(x) ∈ Cb(RN) ∣∣ φ(x) 0 and limsup|x|→∞ |x|aφ(x) < ∞
}
,
Φa =
{
φ(x) ∈ Cb
(
R
N) ∣∣ φ(x) 0 and lim inf|x|→∞ |x|aφ(x) > 0}.
For two functions f (r) and g(r), we say that f ∼ g near r = 0 (∞ respectively) if there exist two positive constants C1, C2
such that C1 f (r) g(r) C2 f (r) near r = 0 (∞ respectively). The letter C denotes a positive constant which may vary from
line to line.
Moreover, throughout the rest of the paper we put
q > q∗ =m(p − 1) + p
N
, a∗ = p
q −m(p − 1) , q
∗
a =m(p − 1) +
p
a
. (1.9)
Remark 1.1. Since p > 2, N  2, m > 1, we have q∗ > 1 and a∗ < N .
Our main results are stated as follows:
Theorem 1.1. Let p > 2, N  2, m > 1 and q > q∗ =m(p − 1) + pN . Suppose that u0 ∈ Φa for a ∈ (0,a∗). Then the solution u(x, t) of
the Cauchy problem (1.1) blows up in ﬁnite time.
Theorem 1.2. Let p > 2, N  2, m > 1, q > q∗ =m(p − 1) + pN and a ∈ (a∗,N).
(i) Suppose that u0 = λϕ(x) for λ > 0 and ϕ ∈ Φa. Then there exists λ0 = λ0(ϕ) > 0 such that the solution u(x, t) of the Cauchy
problem (1.1) exists globally for any λ < λ0 , and∥∥u(x, t)∥∥L∞  Ct−aβ for all t > 0, (1.10)
where β = 1a(m(p−1)−1)+p .
(ii) Furthermore, if ϕ(x) satisﬁes
lim|x|→∞|x|
aϕ(x) = M0 > 0, (1.11)
then for λ < λ0 we have
taβ
∣∣u(x, t) − UλM0,a(x, t)∣∣→ 0 as t → ∞ (1.12)
uniformly in RN .
Remark 1.2. Under the conditions p > 2, N  2, m > 1 and q > q∗ =m(p − 1) + pN , we see that from Theorems 1.1 and 1.2,
the number a∗ = p/(q−m(p−1)) gives another cutoff between the blow-up case and the global existence case. The number
a∗ is the so-called secondary critical exponent of the Cauchy problem (1.1).
Remark 1.3. In [2] Cirmi, Leonardi and Tedeev have obtained Theorem 1.2(i) in the case q > q∗a = m(p − 1) + pa and
a ∈ (a∗,N). One can see that q∗ =m(p − 1) + pN < q∗a =m(p − 1) + pa . Thus in some sense their work has been improved.
Finally, we also consider the life span of the Cauchy problem (1.1) with initial value u0 = λϕ(x), and give some estimates
of the life span from below and from above.
Theorem 1.3. (i) Suppose that u0 = λϕ(x) for some λ > 0 and ‖ϕ‖L∞ = ϕ(0) > 0. Then there exists λ1  0 such that T ∗λ < ∞ for
any λ > λ1 , and
1
q − 1ϕ
1−q(0) lim inf
λ→∞ λ
q−1T ∗λ  limsup
λ→∞
λq−1T ∗λ 
2
q − 1ϕ
1−q(0).
(ii) Suppose that u0 = λϕ(x) for some λ > 0 and ‖ϕ‖L∞ = lim|x|→∞ ϕ = ϕ∞ > 0. Then there exists T ∗λ < ∞ for any λ > 0, and
1
q − 1ϕ
1−q∞  lim inf
λ→0 λ
q−1T ∗λ  lim sup
λ→0
λq−1T ∗λ 
2
q − 1ϕ
1−q∞ .
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for some a ∈ (0,a∗). Then for any λ > 0, we have
T ∗λ ∼ λ−(p−1)/(1−a/a
∗) as λ → 0. (1.13)
Remark 1.4. We note that the proofs of Theorems 1.1, 1.3 and 1.2(i) are almost identical to the corresponding proofs in [17].
So we omit the proofs of Theorems 1.1 and 1.3. In order to give a full version of Theorem 1.2, we present a detailed proof
of Theorem 1.2(i) which will be used in the proof of Theorem 1.2(ii).
The rest of the paper is organized as follows. In Section 2, some preliminaries on self-similar solution of the equation
ut = div(|∇um|p−2∇um) are given. Section 3 is devoted to the proof of Theorem 1.2. And in Section 4 Theorem 1.4 is proved.
2. Preliminaries
In this section we will prove the non-increasing property for the radially symmetric forward self-similar solution
UM,a(x, t) of the Cauchy problem
ut = div
(∣∣∇um∣∣p−2∇um), x ∈RN , t > 0,
u(x,0) = u0(x) = M|x|−a, x ∈RN . (2.1)
It is known that the existence and uniqueness of the solutions of (2.1) have been established (see [22]). By symmetric
property of (2.1), the solution is given by the following form
UM,a(x, t) = t−aβ fM(r), r = |x|
tβ
, β = 1
a{m(p − 1) − 1} + p , (2.2)
where the positive function fM is the solution of the problem(∣∣( f mM)′∣∣p−2( f mM)′)′ + N − 1r
∣∣( f mM)′∣∣p−2( f mM)′ + βr f ′M(r) + aβ fM(r) = 0, r > 0,
fM  0, f ′M(0) = 0, limr→+∞ r
a fM(r) = M. (2.3)
In order to get the non-increasing property of solution fM(r), we will convert to study the solution of the following initial
question
(∣∣(hm)′∣∣p−2(hm)′)′ + N − 1
r
∣∣(hm)′∣∣p−2(hm)′ + βrh′(r) + aβh(r) = 0, r > 0,
h(0) = η, h′(0) = 0, (2.4)
where η > 0 is a ﬁxed constant. By applying the method used in [5,22], we can show that the solution h(r) of the Cauchy
problem (2.4) is positive, and h(r) → 0 as r → ∞. Moreover,
lim
r→+∞ r
ah(r) = M
for some M = M(η) > 0.
Secondly, we can see that there is a one-to-one correspondence between M ∈ (0,+∞) and η ∈ (0,+∞). Indeed, this can
be seen from the following relation
hη(r) = ηh1
(
ησ r
)
, σ = 1−m(p − 1)
p
. (2.5)
Hence
M(η) = η1−σaM(1) = η 1pβ M(1), (2.6)
where M(1) = limr→+∞ rah1(r), and h1(r) is the solution of (2.4) for η = 1.
Therefore, we can conclude that for each M > 0, there is a positive, bounded and global solution fM(r) satisfying (2.3).
Finally, if we can prove that the solution h(r) is non-increasing, which will be proved in Property 2.1, then it means that
fM(r) is also non-increasing. To this, we start with the following two lemmas.
Lemma 2.1. Let h(r) be the solution of (2.4). Then
lim
r→0
N|(hm)′(r)|p−2(hm)′(r)
r
= −aβh(0). (2.7)
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limn→∞ ξn(r) = 0 otherwise, for some ε > 0. After integrating we have
(∣∣(hm)′∣∣p−2(hm)′)(ε) +
ε∫
0
N − 1
r
∣∣(hm)′∣∣p−2(hm)′ dr +
ε∫
0
βrh′(r)dr +
ε∫
0
aβh dr = 0. (2.8)
Dividing by ε and making ε → 0 we obtain
lim
ε→0
[ |(hm)′(ε)|p−2(hm)′(ε)
ε
+ N − 1
ε
∣∣(hm)′(ε)∣∣p−2(hm)′(ε)]= − lim
ε→0aβh(ε), (2.9)
and therefore (2.7). 
Lemma 2.2. If r0 ∈ [0,+∞) is such that h(r0) = 0, then h(r) = 0 for any r  r0 .
Proof. We shall argue by contradiction. Assume that Lemma 2.2 is not true. Then it is easy to show that there exists
ε > 0 such that h(r) > 0 and h′(r) > 0 on (r0, r0 + ε) (otherwise we can found a sequence {rn} of local minima of h
such that rn → r0, which yields a contradiction with (2.4)). Multiplying Eq. (2.4) by rN−1 and integrating over (r0, r) with
r ∈ (r0, r0 + ε), we get
rN−1
∣∣(hm)′∣∣p−2(hm)′(r) + βrNh(r) =
r∫
r0
NβrN−1h(r)dr −
r∫
r0
aβrN−1h(r)dr. (2.10)
Notice that (hm)′(r0) = 0 and (hm)′(r) > 0. It follows from (2.10) that
βrNh(r)
r∫
r0
NβrN−1h(r)dr −
r∫
r0
aβrN−1h(r)dr  β N − a
N
h(r)
(
rN − rN0
)
, (2.11)
or equivalently,
1 N − a
N
(
1−
(
r0
r
)N)
. (2.12)
Making now r → r0, we arrive to the inequality 1 0 which is a contradiction. 
Property 2.1. h(r) is monotone non-increasing in [0,∞).
Proof. Suppose that for some r0 > 0, h′(r0) > 0, then by Lemma 2.1 there exists an r1 ∈ (0, r0) such that h′(r1) = 0 and
(|(hm)′|p−2(hm)′)′(r1) 0. We also know by Lemma 2.2 that h(r1) > 0. Arguing in the same way as in the proof of Lemma 2.1
we can show that
lim
r→r1
N|(hm)′(r)|p−2(hm)′(r)
r − r1 = −aβh(r1) < 0. (2.13)
Then we arrive to a contradiction with the fact that (|(hm)′|p−2(hm)′)′(r1)  0. Thus h′(r)  0 for all r  0. The proof is
complete. 
3. Proof of Theorem 1.2
In this section, we shall prove Theorem 1.2 by constructing a suitable global super-solution.
Proof of Theorem 1.2(i). We prove Theorem 1.2(i) by four steps below.
Step 1. For each ϕ(x) ∈ Φa , there exists a positive constant K > 0 such that
ϕ(x) K
(
1+ |x|)−a for all x ∈RN . (3.1)
Take M > K . Since limr→+∞ ra fM(r) = M > K , thus there exists a positive constant R0 such that
ra fM(r) > K for r  R0. (3.2)
Set γ = fM(R0) = min{ fM(r)|r ∈ [0, R0]} > 0. Then it is easy to verify that ϕ(x) UM,a(x, t0) for all x ∈RN , where t0 ∈ (0,1)
and t−aβγ > ‖ϕ‖L∞ .0
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wt = div
(∣∣∇wm∣∣p−2∇wm), x ∈RN , t > 0,
w(x,0) = λUM,a(x, t0) λϕ(x), x ∈RN . (3.3)
Take η = fM(0). Since fM(r) is non-increasing, then we have∥∥w(x, t)∥∥L∞ = ηλ(λm(p−1)−1t + t0)−aβ. (3.4)
Step 2. Set v(x, t) = A(t)w(x, B(t)), where (A(t), B(t)) is the solution of the following problem
A′(t) = ηq−1λq−1[λm(p−1)−1B(t) + t0]− a(q−1)a{m(p−1)−1}+p Aq(t), t > 0,
B ′(t) = Am(p−1)−1(t), t > 0,
A(0) = 1, B(0) = 0. (3.5)
It is easy to verify that v(x, t) satisﬁes
vt  div
(|∇vm|p−2∇vm)+ vq, x ∈Rn, t > 0,
v(x,0) = w(x,0) = λUM,a(x, t0) λϕ(x), x ∈Rn. (3.6)
Step 3. We shall prove that there exists a positive constant λ0 = λ0(ϕ) such that the problem (3.5) has a global solution
(A(t), B(t)) for any λ ∈ [0, λ0). The local existence and uniqueness of solution (A(t), B(t)) of problem (3.5) follows from the
standard theorem of initial value problem on ordinary differential equation. From problem (3.5), we can see that A′(t) > 0,
A(t) > 1 for t > 0 and the solution continues as long as the solution exists.
When A(s) exists in [0, t], B(t) is deﬁned by
B(t) =
t∫
0
Am(p−1)−1(s)ds. (3.7)
Since p > 2 and A(t) is increasing in t > 0, we have
B(s) =
s∫
0
Am(p−1)−1(τ )dτ  Am(p−1)−1(0)s = s for all s ∈ [0, t]. (3.8)
By (3.5), (3.8) and a > a∗ = pq−m(p−1) , we get
1− A1−q(t) = (q − 1)ηq−1λq−1
t∫
0
[
λm(p−1)−1B(s) + t0
]− a(q−1)a{m(p−1)−1}+p ds
 (q − 1)ηq−1λq−1
t∫
0
[
λm(p−1)−1s + t0
]− a(q−1)a{m(p−1)−1}+p ds
 (q − 1)η
q−1λq−m(p−1)
a(q−1)
a{m(p−1)−1}+p − 1
t
1− a(q−1)a{m(p−1)−1}+p
0 . (3.9)
Let λ0 = λ0(ϕ) be a positive constant deﬁned by
(q − 1)ηq−1λq−m(p−1)0
a(q−1)
a{m(p−1)−1}+p − 1
t
1− a(q−1)a{m(p−1)−1}+p
0 =
1
2
. (3.10)
Then for any λ ∈ (0, λ0], by (3.9), q >m(p − 1) > 1 and a > a∗ = pq−m(p−1) , we have 1 A(t) 2
1
q−1 . Thus we see that A(t)
is global, bounded and positive in t  0.
On the other hand, by (3.5) and (3.8), we have
t  B(t) 2
p−2
q−1 t for all t  0, (3.11)
thus, B(t) is global.
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R
N × (0,+∞). Furthermore, there exists a positive constant C such that
∥∥u(·, t)∥∥L∞  ∥∥v(·, t)∥∥L∞  2 1q−1 λη(λm(p−1)−1B(t) + t0)−aβ  Ct−aβ for all t > 0. (3.12)
The proof of Theorem 1.2(i) is complete. 
Proof of Theorem 1.2(ii). To show Theorem 1.2(ii) we put
uk(x, t) = kau
(
kx,ka(q
∗
a−1)t
)
for k > 0. (3.13)
Then uk(x, t) solves
∂tuk = div
(∣∣∇umk ∣∣p−2∇umk )+ kp( aa∗ −1)uqk, x ∈Rn, t > 0,
uk(x,0) = kaλϕ(kx), x ∈Rn. (3.14)
It follows from (3.12) that∥∥uk(t)∥∥L∞  kaC(ka(q∗a−1)t)−aβ  Ct−aβ. (3.15)
Thus, {uk(x, t)} is uniformly bounded in RN × [δ,∞) for any δ > 0. As is shown in [6,7], the uniform boundedness implies
the equicontinuous of {uk(x, t)} in any bounded set of RN × [δ,∞). Then using the Ascoli–Arzela theorem and a diagonal
sequence method in δ, we see that for any sequence {k j} → ∞, there exist a subsequence {k′j} and a function w(x, t) ∈
C(RN × (0,∞)) such that
uk′j(x,t)(x, t) → w(x, t) as k′j → ∞
locally uniformly in RN × [0,∞).
We shall show
w(x, t) = UλM0,a(x, t).
By deﬁnition, the weak solution uk(x, t) of Eq. (3.14) satisﬁes
∫
RN
uk(x, t)ζ(x, t)dx−
∫
RN
uk(x,0)ζ(x,0)dx =
t∫
0
∫
RN
{
ukζt +
∣∣∇umk ∣∣p−2∇umk ∇ζ + kp( aa∗ −1)uqkζ}dxdt (3.16)
for any t > 0 and non-negative ζ(x, t) ∈ C∞0 (RN × [0,∞)). As k = k′j → ∞, it follows from condition (1.11) that∫
RN
uk(x,0)ζ(x,0)dx =
∫
RN
kaλϕ(kx)ζ(x,0)dx → λM0
∫
RN
|x|−aζ(x,0)dx. (3.17)
On the other hand,
t∫
0
∫
RN
kp(
a
a∗ −1)uqkζ dxdt =
ka(q
∗
a−1)∫
0
∫
RN
kauq(kx, τ )ζ
(
x,k−a(q∗a−1)τ
)
dxdτ . (3.18)
Since v(x, t) is a super-solution to problem (1.1), thus we have
kauq(kx, t) Ckavq(kx, t) C
(
k|x|)av(kx, t)|x|−avq−1(kx, t). (3.19)
It is easy to see that (k|x|)av(kx, t) is bounded by some constant independent of k, x and t . Moreover,
vq−1(kx, t) Cλq−1
(
λm(p−1)−1B(t) + t0
)−aβ(p−1)
f q−1
(|kx|/(λm(p−1)−1B(t) + t0)β). (3.20)
Note that B(t) ∼ t , and
f
(|kx|/(λm(p−1)−1B(t) + t0)β)→ 0 as k → ∞ (3.21)
for x = 0. Then we can apply the Lebesgue dominated convergence theorem to obtain
188 C. Mu et al. / J. Math. Anal. Appl. 384 (2011) 181–191ka(q
∗
a−1)∫
0
∫
RN
kauq(kx, τ )ζ
(
x,k−a(q∗a−1)τ
)
dxdτ → 0 as k = k′j → ∞. (3.22)
Letting k = k′j → ∞ in (3.16), we have
∫
RN
u(x, t)ζ(x, t)dx−
∫
RN
λM0|x|−aζ(x,0)dx =
t∫
0
∫
RN
{
uζt +
∣∣∇um∣∣p−2∇um∇ζ}dxdt. (3.23)
It is easy to verify that UλM0,a(x, t) satisﬁes the following equation
∂tu = div
(∣∣∇um∣∣p−2∇um), u(x,0) = λM0|x|−a. (3.24)
By the uniqueness of solutions of (3.24), we have w(x, t) = UλM0,a(x, t). Thus
uk(x, t) → UλM0,a(x, t) as k → ∞ (3.25)
uniformly in compact sets of RN × (0,∞).
Note again that A(t) is bounded in t > 0, and w(x, t) = λUM,a(x, λm(p−1)−1t + t0). Then we have that
uk(x, t) = kau
(
kx,ka(q
∗
a−1)t
)
 ka A
(
ka(q
∗
a−1)t
)
w
(
kx, B
(
ka(q
∗
a−1)t
))
 Ckaw
(
kx, B
(
ka(q
∗
a−1)t
))
 CkaλUM,a
(
kx, λm(p−1)−1B
(
ka(q
∗
a−1)t
)+ t0).
Let t = 1 in this inequality. By using of the self-similarity of UM,a we have
uk(x,1) CλUM,a
(
x,k−a(q∗a−1)
[
λm(p−1)−1B
(
ka(q
∗
a−1)t
)+ t0]).
Combining with (2.2), (2.3) and (3.11), the above inequality implies that for any ε > 0 there exists an R > 0 independent of
k > 1 such that {uk(x,1)} are less than ε uniformly in |x| > R . Therefore, we have from Eq. (3.25) that
uk(x,1) → UλM0,a(x,1) as k → ∞
uniformly in RN .
Let y = kx and s = ka(q∗a−1) . Then noting again the self-similarity of UλM0,a(x, t), we can conclude that
lim
s→∞ s
aβ
∣∣u(y, s) − UλM0,a(y, s)∣∣→ 0 as s → ∞ (3.26)
uniformly in RN . The proof of Theorem 1.2 is complete. 
4. Proof of Theorem 1.4
In this section, we shall give some estimates of the life span T ∗λ to the solution of the Cauchy problem (1.1) with
u0(x) = λϕ(x) both from below and from above. To this, we start with the following lemma which is used to obtain a lower
estimate of T ∗λ .
Lemma 4.1. (See [16,18].) Let q > 1, and f (t) > 0 be a bounded continuous function of t  0. Then the solution of the following Cauchy
problem
y′(t) = f (t)yq, t > 0,
y(t) = y0 > 0, (4.1)
is given by
y(t) =
{
y−(q−1)0 − (q − 1)
t∫
0
f (s)ds
}−1/(q−1)
. (4.2)
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uμ(x, t) = μu
(
μ1/a
∗
x,μq−1t
)
, (4.3)
where a∗ = pq−m(p−1) . Then uμ(x, t) solves the problem
∂tuμ = div
(∣∣∇umμ∣∣p−2∇umμ)+ uqμ, x ∈RN , t > 0,
uμ(x,0) = (λμ)ϕ
(
μ1/a
∗
x
)
, x ∈RN . (4.4)
Let T ∗μ be the life span of uμ(x, t), and set
Jε(t;uμ) = 1
s
∫
RN
usμφε(x)dx, t ∈ [0, T ∗μ), (4.5)
where 0 < s < 1/p, ε > 0, and
φε(x) = Aεe−ε|x|, Aε = 1∫
RN
e−ε|x| dx
= ε
N∫
ωN
∫∞
0 e
−rrN−1 dr ds
.
Similar to the proof of Lemma 4.2 in [17], we have
Lemma 4.2. If Jε(0;uμ(x,0)) satisﬁes
Jε
(
0;uμ(x,0)
)
 1
s
(
2mp−1εp
p
) s
q−m(p−1)
= C, (4.6)
then the solution uμ(x, t) of (4.4) blows up in ﬁnite time, and we have
T ∗μ 
2
q − 1 s
1−q
s J
1−q
s
ε
(
0;uμ(x,0)
)
. (4.7)
Throughout this section we put in Eq. (4.3)
λμ = μa/a∗ . (4.8)
The following lemma is used to estimate T ∗λ from above.
Lemma 4.3. Suppose that ϕ ∈ Φa. Then there exists a constant K1 > 0 independent of ε such that
lim inf
λ→0 Jε(0,uμ) K1ε
as. (4.9)
Proof. From (4.8) we have
λμϕ
(
μ1/a
∗
ε−1x
)= εa|x|−a(μ1/a∗ε−1|x|)aϕ(μ1/a∗ε−1x). (4.10)
By the condition ϕ ∈ Φa , there exists a constant K1 > 0 such that
lim inf
λ→0 Jε(0,uμ) = lim infλ→0
1
s
∫
ωN
∫∞
0 e
−rrN−1 dr ds
∫
RN
εas|x|−as[(μ1/a∗ε−1|x|)aϕ(μ1/a∗ε−1x)]se−|x|
 K1εas. (4.11)
Here we have used the fact that μ → ∞ as λ → 0. 
In order to estimate T ∗λ from below, we shall construct a suitable super-solution to (1.1). For each ϕ ∈ Φa , there exist
M1 > 0 and t1 > 0 such that
ϕ(x) ϕ¯(x) = UM1,a(x, t1). (4.12)
Let vμ(x, t) be the solution of the Cauchy problem
∂t vμ = div
(|∇umμ|p−2∇umμ), vμ(x,0) = (λμ)ϕ¯(μ1/a∗x). (4.13)
Then we have the following lemma.
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limsup
λ→0
∥∥vμ(·, t)∥∥L∞  K2t−aβ. (4.14)
Proof. The ﬁrst assertion is readily veriﬁed since ϕ¯(x) is radial and decreasing in r = |x|. It follows from (4.8) and the
self-similarity of UM1,a that
λμUM1,a
(
μ1/a
∗
x, t1
)= UM1,a(x,μ−1/a∗βt1). (4.15)
Thus we have vμ(x, t) = UM1,a(x, t + μ−1/a∗βt1), and by (2.2) we get∥∥vμ(·, t)∥∥L∞  A1(t + μ−1/a∗βt1)−aβ, (4.16)
where A1 = ‖h(·,M1)‖L∞ .
Next let y(t) be deﬁned by
y(t) =
{
1− (q − 1)K p−12
t∫
0
s−aβ(q−1) ds
}−1/(q−1)
, (4.17)
which is the solution of Lemma 4.1 with f (t) = {K2t−aβ}q−1 and y(0) = 1. Then we put
b(t) =
t∫
0
ym(p−1)−1(s)ds (4.18)
and deﬁne
u¯μ = y(t)vμ
(
x,b(t)
)
.  (4.19)
Lemma 4.5. u¯μ(x, t) is a super-solution of the problem (4.4).
Proof. Note that b(t) > t . Then by Lemma 4.4, we have ‖vμ(·, t)‖L∞  ‖vμ(·,b(t))‖L∞ , and hence
∂t u¯μ = y′(t)vμ
(
x,b(t)
)+ ym(p−1)(t)∂t vμ(x,b(t)) (4.20)

∥∥vμ(·, t)∥∥q−1L∞ yqvμ + ym(p−1) div(∣∣∇vmμ∣∣p−2∇vmμ) div(∣∣∇u¯mμ∣∣p−2∇u¯mμ)+ u¯pμ. (4.21)
Since u¯μ(x,0) = uμ(x,0), we conclude the assertion of the lemma. 
Proof of Theorem 1.4. For any λ > 0, the ﬁniteness of life span T ∗λ is already known. In fact, we see from Lemma 4.1 that
condition (4.6) holds for any λ > 0 if ε is chosen small enough. Since a < a∗ = pq−m(p−1) , thus in Lemma 4.3 we can choose
ε > 0 to satisfy
K1ε
as  1
s
(
2mp−1εp
p
) s
q−m(p−1)
. (4.22)
By relation T ∗λ = μp−1T ∗μ , λμ = μa/a
∗
and Lemma 4.2 we obtain
limsup
λ→0
λ(p−1)/(1−a/a∗)T ∗λ = limsup
λ→0
T˜ ∗μ ∞. (4.23)
This is our estimate of T ∗μ from above.
Next we estimate T ∗λ from below. By a comparison principle and Lemma 4.5 we see that T˜ ∗μ is not less than the life span
of y(t), and
1
(p − 1)(K p−12 )
1− aβ(p − 1) T˜
∗(1−aβ)
μ . (4.24)
Since 1− aβ(p − 1) > 0, it then follows that
λ(p−1)/(1−a/a∗)T ∗λ = T˜ ∗μ 
[
1− aβ(p − 1)
(p − 1)K p−12
] 1
1−aβ(p−1)
. (4.25)
Combining this with (4.23), we conclude the assertion of Theorem 1.4. 
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