This work presents a new search process for composite decision processes (CDPs; also known as a tree-search problems [1] ) that is especially suited to problems represented by grammars. Many of the methods that are used to find an optimal or near-optimal solution in a large tree have been developed for path-planning problems (like A* [2]) and thus have requirements that are not well suited to design problems. With the recent attention on grammars in design, we find that design trees are often produced but difficult to search. Since existing path-planning methods are sensitive to the size of the space, and often put a low priority on the number of objective function evaluations, it is imperative to develop new search methods that can find the best solution within a large tree by doing the least number of evaluations as possible. In a previous paper, an interactive algorithm for searching in a graph grammar representation was presented. The process was demonstrated for a problem of tying a necktie and the work here builds on this approach to be useful for solving design problems. The basic strategy that is employed is to create a large database to store the performance and usage of each grammar rule. Future decisions are determined by referencing this database to find what option is best at a given branch in the tree by either exploiting past information or exploring options. To test the search process, two problems, a photovoltaic array topology optimization problem and an electromechanical product redesign problem, are chosen. It is shown that the search process converges within a few hundred evaluations which is a manageable number compared to the large solution space of millions of candidates.
Introduction
In this work, a graph grammar is used to solve graph optimization problem in two different problem domains. The first problem is solving a network optimization problem to improve the performance of Photovoltaic (PV) cell arrays under partial shading conditions by optimizing the connectivity layout between PV modules. The second problem uses tree search for selecting and configuring the components of electromechanical products. By using graph grammars, complex relations between components and their functions can be modeled using grammar rules. The problem is therefore to continuously apply rules to generate candidates within the design space.
Seed graphs and grammar rules are created specific to the problem at hand. Design generation is an iterative process of recognize-choose-apply where the seed graph initiates an expanding tree of intermediate solutions until no more rules are recognized. The leaf nodes of the tree are the completed candidate solutions. If the tree branches at an average branching factor of b, then there are b d states at level d. Thus an intelligent search technique is required to reduce the computation time for scanning such an exponentially large tree.
This work presents a technique that is based on RBITS method which stands for Rule-Based Interactive Tree Search [3, 4] . In that work, input from a decision maker was used to learn which rules and rule ordering lead to the best design. In this work, the learning mechanism is further put to the test by searching on larger trees with real-valued metrics of quality (i.e. objective functions). Both test problems are solved by the developed technique which is specifically suited for design spaces defined by grammars.
Related Work
Engineering design uses graphs extensively for representation. In conceptual design synthesis, function structures [5] and flowcharts have provided a quick and clear way to describe large and complicated designs.
Graph grammars have been adopted for design synthesis for their ability to easily create topological changes to graphs in a systematic fashion [6] . A variety of problems such as mechanism synthesis [7] , synthesis of gear trains [8, 9] , sheet metal design [10] , truss structures [11] have been represented by researchers using graph grammars. One of the advantages is the use of graphical software to display and interpret the grammar in an intuitive fashion [12] which speeds up problem definition and rule creation. In this paper, two existing grammar representations are used as test problems. The first example is the network synthesis of solar cell arrays; the representation of which is described in more detail in [13] .
The second problem that is considered is conceptual design synthesis for electromechanical systems. This involves generating topologies of components for a specified function. Hundal [14] and Ward and Seering [15] have developed methods to solve this problem. However, both methods work by breaking the product into a functional model and find components to satisfy each function. Here, the graph grammar representation uses Function Structure and Component Flow Graphs (CFG) to represent electromechanical products such as compressors, blowers, hair dryer, etc. The work shows that millions of alternative designs solutions exist on a generative tree. In this work, we try to use search techniques in such a generative tree to find the best solution.
There are several tree search algorithms that can be used for searching graph grammar based generative trees. Exhaustive methods such as breadth first and depth first search scan all states in the tree and stop when a goal solution is found. A more efficient approach can be achieved by using heuristics function such as in methods like A*, IDA* and uniform cost search [16] . These methods require the heuristic to be monotonic and admissable and will fail when this is not guaranteed. Such a heuristic functions are rarely achievable in design problems. A search method developed by Schmidt and Cagan [17] uses a simulated annealing approach to navigate the tree of design solutions as if it were a multidimensional design space.
The method TP 2 (Topological and Parametric Tune and Prune) has been explicitly developed for graph grammar based problems such as sheet metal design [10] . In this, the problem is split into two searches: finding the best topology and optimizing the parameters of the topology. Using genetic algorithms for synthesis is an attractive option, but in their traditional form, they require a fixed-vector representation. Formulating the design problem as a vector is a challenge in many cases leading to long vector lengths. The generation of new solutions from the bit string by arbitrarily changing the individual bits can lead to infeasible designs that have to be restricted by the use of explicit or implicit constraints or using penalty functions. This greatly slows down the search process and a comparison of the TP 2 search technique to genetic algorithms shows that the graph-based search technique performs better because the generation process is unrestricted in terms of complexity but restricted to feasible states by the grammar [10] .
One method to overcome this limitation in genetic algorithms is to pursue genetic programming [18] , which represents candidate solutions as trees. While the method borrows heavily from genetic algorithms, the crossover principle -the main method to generate new solutions -is solved by grafting branches onto the tree candidates which are cut from other candidates. There may be possibilities to use a similar concept for the configuration candidates in the example problems discussed here. However, the limitation that candidates are trees as opposed to arbitrary graphs (which may have cycles) is not easily overcome in genetic programming. Additionally, the grafting of branches negates the need for a grammar that describes the construction. The implicit constraints stored in the grammar rules would ideally guide the grafting process, but this is also not easily solved.
Rule Based Interactive Tree Search is a method mentioned earlier for grammar based generative trees that adopts a completely different approach. By using rules as the fundamental building blocks in a design problem, RBITS uses the representation as an aid in guiding the search process. The work that is presented in this paper builds on this method by addressing larger trees with real-valued objective functions. In RBITS, the stochastic search was only guided by user comparisons between (greater than, less than, equal to) between two or more designs.
Rule Based Interactive Tree Search
RBITS [3, 4] is a search technique that scans a portion of the tree in order to build information about the effectiveness of each grammar rule and the combinations of grammar rules so that insight is gained in finding the best solutions. By generating via rules, a correlation between the genotype (sequence of rules) and the phenotype (final candidate) is sought. If such a correlation exists, the search can make predictable changes to the quality of the solutions. Within the methodology, candidate solutions are evaluated and this evaluation is reflected onto the rules that were used in the generation of the candidate.
A database, called Rule Knowledge, keeps statistics on rules and the relative "fitness" from the candidates it has contributed to. It must be noted that each rule must have enough entries for the average fitness to give an accurate correlation. The number of entries for a given rule is called the popularity of the rule. Rules with high average fitness, are repeatedly invoked since, the search seeks the best solution. However, given a limited number of candidates that can be evaluated, this becomes a struggle between exploration and exploitation. One should exploit the knowledge that is known (choose high fitness rules), while continuing to explore unpopular rules that may possibly lead to even better solutions. This struggle is captured in the calculation of the overall rule score, u.
In this equation, is the fitness of a rule and is the inverse of popularity. When , the process only selects unpopular options and leads to a well distributed exploration of all possibilities irrespective of their fitness value. When , the process selects options with the highest fitness or in other words, repeatedly exploits the best options while neglecting other possibilities. Setting B between 0 and 1 thus captures the amount of exploration versus exploitation that occurs in the search. However, trusting that the option with highest B value is best is a potential fallacy that restrains the search to be deterministically bound to the initial and random sampling. In order to break this restraint, a stochastic mechanism is introduced where the option scores (represented as u j ) are converted into probabilities of being chosen. This probability is calculated using the following equation.
The additional parameter can be changed from to to change the process from random to deterministic. When , it can derived that the option with highest value gets a probability of selection of 1 or 100% and when all options get an equal probability of selection. Since computers cannot handle values of p approaching infinity and since the sensitivity of p varies drastically over its range from [0 to ∞], this parameter is converted into another parameter Q that takes values between and and maps to manageable values of ( to ). The conversion is done using the relation shown in Equation 3.
(3)
Note that the constants in this equation are chosen such that at a value of Q = 1, p is set to 300. When Q = 0.5, p is set to 1, thus producing a directly proportional probability to the u-score. These two adjustment parameters, B and Q, provide a mechanism for tuning the search process, and through the results shown below, effective values of these parameters are determined.
Returning to the Rule Knowledge database, the calculation of fitness and popularity can be broken down to provide more specific information. We have established three distinct types of extracted fitness and popularity: total, level and context. For the first type, this is manifest as total average fitness and total popularity. Total average fitness is determined by averaging the fitness of all of its entries within Rule Knowledge. Total popularity is simply the count of the number of times a rule has been previously called. Level fitness and level popularity filter down the entries within the Rule Knowledge database to those at a specified level within the search tree. For example, rule 1 may have been called twenty times before (total popularity) but rule 1 has only been called twice as the first level (level popularity). The development of level fitness and level popularity allows the search process the fidelity to learn when a particular rule may affect the quality of the candidate (i.e. near the beginning of the search tree versus the end, for example). Context fitness and context popularity offers an even higher fidelity investigation into when and where a particular rule has an effect. Depending on the implementation, context is defined as the list of rules that are invoked prior to the rule in question, or as the location of graph elements that the rule in question operates on. In the first problem shown below, it is the former; in the second problem, it is the latter.
Photovoltaic Network Optimization
Photovoltaic (PV) cells are the fundamental blocks of a solar panel. PV cells are assembled to form a PV module and a solar panel power system consists of several interconnected PV modules which are usually connected in series to maximize the voltage. To maximize the power output, control techniques such as Maximum Power Point Tracking (MPPT) are used that controls the load on the generator in order to run it at the most optimum voltage for the maximum power [19] .
In domestic applications, partial shading is a common problem that affects the output of the entire solar array. A small number of shaded PV modules can have a large and negative effect on the output. By modifying the connectivity between PV modules, some robustness can be achieved under partial shading conditions [20] to give a reliable output. Previous work demonstrates a suitable representation for this problem and a comparative study between two different approaches, using graph grammar and genetic algorithm (GA) [13] . While this work shows that the GA approach does not converge on a global optimum, the networks produced by randomly searching the graph grammar tree are not much better.
In a candidate graph, the connectivity between the modules is represented by arcs that connect the PV modules (i.e. nodes) in the four compass directions (North, East, South and West) as shown in Figure 1 . In this representation, the following restrictions are built into the rules to properly reduce the scope of the problem. 1. Nodes can only connect to neighboring nodes. 2. Nodes not connected to a neighbor are assumed to connect to the global positive or negative leads. 3. Cycles between nodes are not allowed.
The seed graph is an array of unconnected nodes representing the position of solar modules. The first four rules in Figure 1 generate connectivity between adjacent nodes so long as the nodes are not already connected in that direction. Rule 5 specifies that a given node be unconnected to the neighbors and instead to the overall ground and lead of the solar panel. This is achieved by removing the label "empty" preventing the node from being recognized by the other rules. Fig a, b, c, d show rules to create arcs in N, E, S, W directions. Rule creates arcs to connecto global positive/negative terminals.
Specifications of the problem
The upper limit of the candidate space for a square grid with 9 nodes (3 x 3 nodes) is 6 9 (with connections N, E, W, S, ground, and + lead). A more accurate size of the space is complicated by the three restrictions presented above. As a network optimization problem, the goal is to find the best configuration of arcs that would prove most optimal. Here, optimality requires running a multitude of solar simulations for various shading conditions to evaluate the robustness of providing consistent electrical power. While we have developed the simulation and have connected it to the graph topology generation process, it has proven to be too slow for testing the effects of the aforementioned search process. Therefore, in order to simplify the objective function, a target configuration (as shown in Figure 2 ) is selected as the chosen optimal and the objective function is simply the difference of a candidate from the optimal. Since the candidates are graphs, the difference is determined as the subtraction of the graphs' corresponding vector representations. The vector is created such that it is a series of 0s and 1s representing the connectivity of each node to the neighboring nodes and to the global positive and negative terminals. As the number of nodes remains the same, the vectors are of equal length and the Euclidean distance is computed and used as the distance between the two vectors. The objective function thus becomes unimodal where the magnitude is 0 at the optimal solution.
Results
The rule-based stochastic tree-search process and the above modifications are written in C#. In order to make the process of manipulating graphs and invoking grammar rules easier, the code is packaged as a plugin for the GraphSynth [12] software. As in a typical optimization problem, convergence is identified when the objective function does not change significantly over a series of iterations. Additionally, in this search process, convergence can also be correlated with a stagnation in the knowledge repository.
It is assumed that the best candidate that can then be generated from a given repository of rule knowledge is achieved by starting from the seed graph and applying the options with the highest fitness at each level with no regard of popularity (i.e. ) and no randomness ( ). This represents a deterministic and exploitative search of the space.
Once the repository has sufficiently converged, adding additional candidates to it will yield negligible changes in the option fitness values and therefore the best candidate generated would not change significantly. This can be used to detect the convergence of the process. A candidate can be generated with values and as 1 at every step and evaluated. Once the rating of this candidate stabilizes (i.e. remains within a certain tolerance), it can be assumed that the knowledge repository has attained a stable state and the process has converged. Figure 3a shows the variation in the objective function value for the solar panel problem with B and Q values of 0.2 and 0.8 respectively. It can be seen that the search algorithm eventually converges to find the candidate of rating 0.0 implying the distance of the candidate from the ideal solution. To prove the reliability of the process despite the stochastic nature, the same graph is recreated in multiple runs as shown in Figure 3b and Figure 3c . To obtain a convergence curve that better summarizes the effectiveness of the process, similar graphs are created for 20 runs and they are averaged over the iterations. The resulting graph is shown in Figure 3d . In the remainder of the paper, we examine versions of Figure 2d for various values of B and Q. 
Experimenting with Q values
Consider the plots in Figure 4 . While a given plot shows six curves, each of these curves is an average of 20 complete search processes. The experiment is run with values from 0 to 1 with a step size of 0.2 while Q takes the values 0.1, 0.3, 0.5, 0.7, 0.9. When Q = 0.1 (Figure 4a ), the process is nearly random. From the point of view of an optimization algorithm, this is an uninformed search where different candidates are evaluated without making intelligent decisions on the direction of exploration. However, as more candidates are explored, eventually almost all rule options will be added to rule knowledge. In examining the curves in Figure 4a , we note that the process reliably achieves the optimum. This is because what is plotted is the best design achievable for the given rule knowledge repository -the single solution generated when B and Q are both set to 1. The result when Q = 0.1 is nearly the same as that for Q = 0.3 and Q = 0.5. Upon closer inspection (as is indicated below in Table 1 ), there is consistently better results for Q = 0.5.
On the other hand, in the nearly deterministic case, when , the process repeatedly selects only the best option. This leads to a quick convergence on a suboptimal candidate as shown in Figure 4e . The results are also highly dependent on the starting point since the same option is repeatedly chosen at each decision point in the tree. When Q = 0.5 the rule knowledge has enough information for predicting future directions of search but a healthy level of uncertainty or skepticism is maintained.
Experimenting with B
Parameter controls the balance of exploration versus exploitation in the search. Using implies that we are wholly interested in exploring more options rather than being restricted to the best. Regardless of the fitness value of each option, the option that has been explored the least receives the highest score. The search can be effective at finding nearoptimal solutions by building rule knowledge in an explorative way (again what is plotted in Figure 4 , is the best possible solution that can be found for the developed rule knowledge -B = Q = 1 -deterministically exploiting what the rule knowledge contains).
At the other extreme, when , pure exploitation is achieved. Options of low fitness are not revisited as it is assumed they lead to a worse candidate. Without any exploration, the search always prefers options it has seen before, thus making the search highly dependent and limited to the initial random candidate. In the curves shown in Figure 4 that correspond to B = 0.8 and B = 1.0 seem to appear the worst. This shows the importance of exploration in building the rule knowledge. 
Selecting best values of B and Q
For each run with a different B and Q value, the number of iterations to convergence and the distance of the final candidate to the optimal are calculated and tabulated in Table 1 . The "average of best objective function value" is the found by averaging the value of the final solution that each process converges to. The iteration of convergence is calculated as the iteration at which the process fluctuates less than 1% in the range of values seen by the process. The best values for B and Q are at neither extreme. The objective function values are more uniform even at low values of but take a long time to converge. The best values of and can thus be chosen as 0.4 and 0.5.
Application to problem of higher complexity
Problems with higher number of PV modules to connect converge slower due to there being more options in the search tree. The upper limit of candidates in the problem with 9 nodes is 6 9 , which is 10 million, and so the problem does not represent a high degree of complexity. To demonstrate effectiveness, we use an initial problem with 24 nodes and a target optimal graph that contains an arbitrary connectivity between the nodes. The number of possible configurations grows exponentially and the upper limit of variations in the case of 24 nodes is 6 24 which is 4.7x10 18 . The size of the problem is significantly larger and convergence on a problem of this size will show the effectiveness of this method in searching over a large solution space.
The search process runs for 200 iterations and to offset the stochastic nature of the process, 20 identical runs are executed and the results are averaged. The value of B and Q are set to 0.4 and 0.5 as determined from the results of the previous experiment. The convergence graph is shown in Figure 5 . Even with such a large space of possible solutions, the search process has converged within a distance of 2 from the target solution within the first 100 iterations. The process also continues to improve by smaller amounts after the 100 th iteration and at the end of 200 iterations has, on average, converged on a better solution (the final value is -1 as averaged over the 20 runs).
Product Assemblies
The PV optimization problem can be characterized as a problem with a small set of rules that apply to many locations in the host graph. A second category of problems that we consider contains many rules with a relatively small set of locations for each rule to apply.
Electromechanical products such as fans, leaf blowers and staple guns are popular in the consumer market and many different companies have their unique designs that offer advantages in terms of packaging, efficiency, ergonomics and styling. In the conceptual design of such products, graphs are likely used such as Function Structures (FS) to capture the interaction between different functional modules of the product. The FS is realized by actual components that are connected as a liaison graph or a Component Flow Graph (CFG). An example of a FS and a CFG are shown in Figure 6 , and were obtained by disassembling a hairdryer. From a previous research [21, 22] , the FS and CFG of twelve different products were determined which are listed in Table 2 .
An example grammar rule is shown in Figure 6 . It can be observed that it creates a mapping between a single function, Convert, and two components while capturing the interaction between the components. Ninety rules were generated from the ten products using an automated rule generator which extracts rules from these products by comparing their Function Structures and CFGs. A generative tree is created by setting the seed graph as a new function structure and applying these 99 rules on it. A variety of solutions can be created and each solution represents a method showing how concepts and components from other products can be reused to inform the redesign a product (represented as a function structure). By including rules from other products, the original CFG of the product is just one solution in a large search space. This problem space and rules are described in more detail in [23, 24] ; it is used as an example problem for the developed rule-based stochastic tree-search.
Problem specification
Similar to the previous problem, a pre-defined solution is identified as the best solution and the aim of the search process is to converge as close as possible to this target. To find the best values for the search parameters and Q, similar experiments with the same ranges as shown in the previous problem. These are repeated 20 times to compensate for the stochastic nature of the search process. In these runs, the best obtainable value is -2000. 
Results
Similar trends are observed as in the case of the PV array optimization problem. Table 3 tabulates the average of the best objective function value achieved and the iteration of convergence for each case of and values. For values of and for which the rating is the highest, the number of iterations to convergence is also higher. For example the case with and as 0.0, it takes 62 iterations to converge when compared to the case with and as 1.0 where it converges in the first step. But in the latter, the maximum rating of the candidates is much lower than the ideal obtained in other cases (-2817 compared 
Conclusions and future work
The work presented here shows how a graph optimization problem can be solved using a generative tree produced by a grammar. The results show that achieving a near optimal solution for a problem space containing an unmanageable number of solutions is possible within a few hundred iterations. The proposed method is limited to problems that use grammar rules as the fundamental building blocks since the statistics gathered on the rules is the basis of the method. Apart from this, optimum values of the two key parameters and were also obtained by experimentation, and are coincidentally the same in both experiments (B = 0.4; Q = 0.5). The method has been shown to work on two kinds of problems, one with a few rules but many locations for the rules to be applied, and one with many rules but few locations. Many problems in graph grammars involve a similar situation and can possibly be solved by this method. There is considerable scope for future improvement. The objective function in both problems is a distance to a chosen optimum and thus creates a unimodal search space. Certain modifications will need to be made to be effective on a multimodal problem. For example, in the PV array problem, two configurations could exist with a 3-by-3 grid of nodes, one having all arcs pointing south (as is shown in Figure 2 ) and the other having all arcs pointing east. Although these two configurations are equivalent, they appear different to the implemented distance function. If both these solutions were to receive good objective function values, the process will then give equal fitness for arcs pointing south and east. The rule knowledge might create a "best" solution (when B and Q are equal to 1) that contains a mix of both types of arcs and as a result be far from optimal. To solve a problem of this kind, we will need to put more emphasis on the context measure that assigns a fitness for a rule choice based on which rules have been currently invoked in the candidate. Detailed study needs to be done to verify that context fitness can positively affect such multimodal problems.
Another search process improvement that can be made is to modify of and values of the search process as a function of time similar to methods such as simulated annealing. The process could gradually move towards exploitation near the end when a reasonable amount of scanning has been done. Like simulated annealing, the rate at which the process becomes deterministic needs to be answered.
There are some other issues that could be investigated to study the effectiveness of the process. First, the same problems need to be solved using other techniques such as genetic algorithm to benchmark the performance and provide insight for further improvement. Such efforts are complex since many changes need to be made to these methods so that they can work on grammar-based systems
In this work, the RBITS method is extended for use on larger search trees where a real-valued objective function is used to inform rule fitness. While grammars have proved to be useful in representing complex design domains, their unique qualities make it difficult to plug into existing optimization or artificial intelligence methods. The presented Rule-Based Stochastic Tree-Search method is based on handling the exploration versus exploitation balance needed to effectively search large trees. It uses the knowledge intensive quality of rules to guide the search to near-optimal solutions.
