Numerous studies show that practice can result in performance improvements on low-level visual perceptual tasks [1] [2] [3] [4] [5] . However, such learning is characteristically difficult and slow, requiring many days of training [6] [7] [8] . Here, we show that a multisensory audiovisual training procedure facilitates visual learning and results in significantly faster learning than unisensory visual training. We trained one group of subjects with an audiovisual motion-detection task and a second group with a visual motion-detection task, and compared performance on trials containing only visual signals across ten days of training. Whereas observers in both groups showed improvements of visual sensitivity with training, subjects trained with multisensory stimuli showed significantly more learning both within and across training sessions. These benefits of multisensory training are particularly surprising given that the learning of visual motion stimuli is generally thought to be mediated by low-level visual brain areas [6, 9, 10] . Although crossmodal interactions are ubiquitous in human perceptual processing [11] [12] [13] , the contribution of crossmodal information to perceptual learning has not been studied previously. Our results show that multisensory interactions can be exploited to yield more efficient learning of sensory information and suggest that multisensory training programs would be most effective for the acquisition of new skills.
Summary
Numerous studies show that practice can result in performance improvements on low-level visual perceptual tasks [1] [2] [3] [4] [5] . However, such learning is characteristically difficult and slow, requiring many days of training [6] [7] [8] . Here, we show that a multisensory audiovisual training procedure facilitates visual learning and results in significantly faster learning than unisensory visual training. We trained one group of subjects with an audiovisual motion-detection task and a second group with a visual motion-detection task, and compared performance on trials containing only visual signals across ten days of training. Whereas observers in both groups showed improvements of visual sensitivity with training, subjects trained with multisensory stimuli showed significantly more learning both within and across training sessions. These benefits of multisensory training are particularly surprising given that the learning of visual motion stimuli is generally thought to be mediated by low-level visual brain areas [6, 9, 10] . Although crossmodal interactions are ubiquitous in human perceptual processing [11] [12] [13] , the contribution of crossmodal information to perceptual learning has not been studied previously. Our results show that multisensory interactions can be exploited to yield more efficient learning of sensory information and suggest that multisensory training programs would be most effective for the acquisition of new skills.
Results and Discussion
We live in a world in which all of our senses are constantly engaged. When we eat, we appreciate the visual appearance of the food at the same time as the aromas and tastes interact to produce a complete culinary experience. When we converse, we use both sights and sounds to judge the meanings that others express. As we navigate the world, we use sights, sounds, and touch to keep our balance, stay on path, and avoid obstacles.
In the scientific community, perception has traditionally been viewed as a modular function with the different sensory modalities operating largely as separate and independent systems. However, recently accumulating reports of crossmodal interactions in various perceptual tasks and settings suggest that interactions between modalities are the rule rather than the exception in human processing of sensory information [11] [12] [13] . Furthermore, recent neurophysiological studies of crossmodal interactions [14] [15] [16] [17] [18] [19] [20] [21] [22] provide accumulating evidence for crossmodal interactions occurring at early stages of perceptual processing in brain areas that have long been viewed as modality specific.
Considering that crossmodal interactions are ubiquitous in human perceptual processing, and that they play some role in the development of perceptual processes [13, [23] [24] [25] , it is not unlikely that multisensory interactions may be exploited to render the processing of sensory information more effective in terms of encoding and learning as well. To test this idea, we examined the possible benefits of auditory stimuli on low-level perceptual learning of visual-motion, i.e., improvements of motion sensitivity that require extensive training. Lowlevel perceptual learning is a good test bed for multisensory benefits, because learning is typically very slow, requiring many days of training [6, 7, [26] [27] [28] , and has been shown to be mediated by early visual areas of the brain [10, 26, [29] [30] [31] that are traditionally thought to be highly unimodal [23] . We chose an auditory-visual task because visual motion stimuli are typically accompanied by sounds and because there exists anatomical evidence in animals [32, 33] and a wealth of human psychophysical [11, 13, 34] and neurophysiological [18, 19, 21, 22, 35] evidence indicating vigorous auditory-visual interactions that influence visual processing even in primary visual cortex [36] .
We trained two groups of subjects for 10 days each with multisensory stimuli for one group and unisensory stimuli for the other group. The multisensory training consisted of a novel auditory-visual motion-detection task in which both auditory and visual motion stimuli can be used to generate a correct response (see Figure 1) : On one-third of trials, only visual signals were present, on one-third of trials only auditory signals were present, and on the remaining one-third, both auditory and visual stimuli were present and were in agreement (see Experimental Procedures). The subjects' task was to detect and discriminate the auditory-visual motion stimuli. Unisensory training consisted of the same task, but with trials containing only visual signals. The number of trials with visual signals was matched between the groups. In this paper, we restrict our analysis to the subset of trials that contained only visual signals for both groups.
Auditory and visual stimuli were made as analogous as possible. Auditory stimuli consisted of Gaussian white noise that produced a percept of a stimulus moving left or right, masked in varying levels of white noise (bandwidth 2-10 KHz, butterworth filtered, ramped). Visual stimuli were dynamic dot patterns of varying motion coherence moving in one of two directions [37] . For each subject, three different signal levels were selected for each of the visual and auditory modalities through practice sessions, which were run on days previous to that of the training (see Experimental Procedures).
We first examined performance of subjects in each group during the first training session. Many researchers have reported ''fast-learning'' effects, whereby perceptual learning has an early phase in which learning will develop within a single session [4, 5, 30, 38, 39] . We find evidence of fast learning in both the multisensory and unisensory groups (see Figure 2 ). More importantly, we find that learning occurred significantly more quickly for the multisensory group (Figure 2 , black line) than for unisensory group (Figure 2, gray line) . A significant learning effect for the multisensory group (p < 0.01 paired running t test; black line, Figure 2 , bottom panel) is detectable by the second third of the session for the vision-only trials, and was significantly different from that of the unisensory group (see Figure S1 in the Supplemental Data available online). A bootstrap analysis [40] (see Experimental Procedures) was run to correct for multiple comparisons and showed a probability of 0.037 of finding more than 15 sequential points below a 5% significance cut-off [41] (as was the case in the running t test for the multisensory group). On the other hand, the unisensory group only showed a tendency of learning, which was delayed until the last third of the session (p < 0.05 paired running t test; gray line, Figure 2 , bottom panel). Both groups showed deterioration of performance toward the end the session, which has been also reported in other studies of perceptual learning [42] . These results demonstrate that within a single session, multisensory training offers benefits over unisensory training.
It is important to confirm that these learning effects are maintained across sessions. In fact, perceptual learning of motion often requires multiple days of training to manifest [6, 7, 10, 26] , and in some cases the manifestation of learning effects have been shown to be sleep dependant [43] . In order to examine these ''slowlearning'' effects in a manner that would be minimally contaminated by the fast learning, we compared performance across days for only the first third of the trials in each session (we chose the first third of the session because during this phase neither group showed learning and performance was similar across groups in the first session, but results are qualitatively similar for other early phases of the sessions). Subjects in the multisensory group (Figure 3 , black) showed highly significant learning across sessions for the vision-only trials [F(9,36) = 6.06, p < 0.001, one-way repeated-measures ANOVA] and reached near-peak performance by the third training session (p < 0.05, paired t test versus session 1; see running t test Figure 3 , bottom panel). The multisensory group also exhibited auditory learning for the sound-only trials (see Figure S4 ). On the other hand, while the unisensory group also showed a significant visual learning effect [F(9, 36) = 3.96, p < 0.01, oneway repeated-measures ANOVA], their performance did not asymptote until about the seventh training session (p < 0.05, paired t test versus session 1; see running t test Figure 3 , bottom panel).
Comparison across groups showed a benefit of multisensory training [F(1,80) = 18.8, p < 0.001, two-way AN-OVA] and a significant effect of learning across groups [F(9,80) = 4.7, p < 0.001] but no interaction [F(9,80) = 0.56, p = 0.82]. The lack of an interaction can be explained by the fact that performance of the multisensory group is nonlinear (i.e., it rises quickly and then asymptotes), and thus the difference in the amount of learning between groups is captured by the main effect of performance across groups. Polynomial regression analysis All sessions for all groups involved the same basic task. A sequence of two stimulus displays was presented (one containing a directional signal and the other containing only noise). After the sequence, subjects reported, with a key press, first the interval that contained the signal (1 or 2) and second the direction of that signal (left or right). In the unisensory condition (top), stimuli consisted of randomly moving dots, a fraction of which moved coherently (direction signal depicted here by white arrows). In the multisensory condition (bottom), visual stimuli were the same and auditory motion stimuli (see Experimental Procedures) were added, which moved in a direction consistent with that of the visual stimuli. Subjects were required to fixate on a central cross while performing the task. In training sessions, feedback was given on interval response; in tests, no feedback was given.
confirms that the rate of learning between the two groups is different, with the multisensory group fitting a quadratic function [F(1,47) = 7.9, p < 0.01] in contrast to linear learning in the unisensory group [F(1,48) = 13.5, p < 0.001].
Although we have demonstrated that the multisensory group learned more effectively than the unisensory group both within and across training sessions in the ''unimodal'' trials, it is important to note that the unimodal trials for the multisensory group contained a sound stimulus, although it had no directional signal. We thus ran an additional test both to verify that sensitivity improvements in the multisensory trials would transfer to task conditions containing no sounds and also to verify that the training effects were directionally specific (as is expected in perceptual learning). In this test, the sensitivity of subjects in both groups was tested on six different directions of motion (equally spaced around the circle) in silence as well as in presence of stationary noise (see Experimental Procedures for details).
In this test, performance within the multisensory group did not differ between the silent and noise conditions [F(1,24) = 0.008, p = 0.93, two-way ANOVA, sound times direction], indicating that the stationary noise does not provide an enhanced performance compared to no sound. We also found significant effect of direction [F(5,24) = 3.9, p < 0.01] with no interaction between the sound condition and direction [F(5,24) = 0.56, p = 0.73]. Subjects in the multisensory group performed significantly better on the trained versus the untrained directions [p < 0.01; paired t test], indicating that the observed improvement in performance reflects low-level perceptual learning [6] . The unisensory group also showed no effect of sound A t test between the unisensory and multisensory groups failed to show any significant difference in performance of the trained directions across groups (p = 0.31), but this was not unexpected given that both groups had reached asymptote by the last training session (even though learning did not reach significance for the unisensory group). Importantly, the direction test confirmed that the learning effects were directionally specific.
To verify that this was not a native directional bias, or one that developed in the practice sessions (see Experimental Procedures), we recruited five new subjects to conduct the practice and test sessions without any Figure S2 ). Ordinate is percent correct averaged across three signal levels of visual-only trials, and abscissa reflects proportion of the first session. Curves were constructed by averaging sequential trials of each signal level for each subject and then smoothing this with a 30-trial-wide boxcar filter (other filter widths provide qualitatively similar results) and averaging smoothed data across subjects; data at the very beginning and end of the session were excluded because of filtering boundary effects. Error bars reflect within-group standard error [46] . (Bottom) Running paired t test for the multisensory (black) and unisensory (gray) groups comparing performance at the beginning of the session (first valid smoothed bin) with each subsequent point in the session on visual-only trials. Figure S3) , as is the effect when broken down by individual stimulus level (see Figure S5 ). Ordinate is percent correct averaged across three signal levels of visual-only trials during the first third of the session; abscissa reflects training session number. We chose the first third of the session because during this phase neither group showed fast learning and performance was similar across groups in the first session, but results are qualitatively similar for other early phases of the sessions. Error bars reflect within-group standard error [46] . 
t test).
A candidate explanation for the multisensory group's advantage is that presentation of sound has an alerting effect, which could benefit the multisensory subjects' task performance and lead to greater learning. We consider this explanation to be unlikely for two reasons. First, in the initial training session, both groups begin training with nearly identical performance, with their paths diverging later in the session; if sound has an alerting effect, it would cause an advantage from the beginning. Second, there is no difference between a silent and a noise condition (in the direction test) after training. Neither one of these by itself is conclusive evidence against alerting, but the two put together (no difference at the beginning or at the end) strongly suggest against it.
Considering our results, we propose that training with an audio-visual stimulus produces enhanced learning both within a session (i.e., fast learning) and across days, most likely by facilitating encoding and promoting better consolidation or retention of learning. Although our results suggest that with time the unisensory training procedure may be able to yield similar performance levels as those produced with multisensory training, the multisensory training is far more efficient. This finding presents the exciting prospect that multisensory training can reduce the number of training days, and perhaps the length of training in each day, needed to produce equivalent performance on a visual perceptual task.
Conclusions
The benefit of sound found in this study is particularly surprising because the task produces a directionally specific learning effect, which is typically thought to be mediated by low-level, purely visual processes. Although it is perhaps to be expected that practice on an audio-visual task should increase audio-visual interactions, it is intriguing that audio-visual practice contributes to enhanced performance on unimodal trials. However, these results are consistent with results showing that auditory motion modulates visual area MT/V5 [44] , the visual area most highly specialized for visual motion processing. Additionally, our results are consistent with studies showing enhanced visual recognition of stimuli that were initially presented audio-visually [45] . Notably, semantic congruency was required for enhanced visual recognition. In our experiment, audio-visual directions were congruent; it remains to be explored whether congruency is required, or whether any type of sound can aid learning.
At a broader level, our findings are consistent with a general paradigm of sensory processing in which perceptual and cognitive mechanisms are tuned to process multisensory signals. Under such a regime, encoding, storing, and retrieving perceptual information is intended by default to operate in a multisensory environment, and unisensory processing is suboptimal because it would correspond to an artificial mode of processing that does not utilize the perceptual machinery to its fullest potential.
Experimental Procedures Subjects
Fifteen paid subjects (aged 19-24) with normal or corrected-to-normal vision and normal hearing were recruited from the university population and randomly assigned to multisensory (n = 5), unisensory (n = 5), or direction-control (n = 5) groups.
Visual Stimuli
Visual stimuli were dynamic dot patterns of low motion coherence moving in one of two directions, presented at four levels of coherence, including zero coherence and three others tailored to each subject (see Stimulus Levels, below). A Newsome-type motion algorithm [37] was employed with white dots (0.2 degree radius) in a 1º-10º annulus with a dot density of 16.7 dots per deg 2 /s and dot speed of 12 deg/s. In this motion algorithm, the subset of coherently moving dots is newly chosen in each frame, and the probability of a given dot lasting more than one frame is the same as the coherence level. Because perception of cardinal directions may be robust to training, we chose 10º (instead of 0º) for rightward motion and 190º (instead of 180º) for leftward motion.
Auditory Stimuli
We designed auditory motion stimuli to be analogous to the visual motion stimuli. Auditory stimuli consisted of Gaussian white noise that produced a percept of a stimulus moving left or right, masked in varying levels of white noise (bandwidth 2-10 KHz, butterworth filtered, ramped). Auditory motion was created by varying amplitude linearly (70-76 dB) between left and right speakers over 300 ms. Speakers were placed on the left and right side of the monitor with the midpoint between the speakers aligned with the fixation point. This produced the perception of sounds that were colocalized with the visual motion stimulus. Different signal levels were created by varying the amplitude ratio between the auditory motion and the noise mask (i.e., computing a weighted average of auditory-motion signal and noise mask). Stimuli at all signal-to-noise levels were normalized so that each had the same root mean square and produced a reading of 76 dB on a sound-pressure meter.
Stimulus Levels
Visual and auditory levels for each subject were determined by plotting psychometric functions for each modality alone on the day before the pretraining tests. For each subject, we chose levels that approximately corresponded to 55%-60%, 70%-75%, and 80%-85% correct detection. The mean coherence levels for each group did not significantly differ (multisensory [low 6.6 6 0.4, mid 11 6 1, high 15.4 6 1.8]; unisensory [low 6.8 6 0.8, mid 10.4 6 1.5, high 14 6 2.2]).
Task
The task consisted of a two-interval forced-choice task in which observers first reported in which interval (first or second) they detected a directional stimulus and second reported in which direction they discriminated the stimulus to be moving (left or right) by pressing keys on the keyboard.
Procedure
The experiment took place over 14 days. All elements of the experiment were the same for all groups except for training (session numbers 3-12). The first two days served primarily to acclimate the subjects to the task (and thus minimize task-learning effects during training) and determine appropriate stimulus levels. These practice tests included unimodal stimuli (audio and visual) at easy coherence levels. Training sessions were conducted for 10 days and included feedback for the detection response, but not for the discrimination response.
The experimental design was constructed to match the number of trials containing visual signals across the groups. Thus, the unisensory training consisted of three visual levels times two directions with 96 trials of each for a total of 676 trials with visual signals; there were an additional 50 trials containing no signal. Multisensory training had three visual levels times two directions with 48 trials of each, three visual levels times 3 auditory levels times two directions with 16 trials of each, and three auditory levels times two directions with 48 trials of each. This yielded a total of 288 visual-only trials, 288 audiovisual trials, and 288 auditory-only trials; there were also 80 no-signal trials. All trial types were randomly interleaved. For the multisensory group, trials with no auditory directional signal were considered ''unisensory'' trials. For trials containing both auditory and visual directional signals, the directions were always congruent across modalities; however, the coherence levels were not correlated. Whereas both groups saw the same number of visual stimuli, the multisensory group received additional auditory-alone trials. The direction control group did not conduct the training sessions.
Direction Test Session
In the test session, subjects conducted the same basic task as in the other sessions, but were tested on six different directions of visual motion (10, 70, 130, 190, 250 , and 310 degrees of visual angle). In addition, in some trials, auditory noise was presented, and in other trials, no sound (silence) was presented in both intervals. In this way, we could examine whether the learning effects were specific to the trained directions and whether learning transferred between the noise and silent conditions.
Bootstrap Analysis
To validate the significance of the within-session learning effects, we ran a Monte Carlo simulation of our analysis [40] . To do this, we took the average performance for each level for each subject and created a simulated session preserving these averages (i.e., no learning). We then averaged these data across levels and subjects, smoothed them with a boxcar filter, and calculated a running t test in the same manner as was done for the data presented in Figure 2 . This procedure was repeated 10,000 times to generate a probability distribution of what result would be expected from chance. To test significance of the experimental data, we calculated the proportion, which turned out to be p = 0.037, of simulated sessions in which 15 sequential samples within the session fell below a 5% significance cut-off [41] .
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