Abstract-Face recognition has attracted increasing attention due to its wide range of applications, but it is still challenging when facing large variations in the biometric data characteristics. Lenslet light field cameras have recently come into prominence to capture rich spatio-angular information, thus offering new possibilities for advanced biometric recognition systems. This paper proposes a double-deep spatio-angular learning framework for light field based face recognition, which is able to learn both texture and angular dynamics in sequence using convolutional representations; this is a novel recognition framework that has never been proposed before for either face recognition or any other visual recognition task. The proposed double-deep learning framework includes a long short-term memory (LSTM) recurrent network whose inputs are VGG-Face descriptions that are computed using a VGG-Very-Deep-16 convolutional neural network (CNN). The VGG-16 network uses different face viewpoints rendered from a full light field image, which are organised as a pseudo-video sequence. A comprehensive set of experiments has been conducted with the IST-EURECOM light field face database, for varied and challenging recognition tasks. Results show that the proposed framework achieves superior face recognition performance when compared to the state-of-the-art.
I. INTRODUCTION
ace recognition systems have been successfully used in various application areas, ranging from forensics and surveillance to commerce and entertainment [1] [2] . With the development of deep learning solutions and the increase in computational power, rapid advances in a variety of visual recognition tasks, including face recognition, have been observed in recent years. Nowadays, the state-of-the-art on face recognition is dominated by deep neural networks [3] . However, even with the emergence of this type of sophisticated networks, certain conditions may still not yet allow achieving accurate face recognition, notably because the acquisition process may introduce challenging variations in the biometric data, especially in less constrained situations where it is expected to find significant variations in terms of emotions, poses, illumination, occlusions, aging, among others [4] .
The emergence of new imaging sensors such as depth, near infra-red (NIR), thermal, and lenslet light field cameras, opens new frontiers for face recognition systems [1] . Naturally, the richer scene representations captured by these emerging imaging sensors may contribute to boost the performance of face recognition. Lenslet light field cameras have recently come into prominence as they are able to capture the intensity of the light rays coming from multiple directions [5] [6] , thus allowing to take benefit from the richer spatio-angular information available. Light field cameras have been successfully applied, not only to face recognition [7] [8] [9] [10] [11] [12] [13] but also to face presentation attack detection (PAD) [14] [15] [16] [17] [18] [19] .
This paper proposes a double-deep spatio-angular learning framework where two deep learning networks are combined in a single recognition architecture for face recognition, exploiting the multi-perspective information available in a lenslet light field image, hereafter referred only as a 'light field image'. The proposed framework learns deep texture features for multiple viewpoints using the VGG-Face descriptors [21] . The VGG-Face descriptions are computed using a VGG-Very-Deep-16 CNN architecture [22] as it is one of the most efficient and commonly used CNN models for deep face description. The framework also includes a LSTM recurrent network [20] that is trained to explore the available angular information from multiple viewpoints included in a light field image. In practice, the combination of the VGG-Face deep descriptors with the LSTM network can learn convolutional representations for the texture and angular dynamics from light field images. This is a novel framework for face recognition or any other visual recognition task, acknowledging that the additional angular information brings complementary information contributing to increase the recognition performance.
The proposed face recognition solution takes as input a raw light field face image (captured with a lenslet light field camera) to create a multi-view array, composed by a set of 2D subaperture (SA) images, each SA corresponding to a slightly different viewpoint. A selected set of representative SA images are fed into a VGG-Face descriptor. Then, the extracted deep features are passed to a LSTM network, and finally, a softmax layer is used for classification.
The proposed double-deep spatio-angular representation has been evaluated on the IST-EURECOM Light Field Face A Double-Deep Spatio-Angular Learning Framework for Light Field based Face Recognition Database (LFFD) [23] , which includes different facial variations such as emotions, poses, illuminations and occlusions, using two differently challenging evaluation protocols. Several experiments have been conducted to demonstrate the recognition performance of the proposed framework, notably in terms of accuracy, network complexity, convergence speed and required learning and testing times. Results show that the proposed double-deep learning framework offers a powerful solution, providing significant improvements in face recognition performance. The rest of the paper is organized as follows: Section II briefly reviews the basic concepts of light field imaging, existing light field based face recognition solutions, and current deep CNN architectures for face recognition. The proposed double-deep spatio-angular learning framework for face recognition is presented in Section III. Section IV describes the experimental setup and assessment methodology. The performance evaluation and associated analysis are presented in Section V. Finally, Section VI concludes the paper.
II. BACKGROUND
This section briefly reviews the basic concepts of light field imaging, existing light field based face recognition solutions, and CNN based face recognition solutions.
A. Light Field Imaging Basics
The so-called plenoptic function P(x,y,z,t,λ,θ,φ) was proposed in 1991 to model the information carried by the light rays at every point in the 3D space (x,y,z), in every possible direction (θ, φ), over any wavelength (λ), and at any time (t) [24] . The so-called static 4D light field [25] , L(x,y,u,v), also known as lumigraph [26] , was proposed in 1996, by adopting several simplifications on the plenoptic function and may be described by the intersection points of the light rays with two parallel planes [27] .
There are currently two main practical setups for capturing light fields: i) a high density array of regular cameras, such as the Stanford multi-camera arrays [28] and the JPEG Pleno high density camera array (HDCA) [29] ; and ii) a lenslet light field camera, using an array of micro-lenses placed in front of an image sensor to capture the light rays angular information [30] .
Regarding lenslet light field cameras, there are currently two main types, the so-called plenoptic 1.0 and plenoptic 2.0 cameras. The most common type is the plenoptic 1.0 camera, the one considered in this paper, and in the following simply called light field camera. In this type of camera, the main lens is focused on the micro-lens plane while the micro-lenses are focused at infinity. Unlike a conventional 2D camera that captures an image by integrating the intensities of all rays (from all directions) impinging each sensor element, in the light field camera each pixel collects the light of a single ray (or a thin bundle of rays) from a given angular direction that converges on a specific micro-lens in the array.
In a light field camera, each micro-lens acquires a microimage with a Bayer pattern filter; thus a demosaicing operation is needed to convert micro-images into the RGB colour space; Figure 1 -a shows sample micro-images, after colour demosaicing. The demosaiced light field image (made of microimages) can then be rendered to form a multi-view SA array with size U×V×X×Y×3, where U×V corresponds to the number of views, X×Y corresponds to the spatial resolution of each resulting 2D SA image, and the '3' corresponds to the R, G and B color components, as illustrated in Figure 1 .b; the black SA images in the corners are due to the so-called vignetting effect. The IST-EURECOM LFFD images used in this research work were captured with a Lytro Illum camera [30] [31] , where the corresponding multi-view SA array includes 15×15 SA images, each with a spatial resolution of 625×434 pixels. 
B. Prior Light Field based Face Recognition Solutions
As this paper focuses on light field based face recognition, this section reviews existing face recognition solutions exploiting light field sensors.
Several face recognition solutions exploiting the richer light field imaging information have recently been proposed. Table I summarizes the main characteristics of prior light field based face recognition solutions along with the used databases, sorted according to their publication date. The genesis of these solutions is associated to three distinctive light field capabilities, i.e., a posteriori refocusing, disparity exploitation and depth exploitation. The solutions summarized in Table I are briefly reviewed in the following, grouped according to the light field capability explored.  Solutions relying on a posteriori refocusing Based on the angular information available in a light field image, a posteriori refocusing to a given selected plane can be supported. This is useful to improve the quality of a previously out-of-focus region of interest for the subsequent recognition of either a single face or multiple faces, positioned at different distances.
Raghavendra et al. [7] proposed a wavelet energy based approach to select the best focused face image from a set of refocused images rendered from a light field image. Later on, the same authors proposed a resolution enhancement scheme based on the discrete wavelet transform to capture high frequency components from different focused 2D images, rendered from a single light field image [8] . Raghavendra et al.
[9] also investigated the identification of multiple faces at different distances by exploring an all-in-focus image created from a light field image. The same group has also proposed a face recognition solution relying on rendering a light field image at different focus planes in two different ways: i) selecting the best focused image; and ii) combining focused images to create a super-resolved image. Both approaches have been considered for face recognition [10] .
• Solutions relying on disparity exploitation
A light field image can be structured as a set of 2D SA images, each corresponding to a specific viewpoint. This representation includes information about disparity that can be exploited to improve the face recognition performance.
Sepas-Moghaddam et al. [11] proposed a Light Field Local Binary Patterns (LFLBP) descriptor with two main components: (i) a conventional Spatial Local Binary Pattern (SLBP), corresponding to the local binary patterns for the central SA image; and (ii) a novel Light Field Angular Local Binary Pattern (LFALBP), able to represent the variations associated to the different directions of light captured in light field images. The combination of these complementary descriptions improved the face recognition accuracy. In [12] , the same authors proposed a new light field based ear recognition solution that can also be used for faces or other biometric traits. It is based on the fusion of a non-light field based descriptor, the Histogram of Oriented Gradients (HOG), with a light field based descriptor, the Histogram of Disparity Gradients (HDG). By exploiting texture and disparity, the overall recognition performance was improved.


Solutions relying on depth exploitation
Considering the available disparity information and the camera intrinsic parameters, it is possible to extract a depth map from the light field image. A face depth map provides geometric information about the position and shape of facial components, which can be exploited for face recognition.
Shen et al. [32] extracted a depth map from a light field image and applied a histogram of oriented gradients descriptor for extracting discriminative features, which were then fed into a linear SVM classifier to perform the face recognition task.  Solutions relying on more than one light field capability Sepas-Moghaddam et al. [13] proposed the first CNN based method for light field face recognition relying on both disparity and depth map exploitation, extracted using independent approaches. The proposed solution takes as input a raw light field face image to create a multi-view SA array. It then independently extracts disparity and depth maps to be fed into a VGG-Very-Deep-16 CNN architecture for fine-tuning the model which has been pre-trained for texture. The VGG-Face descriptor is used to extract features from the 2D central SA rendered image and from the disparity and depth maps, as they may express some visually complementary information for face recognition, notably if independently extracted. The features extracted for each data type are concatenated and a SVM classifier is applied to the fused deep representation for recognition. 
C. Current Deep CNN Architectures for Face Recognition
In recent years, deep learning architectures have been increasingly adopted for face recognition tasks. Deep CNN architectures take raw data as their input, and extract features using convolutional filters in multiple levels of abstraction. However, optimizing tens of millions of weights to learn deep learning weights needs a huge amount of labeled samples along with powerful computational resources. Deep learning models, extracted using CNN architectures, are optimized based on previously labelled data, and then used for feature extraction and classification. Nowadays, the most efficient and commonly used CNN architectures for face recognition are AlexNet [33] , Lightened CNN [34] , SqueezeNet [35] , GoogLeNet [36] , and VGG-Very-Deep-16 [22] .
In [37] , Ghazi et al. presented a comprehensive evaluation of deep learning models for face recognition, computed using the above mentioned CNN architectures, under various facial variations. Additionally, the impacts of different covariates, such as compression artefacts, occlusions, noise, and color information, on the recognition performance of the above mentioned architectures have been studied by Grm et. al. [38] . The results have shown that the VGG-Face descriptor [21] , computed based on a VGG-Very-Deep-16 CNN architecture, achieves superior recognition performance under various facial variations, and is more robust to different covariates, when compared to other alternatives. This justifies the usage of the VGG-Face descriptor to learn convolutional face texture representations in this work and thus its inclusion in the proposed double-deep learning framework. 
III. PROPOSED DOUBLE-DEEP SPATIO-ANGULAR LEARNING FRAMEWORK FOR LIGHT FIELD BASED FACE RECOGNITION
This section presents the proposed face recognition learning framework, exploiting the spatio-angular information available in light field images by using two deep learning networks.
A. Double-Deep Spatio-Angular Learning Framework
The double-deep spatio-angular learning framework for light field based face recognition proposed in this paper is based on a novel combination of a VGG-Face descriptor with a LSTM recurrent deep network. While the combination of VGG and LSTM has recently been used to learn spatio-temporal information for visual classification and description tasks, including action recognition [39] , facial expression classification [40] , or image captioning and video description [41] , this combination has never been proposed to exploit the multi-view information at a single temporal instant, as performed by the proposed spatio-angular learning framework. This novel approach of successively processing views within a light field image instead of frames along time has never been tried before for face recognition or any other visual recognition task.
In the proposed framework, a deep CNN model, the VGG-Face descriptor, is employed to capture 2D information from multiple SA images, thus extracting high-level spatial/textural features. Next, a LSTM network explores the angular dynamics by learning from the spatial features previously extracted for slightly different viewpoints. Hence, the proposed double-deep CNN-LSTM combination can be very powerful to jointly exploit the spatio-angular information available in light field images to boost face recognition performance.
B. Architecture and Walkthrough
The proposed learning framework architecture is represented in Figure 2 and includes the main modules described in the following. 1. Pre-processing: The Light Field Toolbox v0.4 software [42] has been used to create the multi-view SA array, L(u,v,x,y), from the light field raw (LFR) input image, as discussed in Section II.A. Then, the face region is cropped within each SA image in the multi-view array, based on the landmarks provided in the used database. Finally, the cropped SA images are resized to 224×224 pixels as this is the input size expected by the VGG-Face descriptor. 2. SA image selection and scanning: This module successively scans a selected sub-set of the SA images into a SA image pseudo-video sequence, as discussed in Section III-C. 3. VGG-Face spatial extraction: Each selected SA image is fed into a pre-trained VGG-16 network to extract a spatial feature vector containing 4096 elements, as discussed in Section III-D. Since a pre-trained model has been used, no additional learning has been performed for the specific purposes of this paper. 4. LSTM angular extraction: The extracted spatial deep features are passed to a LSTM network with peephole connections, to learn angular dependencies across the selected SA viewpoints and then extracting deep features for classification, as discussed in Sections III-E and III-F. 5. Softmax classification: The set of outputs from the LSTM gates, corresponding to the view-point changes observed so far, is used as input to a softmax classifier. Then, the average of the classification probabilities across the rendered SA images, selected from the light field image, is used to predict the most probable label and thus the final output, as discussed in Section III-G.
C. SA Image Selection and Scanning
The pre-processed multi-view SA array contains 15×15 2D rendered SA images. A representative subset of SA images is selected for processing by the VGG-Face descriptor, and then scanned as a pseudo-video sequence so that their angular dynamics can be learned by the LSTM network. Different methods can be considered to select and scan the sequence of representative SA images, notably varying in their number, position and scanning order. It is worth noticing that since the Lytro Illum camera microlens shape is hexagonal, there is the so-called vignetting effect, and thus the SA image positions highlighted in dark grey in Figure 3 do not contain usable information, being ignored in the selection process. To consider different solutions in terms of number of views, thus impacting complexity, and positioning, thus impacting the amount of disparity, the following SA image selection topologies have been defined: 1) High-density SA image selection: This topology considers a rather large number of SA images from the multiview array, as illustrated in Figure 3 -a, where the selected SA images are highlighted in red. To arrange the selected SA images into a sequence, two different scanning orders are proposed: (i) row-major scanning, which concatenates SA images one row after another, from left to right, as illustrated in Figure 3 -b; and (ii) snake-like scanning, which also progresses row-wise, but the rows are alternatively scanned from left to right and right to left, as illustrated in Figure 3 -c.
2) Max-disparity SA image selection: This topology considers those SA images corresponding to the multi-view array's borders, thus considering the SA images for which the viewpoint changes the most and thus has the maximum disparity, as illustrated in Figure 3 Figure  3 -g. There are two possible ways to combine the horizontal and vertical angular information for the topology in Figure 3 -g: (i) scanning the horizontal SA images followed by the vertical ones; or (ii) processing each direction separately and then applying a sum rule score-level fusion, by adding the LSTM softmax classifier scores obtained for the horizontal and vertical SA images, as illustrated in Figure 4 . It will be seen later that the performances for these two approaches may be rather different.
4) Low-density SA image selection: Exploiting spatioangular dynamics for a considerable number of SA images may not always be the best option, as this requires considerable computational power and memory resources. Thus, a lowdensity sampling of the SA images is also considered. Since results in [11] and [18] show a clear performance improvement for light field based face recognition and presentation attack detection as the SA images' disparity increases, the central view SA image along with two SA images at maximum horizontal and vertical disparities from the central view are selected, as illustrated in Figure 3 -h and Figure 3 -i, respectively. Figure 3 -j shows the selection of both these horizontal and vertical SA images, for which the two combination approaches described above may be applied. 
D. VGG-Face Spatial Extraction
The VGG-Face description is obtained by running the VGG-Very-Deep-16 CNN [22] without the last two fully connected layers, as demonstrated to be efficient in [21] , thus including 13 convolutional layers, followed by one fully connected layer. The VGG-Face descriptor has been trained over 2.6 million face images, covering rich variations in expression, pose, occlusion, and illumination, obtaining a so-called pre-trained VGG-Face model for face recognition, containing 144 million weights.
In the proposed face recognition framework, the pre-trained VGG-Face model is used, thus implying no additional training at this stage. The VGG-Face descriptor is independently applied to each selected SA image. The output description is a fixed length spatial feature vector, with a total of 4096 elements.
E. LSTM Angular Extraction
The VGG-Face descriptor only deals with spatial information within a 2D image. However, for a multi-view array of rendered 2D SA images, it is possible to additionally exploit the angular information available in the light field image to improve the face recognition performance.
Recurrent neural networks (RNN) can be used to extract higher dimensional dependencies from sequential data. The RNN units, called cells, have connections not only between the subsequent layers, but also into themselves, to keep information from previous inputs. To train a RNN, the so-called backpropagation through time algorithm can be used [43] . Simple RNN models can easily learn short-term dependencies. However, the ability of error back-propagation through longterm dependencies is a very challenging problem as gradients tend to vanish [44] . The Long Short-Term Memory (LSTM) RNN [20] is designed to learn both long-and short-term dependencies, using learned gating functions. LSTM has recently achieved impressive results on many large-scale learning tasks, such as speech recognition [45] , language translation [46] , activity recognition [39] , and image captioning and video description [41] . Therefore, LSTM based networks are now widely used in many cutting-edge applications, notably Google Translate, Facebook, Siri or Amazon's Alexa.
A LSTM network is composed of cells whose outputs evolve through the network based on past memory content. Each LSTM cell has three inputs, including an input feature vector, an input hidden state coming from the previous cell, and a common cell state, which is shared between the cells. Each cell is controlled by three gates, input, forget, and output gates, allowing the network to decide when to forget the previous states and when to update the current state given new information. This structure allows LSTM to update the cell state and produces a hidden state as the output of the current cell and the input to the next cell. Applying this structure to a SA image pseudo-video sequence (and not a sequence of images along time) enables the LSTM to learn long short-term angular dynamics when using light field images for face recognition. The short-term and long-term dependencies can be learned from input hidden states coming from previous cells and the common LSTM cell state, respectively. The model obtained from the LSTM learning process can then be used for feature extraction during testing.
The combination of VGG and LSTM has recently been used to learn spatio-temporal information for different visual classification and description tasks. However, using the LSTM to learn angular dynamics from a pseudo-video sequence derived from a light field image offers a novel approach, never tried before for any visual recognition task. As shown in Figure  2 , the adopted LSTM network includes one LSTM cell with peephole connections per each selected SA image in the pseudo-video sequence. Based on the scanning order considered, the deep spatial descriptions extracted from the SA images are passed to the corresponding LSTM cell. The output of each LSTM cell, corresponding to its hidden state, describes the short-term and long-term angular dependencies captured so far. The VGG+LSTM has been trained with the MSE loss function, and batch normalization [47] has been used to control the distributions of feedforward network activations.
F. LSTM Hyper-parameters
LSTM has a number of hyper-parameters for model initialization whose optimization is of major importance for the final recognition performance, notably:  LSTM hidden layer size: This hyper-parameter controls the size of the hidden layer in the LSTM units, which is also the size of each LSTM cell's output. A small hidden layer size requires setting fewer parameters, but it may lead to underfitting. A larger hidden layer size gives the network more capacity for convergence, while increasing the required training time. However, a too large hidden layer size may result in overfitting, thus highlighting the importance of appropriately adjusting the hidden layer size.  Batch size: The input data can be divided into a number of batches, each used for one round of network weights update.
There are two advantages of training a deep learning network using batches instead of the whole input data at once: (i) decreasing the computational complexity, increasing the parallelization ability and needing less memory; and (ii) performing a better training with stronger generalization ability as the network can escape from local minima [48] [49] . Nevertheless, it should be noted that a high number of batches, i.e., small batches, may lead to less accurate gradient estimation during the learning process. 
G. Softmax Classification
The output (hidden state) of each LSTM cell is used as input to a softmax classifier and includes: i) short-term dependencies, corresponding to the recently observed view-point changes; and ii) long-term dependencies, corresponding to all the view-point changes observed so far (in the pseudo-video sequence). Then the average of the classification probabilities across the rendered SA images selected from the light field image under consideration, predicts the most probable label and thus the final output. The averaging mechanism, which has been widely used in the literature in the context of spatio-temporal frameworks for visual recognition tasks [41] , considers all LSTM hidden states to exploit both the full short-and long-term angular dependencies. This approach offers a comprehensive angular description for visual recognition. The alternative of only using the output of the last LSTM cell [40] , thus considering long-term dependencies and only the short-term dependency corresponding to the last LSTM cell, may not exploit the full angular dependencies, thus offering a slightly lower performance than the proposed solution.
IV. PERFORMANCE ASSESSMENT METHODOLOGY
This section presents the test material, experimental evaluation protocols, and the state-of-the-art recognition solutions considered for benchmarking purposes.
A. Test material: IST-EURECOM LFFD
The IST-EURECOM LFFD [23] is the first, and currently the only, available light field face database including the raw light field images. The IST-EURECOM LFFD consists of light field images captured by a Lytro ILLUM camera [31] from 100 subjects, including 20 images per person, per each of two acquisition sessions, with a temporal separation between 1 and 6 months. The face variations considered in IST-EURECOM LFFD (see illustration in Figure 5 ) can be categorized into 6 dimensions:
1. Neutral: one image captured with neutral emotion, standard illumination, and frontal pose; 2. Emotions: three images captured with happy, angry and surprise emotions; 3. Actions: two images captured with closed eyes and open mouth actions; 4. Poses: six images captured while looking up, looking down, right half-profile, right profile, left half-profile and left profile poses; 5. Illumination: two images with high and low illuminations; 6. Occlusions: six images with eye occluded by hand, mouth occluded by hand, glasses, sunglasses, mask and hat.
In this paper, all the images from the IST-EURECOM LFFD, after cropping the face area to minimize the impact of the background, are used to assess the performance of face recognition solutions. This database corresponds to a practical scenario where the subjects present themselves to a fixed camera with a controlled background, but significant flexibility is allowed in terms of pose, expression and occlusions. This is a rather common and realistic scenario in business and industrial environments where the facial images to be recognized are captured in, at least partly, constrained conditions. 
B. Evaluation Protocols
To analyse the sensitivity of the proposed spatio-angular learning framework to the available training data, both in terms of number of training samples and facial variations, two evaluation protocols with practical meaningfulness are proposed. The definitions of the protocols are as follows:  Protocol 1: The training set contains only the neutral light field images from the first acquisition session (1 image per subject), while the validation set includes left and right halfprofile images from the same acquisition session (2 images per subject), thus corresponding to a low-complexity system training scenario; the testing set includes all the light field images from the second acquisition session (see Figure 6 -a). This 'single training image per person' protocol is the simplest protocol considered, but it is the most challenging in terms of recognition performance.  Protocol 2: The training set contains all twenty database face variations captured during the first acquisition session, while the validation and testing sets each consider half of the second session images (see Figure 6 -b), thus corresponding to a higher-complexity system training scenario. This scenario is less challenging in terms of recognition performance as the system learns more in the training phase.
The first protocol (Protocol 1) assumes a rather simple acquisition phase by considering only a single neutral-frontal image for training, and the left and right half-profile images from the same acquisition session for validation. This first protocol corresponds to a scenario where each person registers into the system by quickly taking 3 photos in a controlled setup, similar to the famous police station paradigm. Testing is done by considering all facial variations captured in the second acquisition session, assuming that the recognition should be robust to real-life conditions where the face may have expressions, be partly occluded, etc. In this case, the recognition system has not been exposed/trained to many of the facial variations with which it will be tested.
The second protocol (Protocol 2) assumes a more complex acquisition phase, considering more training images, under the assumption that the increased complexity will result in a better trained and thus more knowledgeable model, which should offer a better recognition performance. This protocol divides the available database material into disjoint training (50%), validation (25%), and testing (25%) sets where the first session images are all used for training. In this case, the recognition system has been initially exposed/trained to more facial variations, increasing the initial complexity to get a better recognition performance.
The two protocols correspond to cooperative user scenarios, offering different trade-offs in terms of initial setting complexity and later recognition performance. The first protocol has multiple practical applications, such as in access control systems, where the users can be registered into the system by quickly taking a mugshot, including a frontal-view and two side-view photos in a controlled setup. Then, the goal is to recognize a person from an image captured at a different time in non-ideal conditions, e.g. exhibiting unpredictable facial variations. The second protocol corresponds to a very cooperative user scenario for usage in scenarios with increased security requirements, where the users are willing to cooperate during the registration phase, simulating different facial variations, over a range of expressions, actions, poses, illuminations, and occlusions, to capture as much variations as possible during the enrollment phase so that they can be more easily recognized during the daily operation of the system.
For both protocols, the training set is used to obtain the LSTM model weights, the validation set is used to tune the training model hyper-parameters and the testing set is used for the system performance assessment. By considering a multilabel classification task (face recognition), at least one image from each subject (classes) with whom the system will be validated/tested must be available during the training stage. If a new subject is to be recognized, the database has to be extended with corresponding images and the classification model has to be re-trained (fine-tuned), as the new subject is an unseen label in the previous model. As the performance of the model being trained depends on a set of hyper-parameters, a disjoint set of validation samples are used to select the hyper-parameter values leading to the best performance. As usual in the literature, recognition rate at rank-1 is the metric adopted to report the results. 
C. Benchmarking Solutions
The competing recognition solutions considered for benchmarking purposes are grouped into three categories: 1. Conventional 2D solutions, notably those proposed in [50] , [51] , [52] , and [21] , which process only the (single) central view 2D rendered SA images; 2. Light field-limited solutions, notably those proposed in [13] and [53] , which process only light field central view data, notably using its rendered texture and corresponding disparity and depth maps, whose computation however may require access to the complete light field data; 3. Light field-full solutions, notably those proposed in [11] , [12] , and [54] , which process multiple or all the light field views data, and thus need access to the full light field, targeting exploiting the spatio-angular light field information in the form of a multi-view SA array. In this paper, the results for the methods classified as 'Light field-limited solutions' have been obtained by extracting the disparity maps using the methods proposed in [55] and [56] , and the depth maps using the method proposed in [57] . It should be noted that all tested solutions were re-implemented by the authors of this paper and performance results were obtained considering the best parameter settings reported in the relevant original papers.
V. PERFORMANCE ASSESSMENT
This section reports the performance assessment results obtained for the two adopted protocols. It starts by evaluating the impact of the hyper-parameter settings, notably analyzing the influence of the LSTM hidden layer size, the batch size, and the number of epochs to consider for network convergence.
Then the impact of the various proposed SA image selection topologies and scanning methods is evaluated in terms of recognition accuracy and learning time. Once the optimal recognition framework configuration is decided, comprehensive comparisons of the proposed framework with relevant competing recognition solutions are performed.
A. Hyper-Parameter Evaluation: Hidden Layer Size
The study of recognition performance sensitivity to the size of the LSTM hidden layers is reported first. Figure 7 illustrates the rank-1 recognition performance for hidden layer sizes of 32, 64, 128, 256, and 512 for Protocol 1 (Figure 7 -a) and Protocol 2 (Figure 7 -b) validation sets, after training with all the considered SA image selection methods. These results are reported considering a batch size of 34 and 667 (1/3 of the input data), respectively for protocols 1 and 2, and 50 epochs. These values were selected after some initial experimentation, which showed the suitability of these values for network initialization. The results show a clear improvement on the recognition performance as the hidden layer size is increased up to 256. The recognition accuracy is not further increased by considering larger LSTM hidden layer sizes, even gradually decreasing for a size of 512. This may be due to overfitting and shows that LSTM tends to converge to a complex model that is not well captured using a too small hidden layer size.
B. Hyper-Parameter Evaluation: Batch Size
In theory, the batch size should be adjusted to have an accurate gradient estimation while avoiding overfitting. Figure  8 illustrates the recognition performance for protocols 1 and 2 validation sets, when considering between 2 and 6 batches, resulting in batch sizes of 50, 34, 25, 20 and 17 for Protocol 1, and 1000, 667, 500, 400 and 333 for Protocol 2. Results are reported for 50 epochs, after setting the hidden layer size to 256, the best size obtained in Section IV.CV-A. The results presented in Figure 8 show that using three batches, i.e., batch sizes of 34 and 667, respectively for protocols 1 and 2, allows a good gradient estimation, leading to the best recognition performance for almost all cases. It should be noted that since the LSTM inputs are VGG face descriptions, the input dimension is very small, i.e., 4096, thus justifying the better performance obtained by the large batch size selected for Protocol 2. It is also possible to observe that mid-density SA image selection methods are more robust to changes in the number of batches, when compared to the other SA image selection methods.
C. Hyper-Parameter Evaluation: Number of Training Epochs
The number of training epochs, which directly impacts the required training time, should be minimized while guaranteeing network convergence. Figure 9 shows the recognition performance for the Protocol 1 (Figure 9 -a) and Protocol 2 (Figure 9-b ) validation sets when varying the number of training epochs, after training with all the considered SA image selection methods. Results are reported by setting the hidden layer size and the number of batches to 256 and 3, respectively, based on the conclusions from the previous sub-sections. The experimental results show that considering 40 and 130 training epochs, respectively for protocols 1 and 2, leads to a stable performance for almost all the cases. The recognition performance remains almost constant for higher number of epochs. The network converges much faster in Protocol 1 as the validation data is smaller. Hence, to keep a good trade-off between accuracy and training time and also to keep the same framework configuration for both evaluation protocols, the number of training epochs selected is 130.
D. SA Image Selection Evaluation
As shown in Figure 9 , for the high density SA image selection, the snake-like scanning offers superior performance over the row-major scanning, as it avoids the significant viewpoint feature discontinuities resulting from moving from the right-most SA image in a row to the left-most SA image in the next row.
It is also clear from Figure 9 that the mid-density SA image selection solution, capturing full angular information along the horizontal and vertical directions, achieves better average performance when compared to the high-and low-density selection methods. Among the proposed mid-density selection alternatives, the score-level fusion of horizontal and vertical angular information leads to the best performance. The alternative of performing a single combined scan implies a viewpoint feature discontinuity when moving from the last horizontal SA image (middle row) to the first vertical SA image (top row) which leads to a worse performance. Table 2 shows the LSTM learning times (in seconds) for the different SA image selection methods for Protocol 2, with a total of 2000 training light field images, based on the best values adopted for the hyper-parameters. Additionally, Table 3 shows the running time for the validation step, considering 1000 light field images. Due to space constraints, complexity results are presented only for Protocol 2 which is the most critical as it considers the larger number of images during the training and validation phases.
These two tables include learning and validation times per each LF image, which can provide an estimate of the running time for other protocols, such as Protocol 1. Time measurements were performed on a standard 64-bit Intel PC with a Core i7 2.60 GHz processor, a 3 GB GeForce GTX 1060 graphics card, and 16 GB RAM, running Ubuntu 16.04.4 LTS. Considering the best performing SA image selection method, i.e., the mid-density horizontal and vertical with score-level fusion, the average learning and validation times per light field image are less than one second and half a second, respectively. This shows that the proposed spatio-angular framework is a rather fast solution that can operate in (near) real-time, with most of the time being consumed by the VGG-Face descriptor. Based on the validation experiments described so far, in terms of accuracy, network complexity, convergence speed, and the required learning and testing times, the best configuration for the proposed double-deep spatio-angular learning recognition framework, for both evaluation protocols, to be used from this point on for final recognition performance assessment, is summarized in Table 4 . Tables 5 and 6 report the rank-1 recognition rates obtained, respectively, for test protocols 1 and 2, for the proposed doubledeep spatio-angular framework and the eleven benchmarking recognition solutions introduced in Section IV-C. It is important to keep in mind that the two protocols use different LSTM models, as they are derived using different training sets. The results in these tables are presented for the five recognition tasks corresponding to the LFFD database dimensions, and the best results are highlighted in bold.
Comparison with conventional 2D recognition solutions: The results clearly show that the proposed recognition framework performs considerably better than all tested 2D conventional face recognition solutions, including PCA [50] , HOG [51] , and LBP [52] . This is due to: i) adoption of a doubledeep learning framework; and ii) exploitation of the full spatioangular information available in light field images. The proposed framework achieves an average performance gain of 7.72%, when compared to the baseline 2D VGG-face descriptor [21] .
Comparison with light field-limited solutions: The obtained rank-1 recognition results also show that the proposed face recognition solution achieves better performance than all the considered light field-limited solutions [13] [53] , for almost all face recognition tasks/protocols considered. The results show that the best VGG based fusion scheme, i.e. 2D-RGB+disparity+depth scheme [13] , works slightly better than the proposed framework only for one facial variation (pose) in Protocol 2. This is probably due to the availability of the geometric information associated to the depth map.
Performance comparison of the proposed framework regarding the best performing fused deep VGG representation shows a 5.22% improvement on average for rank-1 recognition results.
Comparison with light field-full solutions: The obtained rank-1 recognition results demonstrate the superiority of the proposed framework when compared to the MPCA [54] , LFLBP [11] and HOG+HDG [12] light field-full solutions. This is due to the double-deep learning of convolutional representations for the texture and angular dynamics available in the light field images, exploited by the proposed framework.
The average rank-1 recognition rates obtained show that the proposed spatio-angular framework is less sensitive to the number of training samples and the presence of facial variations in the training set, when compared to the benchmarking solutions.
The much-improved face recognition results under illumination variations illustrate the robustness of the proposed framework to illumination changes, highlighting the importance of exploiting the angular information, which is invariant to the intensity changes resulting from different illumination levels incorporated in the data acquisition process. The same is true for occlusions. Naturally, the less impressive result, although still with larger gains regarding the benchmarks, happens for the pose variations as testing with right and left profile images' after a training with only one frontal face, which justifies the low rank-1 recognition rates obtained for the pose variation in Protocol 1.
F. Added Value of Light Field Information for Face Recognition
The results presented in Tables 7 and 8 show the average rank-1 recognition results for some 2D baseline solutions against their corresponding light field based variants, e.g. PCA [48] against MPCA [52] , respectively for test protocols 1 and 2.
The average recognition gain clearly shows the added value of light field information for face recognition purposes. Considering that the 2D baseline VGG solution already achieves a very good performance, the significant average performance gain obtained again highlights the effectiveness of the proposed framework, which can additionally explore angular dynamics by using an LSTM network that takes as input the VGG descriptors computed for each selected viewpoint.
VI. SUMMARY AND FUTURE WORK
This paper proposes a double-deep spatio-angular learning framework for light field based face recognition. The proposed learning framework includes for the first time a long short-term memory recurrent network to learn the angular dynamics present in the multiple viewpoint 2D SA images that can be rendered from a light field image. A comprehensive set of experiments, in terms of accuracy, network complexity, convergence speed, and learning and testing times for two evaluation protocols, has been conducted with the IST-EURECOM light field face database. The results show that the proposed solution achieves superior recognition performance over eleven state-of-the-art benchmarking solutions.
The proposed spatio-angular framework deals with angular information as a pseudo-video sequence. However, as the position of each SA image within the multi-view array and the SA images scanning order are known, there is some additional information about the angular information/dependencies, such as parallax, that could be further exploited during the learning to increase the recognition accuracy and/or convergence speed. An extension of the LSTM for spatio-angular visual recognition tasks, further exploiting the additional angular information, will be considered as future work. Table 7 : Protocol 1 average rank-1 recognition results for some 2D baseline solutions against their light field based variants.
Solution Performance
2D LF Based 2D Average LF Based Average Gain VGG [21] Proposed VGG+LSTM 79.00% 88.75% 9.25% PCA [50] MPCA [54] 20.30% 17.40% 2.90% LBP [52] LFLBP [11] 18.65% 11.20% 7.45% HOG [51] HOG+HDG [12] 40.90% 36.60% 4.30% Table 8 : Protocol 2 average rank-1 recognition results for some 2D baseline solutions against their light field based variants.
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