Abstract: Aim of study to optimize the oil palm yield amount by studying parameters of land quality and climate, determines which of them is distinctly effective on oil palm yield amount, develops ANN model and simulation of Oil Palm production by using MATLAB software and Design Expert software, conducted an experiment to determine the effect of the number of neurons and the number of hidden layers in the network ANN is used. Across the optimization procedures obtained the best ANN architecture is 8 neurons in input layer -5 neurons in the hidden layer and -2 neuron in the output layer to obtain the best model of oil palm productivity prediction with a value of R 0.989 and MSE: 0.013, training Error 1.1%, testing error 1.9% and validation error 1.19%. The results of simulation and Independent Variable Importance show that the average accuracy percentage simulation is 0.9867% and MSE 0.0513%. The climatic changes that influenced the simulation are very high, where the relative humidity recorded on the proportion of impact of up to 100%, while the recorded rainy days, which is ranked second in influence was almost 90% and the effect of temperature was up to 70%. The influence of several climatic changes that decrease the quantity of rainfall, Rain days, Temperature rise, Evaporation and increasing Humidity, reduces the productivity of oil palm plantations for 2.35 tons/ha/year. This research concludes that ANN can be used to predict the production of palm oil based on the quality of land and local climate with very good results.
INTRODUCTION
Forecast of production for a plantation is required since it began evaluation the suitability of land to acquire land economic value of a particular land usage or query periodically in production estimates. Land productivity data is as needed as will in land suitability and land usage planning to reduce the risk of investment failure. Growth and crop production in certain regions, are heavily dependent on interactions between climatic parameters, soil, plants and management. In other words, production plants with specific management system is a function of quality, maturity stage of the plant and the surrounding climate (Barcelos et al., 2015) .
The oil palm is the most efficient oilseed crop in the world. One hectare of oil palm plantation is able to produce up to ten times more oil than other leading oilseed crops. The most efficient producers may achieve yields as high as eight tons of oil per hectare. Among the 10 major oil seeds, oil palm is accounted for 5.5% of global land use for cultivation; but produced 32.0% of global oils and fats output (Schwarze et al., 2015) . In 2015, production efficiency is about 3.9 ton/ha/year. Production efficiency is now considered the lowest compared to the theoretical efficiency of production (Chemura, 2012) . In theory, the production efficiency can reach 18.5 ton/ha/year (Lee, 2011) . Production efficiency is a measurement of utilizing land usage and, this reflects the significant reduction in the ratio of production rate.
A lot of factors influence oil palm tree production where they directly or indirectly affect the oil palm performance. Few studies have focused on this differentiation and if so just did for one parameter while oil palm productions may be effected by many factors negatively or positively as any crop yield (Corley and Tinker, 2016; Tao et al., 2016) . Ignoring or considering any factor cannot done randomly; because it's effect on the prediction accuracy of the yield amount is compared with actual yield. The productivity of oil palm plantations is strongly influenced by the quality of kinds of oil palm areas and climate, which are: for instance: Immature, high yield mature and deteriorated mature oil palm area, rainfall mm/year, average temperature, water deficit mm/year, humidity, radiation sun and many others ones (Muhammad et al., 2015) . Crop production as a function of the quality of the oil palm areas and the climate can be predicted using various methods. Artificial neural network ANN is one of the recognized superiority prediction methods, especially for the prediction that involves many parameters that work simultaneously to form functional relationships that are not linear (Ficken, 2015) .
Artificial Neural Network is a computational structure that was developed based on the process of biological neural systems in the brain tissue. ANN is a translation function of the human brain (biological neurons) in the form of mathematical functions that run in parallel calculation process (Rad et al., 2015) . Kant and Sangwan (2015) stated that the ANN is flexible to the input data and produce a consistent response. The network consisting of several layers (multilayer) may indicate capabilities that are perfect for solving various problems. ANN learning can solve parallel computation for complex tasks, such as prediction and modeling; classification and pattern recognition; clustering; and optimization (Neto et al., 2015) .
Multilayer feed-forward back-propagation Artificial Neural Network consists of three layers which are called input layer, hidden layer and output layer. The input layer has n nodes, hidden layer and output node has the h layer has m nodes, as in Fig. 1 ANN method is expected to provide a better answer to predict tree crop production as a function of the characteristic parameter/land quality. Non-linear nature of which is the strength of other artificial neural networks can overcome the shortcomings of conventional methods that are cumbersome and unpopular when entering the non-linear model, even though the ANN wasn't very accurate especially when the inputs set is large (Han and Kim, 2016) .
In statistics, stepwise is a tool that is used to select the most significant inputs when several parameters are being analyzed in regression. Parameters are added and removed one at a time and the model selects the top few based on the alpha value chosen, step wise regression includes regression models in which the choice of predictive variables is carried out by an automatic procedure (Wagner and Shimshak, 2007; Khamis et al., 2016) . Vaidyanathan and Volos (2016) stated that stepwise methods have the same ideas as best subset selection but they look at a more restrictive set of models. Between backward and forward stepwise selection, there is just one fundamental difference, which is whether you and starting with a model with no predictors forward and with all the predictors backward. Stepwise selection is a method that allows moves in either direction, dropping or adding variables at the various steps. Backward stepwise selection involves starting off in a backward approach and then potentially adding back variables if they later appear to be significant (Mousavi et al., 2015) .
The process is one of alternation between choosing the least significant variable to drop and then reconsidering all dropped variables except the most recently dropped for re-introduction into the model. This means that two separate significance levels must be chosen for deletion and addition to the model. The second significance must be more stringent than the first. The variables that show little significance to the model can be removed allowing for a more concise and less complex model. This allows an easier updating, since only the significant parameters are needed to be collected. Overall, Stepwise regression is helpful when a large number of inputs are given to a model and the user wants to see the significance of the most important ones (Sandry, 2012) .
The purpose of this research is to develop a predictive model based on land quality, land productivity and climate using ANN models with Stepwise selected inputs, so it can overcome the short comings of the Back-propagation algorithm in a finer way. Stepwise as optimization tools that are meant to reduce the parameters number and select optimal set that has a higher effective role over other ones, in order to get high accurate result with lowest error. The obtained ANN model is used to simulate the effect of land quality and climate change simultaneously on the productivity of oil palm plantation in Sarawak.
METHODOLOGY
Description of the study area: Sarawak province is one of the major oil palm production regions in Malaysia. It is the largest state in Malaysia covering an area of nearly 125,000 km 2 in the Borneo land mass and stretches over 750 km of the northeast Borneo. It makes up 37.5% of land area in the country. The data that are taken from each of the tests done on the input parameters used were: percentage of mature and immature area %, rainfall amount mm, number of rain days day, the relative humidity %, daily global radiation Mjm -2 the average temperature °C, surface wind speed m/sec, mean daily Evaporation mm and cloud cover oktas. The data of the output: Fresh Fruit Bunch (FFB) Yield ton/hectare and average oil yield ton/hectare, the data were used throughout the 10 years, ranging from Jan -2005 to Dec-2015 of the years of harvest in the province Sarawak. These 10 input factors are used in this study to forecast the yield amount For 10 years. The output (target) is the Fresh Fruit Bunch and average oil yield for nine month ahead (Fig. 2 ).
Neural network model:
The research was conducted in three phases:
• Build program ANN • To learn and test models of neural networks to obtain the optimal model • Simulation model of ANN was elected to the changes in climate quality ANN programs by MATLAB by Neural Network Toolbox (Haykin, 2009 ).
Step learning (training) is a supervised learning process of an ANN for valueweighted w the best. The method used for training is Back propagation algorithm. The weight of the network is modified in ways that minimize the sum of squared errors calculated against all vertices output. In step training input data layer is the quality of the land and climate parameters, while as the output target is the productivity of plantations.
Step model test is a method to test the weight that has been obtained at the time of training. Testing was conducted to see the consistency of the best models which were acquired during the training using different input data. Best ANN model simulations using hypothetical data input is done to determine the effect of climate change in the quality of some of the elements simultaneously on the productivity of oil palm plantations.
Designing the ANN model:
In order to generate an output vector that is as close as possible to the target vector from an ANN, a training process was employed to find optimal weight matrices and bias vectors that minimize a predetermined error function. The proposed ANN model used in this study is the supervised and the three training algorithms were used are:-LevenbergMarquardt LM, Resilient back-propagation RP and Gradient descent with momentum and adaptive learning rate back-propagation GDX which are employed to evaluate their suitability. Multiple layers of neurons with non-linear transfer functions allow the network to learn nonlinear and linear relationships between input and output parameters. The linear output layer allows the network to take any values even outside the range -1 to +1; while if the last layer of a multilayer network has sigmoid neurons, the outputs of the network will be only in a limited range. This research used two transfer function Log-sigmoid and tangent sigmoid Package which randomly selected a sample of 70% for training, a sample of 15% for cross validation and 15% were used for test. 5 to 13 hidden nodes is suggested for this network topology.
Neural network is a network of digital Facts that is related to the specified links weighed and processed mediated mathematical model. Facts alone does not undertake any effect; but if this data is united with Weights in addition to the value of bias, it leads into defining the task of the neural network and Fig. 3 illustrates the mathematical form of artificial neural network (Graupe, 2013) . Artificial Multilayer networks consist of the following parts:
• The hidden layer does an intermediate computation before directing the input to output layer. The input layer neurons are linked to the hidden layer neurons; the weights and bias on these links are referred to as input-hidden layer weights and bias. Using the following equation (Du and Swamy, 2013) :
• Part NET, which represents the amount inclusive of the values of the variables involved, is multiplied by weights in addition to the value of bias. The hidden layer neurons and the corresponding weights and bias are referred to as output-hidden layer weights and bias:
where, i = Input neurons m = Neurons in the first hidden layers n = Neurons in the second hidden layers wi = The weights representing the strength of the connection between the node βi = The bias associated with node Regarding the final part of neural network, the transfer functions are Continuous non-linear function which called activation function (activation) and it publishes Value by entering them in accordance with the scale of schedule in the emerging value. The function approximation regression is sigmoidal function, Log-sigmoid and Tan-sigmoid (Kyurkchiev and Markov, 2015) . The most popular transfer function for a nonlinear relationship is the sigmoidal function (Schmidhuber, 2015) . The general Log-sigmoid form of this function is indicated below:
The general Tan-sigmoid form of this function is indicated below:
In briefly, writing back-propagation neural network algorithm into a computer programming language is as follows:
• Input pair of data input, output targets and training parameters • Normalization of data input and output targets 
STEPWISE IMPROVED PROCESS OPTIMIZATION FOR NEURAL NETWORK MODEL
Stepwise Backwards approach is achieved by design expert program. We begin by describing the basic stepwise procedure using the backwards approach for the modeling of the quality of the land and climate parameters variables. The backwards approach starts by considering all possible input and output variables in the quality of the land, climate parameters model and production.
The process is one of alternation between choosing the least significant variable to drop and then reconsidering all dropped variables except the most recently dropped for re-introduction into the model. This means that two separate significant levels must be chosen for deletion from the model and for adding to the model. The second significance must be more stringent than the first. Briefly writing stepwise into a computer programming language is as follows (Wagner and Shimshak, 2007 ):
• Start • Run a single variables analysis that includes the full set of input variables and output variables and record the efficiency scores for each models.
• Dropping one input variable at a time in each run.
For each analysis: record the efficiency scores for each model for all runs. Calculate the average difference in efficiency over the set of differences.
• Choose the single input to be dropped by selecting the variable with the minimum average difference in efficiency scores from above. At least one input variable must be kept in the analysis. If the model has only one input variable remaining, then this one variable cannot be dropped and another variable must be considered based on the selection procedures above.
• For the variables selected to be dropped? Is based on the efficiency scores of the models for the remaining input variables.
• Stop.
After we determine the factors affected by used stepwise method, these factors obtained were inserted into neural network which was according to the steps that were described previously (Fig. 4) .
Performance of the network was evaluated. Finally suitable and acceptable results were obtained. In this study, the following performance measuring functions were employed: mean square error MSE and mean 
where, Xi : The actual yield Yi : The forecasted yield N : The data points I : 1, 2,…., N
RESULTS AND DISCUSSION
The prediction models tested on the data are the NN model using the supervised the three training algorithms were used Levenberg-Marquardt LM, Resilient back-propagation RP, Gradient descent with momentum and adaptive learning rate back-propagation GDX and stepwise-NN models.
Results of neural network:
The feed-forward PB neural network usually has one or more hidden layers, which enable the network to model non-linear and complex functions (Graupe, 2013) . It is crucial to emphasize that determining the number of neurons in the hidden layers is very important because it affects the training time and dissemination of property neural networks. It may impose a higher value of neurons in the hidden layer of the network for keeping rather than circular the patterns that have been witnessed during the training, while the decline in the value of neurons in the hidden layer will waste a lot of time training to find the optimal representation (Kant and Sangwan, 2015) . Nevertheless, there is no general rule that is used to choose the number of neurons in the hidden layer (Rad et al., 2015) . Thus, it depends on the complexity of the system that is being modeled. The most common and widely used approach to find the optimal number of neurons in the hidden layer is by trial and error. Therefore, the approach has used trial and error to determine the optimal neurons in the hidden layer of the network in this study. There are many types of learning algorithms in the literature, which can be used to train the network. For that, it is difficult to know which algorithm is more efficient for a certain problem. The algorithm that is used to train ANN in this study is Levenberg-Marquardt back-propagation LM, Resilient back-propagation RP, Gradient descent with momentum and adaptive learning rate back-propagation GDX. These algorithms are very well suited to the training of the neural network. For studying the effect of the training function transfer function and number of hidden layers that was chosen best tests results are shown in Table 1 . The results show that the best performance of the network model is obtained when using the training function LM compared with both other training functions and it can be seen that neural network is almost insensitive performance to the difference of the number of hidden layers. Using functional function Log-Sigmoid in the faculties of two layers of moderation hidden layer outputs had produced 
NO. of hidden layers Transfer function :log sig --------------------------------------------------------------------------------------------------------------------------Coef. Correlation (r) % & MSE --------------------------------------------------------------------------------------------------------------------------
-------------------------------------------------------------------------------------------------------------------------- Coef. Correlation (r) % & MSE --------------------------------------------------------------------------------------------------------------------------
Data Division % ---------------------------------------------------------------------
Training % Validation % Testing % 10-5-2* 0.0123 0.0200 0.0120 70 15 15 10-7-2* 0.0180 0.020 0.0170 10-10-2* 0.0170 0.020 0.0140 10-12-2* 0.0180 0.018 0.0170 10-7-2** 0.0189 0.023 0.0188 *: log sig; **: tan sig the best performances in the mean squared error MSE and Coefficient Correlation r compared with Tansigmoid and were determined as the best mean value at LM Training function as 0.985 for training set, 0.981 for validation set and 0.966 for testing set. The MSE and Coefficient Correlation r for all data sets were also calculated as 0.011 and 0.981. These results are similar to previous work (Neto et al., 2015) .
Through Table 2 it can be observed that the selection of the data division of the default to MATLAB program is 70% for a set of training, the 15% for a set of validation and 15% for a set of testing. The best choice of the ANN architecture depends on less training error, testing error and validation error. The results obtained from the training stage models have the best ANN architecture 10-5-2 input layer that consists of ten neurons, five hidden layer neurons and output layer two neurons. Reliability models are indicated by the value of training error 1.23%, testing error 2% and validation error 1.2%. Figure 5 shows scatter plots of the ANN model predicted versus actual values using LM algorithm for training, validation and testing and all data sets. According to the predicted model fully fitted to the actual values for training, validation and testing and all data sets. In the same investigation Lamba and Dhaka (2014) showed why Neural Network Model is important from other models for nonlinear data behavior system like crop yield prediction.
Simulations and independent variable importance:
The output of the network was found to be close to the actual values of the yield amount. The optimal structure for the model with minimum prediction error, correlation coefficient r between the actual and predicted values. Forecasting of the average monthly FFB and oil yield of nine month ahead starting at January to September 2015, has been carried out in the province Sarawak. The input data of previous per month which are percentage of mature and immature area, rainfall amount, number of rain days, the relative humidity, daily global radiation, the average temperature, surface wind speed, mean daily Evaporation and cloud cover all these data presents to the MLP neural network model proposed. The results obtained for the forecasted FFB and oil yield for nine month ahead are summarized in Table 3 . In mathematical models that involve a lot of input sensitivity test, it is considered an essential element for building the model and quality assurance. It can use sensitivity analysis to simplify the forms and to verify the robustness of the model predictions. Also, it is used to find out the factors to find the relative importance of the factors affecting the often contribution to change output productivity making use of allergy testing. Notice in Table 4 , we find that the variable 5, which is the relative humidity is considered the most important variable, as its importance relative 0.226, Based on the data collected, it can be analyzed in a single relationship between the parameter with the productivity of oil palm plantations as follows humidity correlated negatively on the productivity of oil palm plantations such as when the relative humidity was 78.92%, the Average FFB Yield 1.51 ton/ha/month and the average oil yield 0.30 ton/ha/month, while production fell to 0.98, 0.19 ton/ha/month when humidity recorded 85.59%. Followed variables 4 and 7 are the Rain days and Temperature as if their are importance relative is 0.204 and 0.158 respectively. Since the dry months can reduce the production of palm oil, as for instance as a result of a rain days reduced from 28 to 21 days, it will reduce the yield of 3-4% in the 2005 year and 8-10% in the 2015 year.
The effect of drought stress occurs not only in the vegetative stage but also on the generative phase.
Temperatures were recorded in oil palm plantations have averages between 24-28°C and optimal 25-27°C, annual temperature variations should not be too high, for example three degree greater the variation of the a decline production to 10%. The results agreed with Corley and Tinker (2016) , but the difference in the proportion of the effect of relative humidity and the percentage of rainfall, that mentions rainfall for optimal palm oil between 2000-3000 mm/year, while according to the Malaysian Meteorological Dept., a decline 5-11% in the 2005 years, 11-20% in 2012, 4-18% in 2014. These climate elements simultaneously cause a decrease in production output by the Average FFB Yield of 2.15 tones/ha/yr. We find that the variables 9 and 10 which are the Evaporation and Cloud cover are considered the most important 0.11 and 0.11, while less values variables recorded for Mature, Immature area and wind speed. In the study carried out by Shanmuganathan et al. (2014) looked at the possible climate change effects on Malaysia's oil palm yield using 36 monthly average temperatures as lag variables along with yield data at the regional scale.
Results of stepwise with neural network model:
The input number has been changed by using the method of stepwise by raising a number of factors that have a limited impact, such as the percentage mature and immature area. After, the repetition of the experiment for the introduction of eight factors and the usage of hidden layers 5 to 13, the best results are shown in Table 5 . The results showed the best performance of the network model is obtained when using the training function LM compared with both other training functions. The best five models were selected on the basis of the highest accuracy, the network using the training function LM and all the five models are constructed using the same input dataset. After the models have been constructed and validated. The ANN architectures are shown in the Table 6 . The results obtained from the training stage models have the best ANN architecture 8-5-2. Reliability models are indicated by the value of training error 1.10%, testing error 1.90% and validation error 1.2%. Forecasts for the next nine month from the new models are given in Table 7 . The prediction using ANN network model with stepwise method has 98.677% for FFB and 98.837% for oil yield prediction bounds. Forecasts are determined by providing new dataset that was not used during the training session to the constructed models and comparing their outputs with the expected output in terms of percentage accuracy. This model has outperformed in comparison with the ordinary one by allowing prediction accuracy of the yield convergence with actual yield.
Data division % ---------------------------------------------------------------------

CONCLUSION
Two prediction models, Artificial neural networks and ANN with Stepwise are able to predict the productivity of oil palm plantations based on land quality and climate simultaneously with either one. Through the simulation model of the ANN, one see the effect of climate change on several elements simultaneously on land productivity.
