Tautological classes
The purpose of this section is to fix notation and to collect a few results about tautological cohomology classes that are well known to specialists but for which a comprehensive reference seems to be lacking. All the varieties we shall consider will be over C. Only rational cohomology will be used; when we omit mention of the coefficient group, we always implicitly assume rational coefficients.
Let g and n be non-negative integers such that 2g − 2 + n > 0. We denote by M g,n the moduli space of stable n-pointed genus g curves and by M g,n its subspace parametrizing smooth curves. More generally, if P is a set with n elements, it will be technically convenient to consider also stable P -pointed curves. These are simply stable curves whose marked points are indexed by P , and not by {1, . . . , n}. We shall denote by M g,P and M g,P the corresponding moduli spaces. The boundary of M g,P is ∂M g,P = M g,P \ M g,P .
By a graph we shall mean the datum G of:
-a non-empty finite set V = V (G) (the vertices of G), -a non-negative integer g v for every v ∈ V , -a finite set L = L(G) (the half-edges of G), -a partition P of L in subsets with one or two elements,
with the property that
Whe shall call the elements of P with one element legs of G and those with two elements edges; the set of all the latter will be denoted E = E(G). We also set l v = |L v |. In what follows we shall implicitly consider only graphs which are connected, in an obvious sense. If P is a finite set, by a P -labelled graph we shall mean the datum of a graph G plus a bijection between the set of its legs and P . To every stable P -pointed genus g curve (C; {q p } p∈P ) we may associate a P -labelled graph G as follows. Let π : N → C be the normalization of C. We let V (G) be the set of all components of N , and L(G) the set of all points of N which map either to nodes or to marked points of C; two of these constitute an edge if they map to the same point (a node) of C, while the remaining ones are legs. The indexing of the legs by P is the obvious one. We also set g v = genus of v, and let L v be the set of all elements of L belonging to v. Notice that g = v∈V (G)
Conversely, this formula can be used to define the genus of any connected P -labelled graph. The graph associated to a stable P -pointed genus g curve is stable in the sense that 2g v − 2 + l v > 0 for every vertex v; more exactly, to say that a curve is stable is equivalent to saying that its graph is. Let G be a connected stable P -labelled graph of genus g. We denote by M(G) the moduli space of all P -pointed genus g stable curves whose associated graph is G; it a locally closed subspace of M g,P of codimension |E(G)|. We also denote by δ G the orbifold fundamental class of M(G), that is, the crude fundamental class divided by the order of the automorphism group of a general element of M(G). The degree two classes correspond to graphs with one edge. These come in two kinds; there is the graph G irr , with one vertex of genus g −1, and there are the graphs G a,A , which have two vertices, one of genus a, with attached the legs indexed by A, and one of genus g − a, with attached the legs indexed by A c = P \ A. We shall normally write δ irr and δ a,A instead of δ G irr and δ G a,A . We shall also write ∆ irr and ∆ a,A to denote M(G irr ) and M(G a,A ), respectively. It is clear that (1.1) δ a,A = δ g−a,A c , and also that δ a,A does not make sense as defined unless G a,A is a stable graph, i.e., unless 2a − 2 + |A| ≥ 0 and 2(g − a) − 2 + |A c | ≥ 0. In practice, this means that δ a,A is still undefined if a = 0 and |A| < 2 or a = g and |A| > |P | − 2. We will find it convenient to set δ a,A to zero if a < 0, a > g, 2a − 2 + |A| < 0, or 2(g − a) − 2 + |A c | < 0. The class δ irr , as defined above, also does not make sense in genus zero; we will set it to zero in this case.
The basic maps between moduli spaces are π : M g,P ∪{q} → M g,P ,
ξ : M g−1,P ∪{q,r} → M g,P ,
η : M a,A∪{q} × M g−a,A c ∪{r} → M g,P ,
which are defined as follows. The image under π of a P ∪ {q}-pointed curve is obtained by "forgetting" the point labelled by q and passing to the stable model. The image under ξ of a P ∪ {q, r}-pointed genus g − 1 curve is obtained by identifying the points labelled by q and r; likewise, the image under η of a pair consisting of an A ∪ {q}-pointed genus a curve and an A c ∪ {r}-pointed genus g − a curve is the P -pointed curve of genus g obtained by identifying the points labelled by q and r.
The map π : M g,P ∪{q} → M g,P is also called the universal curve over M g,P . It has |P | sections, indexed by P ; the section σ p attaches to any P -pointed curve (C; {x i } i∈P ) the P ∪ {q}-pointed curve obtained by attaching to C a copy of P 1 by identifying x p and 0 ∈ P 1 , and labelling the points 1 and ∞ by p and q. One may use the universal curve to define further cohomology classes on M g,P as follows. We denote by ω π the relative dualizing sheaf and by D p the image of σ p . One then sets ψ p = σ * p (c 1 (ω π )) , p ∈ P ,
The classes ψ p have degree 2, while κ i has degree 2i. In the rest of this paper, whenever we speak of tautological or natural classes (of degree 2) on M g,P , we refer to κ 1 , the ψ p , δ irr , and the δ a,A . The classes δ irr and δ a,A will be called boundary classes.
Our next task is to describe how the natural classes pull back under π, ξ, and η.
Lemma (1.2). i) π * (κ 1 ) = κ 1 − ψ q ; ii) π * (ψ p ) = ψ p − δ 0,{p,q} for any p ∈ P ; iii) π * (δ irr ) = δ irr ; iv) π * (δ a,A ) = δ a,A + δ a,A∪{q} .
Part i) of the lemma is proved in [1] , while iii) and iv) are clear. To prove ii) we reason as follows. Consider the diagram
where ϕ ′ and ϕ are defined as "forgetting the point labelled by r" and µ as "forgetting the point labelled by q". It is known (cf. [1] , for instance) that
Thus, if τ x , x ∈ P (resp., τ ′ x , x ∈ P ∪ {q}), are the canonical sections of ϕ (resp., ϕ ′ ), then
for any p ∈ P . This translates into ii), finishing the proof of the lemma.
otherwise.
Part i) is proved in [1] , while the other parts of the lemma are straightforward. We now turn to η. We shall not actually compute the pullbacks of the natural classes under η, but only under the map ϑ : M a,A∪{q} → M g,P which associates to any A∪{q}-pointed genus a curve the P -pointed genus g curve obtained by glueing to it a fixed A c ∪ {r}-pointed genus g − a curve C via identification of q and r. On the other hand, as we announced, the first cohomology of M γ,ν always vanishes, by the Künneth formula, so the second cohomology of M a,A × M g−a,A c is the direct sum of H 2 (M a,A ) and H 2 (M g−a,A c ). Thus knowing how the natural classes pull back under ϑ actually tells us how they pull back under η (once the vanishing of the first cohomology has been proved). It is important to stress that, although of course ϑ depends on the choice of C, any two choices give rise to homotopic maps so that, in cohomology, the pullback map ϑ * is independent of the choice of C.
otherwise. Again, the only part that needs justification is i), which is proved in [1] .
We may now determine all relations among tautological classes in degree two. The answer depends on the genus. We begin with genus zero. In this case it has been observed by Keel [13] that, for any four distinct elements p, q, r, s of P , the following relations hold among the classes δ 0,A such that |A| ≥ 2 and |A c | ≥ 2:
What is more important, Keel proves that H 2 (M 0,P ) is the quotient of the vector space generated by the δ 0,A such that |A| ≥ 2 and |A c | ≥ 2 modulo the trivial relations (1.1) and the relations (1.5) for all possible choices of p, q, r, s.
Proposition (1.6). For any choice of distinct elements x, y, z ∈ P , the following relations hold in H 2 (M 0,P ): In view of Keel's result, all that needs to be shown is that (1.7) and (1.8) hold. The proof is by induction on |P |, starting from the obvious remark that 0 = κ 1 = ψ 1 = ψ 2 = ψ 3 on M 0,P when |P | = 3. The induction step is based on Lemma (1.2). Suppose that (1.7) and (1.8) hold in M 0,P . By simmetry, it suffice to prove their analogues in M 0,P ∪{q} for x, y, z ∈ P . Pulling back (1.7) via π gives that
which is nothing but the analogue of (1.7) for M 0,P ∪{q} . Similarly, pulling back (1.8) yields
that is, using (1.7) to express ψ q in terms of boundary classes,
which is exactly what had to be shown.
To state and prove the analogues of (1.6) in higher genus, it will be convenient to adopt the following notational conventions. We set ψ = ψ i and, for any integer a, we let δ a be the sum of all classes δ a,A ; notice that, in case g = 2a, the summand δ a,A = δ a,A c occurs only once, and not twice, in this sum. We also let δ denote the sum of δ irr and of all the δ a with 2a ≤ g. Finally, as is customary, we denote by λ the Hodge class, that is, c 1 (π * (ω π )).
Proposition (1.9). i) The following relations hold in H
2 (M 1,P ), for any p ∈ P :
These, together with the (1.1), generate all relations in H 2 (M 1,P ) among the natural classes κ 1 , ψ i , δ irr , and δ a,A with 0 ≤ a ≤ 1 and 2 ≤ |A| ≤ |P | − 2 if a = 0.
ii) The following relation holds in H 2 (M 2,P ):
This relation and the (1.1) generate all relations in H 2 (M 2,P ) among the natural classes κ 1 , ψ i , δ irr , and δ a,A with 0 ≤ a ≤ 2 and 2 ≤ |A| ≤ |P | − 2 if a = 0.
iii) If g ≥ 3, the (1.1) generate all relations in H 2 (M g,P ) among the classes κ 1 , ψ i , δ irr , and δ a,A with 0 ≤ a ≤ g and 2 ≤ |A| ≤ |P | − 2 if a = 0.
The proofs of (1.10), (1.11), and (1.12) are the exact analogues of those of (1.8) and (1.7). The initial cases of the induction are as follows. First of all, for any g and any P , one has Mumford's relation [17] [3] (1.13)
For g = |P | = 1, one knows that ψ = λ, and that 12λ − δ = 0 [12] , so that κ 1 = ψ and δ = 12ψ. Since in this case δ = δ irr and δ 0 = 0, these identities are just the relations (1.10) and (1.11). For g = 2, P = ∅, Mumford [18] has shown that 10λ = δ irr + 2δ 1 . Coupled with (1.13), this says that
as desired. What remains to be shown is that there are no relations in addition to the ones listed above. We begin with the case of genus 1. We need the following simple remark.
Lemma (1.14). The homomorphism ξ * :
Let p be an element of P , and let ρ : M 1,P → M 1,{p} be the morphism defined by forgetting the points labelled by elements of P other than p. The cycle ∆ irr is the inverse image of the point at infinity x 0 ∈ M 1,{p} . Therefore the cohomology class δ irr is the fundamental class of ρ −1 (x), where x is any point of M 1,{p} . Since ρ −1 (x) does not touch
What we need to do to finish the genus 1 case is to show that δ irr and the classes δ 1,S are independent. First consider the inclusion ϑ : M 1,1 ֒→ M 1,P obtained by sending any 1-pointed genus 1 curve C to the union of C with a fixed P ∪ {q}-pointed smooth rational curve E, with the marked point of C identified with the point of E labelled by q. Notice that, by (1.4), ϑ * (δ irr ) = δ irr , so δ irr ∈ H 2 (M 1,P ) is not zero since its pullback to H 2 (M 1,1 ) does not vanish. Now look at the pullbacks of the boundary classes via the morphism ξ : M 0,P ∪{q,r} → M 1,P . We have seen that δ irr pulls back to zero. On the other hand it is clear that ξ * (δ 1,S ) = δ 0,S∪{q,r} . The independence of the classes δ irr and δ 1,S will then follow from the remark that δ irr = 0 and from the following result.
Lemma (1.15). The classes δ S∪{q,r} , where S runs through all subsets of P with at most |P | − 2 elements, are independent in H 2 (M 0,P ∪{q,r} ).
This would follow, after some work, from Keel's description of the cohomology ring of M 0,P ∪{q,r} , but we choose a different approach. To begin with, it suffices to do the proof when P = {1, . . . , n}, q = n + 1, r = n + 2. The lemma is clearly true for n ≤ 2, so we can assume that n > 2. For each S, we shall produce a 1-parameter family F S of stable (n + 2)-pointed genus zero curves and will show that the matrix whose entries are the degrees of the classes δ T ∪{n+1,n+2} on these families is non-degenerate.
Let f : X = P 1 × P 1 → P 1 be the projection onto the first factor, and let D ′ i , i ∈ {1, . . . , n + 3} be disjoint constant sections of f . Suppose first that S = ∅. We then let F ′ S be the family of pointed curves over P 1 consisting of the blowup of f : X → P 1 at the points of intersection of the diagonal with the sections D ′ i , i ∈ S ∪ {n + 1, n + 2}, together with the sections D i , i ∈ S ∪ {n + 1, n + 2, n + 4}, where D i is the proper transform of D ′ i fori = n + 4, and D n+4 is the proper transform of the diagonal. We also let F ′′ S be the family of pointed curves over P 1 consisting of f : X → P 1 together with the sections The degrees of the classes δ T ∪{n+1,n+2} are readily calculated. They are as follows.
Combining these relations gives a ∅ = 0 and a {s} = 0 for s = 1, . . . , n. To show that, in fact, a S = 0 for any S, one proceeds by induction on |S|. We may assume that S = ∅. Suppose we know that a T = 0 whenever |T | < |S|. Evaluating on F S yields |S|a S = s∈S a S−{s} = 0 , so a S = 0. This finishes the proof of part i) of (1.9).
To complete the proof of part ii) it remains to show that the boundary classes and the classes ψ p , p ∈ P , are independent in H 2 (M 2,P ) modulo the trivial relations (1.1). We distinguish several cases.
Case 1: P = ∅. Let F ′ be a non-isotrivial family of stable 1-pointed genus 1 curves over a smooth complete curve; by attaching a fixed elliptic tail to the marked point of each fiber we get a family F of stable genus 2 curves. We then have that
Next, let C be a smooth elliptic curve, and let x be a fixed point on C. Let X be the surface obtained by blowing up C × C at the intersection point between the diagonal and {x} × C, and let X → C be the composition of the blow-down map and of the projection from C × C onto the second factor. We get a family E of stable genus 2 curves over C by identifying the proper transforms of the diagonal of C × C and of {x} × C. For this family we have
Putting this together with (1.16) shows that δ irr and δ 1,∅ are independent; in fact, the non-isotriviality of
Case 2: |P | = 1. Denote by p the only point of P . We construct two families of stable 1-pointed genus 2 curves by modifying slightly those constructed in case 1. Let F 1 be as F , but with the addition of the section traced out by a fixed point on the constant elliptic tail. To construct E 1 , choose a point y ∈ C distinct from x, and blow up E × E at the intersections between the diagonal, {x} × C, and {y} × C. Then identify the proper transforms of the diagonal and {x} × C; the canonical section is the proper transform of {y} × C. A third family G 1 is Γ × Γ → Γ, where Γ is a smooth genus 2 curve, with the diagonal as section. The invariants for these families are readily calculated. They are
Thus δ irr , δ 1,∅ , and ψ p are independent.
Case 3: |P | > 1. We proceed by induction on |P |. Let p, q be distinct elements of P ; set Q = P − {p, q} and let r, r ′ be distinct and not belonging to P . Let
be the map obtained by identifying the points labelled by r and r ′ . It follows from (1.4) that
Suppose there is a relation
where the quotation mark affixed to the last summation symbol means that, for each A ⊂ P such that |A| = |P |/2, only one of the summands
Then the induction hypothesis and (1.17) imply that a i = 0 unless i = p or i = q, that b = 0, and that c A = d A = 0 unless {p, q} ⊂ A, {p, q} ⊂ P − A. Since p and q can be chosen at will, for |P | ≥ 3 this implies that all coefficients of (1.18) vanish. If P = {p, q}, all we can say is that all the coefficients of (1.18) are zero, except possibly for a p , a q , and d {p} . To see that these are zero as well, let C be a smooth genus 2 curve, and let x be a point on it. Blowing up C × C at the intersection point of {x} × C and the diagonal yields a family of genus 2 curves with two sections, namely the proper transforms of {x} × C and of the diagonal. Labelling the first of these with p and the second with q, for the resulting family of stable {p, q}-pointed curves we have that
Since the roles of p and q can be interchanged, this implies that a p = a q = 0. To conclude it suffices to produce a family of stable {p, q}-pointed curves of genus 2 for which deg δ 1,{p} does not vanish. One such is obtained by attaching a fixed elliptic tail with two extra fixed marked points to the points of the canonical section of the family F ′ of elliptic curves considered in the analysis of Case 1 above. The proof of part ii) of (1.9) is now complete.
To do part iii) we proceed by induction on g. When P = ∅, fix an element p ∈ P ; we have to show that κ 1 , the ψ i , δ irr and the δ a,A such that p ∈ A are independent. When P = ∅, instead, we have to show independence of κ 1 , the ψ i , δ irr and the δ a with 2a ≤ g. For g > 3, the formulas in Lemma (1.3), plus the induction hypothesis, show directly that the pullbacks of these classes via ξ : M g,P → M g−1,P ∪{q,r} are already independent. For g = 3, we argue as follows. Suppose there is a relation
among them. Pulling back via ξ, and using (1.3) and (1.12), we find a relation on M 2,P ∪{q,r} or the form
By ii), all coefficients in this relation must vanish, so a = 0. At this point we may proceed as for g > 3. The proof of (1.9) is now complete.
The main results
In this section we state our main results and present the core of their proofs. The first theorem describes the first, third and fifth cohomology groups of the moduli spaces of stable curves.
and all g and n such that 2g − 2 + n > 0.
The next result describes the second cohomology group of M g,n in terms of generators and relations. It turns out that this group is always generated by the natural classes. The relations among these have already been determined in section 1.
Theorem (2.2).
For any g and n such that 2g − 2 + n > 0, H 2 (M g,n ) is generated by κ 1 , the classes ψ i , δ irr , and the classes δ a,A such that 0 ≤ a ≤ g, 2a − 2 + |A| ≥ 0 and
The relations among these classes are as follows. a) If g > 2 all relations are generated by those of the form
relations are generated by the (2.3) plus the following one
c) If g = 1 all relations are generated by the (2.3) plus the following ones
relations are generated by the (2.3) plus the following ones
Observe, first of all, that the moduli spaces M g,n and M g,n , although in general not smooth, are orbifolds; in particular, Poincaré duality holds for them in rational cohomology.
The proof of (2.1) and (2.2) begins with a simple remark. Look first at M 0,n ; it can be viewed as the space of all n-tuples (0, 1, ∞, z 4 , . . . , z n ) of distinct points of P 1 or, which is the same, as the space of all (n − 3)-tuples (z 4 , . . . , z n ) in C n−3 such that z i = 0, 1 for all i and z i = z j for all i = j. In other words, M 0,n is nothing but C n−3 minus a bunch of hyperplanes, so in particular it is an (n − 3)-dimensional affine variety. It follows that H k (M 0,n ) = 0 for k > n − 3. Things are similar in higher genus. In fact, when g > 0, n > 0, Harer [9] (see also [16] ) constructs a (4g − 4 + n)-dimensional spine for M g,n ; thus H k (M g,n ) vanishes for k > 4g − 4 + n. The spine in question is constructed starting from the cellular decomposition of M g,n defined in terms of Strebel differentials. Harer [9] also shows, by a spectral sequence argument, that H k (M g ) = 0 for k > 4g − 5. By Poincaré duality all this is equivalent to saying that the cohomology with compact support
Looking at the exact sequence of cohomology with compact supports
Let g and n be non-negative integers such that 2g − 2 + n > 0, and let P be a set with n elements. Denote by
Each of these is the image of a map µ i : X i → M g,P , where X i can be of two different kinds. Either X i = M g−1,P ∪{q,r} , or else X i = M a,A∪{q} × M b,B∪{r} , where a + b = g, A B = P , and both 2a − 2 + |A| and 2b − 2 + |B| are non-negative. In any case q and r are distinct points not belonging to P , and the map µ i is gotten by identifying q and r.
Lemma (2.6). The map
The proof uses a bit of Hodge theory, in the form of the following result of Deligne.
proper surjective morphism, and X is smooth, then the weight
In our application, Y is ∂M g,P , and X is the disjoint union of the X i . Of course, Deligne's result is stated for varieties and not for orbifolds, and the X i are smooth as orbifolds, but usually not as varieties. There are at least two ways out. One is to convince oneself that Deligne's proof works also in the orbifold context. The other is to appeal to the results of Looijenga [15] and Boggi-Pikaart [2] which imply that each of the X i is the quotient of a smooth variety Z i by the action of a finite group; one may then take as X the disjoint union of the Z i and prove injectivity of the map
. Whatever road we choose, the proof proceeds as follows. The homomorphism
is a morphism of mixed Hodge structures, and hence is strictly compatible with the filtrations. Thus
is pure of weight k. As we are assuming that ρ is injective, this shows that
In view of (2.5), an immediate corollary of Lemma (2.6) is the following result.
Proposition (2.8). The map H
Proposition (2.8) makes it possible to give a quick inductive proof of (2.1), based on the following intermediate result.
Lemma (2.9). Let k be an odd integer, h a non-negative integer, and suppose H q (M g,n ) = 0 for all odd q ≤ k, all g ≤ h, and all n such that q > d(g, n). Then H q (M g,n ) = 0 for all odd q ≤ k, all g ≤ h, and all n. If H q (M g,n ) = 0 for all odd q ≤ k and all g and n such that q > d(g, n), then H q (M g,n ) = 0 for all odd q ≤ k and all g and n.
Clearly, it suffices to prove the first assertion. We argue by induction on k. We may assume, inductively, that
, where X i is M g−1,n+2 or a product of two moduli spaces M a,α and M b,β such that a + b = g, α + β = n + 2; in the latter case either a < g or a = g and α < n, and similarly for b and β. By the Künneth formula,
) and of all the tensor products
Since either l or m must be odd, the induction hypothesis guarantees that all these tensor products vanish, except possibly those for which l or m is zero. This means that H k (M g,n ) injects into a direct sum of vector spaces H k (M γ,ν ) such that γ < g or γ = g and ν < n. But then the result follows by double induction on g and n.
Lemma (2.9) reduces the proof of the vanishing of odd cohomology (so long as it does vanish!) to checking it explicitly for finitely many values of g and n in each odd degree k, that is, those for which k > d(g, n). When k = 1 this means g = 0, n ≤ 4 or g = n = 1. Now, M 0,3 is a point, while M 0,4 and M 1,1 are both isomorphic to the projective line, so the first cohomology groups of all three are zero. This concludes the proof of (2.1) in case k = 1. For k = 3, 5 the initial cases of the induction are slightly more complicated and will be dealt with in section 3. Lemma (2.9) cannot be applied as such if k ≥ 11, since it is known that H 11 (M 1,11 ) is not zero. So far as we know, the cases k = 7, 9 are still open.
We now turn to the proof of (2.2). Clearly, all that has to be shown is that H 2 (M g,n ) is always generated by tautological classes, the relations among these having already been determined in section 1. As was the case for (2.1), the proof is by double induction on g and n. Here we will describe the inductive step in genus 3 or more. The cases of lower genus are a bit more involved, and will be treated in section 4. The initial cases of the induction, that is, those for which 2 > d(g, n), will be dealt with in section 3.
Our strategy for the inductive step is quite simple. Suppose we want to show that H 2 (M g,n ) is generated by tautological classes, assuming the same is known to be true in genus less then g, or in genus g but with fewer than n marked points. Proposition (2.8) shows that H 2 (M g,n ) injects into the direct sum of the second cohomology groups of the X i . By induction hypothesis, these are generated by tautological classes, all relations among which are known. By (1.3) and (1.4), we have complete control on the effect of each map H 2 (M g,n ) → H 2 (X i ) on tautological classes, so that, at least in principle, we can decide which classes in H 2 (X i ) come from tautological classes on H 2 (M g,n ). On the other hand, let α be any class in H 2 (M g,n ); if we denote by α i its pullback to X i , these classes satisfy obvious compatibility relations on the "intersections" of the X i . The subspace of H 2 (X i ) defined by these compatibility relations can be completely described using (1.3) and (1.4), at least in principle, because the spaces H 2 (X i ) are generated by tautological classes. What we will show, in essence, is that it coincides with the one generated by the images of the tautological classes of H 2 (M g,n ). By the injectivity of
, this will conclude the proof. A first step in the strategy outlined above is the following result, which is also of independent interest. Theorem (2.10). Let g ≥ 1 be an integer, let P be a finite set such that 2g − 2 + |P | > 0, and let q, r be distinct and not belonging to P . Then, if ξ : M g−1,P ∪{q,r} → M g,P is the morphism obtained by identifying the points labelled by q and r, the pullback map
This we will prove by triple induction on k, g and n = |P |. The statement is true when k = 0, and also when k = 1, since H 1 (M g,n ) = 0 for any g and n. Suppose then that g ≤ 7, that k ≤ 2g − 2, and that the result is known to hold for all triples (k
, and n ′ < n. In view of (2.8), what we have to show is that, if x is any element of H k (M g,P ) such that ξ * (x) = 0, then x pulls back to zero under any one of the maps
where g = a + b and P = A B. By the Künneth formula,
, where k = l+m. Thus we have to show that x goes to zero under any one of the maps
The only possibility is that l = 2a − 1, m = 2b − 1; in particular, l and m are both odd. Since they add to k ≤ 2g − 2 ≤ 12, one of them must equal 5 or less. In view of (2.1), this implies that
If a = g, that is, if b = 0, then |B| > 1, and hence |A ∪ {s}| < n. Thus λ is always injective, by induction hypothesis. Since ξ * (x) = 0, and so λρ(x) = 0, this implies that ρ(x) = 0, as desired.
When g > 7 and k ≤ g + 5, the argument is similar, but simpler. Set f (n) = 2n − 2 if n ≤ 7 and f (n) = n + 5 if n ≥ 7. To show that ρ(x) = 0 we may argue as in the previous case, provided we can show that either a > 0 and l ≤ f 
This is the only consequence of (2.10) that we will need.
We are now in a position to describe the inductive step in the proof of (2.2), in genus 3 or more. As we announced, the cases of lower genus will be treated in section 4.
Let then g ≥ 3 be an integer, and let P be a finite set. If P is not empty, let p be a fixed element of P . Let q, r be distinct and not belonging to P . Let ξ : M g−1,P ∪{q,r} → M g,P be the map that is obtained by identifying the points labelled by q and r. We wish to show that H 2 (M g,P ) is generated by tautological classes, assuming the analogous statement is known to hold for M γ,ν whenever γ < g or γ = g and ν < |P |. We will do this only for P = ∅, the argument for P = ∅ being entirely similar. Let y be any element of H 2 (M g,P ). The pullback ξ * (y) is invariant under the operation of interchanging q and r. Therefore, by the induction assumptions, it is a linear combination of κ 1 , the ψ i , i ∈ P , ψ q +ψ r , δ irr , and the classes δ u,U , δ u,U∪{q,r} and δ u,U∪{q} + δ u,U∪{r} , where u is any integer between 0 and g and U runs through all subsets of P containing p; when g = 3, we can even do without κ 1 . Formulas (1.3) tell us that there is a linear combination z of tautological classes such that the pullback of x = y − z is of the form
for suitable coefficients f, g u,U , h u,U . In case g = 3, we may even assume, using (1.12), that f = 0. We will show that, in fact, ξ * (x) = 0; (2.10) and (2.11) will then tell us that x itself vanishes, proving that y is a linear combination of tautological classes, as desired.
Suppose s ∈ P ∪ {q, r}, and let ϑ : M g−1,P ∪{s} → M g,P be the map that is obtained by attaching a fixed elliptic tail at the point labelled by s. Look at the diagram
where ϕ attaches the point labelled by t of a sphere marked by {t, q, r} to the point labelled by s of a variable curve in M g−1,P ∪{s} . This diagram is commutative up to homotopy. The identity ϕ * ξ * (x) = ϑ * (x), together with formulas (2.12) and (1.4), applied to ϕ, implies that (2.13) ϑ * (x) = p∈U 0≤u≤g−2 g u,U δ u,U∪{s} .
Now consider the commutative diagram (2.14)
M g−2,P ∪{q,r,s}
where γ and β are the analogues of ξ and ϑ, respectively. If we write down explicitly the identity γ * ϑ * (x) = β * ξ * (x) using formulas (2.12), (2.13), (1.3), and (1.4), we get a relation (2.15)
h u,U (δ u,U∪{q} + δ u,U∪{r} + δ u−1,U∪{s,q} + δ u−1,U∪{s,r} ) in H 2 (M g−2,P ∪{q,r,s} ). If g ≥ 4, all the tautological classes appearing in (2.15) are independent, so f = g u,U = h u,U = 0 for all u and U . When g = 3, we already know that f = 0; since the boundary classes are independent in genus 1, we conclude that g u,U = h u,U = 0 for all u and U in this case as well. This shows that ξ * (x) = 0, as desired.
The initial cases of the induction
In this section we calculate those cohomology groups which are needed to start the inductive proofs of (2.1) and (2.2). More exactly, we shall compute the k-th cohomology group of M g,n for all k, g and n such that k ≤ 3 or k = 5 and d(g, n) < k. Our treatment will be elementary and self-contained for k ≤ 3, while for k = 5 we shall use, directly or indirectly, some of the results of [6] , [7] , and [14] .
We have already settled the case k = 1 in the body of the proof of (2.1). For k = 2, the values of g and n involved are g = 0 and n ≤ 5, and g = 1 and n ≤ 2. For k = 3 they are g = 0 and n ≤ 6, g = 1 and n ≤ 3, and g = 2 and n ≤ 1, while for k = 5 they are g = 0 and n ≤ 8, g = 1 and n ≤ 5, g = 2 and n ≤ 3, and g = 3 and n ≤ 1.
As we said, in genus zero we rely on Keel's results [13] , although the computations could be easily done directly. What Keel shows, among other things, is that H k (M 0,n ) vanishes for all odd k, and that H 2 (M 0,n ) is generated by tautological classes, modulo the relations described in (1.6), and has dimension 2 n−1 − n 2 − 1. In the range we shall have to examine, that is, 3 ≤ n ≤ 6, the dimensions are 0, 1, 5, 16, respectively.
We now turn to higher genus. Since M 1,1 is isomorphic to P 1 , its second cohomology is one-dimensional (and generated by δ irr ). We next show that there are surjective morphisms α : M 0,6 → M 2,0 and β : M 0,7 → M 2,1 . This implies that the third cohomology groups of M 2,0 and M 2,1 vanish. Let (C; p 1 , . . . , p 6 ) be a 6-pointed stable genus zero curve. The morphism α associates to it the stable model of the double admissible covering of C branched at the p i . As for β, the image under it of a 7-pointed stable genus zero curve (C; p 1 , . . . , p 7 ) is defined to be the stable model of (D; q), where D is the double admissible covering of C branched at p 1 , . . . , p 6 , and q is one of the points lying above p 7 . Notice that it is immaterial which of the two possible choices for q we make, since they yield isomorphic 1-pointed curves.
To complete our analysis for k = 2, 3 it remains to compute the second cohomology of M 1,2 and the third cohomology of M 1,3 . It will suffice to prove the following.
In fact, there are exactly two boundary classes in H 2 (M 1,2 ), namely δ irr and δ 1,∅ , which are independent by part i) of (1.9). Thus the first part of (3.1) implies that δ irr and δ 1,∅ generate H 2 (M 1,2 ). The proof of the second part of (3.1) relies on Theorem (2.2), and hence also on the first part, in that we will use the fact that H 2 (M 1,3 ) is freely generated by boundary classes. Since the boundary classes are δ irr , δ 1,∅ , δ 1,{1} , δ 1,{2} , and δ 1,{3} , this shows in particular that h 2 (M 1,3 ) = 5. As we know that h 3 ). Lemma (3.1) is then a consequence of the following result.
The proof of the lemma rests on the following simple remark. For any space X we denote by χ c (X) the Euler characteristic of X with compact supports, that is, the alternating sum of the dimensions of the Q-cohomology groups of X with compact supports. Now suppose X is a quasi-projective algebraic variety, and let
be a filtration of X by closed subvarieties. Suppose that X i = X i \ X i−1 is of pure dimension i (or is empty) for every i. Then
This can be proved by induction on d. There is nothing to prove when d = 0. Now assume the result known for X d−1 ; thus
On the other hand the exact sequence of cohomology with compact supports
There are two special cases when χ c (X) = χ(X). The first is obviously the one when X is compact. The other is when X is an orbifold; in this case Poincaré duality implies that h q c (X) = h 2d−q (X) = h 2d−q (X), and hence
Thus, when the X i are orbifolds, (3.3) translates into
If X is compact, or an orbifold, this in turn yields
We will first use these formulas to compute the Euler characteristics of the spaces M 0,n for n ≤ 6. Since M 0,4 can be identified with the complex plane minus two points,
We next deal with M 0,5 . This space can be identified with the complement, inside the C 2 with coordinates z 1 , z 2 , of the lines z 1 = 0, z 1 = 1, z 2 = 0, z 2 = 1, z 1 = z 2 . Put otherwise, if x 0 , x 1 , x 2 are homogeneous coordinates in P 2 , then M 0,5 can be identified with the complement, inside P 2 , of the six projective lines
Each of these lines has exactly 3 points which are in common with some of the others, and there are 7 points where two or more lines meet. Applying (3.5) to the filtration 7 points ⊂ union of 6 lines ⊂ P 2 then gives
that is,
The same method can be applied to calculate the Euler characteristic of M 0,6 . This space can be identified with the complement inside P 3 of the 10 planes
Each nine of these cut on the remaining one a configuration of 6 lines which is identical to the one occurring in the analysis of M 0,5 we just completed. In addition, three of these lines are common to three planes, and three only to two. Hence the total number of lines is 25. There are exactly 15 points where three independent planes meet, namely the points all of whose homogeneous coordinates are either 0 or 1. Applying formula (3.5) then gives
We next deal with the genus 1 case. Since M 1,1 can be identified with the complex plane,
We will now show that The map M 0,4 → M ′ 0,4 has degree 2. We claim that there is a unique fiber consisting of only one point, so that
, proving the first identity in (3.11). Suppose in fact that there is an isomorphism between the two 4-pointed curves (P 1 ; 0, ∞, 1, x) and (P 1 ; 0, ∞, x, 1). This means that there is an automorphism α of P 1 such that α(0) = 0, α(∞) = ∞, α(1) = x, and α(x) = 1. The first two conditions imply that α is of the form α(z) = az, for some nonzero complex number a. The last two conditions say that x = a and a 2 = 1. Thus the curve in question, up to isomorphism, is (P 1 ; 0, ∞, 1, −1). The same kind of argument proves the last identity in (3.11). In fact, let x, y be distinct and different from 0, 1, ∞, and let α be a non-trivial automorphism of P 1 which fixes 0 and ∞ and permutes 1, x, y; observe that none of these last three points can be fixed. Clearly, α is of the form α(z) = az for some nonzero complex number a. On the other hand, suppose for instance that α(1) = x, α(x) = y and α(y) = 1. Then x = a, y = a 2 and a 3 = 1. This shows that the degree 6 morphism
has exactly one fiber which consists of fewer than 6 points, namely the fiber made up of 5 ) . This completes the proof of (3.11).
We now return to M 1,2 . Let U be the open subset of M 1,2 consisting of those curves (C; p 1 , p 2 ) such that, if τ stands for the −1 involution about the origin p 2 , then τ (p 1 ) = p 1 . We may associate to each 5-pointed rational curve (P 1 ; q 1 , . . . , q 5 ) the 2-pointed genus one curve (C; p 1 , p 2 ), where C is the double covering of P 1 branched at q 2 , . . . , q 5 , and p 1 , p 2 map to q 1 and q 2 , respectively (notice that the two possible choices of p 2 give isomorphic 2-pointed curves). This defines a morphism from M 0,5 to M 1,2 , which clearly factors through an isomorphism between M ′′ 0,5 and U . On the other hand the complement of U in M 1,2 can be identified with M ′ 0,4 , so that applying (3.5) yields
which is just (3.10). To compute the Euler characteristic of M 1,2 we use the stratification by graph type. The open strata other than M 1,2 are indexed by the graphs in Figure 1 . Here, and elsewhere, we adopt the convention that a solid dot stands for a component of genus zero, and a hollow one for a component of genus one. There are two one-dimensional strata V 1 and V 2 , corresponding to the first two graphs, while the zero-dimensional strata are the two points corrsponding to the last two graphs. It is evident that V 1 is isomorphic to M ′ 0,4 , and V 2 to M 1,1 . Thus
This proves the first statement in (3.2), and consequently also the first one in (3.1).
The next step is to compute the Euler characteristic of M 1,3 . We imitate the argument used for M 1,2 . Let U be the open subset of M 1,3 consisting of those curves (C; p 1 , p 2 , p 3 ) such that, if τ stands for the −1 involution about the origin p 3 , then p 1 = τ (p 1 ) = p 2 = τ (p 2 ). Also, let H be the subvariety of M 1,6 consisting of all curves (C; p 1 , p 2 , p 3 , p 4 , p 5 , p 6 ) such that, if τ is as above, then p 4 , p 5 and p 6 are fixed by τ and τ (p 1 ) = p 2 . There are two dominant maps α : H → M 0,6 and β : H → U . The first of them sends (C; p 1 , p 2 , p 3 , p 4 , p 5 , p 6 ) to (C/τ ; p 1 , p 2 , p 3 , p 4 , p 5 , p 6 ), where p i stands for the image of p i . The other map just "forgets" p 4 , p 5 and p 6 . The map α is clearly unramified and of degree 2, while β has degree 6. We claim that β is also unramified. To see this, all we must show is that, given any element (C; p 1 , p 2 , p 3 ) of U , its only automorphism is the identity. Any automorphism σ of C fixing p 3 commutes with τ , hence descends to an automorphism ρ of C/τ = P 1 . If, in addition, σ fixes p 1 and p 2 , then ρ is an automorphism of (C/τ ; p 1 , p 2 , p 3 ). Since this is a 3-pointed rational curve, ρ is the identity, hence σ equals τ or the identity. On the other hand, the definition of U says that τ is not an automorphism of (C; p 1 , p 2 , p 3 ) .
Having proved that β is unramified, we can conclude that
At this point, to compute the Euler characteristic of M 1,3 we observe that this moduli space is the union of U , of three two-dimensional strata U 1 , U 2 and U 3 , and a one-dimensional stratum U 4 which are defined as follows. The points of U 1 are the curves (C; p 1 , p 2 , p 3 ) such that τ (p 1 ) = p 1 and τ (p 2 ) = p 2 , while U 2 is like U 1 , but with the roles of 1 and 2 interchanged. The points of U 3 are the curves (C; p 1 , p 2 , p 3 ) such that τ (p 1 ) = p 2 , and those of U 4 are the curves (C;
To compute the Euler characteristic of M 1,3 we use the stratification by graph type. The open strata other than M 1,3 correspond to the graphs in Figure 2 (plus a labelling of the legs by 1, 2, 3). There are: one stratum corresponding to graph A, isomorphic to M ′ 0,5 , one corresponding to graph B, isomorphic to M 1,1 × M 0,4 , three strata corresponding to graph C and isomorphic to M 1,2 , one stratum corresponding to graph D, isomorphic to M 0,4 , three corresponding to graph E and isomorphic to M ′ 0,4 , three corresponding to graph F and isomorphic to M 1,1 , three corresponding to graph G and isomorphic to M ′ 0,4 , and seven zero-dimensional strata, all points, three corresponding to graph H, three to graph I, and one to graph J. Putting everything together we conclude that
as desired. Theorem (2.1) is now completely proved for k = 1, 3. It remains to examine the initial cases of the induction for k = 5, in positive genus. These are: g = 1 and n ≤ 5, g = 2 and n ≤ 3, g = 3 and n ≤ 1. The group H 5 (M 1,n ) vanishes when n ≤ 2 for dimension reasons, and when n ≤ 4 by Poincaré duality; in fact, H 
The induction step in low genus
In this section we will complete the proof of (2.2); it remains to deal with the genus one and genus two cases. Genus 1. We begin by improving on Lemma (1.14). Let P be a finite set, set n = |P | and let y and z be distinct and not belonging to P . As usual, we let ξ : M 0,P ∪{y,z} → M 1,P be the map gotten by identifying the points labelled by y and z.
Lemma (4.1). The kernel of ξ
is one-dimensional and is generated by δ irr .
Lemma (1.14) and part i) of Proposition (1.9) say in particular that δ irr is not zero and belongs to the kernel of ξ * . It remains to show that any other element of ker(ξ * ) is a multiple of δ irr . The case |P | = 1 is trivial. We have seen in the previous section that, when |P | = 2, H 2 (M 1,P ) has dimension two. On the other hand, the class δ 1,∅ ∈ H 2 (M 1,P ) maps to δ 0,{y,z} ∈ H 2 (M 0,P ∪{y,z} ), which is not zero. This takes care of the case when |P | = 2. We then proceed by induction on n = |P |. Let α be an element of the kernel of ξ * . Let s, t be distinct and not belonging to P ∪ {y, z}. For any subset S of P with at most n − 2 elements consider the diagram
where the vertical arrows are obtained by identifying the points labelled by y and z, and the horizontal ones by identifying the points labelled by s e t. Using the Künneth formula and the vanishing of H 1 we may write ν * S (α) = (β, γ), where β ∈ H 2 (M 1,S∪{s} ) and γ ∈ H 2 (M 0,S c ∪{t} ). From ξ * (α) = 0 we deduce that η * (β, γ) = 0. On the other hand η * (β, γ) = (β ′ , γ), where β ′ is the pullback of β to M 0,S∪{y,z,s} . It follows that γ = 0 and, by induction hypothesis, that β = a S δ irr for a suitable constant a S . In other words,
We now wish to show that, actually, a = a S does not depend on S. This will conclude the proof, since then the difference α − aδ irr will restrict to zero on all components of ∂M 1,P and hence will be zero by (2.8) . To show that a S is independent of S we proceed as follows. If S = ∅ write S = T ∪ {w}, where w ∈ T , and consider the diagram
where the vertical arrows are obtained by identifying the points labelled by y and z, and the horizontal ones by identifying the points labelled by s e t. We find that
and hence that a S = a T . Repeated applications of this argument show that a S = a ∅ for any S. This proves the lemma.
Because of the relations between tautological classes given in Proposition (1.9), to prove (2.2) in genus one it suffices to show that H 2 (M 1,P ) is generated by boundary classes. More precisely we will show that the classes δ irr and δ 1,S , where S runs through all subset of P with at most n − 2 elements, generate H 2 (M 1,P ). We prove this claim by induction on n. The first case n = 2 has already been checked. Denote by V = V 1,P the subspace of H 2 (M 1,P ) generated by the elements δ 1,S , where S runs through all subset of P with at most n − 2 elements. In view of Lemma (1.14), to prove our claim it suffices to show that the morphism ξ * vanishes modulo V . For this we shall use an explicit basis of H 2 (M 0,P ∪{y,z} ) which we will presently describe.
Lemma (4.2)
. Let Q be a finite set with at least four elements, and let x, y, z ∈ Q be distinct. Then δ 0,{y,z} and all the classes δ 0,S such that x ∈ S and 2 ≤ |S| ≤ |Q| − 3 constitute a basis of H 2 (M 0,Q ).
As we already recalled, Keel [13] shows that the dimension of H 2 (M 0,n ) is 2 n−1 − n 2 − 1. Now denote by V the subspace spanned by the classes listed in the statement of the lemma. Since there are 2 |Q|−1 − |Q| 2 − 1 of these, it suffices to show that all classes δ 0,T belong to V . The only classes that are not already present in the list are those of the form δ 0,{a,b} , where x ∈ {a, b} and {a, b} = {y, z}. Let p, q, r be elements of Q, all different from x and such that p = q = r. We claim that We will call a basis such as the one constructed in Lemma (4.2) a canonical basis (with respect to x, y and z). To simplify notation, from now on in the genus zero case we shall write δ S instead of δ 0,S . Let Q = P ∪ {y, z}. Let B be the canonical basis of H 2 (M 0,Q ) relative to x, y, z. Let α ∈ H 2 (M 1,P ). Using the fact that ξ is invariant under the involution exchanging y and z, we can write ξ * α in terms of B:
Consider a subset R of P such that |P \ R| ≥ 2, and look at the morphism
defined by taking a varying stable, genus 1, R ∪ {u}-pointed curve, a fixed stable, genus zero, (P \ R) ∪ {v}-pointed curve C 0 , and identifying the points labelled by u and v. As we already noticed before stating Lemma (1.4), the homomorphism ϑ * R does not depend on the choice of C 0 . By induction hypothesis, we have
Consider the elements δ 1,S ∈ H 2 (M 1,P ) with |P \ S| ≥ 2. Recalling the convention about the symbols δ a,A , Lemma (1.3) says that (4.6)
So all the elements δ 1,S restrict to elements in B except when S = P \ {p, q}. We also have, by lemma (1.4), that
Remark (4.8).
The only element δ 1,S with S ⊂ P and |P \ S| ≥ 2 such that, in the expression of ϑ * R δ 1,S , the element δ 1,(R\{p,q})∪{u} appears with non zero coefficient, is δ 1,P \{p,q} and in this case ϑ * R δ 1,X\{p,q} = δ 1,R\{p,q}∪{u} Let us go back to the expression (4.5). Let {r, s} ⊂ R ′ ⊂ R. We claim that
Clearly, it suffices to prove the claim in case R ′ = R \ {q}. Look at the diagram
where the maps are defined in the obious way: we take the smooth rational curve C 0 pointed by (P \ R) ∪ {v}, which we used in the definition of ϑ R , a smooth rational curve C ′′ 0 pointed by {u, q, t} and we define C ′ 0 by identifying the points labelled by u and v in C ′′ 0 and C 0 respectively; then ϕ is defined by identifying the point labelled by w with the point of C ′′ 0 labelled by t, while ϑ R\{q} is defined by identifying the point labelled by w with the point of C ′ 0 labelled by t. To prove the claim just use the preceding remark with P = R ∪ {u}, together with the fact that ϕ * ϑ * R α = ϑ * R\{q} α.
After this preparation we are ready to modify α. Suppose first that P = {x, p, q}. The first move consists in adding to α a suitable multiple of δ 1,{∅} so as to make a {y,z} = 0. The second move consists in adding to α a suitable multiple of δ 1,{x} so as to make f {x} ∅ = 0. The third move consists in adding to α a suitable linear combination of δ 1,{p} and δ 1,{q} so as to make a {x,p} = a {x,q} = 0. The three moves, taken in that order, do not interfere with each other. As a result (4.10) ξ * α = c {x} (δ {x,y} + δ {x,z} ),
Assume now that |P | ≥ 4. Let p = x and q = y. Observe that, by (4.9), whenever |P \ R| ≥ 2, |P \ S| ≥ 2 and {p, q} ∈ R ∩ S, we have
so that g R R\{p,q} = γ p,q does not depend on R. Therefore subtracting from α the class X⊃{p,q} γ p,q δ 1, X\{p,q} , we get that g R R\{p,q} = 0, for all p, q and R such that p = x, q = x, |P \ R| ≥ 2 and {p, q} ∈ R.
The second move consists in adding to α a linear combination of elements of type δ 1,S , with S = P \ {p, q}, p = x, q = x, in such a way that
By the above remark, the second move does not alter what has been accomplished by the preceding one. For convenience we shall set c T = 0 when x ∈ T . To prove our initial claim we must prove that all the c S are equal to 0. Consider the square M 0,R∪{y,z,u}
where η is the morphism obtained by identifying the points labelled by y and z, while η R is obtained by identifying the point labelled by u on the varying curve in M 0,R∪{y,z,u} with the point labelled by v on the fixed curve C 0 . We will examine the consequences of the equalities
We have
Let us look at η * R ξ * α. We have, for S ⊂ P , |P \ S| ≥ 2,
and a similar relation holds for η * R δ S∪{z} . Thus (4.14)
We are going to prove that c T = 0 by descending induction on |T |. The first non-trivial case occurs when |T | = n − 2. If P = {x, p, q} this amounts to showing that c {x} = 0. Looking at (4.10), relation (4.12) for R = {x} says that 0 = c {x} (δ {x,y} + δ {x,z} ) , and we are done in this case.
Suppose |P | ≥ 4, and set P \ {p, q} = T . We can assume that p = x and q = x, otherwise c T = 0. For R = {p, q} the equality (4.12) now reads where on the left-hand side we used the fact that, by our first move, g {p,q} ∅ = 0 while, to simplify the right-hand side, we used again the fact that c S = 0 if x / ∈ S. The above is an equality in H 2 (M 0,{p,q,y,z,u} ), where as a canonical basis we take δ {p,u} , δ {q,u} , δ {y,u} , δ {z,u} , δ {y,z} . It follows that The first step in the induction is completed. Now let r ≥ 3, assume that c S = 0 if |P \S| < r, let T be such that |P \T | = r, and set R = P \ T . As usual we can assume that x / ∈ R. Let us first assume that |T | = |P \ R| ≥ 2. Relation (4.12) reads where, to simplify the right-hand side, we used the inductive hypothesis together with the fact that c S = 0 if x / ∈ S. This is an equality in H 2 (M 0,R∪{y,z,u} ). As a basis for H 2 (M 0,R∪{y,z,u} ) we take a canonical basis where now the role of Q is played by R ∪ {y, z, u} and the role of x is played by u. Look at the elements appearing in the above equality; since x / ∈ R, and g so that a = t = c = 0, and the result is proved also in this case. We now turn to the general case of M 2,P with |P | = n ≥ 2, and proceed by induction on n. Fix, once and for all, a point p in P . Consider subsets R ⊂ P such that p ∈ R c and such that R c = P \ R contains two or more points. We look at the maps ξ : M 1,P ∪{x,y} → M 2,P , ϑ R : M 2,R∪{z} → M 2,P , ϑ : M 1,P ∪{s} → M 2,P .
The map ϑ R is defined by identifying the point labelled by w of a fixed irreducible smooth rational curve marked by the set R c ∪{w} with the point labelled by z of a variable curve in M 2,R∪{z} . The map ϑ is defined by identifying the point labelled by t of a fixed 1-pointed elliptic curve with the point labelled by s of a variable curve in M 1,P ∪{s} . Given a class α ∈ H 2 (M 2,P ), a priori one has whenever r ∈ R ′ . But then it suffices to annihilate a ∅ and b {r} r , for every r ∈ P \ {p}, which can be achieved by adding to α a suitable linear combination of δ irr and ψ r for r ∈ P \ {p}. Next, recall that Now set R = P \ {p, q}, for some q ∈ P with q = p, and look at the diagram The equality ν * ξ * (α) = µ * ϑ * R (α) provides a relation of linear dependence between elements of the following types δ 1,T ∪{z} , δ 1,T ∪{x} , δ 1,T ∪{y} , δ 1,T ∪{x,z} , δ 1,T ∪{y,z} , ψ z , δ 1,T ∪{x,y,z} , δ 1,T ∪{x,y} , δ 1,T + δ 1,R\T ∪{z} , where T ⊂ R. By the results on H 2 (M 1,ν ), and since ψ z = (1/12)δ irr + · · · , the above elements are linearly independent, so that all the coefficient in (4.23) and (4.24) are zero. As q is any element in P different from p, this means that (4.21) becomes (4.25) ξ * (α) = a {p} δ 1,{p} + c {p} (δ 1,{p,x} + δ 1,{p,y} ) + c (P \{p}) (δ 1,(P \{p})∪{x} + δ 1,(P \{p})∪{y} ) , while ϑ * R (α) = 0. We now look at the following diagram, which is the analogue of (4.19).
The identity ϕ * ξ * (α) = ϑ * (α), together with (1.4), applied to ϕ, gives (4.26) ϑ * (α) = a {p} δ 1,{p} .
Finally, we consider the diagram M 0,P ∪{x,y,s})
The identity B * ϑ * (α) = A * ξ * (α) gives a {p} δ {p,x,y} = a {p} δ {p,s} + c {p} (δ {p,x,s} + δ {p,y,s} ) + c (P \{p}) (δ (P \{p})∪{x,s} + δ (P \{p})∪{y,s} ) .
As long as |P | ≥ 3, the boundary classes appearing in the above relation belong to the canonical basis of H 2 (M 0,P ∪{x,y,s} ), relative to p, x, y, so that all coefficients must vanish and we are done. If P = {p, q}, we further simplify notation and rewrite the above relation as aδ {q,s} = aδ {p,s} + c(δ {q,y} + δ {q,x} ) + d(δ {p,y} + δ {p,x} ) .
We choose δ {q,s} , δ {q,x} , δ {q,y} , δ {q,p} and δ {p,s} as a basis for M 0,5 and, using the relations δ {p,y} = δ {p,s} + δ {q,y} − δ {q,s} , δ {p,x} = δ {p,s} + δ {q,x} − δ {q,s} , we get a = −2d and c = −d. Thus ξ * (α) = c(2δ 1,{p} + δ 1,{p,x} + δ 1,{p,y} − δ 1,{q,x} − δ 1,{q,y} ) .
On the other hand, using (1.3) and (1.11), one finds that 2δ 1,{p} + δ 1,{p,x} + δ 1,{p,y} − δ 1,{q,x} − δ 1,{q,y} = ξ * (δ 1,{p} + ψ q − ψ p ) , so (2.10) implies that α = c(δ 1,{p} + ψ q − ψ p ). The proof of (2.2) is now complete.
