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ABSTRACT 
A time series study was conducted to investigate the association between variations in daily levels of 
air pollution and health effects in the city of sao Paulo, Brazil. This study was prompted by positive 
associations reported in other time series studies, principally in North AmeriE:a and Europe, and 
preliminary results from some limited analyses reported for sao Paulo. Its aims were to examine 
specific causes of mortality and hospital admissions, to identify more vulnerable subgroups defined 
in terms of age, to assess the role of socio-economic conditions in modifying the association and 
to detail the impact of other potential risk factors, especially meteorological. 
Daily measurements of air pollutants (PM10, S02, N02, 0 3 and CO) for 12 monitoring stations 
across the city and several meteorological variables, along with daily counts of mortality for all 
ages during 3 years and hospitalisations for children during 23 months were available. The time 
series models used Poisson regression analysis and were adjusted for effects of trend, cyclical 
patterns (including season), weekday, holidays, meteorological factors, and autocorrelation. 
Increases in PM10 and S02 were associated with a 3-4% increase in daily deaths for all causes in the 
elderly (results are presented for an increase from the 10th to the 90th centile of pollution 
measurements). Cardiovascular deaths were additionally associated with CO (4% increase). 
Respiratory deaths in the elderly showed higher increases (6%) associated with PM10• No significant 
effects for children's mortality were observed. Nevertheless, respiratory or pneumonia hospital 
admissions for children showed significant increases associated with 0 3 (5-8%), N02 (9%), and to 
a lesser extent with PM10 (9%). There was a significant trend of increasing risk of death according 
to age with effects only evident for older subjects. However, this age effect was more evident for 
all cause mortality. There was a weak suggestion of larger effects on mortality for areas 
economically more affluent. Some indication was found of a harvesting effect occurring in the 
mortality and hospital admission series in sao Paulo. 
Results are broadly consistent with those previously reported but somewhat smaller in magnitude. 
In contrast with an earlier preliminary analysis in Sao Paulo, there were no effects on mortality for 
children. However, new analyses for hospital admissions indicated that children are at an 
increased risk of non-fatal illness in relation to air pollution. 
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CHAPTER 1. INTRODUCTION 
One of the milestones in our history was the discovery of fire. It was also at that moment 
that man started to produce air pollution. Ever since, even during pre-industrial times, 
activities such as cooking and heating have given rise to air pollution. However, until the 
1 ~ century, air pollution was not a widespread problem because the atmosphere was able to 
dilute it easily and pollution did not build up over densely populated areas. It was the advent 
of the industrial revolution in the western world that rapidly increased the amount and 
variety of chemical contaminants in the atmosphere. 
Industrialisation jointly with the process of urbanisation brought so-called progress at the 
cost of high consumption of energy to supply the industrial machinery, public transport 
systems, and domestic electrical goods. It has raised the standard ofliving of the population, 
leading to improvements in life expectancy, with a concomitant introduction of new threats 
to health. Human activities have resulted in the production and release of a variety of air 
contaminants and have thus become major agents of environmental change on global, 
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regional and local scales. This contamination of the environment due to human activities has 
nowadays reached global proportions [UNEP,93]. 
Nevertheless, it was only earlier in this century, when a series of severe short-tenn episodes 
of extremely high levels of air pollution occurred that concern was raised about possible 
adverse effects on human health caused by such air pollution. But while this concern was 
previously restricted to developed nations, in more recent decades, industrialisation and 
urbanisation has spread to many other countries around the world. This rapid and, in many 
cases disorganised process of urbanisation for many developing countries has resulted in 
some of the problems experienced by developed countries earlier this century, being 
repeated. 
Pollution episodes of proportions similar to the ones in the first half of this century do not 
happen frequently anymore. However, urban population is on an increase and it is estimated 
that, currently, nearly 50% of the human population is living in urban areas [WRI,1996]. In 
addition, there has been a sharp increase in the number of vehicles and in automobile traffic, 
creating new pollution problems. At the same time, concern has been growing again in more 
recent years in relation to adverse health effects due to exposure to air pollution, at levels of 
exposure much lower than previously. 
Mechanisms to explain effects on the mortality and morbidity of the population remain 
uncertain, as does the magnitude of the relationships. This thesis aims to contribute to the 
body of knowledge on the quantitative relationship between exposure to air pollution and 
adverse human health effects, in a developing country context where good quality data is 
lacking. The main part of the research is an epidemiological investigation carried out in the 
city of Sao Paulo, in Brazil. 
Chapter 2 introduces a general picture of the current situation of air pollution worldwide and 
in the city of Sao Paulo. In addition, an overview of the epidemiological literature with 
respect to the relationship between air pollution and health effects, the possible biological 
mechanisms for such effects, the rationale, the hypotheses and the objectives of the study 
are pr~sented. Chapter 3 describes in detail the design and the methods utilised for the 
epidemiological study. An overview of the characteristics of the city of Sao Paulo, the 
sources of da~ and the data collection procedures are also included. In addition, a 
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comprehensive description of the analytical methods employed and of the modelling 
strategy used in this study is presented. 
The main descriptive results for the exposures, the two different outcomes and the most 
important confounders are outlined in Chapter 4. Chapters 5 and 6 present the analytical 
results for the two different groups of outcomes examined in this study, mortality and 
hospital admissions. In addition, Chapter 5 provides more detail and exemplifies each step 
in the modelling procedures. Some of the key analytical assumptions of this study are 
examined in Chapter 7 in order to check how sensitive the findings were to alternative 
modelling strategies. 
The results found in this study are then considered throughout Chapter 8 in relation to the 
whole body of evidence derived from different studies. Issues related to design, conduct, 
analysis and interpretation of these results are also comprehensively examined. Finally, 
Chapter 9 aims to draw up some general and specific conclusions about this study and the 
relationship between air pollution and adverse health effects. 
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CHAPTER 2. BACKGROUND 
AND RATIONALE 
This chapter aims to provide an overview of some of the main issues related to air pollution 
and its associated human health effects. To understand the widespread and growing concern 
in relation to air pollution, trends in emissions and ambient levels for many cities worldwide 
are discussed in the context of the process of industrialisation and urbanisation. This is 
mostly based on data from the United Nations Envirorunent Program (UNEP) and the air 
quality monitoring project managed by UNEP-World Health Organisation (WHO) which 
includes sites in many different countries worldwide. Then, the past and current situations of 
air pollution in Sao Paulo, Brazil, are summarised and discussed. 
The epidemiological evidence of harmful effects on health due to exposure to air pollution is 
then reviewed as well as the main problems and limitations of those studies. Following that, 
some pathophysiological considerations about the effects of each pollutant are briefly 
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overviewed. A conceptual framework. as well as the hypothesis and objectives for the 
present study are then introduced. 
2.1. AIR POLLUTION: TRENDS IN EMISSIONS AND LEVELS WORLDWIDE. 
Air pollution in urban areas arises from a multitude of sources. The combustion of fossil 
fuels for domestic heating, for power generation, in motor vehicles, in industrial processes 
and in the disposal of solid wastes by incineration are generally the principal sources of air 
pollution emissions to the atmosphere [UNEP, 1 992]. 
For industrialised countries where the emissions from power plants have been subject to 
increasingly strict control, the main source of air pollutants comes from motor vehicles. 
Cities of the developing world, in contrast, exhibit a greater variety in the nature of their air 
pollution sources. For example, cities in Latin America, tend to have higher vehicle 
densities than those in other developing regions. This source is less important in cities with 
lower levels of motorization (e.g. cities in Africa) and in cities located in temperate regions 
that are still dependent on coal or biomass fuel for space heating and other domestic 
purposes (e.g. cities in China and parts of Central and Eastern Europe) [UNEP, 1992]. 
Traditionally the most important pollutants present in the atmosphere and which are also 
more subject to monitoring programmes include Sulphur Dioxide (S02), the Oxides of 
Nitrogen (NO and N02, collectively termed NOx), Carbon Monoxide (CO), Ozone (03), and 
Suspended Particulate Matter (SPM). In this review a more detailed description of emissions 
is provided for Sulphur Dioxide and Oxides of Nitrogen because more complete data was 
available for these pollutants. 
Acid gases, such as S02 and NOx are significant atmospheric pollutants at both local and 
regional scale. Apart from the direct health effects associated with them, these pollutants are 
also precursors of aerosol particle formation [UNEP,1993]. In addition, these pollutants 
have in common the fact that their emissions are extremely linked to the economical and 
industrial processes of the countries. The overview on trends and current ambient levels 
includes most of the traditional air pollutants. 
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2.1.1. Sulphur Dioxide 
Emissions of S02 originate from natural or anthropogenic sources. According to UNEP 
[1989,1993] natural emissions are approximately equally divided between developed and 
developing countries. Meanwhile, it is estimated that around 70% of man-made emissions 
are produced in developed nations. In fact, Europe and North America ar~ by far the largest 
contributors to the release of S02 into the atmosphere, although China and former USSR 
follow very closely [UNEP,1989]. 
On the other hand, rates of change for such emissions between 1970 to 1986 showed a 
remarkably contrasting picture. Increases during this period were greater for Asia where 
emissions were almost doubled. Latin American and African countries followed with 
considerable increases while in Europe emissions of S02 in 1986 were practically the same 
as in 1970. North America (USA and Canada) showed S02 emissions falling, particularly 
for low-level emission sources [UNEP, 1993]. 
The general picture emerges of emissions of S02 increasing in developing countries while 
decline or stabilisation is evident in more developed nations. The rise in emissions might be 
due to the rapid economic and industrial development and consequent urbanisation 
underway in many developing nations. It might also reflect less strict or absent pollution 
control in those countries. On the other hand, declines in emissions in developed countries 
were a result of the implementation of varied emissions control policies. Typical strategies 
included fuel switching (from high sulphur coal and oil to low sulphur fuels such as gas) and 
the increasing use of electricity and natural gas for domestic heating. Many countries have 
also had marked success in reducing industrial emissions by installing air pollution control 
equipment at enterprises. It should be emphasised that decreases in emissions also happened 
in some developing countries. 
As emissions have fallen significantly in most industrialised countries since the late 70's, 
declining trends in urban levels of S02 have been observed. However, levels well above the 
guidelines proposed by WHO (40-60llglm3 for annual mean or 100-150llglm3 for daily 
mean) are still evident in some cities in developing countries. According to the United 
Nations' Environment Programme [UNEP, 1991], nearly one third of the monitored cities in 
the w()rld had annual averages of S02 above WHO guidelines in the period between 1980-
1984. Even in s'ome places where mean concentrations of S02 were typically within WHO 
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guidelines, there may be days or even months when levels substantially exceed those 
guidelines. 
2.1.2. Suspended Particulate Matter 
Different patterns are observed for Suspended Particulate Matter (SPM) which is one of the 
most widely measured pollutants. In fact, most countries measure just Total Suspended 
Particulate Matter (TSPM) and only few can provide measurements for its respirable 
fraction, PMIO (which is constituted by particles smaller than 10 /lm of diameter). No global 
trends in SPM emissions have yet been established and national emission inventories are 
limited. For some industrialised countries where data are available, emissions of SPM from 
1970 to 1984 showed a decline [UNEP,1987]. In addition, the decrease in domestic coal use 
in many countries over the past 10-20 years has led to a progressive reduction in the 
emissions of certain particles. Indeed, diesel vehicles have now overtaken domestic coal use 
as the major source of particles in many cities [UNEP, 1993]. Nevertheless, some countries 
still rely on coal or oil for domestic heating and cooking and therefore, their emissions 
continue to be high. 
In terms of urban levels, suspended particulate matter is one of the most prevalent pollutants 
worldwide. According to the inventory of WHO, out of 41 monitored cities around the 
world, roughly 60% had annual average concentrations above the WHO guidelines (60-90 
J.lglm3 for total suspended particles - TSP) [UNEP, 1991]. It can also be observed that 
concentrations in developing countries are noticeably higher than those of developed 
countries [UNEP,1993]. This is probably due to the process of industrialisation and 
urbanisation in the absence of emission controls, which has meant that emissions from 
industry and motorised vehicles are increasingly causing air quality problems. 
In spite of limited data, it appears that for many countries trends in urban levels of SPM 
have not presented marked increases or decreases in the past few years, although in some 
countries where levels were extremely high a declining trend can be observed. 
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2.1.3. Oxides of Nitrogen 
Combustion of fossil fuel produces two oxides of nitrogen: nitric oxide (NO) and nitrogen 
dioxide (N02) which are collectively termed oxides of nitrogen (NOx). NO is generally 
produced first but, once in the atmosphere, photochemical oxidation may occur to produce 
N02. 
Emissions of NOx have a pattern very similar to that presented for S02 (Table 2.1). Europe 
and North America together are responsible for nearly 70% of the total release of this 
pollutant into the atmosphere. However, while emissions have increased approximately one 
third between 1970 to 1986 in nearly all continents, North America exhibited relatively 
stable trends in emissions [UNEP, 1993]. 
This upward trend in emissions for NOx principally reflects the increase in the number of 
vehicles in most countries. Vehicle exhaust fumes are a major source of this pollutant and 
there has been less widespread application of emission control procedures compared to S02. 
Table 2.1 - Emissions of Oxides of Nitrogen from anthropogenic sources (in 106 t per year), by 
continent around 1979. 
Emissions (%) 
Africa 0.5 2.3 
North America 7.0 32.1 
South America 0.8 3.7 
Asia 5.0 22.9 
Europe 8.0 36.7 
Oceania 0.5 2.3 
source: adapted from UNEP (1989) 
In terms of urban levels there are much less data available for recent trends in NOx because 
these gases are not part of the WHO monitoring scheme (GEMS). Nevertheless, it appears 
that a number of cities in both North America and Europe have experienced either stationary 
or slightly upward trends in urban levels of N02 during the past 10-15 years [UNEP,1991]. 
Although none of the cities for which data are available showed excessive N02 
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concentrations it could well be that in places with high traffic volumes, levels of N02 are 
high at least in some parts of the city [UNEP,1992]. 
2.1.4. Other Pollutants 
Ozone is generated by two processes: the downwards mixing of stratospheric 03 and, more 
significantly, as a result of chemical reactions involving the absorption of solar radiation by 
N02 in the presence of volatile organic compounds (VOCs) and carbon monoxide (CO). 
The principal sources of VOCs, CO, and N02 in urban areas are motor vehicles and high 
concentrations of 03 are set to occur in places which combine high precursor emissions and 
insolation (sunshine). 
Ozone levels are subject to monitoring systems in only few places worldwide. Nevertheless, 
there is evidence that surface levels have been increasing in the past 2-3 decades as a result 
of the rise in its precursors from man-made combustion sources [UNEP, 1993]. Typically 
high concentrations of this gas are found in places with heavy traffic and with a high degree 
of sunshine, such as cities in hot sunny climates, e.g. some tropical developing countries. 
The major source of carbon monoxide is vehicle emissions. It is calculated that 90-95% of 
CO emissions are generated by vehicles. Concentrations of this pollutant depends 
particularly on the site where the monitoring station is located. Levels are expected to be 
higher near main traffic corridors. 
Trends worldwide shows that urban levels of CO are elevated where there is high traffic 
density. Even in some cities monitored by WHO where levels are not that high, air quality 
standards for CO (9 ppm for a 8-hours moving average) had been exceeded quite frequently 
[UNEP/WHO,1988]. 
2.1.5. Conclusions 
The comparisons of air pollution emissions and levels between different countries or cities 
must be regarded with caution. Firstly, because air-quality data and information on 
emissio~s sources are collected in a variety of ways in different countries. Secondly, the 
number and criteria for positioning of monitoring stations or the time period over which 
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they collect data are not the same for all countries. Despite these problems the previous 
comparisons are helpful in providing a general picture of the air pollution problem 
worldwide. 
It could be seen that developed countries in general present the highest emISSIons of 
pollutarIts although these emissions have decreased or at least stabilised. in the past few 
years. Decreases have been achieved in most cases despite arI increase in fuel consumption 
arId economic output through the adoption of a mix of pollution control strategies, energy 
conservation measures arId through fuel switching. Moreover, the transition to arI 
industrialised and urbanised society happened gradually for these countries which has 
allowed them to progressively enforce environmental policies and control of emissions from 
stationary sources. 
Recently, these countries have experienced a shift in the type of their air pollution sources. 
Economic development and increasing personal wealth of their populations has resulted in 
arI increase in motor vehicle traffic. This in turn has mearIt that levels of air pollutarIts 
associated with vehicle emissions, especially NOx, CO arId hydrocarbons, have increased in 
marIY places, although the increases are offset by measures for abatement of car-related 
pollution. 
On the other hand, less developed countries have presented the highest growth in emissions 
of pollutarIts over the past few decades because of rapid population growth, industrialisation 
arId increasing demand for energy [UNEP,1992]. For most of these countries emissions are 
rising because they are going through a very rapid arId disorganised trarIsition from a rural to 
arI industrial way of production while still relying on combustion of high-sulphur coal for 
cooking arId domestic heating. In addition, in order to conform to global economic forces, 
marIY of these countries have to either implement flexible or weaker environmental 
regulations or to completely neglect such legislation. 
Therefore, while in more developed countries there was a shift in sources of air pollution 
from combustion of fossil fuels to motor vehicles, less developed countries have been facing 
a double burden in terms of pollution with increasing emissions from both sources. Many of 
the problems faced by developed countries in the past in relation to industrial arId domestic 
pollution are being repeated. Additionally, the contribution to air pollution due to motor 
vehicle emission is increasing much faster in these countries. In fact, it is in developing 
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countries and in eastern Europe that the greatest increases in the miinber of motor vehicles 
are expected. For countries such as India and China the number of passenger cars in use 
increased by three to four times between 1981 and 199 1 while most developed countries 
showed relatively small increases over the same time period [UNEP,1992;UNEP,1993; 
WRI,1996] . 
As a result, the uneven pattern of emissions and environmental control policies among 
developed and developing countries has been reflected in uneven levels for the traditional 
pollutants as exhibited in Figures 2.1 and 2.2. Urban air pollution in cities of developing 
countries have been and still are in general much higher than in their counterparts in the 
developed world. 
The figures show the annual average levels of S02 and SPM for three recent time periods 
for an aggregate of countries based in their income. It can be observed that high income 
countries not only present the lowest levels for both pollutants but they also show a 
declining trend in levels of S02 and (to a lesser extent) SPM levels. In contrast, mainly low-
income countries have been presenting constant or even slightly increasing levels of 
pollutants over the same period, widening a gap that already existed between developed and 
developing countries. 
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Fig 2.1 - Comparison of levels of Sulphur Dioxide in three different time periods among countries 
grouped by their income. 1 Figures in brackets refer to number of countries used to 
calculate the mean average. Data for each country was used when available for four years 
- or more a.~d for all three time periods. Source: modified from World Bank [1992]. 
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Fig 2.2 - Comparison of levels of Suspended Particulate Matter (SPM) in three different time periods 
among countries grouped by their income. Only data derived from cities with gravimetric 
measurements of SPM. See notes on Fig 2.1. Source: modified from World Bank [1992]. 
In conclusion, it seems that although the burden of exposure to air pollution is an almost 
inevitable feature of urban living throughout the world, the affliction of pollution is 
relatively more important for developing countries where levels are significantly higher and 
industrial emissions coexist with traffic related emissions. Environmental inequalities might 
also be observed within many of the these countries with the worst of the environmental 
pollution experienced by the politically weaker and socially more deprived groups. 
Nevertheless, only few studies on the effects of such deterioration of air quality have been 
conducted in developing countries and measures for control of emissions have also not yet 
been satisfactorily implemented. 
2.2. AIR POLLUTION AND THE URBAN ENVIRONMENT OF SAO PAULO 
Over the past several decades Sao Paulo has been through a process of rapid popUlation 
growth, industrialisation, and urbanisation which has been accompanied by increasingly 
serious environmental problems. The process of intense urbanisation and formation of the 
conurbation (metropolitanisation) in and around the city started in the 1940's and was 
characterised by the building and expansion of a number of industries which emitted 
significant pollutants, e.g., automobile manufactures, electrical appliances, steel, 
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petrochemicals and fertilisers [Leitmann, 1991]. The 1960' sand 1970' s were marked by the 
establishment of large industrial centres in and around the metropolitan area. 
After the 1970's this process started to reverse and more recently the metropolitan region 
has been undergoing very significant economic changes. The industrial metropolis is 
gradually becoming a tertiary one. This shift in trend of occupation is evidenced by the 
increased number of people employed by the tertiary sector [Jacobi, 1995]. 
During the 1960's and 1970's Sao Paulo also experienced one of the fastest growth rates 
among cities of the developing world. Growth rates were around 4.9% and 3.7% per year for 
those decades. Fertility rates were also extremely high during that period. However, a 
reduction in the population growth more recently brought this rate to nearly 1.0% per year 
for the period between 1980 to 1991 [Jacobi,1995; FSEADE,1993a]. 
With increasing industrialisation the problem of air pollution in Sao Paulo soon became a 
concern for citizens and government and was introduced on to the political agenda. 
Emission control started in 1976 by the Company of Environmental Technology and 
Sanitation (CETESB) of the State Secretary for Environment and it has been relatively 
successful in reducing overall levels of industrial air pollution, especially during the period 
of industrial growth. By enforcing emission standards, penalising the industries when their 
emissions were above permitted levels, and mandating use of best available practice for the 
largest sources of industrial pollution, CETESB has achieved important reductions in 
industrial emissions ofS02, CO, and NOx• 
However, while emission abatements were relatively successful for stationary sources, and 
the urbanisation-industrialisation process slowed down, the motor vehicle fleet in Sao Paulo 
expanded from 1.6 to 3.8 million vehicles. Vehicle numbers increased by 140% between 
1980 and the early 1990's when population growth had stabilised (Fig 2.3). Recently, the 
vehicle fleet in the city of Sao Paulo was estimated to be 4.5 million cars and 12,000 buses 
and represents nearly 20% of the country's total [CET,1992]. 
This huge increase in the vehicle fleet has made motor vehicle emissions the most important 
source o( air pollution in the city Sao Paulo. Currently, vehicles and related activities (fuel 
evaporation, crankcases, tyres) account for 94% of CO emissions, 89% of hydrocarbons, 
92% of NO x, 64% ofS02, and 40% of particulate emissions (Table 2.2). 
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Fig 2.3 - Trends in population and number of motor vehicles (in millions) in Sao Paulo, Brazil, 1980-
1992. Due to changes in registration of all vehicles from 1988 to 1990 there was an artificial 
decrease in the fleet during this period. Source: CET [1992] . 
Control of emissions from these mobile sources had also been enforced by CETESB. Since 
1976 there is a control programme for emissions of black smoke from heavy duty diesel 
vehicles and in 1986 a more complete set of control measures on emissions from petrol cars 
was also implemented. An important measure adopted was the addition of alcohol to petrol, 
replacing lead as an additive. This led to a reduction in the emissions of CO, while 
hydrocarbons and NOx remained at the same levels. In addition, this modification in the 
petrol mixture has resulted in a considerable reduction in lead levels in Sao Paulo 
[CETESB, 1993]. 
During the 1980's there was a substantial change in the vehicle fleet with the introduction of 
the alcohol engine cars replacing the petrol engine ones. In 1980 the first alcohol engine cars 
were introduced and by 1989 they accounted for 49% of the fleet. The petrol mixed with 
22% of alcohol and the alcohol itself are two fuels with lower pollutant potential. Their 
pioneering introduction in Brazil in the early 1980's allowed a considerable success in the 
control of vehicle emissions, comparable to the USA and Europe but in half the time 
[CETESB,1993]. 
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Table 2.2 - Estimate of emissions from different sources of air pollution in Sao Paulo, Brazil, circa 
1985-90 (in 1,000 ton/year) 
CO HC NOx SOx Particulate 
vehicles 
petrol 835 78 29 5 4 
alcohol 172 14 10 
diesel1 218 36 159 73 10 
others2 84 80 2 0.4 7 
industry 39 12 14 44 44 
incineration 44 14 3 0.4 12 
total 1392 234 217 122.9 77 
1 heavy duty vehicles 
2 includes motorcycles, taxis, evaporative emissions, etc .. 
However, despite the fact that half of the cars run on less-polluting alcohol, currently, there 
are more than 4.5 million motorised vehicles in Sao Paulo, a fleet which is growing at the 
rate of 5% annually [Leitmann, 1991]. Efforts for emission reduction have been largely 
counterbalanced by the increase in the number of vehicles. Not only because there are more 
cars releasing pollutants into the atmosphere but also because of the increase in frequency of 
traffic jams and reduction on the average speed of the cars which increase the emissions per 
km of each individual vehicle. 
For example, in 1992, the traffic congestion indicator at peak times averaged 36 km· in 
1995 it grew to 94 km and in 1996 it reached 190 km, becoming the second most serious 
problem identified by the population, after violence. The rate of occupancy is 1.5 persons 
per car, and the number of cars estimated to circulate per day is 3,200,000 [CETESB,1995; 
Sobral, 1995]. 
As a consequence of the growth in the number of motor vehicles, in combination with the 
topography and climatic factors which do not help the dispersion of pollutants, air pollution 
levels in Sao Paulo still exceed the international and national air quality standards for most 
of the air pollutants, for at least a few days a year. 
The Traffic Engineering Company (CET) of the city of Sao Paulo systematically measures the 
total length of traffic: jams at a number of critical points around the city. 
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Trends in annual averages of PMIO and S02 in recent years are presented in Figure 2.4. It 
can be noted that levels of S02 have been declining with no violations of the WHO 
standards (40-60~g/m3 for annual average). The trend for S02 is comparable with the 
situation in many other countries where emissions of this pollutant have been at least 
partially controlled. Meanwhile, levels of fine Particulate Matter (PMIO) were stable or 
gradually increasing after a decline up to 1989. Further, annual means of PM 10 during this 
period were 20 to 70% higher than levels recommended by the Environmental Protection 
Agency (EPA-USA) for annual mean (50~g/m\ 
o~~----------~------------~ 
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Fig 2.4 - Annual mean levels (1l9/m3) of Sulphur Dioxide and Inhalable Particles for sao Paulo, Brazil, 
1984-1994. 
For 0 3 and N02 there were no clear general trends as levels for these pollutants have 
remained fairly constant in the past few years . Yet, violations of guideline standards 
proposed either by WHO or EPA have been frequent for both pollutants on a daily basis. On 
the other hand, levels of Carbon Monoxide (CO) have been steadily increasing over the past 
few years. 
Therefore, despite several measures applied to improve the city's air quality, the air of Sao 
Paulo still has excessive levels of Particulate Matter, Carbon Monoxide, Nitrogen Dioxide 
and Ozone which exceed the Brazilian National Air Quality Standards (NAQS) and other 
internatiortal guidelines. These excesses occur every year in at least one or more monitoring 
sites by a factor of nearly 2 for PMIO and Ozone and 1.5 for Oxides of Nitrogen. 
34 
Chapter 2. Background and Rationale 
As a result, health warnings due to air pollution from carbon monoxide, ozone, and 
particulate material are frequently issued for the whole metropolitan area of Sao Paulo 
[Leitmann, 1 991 ]. The harmful and inconvenient effects of air pollution are nowadays a 
matter of public concern. A household survey showed that air pollution was perceived as 
having the greatest impact among environmental problems. It is seen as a relevant problem 
for the majority of the population in the city of Sao Paulo [Jacobi,1995]. 
Initially associated with industrial production, which has now reduced its impact 
significantly, air pollution nowadays is mostly produced by motor vehicles and related 
activities. Most of the environmental policies and programmes elaborated so far to reduce 
car-related pollution have been downstream, focusing on making vehicles cleaner. 
Approaches such as fuel switching, rigorous control on car emissions, etc., have been 
palliatives and rapidly outweighed by the continuous increase in the vehicle fleet. 
Measures to reduce levels of air pollution have not yet addressed the increasing number of 
vehicles in circulation. To achieve considerable abatements in air pollution levels it is 
important also to provide public transport of good quality and quantity, to alleviate traffic 
congestion, and to encourage reduction in the use of private cars. Therefore, a 
comprehensive approach is needed to tackle the increasing and harmful levels of air 
pollution in the city of Sao Paulo. 
2.3. A REVIEW OF THE EPIDEMIOLOGICAL EVIDENCE. 
The adverse effects on human health associated with air pollution were vividly illustrated 
fOllOwing some severe short-term episodes of extremely high levels of air pollution that 
occurred in Meuse Valley, Belgium in 1930 [Firket, 1931], Donora, Pennsylvania in 1948 
[Ciocco,1961] and in London, England in 1952 [Ministry of Health, 1954] which resulted in 
serious effects on mortality and morbidity. 
In one of these episodes, in London during the winter of 195211953, concentrations of S02 
. and smoke (a measure of particulate matter) rose much above 500).lg/m3. Excess mortality 
Was mainly due to Respiratory and Cardiovascular diseases and despite being much more 
severe in adults, arso affected children [Ministry of Health, 1954]. In the same period a huge 
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increase in the number of applications for the London Emergency Bed Service showed that 
the effects of air pollution were also observed on morbidity. In addition, studies of that 
episode showed that the most affected were the age-groups >45 and <5 and especially for 
respiratory diseases (4 times greater than the usual number of applications) and for 
cardiovascular diseases (3 times greater) [Abercrombie, 1953]. 
This and subsequent evidence of adverse health effects caused by air pollution led to the 
adoption of policies such as the Clean Air Acts published in the 1950s in the UK and later in 
the USA and other western countries. These policies, in parallel with changes from domestic 
coal heating to gas and electricity, successfully reduced levels of air pollution in several 
urban areas. Air pollution was then not widely viewed as an important cause of adverse 
health effects. Studies conducted during the 1960s and 1970s did not provide strong 
evidence for an effect of air pollution on mortality, and research emphasis shifted to the 
effect of air pollution on morbidity [HEI, 1995]. 
Initially studies were also more general focusing on excess cases of all cause mortality or 
morbidity. More recently however, the focus has turned to more specific outcomes like 
cardiovascular diseases or diseases of the respiratory system for which a biological air 
pollution link is most plausible. In addition, investigators have been interested not only in 
high peak episodes of smoke and S02 but also on the possible effects on health of long-term 
exposure to lower levels of an extensive range of air pollutants. On the same lines, attention 
has been turned to acute effects of air pollution measured on a daily basis as well as effects 
across different seasons. 
Due to the ubiquitous characteristic of air pollution, the exposure of individuals has been 
generally assessed in an ecological approach, i.e. levels of exposure in the area of residence 
of the individual are used as the exposure value. This limitation had consequently influenced 
the choice of design for epidemiological studies. Most frequently, ecological or correlational 
designs were used although cross-sectional and cohort studies were also employed. A 
particular type of ecological study, the time-series design, has more recently been widely 
employed in this field. 
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2.3.1. Studies of Mortality 
After the studies of high level episodes, several other studies were conducted on more 
common levels of air pollution in order to assess possible adverse health effects. In the 
following sections, first studies which investigated exposure contrasts between geographical 
areas are reviewed. Secondly, studies investigating changes in exposure over time at various 
different resolutions are examined. These studies have also been separated into studies 
carried out in developed countries and in developing countries. 
• Geographical studies 
Studies of geographical comparisons of mortality rates and levels of air pollutants are 
typically cross-sectional, comparing rates within or among a number of communities. At the 
end of the 1970s, an extensive review of studies, mostly correlational or cross-sectional, 
concluded that acute increases in mortality were only found when daily concentrations of 
particulate matter (measured as British Smoke) were above 500~g/m3 and simultaneously 
having S02 around 700~g/m3 [Holland et al.I979], in other words that the then-current 
levels of air pollution had little or no adverse impact on health. 
Nevertheless, a few years later, some ecological cross-sectional investigations have found 
associations between mortality rates and sulphate or fine particulate air pollution levels in 
U.S. metropolitan areas [Ware et a1.1981]. Using mUltiple regression analysis and adjusting 
for several covariates, positive and statistically significant associations were found. 
However, the methodological uncertainties in these studies made it difficult to quantify 
precisely the exposure-response relationships [Ware et aI.1981]. 
In the Czech Republic, infant mortality rates among 46 administrative districts were 
compared according to their levels of air pollution [Bobak and Leon,1992]. A positive 
significant association was found between respiratory infant deaths and annual levels of air 
pollution. The highest to lowest quintile risk ratios for postneonatal respiratory mortality 
were 2.41 for PM IO and 3.91 for S02. Levels of PM IO averaged 68.5~g/m3 and S02 
31.9~g/m3 among the areas studied. Nevertheless, in addition to its ecological design and 
inherent limitations, the exposure to air pollution was poorly assessed in this study. Annual 
averages of air pollution for large areas of the country, sometimes induding urban and rural 
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settlements, were used as a measure of exposure assessment. Nevertheless, it was one of the 
few studies that focused on infant mortality and air pollution. 
These studies have been criticised because in most cases they did not control directly for 
important confounding variables such as cigarette smoking, socioeconomic status, 
meteorological variables, and other covariates thought to be important in th~ relationship 
between air pollution and health effects. In an attempt to fill such gaps, cohort studies were 
employed. These studies have the advantage of overcoming some of the limitations of 
ecological designs. 
Two major prospective cohort studies estimated the effect of air pollution in a multivariate 
analysis while controlling for individual risk factors (cigarette smoking, age, sex, education 
and occupational exposure). In the Harvard 6 cities study [Dockery et a1.1993], long-term 
exposure to particulate and sulphates (including recurring episodes of relative high 
pollution) was positively associated with death from lung cancer and cardiopulmonary 
disease but not with other causes considered together. The adjusted mortality rate-ratio for 
the most polluted of the cities as compared with the least polluted was 1.26 (1.08-1.47). 
Pope [Pope et a1.1995] in a larger cohort which represented a wider geographical area of the 
USA found also that sulphate and fine particulate air pollution were associated with 
mortality. A difference of approximately 15 to 17% between mortality risks in the most 
polluted cities and those in the least polluted cities was found. In addition, the authors found 
that the effect of air pollution was nearly the same in both ever smokers and among never 
smokers. 
However, in both studies no control for temperature or other meteorological variables was 
performed. Likewise, acute short term effects were impossible to assess since mortality 
could be the result of a cumulative chronic exposure. They also assumed that recent 
measurements represented long-term averages. Finally, although individual data was 
obtained for the health outcome and several covariates, the exposure was still assessed in an 
ecological approach using measurements from stationary monitory stations . 
. Studies ass,essing the health effects of air pollution in developing countries, even using 
simple ecological design are rare. In a study in Santiago, Chile, geographical comparisons of 
standardised mortal~ty ratios (SMR) controlling for socioeconomic levels were examined in 
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relation to air pollution levels [Salinas and Vega,1995]. A clear pattern in the geographical 
distribution of risk of death, both for all causes and respiratory mortality was found for fine 
particulate matter and CO. In order words, higher risks of death were observed in more 
polluted areas of the city. 
Of the few studies carried out in Brazil, Penna and Dulchiade [1991] looked at pneumonia 
mortality in children living in Rio de Janeiro. They used linear multiple regression analysis 
for the levels of particulate pollution in different areas of the city and their respective infant 
mortality rate for pneumonia. They found a significant association between infant mortality 
and annual average levels of total suspended particulate matter (TSPM). However, the 
ecological design of this study is an important limitation. In addition, annual averages of air 
pollution were used making it difficult to assess a temporal relationship and to explore short 
term effects and possible lag periods. 
• Time studies 
Although studies employing different designs can be found in the published literature on air 
pollution and health effects, it is noticeable the preference of authors for studies looking at 
the temporal variations in levels of pollution and associated health effects. One of the first 
investigations of this type was an analysis of the London winter of 1958-59 [Martin,1960]. 
In this study a significant positive association between the concentrations of Total 
Suspended Particulate Matter (TSPM) and daily counts of deaths for all causes was 
observed. A weaker but still significant association was also found for S02. However, this 
study, as well as the analysis of previous episodes, was mostly a correlational study and 
limited by the state of art of the statistical analysis. 
Mazumdar et al [1982], studying 14 London winters of 1958-59 to 1971-72 corroborated 
previous findings of a positive and significant association between mortality and pollution. 
They used 3 different types of analysis: year-by-year multiple regression, stratification using 
nested quartiles of one pollutant within quartiles of the other, and multiple regression of a 
subset of highly polluted days. Attention was paid to the collinearity between pollutants and 
to the possible non-linear shape of the association. 
In Athens, Greece, a design contrasting high and low exposure days was chosen where 
'index days' with high pollution levels and 'control days' with low pollution levels were 
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matched by temperature, season, and day-of-week [Katsouyanni et a1.l990]. Using analysis 
of variance for randomised blocks the results showed a short term association between air 
pollution and overall mortality, particularly for respiratory diseases. However, index days 
were chosen based in the level of one pollutant only (S02) making it difficult to discern 
which pollutant was causing the observed effects. In addition, an assessment of a dose-
response relationship was impossible to obtain as well as the examination of lag patterns. 
More recently there has been an increasing number of investigations applying time-series 
methodology. The decrease in levels of air pollution in more industrialised nations and the 
development of new analytical approaches for time series data has led investigators to 
examine the relationship between air pollution and health effects in situations where levels 
of pollution were much lower than traditionally considered at risk. The new methodological 
tools associated with increasing computational capacity and the low levels of exposure have 
facilitated the development oftime series analysis in air pollution epidemiology. 
One of the earlier studies employing such methodology was a re-analysis of the same 14 
London winters studied by Mazumdar [Schwartz and Marcus,1990]. Graphical, multivariate 
time-series, and Poisson analysis was applied to assess the effect of pollution on all cause 
mortality. The authors concluded that particulates were strongly associated with mortality 
rates in London. However, when this study included both pollutants in the same model and 
adjusted for the confounding effects of temperature and humidity the association with 
particles remained significant but disappeared for S02. 
This time series analysis was one of the earliest to discuss the problems of collinearity with 
weather and other long-term variables that could artificially enhance the correlation of air 
pollution with mortality if omitted. Since then, a large number of time series studies have 
been conducted in several locations, focusing on different outcomes and agegroups. 
Several time-series studies conducted in developed countries were very unspecific and 
examined the association of air pollution and mortality from all causes excluding accidents 
and violent deaths in the total population. In general, they found significant associations 
between. mortality and increased levels of air pollution [Schwartz, 1993; Schwartz and 
Dockery, 1992a; Schwartz, 1 991a; Dockery et a1.1992; Touloumi et a1.l994; Spix and 
Wichmann,1996; Sartor et a,1.1995]. The magnitude of the effects found in most of these 
studies are quite similar. Schwartz conducted two meta-analysis including most of the daily 
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time-series produced to date. He reported Relative Risks for a IOOIlg/m3 increase in Total 
Suspended Particle (TSP) concentration of 1.06 and 1.09 [Schwartz,1994d; Schwartz,1997] 
for all non-accidental deaths. He also demonstrated a dose-response relation between the 
concentrations of TSP and the risk of death, without any evidence of a threshold value. 
Other studies explored the association of air pollutants with specific causes of death. They 
observed that this association seemed to be slightly more pronounced for respiratory 
mortality [Fairley, 1990; Pope et a1.1992; Schwartz, 1994a; Anderson et a1.l996] or even 
more specifically for pneumonia or COPD mortality [Schwartz,1994e; Schwartz and 
Dockery, 1992b]. In these studies Relative Risks for all non-accidental causes were around 
1.06 to 1.16 while for respiratory mortality it varied from 1.18 to 1.43 (for lOOIlg/m3 
increase in pollution). 
Dockery and Pope [1994] also conducted an extensive review of studies on the effects of the 
respirable fraction of the total particulate matter (PMIO) focusing more specifically on 
respiratory mortality. They estimated that respiratory deaths, which were 2% to 8% of the 
total deaths in those studies, had increases between 1.5% and 3.7% (weighted mean 3.5%) 
for each IOIlg/m3 increase in PM IO. 
Although there is considerably more evidence for effects of particulate matter pollution even 
when adjusting for the collinearity between this pollutant and S02, some studies found also 
positive and significant associations between S02 and daily mortality [Ballester et al.1996; 
Schwartz, 1993; Spix and Wichmann,1996]. Moreover, some studies have also found 
'independent' effects of S02 when adjusting for particulate [Touloumi et a1.l996; Touloumi 
et a1.l994]. Other pollutants like 03 [Sartor et a1.1995; Anderson et al.l996; Burnett et 
al.1997; Sartor et al.1997] were also found in some studies to have statistically significant 
associations with daily mortality. 
In spite of early evidence indicating that the effect of air pollution was possibly higher in 
young children and the elderly [Abercrombie, 1953], only few studies have focused 
specifically on children. Therefore, it is difficult to have a more precise measurement of the 
magnitude of the effect in this agegroup. On the other hand, some studies have shown that 
the association of air pollution and adverse health effects was stronger for the elderly 
[Verhoeff et a1.l996; Schw:;rrtz and Dockery,1992b; Schwartz,1994e; Ballester et al.l996]. 
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For example, Schwartz [1994e] found a Relative Risk of mortality in the elderly of l.09 in 
comparison with 1.06 for all ages. In Holland, the risk for all ages was 1.19 while for over 
65 years old it was 1.26 [Verhoeff et a1.1996]. 
More recently, a collaborative European project (Air Pollution and Health, an European 
Approach - APHEA) applied the time-series methodology in a very detailed proto.col to 
investigate the effects of air pollution in 15 different cities across Europe. In summary it was 
found significant associations between air pollutants (mainly particulate matter and S02 and 
less commonly for 03 and CO) with mortality for all causes, cardiovascular and respiratory 
diseases [Sunyer et al.1996; Vigotti et al.1996; Bacharova et al.1996; Wojtyniak and 
Piekarski, 1996]. The effects found for particulate pollution in these studies (PMIO or British 
Smoke-BS) were relatively lower than the ones found in the USA. A meta-analysis of these 
results showed increases in daily mortality of 2-3% for a 50Ilg/m3 increase in particulate 
pollution. In addition, the authors found a East-West difference in effects of S02 and BS. In 
Western cities the Relative Risk for an increase in S02 or BS was estimated as 1.029 while 
for Central-Eastern cities the Relative Risk were 1.008 and 1.006 respectively [Katsouyanni 
et al.I997b]. 
There are a few time-series studies conducted in developing countries. Ostro [Ostro et 
al.I996], in a time series analysis controlling for weather and temporal patterns found also 
an association between PMIO and mortality for all causes or for respiratory diseases in 
Santiago, Chile. A 1 % increase in mortality was associated with IOIlg/m3 change in PMIO. 
Another time series study, this conducted in Mexico City, found also associations of daily 
mortality and exposure to 0 3, S02, and TSP (Relative Risks for a 100ppb or IOOIlg/m3 
change in pollution was equal to 1.024, 1.024, and 1.050, respectively) [Loomis et al.I996]. 
Effects in this study were higher for the elderly (RR=l.059 for TSP) and more consistent for 
TSP in a multi-pollutant model. In China, an effect of S02 and TSP on all cause mortality 
and on cause-specific mortality was found [Xu et al.1994]. The association was more 
consistent for S02, for respiratory mortality, and during the summer. 
Saldiva et al [1994] performed a preliminary time series study of respiratory mortality in 
children under 5 years old and air pollution in the city of Sao Paulo, Brazil, from May 1990 
to April 1991. They found a significant association between daily respiratory mortality and 
levels of NOx but not with PM IO. Although multiple regression analysis was used, no 
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adjustment was performed for autocorrelation usually present in this type of data. In 
addition, adjustment for confounding, especially for temperature and seasonal patterns, was 
rather crude employing only simple indicator variables. In a second study by the same 
group, they focus on the effects of air pollution on elderly mortality [Saldiva et a1.1995]. It 
was found that for an increase of 1001-tg/m3 in levels of PM 10, a 13% increase in all cause 
mortality was observed. However, as in their previous study, only one year of data was 
available for analysis and insufficient control for temporal and meteorological effects was 
undertaken. Moreover, only all cause mortality excluding external causes was explored in 
this second study. 
Neither of the two studies by Saldiva et allooked at indicators of morbidity such as hospital 
admissions nor attempted to define vulnerable population sub-groups by age or socio-
economic status. Therefore there is a clear need to undertake a new study that employs 
adequate adjustment for temporal and meteorological confounding, uses more than a single 
year of data to adjust for long-term trends in the data, explores cause-specific as well as all 
cause mortality, examines morbidity as well as mortality, and attempts to define by age and 
socio-economic status the population sub-groups which may be most sensitive to short-term 
health effects of air pollution. 
In summary, many studies from developed and (to a lesser extent) developing countries have 
shown statistically significant associations between daily levels of air pollution and daily 
mortality for all causes or for specific causes. The magnitude of the effects (expressed as 
Relative Risks per unit change in ambient concentration) assessed by most time series 
studies is quite similar. However, when plotting the estimated Relative Risks found in some 
of the reviewed studies against the annual mean level of particulate pollution in each 
location there is a suggestion that smaller effects (per l-tg/m3) are observed in places where 
levels of pollution are higher (Fig 2.5). Since higher mean values of pollution are usually 
found in cities of developing countries, it could well be that this pattern is attributable to 
differences between developed and developing countries in weather or temperature 
influences or, more generally speaking, in population susceptibility. 
Although this hypothesis seems rather interesting, the exploratory nature of such a trend 
analysis should be stressed. The studies summarised in the plot comprised only the ones for 
which a Relative Risk for all ages and all causes except violent deaths could be calculated 
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for a 1 O~g/m3 change in particulate pollution. Moreover, not all of these studies employed 
an identical analytical approach and additionally, transfonnations of measurements of BS 
and TSP had to be made in order to make them comparable. The linear regression 
(unweighted) for these 19 points (drawn in the graph) was not statistically significant 
(p=0.24). 
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Fig 2.5 - Plot of the estimated Relative Risks of all cause mortality in all ages for a 10f.lg/m3 change 
in levels of PM10 from 19 time series analysis against the mean level of PM10 in each 
location during the period of the study. Some studies provided data for Total Suspended 
Particulate (TSP) or British Smoke (BS). In these cases a transformation to PM10 was 
performed assuming PM10 == TSp·O.55 and PM10 == BS. The two studies in developing 
countries cities (Santiago and Mexico City) are showed in grey. 
Consequently, more evidence on the association between air pollution and mortality is 
needed, especially from studies conducted in places with higher levels of air pollution and 
different climate conditions in order to confirm such pattern. 
2.3.2. Studies of Morbidity 
Morbidity is considered a useful indicator in health studies because it is usually more 
sensitive than mortality in tenns of expressing variations in the health of the population and 
also because it provides important information for health policy and planning. However, 
morbidity can be difficult to measure in epidemiological investigations. In the review 
presented here, attention was generally focused on respiratory morbidity. This was measured 
by different indicators: reported respiratory symptoms and illnesses, variations in pulmonary 
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function, and hospital or emergency room admission for respiratory diseases. Studies of 
daily admissions to hospitals have the advantage of being based on existing data, usually 
easily accessible. In addition, they make possible the examination of acute relationships with 
daily variations in air pollution. 
Once again studies that looked at morbidity effects of air pollution are divided into studies 
which investigated exposure contrasts between geographical areas and studies examining 
changes in exposure over time. 
• Geographical studies 
In one of the first studies looking at morbidity effects of air pollution, Douglas and Waller 
[Douglas and Waller,1966] followed a cohort of British children living in cities with 
different levels of air pollution assessed by an index of domestic coal consumption. They 
found a significant association between incidence of Acute Lower Respiratory Infections 
(ALRI) and not for Acute Upper Respiratory Infections (AURI) and living in cities 
classified as highly polluted. Despite its pioneering contribution to the assessment of health 
effects of air pollution, this study relied on a very crude measure of exposure. 
A later study in the UK [Melia et al.l981 a; Melia et a1.1981 b] using cross-sectional and 
longitudinal design did not find consistent evidence that annual levels of smoke or S02 were 
causing respiratory illness in children. In the cross-sectional study an association was found 
for smoke after adjusting for a series of confounders. However, those findings were not 
Confirmed by the longitudinal study conducted in the same communities. 
Additional evidence of a statistically significant association between air pollution and upper 
respiratory infections in children have been demonstrated in Finland [Jaakkola et a1.1991] 
using a cross-sectional study. Adjusted odds ratios (OR) for one or more upper respiratory 
infection of residents in more polluted areas against those living in more clean areas ranged 
from 1.6 to 2.0 for levels of particulate ranging from 17 to 33j.lg/m3 and S02 from 9 to 
29j.lg/m3. 
The cohort study involving 6 cities in USA also explored the association of air pollution and 
respiratory effects in school children [Ware et aI.1986]. They found that respiratory 
symptoms, rates of bronchitis and a composite measure of lower respiratory illness were 
.-
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statistically associated with annual average levels of particulate and S02. Illness and 
symptom rates were higher by approximately a factor of two in the community with the 
highest air pollution concentration compared with the community with the lowest 
concentration. A second assessment of the same cohort study [Dockery et al.1989] 
confirmed the findings of the first study. In both cases, pulmonary function was not related 
to levels of air pollution. 
Few studies have addressed the same question in developing countries using geographical 
comparisons. In Brazil, Sobral [Sobral,1989] in a cross-sectional study of school children in 
Sao Paulo found higher rates of respiratory symptoms in children living in more polluted 
areas. However, no measure of effect was provided by this study as well as no adjustment 
for any potential confounders was made. 
• Time studies 
Studies investigating morbidity effects and changes in air pollution levels over time usually 
refer to panel studies, studies of pUlmonary function or analysis of hospital admissions. In 
SWitzerland [Braun-Fahrlander et al.1992], a diary study of children aged 0 to 5 years old 
showed that the incidence and duration of respiratory symptom episodes were likely to be 
associated with particulates and the duration of the episodes might also be associated with 
N02. 
Decreases m pulmonary function in children associated with levels of air pollution, 
especially for PMIO, S02, and 0 3 were also reported in short-time follow-up or panel studies 
in Europe and USA [Roemer et al.l993; Hoek et a1.l993; Pope and Dockery,1992]. These 
studies found statistically significant decreases in values of peak expiratory flow (PEF) or 
other measures of pUlmonary function for moderate levels ofPMIO, S02, and 0 3. Peters and 
colleagues [Peters et al.1996] studying a panel of asthmatic children and adults reported a 
weak same-day effect and stronger cumulative effect of air pollution on peak expiratory 
flow (PEF). This study reported that the results were more consistent for S02 and Sulphate 
concentration and that the effects were smaller and less consistent for adults. 
As for mortality, several studies applied the time series methodology to assess possible 
morbidity effects of air pollution. Using school absenteeism as an indicator of health effect, 
Ransom and Pope [Ransom and Pope,1992] found an statistically significant association 
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with daily or weekly values of PMIO for children in Utah Valley, USA. In this study, 
absenteeism increased 2% for each 1001lg/m3 increase in PM 10. Other study conducted in 
the same area showed that PM IO was also associated with increases in respiratory symptoms 
and decreases in pulmonary function in school children and asthmatic patients of all ages 
[Pope et al. 1991 ]. 
Other time series studies conducted in the Utah Valley showed that levels of PMIO were 
correlated with hospital admissions for respiratory diseases [Pope,1989; Pope, 1991]. In 
addition, these studies found that PMIO was more strongly correlated with children's 
admission than with adults and more correlated with bronchitis and asthma than with 
admissions for pneumonia and pleurisy [Pope, 1989]. However, no comparable estimates of 
the effect of air pollution on admission of children was provided making the comparison 
with adults difficult. 
In Canada, Burnett and colleagues [Burnett et al.1994; Burnett et al.1995; Burnett et 
al.1997] found positive and significant associations between respiratory hospital admissions 
for all ages and particulate sulphates and 0 3. Results were more consistent for levels of 
pollutants recorded on the same day and up to 3 days prior to admission. The largest impact 
of air pollution was on admissions for children [Burnett et al.I994], and besides respiratory 
diseases, for adults there was also an affect on cardiac admissions [Burnett et al.1995]. 
Several other authors reported associations of ambient levels of air pollution and hospital 
admissions for adults or the elderly in time-series studies [Ponce de Leon et al.1996; 
Schwartz,1994b; Schwartz, 1994c; Schwartz and Morris,1995; Sunyer et al.l993; 
Schwartz,1996]. These investigations, however, found more consistent associations with 
particles and sulphates and less commonly with other pollutants like 0 3 and CO. For 
example, Schwartz found that PMIO was a significant risk factor for admissions for 
pneumonia in the elderly in 2 different cities in USA [Schwartz,1994b; Schwartz, 1994c]. 
Associations were stronger for PMIO and with COPD (excluding asthma), but they were also 
present for 0 3. The effects reported in these studies range from Relative Risks of 1.12 to 
1.19 for pneumonia admissions and 1.20 to 1.27 for COPD. These RR were calculated for a 
100)lglm3 change in PM IO. 
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After controlling for seasonal and other long-term temporal trends and temperature, PMIO 
was associated with daily admissions for cardiovascular diseases in the elderly in Detroit 
[Schwartz and Morris, 1 995]. However, no significant associations were found for S02, CO 
or 0 3. In Barcelona, Spain [Sunyer et a1.l993], a 6 to 9% increase in emergency room 
admissions for COPD was observed for a 251lg/m3 increase in S02 or Black Smoke. 
Unlike other cities, little or no effect of particulate was observed in a study of respiratory 
admissions for all ages in London [Ponce de Leon et a1.l996]. In this study 0 3 levels 
showed a small but significant association with admissions for respiratory diseases in all 
ages except for 0-14 years old. 
Schwartz [Schwartz,1997] summarised the results of recent studies that have examined the 
association between air pollution and hospital admissions. The averaged values he 
calculated represented a meta-analysis weighted by the inverse of the variances of each 
study. He found that for a 1001lg/m3 increase in levels of PM IO, the Relative Risk for 
respiratory, COPD, and pneumonia admissions for all ages were 1.13, 1.19, and 1.13 
respectively. For the same increase in levels of 03, the risks were 1.06, 1.10, and 1.07. 
Although some studies have observed stronger effects of air pollution on admission of 
children, no similar estimates were available for comparison. 
Once more, studies of morbidity effects of exposure to air pollution are relatively rare in 
developing countries. In Mexico, a short follow-up study of pre-school children showed that 
exposure to high 03 levels for two consecutive days was associated with a 20% increased 
risk of respiratory illness [Romieu et al.I992]. In Beijing, China, a time series study 
suggested that TSP and S02 were associated with hospital outpatient visits [Xu et al.1995]. 
A preliminary report of the effects of heavy industrial pollution on respiratory health of 
children from Cubatao, Brazil, indicates that levels of PM 10 were associated with significant 
reductions in pulmonary function [Spektor et a1.l99l]. Although effects on pulmonary 
function in these children were approximately similar to what has been found in Europe or 
USA, levels of air pollution in Cubatao were much higher than levels experienced nowadays 
in developed ~ountries. In addition, in this study they found no evidence for a threshold in 
that the decrease in pulmonary function per unit pollution was similar for less exposed and 
more heavily exposed c;hildren. 
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No studies to date assessed the effects of air pollution on hospital admissions for respiratory 
diseases in Sao Paulo. The only study examining hospitalisations in this setting focused on 
cardiovascular diseases in the elderly [Rumel et al.1993] and employed very simple 
analytical techniques. They found that emergency room admissions for myocardial 
infarction (MI) were significantly associated with temperature and CO. 
2.3.3. Main Limitations of Epidemiological Studies on Air Pollution 
The primary limitation in environmental epidemiology is the inability or lack of resources to 
accurately measure environmental exposures in large number of individuals. This explains 
the widespread use of an ecological approach to assess the exposure of individuals in studies 
of the health effects of air pollution, no matter which design is used. An average of values 
obtained from a network of stations located in different sites throughout a specified area is 
used to express the level of air pollution in that area. Then, all individuals that live in the 
area are considered to have that level of exposure. It is clear, however, that there are 
limitations in this approach. 
Air pollution is a widespread condition which does not respect any geographical boundaries. 
Thus, this ecological assessment of exposure does not take into account the differences in 
levels of air pollution that can exist between places in the same area. It also does not 
consider the movement of people from one place to another which can result in each having 
substantially different exposure to air pollution. However, alternative and more accurate 
methods of assessing exposure are not easily available. For example, personal monitoring is 
not feasible for large epidemiological studies. 
Other important problem in air pollution epidemiology is the fact that pollutants are not 
completely isolated in the air. On the contrary, they constitute a highly complex mixture 
Where the effects of one can be potentiated by the presence of another. Also the high degree 
of collinearity between these pollutants implies great difficulties to properly distinguish the 
ones more hazardous to human health. 
But apart from these general limitations pertaining to most epidemiological studies of air 
Pollution, there are other methodological problems specific to each of the most common 
designs. For' example,. pure geographical comparisons of health endpoints and levels of air 
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pollution, even if some adjustment is done, is quite prone to the effect of confounders, the 
so-called 'ecological fallacy'. Individual data on important confounders such as cigarette 
smoking, socioeconomic status, age, and etc. can be collected in cross-sectional studies. 
However, the major methodological limitation of this design is that the temporal dimension 
of exposure and effect is impossible to be assessed. 
In addition, most of the cross-sectional, ecological and cohort studies reviewed here that 
explored the relationship between exposure to air pollution and health effects could not 
evaluate the short-term acute effects of air pollution. 
To overcome some of these problems and in face of an urgent need to assess the relatively 
small health effects of air pollution in situations where levels are generally below traditional 
guidelines, the use of time series methodology has been increasing in epidemiology in the 
past few years. This approach has advantages such as permitting the search for delayed 
effects of air pollution and easy adjustment for meteorology and seasonal patterns, variables 
known to be important confounders in the relationship of air pollution and health effects. 
However, this methodology requires careful attention to model specification. 
Some of the time series studies reviewed here have considered health endpoints that are 
clearly not Gaussian in their distribution, and concern can been raised regarding the 
appropriate transformations of the data and specific analytic methods employed. In addition, 
data that are ordered in time are likely to be correlated, a phenomenon known as 
autocorrelation. After appropriate modelling there should be no residual autocorrelation in 
the data. However, only few of the studies presented had tested for this residual 
autocorrelation or used approaches to adjust for such autocorrelation in the analysis. 
The studies considered have also no uniform method for removing seasonal and other long-
term patterns from the data before evaluating short-term effects of air pollution. Some have 
employed complex trigonometric functions while others categorised the data and included 
indicator variables. Moving averages have also been employed in such studies although 
there is no consensus about the appropriate time window. Virtually all published studies 
have· adjusted u~ing one or other method, for these patterns which are known to be very 
important in time series data. In addition, the use of indicator variables is risky since it can 
lead to either under-specification or over-specification of the model depending on the set of 
indicators included [Schwartz et al.1996]. 
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Finally, careful attention should be devoted to model the weather effects, especially 
temperature which are one of the most important covariates to enter the model. A study in 
Holland [Mackenbach et a1.1993] showed that after adjustment for a range of weather 
variables, the S02 effect changed sign into a significant negative effect on mortality. The 
authors concluded that confounding by weather variables would explain most of the 
associations between mortality and air pollution. However, as noted by Brunekreef 
[Brunekreef et aI.1995], so many weather variables were entered into the model in'that study 
that the results of the adjusted analysis became rather difficult to interpret. 
Temperature is known to be associated with mortality and morbidity [Saez et al.1995; 
Kalkstein,1993; Kalkstein,1995] and it is also strongly correlated with air pollution. 
Therefore, it constitutes one of the most important confounders in this relationship. In 
conclusion, properly adjusting for the effects of weather is vital for any time series study of 
air pollution and health effects. 
2.4. AIR POLLUTION AND THE PATHOGENESIS OF ILLNESS 
The health effects associated with exposure to air pollution observed in the preceding review 
need to be interpreted in the context of toxicological evidence provided by human or 
laboratory animal studies. Air pollutants present in ambient air can affect human health 
through different biological mechanisms. In an attempt to assess the biological plausibility 
that these pollutants can cause adverse health effects, the following sections will discuss 
what is known about these mechanisms for each of the most common air pollutants. 
2.4.1. Particulate Matter 
The extent of adverse health effects attributed to particulate matter are believed to be 
determined by the physical and chemical nature of the particle itself, the physics of 
deposition and distribution in the respiratory tract, and the biological events occurring 
mainly in the lungs in response to the particle [Bascom, 1996a] . 
. The size distribution influences the deposition in the respiratory system since large particles 
(> lO/!m diameter) are retained in the upper respiratory airways while fine particles « 
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10Jlm) can reach deepest parts of the respiratory system, including the alveolus if the 
particles are in the ultra-fine range [CETESB, 1993]. Once inside the respiratory system, 
these particles can produce adverse health effects through different mechanisms: 
• impainnent of the clearance ofinhalable particles retained in the lungs, 
• carcinogenic effect since the particles may contain or have adsorbed in the surface, 
carcinogenic substances such as polycyclic aromatic hydrocarbons (P AH), 
• ability of the small particles to potentiate the physiologic effects of irritant gases also 
present in the inhalable air [CETESB, 1993], 
• possible alveolar inflammation, with release of mediators capable, in susceptible 
individuals, of causing exacerbation of lung disease and of increasing blood coagulability 
or plasma viscosity [Seaton et al.1995; Peters et al.1997a]. 
To explain the toxic effects of particles, more recently, emphasis has been put on the role of 
particle acidity and the induction of inflammation at sites of contact [Bascom,1996a]. In 
addition, many of the health effects of particles are thought to reflect the combined action of 
the diverse components of the pollutant mixture. This combined action is seen as an 
important mechanism in particulate air pollution since it means that the effects of a mixture 
of PM and S02 for example, are bigger than the isolated effect of each pollutant alone 
[CETESB, 1993; Bascom, 1996a]. 
2.4.2. Sulphur Dioxide 
The solubility of S02 in the aqueous surface of the respiratory airways controls the amount 
of this pollutant that is able to reach the deepest parts of the respiratory tract. Because S02 is 
highly soluble in water, it is mostly absorbed in the nose and upper respiratory airways and 
very little reaches the lungs directly. However, increasing ventilation results in absorption in 
deeper portions of the lung [CETESB,1993; WHO,1979; Bascom, 1996a]. 
S02 is a respiratory irritant that does not cause substantial acute or chronic toxicity in 
animals exposed to ambient concentrations. When absorbed, however, it can cause a variety 
of acute responses in cellular elements and sensory nerves ending on or very near the surface 
of the large airways. This leads to an increase in the airways resistance, increase in the 
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production of mucus, and irritant responses directly on smooth muscles or via sensory 
afferent nerve fibres that lead to reflex bronchoconstriction [Bascom, 1996a; 
CETESB, 1993]. 
In addition small aerosol particles containing S02 can reach deeper parts of the lungs and 
may lead to serious damage in the pulmonary tissues [CETESB,1993]. There are also some 
evidence that it can produce inflammation, increased allergic sensitisation, and produce 
pUlmonary function changes in asthmatics subjects [Bascom, 1996a]. 
It has also been shown that exposure to S02 may also increase bronchial reactivity to other 
agents. The possible mechanism of biological action on the respiratory system may be the 
impairment of the mucociliary clearance on which cells lining in the respiratory tract sweep 
out invading bacteria and inert particles from the lung [WHO, 1979; Read,1991]. 
2.4.3. Ozone 
Exposure to 03 produces morphological and inflammatory changes in the lung parenchyma 
of several laboratory animal species. It can also cause functional, biochemical and structural 
changes to the small airways analogous to the changes caused by ageing [CETESB,1993; 
"Read,1991]. Increased bronchial reactivity observed after exposure to 03 may be related to 
this inflammatory process or to the airway injury [Bascom, 1996a]. 
Pulmonary damages such as emphysema, atelectasis, focal necrosis, bronchopneumonia and 
fibrosis, accompanied by cellular alterations, have been reported after prolonged and 
repeated exposure to low levels in laboratory animals. The degree of morphological injury 
seems to be proportional to the product of the concentration and duration of exposure 
[WHO, 1978]. 
It appears that exposure to 03 may lead to impairment of the defence mechanism against 
disease, making subjects more susceptible to respiratory infections. Decreased resistance to 
streptococc(il pneumonia was evidenced in mice after exposure to various mixtures ofN02 
and Ozone [Erlich et al.I979]. The mechanism of this impainnent seems to include both the 
immune system and the mucociliary clearance [Read, 1991 ]. Studies in human volunteers 
'with contrqlled exposure to Ozone showed increased airways resistance and decreased 
ventilatory performance [WHO,1978]. 
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2.4.4. Oxides of Nitrogen 
The tenn Oxides of Nitrogen (NO x) is understood to include Nitric Oxide (NO) and 
Nitrogen Dioxide (N02). Other oxides of nitrogen which exists in the atmosphere are not 
known to have any biological significance [WHO,1977]. The predominant oxide of nitrogen 
is nitric oxide which is readily converted to N02 by chemical reactions in the atmosphere. 
Among the oxides of nitrogen, nitrogen dioxide is the most important in tenns of health 
effects [WHO,1977]. 
The toxicity of N02 is generally attributed to its oxidative capabilities, although as an 
oxidant it is less reactive than 03 [Bascom, 1996b]. Due to its low solubility in aqueous 
surface N02 is able to reach the deepest parts of the respiratory system. There it can produce 
nitrosamines which can be highly carcinogenic [CETESB,1993]. 
Similarly to 0 3, exposure to high levels of N02 for weeks can injure the smallest air 
passages of the lung, causing emphysema-like changes in the lungs of animals. In addition, 
exposure to levels slightly above current ambient levels stimulates the production of 
inflammatory substances and increases host susceptibility to both bacterial and viral 
respiratory infection [Read,1991; Erlich, 1979; WHO,1977; Bascom,1996b]. This latter 
effect is clearly dose-related. 
The exposure to N02 also interferes with the lung's ability to remove inhaled deposited 
particles efficiently by altering the phagocytic, enzymatic and functional process of the 
alveolar macrophages and the ciliated epithelial cell [WHO,1977]. Laboratory studies on 
controlled human exposure provide evidence of an increase in airways resistance and 
decrease in lung function in asthmatic individuals, who are particularly sensitive to N02 
[WHO,1977; Bascom,1996b]. Exposures to moderate levels, similar to that occasionally 
found.at the roadside shows that bronchial epithelial cells may be impaired in their function, 
in theory making the tissue more susceptible to infections [Read,1991]. 
2.4.5. Carbon Monoxide 
The most widely known physiological effect of CO is interference with Oxygen (02) 
transfer. CO has high affinity for hemoglobin (Hb) the 02-carrier molecule that transports 
oxygen from the lungs around the body. The combination of CO gas with Hb, leads to the 
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formation of carboxihemoglobin, COHb, which can no longer transport 02. Hence the 
effects of CO exposure are often manifested first in the most oxygen-sensitive organs since 
the oxygen supply is reduced. 
Although CO has a more than 200-times greater affinity for combination with blood 
hemoglobin than oxygen, the reaction is reversible, and exposure to clean air removes most 
of the gas from the body [Colls,1997]. High exposures are relatively rare but can cause acute 
poisoning; coma and collapse begins to occur at COHb levels >40%. However, most 
exposures to CO in urban settings are several orders of magnitude lower than those 
associated with intoxication and poisoning. Yet some exposures during urban activity may 
adversely affect the heart, brain, and the central nervous system. [Colls,1997; 
Bascom, 1996b] 
CO competes with 02 for binding of hemoglobin, but, in addition, it binds other proteins 
such as myoglobin (Mb) in cardiac and skeletal muscle. A decrease in the concentration of 
O2 in these tissues (e.g. during exercise) will enhance COMb formation and can cause CO to 
shift rapidly out of the blood into the muscle compartment. Sequestration of Mb as COMb 
might limit the 02 uptake by these tissues and impair 02 delivery to intracellular contractile 
processes [Bascom, 1996b]. 
Individuals with ischemic heart disease (IHD) are particularly sensitive to exposure to CO. 
Earlier onset of angina pectoris during exercise and signs indicative of myocardial ischemia 
have been documented in patients with IHD at COHb levels in the range of 2 to 6% 
[Bascom, 1996b]. Other documented outcomes include neurobehavioral effects such as 
visual· and auditory perception, motor and sensorimotor skills, and vigilance 
[Bascom,1996b]. More recently, evidence was reported for an increase in plasma viscosity 
similar to that observed for exposure to particulate matter [Peters et al.1997a]. 
2.5. GENERAL CONCLUSIONS 
Urban levels of air pollution are increasing worldwide. While in the developed world there 
·is an emerging problem related to photochemical oxidants and acidic aerosols, in less 
developed coUntries problems still exist with classical pollutants such as S02 and Suspended 
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Particulate Matter. As a result of the major short-term episodes of the 1950's and 1960's 
public health measures have been implemented leading to substantial reductions in air 
pollution levels in developed countries. However, such measures have not been as strict in 
less developed countries where environmental pollution has escalated more recently due to 
increasing urbanisation, industrialisation and car ownership. The gap between developed 
and developing countries concerning air pollution levels has therefore widened. 
The health effects caused by acute short-term and very high episodes have already been 
clearly demonstrated since their magnitude was relatively high. However, in the last decade, 
there has been an extensive discussion about the short-term and also long-term health effects 
due to considerably lower levels, that is lower than the air quality guidelines set up by 
national and international organisations. 
Epidemiological studies have been implicating air pollution with mortality and morbidity 
effects. There is evidence of short-term pollution-associated mortality for all non-accidental 
causes, for cardiovascular and for respiratory causes. For morbidity, studies have showed 
associations with respiratory symptoms, declines in pulmonary function both in children and 
in adults, and hospitalisation for cardiovascular and respiratory diseases as a consequence of 
exposure to low-level air pollution. 
A plausible biological link between several pollutants and the development of health 
hazards has already been established. This link is more evident with disorders of the 
respiratory system since it is the first target of pollutants once they are inhaled. There are 
also some indications that air pollutants can interfere with blood coagulability which would 
explain the associations found with cardiovascular diseases. However, the exact 
mechanisms of such health effects are still not very clear. 
The evidence brought by these studies supports the hypothesis that exposure to commonly 
observed ambient levels of air pollution have an effect on mortality and morbidity. 
However, the precise magnitude of the effect of air pollution on respiratory diseases remains 
unclear. In addition, some of the early evidence comes from ecological studies with 
Important methodological weaknesses. 
·The past fe:-v years witnessed the development of new statistical and computational tools 
that allowed the examination of the relatively small effects of air pollution, and in situations 
56 
Chapter 2. Background and Rationale 
where levels were frequently below traditional guidelines. The application of new methods, 
such as time series, in air pollution studies has been contributing to the understanding of the 
health effects due to exposure to air pollution. 
The advantage of time series studies is that individuals are examined over a period of time 
over which many factors that may confound the relationship between air pollution and 
health effects are likely to be constant. Therefore, factors such as cigarette smoking, 
occupation, and indoor residential exposure, cannot confound the short-term temporal 
relationships because they have no short-term variation in time. 
These studies have contributed to the assessment of the magnitude of the associations with 
air pollution. However, most of them were conducted in developed countries, where levels 
of pollution have been generally lower than most underdeveloped nations. It is important to 
have more consistent evidence of the effects of urban air pollutants in the population of 
cities from the developing world. 
In addition, most of these developed countries are in the Northern Hemisphere (USA and 
Europe) where weather conditions and indoor sources of pollutants, among many other 
characteristics, are very different from developing countries. The question of whether air 
pollution levels measured outdoor could be affecting people indoor might be less relevant in 
cities with warmer climates since homes and buildings are not tightly sealed from the 
outside. 
Moreover, the main source of air pollution is vehicle emissions and much of the expected 
growth in vehicle number is likely to occur in developing countries [UNEP,1992] which 
might consequently increase even further their urban levels of air pollution. Therefore, more 
studies should be conducted in such cities in order to assess the impact of the increasing 
levels of air pollution. Time series studies usually rely on routinely collected data which is 
most times available but still under-used in developing countries. Utilisation of such data 
would improve its quality and help environmental policy formulation for these countries. 
Another important reason for studying the health effects caused by exposure to air pollution 
in developing countries refers to the fact that experimental studies in animals have provided 
. evidence ~at the effects of such exposure can be aggravated by the poor nutritional status of 
the exposed subject [Saldiva et al.1992]. That means the effect of urban air pollution might 
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be worse for developing countries since they have a higher prevalence of malnourished 
children whose chance of dying might be potentiated by elevated levels of air pollution. 
Socioeconomic or other differences within individuals might characterise groups with 
higher risks of effects from air pollution exposure. 
Finally, it should be pointed out the relatively scarcity of well designed time series studies 
that investigated effects on mortality and hospital admissions for children. Most of the 
published literature had focused on the elderly or, as in many cases, presented results only 
for total population without investigating this important vulnerable group. Some work has 
been previously done in Sao Paulo, however, as discussed above, they were limited in the 
analytical approach and in depth. Only mortality for all causes was studied for the elderly 
and no previous examination of the effect of air pollution on hospital admissions has been 
conducted in Sao Paulo. 
Therefore, this study proposes to investigate the effect of exposure to outdoor levels of air 
pollution in the occurrence of mortality and hospital admissions for children and the elderly 
in Sao Paulo, Brazil. Sao Paulo is one of the largest cities in the developing world and air 
pollution levels are usually above National and International guidelines. More specific 
indicators of the health outcomes, a rigorous control of the confounding effects of temporal 
and weather variables, and more precise indices of exposure to air pollution should aid a 
more complete assessment of the impact of air pollution on health in this setting. 
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2.S. HYPOTHESES 
• Outdoor levels of Particulate Matter (PMIO), Nitrogen Dioxide, Sulphur Dioxide, Ozone, 
and Carbon Monoxide each are associated with the risk of being admitted to hospital. 
• Outdoor levels of Particulate Matter (PMIO), Nitrogen Dioxide, Sulphur Dioxide, Ozone, 
and Carbon Monoxide each are associated with the risk of death. 
• The impact of these pollutants on mortality and hospitalisations is stronger for more 
vulnerable subgroups of the population defmed in terms of age and socioeconomic status. 
2.7. OBJECTIVES 
1. To investigate the association between exposure to air pollutants and the occurrence of 
deaths and hospital admissions in individuals of different agegroups living in the urban 
area of the city of Sao Paulo, Brazil, overall, taking into account categories of cause of 
death and lag periods between exposure and effect. 
2. To identify which of the measured pollutants are more important in the relationship with 
mortality and hospital admissions. 
3. To assess the detailed impact of other potential risk factors, especially meteorological, 
and adjust for them in the analysis of the effect of air pollution. 
4. To identify specific groups that might be more susceptible to such exposures. 
5. To compare the magnitude of the effects of air pollution on mortality and hospital 
admissions in Sao Paulo with what has been found in other cities and with the 
preliminary study of mortality in children and the limited study in the elderly conducted 
in Sao Paulo. 
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. 3.1. STUDY SITE CHARACTERISTICS AND POPULATION 
This study was carried out in the city of Sao Paulo, Brazil, capital of the state with the 
same name. Sao Paulo is the most urbanised, industrialised and affluent city in Brazil. It 
is also the largest among other 38 adjoining municipalities which constitutes the 
Metropolitan Region of Sao Paulo (MRSP) or also known as Greater Sao Paulo. The 
population of Sao Paulo, according to the 1991 national census was about 9.5 million 
inhabitants. 
The city occupies a land mass of 1,512 km2 at an average altitude of 750 metres. It is 
divided into 58 administrative districts and subdistricts which are the traditional 
geographical bases for census data and vital registration (Fig 3.1). 
Within the city of Sao Paulo, 43% of its land is residential, 37% is vacant, 9% is 
~ommercial, 8% is industrial and the remainder is used for other purposes (recreational, 
agricultural, etc.) [Leitmann, 1991]. 
Pinheiros 
Capelado 
Socorro 
Parelheiros 
Fig 3.1 - Map of the city of Sao Paulo showing its 58 districts. 
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Although there are no available data to quantify the trends in the amount of green areas, 
there is a perception that they have been diminishing. Nowadays the city has only 2.8% of 
public green areas in the urban zone compared to the minimum of 12% required by law 
[PMSP,1992]. Electricity is predominantly supplied by hydropower stations. 
Sao Paulo maintains a comprehensive air quality monitoring network that provides data 
on all major air pollutants. This network incorporates adequate quality control procedures 
to ensure that the data are demonstrably valid. 
Air pollution monitoring in Sao Paulo started in 1973 with the systematic measurement of 
the daily average levels of sulphur dioxide (S02) and smoke. Nowadays, the 
Environmental Department and its Company for Environmental Technology and 
Sanitation (CETESB) are responsible for the monitoring of air quality through two 
sampling networks. The manual network has been in operation measuring S02 and smoke 
since 1973, Carbon monoxide (CO) since 1976 and Total Suspended Particulate Matter 
since 1983. The automatic network in operation since 1981 measures five regulated 
pollutants (particulate matter with less than lOJlm of diameter - PMlO• Oxides of Nitrogen 
- NO and N02, collectively called NOx, Ozone - 0 3, S02' and CO) as well as 
. hydrocarbons and meteorological parameters [CETESB,1993]. Within the city of Sao 
Paulo there are 13 stations of the automatic network distributed around the most 
urbanised area (Table 3.1). 
The information collected by the equipment in each fixed station is immediately 
transmitted by private telephone lines to a central station where the data are processed by 
computer. This system provides daily and hourly information on levels of several 
pollutants. The location of each station can be seen on the Figure 3.2. 
Additional meteorological information concerning temperature, humidity, precipitation, 
atmospheric pressure and wind is also routinely collected on a daily and hourly basis by 
the Astronomic and Geophysics Institute of the University of Sao Paulo. 
Data on mortality and morbidity in Sao Paulo are in most cases available and sometimes 
~eadily accessible. Morbidity data from hospitals are particularly adequate. Sao Paulo has 
about 150 liospitals with a variety of capacities and specialities. About 66% of the beds in 
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those hospitals are part of the National Health System and, therefore, are funded by the 
Government [FSEADE,1993a]. To obtain reimbursement for each admission, the 
hospitals must submit standardised forms to the State Health Authority. There, these 
forms are processed in order to provide data for administrative purposes. Among other 
information those reports contain the date of admission and the International 
Classification of Diseases, Ninth Revision (lCD-9) code for the discharge diagnosis. 
Fig. 3.2 - Map of Sao Paulo showing the location, name and numeric code of the 13 automatic 
monitoring stations of air quality. 
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Table 3.1 - Characterisation of the automatic network of air quality monitoring stations. 
parameters· 
station Name/Area PM10 I S02 I NOx I CO I 0 3 I HR I Temp 1 WS 1 WD 
1 City Centre X X X X X X X X X 
12 City Centre X X 
2 Santana X X X X 
3 Mo6ca X X X X X X X 
4 Cambuci X X 
5 Ibirapuera X X X X 
6 N. Sra. 6 X X 
8 Congonhas X X X X X 
9 Lapa X X X X X 
10 C. Cesar X X X X 
11 Penha X X 
16 S.Amaro X X X X 
21 S. Miguel X X X X 
* HR = Relative Humidity; Temp =Temperature; WS = Wind Speed; we = Wind Direction. 
Routine vital statistics in the city of Sao Paulo are also considered to be complete and of 
high quality. The great majority of deaths are assigned by medically qualified personnel 
and under-registration is less than 5%. According to the criteria of the United Nations 
Organisation, this register can be accepted as complete [FSEADE,1990]. In addition, Sao 
Paulo has its own mortality information system called PRO-AIM (programa de 
Aprimoramento das Informa~oes de Mortalidade) of the City's Department of Health. 
PRO-AIM processes and analyses all deaths that occur within the city bounds. The deaths 
of city residents that occur outside the city can be traced through other systems and, 
according to current estimates represent only about 6% of all deaths and in most cases 
they are deaths due to external causes [FSEADE,1993b; PROAIM,1992]. All information 
contained in each death certificate is computerised and available for public use about 2 
weeks after the death. 
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3.2. STUDY DESIGN 
This study investigated the association between outdoor levels of air pollution with 
variations in mortality and hospitalisations using data available from secondary sources. 
The principal aim of the study was to explore the temporal aspect of this association. 
Therefore, time series analyses of daily counts of deaths and hospital admissions were 
carried out. Time series like this can be seen as a longitudinal study using aggregated 
data. The same population was used as control and exposed and the unit of analysis was 
days. Daily data were gathered for several air pollutants, for the health outcomes, and for 
potential confounders. These data were in most cases collected routinely by public 
administrative organisations. 
In a daily time series analysis of this type, factors such as socio-economic status or 
occupational exposure are not likely to confound the results, since they are not expected 
to vary concurrently with air pollution. However, other factors which vary on a day-by-
day basis and are correlated in time with air pollution can obscure the estimation of its 
effects. Two groups of variables fall into this category: meteorological variables such as 
temperature and humidity and chronological or time-related variables such as day-of-
week and other cyclical patterns. These potential confounders were, on the whole, easily 
measured and were taken into account in the analysis. 
The study encompassed all but one of the 58 districts of the city of Sao Paulo. The district 
of Parelheiros was excluded because it has a very low population density and it is the one 
located furthest from a monitoring station of air quality. The outcomes of the study were 
both mortality (daily counts of deaths) and morbidity (expressed as daily counts of 
hospital admissions). Hospital admissions were defined as stays of at least 24 hours in a 
hospital bed. The specific causes of mortality and hospital admissions and the agegroups 
investigated were: 
Mortality 
I. elderly (individuals with 65 or more years of age) 
. due to all causes excluding external causes (International Classification 
of Diseases, Ninth Revision - ICD-9 - chapter XVII - Injury and 
Poisoning) 
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• due to cardiovascular diseases (ICD-9 chapter VII) 
• due to respiratory diseases (ICD-9 chapter VIII) 
II. children (up to 5 years of age) 
• due to respiratory diseases (ICD-9 chapter VIII) 
• due to pneumonia infections (ICD-9 codes 480-487) 
Hospital Admissions 
I. children (up to 5 years of age) 
• due to respiratory diseases (ICD-9 chapter VIII) 
• due to pneumonia infections (ICD-9 code 480-487) 
• due to asthma and bronchitis (ICD-9 codes 466, 490, 491, 493) 
II. infants (up to 1 year of age) 
• due to pneumonia infections (ICD-9 code 480-487) 
Non-specific diarrhoea diseases for children up to 5 years old (ICD-9 code 009) were also 
selected for the analysis of hospital admission as a control outcome. Total number of 
deaths have been considered a suitable health outcome for studies of air pollution. Even 
though it may be argued that they include a substantial proportion of 'irrelevant' causes, 
they are completely recorded and avoid the problem of diagnosis or cause of death 
misclassification [Katsouyanni et al,1995]. In addition, specific causes of death and 
admission - mainly diseases of the respiratory system and cardiovascular diseases - have 
been chosen as the most 'relevant' outcomes of air pollution exposure. This was based on 
biological plausibility as well as on results from previous studies. 
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3.2.1. Period ofthe Study 
Data on hospital admissions were available for a period of 23 months (November 1992 to 
September 1994). Data on mortality was compiled retrospectively from computer files for 
a period of 3 years (1991 to 1993). This procedure was designed to allow for seasonal 
variations in the incidence of diseases and also to have a sufficient number of events for 
analysis. Data on air pollution was available for the period 1991-1994 from CETESB. 
Meteorological data were also collected for the same period. Demographic and socio-
economic characteristics of the population under investigation were available from the 
last census carried out in 1991. These information was assumed to be constant over the 
entire study period. 
3.3. DATA COLLECTION, HANDLING, ENTRY AND CLEANING 
3.3.1. Mortality 
Data on all deaths that occurred in the city of Sao Paulo for years 1991 to 1993 were 
provided by PRO-AIM from routine vital statistics. Copies of all death certificates 
completed in the city are sent to PRO-AIM on a daily basis where they are processed and 
checked for discrepancies. Certificates with inconsistent diagnoses are selected and the 
appropriate hospital/doctor contacted in order to clarify or correct these diagnoses. In 
addition, coding of place of residence of every deceased is carried out and all this 
information is entered into computer files. 
These files in the form of individual records contained all information available on the 
death certificate plus some extra provided by PRO-AIM itself. These included the date of 
death, age, sex, the residential address of the deceased, a code for the district or subdistrict 
of residence, where the death occurred (hospital, at home, in the streets), and the 
Underlying cause of death coded according to the International Classification of Diseases, 
Ninth Revision (ICD-9). 
Files for the specific years of this study were then assembled and deaths of non-residents, 
of residents in the subdistrict of Parelheiros as well as of unknown place of residence, 
were excluded. Moreover, eligible deaths were only deaths from all causes except external 
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causes (chapter XVII - Injury and Poisoning - ICD-9). This final dataset was then used to 
construct files with the total number of deaths per day. These files comprised daily counts 
of all deaths or specific causes of death by agegroups and were the files used in the 
analysis. 
3.3.2. Hospital Admissions 
Information on hospital admissions are collected routinely by the State Health Authority. 
Hospitals which are part of the National Health System produce a form called AlH 
(AutorizaltaO de Intemaltao Hospitalar) for reimbursement for every admission. All forms 
for a month's period are entered into computer files either at the hospital or at the Health 
Authority. In either case files for all hospitals are assembled at the Health Authority. 
This database contains information on every admission for all hospitals of the NHS in the 
whole state of Sao Paulo. Included are the code of the hospital, date of birth, age and sex, 
date of admission and discharge, how many days spent in intensive care, if died or not 
during admission, the main diagnosis for the admission (coded according to ICD-9), 
hospital status (private, public, etc.), type of hospital (paediatric, orthopaedic, cardiac, 
etc .. ), and reason for admission (treatment, diagnosis, other purposes, etc.). 
A separate file including admissions only for hospitals in the city of Sao Paulo was 
produced covering the period between November 1992 and September 1994. In addition, 
only children under 12 years old admitted to hospitals during the period mentioned above 
were included. Again, this final dataset was used to construct files where the daily counts 
of admission per day for different causes and agegroups were used for the analysis. 
3.3.3. Meteorological Variables and Socioeconomic Data 
Data on meteorological variables were provided by the Astronomic and Geophysics 
Institute of the University of Sao Paulo (lAG-USP). Data were available for the whole 
period of the study and included daily measurements of temperature (mean, maximum 
and minimum daily level in °C), humidity (mean, maximum and minimum daily levels 
expressed as percentages), atmospheric pressure (daily mean in mmHg), precipitation 
(daily total in mm), wind speed (daily mean in kmIh), and wind direction (daily resultant). 
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Data from the 1991 census and from Municipal and Regional Departments were collected 
on a number of socioeconomic indicators for each of the 58 administrative districts of the 
city of Sao Paulo: mean household income, mean level of education of the head of the 
household, proportion of households connected to a sewage system, proportion of 
households with piped water and mean number of individuals per household. In a 
previous study carried out in Sao Paulo, Stephens et al. [1994] had generated ~ composite 
index based on these five socioeconomic indicators and this was applied in the present 
study *. The administrative districts of the city of Sao Paulo were classified into quartiles 
of the composite socioeconomic index. This classification was then used in the present 
study to characterise the socioeconomic conditions of each subject based on their district 
of residence. 
3.3.4. Air Pollution 
Data on air pollution was available from CETESB, the environmental agency in Sao 
Paulo. They provided files containing information for all measured pollutants and for all 
mOnitoring stations that belong to the automatic network for the period of the study. 
These data comprised daily values of Sulphur Dioxide (S02)' Respirable Particles (PM IO), 
Oxides of Nitrogen (NOx), Carbon Monoxide (CO) and Ozone (03). Data on PM10 and 
S02 were available for all 12 and 13 monitoring stations respectively. Other pollutants 
were only collected in some of the stations (see Table 3.1 for a detailed description of 
pollutants and monitoring stations). 
The information provided for years 1991 to 1993 came directly from the Air Quality 
Bulletin of CETESB. These data had been pre-cleaned and checked for inconsistencies. A 
24-hour period starting at 4 p.m. the previous day up to 4 p.m. on the current day was 
used to calculate the daily indicators for each pollutant. For PM IO and S02 the indicators 
Were daily means (24-hour averages) expressed in J.lg/m3. For CO the highest 8-hours 
moving average expressed in ppm (parts per million) was used. The maximum hourly 
mean observed during the 24-hour period and expressed in J.lg/m3 was used for 0 3 and 
N02• 
• For each variable a numerical value was assigned from zero (for the value indicating the worst conditions) 
to one (for the best conditions). The composite index was the mean of these 5 values. 
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Although some stations have large amounts of missing data, it was po~sible to calculate 
city-wide daily averages for all pollutants for most of the days for the period 1991-1993. 
For S02 and PMIO at least 4 monitoring stations were used to calculate the daily average 
for the city and there were no missing days. For the other pollutants, at least one station 
was used as the mean value for the city and missing days accounted for 0.6%, 0.8% and 
9.1% of the data for CO, 0 3 and N02 respectively. 
For 1994 the data came directly from CETESB and it consisted of hourly measurements 
for all stations. The same sequence of procedures used by CETESB to obtain the averaged 
daily values of each station used in the Air Quality Bulletin were then applied. Details of 
the methods utilised are described in the next section (Quality Control for Air Pollution 
Measurements). Subsequently, these data with daily values of pollutants for each station 
were checked for inconsistencies and for the presence of outliers. After this procedure, all 
~e stations were again averaged to provide daily mean values for the whole city. 
During 1994 there was a larger proportion of missing data for all pollutants in this dataset 
provided by CETESB, especially for N02. However, only the months of January to 
September of this year were used for the analysis of Hospital Admissions. Therefore, 
assembling the periods from November, 1992 to December, 1993, plus the 9 months of 
1994 there were 1.1% missing days for PM IO and S02, 1.6% for CO, 7.7% for 0 3 and 
46.9% for N02. 
3.4. QUALITY CONTROL FOR AIR POLLUTION MEASUREMENTS 
Due to its vital importance in the air quality monitoring in the city of Sao Paulo, the 
measurements provided by CETESB were subjected to a series of quality control 
procedures to ensure that the results obtained were of the best quality possible. These 
included inspections of the equipments and following a strict set of standard procedures to 
calculate the average values for each hour, day and station. In addition, to assess the 
validity of the data, a comparison was performed with measurements conducted 
. independently. 
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CETESB have their own methods to ensure the quality of air pollution measurements of 
their stations. Every 3· months each piece of equipment undergoes preventive 
maintenance. In the case of PMIO, the filters and other components of the equipment are 
cleaned, tested and some checking procedures are conducted. After that an audit is carried 
out in order to check if all procedures executed at the service were correct. This includes 
constructing a calibration curve for each piece of equipment. Lastly, a fmal quality control 
check of the data is performed to ensure that the information provided by the equipment is 
of a high qUality. For other pollutants similar procedures are carried out over the same 
timespan. These activities are conducted by different staff each time in order to avoid 
systematic errors or bias in the execution of the procedures. 
All the 13 monitoring stations in the city of Sao Paulo have approximately the same 
characteristics. The measurement points are all at the same height of 2.5m. There are 
separate inlets for PMIO and for gases. In total, 8 of these stations are at street level and 
practically at the same distance from the street. Four other stations are placed in a semi-
background situation, close to streets but in very residential areas. One station is located 
. in a background situation inside a park. The concentrations of S02 are measured by 
colOrimetry, CO is measured by non-dispersive infra-red, PMIO by a beta gauge aerosol 
mOnitoring instrument, and 0 3 and NOx are measured by chemoluminescence. 
The data collected at each minute for S02' N02, CO, and 0 3 at these monitoring stations 
are then summarised as hourly mean values. For PMIO, measurements are collected each 
hour. These measurements have to comply with a defined protocol with criteria for 
completeness of measurements. For example, for the calculation of 24-hour average levels 
of PMIO and S02, it is required that at least 67% of the hourly measurements (16 out of 
24) be available. For 0 3 and N02 the same rule applies with the extra requirement that the 
16 valid values of 0 3 need to include the daytime period. In the case of CO to calculate 
each 8-hour moving average it is necessary to have at least 6 hourly values. In addition, in 
order to select the highest 8-hour moving average, at least 16 valid values are required. 
When these conditions are not met the corresponding measurement is set to missing. 
Additionally, if measurements computed at each minute (or hour for PM IO) are below the 
detection limit for that pollutant, they are set to zero. These values are not discarded and 
are Used for the calculations of daily means. If for PMIO the daily average is still below 
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the detection limit, then that value is set to missing. For S02 and CO if daily averages 
were under the detection limit they are accepted. For N02 and 0 3 the daily maximum 1-
hour value is used, thus daily means are not calculated. This is a standard procedure 
applied by CETESB and it could have given rise to errors in the calculation of daily 
values for some pollutants. However, this error is unlike to be differential with respect to 
rates of disease. Finally, measurements from all the station fulfilling the completeness 
criteria were averaged. 
In order to validate the measurements conducted by CETESB, data from a monitoring 
station of the automatic network was compared to independent measurements performed 
by the Air Pollution Study Group of the Department of Physics of the University of Sao 
Paulo [Artaxo et al,1994]. They collected data for PMIO from June to August 1994, with a 
12-hour sampling time, from 8:00 a.m. to 8:00 p.m. daily. The sampler was located about 
200 metres away from the CETESB' s monitoring stations at a height of about 20 metres. 
The sampler used a gravimetric method to measure PM IO (GEPA) in contrast to the beta 
gauge used by CETESB. Moreover, the inlets of the 2 pieces of equipments were 
different. Nevertheless, results for this sampling period revealed an excellent agreement 
between the two measurements (Fig 3.3). 
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Fig 3.3 - Daily values of PM10 measured by CETESB and by the Air Pollution Study Group of the 
Department of Physics of the University of Sao Paulo (Control). Daily means (f.l9/m3) were 
measured for the months of June to August. 1994. Modified from Artaxo et al. [1994]. 
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The regression equation for the measurements for the two instruments calculated by this 
Study Group [Artaxo et ai, 1994] was: 
PM IO (CETESB) = PMIO (Control)*0.992 - 2.214. 
The R2 value for the regression was 0.86. It can be concluded that this parallel sampling 
has satisfactorily validated the measurements from CETESB against the gravimetric 
instrument. 
3.5. ANALYTICAL METHODS 
The data available for this study can be viewed as a collection of observations made 
sequentially in time. Data such as this, in which the unit of observation is a period of time 
as opposed to a person as in most epidemiological studies, constitutes what is called a 
'time-series' [Chatfield,1989; Diggle,1990]. One of the approaches largely used in 
epidemiology to assess the possible relationship between air pollution and health effects is 
to analyse if short-term fluctuations in one are associated with the other. In other words, 
to assess if they exhibit a temporal association. In order to ascertain such effects it is more 
convenient to consider daily observations, for if there are short-term relationships, sayan 
effect of air pollution on mortality lagged by zero, one or two days, these can only be 
detected through daily analysis. Therefore, time-series analysis of daily air pollution and 
mortality and hospital admissions were conducted to assess the temporal effects of air 
pollution on health. 
A considerable advantage of the time series approach is that time-constant covariates such 
as sex, age, occupational exposure, cigarette smoking habits, or any other factor whose 
distribution does not vary from day to day in the study population, are unable to confound 
the short-term association between air pollution and health. On the other hand, other 
influences which are temporally dependent such as meteorological conditions are 
potential confounders and should be controlled for [Katsouyanni et aI, 1997 a]. 
Another important issue that has to be addressed when analysing time series of count data 
is that only a small proportion of the population dies or is admitted to hospital on a given 
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day. Therefore, these counts are counts of rare events and can be thought of as following a 
Poisson distribution. A transfonnation of the data is required to approximate Nonnality, 
otherwise use of Poisson models is mandatory. If the number of daily health events is 
large enough, a Gaussian distribution can be assumed, however, a logarithmic 
transfonnation may still help not only to improve the approximation to Nonnality but also 
to stabilise the variance [Schwartz et al, 1996; World Bank., 1995]. 
In this study, Poisson regression models were used in the analysis. As in classic Poisson 
regression, the model assumes 
where Y is the count of deaths or hospital admissions on a given day, X I" .. Xp are the 
explanatory variables or predictors of Y, and ~ 1 ••• ~p the parameters or regression 
coefficients for those predictors. 
3.5.1. Adjusting for Confounding. 
A basic issue in the analysis of epidemiological studies is to control adequately for 
potential confounders. Time series data such as daily counts of deaths or hospital 
admissions have some unique features in this regard. For example, they often exhibit 
substantial long-tenn trends and/or other systematic variation over the course of a year 
such as seasonal and cyclical patterns. Since any two variables that show a long tenn 
trend or other systematic variation over time must be correlated, when attempting to 
identify correlations that are more likely to be causal, one needs to exclude this source of 
Variability. In addition, series of health events may also present systematic short-tenn 
fluctuations that can bias the results of an analysis. These fluctuations, for example a day-
of-week pattern or a public holiday effect, may not be necessarily present in all data, but 
they occur often enough that they should be checked [Schwartz et al,1996]. Another 
important source of confounding factors in this type of analysis is meteorological 
variables. It has been shown, for example, that temperature and humidity have an 
association with mortality [Kalkstein,1993; Kalkstein,1995; Saez et al,1995; 
Anonymous,1997]. In addition, periods with high air pollution levels tend to occur under 
specific meteorological conditions, and hence are also highly correlated with them. 
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Therefore, when attempting to assess the health effects of exposure to air pollution in time 
series data it is necessary to remove these patterns from the data beforehand in order to 
avoid biased estimates. 
To account for confounding factors a 'hierarchical' approach was used. Adjustments were 
first performed allowing for longer term patterns in the data, e.g. trend, then for seasonal 
and cyclical variations, then for short-term systematic effects (calendar effects) and in a 
final step adjusting for short-term unsystematic effects (meteorological variables). The 
confounding variable selection for outcomes that presented a large number of daily events 
(mortality in the elderly and hospital admissions for children) was conducted using 
multiple linear regression with the outcome variable being log transformed so as to mimic 
the scale of a loglinear model. In this situation, the contribution of any additional 
parameter in the model building was assessed by an F-test at every step, where: 
SSeXpanded model - SS'nHlal model 
p 
MSEexpanded model 
with p,n degrees of freedom. In the above formula, SS is the Sum of Squares, p is the 
number of additional parameters in the expanded model, MSE is the Mean Square Error 
and n is the degrees of freedom for the MSE. 
Some of the outcomes analysed in this study have a low number of daily occurrences 
(mortality in children). Hence, they present several days with zero occurrences. For these 
it would be inappropriate to carry out the model building in a multiple linear regression 
with log transformed outcome. In this situation Poisson regression models were 
employed. The contribution of any additional parameter included in the model was 
assessed by examining the deviance/log-likelihood of the extended and the initial models 
and obtaining X2 -statistics. 
~oth statistical tests employed were not used at this stage for hypothesis examination but 
rather for confounder control. Therefore, a cut-off point of 10% was chosen to decide on 
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the inclusion or not of any tested variable. This conservative approach was an attempt to 
ensure adequate adjustment for confounding. 
In addition to statistical tests, other analytical and graphical methods were employed at 
the modelling steps. These included the use of time plots, spectral analysis and 
periodograms and plots of the autocorrelation function. These methods were used to 
verify the adequacy of the model and also to update the initial selection of variables used 
for control of confounding. 
• Adjustment for long-term trends. 
In the scope of this study, long-term trends may be defined as long-term changes in the 
mean daily mortality or number of hospital admissions over a certain period of time. It is 
expected that such events be found in popUlations which are growing in size over a certain 
period. To adjust for long-term trends, a variable taking the values of 1 to T, where T is 
the number of the days in the study period, was included in the model. The square of this 
linear time term was also introduced if it contributed to the model fit. Indicator variables 
for the years of the study were also examined in order to capture any remaining year-to-
year fluctuation not described by the linear and quadratic terms. They were tested and left 
in the model if they made a significant contribution to the fit. 
• Seasonality and other cyclical patterns. 
To remove the seasonality and other cyclical patterns from the data with a lesser risk of 
over-specifying the model it was decided to introduce filters into the regression by adding 
sinusoidal terms (harmonic waves). This can control for fluctuations in an extensive range 
of periods. While the pattern of mortality or hospital admissions over time is unlikely to 
be a pure sine wave, the sum of sine waves of increasing frequencies can fit more 
complex functions [Schwartz et aI, 1996]. In addition, not all sinusoidal terms begin at 
zero on January 1 Sl. Hence, if a sine wave of a given frequency is fitted in a regression, a 
cosine wave of the same frequency must be fitted to adequately account for the phase of 
the pattern [Schwartz et aI, 1996]. 
A~ annual sinusoidal wave can be described by the function: 
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f(t) = a sin(2 7t tJ365) + P cos(2 7t tJ365), t = 1 to T, day of study. 
The argument w=2 7t tJ365 determines the frequency or period of the sinusoidal wave, in 
this example a cycle of length one year. Further terms with w=2 7t t k /365, k=2,3 etc. 
were included to describe other wavelength periods. For this study it was decided to 
include terms up to the 6th order (k ::;; 6), as this would pick up periodicities of wavelength 
down to a two months period. A further cycle of length 2 years was examined for its 
possible contribution to filtering biannual cycles. This level of filtering was decided based 
on a previous multicentric study [Katsouyanni et al,1996] which recommended not to go 
further than two months otherwise one can filter out relatively short term fluctuations 
including the effects we are seeking to explain in terms of covariates. 
The appropriate amount of filtering was confirmed by inspection of periodogram plots of 
the data. These plots also identified other wavelength periods not a priori covered by the 
standard functions that needed to be filtered. These additional terms were created but their 
inclusion into the model was still dependent on statistical tests. 
The seasonal and other cyclical variations were thus accounted for by the inclusion of sine 
and cosine waves spanning periods from two years down to two months. The curves were 
fitted after the adjustment of the long-term trends. A stepwise approach was used to fit 
each pair of variables (the sine and cosine wave of the same frequency). When a 
significant improvement in the model's fit was obtained, the pair of variables was left in 
the model and a subsequent one, with a higher frequency or shorter wavelength was 
tested. 
• Short-term (calendar) effects. 
After controlling for long and medium-term fluctuations in the data it is still necessary to 
adjust for short-term ones. This is in order to separate out those short-term fluctuations due 
to characteristics of the weekly routine of people and medical care, from those of primary 
interest. Mortality and especially hospital admissions for example, often exhibit a strong 
day-of-week pattern. This pattern was modelled on its own by including indicator 
variables for day-of -week. 
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examined at the same day and with each series lagged up to five days in order to identify 
the relative lag at which the two series were most strongly related. Filtering the outcome, 
and when necessary, including autocorrelated errors beforehand was important because 
remaining autocorrelation could produce artificial patterns in the cross-correlation 
[Katsouyanni et aI, 1997 a]. 
After identifying the best lags, the residuals of the outcomes were then plotted against the 
four measures of daily temperature at the appropriate lags in order to help determine the 
exposure-response shape and therefore aid the choice of appropriate transformations 
which would provide the best model fit. Splines, which are piecewise polynomials, were 
used as a non parametric smoothed line in these plots to help identify the meteorological 
relationships. Since this study was not interested in estimating the coefficients for these 
relationships, precision did not matter and splines were a good way of addressing this 
lssue. 
Therefore, based on these plots, different shapes could be observed including linear, two-
piece linear, three-piece linear, and non-linear shapes. These functions were then 
constructed and were tested either in a Poisson or linear regression model of the different 
outcomes, comprising the adjustments for seasonality, trends and other cyclical patterns. 
The variable or function that provided the best improvement in fit, i.e., the largest F -test 
or the maximum change in deviance, whether minimum, maximum or mean temperature, 
was then selected and included in the core model. This procedure made it possible to 
restrict the search for the best explanatory variables to control for the effect of 
temperature on mortality and hospital admissions. 
For Relative Humidity, single linear and quadratic terms were constructed for the daily 
maximum, minimum and mean level. They were evaluated and the one which provided 
the best fit was chosen regardless of the significance of the coefficient. They were also 
lagged if the temperature term in that model was lagged. Atmospheric pressure and 
precipitation were also explored in a stepwise approach using single linear and quadratic 
terms. 
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Schwartz and others [Schwartz et al,1996] have observed that these variables should be 
considered in time series studies even if their inclusion does not have a major impact on 
the coefficients for pollution. Therefore, for this study they were all included in the model 
independent of model fit. Further indicator variables for bank holidays, strikes in health 
services and strikes in the transport system were also tested and included in the model 
when the improvement in fit was statistically significant. 
• Meteorological variables 
After seasonality and temporal trends, weather conditions are the most important 
predictors and potential source of confounding in time series analysis of air pollution and 
health. However, amongst the whole range of meteorological variables, it is widely agreed 
that temperature and humidity are the ones more likely to be associated with health 
outcomes [Schwartz et aI, 1996]. They have been shown to be associated with mortality 
and hospital admissions and some studies have described that this association is non-
linear, or at least piecewise linear usually taking the form of a V-shaped relationship 
[Kalkstein,1991; Schwartz, 1991a ;Schwartz and Dockery,1992a]. 
In this study the meteorological variables available were temperature (the daily mean, 
maximum and minimum level), relative humidity (the daily mean, maximum and 
minimum level), atmospheric pressure, and precipitation. An additional variable was 
created to account for the daily variations in temperature. This was simply the difference 
between the maximum and the minimum temperature within a single day_ 
To adjust for the effects of meteorological variables on mortality and hospital admissions 
within the scope of this study it was decided to check the contribution to the fit of the 
model of all the available indicators. However, due to its importance as highlighted in the 
literature about air pollution and health effects, emphasis was put on modelling 
temperature and a more comprehensive analysis was performed for that indicator. 
To model the temperature effect, initially, cross-correlation functions were produced to 
characterise at which delay the effect of temperature was greater on the health outcome. 
The residuals of mortality and hospital admissions after seasonal and calendar corrections 
were correlated with the residuals of all four different measures of temperature after 
adjusting also for season and trend using the same set of covariates. Correlations were 
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3.5.2. Autocorrelation 
Another aspect that has to be addressed in the statistical analysis of time series data is the 
role of serial correlation (also known as autocorrelation) in the outcome variable. 
Measurements connected in time are likely to be correlated and not independent. This is 
the case in situations where number of deaths or hospital admissions on two days close 
together are more alike than in two randomly chosen d'ays. This may be due to 
imperfectly control for weather or some omitted covariates, producing serial correlation in 
the residuals of the model [World Bank, 1995; Schwartz et al,1996]. It can also be caused 
by, e.g. a viral epidemic lasting more than two days. Autocorrelation is measured by the 
correlation coefficient between current observations and observations from p periods 
before the current one. It can be identified by using an autoregressive integrated moving-
average (ARlMA) model that is based on the Box-Jenkins strategy for time series 
[SAS,1991b]. This procedure can identify the type of the process and estimate its 
parameters. 
The identification of the process is made by means of comparing plots of the data to 
theoretical patterns for Autoregressive processes. Parameter estimates and diagnoses of 
the fit are calculated using conditional least-square estimation methods [SAS, 1991 b]. 
For most times series data autocorrelation is removed after adequate adjustment for 
seasonality and cyclical patterns. Remaining autocorrelation can be controlled for by the 
inclusion of autoregressive parameters in the regression model. Its effect does not bias the 
regression coefficient, but will bias the estimated standard errors [Schwartz et al,1996; 
SAS,1991b]. 
3.5.3. Overdispersion 
A distinct issue in the analysis of the effect of air pollution on mortality and hospital 
admissions is the problem of general overdispersion. This refers to the increase in the 
variance above the mean of the distribution of the health outcome counts that can occur 
when the underlying population (here of person-days) is not homogeneous with respect to 
risk of death/admission. To overcome this problem the estimated variance is inflated by 
an overdispersed factor. In Poisson regression this factor was obtained by dividing the 
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Pearson Chi square by its residual degrees of freedom as proposed by McCullagh and 
NeIder [1989]. For the autoregressive loglinear regression models with Poisson errors a 
program to deal with overdispersion using generalised estimating equations was used. 
3.5.4. Diagnostic Plots 
During the model building steps it is important to consider some of the properties of the 
series as assessed by visual examination of the data. Diagnostic plots provide guidance in 
the adequacy of the adjustments for long and short-term trends, seasonal and other 
cyclical patterns, and they proved critical to evaluating the success of the approach 
adopted. Time plots, spectral analysis or periodogram plots and autocorrelation function 
plots (ACF) were used throughout this study. They were used in different phases of the 
model building process to confirm if confounding control was satisfactory and if 
necessary to revise the initial selection of variables. 
• Time plots 
Visual examination of the original series of data plotted against the time period helped to 
identify seasonal and other cyclical patterns that needed to be accounted for in the 
analysis. They were also useful to check if there were any aperiodic patterns or unusual 
events that could have occurred, e.g. in one year only, which would have been missed if 
approached by a different method. 
Plots of the predicted values over time after regressing a potential confounding factor 
were helpful in checking if the fitted model provided an adequate description of the data 
in relation to that specific confounder. They were also helpful to indicate when additional 
filtering was beginning to predict shorter term patterns that should be left for the 
explanatory variables in the model [Schwartz et aI, 1996]. 
As with most statistical models, the plot of residuals (residual = observation - fitted value) 
versus time was employed to examine if the patterns seen in the original series have been 
effectively removed. The examination of the residual time plot, particularly when a 
smooth curve was also fitted, could often identify if long wavelength patterns remained in 
the data. Moreover, if structures appeared in both the original series and in the residuals 
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this would have suggested insufficient fitting. On the other hand, if structures appeared in 
the residuals but were not present in the original series this would have suggested 
overfitting [Katsouyanni et al,1997a]. 
• Spectral analysis or periodogram plots 
By examining a time plot of the data it is often possible to det~ct patterns in a time series. 
However, random fluctuations in the data and combinations of patterns make many 
cyclical patterns difficult to detect with the naked eye. Spectral analysis is a statistical 
approach to detect regular cyclical patterns or periodicities, in transformed time series 
[SAS, 1991 b]. It consists of decomposing the data into a sum of sine and cosine waves of 
various wavelengths and amplitudes. Then, the time series is regressed on the sine and 
cosine components for various frequencies and the sum of squares for each regression 
model is calculated. The plot of the sum of squares from each regression model against 
the frequencies, OOk is called the periodogram [SAS,1991b]. These sums of squares are 
called periodogram ordinates. They can be interpreted as the amount of variation in Y at 
each frequency. The periodogram, therefore, provides a summary description of the data 
showing the amount of variation that occurs in a given frequency range. 
The dominant peaks in a periodogram indicate cyclic patterns in the data, while the 
position of the peaks suggests the frequency at which these occur. Large peaks at 
frequencies well above 1 year indicates the presence of long-term trends in the data. Peaks 
around 365 days indicates a one year cyclical pattern. Evidence of a day-of-week effect is 
exhibited by large peaks at frequencies around 7 days. 
During the model building process, the periodogram was useful in checking whether 
specific periodicities had been adequately accounted for and if remaining pattern appeared 
to be random noise. 
• Autocorrelation (ACF) and partial autocorrelation function (P ACF) 
Usually, three types of processes can be identified underlying a time series data. They can 
be Autoregressive-AR, Moving Average-MA or mixed ARMA-process. Generally, 
autoregressive processes (AR) are more commonly found in biomedical phenomena 
[SAS,1991 b; Schwartz et al,1996]. To identify the type of the process, and more 
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importantly, the order of the process underlying the data in this study, autoregressive 
integrated moving-average (ARIMA) models that are the basis of the Box-lenkins 
strategy for time series modelling [SAS, 1991 b], were used. 
This procedure computed the autocorrelation function (ACF) and the partial 
autocorrelation function (P ACF), producing plots and statistics for groups of correlation 
coefficients. The ACF plot or correlogram is the plot of the autocorrelation coefficients at 
each lag unadjusted for previous lags. The P ACF describes the serial correlation of a time 
series at lags I, 2, etc., with the value at each lag corrected for the previous lag 
[Katsouyanni et al,1996]. It is usually difficult to assess the order of an AR process from 
the ACF alone and the use of the PACF plot is mandatory. 
The ACF of an AR(x) process is a mixture of damped exponential and sinusoids and dies 
out (or attenuates) slowly. The PACF of an AR(x) process 'cuts off at lag x so that the 
'correct' order is assessed as that value of x beyond which the sample values of the 
autocorrelation coefficients does not show an statistically significant difference from zero 
[SAS,199Ib]. In other words, if the first x values of a PACF-diagram of appropriately 
detrended data are greater than two standard errors for the sample autocorrelation, this 
points to an AR(x) model, i.e. a model where the value of a given day is (linearly) 
dependent on the values of the last x days [Chatfield,1989; Spix and Wichmann, 1996]. 
The visual examination of these plots helped to provide evidence for the presence or 
absence of an autocorrelation coefficient greater than two standard errors at a certain lag. 
In addition, the ARIMA models provided an estimate of the parameter for the 
autocorrelation at that lag and checked whether the residuals became random noise when 
this parameter was incorporated into the model. 
After control for season and trend, the magnitude of the serial correlation in the residuals 
of mortality or hospital admission data was low since strong autocorrelation is also a 
consequence of inadequate control for temporal confounding. This was evidenced by 
decreasing levels of autocorrelation, as showed by ARlMA models applied in the 
residuals at each step in the model building. 
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The residuals of the final adjusted model for each outcome in this study were inspected 
for remaining autocorrelation using ARIMA models and P ACF plots. When it was 
present, an estimate of the parameter for the autocorrelation was obtained and then 
incorporated into the final Poisson models. 
3.5.5. Model Building Process 
Different outcomes were examined in this study. These outcomes were counts of daily 
mortality or hospital admissions for distinct causes and age groups. For each different 
outcome the model was fitted in a stepwise forward strategy. Thus, terms to adjust for 
potential confounders were included first in order to obtain a baseline or 'core' model. 
The contribution of air pollution variables to the prediction of daily mortality or hospital 
admissions was only examined after establishing these core models. 
Variables were added to the core model according to the statistical procedures described 
in section 3.6.1. Periodograms, plots of residuals and of predicted values were used at 
each step to check the adequacy of the modelling. When the long term trends, seasonality, 
other cyclical patterns, and meteorological variables were adequately controlled for, 
autocorrelation and partial autocorrelation function of the residuals were examined to 
assess the presence of any remaining autocorrelation in the data. If no autocorrelation was 
present, then Poisson regression models allowing only for general overdispersion were 
used to estimate the effect of air pollutants. If there was autocorrelation, the order of the 
process was established and autoregressive errors were implemented in the regression 
model. In this case the model was based on statistical methods developed by Zeger and 
applied to the analysis of air pollution by Schwartz and others [Schwartz, 1991 a; 
Schwartz,1993; Schwartz,1994c; Spix et al,1993; Dockery et al,1992]. In summary, this 
model is an autoregressive log-linear regression with Poisson errors which also deals with 
overdispersion. In any case, air pollution variables were only included in the models after 
a baseline or 'core' model was established. Regression coefficients and 95% confidence 
intervals for each specific exposure were then obtained. 
All the statistical procedures were implemented using the statistical program SAS with 
special emphasis on usage of the Econometric and Time Series (ETS) module. 
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DESCRIPTIVE RESULTS 
4.1. AIR POLLUTION 
Daily city-wide levels of air pollution for the city of Sao Paulo were obtained by 
averaging the values from all the monitoring stations that provided valid values for that 
pollutant and on that day. Daily values for the period 1991-1993 were used for the 
mortality analysis. The analysis of hospital admission data covered the period of 
November 1992 to September 1994. For PM IO and S02 there were valid values for most 
of the study period (1369 days) with only 8 days missing (0.6%). N02 was not available 
for 25% of the days whereas CO was missing for 1.2% and 0 3 in 4.2% of the days (Table 
4.1). 
Levels of air pollution in Sao Paulo were relatively high for some pollutants during the 
period of this study. Inhalable particles (PM IO), for example, exhibited on average a value 
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of 65.1 I-lg/m3 for this 4 year period. Although annual means have lately been between 
20% to 40% higher than the values proposed as guideline by the Environmental 
Protection Agency-USA (Table 4.2), only 3.2% of the days were beyond the daily limit of 
150 I-lg/m3. 
Table 4.1 - Descriptive statistics for the air pollution data 
Percentiles 
nO of days mean (SO) 5 25 50 75 95 
PM10 1361 65.1 (30.9) 31 .6 43.9 56.6 77.8 130.8 
S02 1361 18.2 (8.5) 7.7 12.1 16.6 22.3 34.7 
N02 1027 165.3 (89.1) 67.5 104.4 144 204.1 326.4 
0 3 1312 65.5 (41.9) 14.4 34.2 56 87.6 146.3 
CO 1353 5.8 (2.2) 2 .8 4.3 5.6 7.0 9.5 
For 0 3 the recommended maximum level was exceeded on about 18% of the days if we 
consider the lower limit of 100 l-lg/m3 or only 1 % for a limit of 200 I-lg/m3. In the case of 
CO, although we have seem that in Sao Paulo the levels for this pollutant have been rising 
in the last 11 years, only 7% of the days showed a maximum 8-hours above the 
recommended daily maximum of 9 ppm. On the other hand, levels ofN02 are relatively 
much higher than recommended annually by EPA and hourly by WHO. Annual levels 
were 50 to 75% higher than EPA guidelines and daily maximum levels exceeded the 
WHO guideline (190l-lg/m3) in more than 20% of the days. 
Table 4.2 - Recommended guidelines for air pollution levels 
Annual maximum Daily maximum Source 
PM lO 50 150 EPA-USA 
S02 40-60 100-150 WHO 
80 365 EPA-USA 
CO 9 ppm (8 hours) EPA-USA 
N02 190-320 (1 hour) WHO 
100 EPA-USA 
0 3 100-200 (1 hour) WHO 
235 (1 hour) EPA-USA 
EPA = Environmental Protection Agency 
WHO = World Health Organisation 
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Looking at the daily variations in pollution levels during this 4 years period we can notice 
that PM)O, S02 and N02 exhibit a strong seasonal variation (Fig 4.1). For these pollutants 
levels are generally higher during winter periods (June to September). It can also be seen 
that levels of PM IO were comparatively higher during the winter of 1994 when reports of 
deteriorating levels of air pollution started increasing in the media. There was no available 
information on levels of N02 for the last 5 months of the period of this study. This was 
due to equipment being out of order. 
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Fig 4.1 - Daily levels of PM10 and S02 (24-hours average in ~g/m3) and N02 (1-hour maximum 
daily value in 1l9/m3) in Sao Paulo, 1991-1994. Daily values were averages of all stations 
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In Figure 4.2 it can be seen that levels of Carbon Monoxide did not present any strong 
seasonal pattern across the years. Nevertheless, its levels were on increase throughout the 
period with also much higher levels during the winter of 1994. On the other hand Ozone 
showed a seasonal pattern but in an opposite direction to other pollutants. Its levels were 
higher during summer periods when sunshine is more abundant. 
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Fig 4.2 - Daily levels of 0 3 (1-hour maximum daily value in J..lg/m3) and CO (highest 8-hours 
moving average in ppm) in Sao Paulo, 1991-1994. Daily values were averages of all 
stations 
PM IO, S02 and CO exhibit a strong diurnal pattern. For these pollutants, levels started 
increasing early in the day (around 6:00 a.m.) and peaked in the middle of the morning. 
There is a slight decrease during lunch-time period and again another peak, although 
smaller, later in the afternoon (Fig 4.3). It is interesting to note that during weekends this 
pattern is not present. In fact, levels during the weekends are usually much smaller for 
these pollutants. Levels of PM IO during the weekends are around 30% lower than during 
the middle of the week. This is probably because these pollutants are strongly traffic-
related., For N02 there is also an increase from early hours in the morning but after 
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peaking the levels stay In a relatively flat plateau up to 8:00 p.m. and then starting 
decreasing. 
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Fig 4.3 - Hourly levels of PM 10 and 0 3 in Sao Paulo, for weekdays and weekends averaged over 
. all days between 1991-1994. 
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As 0 3 is a photochemical pollutant, its presence in the atmosphere depends on the 
presence of daylight and it is expected that levels should rise as soon as sunshine is 
present. That is what happens with this pollutant. Levels start rising from early in the 
morning, peaking at about 1 :00 p.m. and then decreasing until reaching baseline levels 
around 8:00 p.m. Interesting also to note that for this pollutant there is not much 
difference in hourly patterns during weekends and other weekdays apart from slight 
higher levels during the weekends. This is probably due to a less marked relation of this 
pollutant with traffic. 
On Table 4.3 the crude pairwise correlation between daily averages of pollutants observed 
in the city of Sao Paulo are presented. It can be noticed that daily levels of PM IO are 
strongly correlated with S02' CO and N02 in decreasing order of magnitude. Sulphur 
Dioxide also shows positive correlations with N02 and CO. These correlations are due to 
the fact that all these air pollutants, with the exception of CO, exhibit a similar and strong 
seasonal pattern. Due to these high correlations, especially between PM IO and S02' some 
collinearity in regression models that simultaneously include more than one air pollutant 
is expected. 
Table 4.3 - Pearson pairwise correlations among daily averages of air pollutants routinely 
measured in Sao Paulo, Brazil, 1991-1994 
PM10 802 CO 0 3 N02 
PM10 0.74 0.55 0.12 0.46 
802 0.52 0.12 0.44 
CO -0.05* 0.30 
0 3 0.19 
N02 
• correlation coefficient not statistically significant at the 5% level 
Levels of air pollution within the city of Sao Paulo also vary from station to station. This 
indicates the presence of spatial variation in air pollutant levels across the city. For 
example, the highest levels of particulate and sulphur dioxide are found in more central 
areas of the city (stations 1O-C. Cesar and 8-Congonhas) where traffic of vehicles are 
more intense or i!l more industrial areas (stations 9-Lapa and 3-Mooca). Lower levels for 
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these pollutants can be observed in monitoring stations located at more peripheral areas 
(stations 21-S. Miguel, ll-Penha and 6-N. Sra. 6, and l6-S. Amaro). These stations are 
situated close to streets but far from traffic, therefore, for this study they are considered 
semi-background stations. 
Differences in measured levels of air pollution among monitoring stations can also be 
attributed exclusively to their different location. Monitoring stations at the street level are 
more likely to exhibit higher levels of air pollution, especially if the street where they are 
placed has heavy traffic of vehicles. Background stations, on the other hand, are expected 
to present lower averages of air pollution. The only one background station in Sao Paulo 
(Ibirapuera) is centrally located but is situated inside a park, more than 100 metres away 
from the nearest road. 
In Table 4.4 the averaged values of air pollution for all the stations and for the station 
with the highest and lowest levels during 1991-1994 are shown. In addition, mean 
averages for the roadside, semi-background and background station are presented for 
PMIO and S02 to illustrate the differences in levels of pollution according to the location 
of the station. Ozone, N02, and CO are measure by fewer stations and they are all located 
at the roadside level. 
It can be observed that the differences in mean levels between the station providing the 
highest and lowest values for the same pollutant can be as high as a 3.3 fold difference for 
S02 to only 1.4 fold difference for Ozone. As expected, the roadside stations provided the 
highest measurements for S02 and PM IO• Semi-background and the background stations 
exhibited lower average levels with the background being slightly lower than the mean for 
the semi-background stations. Nevertheless, the station providing the lowest value for 
both S02 and PM IO is not the background station but one of the stations located at semi-
background situation. 
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Table 4.4 - Means of air pollution for the station with the highest and lOwest value for measured 
pollutants in Sao Paulo, Brazil, during the years 1991-1994. 
Air Pollutant stations Mean 
all stations 5.8 
CO lowest (3-M6oca) 3.0 
highest (10-C. Cesar) 6.9 
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all stations 165.3 
N02 lowest (3-M6oca) 93.2 
highest (1-City Centre) 172.1 
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all stations 65.5 
0 3 lowest (1-City Centre) 58.7 
highest (3-Mooca) 81.7 
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all stations 
roadside 
semi-background 
background 
lowest (21-S. Miguel) 
18.2 
22.4 
12.2 
10.7 
9.1 
highest (4-Cambuci) 30.4 
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all stations 65.1 
roadside 71.0 
PM10 semi-background 58.3 
background 52.6 
lowest (21-S. Miguel) 48.9 
highest (10-C. Cesar) 90.8 
Differences in spatial distribution of each air pollutant can also be appreciated from 
pairwise correlations among monitoring stations for the same pollutant. For example, the 
measurements of particulate matter among monitoring stations are highly correlated over 
time (mean correlation coefficient of 0.62 between the 12 stations that measure this 
pollutant). In contrast, S02 exhibits much greater variation from one station to the other. 
The mean correlation coefficient for this pollutant is only 0.35 between 13 stations. This 
is an indication that PM IO is more uniformly distributed around the city's urban area 
whereas S02 is more dependent on local sources. Other pollutants showed an intermediate 
correlation. However, they were measured in fewer stations. 
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4.2. MORTALITY 
Daily records of all deaths were obtained from PROAIM - The Sao Paulo Municipal 
Government Death Registry. During the period of 1991 to 1993 there were 182,611 
deaths registered in this death registry including all causes and ages. This provides an 
annual mean crude mortality rate of 6.43 per 1000 individuals. From these. deaths, nearly 
0.5% (955) had missing information for age and 4.7% (8,518) had unknown place of 
residence. These observations were therefore excluded. Additionally, deaths due to 
external causes (injury and poisoning - chapter 17 of the ICD-9) which represented 14.2% 
(25,984) of the total deaths were later also excluded from the dataset used for analysis. 
Consequently, a final number of 151,756 deaths were available for the period ofthe study. 
The proportional distribution of these deaths according to age group is presented in Figure 
_ 4.4. It can be noted that, as expected, the majority of deaths (43.2%) occurred in the 
elderly group (individuals aged 65 years or older). 
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8.7% 
5 to 14 years 
1.1% 
15 to 44 years 
22.2% 
45 to 64 years 
24.8% 
Fig 4.4 - Proportional distribution of deaths for all causes among different agegroups, Sao Paulo, 
Brazil, 1991-1993 
The distribution of causes of death is also distinct for each different agegroup. Among 
children who die up to 28 days old (neonatal deaths) nearly 80% were due to conditions 
which originated during the perinatal period. The second main cause for this agegroup 
were the congeni~~l anomalies. In post-neonatal deaths (after 28 days and up to one year 
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old) and in pre-school children (1 to 5 years old) respiratory aiseases were the most 
important cause of mortality followed by infectious and parasitic diseases. The most 
important causes of deaths for all different agegroups are summarised in Fig 4.5. 
For school aged children (5-14 years old) the overall number of deaths were very low. 
Nevertheless, for this agegroup and for others up to 65 years of age the main cause of 
mortality was the external causes (injury and poisoning) with usually respiratory diseases 
as the second most frequent cause. 
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Fig 4.5 - Main causes of death (%) for selected agegroups in Sao Paulo, Brazil, 1991 -1993 
For elderly people (aged 65 years old or more), the diseases of the circulatory system 
represented the most prevalent group with 49% of all mortality. These were mainly 
cardiovascular diseases (ischaemic heart disease and cerebrovascular disease). The second 
group of causes of death was neoplasms with 17.8% and the third was diseases of the 
respiratory' system with 16.3%. It should be mentioned that pneumonia infections forms 
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the bulk of respiratory causes for all agegroups with an average of 80% of all respiratory 
deaths. 
Selected aspects of daily mortality in Sao Paulo for the period 1991-1993 are shown in 
Table 4.5. The median daily number of deaths for all causes (excluding external causes) 
in the total population was 137, of which 67 were among individuals 65 years or older, 
and 13 were among children under 5 years of age. In elderly people, cardiovascular 
diseases accounted for nearly half of the daily deaths whereas among children only about 
20% of all daily deaths were due to respiratory diseases. 
Table 4.5 - Descriptive statistics for the daily mortality counts in sao Paulo, Brazil, 1993-1994. 
Percentiles 
mean (SO) 5 25 50 75 95 
All ages & causes 138.1 (18.9) 110 125 137 150 172 
oyer 65 
all causes 67.8 (12.7) 49 59 67 76 91 
respiratory 10.7 (4.2) 5 8 10 13 18 
CVD 33.6 (7.8) 22 28 33 39 47 
under 5 
all causes 13.2 (3.9) 7 10 13 16 20 
respiratory 2.2 (1.7) 0 1 2 3 5 
pneumonia 1.7 (1 .5) 0 1 1 2 4 
CVD = cardiovascular diseases 
A large number of daily events were observed for some subgroups of mortality. Although 
counting data usually follows a Poisson distribution these large daily mean number of 
deaths allowed the use of Gaussian regression models in some steps of the analysis . On 
the other hand, deaths in children for example, with much lower daily means necessitated 
the use of Poisson models throughout the analysis. 
During the period of this study (3 years for mortality) there was a slight increase in the 
population of Sao Paulo. This was reflected in the upward trend in the daily total number 
of deaths observed (Fig. 4.6). In addition, these deaths showed an important seasonal 
pattern with all cause mortality peaking during the winter months of June to August. 
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Similar patterns were also observed for all cause mortality in toe elderly, cardiovascular 
and respiratory mortality in the elderly. 
Deaths in Sao Paulo did not exhibit a strong weekly pattern. For example, all cause 
mortality in the elderly had mean number of deaths ranging from 65.6 on Saturdays to 
69.3 on Thursdays while the overall mean was 67.8 deaths per day. 
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Fig 4.6 - Daily number of deaths for all causes (excluding external causes) in sao Paulo, Brazil, 
1991-1993 
4.3. HOSPITAL ADMISSIONS 
Hospital admission data were extracted from files of the Health Authority of the State of 
Sao Paulo for the period between November 1992 to September 1994. During these 23 
months 188,299 records were available corresponding to hospital admissions of children 
under 12 years old. Of these, 7,469 (4%) had missing information for age and 1,045 
(0.6%) had no information on cause of admission and were therefore, excluded from the 
. dataset. The distribution of these admissions according to age can be inspected in Fig 4.7. 
It can be noted that neonatal admissions, i.e. admissions of children up to 28 days of life 
represented nearly 20% of all admissions. Nevertheless, pre-school children (aged 
between,1 to 5 years old) are the largest group with nearly 30% of all admissions. 
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Fig 4.7 - Distribution of hospital admissions according to agegroup, S~o Paulo, Brazil, 1992-1994 
Children were admitted to hospital for a wide range of reasons. The first 10 mam 
categories of causes of admission for children in this study according to the ICD-9 were: 
1 - Diseases of the Respiratory System 
2 - Certain conditions originated in the perinatal period 
3 - Infectious and parasitic diseases 
4 - Injury and pOisoning 
5 - Diseases of the digestive system 
6 - Diseases of the nervous system and sense organs 
7 - Congenital anomalies 
8 - Diseases of the genitourinary system 
9 - Neoplasm 
10 - Symptoms, signs and ill-defined conditions 
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As it can be seen, respiratory diseases represented the largest group with 27.6% of all 
admissions followed by perinatal, and infectious and parasitic diseases. It should be noted 
that the main contributor in this latter group was diarrhoeal diseases. However, as it 
would be expected, the distribution of causes of admission changed according to different 
agegroups (Table 4.6). During the neonatal period the majority of admissions were due to 
perinatal conditions while from age one month up to 5 years old respiratory conditions 
were the main contributor. Note that in school aged children (5 to 12 years old) external 
conditions (injury and poisoning) surpassed respiratory diseases as the main reason for 
hospitalisation. 
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Table 4.6 - Main causes of hospital admissions according to agegroup, Sao Paulo, Brazil, 1992-
1994. 
neonatal postneonatal 1 to 5 years 5 to 12 years 
73.1 % perinatal 47.5% respiratory 34.8% respiratory 19.6% external 
7.4% respiratory 22.1 % infectious 9.0% digestive 16.4% respiratory 
4.5% infectious 5.9% congenital 8.9% infectious 10.7% digestive 
3.6% congenital 4.9% nervous system 8.6% external 10.2% nervous 
As well as with mortality, a closer look at the respiratory group of diseases revealed that 
pneumonia infections again played a major role. They were responsible for nearly 2/3 of 
all admissions due to respiratory conditions. Other specific causes of respiratory disease 
admissions and their respective contribution are: 
Chronic obstructive pulmonary diseases and allied conditions 
Other diseases of upper respiratory tract 
• Acute respiratory infections 
Other diseases of respiratory system 
Pneumoconiosis and other lung diseases due to external agents 
10.8 % 
8.8% 
7.5% 
7.5% 
0.2% 
To evaluate the effects of changes in exposure to air pollution on hospital admissions on a 
daily basis it is important to have an understand of the daily variations of these 
admissions. This study focused on the association of air pollutants and hospital 
admissions in children under 5 years of age. Therefore, the following analysis will focus 
on that specific agegroup. 
In Table 4.7 the number of hospital admissions per day are presented in detail. The 
median daily number of admissions for all causes (excluding external causes) in children 
under 5 years old was 137, of which 54 were due to respiratory conditions, and of those, 
39 were due to pneumonia infections. The distribution of theses admissions for children 
under 1 year of age is also described. 
Along with mortality, hospital admissions also showed an important seasonal pattern. 
However,' this was more noticeable for admissions due to respiratory diseases which 
peaked during the months of April to July (Fig 4.8). When looking at admissions for all 
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causes except external conditions the plot shows a much less strong pattern. In fact, the 
daily admissions for children under 12 years old for all causes exhibited a pattern much 
more stable with admissions almost in the same range throughout the year (Fig 4.9). In 
addition, hospital admissions exhibited a strong weekly pattern with admissions low 
during weekends and rising on Monday and remaining high throughout t~e week. 
Table 4.7 - Descriptive statistics for the daily Hospital Admissions counts in Sao Paulo, Brazil, 
1992-1994. 
Percentiles 
mean (SO) 5 25 50 75 95 
all causes 130.9 (40.3) 68 92 137 162 190 
Respiratory 
<5 56.1 (18. 7) 29 42 54 68 91 
<1 30.0 (14.1 ) 13 20 27 37 60 
Pneumonia 
<5 40.8 (15.0) 20 30 39 50 70 
<1 24.0 (11.4) 9 16 21 30 48 
120 
100 
80 
n° 60 
40 
20 
0 
Nov-92 Feb-93 Jun-93 Sep-93 Jan-94 May-94 Aug-94 
Time in days 
Fig 4.8 - Daily number of hospital admissions for respiratory diseases in children under 5 years of 
age in Sao Paulo, Brazil, 1992-1994. 
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Fig 4.9 - Daily number of hospital admissions for all causes (excluding extemal causes) in children 
under 12 years of age in S~o Paulo, Brazil, 1992-94. 
_ 4.4. METEOROLOGICAL VARIABLES 
Daily measures of meteorological variables were obtained from the University of Sao 
Paulo's Instituto Astronomico e Geofisico. They comprise: temperature (mean, maximum 
and minimum daily level in °C), humidity (mean, maximum and minimum daily levels 
expressed in percentage), atmospheric pressure (daily mean in mmHg), precipitation 
(daily total in mm), wind speed (daily mean in km/h), wind direction (daily resultant). 
The descriptive statistics for all meteorological parameters available are presented on 
Table 4.8. It can be seen that the climate of Sao Paulo is typically subtropical. 
Te~perature usually varies from 8°C (mean of the minimum) d~ing winter to 30°C 
(mean of maximum) during summer. Annual mean temperatures were around 19°C and 
the minimum daily temperature never fell below zero while maximum were over 30°C 
only a few times a year. There is also a great variability in levels of temperature during a 
.day. Half of the days studied have a range of temperatures, i.e. the daily difference 
between the maximum and the minimum, of at least 10.3 degrees. 
The weather in Sao Paulo can be summarised as dry in winter and humid during summer. 
From September to April the area where the city is located is dominated by a southern 
humid wind that brings frequent frontal systems. In addition, there is higher incidence of 
solar irradiation and displacement of the centre of the polar and subtropical masses of air 
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towards the sea. Consequently a great instability over the continent with precipitation and 
clouds of low altitude. During winter, high-pressure systems from the Atlantic Ocean 
moves subtropical and polar masses of air towards the continent. This produces high 
stability with light winds, many hours of calms, a reduction in rain, and frequent thermal 
inversions in the low-altitude region [CETESB,1993]. The occurrence. of such weather 
conditions during winter produces unfavourable circumstances for the dispersion of air 
pollutants. 
Table 4.8 - Descriptive statistics for meteorological parameters in sao Paulo, Brazil, 1991-1994. 
Percentiles 
mean (SO) 5 25 50 75 95 
Temperature 
mean 19.2 (3 .3) 13.3 16.97 19.4 21 .7 23.9 
maximum 25.2 (4.6) 16.7 22.30 25.7 28.4 31 .7 
minimum 15.1 (3.2) 9.2 12.80 15.4 17.8 19.6 
range 10.1 (3.7) 3.6 7.3 10.3 12.8 16 
Humidity 
mean 78.7 (9.5) 60.6 73.20 79.5 85.5 92.9 
maximum 94.4 (3.9) 88 93 95 97 98 
minimum 52.6 (17.8) 25 39 51 65 85 
Atmospheric 95.8 (2.8) 91.4 93.8 95.6 97.6 100.8 
Pressure 
Precipitation 4.3 (10.4) 0 0 0 3.2 23 
The daily variations in mean temperature and relative humidity can be visualised in 
Figures 4.10 and 4.11. Note that Relative Humidity is lower during the winter periods 
which characterises a dry winter. 
. In the past few years changes were observed in temperature, humidity, visibility and other 
meteorological parameters measured at the city of Sao Paulo. For example, in spite of 
lower levels of solar radiation due to atmospheric pollution the temperatures observed 
within the city are generally higher than in the neighbouring rural areas [CETESB,1993]. 
This is probably caused by the huge built-up area in the metropolitan region of Sao Paulo 
(MRSP). 
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Fig 4.10 - Daily mean values of Temperature (0C) in sao Paulo, Brazil, 1991-1994 
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Fig 4.11 - Daily mean values of Relative Humidity (%) in Sao Paulo, Brazil, 1991-1994 
The crude pairwise correlation between meteorological parameters are presented on Table 
4.9. As expected there is a high correlation between mean, maximum and minimum daily 
values for both temperature and humidity. Besides that, the only correlations that call 
attention are the negative correlation between atmospheric pressure and temperature, and 
between mean relative humidity and temperature (especially maximum). 
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Table 4.9 - Pearson correlation matrix for meteorological parameters. 
Temperature Relative Humidity 
mean max min 
mean 0.89 0.86 
Temperature max 
min 
Relative mean 
Humidity max 
min 
PA 
PT 
PA = atmospheric pressure PT - precipitation 
* correlation coefficients not significant (p>0.05) 
0.58 
mean max 
-0.39 -0.26 
-0.61 -0.26 
0.03* -0.11 
0.63 
min PA PT 
-0.37 -0.68 0.08 
-0.37 -0.52 -0.4* 
0.07 -0.67 0.23 
0.87 0.10 0.33 
0.35 0.12 0.21 
1 0.04* 0.28 
-0.26 
1 
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TIME SERIES: MORTALITY 
The methods utilised for the time-series analysis of the effects of air pollution in the city 
of Sao Paulo were fully described in chapter 3. The present chapter will introduce in more 
detail the results for each procedure employed in order to build the 'core model' as well 
as the main findings for the mortality data. As referred to in section 3.2 - Study Design, 
the time-series analyses of mortality and hospital admissions in Sao Paulo were carried 
out only for the selection of outcomes chosen beforehand. This chapter will concentrate 
on the results of the mortality data and the next chapter will present the results for the 
hospital admissions data. 
5.1. MODEL SELECTION PROCESS 
As discussed previously, for each mortality outcome a complete set of procedures were 
performed in order to build the core model. The selection of variables was carried out in 
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regression models and using statistical tests to assess improvements in fit. In general, 
results were very similar for all the different causes of mortality. Nevertheless, to 
illustrate these procedures in detail, descriptions will be provided for 'all cause mortality 
in individuals aged 65 years or more' used as the outcome of reference. For other 
outcomes, just the final 'core model' will be described and any specific steps in the model 
building process will only be outlined if they were substantially different from those 
obtained for this outcome. Other endpoints also explored in this analysis were respiratory 
and cardiovascular deaths in the elderly (65 years or older), respiratory deaths in children 
under 5 years, and pneumonia deaths in children under 5 years of age. 
5.1.1. Long, medium and short term variations and other cyclical patterns 
The adjustment for temporal patterns, especially long and medium term ones, was aided 
by the use of spectral analysis of the residuals. This procedure helped identify patterns or 
periodicities not considered a priori and also to assess the adequacy of the periodicities 
selected. 
The plot of the raw mortality data shown in Fig 4.9 (Chapter 4) illustrates the substantial 
seasonal periodicity present in the data which needs to be filtered. The periodogram of the 
unfiltered log-transformed data shows large spikes for periods above one year very close 
to the y-axis and a larger annual spike (Fig 5.1-(a». These spikes indicate the presence of 
long term trends in the data as well as the one year cycle. The long term trends were then 
modelled by including a linear time term, a quadratic time term, and indicator variables 
for the years of the study. A biennial cycle also contributed to correct for these long term 
trends. These variables were entered into the models for different outcomes according to 
the significance of their contribution to the fit. The periodogram of the residuals after 
fitting these long term trends shows only the large spike corresponding to a one year 
period (Fig 5.1-(b». Note that the vertical dotted line in the plots refers to a frequency 
equivalent to a period of two months, therefore, the periodicities that need to be removed 
are concentrated in the left-most part of the plot. 
The seasonal and cyclical medium term patterns were then modelled by using harmonic 
waves as described in section 3.6.1. 
105 
1-) 
, -
- -
" ~ .. · 
-, 
· -
· 
1 ~ 
.. 
. -' 
Chapter 5. Time series: mortality 
•. l.' l .' U 
" 
'-
(b) ,, _. 
Ie) 
Id) 
I.) 
, -
, -
.. 
'-
•.• -r-,--------------------------
u -r.---------- -----------------, 
'A 
.. -
0.3 -
.. 
'''''''''' 
... 
' ...... ncy 
Fig 5.1 - Periodograms of the residuals of all cause mortality in the elderly for every step of the 
model building. (a) unfiltered log-transformed data. (b) after adjustment for long term 
trends. (c) after inclusion of harmonic waves for one year period. (d) after inclusion of all 
harmonic waves down to two months. (e) Periodogram of the fully adjusted model 
including indicator variables for day of week and terms for meteorological variables . The 
vertical dotted line refers to a frequency equivalent to a period of two months. 
As soon as the one year cycle curve was fitted there was a dramatic change in the scale of 
the periodogram'. This made it possible to identify other important spikes (Fig S.l-(c)) 
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mostly between one year and around two months which were relatively larger than the 
average. The most prominent of these was for a period of 274 days (9 months). Other 
periodicities not considered previously could also be identified through these 
periodograms. Harmonic waves covering these periods were constructed and their 
inclusion in the model was dependent on the statistical significance of. their contribution 
to the model fit. Sine and cosine curves for different periods were then fitted (Fig 5.1-( d)). 
After including all the significant harmonic waves the periodogram did not show a strong 
day-of-week pattern for the mortality data. In fact, the contribution of indicator variables 
for a day-of-week effect only achieved statistical significance at the 10% level for all 
cause mortality and cardiovascular disease mortality in the elderly. Schwartz et al [1996] 
have discussed that although a number of published reports indicated that the inclusion of 
indicator variables for day-of-week does not have a major impact on the coefficients for 
air pollution, these variables are important and should always be considered. It was 
decided, therefore, to include these indicator variables in the models in spite of their lack 
of statistical significance. 
The indicator variable for public holidays only showed a significant contribution for 
respiratory deaths in the elderly. Indicator variables for strikes in the health services or in 
the public transport system exhibited statistically significant improvements only for 
respiratory deaths in both the elderly and children. 
The periodogram of residuals of the fully adjusted model which includes indicator 
variables for day-of-week and meteorological terms shows only spikes of similar, low 
height over all the spectrum (Fig 5.1-(e)). This suggests that the seasonality and other 
long and short cyclical patterns have been adequately filtered from the data. 
This was also confirmed by the inspection of plots of the predicted values over time after 
including each term in the model. The plots showed that the fitted model for seasonality 
and other temporal patterns was providing a good description of the data. The plots for all 
cause mortality in the elderly are displayed in Appendix A. 
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5.1.2. Meteorological Variables 
Cross-correlations of the de-trended and de-seasonalized mortality residuals against 
residuals of temperature with lags up to five days were examined. The highest correlation 
for mortality in the elderly was for temperature with lag=O, i.e. with measures of 
temperature on the same day. For respiratory and pneumonia deaths in children under five 
years of age the best cross-correlations were observed for temperature lagged two days. 
Subsequently, plots of the adjusted residuals against the four measures of daily 
temperature at the appropriate lags were considered. The crude relationship between 
temperature and mortality has been demonstrated to be non-linear or at least piecewise 
linear [Touloumi et al,1994; Schwartz et al,1996]. It was observed in this study that after 
filtering the seasonality and long term patterns from the data there were still signs of non-
linearity. For example, for all cause mortality in the elderly there was some indication that 
a piecewise function would better describe its relationship with mean temperature 
although a quadratic relation should also be considered (Fig 5.2). It also seems that the 
relationship between minimum temperature and all cause mortality in the elderly could be 
approximated by three-piecewise shape whereas for maximum and the difference in 
temperature the pattern suggests a linear or quadratic relationship. 
Thus, for each different indicator of temperature and according to the shape of the 
exposure-response relationship described by visual examination of the plots, a series of 
different functions was created. For example, a two-piece linear function was obtained by 
constructing two complementary variables, 'hot' and 'cold' to measure daily temperature. 
They were defined as: 
cold=l iftemp<=20; else cold=O; 
hot=l iftemp>20; else hot=O; 
cold 1 =temp*cold; hot 1 =temp * hot; 
The indicators 'hot' and 'cold' are defined to allow for different intercepts of the 
relationship between temperature and health outcomes. The terms 'coldl' and 'hotl' are 
defined to allow for different slopes. The choice of the changing-point was again based on 
.. 
the visual examination of the plots. Two out of these four variables (for example cold and 
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hot1) should be included into the model as well as ('temp') the measure of temperature to 
which they are referring (mean, maximum, etc.). This procedure assures sufficient 
flexibility in temperature control without overspecifying the model. 
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Fig 5.2 - Plots of the residuals of all cause mortality in the elderly, after adjustment for long term 
trends. seasonal and calendar effects, against four measures of daily temperature. Each 
point represents the mean of 15 adjacent observations in order of increasing levels of 
temperature. A non parametric smoothed line was fitted to the data. using a spline routine 
[SAS, 1991 a] to indicate the shape of the relationships. Difference in temperature refers 
to the daily difference between maximum and minimum temperature. 
Following the same approach, a three-piece linear function was also produced. 
Additionally, indicator variables were created using eight equally-spaced intervals of 
temperature. This approach is also considered to adequately control for the temperature 
effect mainly when the exact shape of the relationship is non-linear and inadequately 
summarised by a piecewise linear function [Schwartz, 1994c]. These different functions 
were propuced for all four measures of daily temperature. Single linear and quadratic 
terms were also investigated. A summary of the different variables constructed to take 
into account the effect of temperature on mortality are listed in Table 5.1. 
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For all cause mortality in the elderly the best fit according to F-tests was achieved by the 
inclusion of a linear plus a quadratic term for maximum temperature. For respiratory 
deaths in the elderly, the residuals after adjusting for seasonal and temporal patterns 
showed a nearly linear relationship with temperature. Yet, for this outcome a linear plus 
quadratic term for mean temperature provided the best fit. A three-piece function for 
maximum temperature gave the best improvement in fit for cardiovascular deaths in the 
elderly. For all these outcomes the temperature terms were not lagged. For the outcomes 
in children, a three-piece function for mean temperature lagged by two days was the 
chosen indicator. 
Table 5.1 - Summary of the different measures of temperature used for each outcome explored in 
the time series of the mortality data. 
All deaths CVD deaths Respiratory Respiratory Pneumonia 
>65 >65 deaths >65 deaths <5 deaths <5 
linear/quadratic for mean x x X x x 
maximum X x x x x 
minimum x x x x x 
difference x x x x x 
2 piecewise for mean x x x x 
maximum x x 
minimum x x x 
difference x x 
3 piecewise for mean x x x X X 
maximum x X x x x 
minimum x x x x x 
difference x x x x x 
8 indicators for mean x x x x x 
maximum x x x x x 
minimum x x x x x 
difference x x x x x 
Note: capital 'X' indicates the temperature term with the best fit, and used in subsequent modelling. 
After selecting the best temperature variable to fit the data, the residuals now also 
adjusted for the appropriate measure of temperature were once more plotted against 
temperature in order to check if adequate adjustment had occurred. The plot for all cause 
mortality (Fig 5.3) exhibits an almost straight line with zero gradient although some 
observations for, extreme temperatures give the impression that inadequate adjustment has 
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been made. This demonstrated that the adjustment was successful in controlling for the 
effect of temperature on mortality. 
The next step was to include a measure of Relative Humidity in the model. Measures of 
the daily mean, maximum and minimum humidity were tested as a linear function at the 
same lag used for temperature. Maximum humidity gave the best improvement in the 
model's fit for the elderly and minimum humidity likewise in children. Other 
meteorological variables such as atmospheric pressure and precipitation did not contribute 
significantly to any model's fit and were therefore, not included in the final model for any 
outcome. 
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Fig 5.3 - Plots of the residuals of all cause mortality in the elderly against mean temperature. In 
the plot on the left, the residuals are adjusted for long term trends, seasonal and 
calendar effects but not temperature. In the plot on the right, the residuals are 
additionally adjusted for temperature using a linear plus a quadratic term for maximum 
temperature. Each point represents the mean of 15 adjacent observations in order of 
increasing levels of temperature. A nonparametric smoother was run-through the data 
using a spline routine [SAS,1991 a] to indicate the shape of these relationships. 
5.1.3. Autocorrelation 
The final step in developing the core model was to allow for any remammg 
autocorrelation in the data. Autoregressive models were used to identify the order of the 
process and to estimate the parameters. The statistics and the Partial Autocorrelation 
Function (PACF) plots produced by those models were examined first for the raw data, 
and subsequently for the residuals after each stepwise adjustment. Taking the all cause 
mortality in the elderly as an example we can observe that the P ACF plot of the raw data 
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showed significant autocorrelation up to lag 8 suggesting an AR(8)-process at least (Fig 
5.4 (a)). As different patterns were filtered from the data the PACF plots change (Fig 5.4 
(b) to (f)). When long term trends and the 1 year cycle are filtered the PACF is down to an 
AR(2)-process with small coefficients (Fig 5.4 (c)). After adjustment for season, trend and 
calendar effects most of the serial correlation in the residuals has disappeared. However, 
the partial autocorrelation function still points to an AR( 1) process but with a small 
coefficient ofapproximateiy 0.15 (Fig 5.4 (e)). 
The final model allowing also for meteorological variables still indicates an AR(l)-
process with a coefficient of 0.11, statistically significant at the 5% level (Fig 5.4 (f)). 
Therefore, the final model included an autoregressive parameter of order one (AR-I) to 
allow for this remaining autocorrelation. 
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Fig 5.4 - Partial autocorrelation function for all cause mortality in the elderly. (a) unadjusted data. 
(b) adjus'ted for long term trends. (c) adjusted for 1 and 2 years cycles. (d) adjusted for 
all sine and cosines. (e) adjusted for day of week, holidays and strikes. (f) fully adjusted 
model (including meteorological variables). 
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For the other outcomes the PACF plots were very similar with decreasing degrees of 
autocorrelation as the model was fitted. However, for these other outcomes, the 
adjustment for trend, seasonality, calendar effects and meteorology was enough to 
completely account for the autocorrelation. This means that all the autocorrelation 
originally observed for these outcomes before adjustment for confounding was explained 
by those extraneous factors now included in the model. Therefore, no additional 
correction for serial correlation was needed for these outcomes. 
A swnmary of the core model for each outcome is presented in Table 5.2. The table 
includes all variables used to adjust for long, medium and short term temporal patterns 
present in the data plus the meteorological variables and highlights the variables that were 
selected for each outcome. The residuals of these models were then plotted against the 
time period to examine if there were signs of temporal and seasonal patterns still not 
adjusted for. As observed in the example of Figure 5.5 the core model was successful in 
controlling for all these patterns. 
Table 5.2- Variables selected for the core model of each mortality outcome. 
> 65 ~~a[§ gld < 5 ~ears old 
all causes respiratory cardiovascular respiratory pneumonia 
indicators for years X X X 
trend (linear+quadratic) X X X 
2 years X X X 
1 year X X X X X 
9 months X X X X X 
7 months X X 
6 months X X X X 
5 months X X X X 
4 months X 
31/2 months X 
3 months X 
79 days X X 
74 days X 
69 days X X X 
2 months X X 
days of week X X* X X* X* 
holidays X 
transport, strikes X 
health services strikes X X 
temperature L+Q L+Q 3-piecewise 3-piecewise 3-piecewise 
(maximum) (mean) (maximum) (mean) (mean) 
humidity minimum maximum maximum minimum minimum 
• not statistically significant at the 10% level 
L +0 = Linear plus quadratic terms 
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Fig 5.5 - Plot of the residuals of all causes mortality in the elderly from the core model adjusting for 
long and short temporal trends, plus meteorological variables versus time. A non-
parametric smooth curve was run-through the data to indicate any remaining seasonal 
variability in the data. 
5.2. MAIN FINDINGS 
Poisson regression models allowing for overdispersion and, in the case of all cause 
mortality in the elderly, for auto correlated errors were used to estimate the coefficients of 
air pollution variables for mortality for different causes and ages. In addition, Relative 
Risks (RR) of death were calculated by exponentiating the coefficients with natural base 
e. These RR were calculated in relation to a change from the 10111- to the 90111 centile in 
levels of each air pollutant. The actual values representing these changes for the three year 
period of the mortality analysis were: 
• PM lO ~ 64.2 1l9/m3 
• S02 ~ 20.2 1l9/m3 
• N02 ~ 180.9 1l9/m3 
• 0 3 ~ 106.0 1l9/m3 
• CO ~ 5.1 ppm 
Some Relative Risks were also calculated for a 100 Ilg/m3 increase in levels of some of 
these pollutants (or 10 ppm increase in levels of CO) in order to have results comparable 
to the published literature. 
All the analyses were performed for levels of pollutants on the same day and lagged one 
and two days. The graphs displayed in this section will show the results for all lags 
studied. However, the tabulated results presented here are only for the most statistically 
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significant lag, i.e., for the lag with the smaller p-value. Therefore, the coefficient 
estimates presented are the ones least likely to have occurred by chance. Full tables with 
all coefficients and Relative Risks can be found in Appendix B. 
5.2.1. Results for the Elderly 
Single pollutant models showed significant effects of PM IO, S02 and 0 3 for all cause 
mortality in the elderly (Fig 5.6). For PM IO the effect was largest with measures of 
pollution on the same day. For S02 and Ozone, a one-day and two-days lagged effect 
respectively gave the largest coefficient. CO and N02 showed positive relationships with 
mortality for all causes (for some lags) although these were not statistically significant. 
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Fig 5.6 - Relative Risks (RR) and 95% CI for all causes mortality excluding external causes in the 
elderly for a change in daily levels of pollutants from the 10th to the 90th centile. Effect at 
the same day (left-most), lagged one and two days (middle and right-most) . 
After adjusting for long term trends, seasonality, calendar effects and for meteorology, an 
increase from the 10th to the 90th centile in the levels of PM IO or S02 was associated with 
a 3.3% increase in daily mortality in the elderly (Table 5.3). A slightly lower effect was 
observed for 0 3 (2.3%), followed by CO (2.0%) and for N02 (l.3%). 
In order to have comparable results with previous published studies, the Relative Risks 
were also estimated for a 100 J.lg/m3 increase in levels of PM IO and S02' In this case, the 
additional mortality due to this increase in PM IO was 5% and for S02 it was 17%. In 
contrast with the published literature concerning health effects of outdoor air pollution, 
S02 exhibited a '~ stronger ' effect in all cause mortality in the elderly in Sao Paulo. 
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Table 5.3 - Poisson regression coefficients for unit change in single pollutant models and Relative 
Risk (RR) of death for all cause mortality (excluding external causes) in people aged 
65 years or older for an increase from the 101ll to the 901ll centile in levels of air 
pollutants. 
coefficient Std Err RR 95%d 
PM lO 0.499 0.209 1.033 (1 .006 - 1.060) 
S02 (lag 1) 1.611 0.612 1.033 (1 .008 - 1.058) 
N02 (lag 1) 0.069 0.057 1.013 (0.992 - 1.033) 
0 3 (lag 2) 0.213 0.108 1.023 (1 .000 - 1.046) 
CO 3.967 2.459 1.020 (0.996 - 1.046) 
coefficients and Standard Error (SE) X 103 
Results at lag zero otherwise stated 
For cardiovascular deaths in the elderly similar results were found (Fig 5.7 and Table 5.4). 
Significant associations with PM IO, S02 and CO were observed. Consistently, the 
coefficients were larger in the same lag period observed for all cause mortality. The 
magnitude of the association was relatively the same, i.e. around a 4% increase in daily 
deaths for an increase from the 10th to the 90th centile in the levels of each of those air 
pollutants. 
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Fig 5.7 - .Relative Risks (RR) and 95% CI for cardiovascular mortality in the elderly for a change in 
daily levels of pollutants from the 101ll to the gOIll centile. Effect at the same day (left-
most) , lagged one and two days (middle and right-most) . 
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Table 5.4 - Poisson regression coefficients for a unit change in single pollutant models and 
Relative Risk (RR) of death for cardiovascular mortality in people aged 65 years or 
older for an increase from the 10!!! to the 90!!! centile in levels of air pollutants. 
coefficient Std Err RR 95%CI 
PM 10 0.584 0.287 1.038 (1 .001 - 1.076) 
S02 (lag 1) 2.136 0.846 1.044 (1 .010 - 1.080) 
N02 (lag 1) 0.078 0.079 1.014 (0.986 - 1.043) 
0 3 0.288 0.165 1.031 (0.996 - 1.067) 
CO 7.839 3.329 1.041 (1 .007 - 1.076) 
coefficients and Standard Error (SE) X 103 
Results at lag zero otherwise stated 
The risks for a 100 Jlg/m) increase in PMIQ and S02 was respectively 6% and 23%. Ozone 
and N02 also showed positive associations with Relative Risks around 1.02 or 1.03 
respectively. However, these risks were not statistically significant at the 5% level. 
Deaths due to respiratory diseases in the elderly also exhibited positive associations with 
all the major air pollutants (Fig 5.8 and Table 5.5). The increase in daily respiratory 
mortality was around 6% for PMIQ, 5% for 0), 4% for S02' and 3% for N02. However, 
these associations were mostly not statistically significant with the exception ofPMIQ. For 
this pollutant the Relative Risk was 1.06 and it was slightly larger when levels of PMIQ 
were lagged by one day. 
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Fig 5.8 - Relative' Risks (RR) and 95% CI for respirato~ diseases mortality in the elderly for a 
change in daily levels of pollutants from the 10ll to the 90!!! centile, Effect at the same 
day (left-most), lagged one and two days (middle and right-most) . 
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Although the coefficients were not significant for S02' the pattern of the relationship for 
this pollutant was similar to other causes of death (all causes and cardiovascular diseases), 
i.e. the strongest effect was present when S02 was lagged one day. Relative Risks for CO 
at all lags were close to 1.0. The p-value for 2 days lag was slightly lower (p=0.5), so the 
estimate at lag 2 is presented in table 5.5. 
Table 5.5 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for respiratory mortality in people aged 65 years or older for an increase from 
the 101h to the 901h centile in levels of air pollutants. 
coefficient Std Err RR 95%CI 
PM10 (lag 1) 0.910 0.423 1.060 (1.005-1.118) 
S02 (lag 1) 1.937 1.456 1.040 (0.981 -1.101) 
N02 (lag 2) 0.168 0.136 1.031 (0.982 - 1.082) 
0 3 (lag 2) 0.467 0.268 1.051 (0.994 - 1.111) 
CO (lag 2) -3.854 5.634 0.981 (0.927 - 1.037) 
coefficients and Standard Error (SE) X 103 
Results at lag zero otherwise stated 
5.2.2. Results for Children 
For the effect of air pollutants on mortality due to respiratory diseases, or more 
specifically due to pneumonia, in children under 5 years of age none of the results were 
statistically significant at the 5% level. The coefficients showed stronger and positive 
patterns for S02 and CO (Figures 5.9 and 5.10). Ozone had also a positive effect when 
lagged by one day. For an increase from the 10th to the 90th centile in the levels of S02 
and CO an increase in mortality of 9% was found for respiratory deaths. For the same 
increase in levels of 0 3, a 6% increase in mortality was observed. 
With the exception of 0 3, which exhibited approximately the same size of effect, most 
coefficients for pneumonia deaths in children under 5 years of age were larger, compared 
to all respiratory deaths in children. However, as mentioned before, none of these 
coefficients attained statistical significance (Table 5.7). 
The largest effects were again for CO and S02' For an increase from the 10th to the 90th 
centile 'in levels.of CO, an increase in mortality for pneumonia in children of 14% was 
predicted by the model. For S02 the increase in daily mortality was 11 %. 
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Fig 5.9 - Relative Risks (RR) and 95% CI for respiratory diseases mortality in children under 5 
years of age for a change in daily levels of pollutants from the 10!!l to the 90!!l centile. 
Effect at the same day (left-most), lagged one and two days (middle and right-most) . 
Table 5.6 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for respiratory diseases in children aged 5 years or younger for an increase from 
the 10!!l to the 90111 centile in levels of air pollutants. 
coefficient Std Err RR 95% CI 
PM10 (lag 1) -0.902 1.210 0.944 (0.810 -1 .098) 
S02 4.071 3.234 1.086 (0.955 - 1.233) 
N02 (lag 1) -0.455 0.367 0.921 (0.807 - 1.047) 
0 3 (lag 1) 0.525 0.674 1.057 (0.918 - 1.215) 
CO 16.145 13.277 1.086 (0.950 - 1.238) 
coefficients and Standard Error (SE) X 103 
Results at lag zero otherwise stated 
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Fig 5.10 - Relative. Risks (RR) and 95% CI for pneumonia deaths in children under 5 years of age 
for a change in daily levels of pollutants from the 10!!l to the 90111 centile. Effect at the 
same day (left-most) , lagged one and two days (middle and right-most) . 
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Table 5.7 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for pneumonia in children aged 5 years or younger for an increase from the 101ll 
to the 90111 centile in levels of air pollutants. 
coefficient Std Err RR 95%CI 
PM10 0.627 1.126 1.041 (0.900 -1.196) 
S02 5.052 3.636 1.107 (0.959 - 1.280) 
N02 (lag 2) 0.425 0.396 1.080 (0.931 - 1.236) 
0 3 (lag 1) 0.563 0.753 1.061 (0.934 - 1.284) 
CO (lag 2) 25.997 15.888 1.141 (0.962 -1.321) 
coefficients and Standard Error (SE) X 103 
Results at lag zero otherwise stated 
In spite of the failure to find a statistically significant effect of air pollutants on mortality 
in children under 5 years of age for all respiratory diseases or for pneumonia infections, it 
should be noted the consistency of the results within these two groups of causes of 
mortality and between them and the mortality in the elderly. 
5.2.3. Effects by Season 
Although the analysis conducted so far were adjusted for seasonality and weather-related 
indicators like temperature and humidity, it was decided to investigate whether the effects 
on mortality associated with exposure to air pollution could still be dependent on season. 
The four seasons in Brazil, and particularly in Sao Paulo are not as distinct as they are in 
more temperate climates. Therefore, the period covered by the mortality data was divided 
into only two seasons, 'cool' and 'warm'. The cool season included the winter period plus 
the second half of autumn and the first half of spring. The remaining period was 
considered to be the warm season. 
In order to examine the possible modification of the effect of air pollutants by season, a 
model for all cause mortality in the elderly was fitted having an interaction term between 
season and each air pollutant. The effect estimates for each pollutant for the two seasons 
were cal~ulated and the Relative Risks plotted in Figure 5.11. It can be seen that PM)o, 0 3 
and N02 showed larger effects during the warm season. In addition, the effect of 0 3 in the 
warm season W<lS statistically significant at the 5% level. 
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Fig 5.11 - Relative Risks (95% CI) for all cause mortality in the elderly for an increase from the 
10l!:! to the 901h centile in levels of pollutants by season (c=cool and w=warm season) 
Although the effect of PM IO on all cause mortality in the elderly was larger during the 
warm season, the smaller effect during the cool season was of borderline significance. For 
S02 and CO the effects were higher and statistically significant at the 5% level during the 
cool season. Nevertheless, it should be mentioned that the effect modification by season 
was only statistically significant for 0 3 (p=O.009) and of borderline significant for CO 
(p=O.075). 
5.2.4. Multiple Pollutant Models 
So far we have investigated the effects of air pollutants on health through single pollutant 
models. It was observed that more than one pollutant showed statistically significant 
associations with all cause mortality and cardio-vascular mortality in the elderly. 
However, individuals are not exposed to one pollutant at a time but to a mix of air 
pollutants present in the air. Trying to isolate the individual effect of each pollutant to 
distinguish the most damaging agent is a difficult task. Air pollutants in urban areas 
usually share the same sources of emission and frequently exhibit a high degree of 
collinearity. Therefore, the inclusion of two or more highly correlated pollutants 
simultaneously ~!l a model may lead to estimation problems. 
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Nevertheless, in an attempt to identify which pollutant is mainly responsible for the 
identified health effects we conducted a multiple pollutant analysis as the step after single 
pollutant fitting. It was decided to include in the same model only the pollutants that 
showed significant effects at the single-pollutant level and analysis we~e performed for all 
cause mortality and for cardiovascular mortality in the elderly. The results of this 
approach are shown in Table 5.8 and 5.9. 
Table 5.8 - Regression coefficients (SE) (X103) from single and multiple pollutant models for all 
cause mortality in the elderly in sao Paulo, Brazil, 1991-1993. 
single pollutant two-pollutant two-pollutant two-pollutant three-pollutant 
model model model model model 
PM10 0.50 (0.21) 0.30 (0.23) 0.43 (0.22) 0.24 (0.24) 
802 1.61 (0.61) 1.26 (0.69) 1.56 (0.63) 1.31 (0.70) 
03 0.21 (0.11 ) 0.16 (0.11 ) 0.16 (0.11 ) 0.14 (0.11) 
When PM 10 and S02 were included in the model for all cause mortality simultaneously, 
they both have their coefficients decreased with slight increases in the standard errors. 
However, while S02 had a decrease of 20% in its parameter e~timate, PM IO had a 
reduction of 40%. When these two pollutants were analysed in the same model with 
Ozone, S02 was nearly unaffected while PM IO lost around 15% of its effect estimate. In 
both cases the parameter estimate for 0 3 showed decreases of 24-27%. 
In a three-pollutant model we can observe that all pollutants exhibit substantial decreases 
in their parameter estimates. The reduction is greater for PM IO (53%), followed by 0 3 
(36%) and S02 (20%). Note that the standard error increased similarly for PM IO and S02 
while for 0 3 it remained unaffected. Similar results were observed in the multiple 
pollutant models for cardiovascular diseases in the elderly (Table 5.9). 
PM IO showed greater reductions than S02 both when analysed together and when 
examined against Carbon Monoxide. In the three-pollutant model PM IO exhibits the 
largest decrease in the coefficient estimate, followed by CO. In all cases the standard 
errors presented. increases proportionally smaller than the coefficients. 
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Table 5.9 - Regression coefficients (SE) (X103) from single and multiple pollutant models for 
cardia-vascular mortality in the elderly in Sao Paulo, Brazil, 1991-1993. 
single pollutant two-pollutant two-pollutant two-pollutant three-pollutant 
model model model model model 
PM10 0.58 (0.29) 0.31 (0.32) 0.36 (0.31) 0.14 (0.34) 
S02 2.14 (0.85) 1.72 (0.95) 1.70 (0.89) 1.55 (0.96) 
CO 7.84 (3.33) 6.13 (3.64) 5.81 (3.49) 5.33 (3.68) 
The above results showed that S02 exhibited the smaller reductions either in a two-
pollutant or three-pollutant models. This robustness can be interpreted as an indication 
that the association is stronger for this air pollutant. The large fall in the magnitude of the 
coefficient estimates for other pollutants suggests that they are less likely to be acting as 
risk factors for mortality in the elderly. 
5.2.5. Harvesting Effects 
Another question explored in this analysis was whether at least part of the of daily deaths 
associated with exposure to air pollution occurred in already compromised persons who 
would have died anyway in the immediate future without any elevation in air pollution. 
This assumption is supported by the observation of stronger effects of the high level 
episodes on higher age groups and in those chronically ill [Abercrombie, 1953]. The 
bringing forward of deaths in these individuals by a few days or weeks has been tenned as 
'mortality displacement' or sometimes as the 'harvesting effect' [Spix et al,1993; Spix et 
al,1996]. 
This would imply that after an episode of air pollution and/or adverse weather 
circumstances (with resulting excess of deaths), a drop in mortality would occur a few 
days later since the pool of vulnerable individuals would be depleted. To verify if such a 
phenomenon was present in the mortality series in Sao Paulo, even though no extremely 
high episodes occurred during the studied period, several lags of PM IO were included 
simultaneously in a model for all cause mortality in the elderly. The coefficients obtained 
were plotted in Figure 5.12. 
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It can be seen that there is a positive effect of PM IO on the same day which persists up to 
one day. Then, a negative effect for lags 2 and 3 days is observed, which means a deficit 
of deaths during these days consistent with the harvesting phenomenon. These lagged 
variables for PM IO are obviously highly correlated and therefore, the coefficients are 
unlikely to be statistically significant when obtained simultaneously from the same 
model. Nevertheless, the patterns for lags 0 and 1 are quite distinct from lags 2 and 3 days 
and is unlikely that they have occurred by chance. From the fourth day onwards this 
previous pattern seems to repeat but point estimates are much closer, there is much 
variability and chance alone could explain them. Similar results were obtained for 
cardiovascular and respiratory mortality. 
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Fig 5.12 - Plot of coefficients of PM lO (x10 ) for different lags, in a model for all cause mortality in 
the elderly in Sao Paulo, Brazil, 1991-1993. 
Another mechanism of the harvesting effect could be a change in population vulnerability, 
or to put it another way, following an episode of increased mortality the size of the 
susceptible population would become smaller as a result of the depletion of the more 
vulnerable individuals. The lower coefficient evident for winter deaths (5.2.3) is 
consistent with such a phenomenon. Consequently, the effect of air pollution on mortality 
after this period would also be smaller. The exact duration of this subsequent period of 
lower effect of air pollution is not known but it is very likely to be dependent on the size 
of the s!llall, highly vulnerable subset of the population we assume the majority of the 
deaths comes from, and on the intensity of the harvesting effect. 
In a study in "Germany, Spix and collaborators [Spix et al,1996] investigated the 
harvesting effect by introducing into the regression model a variable summarising the sum 
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of deviations of the observed counts from the number of expected deaths. This variable 
was introduced as an effect modifier of the air pollution variable and they found that the 
mean of the previous 18 days provided the best fit for such analysis. 
In this present investigation, it was decided to explore the duration of the harvesting effect 
in terms of short, medium and long-term effect. The general hypothesis was that 
unusually high mortality would reduce the population of highly vulnerable individuals, 
which would be manifested as a reduced risk of mortality related to levels of air pollution. 
This was investigated as four secondary hypotheses on different time scales: 
• exceptionally high deaths on one day will reduce the vulnerability of the population to 
air pollution over a short-term period (the following 3 days). 
• exceptionally high deaths on one day will reduce the vulnerability of the population to 
air pollution over a short to medium term period (the following week). 
• exceptionally high deaths during one week will reduce the vulnerability of the 
population to air pollution over a medium term period (the following month). 
• exceptionally high deaths during four weeks will reduce the vulnerability of the 
population to air pollution over a long term period (the following 3 months). 
In an attempt to test these hypothesis, four indicator variables were created (FI-F4 ) to 
indicate periods following increased mortality. When the highest daily number of deaths 
in the previous 3 days was equal or greater than the 80th percentile, then F 1 was set to 1 
(otherwise F 1=0). Similarly, F2 indicated a high mortality period in the previous 7 days, 
F 3 indicated a high weekly mortality in the previous month, and F 4 indicated a high 
monthly mortality in the previous 3 months. All cause mortality in the elderly excluding 
deaths due to external causes was used for this analysis. 
These indicator variables were created after filtering the mortality data for long-term 
trends and one-year cycle. If unfiltered data were used, these indicators, especially the 
medium to long term ones, would be reflecting mainly the winter periods, when mortality 
is usually higher, and the more recent experience due to an expanding population. 
Filtering the long term trend and one year cycle was sufficient to smooth the data to a 
convenient degree (Fig 5.13). Additional analysis based on data filtered also for 
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meteerological variables were explered. Hewever, this extra filtering did net make any 
substantial change to' the earlier analyses. 
These indicater variables were then used in a full medel for all cause mertality in the 
elderly with an interaction term between the indicater and PM IO to' identify if the PM IO 
effect weuld be reduced during periods follewing increased mertality. The results of these 
analyses are summarised in table 5.10. 
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Fig 5.13 - Plot of the residuals of all cause mortality in the elderly before (left) and after (right) 
filtering for long term trend and one year cycle. 
Fer all cause mertality, it can be ebserved that the effect efPM IO in days fellewing a high 
mertality peried are censistently lower than the effect after a peried ef nermal er lew 
mertality. This effect is ebserved in a shert-term peried (3 to' 7 days) and medium to' leng-
term period (ene to' three months). The decrease in coefficients ranges frem 25 to' 57%. 
Hewever, nene ef the interaction terms tested were significant at the 5% level (p-values 
fer the interaction terms in each model ranged from 0.4 to 0.75). 
For cardiovascular diseases there is no evidence of short-term harvesting effect since RR 
are approximately similar er even higher fellewing perieds of high mertality. It ceuld be 
hewever, that the harvesting effect for this deaths happens in a mere medium term scale. 
The cO'efficient was lewer during a month following at least ene week with increased 
mortality. No evidence of harvesting effect ceuld be observed fer respiratery diseases 
mortality in tHe elderly. There might be an indication on the very shert term with 
coefficients lower when follewing a period of high mertality in the previeus 3 days. 
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To accomplish such an analysis, 11 different agegroups were defined. These included the 
agegroup of under 5 years of age which was examined previously in this study and 
additional agegroups defined as having an approximately similar number of individuals 
(Table 5.11). The outcomes used here were all cause mortality excluding external causes 
and respiratory mortality. These two outcomes were selected because they were the only 
ones that could provide sufficient numbers for the analysis of each separate agegroup. 
Nevertheless, for the agegroup of 5 to 12 years old only a few numbers of deaths were 
available for this analysis. As examined in chapter 4, neonatal deaths are strongly related 
to perinatal causes and were, therefore, excluded from this analysis. 
The complete model building procedures were then performed for each separate agegroup 
to find the appropriate control variables to adjust for long, medium and short term 
temporal and meteorological patterns. It was decided to perform the model building for 
each agegroup because there might be different patterns of seasonality for people at 
different ages which could have been missed if the model building were conducted only 
on the aggregated dataset. A satisfactory degree of filtering for seasonal and temporal 
patterns was confirmed by spectral analysis of the residuals for each different agegroup 
and for both outcomes. In addition, the residuals were also examined for autocorrelation. 
One agegroup for each different outcome exhibited autocorrelation of order 1 after the 
filtering procedures. 
Table 5.11 - Distribution of deaths according to different agegroups and percentage (%) of 
respiratory deaths in relation to all non-accidental deaths 
agegroup All causes Respiratory Respiratory as 
% of all causes 
<5 6031 2351 39.0 
5 to 12 737 144 19.5 
12 to 40 16520 2004 12.1 
40 to 50 15358 1379 9.0 
50 to 60 17697 1614 9.1 
60 to 65 13317 1329 10.0 
65 to 70 15171 1771 11.7 
70 to 75 14861 1972 13.3 
75 to 80 15443 2381 15.4 
80 to 85 13054 2390 18.3 
85 or + 14525 2977 20.5 
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Then, Poisson regression analysis was perfonned for each separate agegroup using PM 10 
as the exposure variable. The coefficients obtained were transfonned into Relative Risks 
and plotted (Fig 5.14 and 5.15). It can be seen that practically no effect was observed for 
PM IO on all cause mortality up to the age of 65 years old. For the elder groups there were 
positive associations although for the agegroup 75-80 years old the Relative Risk was 
close to unity. For respiratory mortality there were positive effects of PM IO for the 
agegroup 5-12 and 40-50 years old and then again for individuals older than 65 years of 
age in a pattern similar to all cause mortality. The effects for respiratory mortality were 
somewhat larger than for all cause mortality. 
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Fig 5.14 - Relative Risks (95% CI) for all cause mortality for an increase from the 10!!! to the 9o!!! 
centile in levels of PM 10 according to agegroup. (Individual fitting) 
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Fig 5.15 - Relative Risks (95% CI) for respiratory mortality for an increase from the 10!!! to the gO!!! 
centile in levels of PM10 according to agegroup. (Individual fitting) . Upper limits for 
agegroups 5-12 and 40-50 are 1.50 and 1.30 respectively. 
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However, these results were obtained from individual analysis of each agegroup. To 
assess a possible modification of the effect of PM IO by age the 11 different agegroups 
were aggregated into a single dataset with the counts of deaths of each group identified by 
a categorical variable 'age'. A Poisson regression was then performed'on this new dataset 
with adjustment for overdispersion, having all cause or respiratory mortality as the 
outcome, using PM IO as the exposure, and age group, the potential effect-modifier, treated 
as a categorical variable. 
The model testing the interaction term of PM IO with 'age' was adjusted for trend, cyclical 
patterns and and meteorological confounders by using all control variables selected 
previously in any of the separate agegroup analyses. This approach risks overspecifying 
the model but this should not lead to biassed Relative Risks. 
The significance of the interaction between agegroup and pollution was assessed by a 
Log-Likelihood Ratio Test. It was technically impossible to include a term for 
autocorrelation while testing the interaction term. Nevertheless, the magnitude of the error 
introduced to the standard error by the remaining autocorrelation is expected to be small 
when serial correlation in the data is low (around 0.1-0.2 in this study) [Schwartz et 
al,1996]. The results of these analyses are plotted in Figures 5.16 and 5.17 and detailed in 
tables 5.12 and 5.13. 
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Fig 5.16 - Relative Risks (95% CI) for all cause mortality for an increase from the 10!!! to the 90!!! 
centile in levels of PM lO according to agegroup. (Interaction analysis) 
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Table 5.12 - Poisson regression coefficients and Relative Risk (RR) of death for all causes for an 
increase from the 10lll to the gO!!! centile in levels of PM10 according to agegroup. 
coefficient Std Err RR 95%CI 
PMlO*age <5 -0.549 0.495 0.97 (0.907 -,1.027) 
PMlO*age 5-12 -1.202 1.395 0.93 (0.774 -1.100) 
PM10*age 12-40 -0.759 0.313 0.95 (0.916 - 0.991) 
PMlO*age 40-50 -0.503 0.322 0.97 (0.930 - 1.008) 
PMlO*age 50-60 -0.190 0.301 0.99 (0.951 - 1.026) 
PM10 *age 60-65 -0.204 0.341 0.99 (0.945 - 1.030) 
PM10*age 65-70 0.897 0.316 1.06 (1.018 -1.102) 
PM10*age 70-75 0.511 0.321 1.03 (0.992 - 1.076) 
PM10*age 75-80 0.800 0.314 1.05 (1.012 -1.095) 
PM10 *age 80-85 0.569 0.340 1.04 (0.994 - 1.082) 
PM10 *age 85+ 1.423 0.319 1.10 (1.052 -1.140) 
coefficients and Standard Error (SE) X 103 
This analysis confmned that the effect of PMIO on mortality for all non-accidental causes 
varies according to age. There is a negative effect for the agegroups under 5,5 to 12, 12 to 
40, and 40 to 50 years old although it is only statistically significant for the group 12 to 40 
as indicated by the Relative Risk and 95% confidence interval. There is no evidence at all 
of effect for the agegroups up to 65 years old. Over the age of 65 there is a clear and 
statistically significant positive effect of PMIO• The effect modification of PMIO by age 
was statistically significant with a Log Likelihood Ratio test statistic of 63.5 for 10 
degrees of freedom (p<0.001). 
Differently from all cause mortality, the effect of PM 10 on respiratory deaths was positive 
(but not statistically significant) for agegroups 5-12 and 40-50 years. However, again 
there were more positive effects for older ages. The interaction term for PM 10 and age was 
not statistically significant at the 5% level. The Log Likelihood Ratio test statistic was 
14.2 for 10 degrees of freedom (p>0.10). This could be due to a lesser number of 
observations available for this analysis. Alternatively, there is a possibility that the effect 
of pollution on respiratory mortality really exists at all ages. Note that the larger 
confidence interval for the agegroup 5-12 years old in both analyses is due to the much 
lower numbers of deaths in this agegroup. 
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Fig 5_17 - Relative Risks (95% CI) for respiratory mortality for an increase from the 10lh to the 90lh 
centile in levels of PM10 according to agegroup. (Interaction analysis). Upper limit for 
agegroup 5-12 is 1.60. 
Table 5.13 - Poisson regression coefficients and Relative Risk (RR) of death for respiratory 
diseases for an increase from the 101b. to the 90!!! centile in levels of PM10 according to 
agegroup. 
coefficient Std Err RR 95%CI 
PM10*age <5 -0.034 0.819 1.00 (0.899 - 1.105) 
PMlO*age 5-12 1.753 3.036 1.12 (0.753 -1 .619) 
PM10*age 12-40 -1 .668 0.906 0.90 (0.801 - 1.006) 
PM10*age 40-50 0.814 1.030 1.05 (0.924 - 1.198) 
PMlO *age 50-60 -1.168 0.991 0.93 (0.818 - 1.050) 
PMlO*age 60-65 0.224 1.059 1.01 (0.887 - 1.157) 
PM10*age 65-70 -0.157 0.933 0.99 (0.879 -1 .112) 
PMlO*age 70-75 1.040 0.871 1.07 (0.957 - 1.192) 
PMlO*age 75-80 0.186 0.812 1.01 (0.913 -1 .120) 
PM10 *age 80-85 1.014 0.799 1.07 (0.964 - 1.179) 
PMlO*age 85+ 1.281 0.723 1.09 (0.991 - 1.188) 
coefficients and Standard Error (SE) X 103 
In conclusion, it seems that there is a modification of the effect of PM IO by age with 
positive and statistically significant effects more frequent for individuals over 65 years of 
age. However," this effect is more evident when considering mortality for all causes 
excluding accidents and violent deaths. Identical analysis for respiratory deaths showed 
some evidence for this pattern but with less consistent results. 
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A similar approach was used to investigate if there are any differences in the effect of air 
pollution exposure according to socio-economic status of the individuals. Each death was 
assigned to one of the four socioeconomic strata based on classifying the residential 
address. For this analysis only deaths due to all causes in the elderly were used. Model 
building procedures were again used to identify the control variables for each specific 
group. The final core model included control variables for seasonality and temporal trends 
which had been selected for each group of counts of deaths. A classification variable 
taking values from 1 to 4 was used to indicate the socio-economic status of the areas of 
residence of each death. Again, Poisson regression allowing for overdispersion but not for 
auto correlated errors was used. 
It could be seen that there were limited differences in the association of deaths for all 
causes with air pollution in the elderly according to the socioeconomic conditions of the 
place of residence (Fig 5.18 and table 5.14). There is a slight increase in risk for 
individuals who lived in more wealthy areas compared to more deprived ones. These 
differences were not large enough to provide a statistically significant effect modification 
by socio-economic status (Log-Likelihood Ratio test statistic = 1.95 for 3 degrees of 
freedom (p>O.5)). 
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Fig 5.18 - Relative Risks (95% CI) for all cause mortality in the elderly for an increase from the 
10!!! to the 90!!! centile in levels of PM 10 according to a socioeconomic classification. 
Level 1 are the poorer individuals while level 4 are the richer ones. (Interaction 
analy?is) 
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Table 5.14 - Poisson regression coefficients and Relative Risk (RR) of death for all causes in the 
elderly for an increase from the 10!!:! to the gO!!:! centile in levels of PMlO according to 
socioeconomic status. 
coefficient Std Err RR 95%CI 
PM10*SES 1 0.175 0.300 1.01 (0.974 -1.050) 
PM1Q*SES 2 0.496 0.267 1.03 (0.998 - 1.067) 
PM10*SES 3 0.449 0.334 1.03 (0.987 - 1.073) 
PM10*SES 4 0.712 0.349 1.05 (1.002 - 1.094) 
coefficients and Standard Error (SE) X 103 
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TIME SERIES: HOSPITAL ADMISSIONS 
This chapter presents the results of the time series analysis of daily counts of hospital 
admission for children in relation to air pollution in the city of Sao Paulo. The time period 
covered by these data is different from the one used in the mortality analysis. 
Consequently, air pollutants and all other covariates comprised a slightly different dataset. 
These differences have already been highlighted in the methods and descriptive analysis 
chapters. Nevertheless, the approaches used for this analysis were essentially the same as 
those used before for mortality. Therefore, the detailed results of each step in the model 
building procedures are only briefly summarised. As mentioned before, the analysis of 
hospital admissions was restricted only to children under 5 years of age and for a selection 
of diagnoses. .. 
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6.1. MODEL SELECTION PROCESS 
As with some of the mortality analysis, the model selection for hospital admission was 
performed using simple linear regression with a log-transformed outcome. At each step, 
the inclusion of a variable in the model was assessed by F-tests. The procedures used 
were the same as described for the analysis of mortality data, namely spectral analysis of 
residuals, use of diagnostic plots to confirm the adequacy of the variables selected, cross-
correlation functions for temperature and the assessment of autocorrelation. Therefore, 
this section will only highlight the main differences noted when modelling the hospital 
admissions outcomes. The variables selected for this part of the study were admissions for 
all respiratory diseases in children under 5 years old, pneumonia infections in children 
under 5 and under 1 years old, asthma admissions in children under 5 and a control 
outcome diarrhoeal diseases in children under 5 years old. 
When adjusting for long term trends, seasonal patterns, and short term temporal effects, 
the first peculiarity noticed was the characteristic pattern of seasonality present in these 
data. After decomposing the raw series using spectral analysis and plotting the 
periodogram, large periodicities for periods around and above one year, one week (7 
days), 3.5 days and at 2 days were evident (Fig 6.1). These indicated firstly that, although 
smaller, there was also a long time trend pattern in this series as well as a periodical cycle 
of one year. Secondly, the weekly periodicity confirmed the suspicion that admissions to 
hospital would have a stronger day-of-week pattern due to inherent characteristics of the 
routine of medical care services. 
0,& 1.6 ,., , . 
F,equon<y 
Fig 6.,1 - Periodogram of the residuals of unfiltered log-transformed data for hospital admissions 
from alt respiratory causes in children under 5 years old. The vertical dotted line refers to 
a frequency equivalent to a period of two months. The 5 more prominent spikes 
identified in this graph refer to (from left to right) : long term trends, one year cycle, one 
week, 3.5 days and 2 days. 
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When testing and introducing variables to control for such periodicities it was noted that a 
time trend variable was not necessary in the model (except for pneumonia in <1 year) 
since its contribution was not statistically significant at the 10% level. Indicator variables 
for years were allowed into the models for pneumonia (both age-groups) and for 
diarrhoea. Nevertheless, when introducing the sine and cosine waves for a one year 
period, the long term periodicity present in the periodogram was then accounted for. Sine 
and cosine waves down to 2 months were then introduced into each model according to 
the significance of their contribution to the model fit. 
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Fig 6.2 - Periodogram of the residuals after adjustment for long term trends and seasohal and 
temporal patterns down to 2 months for hospital admissions from all respiratory causes 
in children under 5 years old. The vertical dotted line refers to a frequency equivalent to 
a period of two months . 
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Fig 6.3 - Periodogram of the residuals of the fully adjusted model including indicator variables for 
day of week and terms for meteorological variables for hospital admissions due to all 
respiratory causes in children under 5 years old. The vertical dotted line refers to a 
frequency equivalent to' a period of two months. 
After this step, the periodograms still exhibited a large spike at the period of one week 
which made all the other periodicities difficult to visualise (Fig 6.2). Indicator variables 
_ for each day ofl he week were then tested. Their contribution to the model ' s fit was highly 
significant and they were entered into the models. Public holidays were also significant 
for all models tested and were, therefore, included. As expected the inclusion of these 
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variables were responsible for removing the large weekly periodicities observed earlier as 
well as the two other smaller ones at 3.5 and 2 days producing a substantial change in the 
scale of the plot (Fig 6.3). No significant contribution was noted for strikes, either in the 
public transport provision or in the health services. 
Residuals of the models up to this point were adjusted for autocorrelation and then cross-
correlated with the residuals of the temperature variables, after applying the same core 
model. The cross-correlation function plots and tables allowed us to identify at which lag 
the effect of each indicator of temperature was greatest. Interestingly, lagged effects of 
temperature seemed to have a greater effect than measures taken on the same day. For 
admissions from all respiratory causes, from pneumonia in under 5 and from diarrhoea, 
the effect of temperature was larger when lagged by one day. For asthma the delay in 
effect seemed even greater since for this outcome a lag of three days provided the highest 
cross-correlation coefficient. For pneumonia in under one year old, measures of 
temperature on the same day were chosen. 
Subsequently, the adjusted residuals of each outcome were plotted against the four 
indicators of daily temperature at the appropriate lags. It was possible then to examine 
individually the shape of the relationship between temperature and hospital admissions. In 
contrast to mortality, the plots indicated that for mean and maximum temperature a linear 
relationship would adequately fit the data. On the other hand, for minimum and difference 
in daily temperature the patterns were not as clear suggesting non-linear or at least 
piecewise linear relationships. 
Therefore, as explained in section 2.1.2, linear, quadratic and piecewise linear functions 
were created for each measure of temperature based on the plots described above. This 
was an attempt to adjust for the effects of temperature on hospital admissions with 
flexibility for the different shapes of this relationship. These different functions were then 
tested in linear regression models to assess their contribution to the fit. The best 
contributions (as assessed by F-tests) were obtained by linear terms of maximum 
temperature. For asthma and pneumonia infections in under one years old, linear mean 
temperature gc1ve the best fit. 
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The next step was to select an appropriate measure of relative humidity. Linear and 
quadratic terms were tested using the same lag structure as for temperature. Linear terms 
for maximum or minimum relative humidity provided the best fit and were then 
introduced into the model. Similarly to mortality, there were no significant contributions 
from atmospheric pressure or precipitation in these models. 
The final core model produced for each outcome including controlling variables for time 
trends, seasonality and meteorological variables is summarised on Table 6.1. The 
residuals of these models were then plotted against the time period to examine if there 
were signs of temporal and seasonal patterns still not adjusted for. As observed in the 
example of Figure 6.4 the core model was successful in controlling for all these patterns. 
Table 6.1 - Variables selected for the core model of each hospital admissions outcome. 
all respiratory pneumonia pneumonia < 1 asthma diarrhoea 
indicators for years X X X 
linear trend X 
2 years X X X X X 
1 year X X X X X 
9 months X X X X X 
others up to 2 months X X X X X 
weekdays X X X X X 
holidays X X X X 
Temperature maximum maximum mean maximum mean 
Relative Humidity maximum maximum maximum minimum maximum 
-, 
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Fig 6.4 - Plot of the residuals of admissions for all respiratory causes from the core model 
adjusting for long and short temporal trends, plus meteorological variabl~s versus time. 
A non-parametric smooth curve was run-through the data to indicate any remaining 
seasonal variability in the data. 
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After all these adjustments, the residuals of the core model were then checked for the 
possibility of any remaining autocorrelation. Autoregressive models were again used. The 
statistics produced and the Partial Autocorrelation Function (P ACF) plots helped to 
identify remaining autocorrelation only for admissions for all respiratory causes and for 
pneumonia in under 5. For the other outcomes it seemed that the adjustment for trend and 
season was enough to correct the autocorrelation usually present in this type of data. 
The plot of the predicted values after each step in the model building is presented in 
Appendix C. The plots confIrmed the adequacy of the variables chosen as providing a 
good description of the data. 
6.2. MAIN FINDINGS 
Finally, the exposure variables were entered into the fmal core models produced for each 
outcome. Poisson regression models allowing for overdispersion and when necessary for 
auto correlated errors were used. Relative Risks were again calculated for an increment 
from the 10111 to the 90th centile in levels of each air pollutant. These values for the two 
year period covered by the hospital admission data were: 
• PM10 => 98.1 Jlg/m
3 
• S02 => 27.1 Jlg/m
3 
• N02 => 319.4 Jlg/m
3 
• 0 3 => 119.6 Jlg/m
3 
• CO => 6.9 ppm 
When necessary, some Relative Risks were also calculated for a 100J..lg/m3 increase in 
levels of pollutants (except for CO where a 10ppm increase was used) in order to have 
results comparable with the published literature. The analysis was first conducted for 
hospital admissions for all respiratory causes aggregated, i. e. including all specific causes 
of admissions that were later subdivided. Analyses were performed with levels of 
pollutants on the same day and lagged up to two days. The best lag was selected for the 
tables presented in this chapter but complete tables can be found in Appendix D. 
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Daily variations in levels of Ozone and N02 had positive effects on hospital admissions 
for all respiratory diseases in children under 5 years old. The coefficient estimate for 0 3 
reached the statistically significant 5% level while for N02 it was. only of borderline 
significance (Fig 6.5).. The effects of other pollutants were also positive but not 
statistically significant. The effects were larger at exposures on the same day for PMJO, 
N02, 0 3 and CO and at lag one day for S02' 
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Fig 6.5 - Relative Risks (RR) and 95% CI for admissions from all respiratory causes in under 5 
years old for a change in daily levels of pollutants from the 101ll to the 901ll centile. Effect 
at the same day (left-most), lagged one and two days (middle and right-most, 
respectively) . 
An increase from the 10th to the 90th centile in levels of 0 3 and N02 corresponded to a 5% 
and 6% increase in admissions for respiratory diseases in children under 5 years old. The 
Relative Risks for other pollutants were about 1.04 for PMJO and S02' and 1.02 for CO. 
The regression coefficients, standard errors, the Relative Risks and 95% Confidence 
Intervals for the asso~iation between air pollutants and hospital admission for all 
respiratory diseases are summarised in Table 6.2. 
The following step was to explore if an effect of air pollution variables could be observed 
in more specific causes of respiratory admission, namely pneumonia infections and 
asthma. Figurt:;, 6.6 displays the Relative Risks and 95% confidence intervals for 
admissions from pneumonia infections in children under 5 years of age associated with 
exposure to air pollution. 
141 
Chapter 6. Time Series: Hospital Admission 
Table 6.2 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) of 
hospital admission for all respiratory diseases in children under 5 years old. RR are for 
an increase from the 10ll!. to the 90ll!. centile in daily levels of each pollutant. 
coefficient 8td Err RR 95%CI 
PM10 0.403 0.286 1.040 0.985 - 1.099 
802 1.378 1.026 1.038 0.983 - 1.096 
N02 0.192 0.099 1.063 0.999 -1 .132 
0 3 0.438 0.211 1.054 1.003 -1 .107 
CO 2.387 3.397 1.017 0.971 - 1.065 
(coefficients and SE ) X 103 
Results are lagged one day for 802 and zero for the other pollutants. 
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Fig 6.6 - Relative Risks (RR) and 95% CI for admissions pneumonia infections in under 5 years 
old for a change in daily levels of pollutants from the 10ll!. to the 90ll!. centile. Effect at the 
same day (left-most), lagged one and two days (middle and right-most, respectively) . 
For pneumonia III under 5 years old, 0 3 and N02 showed positive and statistically 
significant associations at the 5% level. It can be noted that the magnitude of the effects 
and the lag pattern of the Relative Risks were similar to those of all respiratory 
admissions. Additionally, the estimates of effect for these pollutants were greater than for 
admissions for all respiratory diseases. An increase in N02 from the lOlD. to the 90th centile 
was associated with a 9% increase in hospital admissions for pneumonia in children under 
5 years old. For 0 3 this increase was estimated to be 8% (Table 6.3). 
When analysing the admissions for pneumonia only in children under one year old 
(excluding neonatal cases) it was noted that the risk estimates for PM IO and S02 were 
higher demonstrating a possibly stronger effect of these air pollutants on this age-group. 
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Moreover, the estimate of effect was statistically significant at the 5% level for PM IO and 
of borderline significance for S02 (Fig 6.7). For an increase from the 10th to the 90th 
centile in levels of PM IO, a 9% increase in admissions was observed. ,For S02' an increase 
of7% in admissions was associated with the same variation in pollution (Table 6.3). 
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Fig 6.7 - Relative Risks (RR) and 95% CI for admissions from pneumonia infections in under one 
years old for a change in daily levels of pollutants from the 10lb to the 901b centile. Effect 
at the same day (left-most), lagged one and two days (middle and right-most, 
respectively). 
Table 6.3 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) of 
hospital admission for pneumonia infections in children under 5 and under 1 years old. 
RR are for an increase from the 101b to the 901b centile in daily levels of each pollutant. 
coefficient Std Err RR 95%CI 
Pneumonia <5 
PM10 0.498 0.338 1.050 0.984 -1 .121 
S02 0.873 1.191 1.024 0.961 - 1.091 
N02 0.279 0.117 1.093 1.016 -1.177 
0 3 0.615 0.253 1.076 1.014-1 .142 
CO 2.087 3.998 1.015 0.961 - 1.071 
Pneumonia <1 
PM 10 0.913 0.396 1.094 1.013-1.180 
S02 (lag 0) 2.537 1.331 1.071 0.998 - 1.149 
N02 0.271 0.144 1.091 0.996 - 1.193 
0 3 0.566 0.317 1.070 0.993-1.152 
CO (lag2) 5.028 4.394 1.035 0.975 - 1.099 
(coefficients and SE ) X 103 
Note: Results are lagged one day for S02 and zero for the other pollutants otherwise stated. 
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Consistently, the size of the effects of N02 and 0 3 were approximately the same as for 
pneumonia admissions in under 5 years old (9% and 7% increase in admissions, 
respectively). However, both coefficient estimates were now only of borderline 
significance. CO also exhibited a much greater coefficient for pneumonia in children 
under one year old, however, it continues to be not statistically significant. 
It should be noted that the effects of exposure to air pollution on admissions for all 
respiratory causes and for pneumonia infections exhibited a lag structure similar to that 
observed for mortality, i.e., effects were generally greater at lag zero or with exposures on 
the same day for most pollutants and lagged one day for 802. Exceptions were for 
pneumonia admissions in under 1 years old where 802 exhibited a larger effect with 
measures at the same day and CO when lagged by two days. 
In addition, the patterns of the associations, the direction and approximate size of the 
Relative Risks and the lag structure were all very similar among these hospital 
admissions. The very small Relative Risks exhibited for CO for all these outcomes should 
also be pointed out. 
The analysis of admissions for asthma and other wheeze conditions revealed a pattern 
different from that of other respiratory diseases (Fig 6.8). For most pollutants the risk of 
admissions for asthma is higher for longer lag periods. With the exception of CO which 
exhibited a higher effect at lag zero, all the other air pollutants had larger coefficients 
when lagged by two days. However, none of these coefficients was statistically significant 
at the 5% level. 
The results for admissions due to asthma are presented in Table 6.4. It should be noted 
that the Relative Risks for 802 and N02 were much higher for this disease than for other 
respiratory admissions. 
The effects of daily variations in levels of air pollutants on hospital admissions for 
diarrhoeal diseases is summarised on Figure 6.9. It can be seen that most coefficients 
obtained reflected a negative relationship but were not statistically significant at the 5% 
level. Exceptions were PM IO and 802 which exhibited a statistically significant negative 
association with admissions for diarrhoea when lagged two days. 
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Fig 6.8 - Relative Risks (RR) and 95% CI for admissions from asthma in under 5 years old for a 
change in daily levels of pollutants from the 101ll to the 901ll centile. Effect at the same 
day (left-most). lagged one and two days (middle and right-most. respectively). 
Table 6.4 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) of 
hospital admission for asthma in children under 5 years old. RR are for an increase 
from the 101ll to the 901ll centile in daily levels of each pollutant. 
RR 
1.1 
1.0 
0.9 
coefficient Std Err RR 95%CI 
PM10 0.513 0.677 1.052 0.923 -1 .198 
S02 3.732 2 .254 1.106 0.981 - 1.247 
N02 0.317 0.259 1.107 0.940 - 1.300 
0 3 0.089 0.499 1.011 0.899 - 1.136 
CO (lag 0) 11 .267 7.214 1.081 0.980-1 .192 
(coefficients and SE ) X 103 
Note: Results are lagged two days for all pollutants except CO. 
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Fig 6.9 -Relative Risks (RR) and 95% CI for admissions from diarrhoea in under 5 years old for a 
change in daily levels of pollutants from the 101ll to the 901ll centile. Effect at the same day 
(left-most). lagged one and two days (middle and right-most. respectively) . 
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6.2.1. Effects by Season 
In order to examine whether the effect of air pollutants on hospital admissions for 
children would be different during distinct seasons, even after adjustments for seasonality 
and other weather related variables, interaction terms between season and air pollutants 
were introduced into the model for all respiratory admissions in children under 5 years 
old. As explained in chapter 5, it was decided to explore the effect modification by 
season, dividing the calendar year into only two categories 'cool' and 'warm'. 
Figure 6.10 presents the Relative Risks (95% CI) of admissions for respiratory diseases 
associated with all air pollutants studied and according to each season. It can be seen that 
for PMIO, S02 and CO the effect estimates were greater in the cool season (winter plus 
second half of autumn and first half of spring). However, these differences were not 
statistically significant. For N02 the effect was greater during the warm season and it 
reached statistical significance at the 5% level. 
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Fig 6.10 - Relative Risks (95% CI) for respiratory admissions in children under 5 years of age for 
an increase from the 10!!:! to the 90!!:! centile in levels of pollutants by season (c=cool and 
w=warm season) 
In contrast to what was found for mortality, the effect of 0 3 seemed not to be influenced 
by season since effect estimates were very similar in magnitude during both the warm and 
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the cool season. However, it has to be pointed out that the interactions of each air 
pollutant and season were not statistically significant at the 5% level. 
6.2.2. Multiple Pollutant Models 
It was observed that more than one air pollutant exhibited an statistically significant 
association with hospital admissions for all respiratory diseases and for pneumonia 
infections in children. In an attempt to distinguish which pollutant is mainly responsible 
for these associations, a multiple pollutant analysis was performed. Once more, it was 
decided to include in the same model only the pollutants that exhibited a significant 
association in the single pollutant models. 
In the time series analysis of hospital admissions it was observed that N02 and 0 3 
exhibited close to or statistically significant associations with admissions for all 
respiratory diseases and for pneumonia infections in children under 5 years of age. For 
pneumonia admissions in children under one year old the same pollutants were not quite 
significantly associated, but PM IO exhibited an association statistically significant at the 
5% level. Therefore, it was decided to investigated these three pollutants in a model for all 
respiratory admissions in children under 5 years old. The results of this analyses are 
displayed in Table 6.5. 
Table 6.5 - Regression coefficients (SE) (X103) from single and multiple pollutant models for all 
respiratory admission in children under 5 years of age in S~o Paulo, Brazil, 1992-
1994. 
single pollutant two-pollutant two-pollutant two-pollutant three-pollutant 
model model model model model 
03 0.44 (0.21) 0.58 (0.26) 0.37 (0.21) 0.52 (0.27) 
N02 0.19 (0.10) 0.15 (0.10) 0.13 (0.11 ) 0.11 (0.12) 
PM lO 0.40 (0.29) 0.58 (0.33) 0.57 (0.49) 0.44 (0.51) 
When both 0 3 and PM IO were considered in different models with N02, their effect 
estimates increased by a third or more. Moreover, when 0 3 and PM IO are included in the 
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same model, 0 3 showed a decrease on its coefficient estimate while PM IO showed a 
substantial increase. In a model considering all three pollutants, 0 3 and PM IO still 
exhibited increases, though smaller, in their estimated effects. 
On the other hand, in all the models studied N02 exhibited reduced estimates. It should be 
noted, however, that decreases in effect estimates for N02 were larger when PM IO was 
present in the model. In addition, it has to be pointed out that although PM 10 had increases 
on its estimated effect in multipollutant models, the Standard Errors of its estimate also 
exhibited substantial increases. For 0 3, however, the Standard Errors remained almost 
unchanged and therefore, this pollutant showed statistically significant or borderline 
significant estimates in multiple pollutant models. 
6.2.3. Harvesting Effects 
Similarly to the investigation for mortality, it was decided to check if a harvesting effect 
is present in the series of hospital admissions in children. The principle is more or less the 
same, i.e. to ascertain if at least part of the hospital admissions in children under 5 years 
old for respiratory diseases due to exposure to air pollution occurred in children at a 
higher risk of developing a respiratory disease. These more susceptible children would 
comprise the fraction that develop a respiratory disease severe enough to require 
hospitalisation. 
Here the concept of harvesting should be understood as depletion of a pool of susceptible 
individuals leading to subsequent fewer number of cases following a period with a 
relatively large number of cases. The term 'displacement' used for mortality sometimes 
nearly interchangeably with harvesting effect, does not entirely apply for hospital 
admissions. 
Again this would mean that after an episode of air pollution and/or adverse weather 
conditions, a reduction in the daily number of admissions would be observable in the 
series of hospi~alisations due to reduction in the number of more susceptible children 
outside the hospital. The length of the period with lower than normal admissions is likely 
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to vary according to the severity of the air pollution/weather episode and to the number of 
highly susceptible children that comprises the population of under 5 years old. 
Including several lags of daily maximum levels of 0 3 simultaneously in a model for all 
respiratory admissions in children under 5 years old it can be observed that the effect of 
0 3 decreases and becomes slightly negative at lag 2 days (Fig 6.11). However, in contrast 
to mortality, the pattern of coefficients over time appears much more irregular, and it is 
thus difficult to draw any specific conclusions. 
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Fig 6.11 - Plot of coefficients of 0 3 (X103) for different lags, in a model for all respiratory 
admissions in children under 5 years old in S~o Paulo, Brazil, 1991-1993. 
Another way of examining the presence of a harvesting effect in the series of hospital 
admissions would be that following a period of increased admissions the size of the 
susceptible population of children would become smaller. Consequently, the effect of air 
pollution on hospital admissions after this period would also be smaller. 
No studies have yet attempted to examine the presence of a harvesting effect for hospital 
admissions. Therefore, no previous indication of its duration is available. It was decided 
to explore the duration of this harvesting effect in terms of short, medium and long-term 
effects. 'The general hypothesis was that unusually high periods of hospital admissions 
would reduce the population of highly vulnerable individuals, which would be manifested 
-as a subsequent" reduced risk of hospital admissions related to levels of air pollution. This 
was again investigated as four secondary hypotheses at different time scales similarly to 
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mortality. In summary, four indicator variables were created to indicate periods of 
increased hospital admissions. 
No substantial long term trend was observed for the series of admissions for respiratory 
diseases in children. Therefore, filtering only for one year cycle using harmonic waves 
was sufficient to smooth the data to a satisfactory degree (Fig 6. J 2). The indicator 
variables were created based on the filtered data to avoid mis-representation of winter 
periods, when the daily number of admissions is usually higher than average. 
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Fig 6.12 - Plot of the residuals of respiratory admissions in children under 5 years old before (left) 
and after (right) filtering for one year cycle. 
The harvesting effect was then assessed by the parameter of an interaction term of these 
four indicators with daily maximum level of 03' These interactions terms identified if the 
effect of 0 3 was reduced following periods of high number of admissions. The model 
used was all respiratory admissions for children under 5 years of age adjusted for seasonal 
and meteorological patterns. The coefficients obtained were transformed into Relative 
Risks and are displayed in Table 6.6. 
The direction of the point estimates suggests the presence of a harvesting effect on the 
short term (3 days). For medium term the RR are approximately of the same size but the 
difference increases again for a long term scale (3 months) . However, the p-values for the 
interaCtion terms of different indicators of periods of high admissions with 0 3 ranged 
from 0.11 to 0.98, i.e. none of them reached the statistical significance level. Therefore, 
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this analysis provides only some evidence of a possible harvesting effect in the hospital 
admissions for respiratory diseases in children in Sao Paulo. 
Table 6.6 - Relative Risk (95% CI) of hospital admissions for respiratory diseases in children 
under 5 years old for a 100Jlg/m3 increase in 0 3 during periods following high number 
of admissions or remainder periods. 
Period 
at least one day of high" admissions in the past 3 days 
remainder 
at least one day of high" admissions in the past 7 days 
remainder 
at least one week of high" admissions in the past month 
remainder 
at least one month of high" admissions in the past 3 months 
remainder 
(* upper quintile) 
RR 
1.004 (0.908-1.109) 
1.047 (1.000-1.097) 
1.038 (0.930-1.156) 
1.039 (0.993-1.087) 
1.044 (0.949-1.147) 
1.053 (1.005-1.104) 
0.967 (0.878-1.063) 
1.053 (1.0D4-1.104) 
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This chapter addresses the question of how sensitive the observed associations between 
air pollution and health effects are to several key analytic assumptions and features of the 
dataset. The objective was to assess if choosing alternative modelling strategies and 
approaches to considering confounding or modifying variables, such as weather, would 
have produced different estimates of the effects of air pollution. In addition, we evaluated 
to what extent some procedures employed had influenced the results obtained. 
To accomplish this goal, additional analyses were performed for the effects of PM 10 on all 
cause mortality in the elderly. Further analyses were conducted for other air pollutants 
and outcomes if substantial changes in the effect estimates for PM IO were observed. Four 
main aspects of the analysis were considered in order to evaluate the sensitivity of the 
results to model specification: 
- model y-error distributional assumptions / estimation techniques 
- model specification for meteorological variables, specifically temperature 
'- role of other explanatory variables, outliers, or potential residual confounding of 
temporal and seasonal related factors 
- role of spatial variability in levels of air pollution 
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7.1 RESPONSE DISTRIBUTIONAL ASSUMPTIONS 
The final standard model used in the time senes analysis of mortality and hospital 
admissions was a Poisson regression allowing for general overdispersion and when 
necessary, for autocorrelated errors. For most outcomes examined in this study, the 
filtering procedures for long term trends, seasonality and meteorology were sufficient to 
account for the autocorrelation present in the un-filtered series as judge by the P ACF. For 
all cause mortality in the elderly, however, there was still some remaining autocorrelation 
in the data. The size of the error introduced in the parameter estimates by this 
autocorrelation can be evaluated by comparing the results of the standard model and of a 
Poisson regression without adjustment for autocorrelation (Table 7.1). If the 
autocorrelation was not accounted for, the error introduced would be a decrease of about 
6% in the coefficient estimates of air pollution. Practically no change in the standard 
errors was observed by the exclusion of the autocorrelated terms. 
On the other hand, the correction for general overdispersion produces changes in the 
standard errors (SE) but not in the parameter estimates. As observed in the example in 
Table 7.1, the inclusion of an overdispersion factor increased the SE of the coefficients 
for PMlO by 9% while keeping the same value for the coefficient. The effect of the 
adjustment for general ov'erdispersion is that of increasing the standard errors (SE) of the 
estimates. Therefore, failure to allow for such overdispersion will lead to underestimation 
of the variance of the coefficient and exaggerated significance levels. 
Table 7.1 - Parameter estimates for PM10 under alternative model assumptions 
Coefficient* SE* p-value 
Poisson Withoverdispersion and autocorrelation 0.499 0.209 0.Q17 
Poisson (only overdispersion) 0.469 0.210 0.025 
Poisson (no autocorrelation, no overdispersion) 0.469 0.191 0.014 
Ordinary Least Squares regression 0.474 0.220 0.032 
• x103 
Although the number of daily deaths from all causes in the elderly in this study was large 
enough to make Gaussian approximation reasonable, mortality data is in the fonn of 
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counts, SO that the variance of the data is not constant. Therefore, Poisson regression 
models were used. However, in order to test the sensitivity of the findings to the use of 
Poisson regression modeling the model was refitted using a different error distributional 
assumption. 
The standard model was re-estimated using Ordinary Least Square (OLS) regression with 
a log-transformed outcome. The rationale for the log-transformation is for comparability 
with the log-linear model used in Poisson Regression. Inhalable particles (PMIO) 
remained significantly associated with total daily mortality in the elderly in the OLS 
model with a slightly smaller coefficient. 
In conclusion, in spite of the differences In coefficient estimates from the models 
described in Table 7.1, they all provided essentially similar Relative Risks for an increase 
of 100 Jlg/m3 in levels of PMIO (RR=1.05). The Poisson model was shown to be little 
influenced by the degree of autocorrelation present in the data and by the adjustment for 
general overdispersion. The former produces slightly underestimated parameters and the 
later provides more conservative tests without changing the parameter estimate itself. 
The use of Ordinary Least Squares regression which assumes a Gaussian distribution 
sufficed in this example. However, the mean number of daily deaths was relatively large 
(mean of 67 deaths per day) which makes the assumption of a Normal distribution more 
acceptable. Nevertheless, the use of Poisson models is mandatory for less common 
outcomes when the daily number of deaths is low. 
7.2 MODELING TEMPERATURE 
A major concern in the analysis of daily variations in mortality or hospital admissions and 
pollution is the adequacy of the weather specification. Temperature seems to playa major 
role among the weather variables since it has been identified as having an important 
contri~ution to mortality [Saez et al,1995; Kalkstein,1993; Kalkstein and Smoyer, 1993] 
and the lack of adequate control for its effects has been blamed for leading to spurious 
associations of. air pollution with health effects [Mackenbach et al,1993]. 
154 
Chapter 7. Sensitivity Analysis 
In the present analysis a substantial effort has been made to adjust for different forms and 
functions of temperature. Three different measures were available, the daily mean, 
maximum and minimum temperature. A fourth variable measuring the daily variability 
(daily difference between maximum and minimum) was created. Different lag periods and 
formats for the temperature-mortaIity/hospital admission relationship \yere explored. The 
final selection of temperature terms was based on improvements in the model's fit, as 
assessed by F -tests. 
The great majority of studies on the association between air pollution and health 
outcomes have adjusted for temperature effects using only measures of mean temperature 
(and sometimes dew-point temperature). In this study, however, maximum temperature 
was shown to provide better improvements in models' fit than mean temperature. This 
was true for models having outcomes such as all cause and cardiovascular mortality in the 
elderly, respiratory, pneumonia, and asthma hospital admissions in children under 5. In 
order to check if the use of mean temperature in these models would have had an effect on 
the estimated coefficient of air pollution, the terms for maximum temperature were 
replaced by mean temperature (maintaining the same lag structure and functional form) in 
a model for all cause mortality in the elderly. The results of such an approach are 
displayed in Table 7.2. 
Table 7.2 - Parameter estimates for air pollutants under an alternative approach to adjust for the 
temperature effect in a model for all cause mortality in the elderly. Relative Risks (95% 
CI) were for a 1 OOflg/m3 change in levels of pollution. 
Temperature variables Coefficient** SE** RR 95%CI 
Standard model* 0.499 0.209 1.05 (1.01 - 1.09) 
PM1Q 
model with mean temperature 0.661 0.208 1.07 (1.03-1.11) 
Standard model* 1.611 0.612 1.17 (1.04 - 1.32) 
S02 
model with mean temperature 1.853 0.616 1.20 (1.07 - 1.36) 
Standard model* 0.213 0.108 1.02 (1.00 - 1.03) 
0 3 model with mean temperature 0.200 0.109 1.02 (0.999 - 1.05) 
* linear plus quadratic terms for maximum temperature 
** x1 03 
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The sensitivity of the parameter estimates was assessed only for PM IO, S02 and 0 3 since 
these were the pollutants that provided statistically significant associations with all cause 
mortality in the elderly. If mean instead of maximum temperature was used in this model 
an increased coefficient estimate for the effects ofPM10 and S02 would be obtained. This 
overestimated coefficient is 32% higher for PM IO although the stan~ard error changed 
minimally. Therefore, this different model provided an increased Relative Risk which 
continued to be significant. A similar effect was observed for S02 although the increase in 
coefficient estimates was smaller. Replacing maximum by mean temperature would 
produce a coefficient 15% higher with also slightly higher standard error. 
Ozone behaved in an opposite manner. Although very small (only 6%) there was a 
decrease in the parameter estimate for this pollutant when mean temperature was used in 
the model instead of maximum temperature. However, as the change in coefficient 
estimate is small, there was no modification in the estimates of the Relative Risk for a 
100J..lg/m3 increase in levels of this pollutant. 
The sensitivity of the parameter estimates of air pollution to different temperature control 
measures was also noted for other causes of mortality explored in this study_ For 
cardiovascular deaths in the elderly, models were originally fitted with a 3-piece linear 
function for maximum temperature. To check if the use of mean temperature in these 
models would have provided different estimates of the air pollutant effects, maximum 
temperature was replaced by daily mean temperature as a 3-piece linear function. Once 
more, the coefficient for PM IO was 44% higher and for S02 it was 23% higher when daily 
mean temperature was used. 
A question could be raised now as to whether the models that selected mean temperature 
as the best control variable during the model building steps would have substantial 
changes on their parameter estimates for air pollution if maximum temperature were used 
instead. For example, for respiratory deaths in the elderly the best temperature term 
selected in the model building steps was a linear plus a quadratic term for mean 
temperature. In this case, mean temperature was replaced by the daily maximum in the 
form of a linear and quadratic term. It was observed that the reduction in the coefficient 
for PMI0 was very small (5%) with practically no change in the estimate of the Relative 
Risk. For S02 the reduction was slightly more pronounced (14%), however, it should be 
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noted that the effect of S02 in the original model for respiratory mortality was not 
statistically significant at the 5% level. This alternative approach to modeling temperature 
also gave a non significant estimate for this air pollutant. 
Another sensitivity check explored was to allow more than one temperature term into the 
model if they still presented statistically significant contributions to the model fit. In other 
words, after including into the model the temperature term that provided the best 
improvement in fit, the remaining terms were re-examined and if one or more terms still 
showed significant contributions to the fit, they were allowed into the final model. In the 
case of all cause mortality in the elderly, besides the linear and quadratic term for 
maximum temperature, a two piece linear function for minimum temperature was also 
allowed into the model. The results of this modeling strategy are summarized in Table 
7.3. The use of a more comprehensive temperature model leads to a decrease in the 
coefficient for PM IO of only 5% with no change in the standard error. Therefore, no 
change in the Relative Risk was observed. 
Table 7.3 - Parameter estimates for PM10 and S02 under alternative approaches to adjust the 
temperature effect. Relative Risks (95% CI) were for a 100J.Lg/m3 change in levels of 
pollution. 
Temperature variables Coefficient** SE** RR 95%CI 
Standard model· 0.499 0.209 1.05 (1.01 - 1.09) 
PM10 standard model plus 2-piece linear function 0.476 0.209 1.05 (1.01 - 1.09) for minimum temperature 
Standard model* 1.611 0.612 1.17 (1.04 - 1.32) 
S02 standard model plus 2-piece linear function 1.492 0.609 1.16 (1.03 - 1.31) 
for minimum temperature 
• linear plus quadratic of maximum temperature 
•• x103 
This low sensitivity of the coefficient estimates for PM IO was also observed for S02 in a 
model for all cause mortality in the elderly. A decrease of 7% was observed in the 
parameter estimates when employing a more conservative approach to control for 
temperature. This produced little variation on the estimate of the Relative Risk for a 
1001-tg/m3 change in levels of S02' 
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Similarly, for cardiovascular and respiratory mortality in the elderly the use of a more 
comprehensive approach to modelling temperature produced little change in the 
coefficients for either PM IO or S02. No substantial changes in the estimates for air 
pollutants were observed when allowing more than one temperature term into those 
models. 
The last examination of the sensitivity of these models to the way temperature terms were 
specified was to allow different lag structures for all four measures of temperature, in 
different formats. Thus, linear, quadratic, 2-piece linear and 3-piece linear terms were 
constructed for mean, maximum, minimum and difference in temperature at lags zero, one 
and two days. All these functions were tested in a stepwise selection in a model for all 
nonaccidental mortality in the elderly. 
The fmal model achieved using this modeling approach allowed various temperature 
terms: a linear term for maximum temperature at lag 0, a 2-piece linear term for minimum 
temperature at lag 0, and 3-piece linear function for mean temperature at lag 1 and at lag 2 
and for minimum at lag 1. The coefficient (x103) for PMIO in this model was 0.411 
(SE=0.233) which provides a Relative Risk for a 1001lg/m3 change in daily PMIO of 1.04 
(95% C.1. 0.995 - 1.091). Note that there is greater decrease in the coefficient estimate for 
PMIO (18%) in this model compared to other modeling alternatives described in Table 7.3. 
Nevertheless, the Relative Risk presented only a small reduction and was then only 
marginally significant. 
In conclusion, little change in the coefficient estimates for air pollutants were observed 
when using a more conservative approach to model temperature, i.e., allowing as many 
temperature terms as still contributing significantly (p<O.lO) to the model's fit. In 
addition, the strategy of reviewing the effects and choosing between temperature terms 
including variables for mean, maximum, minimum and difference in temperature was 
appropriate; in most models maximum temperature was shown to be a more important 
predictor than mean temperature. Most published studies have only used mean daily 
temperature in their analysis. It was shown that if in those models mean was used instead, 
overestimated parameters would be obtained for air pollutants, but mainly for PM IO and 
S02. On the other hand, for the outcomes that selected mean temperature as the best 
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variable to adjust for the temperature effect, little change occurred when maximum 
temperature was used instead. 
7.3 OTHER EXPLANATORY VARIABLES 
In order to get a better understanding of the impact of each set of adjusting variables on 
the air pollution estimates, a different analysis was performed. This consisted of fitting 
PMIO first in a model with all cause mortality and gradually adding other covariates. This 
exploratory procedure was helpful in examining the changes in PMIO estimates in relation 
to each set of adjusting variables added at different modeling steps and also to get a 
general idea of the contribution of each of them in achieving a satisfactorily adjusted 
model. 
With no correction for trends, seasonality or meteorology PM IO has a quite large 
coefficient which is slightly increased when variables allowing for long-term trends are 
included into the model (Table 7.4). A substantial reduction occurs when a sine and 
cosine wave for one year period are introduced. Including the remaining sine and cosine 
waves had little further effect on the parameter estimate. This demonstrated that not 
correcting for seasonal patterns, especially for one year cycles would have led to serious 
overestimation of the pollution effect. 
Table 7.4 - Regression results for all cause mortality in the elderly in relation to each set of 
adjusting variables 
Model PM1Q 
(each factor progressively added) Coefficient* SE* % change 
no confounders 1.635 0.166 
trend 1.741 0.164 +6.5 
1 year cycle 0.943 0.161 ·42.3 
full season model 0.999 0.161 -38.9 
days of week 0.984 0.164 -39.8 
meteorology (full model) 0.499 0.209 -69.5 
• x103 
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Day of week had little contribution in this analysis of mortality. Including meteorology 
beyond what was already explained by the seasonal model led to some further correction 
and another dramatic decrease in the coefficient for PM 10' Again, this denotes the 
importance of meteorological variables and the risk of overestimating the effects of air 
pollutants when their confounding effect, especially that of tempera'ture, is not properly 
accounted for. 
It is then clear that, besides temperature, temporal patterns have an important role in time 
series analyses of air pollution effects. Therefore, another sensitivity assessment was for 
the role of the model specification for temporal confounders. Alternative methods for 
filtering the long wavelength fluctuations from the data were examined. First, indicator 
variables for season and year were introduced into the basic model replacing the 
harmonics. As seen in Table 7.5 the coefficient for PMIO is largely overestimated 
denoting a possibly unsatisfactory adjustment for seasonality and a clear lack of 
adjustment for the one year cycle. Next, indicator variables for each month of each year 
(35 variables) were used instead to control for seasonality. The estimate for the effect of 
PMIO is now smaller but still 30% higher than from the standard model. In this case, the 
one year seasonal cycle and the long-term trend present in the data are, at least, partially 
accounted for. 
Table 7.5 - Regression results for all cause mortality in the elderly for alternative ways of modeling 
temporal patterns 
Coefficient· SE· 
standard model 
indicator variables for season and year 
indicator variables for each month 
0,499 
1.038 
0.645 
Note: all models were fully adjusted for long term trends, day of week and meteorology 
• x103 
0.209> .. ' 
0.208 
0.209 
Then, an attempt was made to examine whether the decision to control for seasonality 
fiiteril:1g cycles up to two months was adequate. This was achieved by first, allowing 
harmonic waves of up to one month period into the model and, in another step, by 
exclUding the harmonics corresponding to two months (Table 7.6). Sine and cosine waves 
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down to one month were then introduced into the previous basic model. The coefficient 
was slightly affected. Then, the harmonic waves for two months were excluded from the 
basic model. Again the changes were extremely small but in an opposite direction with 
slight increase in the coefficient for PM IO . Nevertheless, in all these situations, the 
estimate for the Relative Risk for a change of 100llg/m3 in levels of'PM IO was the same 
(RR=1.05). 
Table 7.6 - Regression results for all cause mortality in the elderly for alternative ways of 
modelling temporal patterns 
Coefficient* SE* 
model allowing harmonic waves down to 1 month 
model excluding harmonic waves for two months 
0.484 
0.520 
Note: all models were fully adjusted for long term trends, day of week and meteorology 
* x103 
0.209 
0.208 
The final comparison involved introducing into the basic model for all cause mortality in 
the elderly all temporal and seasonal variables which were allowed in at least one of the 
individual models explored in this study. Therefore, apart from linear and quadratic time 
terms, indicators for day-of-week, and variables allowing for meteorological factors, 11 
different pairs of sine and cosine waves, plus indicator variables for each year of the 
study, were all allowed into the same model. The effect of this possible overadjustment 
was a 9% increase in the coefficient for PMIO (coefficient = 0.543 and SE = 0.212). 
Finally, the possible sensitivity of the estimates for air pollution due to influential 
observations or outliers was tested. The Poisson model was repeated excluding the 18 
days (1.6%) that exceed the Brazilian National Ambient Air Quality Standard of 150 
Ilg/m3. When this analysis was performed there was a decrease of 21 % in the magnitude 
of the effect of PM IO and an increase in the Standard Error (SE) of the pollution estimate 
which were no longer statistically significant (p=0.09). The increase in SE was probably 
due to, having less observations as it would be expected the variability to decrease in such 
situation. 
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In summary, the importance of proper adjustment for long-term trends and seasonal 
patterns was demonstrated for a time series analysis of air pollution and health effects. It 
was clear that the one year cyclical pattern present in this data is highly important, if not 
the most important periodicity that has to be accounted for. In addition, it seems that the 
use of harmonic waves had more satisfactorily corrected for seasonal' patterns than would 
have been achieved using different approaches. In fact, these analyses showed that the 
model is little sensitive to the exact degree of filtering of the seasonal patterns, i.e., 
filtering harmonics corresponding to a little more or a little less than two months, or 
including several different periodicities regardless of the statistical significance of their 
contribution would produce nearly no change to the coefficient estimates. Nevertheless, it 
seems that the results are more sensitive to some potentially influential high pollution 
days, since the exclusion of such days produced a reduction of the estimates of air 
pollution. 
7.4 SPATIAL VARIABILITY IN LEVELS OF AIR POLLUTION 
Two different issues were explored in relation to the spatial variability in levels of air 
pollution. First, it was investigated if excluding from the analysis individuals who live in 
more peripheral areas, those more distant from a monitoring station of air quality, would 
have provided different, and possibly higher estimates for the effects of air pollutants. The 
other issue considered was whether averaged levels of air pollution using all the 
monitoring stations distributed around the city were providing a reasonable measurement 
of the exposure of the population. 
The automatic network of monitoring stations of air quality in the city of Sao Paulo 
comprises 13 stations not evenly distributed around the city. They are mostly 
concentrated in more central areas (Fig 3.2, Chapter 3). Thus, it could be that an average 
of these stations would be a poor measure of exposure for individuals living in more 
peripheral areas, far from such stations. This was the reason why individuals residing in 
the more distant district of Parelheiros had been excluded from all the analysis of daily 
mortality. 
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This sensitivity analysis examined if there would be any extra gains in coefficient 
estimates when excluding other peripheral areas, which were not as distant as Parelheiros 
but were also outside the area covered by monitoring stations. The rationale for this is that 
individuals living in those areas, potentially less polluted, would not be experiencing the 
same levels of air pollution measured in more central areas and so would not exhibit 
exposure-related effects. Therefore, excluding those individuals might have resulted in 
higher estimates for the effects of air pollution. 
Figure 7.1. shows a map of the city of Sao Paulo, the location of each monitoring station 
of air quality, and the districts that were excluded for this analysis. Note that, apart from 
Parelheiros, another 13 more peripheral districts were excluded. The deaths of residents of 
all the remaining districts were aggregated into daily counts spanning the 3 years 
available for the mortality data. For this analysis, deaths due to all causes except external 
causes were used. A complete set of model building procedures was performed in order to 
obtain a model with satisfactory adjustments for seasonality, other temporal patterns, and 
meteorological variables. 
Fig 7.1 - Map of Sao Paulo showing the districts selected for the analysis of restricted areas and 
the location of each monitoring station of air quality (black stars). 
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The final model was then analyzed in a Poisson Regression framework with adjustments 
for overdispersion. The counts of deaths for all cause mortality in this sub-area of the city 
of Sao Paulo did not exhibit any autocorrelation after the filtering procedures. 
The results of this analysis are displayed in Table 7.7. As it can be seen, the exclusion of 
peripheral areas of the city produced a small decrease in the coefficient estimate for PMIO 
and an increase in its standard error. Nevertheless, the reduction in the estimate of the 
Relative Risk was quite small. On the other hand, for S02 there was an increase in its 
coefficient estimate as well in its SE. Although changes were small in both cases, they 
happened in opposite directions. 
Table 7.7 - Regression results for PM10 and S02 for all cause mortality in the elderly for the 
standard model and for a model excluding other peripheral areas of the city of SAo 
Paulo. Relative Risks (RR) were calculated for a change of 1 OO~g/m3 in levels of 
PM10 or 802, 
Areas excluded Coefficient· 5E* RR p-value 
PM10 only Parelheiros 0.499 0.209 1.05 0.017 
all peripheral areas 0.385 0.239 1.04 0.11 
502 only Parelheiros 1.611 0.612 1.17 0.009 
all peripheral areas 1.841 0.709 1.20 0.009 
* x103 
The great majority of the monitoring stations in the city of Sao Paulo were situated at the 
street level alongside busy roads. Only 4 of them can be considered at a semi-background 
level and only one at a real background level. Monitoring stations closer to busy streets 
are likely to have higher measurements of air pollutants and therefore poorly reflect the 
true average exposure of the population. Thus, the sensitivity of the coefficient estimates 
of air pollutants for using an average of all stations was checked against an average of the 
4 semi-background stations plus the background and also against the measurements 
provided only by the background station (Ibirapuera station). 
The mean values and corresponding standard errors for each group of stations and for 
PM IO and S02 ,are summarized in Table 7.8. As expected, for both pollutants, the average 
of all stations produced higher mean values. The mean of the 5 semi-background stations 
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comes intermediate and the mean for the background station comes very close in third 
place. 
Table 7.8 - Mean values and standard errors (SE) for PM lO and S02 for different 
all stations 
5 semi-background 
1 background 
64.3 (27.6) 
56.4 (28.4) 
49.7 (27.5) 
18.8 (8.5) 
12.0 (6.1) 
11 .1 (9.0) 
Exposure values measured at only one station could not be assumed to represent the 
exposure of the whole city. Therefore, it was decided to restrict the area to which 
exposure values would be assigned based on the background station. All districts within 
an area of 5 K.m radius from the background station 'Ibirapuera' were selected (Fig 7.2). 
Ibirapuera station 
Fig 7.2 - Map of Sao Paulo showing the districts selected for the analysis restricted to the 
background station (Ibirapuera station) . 
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These 27 districts represent the most central areas of the city of Sao Paulo. Once more, 
daily counts of deaths for all nonaccidental causes were selected for this sub-area and 
model building procedures were performed in order to find out a core model for this 
group of deaths. Results of this analysis are displayed in Table 7.9 and 7.10. 
Table 7.9 - Regression results for PM10 and all cause mortality in the elderly for different 
combinations of areas and monitoring stations of air quality in the city of sao Paulo. 
Relative Risks (RR) were calculated for a change of 100llg/m3 in levels of PM1O. 
Coefficient* SE* RR p-value 
all areas 0.499 0.209 1.05 0.017 
all stations 
all areas 0.397 0.199 1.04 0.046 5 semi-background stations 
restricted areas 
0.581 0.298 1.06 0.05 all stations 
restricted areas 0.519 0.317 1.05 0.10 background station 
* x103 
Table 7.10 - Regression results for S02 and all cause mortality in the elderly for different 
combinations of areas and monitoring stations of air quality in the city of sao Paulo. 
Relative Risks (RR) were calculated for a change of 100llg/m3 in levels of S02' 
Coefficient* SE* RR p-value 
all areas 1.611 0.612 1.17 0.009 
all stations 
all areas 
1.522 0.807 1.16 0.06 5 semi-background stations 
restricted areas 
2.418 0.952 1.27 0.01 all stations 
restricted areas 
0.305 0.870 1.03 0.73 background station 
• x103 
When using only an average of the 5 semi-background stations as a measure of exposure 
of the population, it was observed a drop of 20% in the coefficient estimate for PM IO and 
a smaller decrease for the standard error of the estimate. Nevertheless, the change in the 
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Relative Risk was again quite small. A similar pattern was observed for S02 when using 
the average of the 5 semi-background stations. Coefficients changed from clear 
significance to marginal significance. 
Restricting the model to the smaller area (line 3 of Tables 7.9 and 7.10) led to an increase 
in the SE and in the case of S02' to a somewhat larger estimate. Using only one 
background station to represent the exposure of the individuals, there was little change in 
coefficient estimate for PMto whereas for S02 it was sharply reduced. 
Both, PMto and S02 are strongly traffic-related pollutants, especially S02 for which 
emissions from motor vehicles (diesel engines) correspond to 64% of total emissions (see 
Table 2.2). However, the dispersion of these pollutants in the atmosphere is likely to be 
different. The correlation coefficients between the background station against all the other 
stations (Table 7.11) show that PMto is highly correlated with most of the stations and 
particularly higher with the semi-background stations while S02 exhibited much lower 
correlations. This would suggest that these exposures are differently distributed around 
the city. Levels of PM to seem to be more homogeneous over the city whereas for S02' 
measurements at the street level are not much correlated with those measured at the 
background level. 
Table 7.11 - Correlation coefficients between the background monitoring station of air quality and 
all the other stations for PM,o and S02' in sao Paulo, Brazil, 1991-1993. 
Street level stations semi-background 
nQ 1 2 3 4 8 9 10 12 6 11 16 21 
PM10 0.6 0.8 0.8 0.4 0.7 0.7 0.7 - 0.8 0.8 0.8 0.8 
S02 0.3 0.4 0.3 0.5 0.5 0.4 0.4 0.3 0.4 0.4 0.3 0.2 
As individuals usually spend their time at different environments (which would possibly 
include the street level for, e.g., commuting to and from work/school), their exposure to 
S02 would be poorly measured by only one station or by stations measuring the same 
type of environment. Variations in the exposure of these individuals seems not to be 
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adequately measured by the background station which fail to take into account the 
variations at the street level. 
In summary, it was seen that when excluding areas in the periphery of the city that might 
not be experiencing the same degree of air pollution measured in more central areas, there 
was an increase in the standard errors with no change in the estimates for the effects of air 
pollution. Therefore, it can be assumed that the averaged levels of air pollutants were 
giving a good measure of the exposure even in those areas far from monitoring, especially 
for PM IO• Similar results were obtained again for PM IO when restricting the measure of 
exposure to only 5 stations, not located at the busy roads level or when using a 
background station. For S02' on the other hand, the use of the background station 
provided very low coefficients for the effect of this pollutant. This probably indicates a 
less homogeneous levels of this pollutant across the city. 
168 
CHAPTER 8. DISCUSSION 
The results found in this study concerning the effects of air pollution on daily mortality 
and hospital admissions need to be considered in the context of the whole body of 
evidence provided by different studies carried out all over the world. Before that, 
however, issues related to the design, conduct, analysis and interpretation of this 
epidemiological study require careful examination. 
The use of time series methodology in epidemiological studies is still a recent approach 
and it has been developed to a large extent in the last few years. Therefore, issues like 
overdispersion, serial correlation, time-invariant confounders, etc., are now part of the 
epidemiological glossary. These issues will be adequately addressed in the section below 
on Study Design. 
In addition, a cautious inspection of an epidemiological study would not be complete if 
the roles of c.onfounding and bias, both in the selection of study subjects and in the 
information collected for the study, were not fully addressed. Thus, the sections on 
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Selection Bias, Information Bias, and Confounding were written to appropriately examine 
such topics. Finally, this chapter also presents an in-depth discussion of the problem of 
Exposure Assessment, especially relevant to environmental epidemiology and particularly 
to air pollution studies. 
8.1. STUDY DESIGN AND ANALYTICAL ISSUES 
Distinct analytical approaches can be used when examining the relationship between 
exposure to air pollution and health effects. The purpose of the present study was to 
investigate if short-term fluctuations in air pollution were associated with effects on 
health. In other words, to assess if they exhibit an acute (short-term) temporal association. 
In order to ascertain such effects it is more convenient to consider daily observations, for 
if there are short-term relationships, sayan effect of air pollution on mortality lagged by 
zero, one or two days, these can only be detected through daily analysis. Therefore, time 
series analysis was applied to assess the effects of air pollution on health in the city of Sao 
Paulo. 
Time series studies are a particular type of ecological study in which the unit of 
aggregation is a time period instead of a geographical area. As ecological studies, they 
have advantages over other epidemiological designs. For example, they can often be 
carried out by combining existing data files on large populations. Therefore, they are 
generally less expensive and take less time than studies involving the individual as the 
unit of analysis [Morgenstern, 1982]. 
However, these advantages are counter-balanced by some constraints characteristic of 
ecological studies. The main problem limiting the use of such designs in epidemiology is 
their great potential for bias, the so called 'ecological fallacy'. Since exposure and disease 
are measured at the aggregated level, it is impossible to link exposure with disease in 
particular individuals. For example, one can not be sure if those persons who died or were 
admitted to hospital due to respiratory infection were the same ones who experienced the 
air pollution exposure. Another major limitation of ecological studies is the lack of ability 
to control for the effects of potential confounding factors which can not be measured at 
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the individual level. In addition, data on these studies represent average exposure levels 
rather than actual individual values [Hennekens and Buring, 1 987]. 
Nevertheless, some of these problems are less important in time series studies of air 
pollution in comparison to geographical studies. To avoid the ecological fallacy it would 
be necessary to obtain individual level data on both exposure and health outcome. While 
measuring health outcomes can be feasibly achieved in epidemiological studies, 
measuring individual exposure to air pollutants is either too expensive or completely 
impossible due to logistical reasons. However, the ubiquitous characteristic of the 
exposure to air pollution makes it easy to assume that a change in mean exposure is well 
estimated by a change in measured background levels. This approach certainly introduces 
a degree of error in the exposure estimates and does not also take into account the 
movement of people across different geographical areas, amount of time spent outdoors, 
etc. The consequences of this error on exposure assessment will be discussed later. 
A distinct issue of daily time series analysis is that counts of deaths or hospital admissions 
are counts of rare events and can be thought of as following a Poisson distribution. Thus, 
in the present study all models were implemented in the Poisson Regression framework. 
However, as it could be observed in the sensitivity analysis, the choice of specific 
statistical models did not show any major effect on the results obtained. In fact, Thomas 
[1994] had pointed out that if the model is correctly specified with regard to covariates, 
neither the choice of statistical model nor the method for fitting exposure-response 
relationships is likely to have any important influence on the results. However, when the 
daily average number of health events is relatively small, the use of Poisson models is 
then mandatory. 
But again, the Poisson assumption is only valid if the model for its expectation IS 
correctly specified with no omitted covariates. If the model is misspecified, one might 
expect that the conditional variance will be larger than its modelled expectation, a 
phenomenon known as overdispersion [Thomas, 1994]. Most of the models in the present 
study· had overdispersion parameters of about 1.2. This overdispersion was corrected by 
employing the methods described in chapter 3. While this small degree of overdispersion 
agr~es with the current literature on time series studies of air pollution [HEI,1997; 
Thomas,1994; Schwartz, 1993], it also indicates that the data conformed well with the 
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Poisson distribution. Or in other words, that the right set of covariates were included in 
the model. Further reductions in the overdispersion parameter could be attained, as 
demonstrated by Samet and collaborators [HEI, 1997], by the successive addition of more 
complex variables based on time, weather, and interactions but, the risk of over-
specifying the model increases sharply. 
In addition to overdispersion, the assumption of independence may also be violated due to 
serial correlation. Measurements connected in time are likely to be correlated and not 
independent. However, this autocorrelation is usually due to an extraneous factor such as 
weather, epidemics or when a few somewhat important temporal-related influential 
factors are omitted [World Bank,1995; Schwartz et al,1996]. These situations can produce 
serial correlation in the residuals of the model. 
After the inclusion of all covariates, most of the models in the present study exhibited no 
remaining autocorrelation denoting a successful adjustment for temporal and weather 
related variables. The few outcomes that exhibited a degree of autocorrelation after 
adjustments exhibited very small coefficients (in the order of 0.1 or less). This remaining 
autocorrelation was taken into account in those models although if not, there would be 
very little impact on the standard errors. 
Another problem with ecological analysis is that certain predictor variables tend to be 
more highly correlated with each other than they are at the individual level. Consequently, 
the increased correlations between these variables make it particularly difficult to isolate 
their effects on the disease or health event [Morgenstem,1982]. This also applies to time 
series studies of air pollution where this multicollinearity, especially between air 
pollutants, and of these with meteorological variables is one of the biggest problems 
[Thomas, 1994]. 
In this study it was observed that air pollution and meteorological variables were 
correlated probably due to long term trends and other seasonal patterns present in the 
unfiltered series. However, there were still signs of collinearity between these covariates 
after applying all the filtering procedures. Perhaps, the main consequence of this 
multicollinearity was to inflate the standard errors of individual parameter estimates, which 
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in turn made their associated confidence intervals wider, and thus, results less statistically 
significant [World Bank,1995]. 
Perhaps the main drawback of multicollinearity is the difficulty to discern which air 
pollutant are principally responsible, since the collinearity between tWo or more pollutants 
make it difficult to isolate their individual effects. Models including highly correlated 
pollutants could lead to an overestimation of the effects of one pollutant and on average 
underestimating of the effects of the others [Schwartz and Marcus,1990]. In addition, it 
has been discussed that attempts to isolate the effect of a single pollutant employing 
statistical methods, should be regarded with caution. Such a model may not be realistic in 
face of the possible synergism between pollutants [Loomis et al,1996]. 
To obtain the main results presented in this study several models were examined. There 
were five different outcomes for mortality which were tested against five different air 
pollutants in three possible lag periods. Similar number of scenarios arose for the hospital 
admissions analyses. Although most of these models were not independent, when 
multiple comparisons were made, concerns arose about the possibility that chance alone 
could be responsible for a certain proportion of the associations being statistically 
significant. 
The traditional approach to tackle such a problem has been to make the statistical tests 
more stringent, either by changing the criterion for a more stringent value (1 % instead of 
5%), or by actually inflating the calculated p-values by some factor that depends on the 
number of comparisons made [Rothman,1986]. However, it is argued that such 
approaches decrease type I-error (finding false positive associations) at the expense of 
increasing type II-error (finding false negative associations) which in tum has nothing to 
do with multiple comparison, since they apply equally well to a single comparison 
[Rothman,1986]. 
Therefore, some researchers maintain that no adjustments are needed for multiple 
compc;rrisons provided that it is clearly reported how many comparisons have been made 
and that all non-statistically significant results are reported along with the significant ones 
[Rothman,199.0; Poole, 1991; Savitz and Olshan,1995]. In the case of the present study, 
this argument is strengthened by the fact that most of the statistically significant 
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associations found were hypothesised beforehand and were also validated by the 
published literature. However, no prior assumption was made for the lag period of those 
associations. Multiple lags were tested in order to find out possible delayed effects of air 
pollution and this approach should be considered in the interpretation of the results. 
Nevertheless, it was decided not to pursue any formal adjustment of the p-values in the 
present study. Emphasis has been placed on the coherence of the results in terms of 
internal patterns by age or season for example, and externally in relationship with other 
results. 
8.2. SELECTION BIAS 
In any study using secondary data or routine vital statistics the quality of data being 
analysed is always a matter of concern. The routinely collected data used here had several 
advantages such as availability, being inexpensive, and containing information on a large 
number of subjects and covering long periods of time. However, they also have some 
drawbacks mostly from the fact that no control over the data collection procedure was 
possible. The two groups of study subjects observed in this study were: individuals over 
65 years of age and children under 5 years old who died and children under 5 years old 
who were admitted to hospital during the respective study periods in the city of Sao 
Paulo. 
One of the main concerns in observational studies is the situation where procedures used 
to select subjects may lead to different magnitUde of disease risks or relative risks among 
those who participate and those who would be theoretically eligible for the study but do 
not participate. In other words, the situation is that the inclusion of subjects in the study 
depends in some way on the exposure of interest. This distortion in the design of a study 
is known in epidemiology as 'selection bias' [Rothman, 1986; Hennekens and 
Buring,1987]. The role of bias in the selection procedures of daily deaths and hospital 
admissions will be discussed. 
174 
Chapter 8. Discussion 
8.2.1. Mortality 
Routine vital registration data on deaths in Sao Paulo is considered to be complete and of 
high quality. Mortality data was provided by PRO-AIM, the City Health Department 
Programme in charge of processing and analysing all deaths of city residents that occurred 
in the municipality of Sao Paulo since May 1990. Deaths of city residents that occurred 
elsewhere may not be included in the PRO-AIM's statistics. They are, however, included 
in the death registry of Funda<;ao SEADE. Comparing the two sources of data it was 
possible to estimate the proportion of missing deaths of city residents in the PRO-AIM 
dataset. These deaths, which occurred outside the city of Sao Paulo, represented about 6% 
of all deaths of city residents [FSEADE,1993b; PROAIM,1992]. 
A third of these deaths were due to external conditions and perinatal deaths 
[PROAIM,1992]. External or violent deaths were mostly traffic accidents that occurred 
outside the city or deaths by drowning that occurred on the beaches nearby. Perinatal 
deaths occurring outside the city refers to pregnant women looking for medical care 
outside the city since they live in areas with few or no maternal and child health services. 
In any case, perinatal and violent deaths were excluded from any analyses performed in 
this study. 
There is, however, an extra proportion of missing deaths in the PRO-AIM's registry. 
These are estimated to be around 1% [M. Drummond, personal communication]. 
Therefore, the total missing deaths are estimated to be around 5% (comprising the 1 % of 
missing deaths in the city and 4% of non-violent deaths occurring outside Sao Paulo). 
This low proportion of missing data on mortality is not expected to have any major 
influence in this study. Moreover, it is not very likely that the distribution of this group of 
missing deaths presents a strong temporal variation, or even if it does, it is not expected 
that this variation will be correlated with exposure, i.e., the daily levels of air pollution. 
Thus, bias in the selection of deaths is not likely to have occurred in this study. 
8.2.2. Hospital Admissions 
Data on health services utilisation has been widely used as a proxy for the underlying 
morbidity of the population. In this study, to assess the possible effect of exposure to air 
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pollution on child morbidity, daily counts of hospital admissions for children under 5 
years were examined. The data on hospital admissions were extracted from computerised 
files of the Health Services Information Database of the National Health System (NHS). 
These files contain information on admissions for all Brazilian hospitals which are part of 
the NHS (public, philanthropic, university, and private but contracted hospitals). 
The main advantages of this database are its extended coverage and the accessibility of 
the data. In addition, information can be disaggregated temporally to a daily level and 
spatially to the hospital level. However, this information system was primarily designed 
for accounting purposes and not for epidemiological studies. Therefore, its relative utility 
may suffer from problems in the quality of the information and from the fact that this 
system targets a selected population. 
Under-registration probably does not exist or might be negligible since all the hospitals 
need to get reimbursement for their admissions. The coverage is also relatively good as 
66% of all the available hospital beds in general hospitals in the city of Sao Paulo are part 
of the system, i.e., they provide information on every admission to the Health Department 
[M.L.Lebrao, personal communication; FSEADE,1993]. However, the remaining one 
third of hospital beds refers to private hospitals most times covered by private health 
insurance. These are the admissions of the wealthier portions of the population and are, 
therefore, under-represented in the files used for this study. 
Another issue that should always be considered when analysing and interpreting data on 
hospital admissions is the possibility that limitations in the supply of beds could also 
influence the timing of admission. That means the rates of admission to the hospital can 
be affected by the availability of beds which may depend on some independent event 
acting on a long or short-term basis [BelU1ett, 1981]. This constraint that does not exist for 
mortality data can introduce some degree of selection bias in the study. 
However, the under-representation of wealthier subjects can only pose limitations on 
inferences about socioeconomic differences in risks from air pollution exposure. Although 
selected, this study population acts as its own control in a time series study, minimising 
the possibility of bias. The possible constraints in the availability of hospital beds were 
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also not expected to be correlated with air pollution levels. Thus, neither situation poses a 
major threat to a time series study. 
8.3. INFORMATION BIAS 
In addition to the two sources of outcomes used in this study (mortality and hospital 
admissions), information on exposure and other covariates were also obtained from 
secondary sources. More specifically, these refer to data on air pollution, socio-
demographic and meteorological variables. As mentioned before, routinely collected data 
might present problems related to the quality of the information and they need, therefore, 
careful examination. 
If information on each death or hospital admission, in the daily levels of air pollutants or 
meteorological factors, or in socio-demographic characteristics has inaccuracies, this will 
result in systematic errors in the classification of subjects to either disease, exposme, or 
covariate status. This information bias is one of the most important limitations of 
observational studies. Since some degree of inaccuracy in classifying individuals is 
inevitable, misclassification is always a potential concern [Hennekens and Buring, 1987]. 
The consequences of this bias are different depending on whether the classification error 
on one axis (say, disease) is independent of classification on the other axis (exposure or 
other covariates). When misclassification is random or non-differential, for example, when 
the exposure classification is incorrect for the same proportion of subjects in the groups 
compared, it always results in an underestimate of the true relative risk since the similarity 
between the two groups increases. Conversely, if the proportion of subjects misclassified 
differs between the study groups, the effect of such systematic or differential 
misclassification is that the observed estimate of effect can be biased in the direction of 
producing either an overestimate or underestimate of the association [Rothman, 1986]. 
The as·sessment of the quality of the information provided by each dataset will be outlined 
in the following sections. This will primarily be based on the completeness and accuracy 
of the information. A brief review of some of the methodological issues concerning these 
datasets will also be discussed. The issue of misclassification of exposure, crucial to 
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studies in environmental epidemiology will have a more in-depth examination in a 
separate section. 
8.3.1. Mortality 
The coverage of the mortality register operated by PRO-AIM was shown to be very high. 
Therefore, a quantitative constraint does not pose a problem for the mortality data used in 
this study. Nevertheless, some potential problems need to be borne in mind when 
interpreting results of a mortality analysis. 
The principal limitation for the use of any mortality statistics is the quality of the 
information on the basic cause of death in the death certificate. There have not been any 
recent studies examining the quality of this information. However, the diagnosis of the 
great majority of deaths occurring in the city of Sao Paulo are known to be assigned by 
medically qualified personnel [FSEADE,I990]. 
The proportion of ill-defined conditions as the basic cause of death can also be viewed as 
a measure of the quality of the death certification. Between 1990 and 1995 the proportion 
of ill-defined conditions among the causes of death in the city of Sao Paulo has been 
between 1.1 and 1.3%. In addition, PRO-AIM carries out a checking procedure for all 
unclear diagnosis contacting the hospital where the death occurred or the doctor who 
provided the information [M. Drummond, personal communication]. 
One concern pertaining to the reliability of studies using data from mortality registers is 
that there might be differences in interpretation among those who assign the diagnosis or 
those who code the cause of death. Consequently, the same disease can sometimes be 
classified with different codes. However, most of the analysis performed here were not 
conducted on individual codes but on groups of ICD codes, which minimises such 
problems. In addition, for this study there were no changes in ICD and ICD-9 was used 
throughout the study period. The new ICD-IO started being used in Brazil only from 
January 1996 [M.Drumond, personal communication]. 
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There are also no studies about the quality of other infonnation recorded on the death 
certificate. However, the proportion of missing data for variables like sex (0.1 %), age 
(0.5%) and place of residence (4.7%) indicates the reasonable quality of this infonnation. 
8.3.2. Hospital Admissions 
Although demands of hospital admissions can be a useful end point for quantifying 
effects on community health, the infonnation on admissions used in this study may have 
problems with respect to the accuracy and completeness of the infonnation provided by 
each hospital. Unfortunately, there are no studies examining the quality of these data. 
The main concern is the quality of the infonnation related to the diagnosis. Since the 
infonnation system was designed with the aim of administrative control and payment for 
health services, it is possible that some hospitals bias the infonnation on diagnosis, 
favouring diseases that require more expensive treatments. Audits conducted by the Local 
Health Authority are frequent but the problem can still happen. A related issue refers to 
diseases that have many different clinical forms, so they can be reported with different 
diagnoses. Although important, the latter is less of an issue for the present study since the 
grouping of diseases used here are not much influenced by this type of error. 
Nevertheless, both questions can pose crucial problems for epidemiological studies 
examining patterns of hospital admissions. However, one has to bear in mind the unique 
characteristics of time series studies. Factors whose distribution does not vary from day to 
day are unable to act as confounders [Katsouyanni et al,1997a]. It is not expected that the 
misclassification of diagnosis would have changed over time. Therefore, in spite of their 
importance, these problems were minimised in the present study. 
On the other hand, the proportion of missing data for variables like sex, age, date of birth, 
date of admission or discharge are all very low for this dataset. This is an indication of the 
compl~teness of this dataset. Thus, bearing in mind the flaws in the hospital admissions 
statistics in Brazil, this dataset can be widely used for epidemiological purposes if 
appropriate ca~tion is taken in interpreting the data. 
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8.3.3. Air Pollution 
Levels of air pollutants in Sao Paulo have been systematically measured by CETESB, the 
local environmental agency, since the late 1960' s. The attainments of the monitoring 
network and the data handling capabilities of CETESB have been considered of good 
quality by the United Nations Environmental Programme [UNEP, I 992]. Nevertheless, 
there are issues surrounding the measurements and some specific procedures employed in 
the monitoring of air pollution that deserve further consideration. 
CETESB pays careful attention to data collection to ensure that the results obtained are of 
the best quality. Measurements of each pollutant and for each monitoring station have to 
comply with a defined protocol with criteria for completeness. Consequently there is great 
variation among monitoring stations in continuity of data collection with some stations 
presenting large amounts of missing data. In addition, only measurements from the 
stations fulfilling the completeness criteria on a given day were used in computing the 
daily exposure. 
Despite this, it was possible to obtain daily city-wide averages for all the days for PMIO 
and S02 for the mortality analysis and with a very low number of missing days for the 
hospital admissions analysis and for the other pollutants in both analyses. However, the 
calculation of these city-wide daily averages was based on different numbers of stations. 
For PM IO and S02 at least 4 monitoring stations could be used to calculate the daily 
average for the city. For the other pollutants, sometimes only one station was available 
and was, therefore, used as the mean value for the city. This procedure, although 
unavoidable, could have introduced errors in the estimation of daily exposure to 
pollutants. 
Additionally, when daily means ofPM IO in a monitoring station were below the detection 
limit of the equipment, the value of that day in that station was set to missing. This is a 
standard procedure applied by CETESB and it could also have given rise to errors in the 
calculation of citywide values of PM IO• However, in both cases, these errors are unlikely 
to be differential. They are both sources of misclassification of exposure to air pollutants, 
but o"f non-differential misclassification. Misclassification due to error of measurement of 
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the actual exposure is a common problem in studying air pollution epidemiology and 
probably leads to an underestimation of the true association [Hatch and Thomas,1993]. 
Although there might be problems in the daily city-wide averages of air pollutants, the 
actual accuracy of the measurements for each monitoring station is of a high degree. As 
examined in the validation measurements for PM IO conducted by an independent 
equipment, there was excellent agreement between both measurements. 
It has also to be pointed out that during the period covered by the present study there were 
no changes in the methodology used to measure air pollution as well as no modification in 
the configuration of the monitoring network. 
Another issue that has to be considered is that the distribution of the monitoring network 
of air quality was not designed with the assessment of the exposure of the population in 
mind. The great majority of these stations are situated at the street level alongside busy 
roads and only four are situated at semi-background level and only one at a real 
background level. In addition, they are mostly concentrated in more central areas of the 
city (Fig 3.2, Chapter 3). Therefore, one might say that they best describe each monitoring 
station's immediate surroundings and would be a poor measure of the exposure of the 
majority of the population. 
However, it was seen that when excluding areas in the periphery of the city that might not 
be experiencing the same degree of air pollution measured in more central areas, there 
was an increase in the standard errors with little change in the estimates for the effects of 
air pollution. When using the background and semi-background stations as a measure of 
exposure of the population, similar results were obtained. Then, it can be inferred that the 
average values of all the stations provided a reasonable estimate of the exposure of the 
individuals living in Sao Paulo. Moreover, the validating measurements produced for 
PM IO were obtained from a portable monitoring equipment located about 100 metres from 
the street level compared to 10 metres for the networked station. Even so, they provide 
nearly the same measurements. 
Finally, the implications of the procedure adopted by CETESB to calculate daily averages 
should be discussed. The period of measurement used was from 4pm on the previous day 
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to just before 4pm on the present day. This produces daily averages that already include a 
one-third day lag period. Therefore, the fact that levels of PM IO have an association with 
mortality on the same day means that mortality was affected by an average which 
includes levels from the previous day. Thus, some of the delayed effect of pollution was 
taken into account in the way the daily averages were calculated. 
8.3.4. Meteorology and Socio-Demographic Data 
Other data used in this study concern meteorological variables and socio-economic and 
demographic data. They were only used here for making adjustments in the analysis of air 
pollution and mortality and hospital admissions, and to perform analysis by different 
socioeconomic groups. 
An important consideration that has to be made concerns the measurement of 
meteorological parameters. Temperature, humidity, pressure, winds and precipitation 
were all measured at one location only. As well as air pollution, it is expected that some 
of these variables, or at least temperature, will vary spatially in an urban area. In fact, 
Sobral [1996] observed that more central areas of Sao Paulo exhibited temperatures 
consistently higher than more peripheral areas. The difference in temperature was on 
average 2 to 4 °c but it could be as much as 10°C occasionally. 
Therefore, it could be that the meteorological measurements were not completely 
representative of all the areas of the city of Sao Paulo. Once more, however, this error was 
constant throughout the study period and could only reduce the estimation of variability in 
levels of meteorological variables experienced by the population. 
Another important point is that the classification of study subjects in different 
socioeconomic categories was based on variables collected at an ecological level, the area 
where the individuals reside. This ecological approach suffers the same limitations 
already described for ecological studies. In addition, the composite index used to classify 
the administrative districts into different quartiles of socioeconomic conditions was 
calculated giving equal weight to each of the 5 indicators. This index thus, might not 
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discriminate appropriately the socioeconomic conditions of each area. Therefore, caution 
should be taken when interpreting the results of that analysis. 
8.4. CONFOUNDING 
One of the central issues in any epidemiological study is the concept of confounding. In 
the present study this refers to a situation where an observed Relative Risk of mortality or 
hospital admission due to exposure to air pollution is in part due to a third factor that is 
associated with air pollution and independently affects the risk of mortality or 
hospitalisation. The presence of confounding in a study can lead to an overestimate or 
underestimate of the true association between exposure and outcome and can even change 
the direction of the observed effect [Hennekens and Buring, 1987]. 
Since a time series approach is concerned with searching for changes in disease and 
exposure status in the same individual over time, it has the considerable advantage of 
being less subject to confounding because the same population is used for exposed and 
control. Therefore, time-constant covariates such as sex, age, socio-economic status, 
occupational exposures, cigarette smoking habits, or any other factor whose distribution 
does not vary from day to day in the study population, are unable to confound the short-
tenn association between air pollution and health. 
On the other hand, other influences which vary on a day-by-day basis and are 
consequently correlated in time with air pollution can obscure the direct estimation of its 
effects and should be controlled for [Katsouyanni et al,1997a]. Two main groups of 
variables fall into this category: meteorological variables such as temperature and 
humidity and chronological or time-related variables such as day-of-week and other 
cyclical temporal patterns. These potential confounders were, on the whole, easily 
measured and could be taken into account in the present analysis. 
However, the ecological nature of the measurements used for meteorological variables 
should be pointed out. Along with air pollution, these confounders were not measured at 
the individual level and are thus, subject to the constraints of an ecological design. 
Consequently, it is possible that some underadjustment for their effect could have been 
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made. In addition, meteorological variables were collected at only one site and those 
measurements were taken as representative of the exposure of the whole study population. 
If it is considered that these measurements were a poor proxy of the true experience of the 
subjects then their confounding effect on the association of air pollution and health effects 
was underestimated. Moreover, when the exposure and the confounding variable are 
correlated to any degree then the extent of error in measurement in either the confounding or 
the exposure can significantly affect the adjusted relative risk estimate [Smith and 
Phillips, 1990]. 
Nevertheless, residual confounding is an issue here to a lesser extent in mortality studies 
while it may be more important in morbidity studies. More care should be taken in the 
context of hospital visits or admissions because several factors related to the health care 
system with characteristics highly correlated to the local situation may introduce spurious 
associations [Katsouyanni et aI, 1997 a]. 
8.5. EXPOSURE ASSESSMENT 
Among all methodological problems common to any epidemiological research, the 
assessment of the exposure of individuals is one of the most difficult and is a key obstacle 
especially for environmental epidemiology [Rothman,1993]. For exposure to air pollution 
this is clear since it is widespread and such exposure is frequently estimated from 
measurements of an air quality monitoring network system. These are usually limited to 
fixed sites near the main sources of pollutants or in highly polluted areas. An average of 
values obtained from this network is used to express the levels of air pollution for the 
whole area. Then, all individuals living in that area are considered to have that level of 
exposure. 
Averaging the values from different monitoring stations in the city of Sao Paulo implied 
ignoring a lot of variability in levels of air pollution that exist across different areas within 
the city. Therefore, the exposure of individuals living in different areas was homogenised 
and consequently, the estimated risk due to exposure to air pollution was possibly 
underestimated. However, this approach has the advantage of minimising the inaccuracy 
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in levels of exposure of those study subjects who frequently move throughout different 
areas and, hence, are exposed to very different levels of pollutants. 
Another important issue when assessing exposure to air pollution on the basis of outdoor 
levels, is that no account is given to the fact that individuals spend most of their time 
indoors. Some studies have shown that even for students or workers at least 50% of their 
time was spent at home [Quackenboss et al,1982; Nitta and Maeda, 1 982]. On the other 
hand, many investigations have shown that indoor levels of pollutants are generally lower 
than outside levels unless there are specific sources indoors like gas cooking stoves, 
unvented space heating, cigarette smoking, volatile emissions, etc.[Quackenboss et 
al,1991; Quackenboss et al,1982; Nitta and Maeda, 1982]. In these situations levels indoor 
can be higher than outside levels. 
However, in cities like Sao Paulo with mild climates, the proportion of time spent 
outdoors is much greater than, for example, in North American cities [Loomis et al,1996]. 
In addition, it is common for people to keep their windows open for extended periods of 
time and throughout the whole year making the differences between outdoor and indoor 
levels presumably smaller. Therefore, the use of outdoor levels in this study seems 
reasonable. Moreover, the question of whether or not outdoor levels are a good proxy of 
the exposure of the population may be irrelevant, since it is the outdoor levels rather than 
indoors that can be regulated. 
In conclusion, classifying individuals with respect to their exposure status can be regarded 
as one of the major problems of this study and it is possible that some degree of 
misclassification has occurred. In general this misclassification is expected to be random or 
non-differential and thus, it is likely to make the association weaker and more difficult to be 
detected. However, it may be possible that the exposure profile of those chronically ill (who 
are more likely to die or being admitted to hospital) is different than the exposure profile of 
the general population. Furthermore, the very vulnerable individuals may consciously 
modify their behaviour due to awareness of the harmful effect of air pollution. In any case, 
the result of such misclassification is the attenuation of the relationship between air 
pollution and. the health endpoint. Consequently, it is therefore unlikely that the reported 
associations found in this study were spurious ones. 
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8.6. RESULTS 
8.6.1. Mortality 
In this study, evidence was found that current ambient air pollution levels in the city of 
Sao Paulo have short term adverse health effects. Analysis of daily mortality showed 
increases in deaths when air pollution levels were elevated on the same day or, in some 
cases, in the previous day. Overall, the magnitude of the effects was small but statistically 
significant. 
The association between daily levels of air pollution and mortality was for individuals 
older than 64 years of age for all nonaccidental causes, for cardiovascular and for 
respiratory diseases. These associations were statistically significant for PM IO, S02, 0 3 
and CO in single pollutant models. For all cause mortality (excluding deaths due to 
external conditions) lOOJ.l.g/m3 increases in levels of PM IO and S02 were associated with 
5% and 17% increases in daily mortality respectively. For 0 3 a lOOJ.l.g/m3 increase was 
associated with 2% increase in mortality. 
These findings are in accordance with a series of reports published in the past few years 
based on time series analysis of routinely collected data. These studies have shown 
statistically significant positive associations between measures of air pollution and daily 
mortality counts. Associations have been reported for S02 [Xu et al,1994; Touloumi et 
al,1996; Spix and Wichmann,1996], 0 3 [Sartor et al,1995; Borja Aburto et al,1997; 
Anderson et al,1996], CO [Rumel et al,1993], but most frequently for particulate 
concentration, primarily Total Suspended Particles (TSP) and Particulate Matter with less 
than 10J.l.m in aerodynamic diameter (PM IO) [Wordley et al,1997; Pope et al,1992; 
Schwartz,1993; Schwartz,1991a; Dockery et al,1992; Schwartz,1994a; Schwartz,1991b; 
Saldiva et al,1995]. 
In a meta-analysis of several studies conducted by Schwartz [Schwartz, 1994d] he reported 
an increase of 6% in daily mortality for all nonaccidental causes for a 100J.l.g/m3 change in 
levels of PMIQ' In a second review of studies he reported a slightly higher effect of PM IO 
on mortality (9%) [Schwartz, 1997]. Dockery and Pope [1994] also reviewed several 
mortality and air pollution studies and calculated an averaged effect of PM IO to be 1 % for 
a 1OJ.l.g/m3 change in levels of pollution. Thurston [1996], reviewing a series of studies of 
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PM IO and mortality confinned that an acute pollution-mortality association could occur at 
routine ambient levels. The increase in daily mortality for all causes varied between these 
studies ranging from 5% to 10%. 
The size of the effects found in these studies is slightly higher than what was observed in 
Sao Paulo. Moreover, all these studies have perfonned analysis for mortality in the total 
population, i.e., all ages combined. Nevertheless, the studies that examined the effects of 
air pollution for different agegroups report effects of about 7 to 10% increase in mortality 
in the elderly for a 1001lg/m3 increase in particulates or S02 [Schwartz and 
Dockery,1992b; Ballester et al,1996; Schwartz,1994e; Verhoeff et a1.l996]. These results 
are also slightly higher than the estimates found in the present study. In addition, most of 
these studies concentrated on only one or two pollutants and very few have a more 
comprehensive analysis looking at the combined effect of several air pollutants. 
One reason for this difference in the magnitude of the effects could be the more rigorous 
approach used in this study to adjust for the potential confounding effects of temporal and 
meteorological variables. Also, it is expected that some degree of misclassification of 
disease or exposure status has occurred leading to attenuation of the effects. Perhaps the 
attenuation is more pronounced in this study. However, there are several dissimilarities 
between cities in the North compared to cities in the South. Population in developing 
country cities, including the elderly or other more vulnerable groups, are experiencing 
other important competing causes of mortality which are together more important than air 
pollution. The effect of competing causes of death may act in a comparable way to 
harvesting by depleting the number of vulnerable individuals and thus reducing the 
relative risk associated with air pollution. 
The size of the effect of air pollution on mortality in Sao Paulo is consistent with the 
observation discussed in section 2.3.1 that smaller effects are observed in places where 
levels of pollution are higher. Besides the considerations described above, it could also be 
that ,differences in weather conditions, especially in temperature and humidity, 
characteristic of cities from North and South, might be influencing the composition of the 
pollution mix.and therefore, its effect on human health. 
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A prevIOUS time senes study conducted in Sao Paulo [Saldiva et al,1995] found a 
statistically significant association between mortality for all causes in the elderly and 
levels of PM IO, S02' NOx, and CO. In that study when all pollutants were included 
simultaneously in the model only PM IO remained significant. In addition, they found a 
higher coefficient estimate reporting an increase of 13% in mortality for a 1 00~g/m3 
increase in levels of PM 10' 
However, this previous study In Sao Paulo has some methodological differences 
compared to the present investigation. The time period covered was only one year (may 
1990 to april 1991), the averaging periods of air pollution were 24-hours average from 
midnight to midnight, and only 10 of the 12 monitoring stations of air quality were used 
to provide daily citywide measurements. But most importantly, the way temporal and 
meteorological patterns were adjusted differs substantially from the present investigation. 
Indicator variables for months of the year were used in the study of Saldiva et al [1995] to 
control for seasonal and long-tenn patterns. Although the period of the study spanned 
only one year, there might have been long-tenn trends present in the data that were not 
adequately adjusted by this approach. To control for the effect of temperature, ranges of 
mean temperature were used. However, it was shown in the sensitivity analysis of the 
present data that maximum temperature fitted the data better, and the use of other 
indicators of temperature could easily overestimate the effect of air pollutants. 
Therefore, the careful approach employed by this study to adjust for the confounding 
effects of temperature could have in part explained the relatively smaller effects observed 
in comparison to other studies. Other reasons to have variations in effect size of PM 10 
between studies include the differences in composition of the mass of particles, the 
averaging time period employed to calculate daily averages, and differences in whether 
other pollutants were considered simultaneously in the mortality-PM to model. In addition, 
the age bands explored in many of the analysis presented here were not always the same 
which !.TIakes comparison somehow more difficult. 
The studies that observed an association between S02 and all cause mortality have 
reported effects around 12% for a 1 00~g/m3 change in levels of this pollutant [Xu et 
al,1994; Ballester et al,1996; Touloumi et al,1996; Spix and Wichmann,1996]. For 
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Ozone, studies have in general found small effects similar to the ones observed in Sao 
Paulo. Burnett [Burnett et al,1997] reported Relative Risks for a 30 ppb increase in 0 3 
ranging from 1.024 to 1.043 for different cities in Canada. This indicates an increase in 
daily mortality for all causes of 2.4% to 4.3%. In Mexico City, a city which shares several 
similarities with Sao Paulo, it was found an effect of 2.4% increase in mortality for a 100-
ppb increment in levels of Ozone [Borja Aburto et al,1997]. However, Schwartz in a 
meta-analysis of studies on 0 3 found little consistency for its effects on mortality 
[Schwartz,1997]. In his study an overall change in daily deaths for a 100J.1g/m3 in 0 3 was 
estimated to be only 0.8% with 95% CI ranging from 1.7 to -0.01. 
Multi-pollutant models 
Although there are reports of statistically significant results for different components of 
air pollution, the question of which pollutant or pollutants are the ones more strongly 
associated with mortality is not yet resolved. In our study we explored models with more 
than one pollutant and observed that the effects of PM IO, S02 and 0 3 had substantial 
reduction when analysed concurrently in the same model. In spite of the high degree of 
collinearity between PM IO and S02 (r=0.76), it seems that S02 remains more stable than 
PM IO in models that include both pollutants. Ozone had a low correlation with both 
pollutants (0.26 and 0.16 respectively) but exhibited the highest decrease on its coefficient 
in a multiple pollutant model. 
To interpret such results we need to consider that if one pollutant was acting only as a 
proxy for the other with no contribution of its own, it would be expected that this 
parameter will become very small in a two-pollutant model while the other would remain 
unchanged [Katsouyanni et al,1997a]. Therefore, it seems that only S02 and possibly 
PM IO, have independent effects on all nonaccidental mortality in the city of Sao Paulo. 
Nevertheless, other studies could find a consistent effect of 0 3 on mortality even in the 
presence of other pollutants in the model [Anderson et al,1996; Sartor et aI, 1995]. A study 
conducted in Athens, Greece which has a warmer climate than most cities in Europe or 
America also found an association with S02 and all cause mortality which was, in that 
case, not confounded by particulates [Touloumi et al,1996; Touloumi et al, 1994]. 
However, studies in the USA generally agreed in finding an effect of particulates that was 
189 
Chapter 8. Discussion 
independent of the S02 and not the other way round. There is still controversy in this 
matter with some emphasising the high collinearity between pollutants and the fact that 
they constitute a complex mixture, the components of which may interact with one 
another in their effects on human health. These considerations make it difficult to 
conclude that a single component of air pollution is causally associated with adverse 
effects on human health [Moolgavkar and Luebeck, 1996; Moolgavkar et al,1995]. 
Particle size 
While the debate about which pollutant or mix of air pollutants are the real culprits in the 
association with health effects is still not resolved, some recent research has called 
attention to the possible important role of the size of the particles. Seaton [Seaton et 
al,1995] have pointed out that even a small gravimetric concentration of particles 
represents a very large number of ultrafine particles, and they have suggested that the 
number of inhaled particles, rather than the mass, is responsible for the health effects 
observed. In fact, Peters [Peters et aI, 1997b] in a panel study of asthmatic subjects could 
demonstrate that the number of ultrafme particles was a better predictor than the mass of 
the particles. In addition, they found that the effects of the number of the ultrafine 
particles on Peak Expiratory Flow were stronger than those ofPM10• 
In summary, adding to the controversy of which air pollutant is the more relevant one, 
investigators are also discussing if it is the composition of the mass of particles or the size 
of the particle itself which are the major determinants of the observed association with 
health effects. Nevertheless, consistent results from studies conducted in different 
countries, with very diverse climatic conditions, patterns of daily activities, etc., have 
agreed that increases in air pollution, as roughly indexed by levels of particulate, S02' or 
even some other substance, are associated with adverse effects on human health. 
Cardiovascular diseases mortality 
Consistent with results found for all non-accidental deaths, mortality due to 
card"iovascular diseases in the elderly also exhibited an statistically significant association 
with levels of PM IO and S02. In addition, an association with CO was also observed for 
this group of causes of death. The size of the effect was slightly higher. For a lOOllg/m3 
increase in daily levels of PM 10 and S02' 6% and 24% increase in mortality respectively 
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was expected. For CO, a 1Of.!g/m3 increase corresponded to 8% increase in daily deaths. 
Since most of the non-accidental deaths comprise cardiovascular deaths, it was expected 
that effects similar to the ones reported for all cause mortality would be observed. 
Several studies have also found effects of air pollution on mortality for cardiovascular 
diseases in the elderly. Effects have been reported to be between 5-20% for a lOOf.!g/m3 
increase in particulate levels [Schwartz and Dockery, 1992b; Dockery and Pope, 1994; 
Wordley et aI, 1997; Pope et al,1992; Schwartz, 1994e; Sunyer et al,1996; Ballester et 
al,1996; Borja Aburto et al,1997], and around 10-14% for lOOIlg/m3 in S02 levels 
[Sunyer et al,1996; Xu et al,1994]. Some studies have also found an association of 0 3 
with cardiovascular mortality and reported an effect of 3.6% increase in deaths for 
lOOf.!g/m3 increase in 0 3 [Borja Aburto et al,1997; Anderson et al,1996]. Although we 
found a similar effect size for 0 3 in this study (2.9%) this result was not statistically 
significant at the 5% level. 
Less evidence, however, is found for the effect of CO on cardiovascular mortality. A 
study of emergency admissions for ischaemic heart disease (lHD) in the largest hospital in 
Sao Paulo found that 2.1 % of heart attack admissions were attributed to CO [Rumel et 
al,1993]. However, little control on seasonality was used in this study. More evidence 
comes from a recent study conducted in London [Poloniecki et al,1997]. Applying time 
series techniques the authors found a consistent effect of CO on hospital admissions due 
to heart attacks. 
Respiratory diseases mortality 
In the present analysis we found significant associations of mortality due to respiratory 
diseases only for PM IO• The association was stronger with measures of this pollutant 
lagged by one day. A lOOf.!g/m3 increase in levels of PM IO were associated with a 17% 
increase in respiratory deaths in the elderly in Sao Paulo, an effect much larger than for all 
cause mortality. 
In accordance, the literature about health effects of air pollution also relates most of the 
associations. of respiratory mortality with PM IO [Pope et al,1992; Borja Aburto et al,1997; 
Dockery and Pope,1994]. However, reported effect sizes were somewhat larger. Those 
studies reported effects of 30-40% increase in daily mortality for respiratory diseases 
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associated with PM IO• Analysis of specific causes of respiratory mortality also showed 
associations with deaths from COPO (increases of 19-25%) and pneumonia (11-18%) for 
the same change in levels of PM IO [Schwartz, 1994a; Schwartz and Dockery,1992b; 
Schwartz, 1994e]. 
Although results of studies examining mortality for respiratory diseases were consistent in 
finding effects of PMIO, there are also reports of associations with other pollutants. A 
study in London found an statistically significant association of 0 3 with this group of 
causes of death. For an increase from the 10th to the 90th centile in levels of 0 3, a 5.4% 
increase in mortality was observed [Anderson et al,1996]. In China, an effect of S02 was 
also observed for respiratory mortality (29% increase for a doubling in levels of S02) [Xu 
et al,1994]. Although results for other pollutants in this study were consistently positively 
associated with mortality for respiratory diseases, none of those results reached the 5% 
level of statistical significance. 
Results for children's mortality 
The present study was unable to find an statistically significant association between 
mortality in children less than 5 years of age, either for respiratory diseases or for 
pneumonia infections, with increases in daily levels of air pollution. 
Studies that investigated the association of air pollution with mortality in children are 
scarce. However, such studies are important since this agegroup is not only believed to be 
more susceptible to the effects of ambient air pollution, but also children are not usually 
active smokers nor have occupational exposures (potential confounding variables of the 
association between exposure to air pollution and health effects among adults). In addition, 
children remain most of their time near or at home. Therefore, studies on children are less 
prone to such confounders and can provide more precise estimates of effect. 
One of the few studies focusing on mortality in children used time series methodology 
and was conducted in Sao Paulo. It found an statistically significant association of daily 
mortality for respiratory diseases and Oxides of Nitrogen (NOx) [Saldiva et al,1994]. This 
study reported that 30% of mortality for respiratory diseases in children was explained by 
variations in'levels of NOx' But once again, that study employed analytical methods 
which deserve some caution interpretation. Indicator variables for season and month of 
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the year were used to adjust for seasonal and temporal patterns in the data. In addition, 
indicator variables were also used to adjust for the confounding effect of temperature and 
humidity. 
Other studies on air pollution and children's mortality were geographical studies. Pena 
and Dulchiade [Penna and Duchiade, 1991] in a ecological study in Rio found an 
association between infant mortality due to pneumonia infections and levels of Total 
Suspended Particles (TSP) and S02. In the Czech Republic [Bobak and Leon,1992] it was 
found that the Relative Risk of postneonatal mortality from respiratory diseases was 2.41 
times greater comparing the highest and lowest quintile of TSP levels. 
Two main reasons can be argued as possible causes for the inability of the present study 
to find an association of air pollution and mortality in children. The first is the lack of 
statistical power to detect an association when it exists, specially if it is a small one. A 
second explanation is the real absence of an association between air pollution and 
mortality in children. 
Deaths of children under 5 years old are a rare event, specially if excluding neonatal 
deaths as was the case in this study. The mean number of daily deaths in children under 5 
years old for respiratory diseases in Sao Paulo was only 2.7 deaths a day. Power to detect 
associations in Poisson regression depends on the count or rate of events. In addition, it is 
likely that the effect of air pollution on children mortality is small when compared to 
many other risk factors that are believed to be more important than air pollution, specially 
for children in developing countries. Therefore, the power to detect such a small effect 
would need a larger count of daily deaths. 
However, it could well be that the effect of air pollution on children's mortality is absent. 
There are studies showing significant associations of air pollution levels and respiratory 
symptoms in children [Braun-Fahrlander et al,1992; Sobral, 1989; Pope and 
Dockery,1992], or with decrements in pUlmonary function [Pope and Dockery, 1992; 
Roemer et al,1993; Hoek et al,1993; Spektor et al,1991] or even with admissions to 
hospital for respiratory diseases [Xu et aI, 1995; Burnett et al,1994; Pope, 1991; 
Pope,1989]. 'The present study also found an association between daily levels of air 
pollutants and hospitalisations for respiratory diseases. 
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Thus, it seems likely that levels of air pollution may have an effect on children's health, 
especially respiratory health. However, such an effect might not be harmful enough to kill 
those children. Alternatively, the mechanisms that lead to death after exposure to air 
pollution might be completely different for children when compared to the elderly, saving 
them from suffering such detrimental effects. 
Results according to age and socioeconomic status 
An interesting finding of the present study was the modification of the effect of PM 10 by 
age. When examining the effect of air pollution on all cause mortality according to age, it 
was observed that the effect was only positive and statistically significant for individuals 
over 65 years of age. This effect modification was statistically significant at the 5% level. 
A similar analysis performed for respiratory mortality provided less evidence of such a 
pattern. Although there were more positive effects for older ages, the effect on agegroup 
5-12 was also positive (but not statistically significant). This agegroup is the one with 
fewer number of deaths and is therefore more subject to errors in effect estimates. 
Nevertheless, it is plausible that the effect of pollution on mortality for respiratory 
diseases in children really exists. The evidence of respiratory morbidity effects from the 
studies cited above supports this hypothesis. However, the interaction analysis for this 
category of cause of death was not statistically significant. 
Some few studies have examined the presence of an age effect by dichotomising the 
mortality counts (at 65 or 70 years) [Schwartz and Dockery, 1992b; Ballester et al,1996; 
Schwartz,1994e; Verhoeff et al.I996]. They usually found higher effect estimates for the 
over 65 years old group. This study found some evidence that there is a modification of 
the effect of PM IO by age. This finding has important implications for estimations of the 
health impact of exposure to air pollution and deserves more investigation. 
Using a similar method, there was some indication of a modification of the effect of PM 10 
on all cause mortality in the elderly by socioeconomic status. It was observed that 
individuals living in wealthier areas had a slightly larger relative risk of death compared 
to those living in more deprived ones. This could be interpreted in the context of 
competing causes. Poorer individuals are subject to higher risks of death due to several 
conditions including infectious diseases and violence. The wealthier could be more 
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vulnerable to the effects of air pollution since they are more 'protected' from other 
important causes of death. 
However, the differences in risk according to socioeconomic condition were not large 
enough to provide a statistically significant effect modification. The approach adopted to 
classify the individuals by differing socioeconomic status was rather limited mainly 
because the districts are large and socially quite heterogeneous. This precludes a more 
detail assessment of the role of socioeconomic conditions in the risk of health effects due 
to exposure to air pollution. 
8.6.2. Hospital Admissions 
There are some advantages in using hospitalisation statistics to assess the health effects of 
exposure to air pollution. A visit to hospital is a voluntary response by the affected 
individual, based on perceived needs [Lipfert,1993]. An advantage of hospital admission 
over mortality is that the latter deal with an inevitable end point and are thus concerned 
with determining the degree of 'prematurity' in addition to cause-and-effect relationships 
[Lipfert,1993]. The prematurity is not an issue for studies of hospital admission. On the 
other hand, hospital admissions may represent more severe cases of illnesses and are thus 
less sensitive than visits to emergency room to the effects of air pollution. In addition, 
they represent a morbidity outcome which is also less frequent. 
This study found indications that current ambient air pollution levels in the city of Sao 
Paulo have short term adverse effects on children's morbidity. Analysis of daily hospital 
admissions showed that when air pollution levels were elevated on the same day or, in 
some cases, in the previous day an increase in hospitalisation of children was observed. 
These associations were found for admissions for all respiratory diseases or admissions 
for pneumonia infections in children under 5 years old but not for asthma. 
For respiratory admissions increases from the 10th to the 90th centile in levels of 0 3 and 
N02 were associated with 5% and 6% rise in admissions. The association with 0 3 was 
statistically significant at the 5% level whereas for N02 it was only of borderline 
significance. Other air pollutants also exhibited positive associations with respiratory 
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admissions but all estimates failed to reached the significant level. However, consistent 
with the mortality analysis, the largest effects were at lag zero days for most pollutants 
except S02 for which lag one day provided the largest estimate of t?ffect. 
Examining admissions for a subgroup of respiratory diseases, similar patterns of 
association were found. For admissions due to pneumonia infections in children under 5 
years old, 0 3 and N02 showed statistically significant associations. Effects were also 
larger than for all respiratory admissions. For an increase from the 10111 to the 90th centile 
in levels of 0 3 an 8% increase in admissions was observed. For N02 the increase in 
admissions was 9%. For pneumonia admissions among infants, the effects of 0 3 (7% 
increase in admissions) and N02 (9% increase in admissions) were only marginally 
significant. In addition, the patterns of the associations were slightly different with highest 
coefficient estimates at lag zero for S02 and lag 2 for CO. Moreover, the effect of PM IO 
was statistically significant at the 5% level. A 9% increase in admissions for pneumonia 
infections in infants was found for an increase in levels of PM 10 from the 10th to the 90111 
centile. 
Different studies have found evidence of an association between exposure to air pollution 
and morbidity effects in children. The effects examined in these studies included increases 
in respiratory symptoms [Braun-Fahrlander et al,1992; Pope and Dockery, 1992; 
Sobral,1989], changes in pulmonary function [Pope and Dockery,1992; Roemer et 
al,1993; Hoek et al,1993; Spektor et al,1991], absence from school [Romieu et al,1992; 
Ransom and Pope, 1992], and recorded episodes of illnesses [Dockery et aI, 1989; Jaakkola 
et aI, 1991; Sobral,1989]. There are only few studies that assessed health effects through 
hospital admissions of children. Moreover, time series studies of the acute effects of air 
pollution on hospital admissions have generally been less consistent than for mortality. 
Effect sizes and pollutants involved varied considerably in the published literature. 
Associations of admissions for respiratory diseases for all ages have been described for 
SO;' [Bates and Sizto,1983; Burnett et al,1995; Burnett et al,1994] and CO [Burnett et 
al,1997]. However, more consistent results have been described for 0 3 [Burnett et 
al,1994; B'urnett et al,1997; Bates and Sizto,1983; Ponce de Leon et al,1996; 
Schwartz,1994b; Schwartz,1994c] and PM\O [Burnett et al,1997; Pope,1989; Pope,1991; 
Schwartz, 1996; Schwartz, 1994b; Schwartz, 1994c] suggesting that these two pollutants 
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might have positive and independent effects on hospitalisations for respiratory diseases. 
Burnett [Burnett et al, 1994] found significant associations between 03-sulphate pollution 
mix and admissions for asthma, COPO, and pneumonia infections jn Canada. He reported 
also that largest impacts on respiratory admissions were found on infants (children less 
than one year old). In a later report [Burnett et al,1997] he stressed the association 
between hospital admissions for respiratory diseases and 0 3, 
Pope [Pope,1989; Pope, 1991] found statistically significant associations between 
respiratory admissions and monthly PMto levels in Utah, USA. These associations were 
also reported to be stronger for children than for adults. However, in London, it was found 
that Ozone (lagged one day) was significantly associated with an increase in daily 
admissions for respiratory diseases among all age groups, except 0-14 years old group 
[ponce de Leon et al,1996]. No effects of particulate matter was found in London. 
In a metanalysis of several studies conducted mostly in North America, Schwartz 
[Schwartz,1997] found that there was no significant heterogeneity between the effects 
observed and that the weighted average relative risk of respiratory admissions for a 
100J.lg/m3 increase in PMto and 0 3 were 1.13 and 1.06 respectively. For pneumonia 
admissions, these risks were 1.13 and 1.07 for each pollutant. These effects are slightly 
larger than the ones found in the present study and are for studies that examined 
admissions for all ages. 
In this study, an association of changes in daily levels ofN02 was consistently found for 
admissions for respiratory diseases and for pneumonia infections. Some few studies have 
found similar results. Walters et all [Walters et al,1995] found an association of 
background urban levels of N02 with admission rates for respiratory diseases in children 
under 5 years old after controlling for socioeconomic deprivation and ethnicity. In 
Barcelona, N02 was associated with adults asthma visits to emergency room 
[Castellsague et al,1995]. In a meta-analysis of 6 European cities, an association was 
found for admissions due to chronic obstructive pulmonary disease (COPD) [Anderson et 
al,1997]. 
There is also some evidence that N02 might be associated with respiratory symptoms and 
illnesses in children [Samet et aI, 1993; Dockery et al,1989] or with the duration of the 
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episode of illness [Braun-Fahrlander et al,1992]. In addition, Lipsett [Lipsett et al,1997] 
found also an association between Emergency Room visits for asthma in children and 
levels of N02. In Sao Paulo, an association was observed betweep NOx and mortality in 
infants for respiratory causes [Saldiva et aI, 1994]. However, in a recent air pollution 
episode in London [Anderson et al,1995] when levels of N02 rose to record levels, no 
association was found for respiratory admissions for children, although positive and 
significant results were observed for mortality and for admissions in adults. 
It should be pointed out that measurements of N02 exhibited the highest proportion of 
missing data for the analysis of hospital admissions (46.9%). In addition, both pollutants, 
N02 and 0 3 were measured in much fewer stations than other pollutants like PM IO and 
S02. Therefore, it is expected that measurements of exposure to N02 and 0 3 in this study 
might not have been as accurate as for other pollutants. This will principally attenuate the 
relationship leading to lower significant results. 
On the other hand, most of the studies used here for comparison, had analysis for all age 
groups and sometimes only for individuals older than 65 years old. In addition, the 
analysis for different subgroups of respiratory diseases have probably been conducted 
using the same core model, i.e. the same set of control variables used for all respiratory 
admissions. In this study, each outcome was modelled individually and therefore, control 
variables for seasonal and meteorological patterns differ from one outcome to another. 
This methodological approach potentially provides better adjusted models with more 
power to detect relationships. 
In addition, negative and mostly not statistically significant association were observed 
between air pollutants and admissions to hospital for diarrhoeal diseases used here as a 
control diagnosis. When PM IO and S02 were lagged by two days, the association with 
diarrhoea was significant (and negative) at the 5% level. However, admissions for 
diarrhoea and temperature have a very high correlation which indicates a strong seasonal 
pattern for this disease with high number of admission during summer or very hot days 
(when PM IO and S02 tend to be lower). Thus, it might be that some residual temperature 
effect was still present in the data which would explain the significant negative results, 
since a biological protective mechanism of air pollution on diarrhoeal diseases is very 
unlikely. 
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Asthma admissions 
This study was unsuccessful in finding statistically significant associations between 
different air pollutants and asthma admissions in children under 5 years old. Nevertheless, 
apart from 0 3, most of the coefficients were positive for this relationship. In addition, 
there seems to be a stronger lag pattern for these associations since, apart from CO, 
effects lagged two days had larger estimates. 
Previous studies relating air pollution concentrations to hospitalisations for asthma or 
wheezy conditions have shown conflicting results. In Paris [Dab et al,1996] an association 
was found with levels of S02 and admissions for respiratory diseases which was higher 
for asthma. In Holland, a study using identical methodology [Schouten et al,1996] did not 
find any association with asthma or even with other respiratory diseases. Schwartz 
[1994c] did not find an association between air pollution and asthma in Detroit, although 
it was present for all respiratory admissions and for pneumonia. However, all these 
studies have explored the association between asthma admissions and air pollution for all 
ages, or only in the elderly. 
Contradicting the present study, some recent analysis reported positive associations 
between 0 3 and hospital admissions or Emergency Room (ER) visits for asthma in 
children [Romieu et al,1995; Buchdahl et al,1996], or in all ages [Burnett et al,1995; 
Burnett et al,1994]. In addition, Burnett [1994] found that this association bad a larger 
impact for children (15% of admissions associated with pollution) and the least effects on 
the elderly (4%). In Canada, Stieb et al [1996] found a positive and statistically significant 
association between 0 3 and ER visits for asthma with a lag of 2 days for adults but not for 
children. However, in a recent study Lipsett [Lipsett et al,1997] found associations of 
PM JO and N02 with ER visits for asthma in all ages but not for 03' 
Such association has also been described for PM 10 [Schwartz et aI, 1993; Pope, 1989]. 
Pope [1989] found stronger associations of PM 10 levels with admissions for bronchitis 
and asthma than with admissions for pneumonia and pleurisy in children, results which 
are in opposi~ion to the findings of the present study. 
The failure to find a statistically significant association between air pollutants and asthma 
might be attributed to different factors. This study explored such effects on children 
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admitted to hospital with a diagnosis of asthma or bronchitis (ICD-9 codes 466,490,491, 
492). While problems of diagnosis misclassification have already been discussed, asthma 
is a disease that might pose extra difficulties for correct ascertainment of diagnosis. There 
is still no consensus for clinical or laboratory definition of asthma. Its clinical 
manifestation varies from one individual to another and also from time to time which 
makes diagnosis difficult [Seaton et aI, 1989]. 
In addition, this study was concerned with acute effects of air pollution on exacerbating 
asthma attacks, not on the initiation of asthma. However, hospitalisations would 
essentially pick the more severe cases of asthma attacks. Less severe cases are very likely 
to be larger in number and treated at the Emergency Room and discharged to home. Such 
cases, therefore, are not included in the hospital admissions dataset. 
Levels of air pollutants, specially PM IO and 0 3 for which an effect on asthma seems to be 
more evident, were not particularly low in the city of Sao Paulo during the study period. 
Therefore, the absence of association cannot be justified by supposedly low levels of air 
pollution. In addition, among the different metrics generally used for 0 3, the indicator 
used in this study (maximum hourly mean) has been used in other studies that found 
significant associations with asthma admissions. 
Finally, it could be that air pollution has no real effect on asthma admissions. Recent 
studies have shown that rapid increases in attendance with asthma in hospitals (asthma 
'epidemics') are associated with grass pollen released preceding and during 
thunderstorms and not to air pollution [Celenza et al,1996; Davidson et al,1996; 
Bauman, 1996]. Such a hypothesis does not preclude the possibility that air pollution has a 
more subtle contribution to triggering attacks of asthma. However, it could be that such 
effects were too small for children living in Slio Paulo to be detected by the present study. 
8.S.3. Effects by Season 
Although careful attention was paid in this study to adjust all the models for the 
influences of meteorological variables and season, the effects of air pollution on mortality 
and hospital admissions could still plausibly be different during each season. This could 
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be caused by an interaction between air pollutants and temperature which varies across 
the year since the mix of pollutants is expected to be different according to season. 
Alternatively, it could be simply the result of higher individ~l exposure based on 
modified patterns of outdoor activity which may vary from season to season [Moolgavkar 
and Luebeck,1996]. 
In this study, it was found that the effect of PM IO, 0 3 and N02 on all cause mortality was 
greater during the warm season while S02 and CO had stronger effects during the cool 
season. However, only the interaction between 0 3 and season was statistically significant 
at the 5% level. As 0 3 is a photochemical oxidant, its formation in the atmosphere is 
dependent on sunshine and consequently, its levels are higher during the summer months, 
when sunshine is more abundant. That could explain why the effect of 0 3 on mortality has 
been previously described as greater during the warm months [Anderson et al,1996; 
Moolgavkar et al,1995]. 
Nevertheless, it is interesting to note that PM IO and N02, had higher effects during 
periods when their levels were not at their highest since both pollutants peaked during the 
cool season. Several other studies have also found stronger effects of air pollutants during 
the warm season [Ostro,1995; Saldiva et al,1995; Anderson et al,1996]. However, in 
contrast to what was found in this study, some of them found also stronger effects of S02 
during the warm season [Ballester et al,1996; Katsouyanni et al,1997b; Xu et al,1994; 
Spix and Wichmann, 1996]. 
In Sao Paulo levels of S02 are higher during the winter months and its effect on mortality 
is also higher during that period. Evidence of similar findings comes only from a study in 
Athens [Touloumi et al,1996] which also found a stronger effect of S02 during the cool 
season. 
In London [Anderson et al,1996] it was observed that although effects of pollutants, 
par:ticularly 0 3 were stronger during the warm season for all cause and cardiovascular 
mortality, the opposite happened for respiratory mortality when effects of air pollutants 
were stronger during the cool season. In Sao Paulo, however, the seasonal effects of 
respiratory, cardiovascular or all cause mortality were all similar. 
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Nevertheless, for hospital admissions of children for respiratory diseases the effect of 
season on the risk for PM IO was in the opposite direction to mortality. It was found that 
the effect of PM IO was usually higher in winter months or during the cool season. Other 
pollutants like S02 or CO exhibited a pattern similar to mortality be~ng also higher during 
the cool season. These findings disagree with some studies that showed stronger effects of 
air pollution on respiratory admissions during the wann season [Bates and Sizto, 1983; 
Ponce de Leon et aI, 1996; Burnett et al,1997]. 
The reasons why effects of PM IO according to season were different for respiratory 
mortality and hospital admissions in the city of Sao Paulo were not clear. This could well 
be explained by the fact that mortality was examined in the elderly while hospital 
admissions were explored only amongst children. However there are also differences 
between the seasonal effect of pollutants on hospital admissions in Sao Paulo and 
elsewhere. 
Most of the studies on the effects of air pollution on health have been carried out in cities 
of the Northern Hemisphere. With few exceptions, weather conditions in those cities, are 
particularly different than Sao Paulo which has semi-tropical climate with hot summers 
and amenable winters. If outdoor activity patterns differ substantially between winter and 
summer months for cities in Europe and USA, it is likely that patterns of exposure to 
outdoor air pollution between seasons will also be greatly different in those cities. This is 
less probable in Sao Paulo where activity patterns are not likely to change substantially 
with weather. 
The presence of a stronger effect during warm or cool months indicates that in a given 
season, the effect of pollutants on mortality and hospital admissions are affected by 
weather conditions, such as temperature. This could mean that perhaps the way 
seasonality and meteorological factors were controlled for during the modelling steps was 
inadequate and this would have left a degree of residual confounding of season in the 
analysis. Alternatively, it could be that the mix of ambient pollutants varies across the 
seasons and their effects in Sao Paulo were really different throughout the year. These 
differences would indicate an interaction between air pollution and season and not 
necessarily an effect of more exposure to air pollution. 
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Alternatively, these seasonal differences could be attributed to the 'harvesting effect' 
producing a stronger effect of pollution in a certain season and depleting the population of 
highly susceptible individuals for the following season. Whatever is the answer to these 
questions, it seems reasonable that season could modify the effect. of air pollutants on 
mortality or hospital admissions. However, theses effects deserve further examination in 
different settings with different weather conditions. 
8.6.4. Harvesting 
There is clear evidence from this present study and from a vast published time series 
literature that exposure to current ambient levels of air pollution produces short-term 
adverse effects on human health. However and specifically for mortality, many have put 
forward the hypothesis that the effects seen are mostly due to hastening of the death of 
persons already debilitated who would have died anyway in a few days or weeks 
independently of the effect of air pollution [Spix et al, 1993]. This so-called 'displacement 
of deaths' or 'harvesting effect' is biologically plausible but only few studies have 
attempted to demonstrate this hypothesis [Spix et al,1996; Spix,1997]. 
This study investigated the possibility of a harvesting effect occurring for the series of 
mortality and hospital admissions in the city of Sao Paulo. However, none of the tests 
performed achieved the statistical significant level of 5%, presumably due to insufficient 
power to detect this phenomenon. Although not significant, it seems that the effect of 
PM IO on all cause mortality in the elderly was weaker during periods following a course 
of high mortality. This might mean that after a period of increased number of daily deaths 
(due to air pollution or any other cause), the number of susceptibles among the population 
becomes smaller, therefore, the effect of air pollution becomes weaker during these 
periods and until the pool of susceptible is again refilled. 
For respiratory hospital admissions of children under 5 years old similar pattern were 
observed. The effect of 0 3 was lower during periods following a high number of 
admissions, but only over the very short term 1-3 days. This may be only the effect of 
children admitted not being eligible for re-admission until they have left the hospital 
agam. 
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However, the concept of 'displacement', i.e. the hastening of admissions that would have 
occurred anyway in few days or weeks, seems a little inappropriate for hospital 
admissions. Here the underlying mechanism is that a period of high daily number of 
admissions depletes the pool of more susceptible children leaving only few to suffer the 
effects of air pollution in subsequent days. 
The importance of this phenomenon concerns the assessment of the public health impact 
of exposure to air pollutants. Calculations of the public health or long term impact of air 
pollution on mortality using estimates provided by these time series risk implying that the 
health impact is substantial. If it is accepted that some of the deaths caused by air 
pollution are just displacement of deaths by few days or weeks, the overall years of life 
lost for a period of, say one year, would not be substantially changed. 
On the other hand, the importance of the harvesting effect for hospital admissions is likely 
to be different since hospitalisation is not a once-only event. After an episode of 
increasing hospitalisation, children admitted and then discharged returns to being at 
increased risk of being re-admitted. Therefore, one child can, theoretically contribute with 
many admissions. In this analysis, each admission was treated as independent from 
another. Thus, following harvesting the pool of susceptible are refilled by both new 
individuals 'arriving' and by the return of those recovered from an earlier morbidity 
event. 
Moreover, for morbidity outcomes, the effect of harvesting on the public health impact 
estimates are likely to be different than for mortality. Since there is no displacement of the 
admissions but only a drop in the number of admissions after a period of increased 
adverse weather or air pollution circumstances, each admission and possible re-admission 
will count in the calculations of the burden of, for example, an air pollution episode. 
In conclusion, it is methodologically possible to investigate the magnitude of the 
harvesting effect in time series studies of health events. However, this investigation is in 
practice limited by power since this effect is not easily detectable in actual data. This is 
because those affected by an episode of air pollution or adverse weather conditions will 
react with different delays. Consequently, some will react on the same day, some the next, 
and a decreasing fraction with longer delays. The overlay of these reaction phases makes 
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the harvesting effect difficult to be detected. Nevertheless, the extent of its effects on the 
impact estimates for mortality and morbidity should be considered and attempts to 
understand this phenomenon and measure its magnitude should be pursued. 
8.7. PUBLIC HEALTH IMPACT 
There are still a great number of uncertainties about the magnitude of the public health 
impact of exposure to air pollution. Appropriate techniques to translate the measures of 
association found in epidemiological studies of air pollution into measures of public 
health impact are still under development. Quantification of the potential population 
impact caused by air pollution is important in order to provide governmental health and 
environmental agencies with guidance for policy making and air pollution control 
strategies. 
Methods to quantify such effects at the popUlation level still face some problems. 
Consistent information about the health implications of air pollution exposure is limited, 
especially for developing countries. Air pollution is characterised by a mixture of 
pollutants and it is very difficult to separate the effects of each pollutant or to 
appropriately estimate the joint effects of mixtures of air pollutants. 
Another issue when evaluating the public health importance of short term effects of air 
pollution is the possibility that the time of death (and maybe of hospital admission) for 
many individuals is advanced by only a few days or weeks. Therefore, those deaths would 
not have any major influence on the overall mortality of that population. Although the 
issue of mortality displacement has been addressed in this investigation, ways of 
incorporating its influence in the health impact assessment are still to be developed. 
Despite all these uncertainties, the numbers of premature deaths and hospital admissions 
attributable to exposure to air pollution in Sao Paulo were calculated and are shown in 
Table 8.1. The Relative Risk (RR) for each individual outcome was calculated for the 
annual mean. level of air pollution (PM IO or N02) compared to zero. This assumes a linear 
relationship between the death rates and levels of pollution and no threshold in the 
relationship between air pollution and health effects. However, this involves an 
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extrapolation below the lowest observed values which is clearly not attainable. These RR 
were then translated into percentage effects attributable to air pollution. These figures 
were applied to the observed annual number of events for each health endpoint for the 
period studied in the city of Sao Paulo to obtain the annual numbers of health events 
attributable to air pollution (Table 8.1). 
According to these calculations, more than 800 deaths a year in individuals over 65 years 
of age can be attributed to levels of PM IO in the city of Sao Paulo. For cardiovascular 
mortality, 479 deaths a year and 238 for respiratory diseases are attributed to PM IO• In 
addition, it is estimated that 655 respiratory hospital admissions in children under 5 years 
of age are attributed to current levels of N02 in Sao Paulo and 700 due to pneumonia 
infections. 
Table 8.1 - Percentage effects for the annual mean level of air poIJutants and attributable annual 
numbers of health events for different outcomes, for sao Paulo, Brazil, 1991-1994. 
Effect* % effect for mean annual nQ attributable 
levels of air poIJution to air poIJution 
elderly: 
aIJ cause mortality 3.3 814 
CVD mortality 3.9 479 
respiratory mortality 6.1 238 
children < 5 : 
respiratory hospital admissions 3.2 655 
pneumonia admissions 4.7 700 
* effects for the elderly were calculate for annual mean levels of PM10 (65.1 1l9/m3) and in 
children for annual mean levels of N02 (165.3 1l9/m3) 
It should be stressed that these figures were obtained from different models, with different 
specifications, therefore, which accounts for the slightly larger number of pneumonia 
admissions compared to all respiratory admissions in children. However, one can 
conclude that the overwhelming majority of the variation in admissions for all respiratory 
diseases i~ children is due to pneumonia infections. Moreover, these may be crude 
estimates since they are based on effects of a single pollutant. The effects of other 
components of the mixture of air pollutants are not considered, however were they to be 
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included, they should not be simply added, because the effects of pollutants are not well 
separated and adding may result in overestimation. 
Ostro [1996] has proposed a methodology to estimate the health effects of air pollutants 
and, more specifically, the health benefits of a reduction in annual averages of pollution. 
He proposed that the product of the dose-response relationship, the size of the exposed 
population at risk, and a change in air pollution levels, generates the total health impact in 
that population for that change in air pollution. Although differently formulated, this 
methodology is equivalent to the calculations performed above. 
Applying Ostro's methodology for Sao Paulo, the calculation of the health benefit in 
mortality for all causes excluding external causes in the elderly for a hypothetical change 
in PMJO are detailed below. The estimated Relative Risk obtained in this study for a unit 
increase in PMJO for all non-accidental mortality in the elderly in Sao Paulo is 1.0005, the 
mortality rate for all non-accidental causes in the elderly is 50.79/1000, and the 
population in this agegroup is estimated from the last census as 479,470 individuals. 
Annual ambient levels of PMJO during the period of this study averaged approximately 
65flg/m3. Assuming a hypothetical annual change of PM JO down to an annual mean of 
30flg/m3, the total number of deaths in the elderly saved by such a reduction can be 
calculated as: 
Expected deaths = percent effect ofPM JO in flg/m3 x (1/100) 
x baseline mortality rate 
x change in PM JO 
X exposed popUlation 
Expected deaths = 0.05 x 0.01 x 0.05147 x 35 x 479470 = 432 deaths a year 
Therefore, this reduction in annual levels of PM IO is expected to save about half of the 
deaths that are attributed to this pollutant. Applying the same calculations for 
ca~diovascular mortality the number of deaths saved due to CVD per year would be 258 
and for respiratory mortality 130. Applying the same approach to the hospital admission 
data in chi.ldren under 5 years old for pneumonia and assuming a reduction of 100flg/m3 
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m levels of N02 (which are currently at l65.3Ilg/m\ around 450 admissions for 
pneumonia per year in children less than 5 years old would be prevented. 
However, these were estimates based on the short-term effects of exposure to air pollution 
on health. Since, especially for mortality, there is some evidence that at least part of these 
deaths were just advanced or displaced by few days or weeks, their impact in terms of loss 
of life expectancy of the popUlation can be quite negligible. For example, some of the 432 
deaths in the elderly, potentially preventable by halving the annual averages of PM IO, 
would have occurred anyway in, say, a few days. Some others would have happened only 
over a longer period, and most likely falling in the following year. 
To provide an impression of the overall impact on life expectancy, the proportionate 
contribution of the premature deaths of these 432 deaths in the elderly may be estimated. 
They represent 1.8% deaths in that agegroup, and assuming, for example, a mean loss of 
life expectancy of 6 months for those deaths, this would represent an average loss of life 
expectancy of only 1 or 2 days, a negligible amount. 
No acute effects were observed in individuals younger than 65 years old and little 
evidence was found for acute effects in children mortality in this study. However, 
repeated or lasting exposure to air pollution are likely to produce chronic adverse health 
effects in these individuals. These chronic effects can possibly shorten their life 
expectancy by periods much longer than few days or weeks. Nevertheless, their deaths are 
not necessary related to a short term increase in air pollution levels, and can not be 
directly estimated in these data. 
Evidence from cohort studies conducted in the USA [Dockery et al,1993; Pope et al,1995] 
supports the hypothesis that air pollution also has chronic health effects. Estimates 
obtained in those cohort studies were applied by Brunekreef to the life tables of the Dutch 
male population between 20-75 years old [Brunekreef,1997]. He calculated that long term 
exposure to moderate level of air pollution (in this case, living in a city with mean 
. 3 
average of PM JO between 30-50llg/m ) could reduce the life expectancy by 1.11 years. In 
the public health point of view, this is a quite substantial effect. 
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Short and long term exposure to air pollution probably have different mechanisms in 
causing adverse health effects. They constitute different processes, probably largely 
independent. Nevertheless, their effects can be seen as complementary. 
However, it should again be stressed the limitations of these approaches to assess the 
public health impact of exposure to air pollution. No account has been given to the effects 
of multiple pollutants and their possible interaction. In addition, only few more evident 
effects have been more consistently studied. Other important effects in terms of public 
health are restricted activity days including work loss and school absenteeism. These have 
also being shown to be associated with air pollution [Ostro,1994; Romieu et al,1992; 
Ransom and Pope,1992] and their contribution should also be considered when assessing 
the public health impact of exposure to air pollution. 
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IMPLICATIONS 
Urban air pollution is a worldwide problem. While in the developed world there is an 
emerging problem related to photochemical oxidants and some acidic aerosols, in less 
developed countries problems still exists with classical pollutants such as S02 and 
Suspended Particulate Matter. As a result of the major short-term episodes that occurred 
around the 1950's, environmental health policies and emission control measures have 
been implemented in many countries which led to substantial reductions in air pollution 
levels. These measures have been more frequently implemented in developed countries 
which has contributed to widening the gap between them and the countries of the 
developing world in relation to air pollution levels. 
The health effects caused by such high level episodes were easily visible in the very large 
numbers of individuals affected. However, in the last decades, there has been a wide 
discussion about the short-term and also long-term health effects due to considerably 
lower levels, that is lower than the air quality guidelines set up by national and 
international organisations. 
Chapter 9. Conclusions 
This study was carried out to assess the short term effects of exposure to air pollution on 
mortality and hospital admissions in the city of Sao Paulo, Brazil, using routinely 
collected data in a time series approach. Careful consideration was given to several design 
and analytical issues pertaining to time series studies. Special attention was also given to 
minimise the roles of bias and confounding, crucial issues for any epidemiological 
investigation. In addressing the objectives of this study, the following conclusions can be 
drawn : 
1. This study confirmed that current ambient levels of air pollution in Sao Paulo are 
associated with short term adverse effects on mortality for individuals over 65 years 
old for ail causes, excluding accidents and violent deaths. In addition, it was identified 
that respiratory and cardiovascular diseases are also associated with air pollution. 
These associations were observed for PM IO, S02' 0 3, and CO. The magnitude of the 
excess mortality associated with air pollution was smail but statistically significant at 
the 5% level after adjustments (Objective 1). 
2. The effect of air pollution on mortality in the elderly was greater for respiratory 
diseases and cardiovascular diseases when compared to ail non-accidental causes 
(Objective 1). 
3. Current ambient levels of air pollution in Sao Paulo are also associated with short term 
increases in hospital admissions for respiratory diseases in children under 5 years old. 
Data for older agegroups were not available for this study. Levels of 0 3 and N02 are 
associated with admissions for all respiratory diseases and for pneumonia infections 
admissions in children. Both pollutants were also associated with admissions for 
pneumonia in infants (children under 1 year old), although only at a marginally 
significant level. Levels of PM IO also showed an association with admissions for 
pn,eumonia infections in infants. No statistically significant associations were 
observed for asthma admissions (Objective 1). 
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4. The associations between exposure to air pollution and the development of adverse 
health effects (mortality or hospital admissions) were observed to happen with 
measures of pollution on the same day or lagged by one day depending on air 
pollutant and specific health effect. However, the daily measures of air pollution used 
in this study were calculated including one third of a day lag (average from 4pm to 
4pm) (Objective 1). 
5. For mortality, the multiple pollutant models showed that exposure to 802, and to a 
lesser degree PM IO, had a clearer association with mortality than other pollutants 
measured. However, it is difficult to separate the individual effect of each pollutant 
since they constitute a highly complex mixture with a high degree of collinearity 
between them. Thus there is uncertainty in properly distinguishing the more hazardous 
one (Objective 2). 
6. Daily maximum temperature provided the best adjustment for the temperature effects 
in most models examined in this study. It was shown that the use of mean temperature 
would overestimate the effect of pollutants such as PM IO or 802 by 15-30%. It is 
possible that many studies which failed to examine the contribution of maximum 
temperature would not have adequately accounted for its confounding effect in the air 
pollution-health effects relationship (Objective 3). 
7. The effect of air pollution on mortality increases with age. No statistically significant 
effects were observed for children under 5 years old or other agegroups up to the age 
of 65 years old. Only the elderly (65 years old or more) were found to be at a higher 
risk of death due to exposure to air pollution in 8ao Paulo. These findings have 
important implications for pollution health impact estimates (Objective 4). 
8 .. In addition, there was some evidence of a slightly higher risk of death among 
individuals resident in wealthier areas but this difference was not statistically 
significant. However, the limitations of the approach adopted to classify the 
socioeconomic status of individuals preclude a more detailed assessment of the role of 
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these conditions in the risk of health effects due to exposure to air pollution (Objective 
4). 
9. The magnitude of the effects on health in the elderly observed in this study was 
generally smaller than what has been observed in studies of elderly populations in 
North American and European cities, and less even than results from studies that 
presented analysis for all ages combined. This is consistent with the observation that 
smaller effects are observed in places where levels of pollution are higher (Objective 
5). 
10. The results found in this study contrast with earlier preliminary analyses carried out in 
Sao Paulo. An effect was found on mortality in individuals over 65 years of age but 
the magnitude was somewhat smaller. The earlier suggestion of mortality effects in 
children were not confirmed. The principal reasons for theses differences are probably 
the much larger dataset on which the present study is based and the more appropriate 
adjustment for confounding factors. For children, analysis of hospital admission data 
(carried out for the first time in the city of Sao Paulo) do indicate an association with 
changes in levels of air pollution (Objective 5). 
Other conclusions that were also reached by this study includes: 
11. The results of this study were only weakly sensitive to alternative modelling 
approaches and to different ways of adjusting for temporal patterns. 
12. There was some evidence of a 'harvesting effect' or 'mortality displacement' among 
the elderly in Sao Paulo. This provides limited support for a model where exposure to 
air pollution causes for some individuals (who are already terminally ill) a quite 
moderate advancement of the time of death. There was also evidence, although 
weake,r, that the same phenomenon might be occurring for hospital admissions in 
children. This effect has importance in the assessment of the public health impact of 
exposure to air pollution. 
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13. Findings from this study are consistent with the substantial international literature 
relating air pollution to health effects. In addition, an internal coherence of results was 
observed with pollutants displaying larger effects at the same lag period for different 
diseases or agegroups, or the same pollutant exhibiting similar effects for related 
health outcomes. 
14. The associations between air pollution and adverse health effects observed in this 
study do not necessary imply causation. A critical factor in assessing causality in 
epidemiology is the finding of similar results in multiple studies, in different locations 
with varying levels of potential confounding factors. This reduces the risk that 
confounding could produce similar Relative Risks across the different studies. The 
associations found in Sao Paulo contribute to the body of evidence relating air 
pollution to adverse health effects. 
15. The overall magnitude of the impact of exposure to air pollution in terms of loss of 
life expectancy seems to be small. However, various uncertainties still exist on how to 
adequately assess the impact of air pollution on health using time series data. 
Nevertheless, due to the ubiquitous characteristic of the exposure to air pollutio~ an 
important implication of these fmdings is that large numbers of individuals living in 
urban areas like Sao Paulo are experiencing levels of air pollution that are capable of 
producing adverse health effects. In addition, effects on children's morbidity 
contribute a significant public health impact. 
In addition to these conclusions, the present study also raised several other questions 
which are still unsolved and deserve further examination in future studies. Some of the 
main implications generated by this study are delineated below: 
•. The role of the so-called 'harvesting effect' in the estimates derived by time series 
studies needs further elucidation. In addition, better methods for extrapolating from 
these time series studies into quantitative health impact assessment on exposed 
populations need to be developed. 
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• For mortality, the results showed that only the agegroup of individuals over 65 years of 
age are at an increased risk of death associated with air pollution. They constitute, 
therefore, the most susceptible group to such exposure and shouJd be regarded as such 
for prevention programmes purposes. 
• The findings from this epidemiological study indicate that current ambient levels of 
air pollution experienced by the population of Sao Paulo are associated with adverse 
health effects. This health impact of environmental air pollution deserves further 
recognition by those involved in the urban policy planning process. Most of the air 
pollution in Sao Paulo is related to motor vehicle emissions, and the fleet of vehicles 
has been increasing rapidly in the last few years. It is expected, therefore, that levels of 
pollution and adverse health impacts in Sao Paulo will increase if appropriate 
measures are not developed and enforced. 
• This study has demonstrated the usefulness of using existing routinely collected data 
on outcomes and environmental exposures in Sao Paulo to carry out an 
epidemiological study. These data are easily accessible and their future use would be 
encouraged by improvements in qUality. In the developing countries context this is an 
important source of information that should be further explored and studies similar to 
this should be replicated. In addition, there is a great scope to use data such as these to 
monitor future interventions and to evaluate the effectiveness or the impact of other 
enforced measures. In addition, these data can provide decision-makers with more 
appropriate tools for policy formulation, helping the process of making a bridge 
between health, environment and policy. 
• Finally, further well designed and conducted research on the health effects of exposure 
to urban ambient levels of air pollution in developing countries context are needed. 
Still few such studies have been conducted in these countries. The extent to which 
factors such as temperature, other meteorological parameters, population 
susceptibility, etc. are modifying the adverse health effects from exposure to air 
pollution needs to be more fully understood and quantified. A more complete 
understanding of the relationship between air pollution and health effects would 
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greatly benefit from studies conducted in different locations, with varying levels of 
ambient air pollution, weather conditions, and in populations with different health 
profiles and socioeconomic characteristics. 
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Appendix A 
Plot of observed versus predicted values for all cause mortality in the elderly (a) after including 
linear and quadratic term for trend; (b) after adding sine and cosine waves for one year; (c) after 
adding all sine and cosine waves; (d) adding indicators for day of the week; (e) adding 
meteorological terms (full model) . 
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Appendix B 
Table B.1 - Poisson regression coefficients for unit change in single pollutant models and Relative 
Risk (RR) of death for all cause mortality (excluding external causes) in people aged 
65 years or older for an increase from the 10!l! to the 9o!!l centile in levels of air 
pollutants. Results on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.499 0.209 1.033 (1.006 - 1.060) 
lag 1 0.327 0.174 1.021 (0.999 - 1.044) 
lag 2 -0.182 0.168 0.988 (0.968 - 1.010) 
S02 
lag 0 0.751 0.670 1.015 (0.989 - 1.043) 
lag 1 1.611 0.612 1.033 (1.008 - 1.058) 
lag 2 0.599 0.600 1.012 (0.988 - 1.037) 
N02 
lag 0 -0.043 0.062 0.992 (0.971 - 1.014) 
lag 1 0.069 0.057 1.013 (0.992 - 1.033) 
lag 2 -0.012 0.057 0.998 (0.978 - 1.018) 
0 3 
lag 0 0.096 0.120 1.010 (0.985 - 1.036) 
lag 1 0.045 0.113 1.005 (0.981 - 1.029) 
lag 2 0.213 0.108 1.023 (1.000 - 1.046) 
CO 
lag 0 3.967 2.459 1.020 (0.996 - 1.046) 
lag 1 1.804 2.338 1.009 (0.986 - 1.033) 
lag 2 
-2.890 2.318 0.985 (0.963 - 1.008) 
coefficients and standard errors (SE) X 103 
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Table B.2 - Poisson regression coefficients for a unit change in single pollutant models and 
Relative Risk (RR) of death for cardiovascular mortality in people aged 65 years or 
older for an increase from the 10!!l to the 90!!l centile in levels of air pollutants. 
Results on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.584 0.287 1.038 (1.001 - 1.076) 
lag 1 0.246 0.239 1.016 (0.986 - 1.047) 
lag 2 -0.258 0.233 0.984 (0.955 - 1.013) 
S02 
lag 0 1.579 0.921 1.032 (0.995 - 1.071) 
lag 1 2.136 0.846 1.044 (1.010 - 1.080) 
lag 2 1.410 0.831 1.029 (0.996 - 1.063) 
N02 
lag 0 0.062 0.084 1.011 (0.981 - 1.042) 
lag 1 0.078 0.079 1.014 (0.986 - 1.043) 
lag 2 -0.042 0.077 0.992 (0.966 - 1.020) 
0 3 
lag 0 0.288 0.165 1.031 (0.996 - 1.067) 
lag 1 0.018 0.156 1.002 (0.970 - 1.035) 
lag 2 0.148 0.149 1.016 (0.985 - 1.048) 
CO 
lag 0 7.839 3.329 1.041 (1.007 - 1.076) 
lag 1 5.699 3.193 1.029 (0.997 - 1.063) 
lag 2 -0.866 3.233 0.996 (0.964 - 1.028) 
coefficients and standard errors (SE) X 103 
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Table B.3 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for respiratory mortality in people aged 65 years or older for an increase from 
the 10th to the 90th centile in levels of air pollutants. Results on the same day and 
lagged one or two days. 
coefficient Std Err RR 95%CI 
PM1Q 
lag 0 0.861 0.471 1.057 (0.996-1.121) 
lag 1 0.910 0.423 1.060 (1.005 -1.118) 
lag 2 0.051 0.415 1.003 (0.952 - 1.057) 
S02 
lagO 1.110 1.517 1.023 (0.963 - 1.086) 
lag 1 1.937 1.456 1.040 (0.981 -1.101) 
lag 2 0.661 1.440 1.013 (0.957 - 1.073) 
N02 
lag 0 -0.113 0.147 0.980 (0.930 - 1.032) 
lag 1 0.157 0.138 1.029 (0.980 - 1.080) 
lag2 0.168 0.136 1.031 (0.982 - 1.082) 
0 3 
lag 0 0.192 0.277 1.021 (0.963 -1.081) 
lag 1 0.289 0.276 1.031 (0.974 - 1.092) 
lag 2 0.467 0.268 1.051 (0.994 - 1.111) 
CO 
lag 0 2.131 6.084 1.011 (0.951 - 1.074) 
lag 1 -3.135 5.686 0.984 (0.930-1.041) 
lag2 -3.854 5.634 0.981 (0.927 - 1.037) 
coefficients and standard errors (SE) X 103 
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Table 8.4 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for respiratory diseases in children aged 5 years or younger for an increase 
from the 10!!l to the 90!!l centile in levels of air pollutants. Results on the same day 
and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.304 0.998 1.020 (0.899 - 1.156) 
lag 1 -0.902 1.210 0.944 (0.810-1.098) 
lag 2 -0.627 1.172 0.961 (0.828 -1.112) 
S02 
lag 0 4.071 3.234 1.086 (0.955 - 1.233) 
lag 1 -0.085 3.574 0.998 (0.866 - 1.149) 
lag 2 -2.010 3.605 0.960 (0.832 -1.107) 
N02 
lag 0 0.328 0.332 1.061 (0.942 -1.192) 
lag 1 -0.455 0.367 0.921 (0.807 - 1.047) 
lag 2 0.081 0.356 1.015 (0.893 - 1.150) 
0 3 
lag 0 0.116 0.655 1.012 (0.883 -1.159) 
lag 1 0.525 0.674 1.057 (0.918 - 1.215) 
lag 2 0.334 0.722 1.036 (0.891 - 1.202) 
CO 
lag 0 16.145 13.277 1.086 (0.950 - 1.238) 
lag 1 -1.845 14.389 0.991 (0.858 - 1.143) 
lag 2 6.849 14.153 1.035 (0.899 - 1.192) 
coefficients and standard errors (SE) X 103 
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Table 8.5 - Poisson regression coefficients for single pollutant models and Relative Risk (RR) of 
death for pneumonia in children aged 5 years or younger for an increase from the 
101ll to the 901ll centile in levels of air pollutants. Results on the same day and lagged 
one or two days. 
coefficient Std Err RR 95%CI 
PM 10 
lag 0 0.627 1.126 1.041 (0.900 -1.196) 
lag 1 0.004 1.362 1.000 (0.838 - 1.182) 
lag 2 0.078 1.323 1.005 (0.847 -1.183) 
S02 
lag 0 5.052 3.636 1.107 (0.959 - 1.280) 
lag 1 1.229 4.009 1.025 (0.875 - 1.204) 
lag 2 -0.336 4.041 0.993 (0.847 - 1.168) 
N02 
lag 0 0.302 0.374 1.056 (0.915 -1.196) 
lag 1 -0.278 0.409 0.951 (0.813 - 1.089) 
lag 2 0.425 0.396 1.080 (0.931 - 1.236) 
0 3 
lag 0 0.043 0.734 1.005 (0.877 - 1.198) 
lag 1 0.563 0.753 1.061 (0.934 - 1.284) 
lag 2 -0.271 0.817 0.972 (0.845 - 1.193) 
CO 
lag 0 14.985 15.123 1.079 (0.918 - 1.242) 
lag 1 -4.875 16.333 0.976 (0.818 -1.133) 
lag 2 25.997 15.888 1.141 (0.962 - 1.321) 
coefficients and standard errors (SE) X 103 
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Appendix C 
Plot of observed versus predicted values for hospital admissions of children under 5 years old for 
all respiratory causes (a) after adding sine and cosine waves for one year; (b) after adding all 
sine and cosine waves; (c) adding indicators for day of the week; (d) adding meteorological terms 
(full model). 
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Appendix 0 
Table 0.1 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) 
of hospital admission for all respiratory diseases in children under 5 years old. RR are 
for an increase from the 101!! to the 90l!! centile in daily levels of each pollutant. 
Results on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.403 0.286 1.040 0.985 - 1.099 
lag 1 0.163 0.297 1.016 0.960 - 1.076 
lag 2 0.184 0.241 1.018 0.972 - 1.067 
S02 
lag 0 0.823 0.947 1.023 0.972 - 1.075 
lag 1 1.378 1.026 1.038 0.983 - 1.096 
lag 2 -0.452 0.960 0.988 0.939 - 1.040 
N02 
lag 0 0.192 0.099 1.063 0.999- 1.132 
lag 1 -0.011 0.101 0.996 0.935 - 1.062 
lag 2 -0.040 0.098 0.987 0.928 - 1.050 
0 3 
lag 0 0.438 0.211 1.054 1.003 -1.107 
lag 1 0.065 0.229 1.008 0.955 - 1.064 
lag 2 -0.002 0.220 1.000 0.949 - 1.053 
CO 
lag 0 2.387 3.397 1.017 0.971 - 1.065 
lag 1 1.526 3.376 1.011 0.965 - 1.057 
lag 2 0.597 3.094 1.004 0.963 - 1.058 
coefficients and standard errors (SE) X 103 
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Table 0.2 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) 
of hospital admission for pneumonia infections in children under 5 years old. RR are 
for an increase from the 10!!l to the go!!! centile in daily levels of each pollutant. 
Results on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.498 0.338 1.050 0.984-1.121 
lag 1 0.012 0.351 1.001 0.936 - 1.071 
lag 2 0.071 0.285 1.007 0.953 - 1.064 
S02 
lag 0 0.771 1.099 1.021 0.963 - 1.083 
lag 1 0.873 1.191 1.024 0.961 - 1.091 
lag 2 -0.962 1.119 0.974 0.918 - 1.034 
N02 
lag 0 0.279 0.117 1.093 1.016-1.177 
lag 1 0.032 0.124 1.010 0.934 - 1.092 
lag 2 -0.164 0.119 0.949 0.881 - 1.023 
0 3 
lag 0 0.615 0.253 1.076 1.014-1.142 
lag 1 0.151 0.278 1.018 0.954 - 1.087 
lag 2 -0.042 0.266 0.995 0.935 - 1.059 
CO 
lag 0 2.087 3.998 1.015 0.961 - 1.071 
lag 1 0.096 3.956 1.001 0.948 - 1.056 
lag 2 0.898 3.621 1.006 0.958 - 1.057 
coefficients and standard errors (SE) X 103 
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Table 0.3 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) 
of hospital admission for pneumonia infections in children under 1 year old. RR are 
for an increase from the 101t1 to the 901t1 centile in daily levels of each pollutant. 
Results on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 0.913 0.396 1.094 1.013 -1.180 
lag 1 0.591 0.357 1.060 0.989 -1.135 
lag 2 0.474 0.348 1.048 0.980 -1.120 
S02 
lagO 2.537 1.331 1.071 0.998 - 1.149 
lag 1 2.236 1.309 1.062 0.991 -1.139 
lag 2 1.103 1.313 1.030 0.961 -1.105 
N02 
lag 0 0.271 0.144 1.091 0.996 -1.193 
lag 1 0.128 0.143 1.042 0.952 -1.138 
lag 2 -0.038 0.139 0.988 0.905 - 1.077 
0 3 
lag 0 0.566 0.317 1.070 0.993 -1.152 
lag 1 0.029 0.320 1.004 0.931 - 1.081 
lag 2 0.115 0.311 1.014 0.942 - 1.090 
CO 0.000 0.000 
lag 0 1.155 4.795 1.008 0.944 - 1.075 
lag 1 3.072 4.495 1.021 0.961 - 1.085 
lag 2 5.028 4.394 1.035 0.975 - 1.099 
coefficients and standard errors (SE) X 103 
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Table 0.4 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) 
of hospital admission for asthma in children under 5 years old. RR are for an increase 
from the 1 alh to the 9al!! centile in daily levels of each pollutant. Results on the same 
day and lagged one or two days. 
coefficient 8td Err RR 95%CI 
PM1Q 
lag 0 0.248 0.527 1.025 (0.926 - 1.133) 
lag 1 0.166 0.547 1.016 (0.915 - 1.129) 
lag 2 0.513 0.677 1.052 (0.923 -1.198) 
802 
lag 0 1.420 2.061 1.039 (0.931 -1.159) 
lag 1 3.340 2.073 1.095 (0.980 - 1.222) 
lag 2 3.732 2.254 1.106 (0.981 - 1.247) 
N02 
lag 0 0.214 0.251 1.071 (0.914 - 1.251) 
lag 1 0.268 0.244 1.089 (0.934 - 1.268) 
lag 2 0.317 0.259 1.107 (0.940 - 1.300) 
0 3 
lag 0 -0.254 0.484 0.970 (0.866 - 1.086) 
lag 1 -0.112 0.484 0.987 (0.881 -1.105) 
lag 2 0.089 0.499 1.011 (0.899 - 1.136) 
CO 
lag 0 11.267 7.214 1.081 (0.980-1.192) 
lag 1 3.536 7.461 1.025 (0.926 - 1.133) 
lag 2 7.600 8.050 1.054 (0.944 - 1.175) 
coefficients and standard errors (SE) X 103 
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Table 0.5 - Poisson Regression Coefficients for single pollutant models and Relative Risks (RR) 
of hospital admission for diarrhoeal disease in children under 5 years old. RR are for 
an increase from the 101h to the 90!l! centile in daily levels of each pollutant. Results 
on the same day and lagged one or two days. 
coefficient Std Err RR 95%CI 
PM10 
lag 0 -0.770 0.483 0.927 0.845 - 1.017 
lag 1 -0.382 0.519 0.963 0.871 - 1.064 
lag 2 -0.945 0.470 0.911 0.833 - 0.997 
S02 
lag 0 -2.031 1.706 0.946 0.864 - 1.036 
lag 1 -1.918 1.814 0.949 0.862 - 1.045 
lag 2 -3.640 1.796 0.906 0.823 - 0.996 
N02 
lag 0 -0.053 0.185 0.983 0.875 - 1.103 
lag 1 -0.250 0.189 0.923 0.820 - 1.038 
lag 2 -0.132 0.184 0.959 0.854 - 1.075 
0 3 
lag 0 0.142 0.347 1.017 0.938 -1.103 
lag 1 -0.249 0.362 0.971 0.892 - 1.056 
lag 2 -0.180 0.352 0.979 0.901 - 1.063 
CO 
lag 0 -1.472 6.154 0.990 0.910- 1.076 
lag 1 -0.580 6.233 0.996 0.915 - 1.083 
lag 2 -8.340 5.776 0.944 0.873 - 1.021 
coefficients and standard errors (SE) X 103 
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