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1. Introduction 
This note corrects a mistake in [6]. The main 
conclusion there (as reflected in the title) remains 
unchanged; only the construction of the 'universal 
controller' has to be carried out slightly differently. 
The note also corrects 'isomorphic' mistakes in 
[7, 8], which also gave a discrete-time v rsion of the 
result in [6]. 
In [6] an adaptive controller was presented, 
claimed to stabilize any multivariable linear, time- 
invariant, finite-dimensional p ant for which the 
order l of some (linear, time-invariant) controller 
was known. The construction was based on two 
parts: Constructing a smooth, dense curve in con- 
troller space (viewed as the M xP-matrices), 
and establishing that the adaptation 'works', i.e. 
that the states will asymptotically converge to 0, 
while the parameter k converges to a finite value. 
Unfortunately, the first part was in error. The sen- 
tence 'It follows from (6)-(9) that {o(h)N(h), 
h = h(k), keR} is a dense subset of the space of 
M × P matrices' is not correct. For the 'proof' of 
that statement (carried out in more detail in [8]), 
the following, erroneous, 'property' of almost peri- 
odic functions N:I~---, S ue-  1 was used: For any 
open set O c S Me- 1 there is a sequence of equidis- 
tant intervals Iv, with length bounded from below, 
such that N( Iv)c  0 for all v. This property does not 
follow from the definition of almost periodicity, and 
a counterexample can easily be constructed. 
It is unknown to the authors whether the proof 
in [6] can be fixed or not. Instead, another con- 
struction, which is much more natural and simple, 
will be presented. It is based upon using a dense 
curve directly, instead of the unnatural approach in 
[6], using a decomposition i 'size' and 'direction'. 
The present note has been written to be self- 
contained in the sense that it contains a full proof 
on the main result, without reference to E6]. 
Throughout the paper, II'll denotes the Euclid- 
ean norm of R n, n being clear from the context. We 
will also talk about ~2 spaces without specifying 
the domain and co-domain. 
2. The adaptive control problem 
The plant is assumed to be representable by 
equations of the form 
5c(t) = Ax(t) + Bu(t), x(t)~R n, u ( t )~" ,  
y(t) = Cx(t), y(t )eR m. (2.1) 
Correspondence to: J.W. Polderman, Department of Applied 
Mathematics, University of Twente, P.O. Box 217, 7500 AE 
Enschede, The Netherlands 
The order n and the matrices A,B, C are not as- 
sumed to be known. We only make the following 
assumption on a priori knowledge about (2.1). 
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Assumption 2.1. An integer 1 is known such that 
there exists an asymptotically stabilizing compen- 
sator for (2.1) of the form 
2(0 = Fz(t) + Gy(t), z(t)~R 1, 
u(t) = Hz(t) + Ky(t). (2.2) 
We note the following lemma, which is proved in 
[-4, Theorem 7]. 
Lemma 2.2. Assumption 2.1 implies that the pair 
(A, B) is stabilizable and the pair (C, A) detectable. 
Note that some forms of a priori knowledge 
translates directly to the knowledge of such an l: for 
example, if n were known, we could take l = n; if 
detCB 4:0 and (2.1) is minimum-phase then l=  0 
would be possible, etc. 
With I at our disposal, we can conceptually con- 
vert the original problem to the problem of stabiliz- 
ing with static gain feedback by considering the 
dynamical elements of the controller as belonging 






Furthermore, define M = m + I and P = p + I. The 
closed-loop system (2.1)-(2.2) can now be written as 
.~(t) = 2if(t) +/3t~(t), (2.3a) 
~(t) = ~'Y(t), (2.3b) 
~(t) =/()(t) .  (2.3c) 
Note that since (A.B) is stabilizable ((C, A) is de- 
tectable), so is (A, B) ((C, A)). 
Rephrased in terms of the representation (2.3), 
Assumption 2.1 states that there exists some, in 
general not known, matrix /~o~R M×p such that 
if=/(037 stabilizes the plant, i.e. such that 
2 + BKoC has all its eigenvalues in the open left- 
half plane. 
The adaptive algorithm is based on a dense 
search through the controller space. The search 
path will be designed off-line and does not depend 
on the system or the data. However, the way in 
which the search path will be traversed will be 
determined by the input-output data. 
The adaptive controller will be composed of two 
functions, /(: II~+--* ~M×P, and h :~+~ ~ satisfy- 
ing the following assumptions: 
(I) The 'controller curve' /( is Lipschitz-con- 
tinuous. (Recall the definition: for every compact 
subset ~[rcRu×e there is a constant x such that, 
for x, yeJg,  II•(x - Y)II -< ~cllx - Yll.) 
(II) For all a6~ +, the image/(([a, oo)) is dense 
in ~M×P 
(III) The function h is smooth, monotone increas- 
ing, with l imk~ h(k) = oo. 
(IV) limk~o k~k(k) = O. 
One possible h is given by h(k) = x /~gk  (for k > 1). 
In Section 4, examples of functions K which satisfy 
these assumptions will be presented. Also note that 
it is enough to show (II) for one a, say a = 0. 
The adaptive controller is now given by 
~(t) = K,(h(k(t))) ~(t), (2.4a) 
//(t) = II ~(t)II 2 + II t~(t)II 2. (2.4b) 
The following result is standard, see e.g. [2]. 
Proposition 2.3. For all initial conditions (:~(0), k(O)) 
there exists exactly one solution (~,k) of equations 
(2.3a), (2.3b) and (2.4) defined on a maximal interval 
of existence [0, tt). I f  t* < ~,  then limt~t, [I(x, k)II 
~--- (30.  
3. The main result 
Theorem 3.1. Consider the system defined by equa- 
tions (2.3a), (2.3b) and (2.4). Suppose that Assumption 
2.1 holds, and that (I)-(IV) are satisfied. Then,for all 
initial condition (x(0),z(0), k(0)), it holds that 
t t = oo, and 
l imk( t )=k~< oo, l imx( t )=0,  l imz(t)=0.  
Before we prove Theorem 3.1 we will prove 
a simple lemma. 
Lemma 3.2. Consider the system 
2(0 = Ax(t) + Bu(t), 
y(t) = Cx(t )  
(3.1) 
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and assume that (C,A) is detectable. Then there 
exists constants Co, CteR such that for all u(.)  and 
for all to, teR  + it holds that 
Ilx(t)ll 2 < CollX(to)ll 2 
+ cl []u(T)][ 2 + [ly(z)l]2 d~. (3.2) 
o 
Proof. By assumption, there exists a matrix L such 
that A-  LC is asymptotical ly stable. Since 
Yc=(A-LC)  x+Bu+Ly,  it follows from the 
variation-of-constants formula that 
x(t) = e ~A - Lc)(t- to) x( t0  ) 
.3!_ ,e(A - LC)(t - t)  (Bu(z) + Cy(z)) dr  
• J t o 
= : L , , t - to (X( to) )  + L2,t-to(U(" ), y(" ). 
Since A - LC is asymptotical ly stable, {LL, } and 
{ L2,,} are families of uniformly bounded operators, 
we have 
Ilx(t)l[ 2 < 211Ll.,-,oll 2 Ilx(to)ll 2 
+ 21lL2, , - ,o l l  2 [lu(~)ll 2 + IlY(~)ll2d~ 
o 
< 2 sup II L I , t  II 2 IIx(to)II 2 
t 
+ 2sup IlL2,,ll 2 Ilu(~)ll 2 
t O 
+ II y(~)II 2 dz. 
With Co = 2sup, IlL~,, I] 2 and Cl = 2sup, II L2,tll 2 is 
the desired inequality. [] 
Proof  of Theorem 3.1. The steps of the proof  are as 
follows: Let t* be as in Proposit ion 2.3. First, we 
show that if k(t) remains bounded, then t t = oo. 
The main work is now to show that if k grows 
unbounded as t ~ t* then we arrive at a contradic- 
tion. For this, we establish the existence of 'nice' 
intervals of controllers. We estimate the possible 
growth within such an interval. Combining this 
with a general estimate of the norm of the state 
(Lemma 3.2), we get the contradiction. Finally, we 
show that the boundedness of k implies the last two 
assertions. 
If t* < oo, it follows from Proposit ion 2.3 and 
Lemma 3.2 that limt~t, k(t )= oo. By (2.4b), k is 
monotonical ly nondecreasing; hence, k either con- 
verges (in which case we may conclude that t* = oo) 
or grows unbounded. Suppose that k does not 
converge (do not assume that t *= oo). We will 
derive a contradiction, thus proving the first two 
statements of the theorem. 
By Assumption 2.1 there exists a/~o ~ •M × P such 
that ,4+ BKoC is asymptotical ly stable. Let 
Po = Po T > 0 be the unique positive-definite solu- 
tion of 
(A + BKoC) T Po + Po(A + BKoC) = - I. 
There exists a bounded open neighborhood f2 of 
Ko, such that for all g~f2,  
(Zl + /~/~)T Po + Po( ,~ +/~/~C) -< - ½ I. (3.3) 
From (|I) it follows that there exist countably many 
disjoint intervals lj =:(~;,fl;) (j = 1,2 . . . .  ) such 
that g( l j ) cO.  By (I) we may conclude that 
fl~ - ct; >_ ~ for some 3 > 0. 
The assumption of k diverging implies that all 
intervals l j  will be visited (also if t* < oo). We 
will now estimate how much h can grow after 
having entered Ij. We will see that for j  sufficiently 
large, h cannot grow with the amount  6, which 
is necessary to leave l j, which will yield the 
contradiction. 
Let tj be such that h(k(tfl) = ctj. We have 
f t d h(k(t)) - ~j = dz (h(k(z)) dz 
J 
f[ dh = J ~ (k(z)) I~(z) dz (3.4) 
t dh  2 
= J ,~(k (z ) ) (Na(OI I  + IlY(z)llE)dz 
<- 7 ;(~) l[ 2 dz, 
(the last step used (2.4a)), with y=supr~a 
II K + I II 2 < oo. Now assume that t > tj is such 
that h((tj, t ) )c  lj. Under this assumption, it follows 
from (3.3) that ½x T Pox is an exponential ly decaying 
Lyapunov function, as long as her2. Therefore, for 
some d (not depending on j) it holds that 
f ' <_ dll~(tj)[I 2. fly(~)ll2 d~ J 
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Combining this with Lemma 3.2 yields 
f /  II )7(r)II 
2 dr 
J 
< d coll~(O)ll 2 + cl IltT(~)ll 2 + ll)7(r)ll z & 
= d(co 11;(0)112 + Q(k( t j ) -  k(O))). 
Inserting into (3.4) we get 
h(k(t)) - ctj < (C'o + c'1 k(ti)) 
dh 
sup ~(k) ,  (3.5) 
k,h(k)~l j  
where c~ = dy(co 11 ;(0)II 2 - -  k(0)) and c'1 = d7c1 de- 
pend on system constants and initial conditions, 
but not on j. For j large, it holds that (c3 + 
c'l k(t j))< 2c] k(tj), and, since k(t;) is less than or 
equal to any element in the set over which the 
supremum in (3.5) is taken, it holds that 
h(k(t)) - ~j <_ 2c', sup (k  d-~hl.(k)~. (3.6) 
k, h(k) ~ I j  \ u,~ / 
We may now conclude from (IV) that the right- 
hand side of (3.6) goes to 0 when j goes to infinity. 
In particular, eventually h(k(t)) - ~j < 6. This es- 
tablishes the contradiction. 
We conclude that k has a limit, say l imt~ k(t) 
= ko~ < ~.  It remains to prove the last two asser- 
tions of the theorem, or equivalently, that 
lim,~ o~ ;(t) = 0. 
By (2.4b) it follows that t~, )7~£~'2. Select/~ so that 
A-  LC has all eigenvalues in the open left-half 
plane. Since ~ = (A - LC);  + Bfi + LCy, we may 
consider ; ( '  ) as the image of )7(.) and ~(.) under 
a bounded affine operator between suitable Ae2 
spaces. It follows that ;( ')E£~'2. Since k(.)  is 
bounded, we may conclude from (2.3a), (2.3b), and 
(2.4b) that also xELP2. It now follows that 
lim ; ( t )= 0: first note that by considering every 
component individually, we may assume that ; is 
scalar. According to H61der, x ;  is integrable, i.e. 
2 ; ;  dr = : M~ 
has a finite limit, as t--* @. But 
t d 
M, = f ~-  ;('/7) 2 dr = ; ( t )  2 - -  ; (0 )  2. 
30 at 
S ince  M t converges, ~(t) must converge to a con- 
stant ;~.  But ; ( . )eLe2,  so ;~  = 0. [] 
4. Dense curves 
In order to show that the theorem in the previous 
section is not void, we have to demonstrate a con- 
struction satisfying (I) and (II). There are many 
ways of doing this, and we will present wo different 
functions /( satisfying the conditions (I) and (II). 
The first example is based on the skew line on the 
torus, whereas the second example relies on an 
enumeration of QN. 
For ease of notation, with N = MP we identify 
R M × e (the controller space) with R N via the coord- 
inates, and present dense curves on R N instead. 
4.1. A differential-geometric approach 
We next present a construction based on map- 
ping the skew line on the torus onto R N. It yields 
a very simple, explicit formula. It is only valid for 
N>2.  (For N= l one possible choice is 
K(h) = h sin h.) 
Proposition 4.1 For N >_ 2, let a~ . . . . .  aN~R be lin- 
early independent over Q. Define the mapping 
/(:  R + ~ R N by Igin° ]
( 1 1)  " • (4.1) 
/((h) = 2 iN__ 1 sin2 aj h Lsin aNhJ 
Then 
(i) /(  is well defined and ~ for all h > 0, 
(ii) the image of I( is dense in ~N. 
Note that (i) in particular implies (I). By the remark 
following (I)-(IV), (ii) implies (II). 
As an example of linearly independent real num- 
bers al ,  . . . ,  aN, we mention a i = ~ where pj is the 
jth prime. 
Informally, the construction can be understood 
as follows. The mapping is the composit ion of the 
skew line on the N-dimensional torus with 
a surjective mapping from the torus (with a finite 
number of singularity points removed) to •N. The 
skew line is dense on the torus. A surjective 
'blow-up' maps the skew line into smooth and 
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dense curve in II~ N traversed with bounded velocity 
on bounded subsets, provided that the singularities 
are avoided. 
Proof.  (i) We only need to prove that the denomin- 
ator (~ sin 2 ajh) never vanishes for h > 0. If this 
happens, say for h = h0 > 0, then a~ho = 0 mod n 
for j = 1 . . . . .  n, which implies that there exist 
kl . . . . .  kN~_ + such that 
agho = kin, j = 1 . . . . .  N. (4.2) 
Let p, qe{1 . . . .  ,n} be distinct. Multiplying the pth 
equation of (4.2) by kq and the qth equation by kq, 
subtracting, and finally dividing by h0 4: 0, we get 
kqap-kpaq = 0. This contradicts the linear inde- 
pendent of the a/s over Q. 
(ii) Denote the N-dimensional torus TN= RN/ 
2n7/by Tand the N-dimensional interval [ - 1, 1] N 
by I. With x = [xl . . . . .  XN] T, define the mappings 
~:R+~T,  f l :T--* I ,  and 7 : I \{0}~ ~ N by 
~(h)= [alh mod2n . . . .  ,aNhmod2n]  T, fl(x) = 
. . .  l N 2 [sinxl, ,sinxN] v, and ?(x)= ( /Y~j=I x~ - 1) 
[x~ . . . . .  XN] T. By part (i), it follows that 
g= 7o/~o~. 
It is well known that • has dense image 
(Kronecker's theorem, [3, Theorem 444], see also 
[ 1, Section 3.2 ]). Since 7 preserves rays (considering 
I as a subset of RN), and since (1/Z. N 1 x2-  1) 
takes on all values in [0, oo), we see tha(? is surjec- 
tive and continuous. Clearly, also fl is continuous 
and surjective. Since ct has dense image, two ap- 
plications of the following simple topological 
lemma completes the proof of(ii). [] 
Lemma 4.2. Let f :  X --* Y be a surjective, continuous 
mapping between topological spaces X and Y. For 
any dense E c X it holds that f (E)  is dense in Y. 
Proof.  Assume thatf(E)  is not dense in Y, i.e. that 
for some nonempty open set O it holds that 
0 c~ f (E )  = 0. Sincefis continuous, f - 1(O) is open 
in X and sincefis surjective, it is nonempty. From 
0 n f (E )  = O, we conclude that f -  x (O) c~ E = 0. 
Thus, E cannot be dense, which is a contra- 
diction. [] 
4.2. A dense curve based on an enumeration of  O N 
A second example of a dense curve is obtained as 
follows. 
Proposit ion 4.3. Let { qi } i~  be an enumeration of O N. 
Define {zi} by 
Z o = O, 
%+1 = Zi -1- [Iqi+l -- qill for i > 1. 
Def ine/(  : R + w (0} ~ R N by 
/ ( ( (1 -- 2)zl + 2z i+1) := (2 -- 1)qi + ~'qi+ l, 
0<2<1.  
Then I( has properties (I) and (II). 
In words: the image/('(R +) is the linear interpo- 
lation of the 'enumeration' of O N, traversed with 
constant speed. From the construction, it is obvi- 
ous that / (  satisfies the requirements, sothe proof is 
omitted. 
Remark 4.4. Given h, /((h) can be calculated as 
follows. First determine the unique index i such 
that z i<h<~i+l .  Then define 2=(h-z i ) /  
( z i+ l -  zi), which is well defined since zi+l 4: ri. 
Finally,/((h) = 2qi + (1 - 2)qi+ 1. 
Remark 4.5. When trying to write an algorithm to 
enumerate ON, one notes that the task is much 
simpler if we do not have to worry about repeti- 
tions in the sequence qo, q l . . . . .  Therefore, we re- 
mark that the requirement of{ ql}i to be an enumer- 
ation may be replaced with the weaker equirement 
that ql is a surjective mapping I~1--. Q satisfying 
qi 4: qi + 1" 
Accepting the enumeration as given, the latter 
construction possibly provides an example which is 
easier to understand (and prove!). However, it does 
not yield such an explicit formula as the first con- 
struction. We remark that in [5-1 'pseudo-code' 
implementations of algorithms imilar to the one 
above was given. The pseudo-code algorithms there 
generalize in an obvious way to generate 'enumer- 
ations' of O N for arbitrary N. 
Finally, we remark that the controller given by 
(2.4) and (4.1), with, e.g., h= log(k+ 2) and 
a~ = x/~,  is indeed an extremely simple controller, 
for example, in the sense of effort of implementing it 
in your favorite simulation program. This is not to 
say that'we claim the quantitative performance is 
neither good nor acceptable, only to expose the 
fragility of some arguments comparing the 
'simplicity' of different universal stabilizing 
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algorithms. It is not clear if a construction contain- 
ing elements like enumeration of the rationals 
qualifies as 'simple'. 
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