Abstract. A strongly damped wave equation including the displacement depending nonlinear damping term and nonlinear interaction function is considered. The main aim of the note is to show that under the standard dissipativity restrictions on the nonlinearities involved the initial boundary value problem for the considered equation is globally well-posed in the class of sufficiently regular solutions and the semigroup generated by the problem possesses a global attractor in the corresponding phase space. These results are obtained for the nonlinearities of an arbitrary polynomial growth and without the assumption that the considered problem has a global Lyapunov function.
Introduction
In a bounded smooth domain Ω ⊂ R 3 , we consider the following problem:
(1.1) ∂ 2 t u + f (u)∂ t u − γ∂ t ∆ x u − ∆ x u + g(u) = h, u ∂Ω = 0, u t=0 = u 0 , ∂ t u t=0 = u 1 .
Here u = u(t, x) is unknown function, ∆ x is the Laplacian with respect to the variable x, γ > 0 is a given dissipation parameter, f and g are given nonlinearities and h ∈ L 2 (Ω) are given external forces. We assume throughout of the paper that the nonlinearities f and g satisfy (1.2)
where p, q ≥ 0 and p + q > 0. Strongly damped wave equations of the form (1.1) and similar equations are of a great current interest, see [2, 3, 4, 5, 6, 10, 12, 13, 14, 16, 19, 20] and references therein. The most studied is the case with only one nonlinearity (f ≡ 0), i.e. the problem of the form (1.3) ∂ 2 t u − γ∂ t ∆ x u − ∆ x u + g(u) = h, u ∂Ω = 0, u t=0 = u 0 , ∂ t u t=0 = u 1 .
Even in this particular case, the equation has a lot of non-trivial and interesting features attracting the attention of many mathematicians, see [2, 3, 5, 6, 13, 20] and references therein. For instance, it has been thought for a long time that, for the case of the solutions belonging to the so-called energy phase space, there is a critical growth exponent q max = 4 for the nonlinearity g and that the properties of the solutions in the supercritical case q > q max are principally different from the subcritical case q < q max . On the other hand, as has been shown already in [20] that the problem (1.3), with nonlinear term satisfying just the condition g ′ (s) ≥ −C, ∀s ∈ R has a global unique solution belonging to the more regular phase space
Here and below H s (Ω) stands for the usual Sobolev space of distributions whose derivatives up to order s belong to L 2 (Ω) and H s 0 (Ω) means the closure of C ∞ 0 (Ω) in H s (Ω). So, there is no critical growth exponent for the class of smooth solutions ξ u := (u, ∂ t u) ∈ E 1 . A dissipativity of the semigroup generated by problem (1.3) in the phase space E 1 was shown in [7] and [15] , in [15] regularity of the attractor of the semigroup was also established.
The global unique solvability, dissiptivity and asymptotic regularity of solutions of (1.3) without any growth restrictions (just assuming that g(u) satisfies (1.2) with arbitrary q ∈ R + ) has been relatively recently established in [8] also for the case of solutions belonging to the natural energy space
Thus, despite the expectations, even on the level of energy solutions there is no critical exponent for the growth rate of g and the analytic and dynamic properties (existence and uniqueness, dissipativity, asymptotic smoothing, attractors and their dimension) look very similar for the cases q < 4 and q > 4. This is related with the non-trivial monotonicity properties of the equation considered in the space L 2 (Ω) × H −1 (Ω), see [8] for more details. The alternative case when another nonlinearity vanishes g ≡ 0 also leads to essential simplifications. Indeed, assuming that h = 0 for simplicity and introducing the new variable v(t) := t 0 u(s) ds, we reduce (1.1) to
where c depends on the initial data and F (u) := u 0 f (v) dv. Using e.g., the methods of [9] , one can show the absence of a critical exponent for the growth rate of f (u) in the energy phase space.
The situation becomes more complicated when both nonlinearities f and g are presented in the equation and grow sufficiently fast since the methods developed to treat the case of fast growing g are hardly compatible with the methods for f and vise versa. In particular, the problem of presence or absence of critical growth exponents for the non-linearities f and g is still open here and, to the best of our knowledge, a more or less complete theory for this equation (including existence and uniqueness, dissipativity, asymptotic regularity, attractors, etc.) is built up only for the case where f and g satisfy the growth restrictions p ≤ 4, q ≤ 4 and additional monotonicity restriction
see [11] for the details. The main aim of these notes is to show that problem (1.1) is globally well-posed and dissipative at least in the class of the so-called strong solutions ξ u ∈ E 1 without any restrictions on the growth exponents p and q and without the monotonicity assumption (1.6). To be more precise, the main result of the notes is the following theorem.
(Ω) and the nonlinearities f and g satisfy assumptions (1.2). Then, for every ξ u (0) ∈ E 1 , there exists a unique strong solution ξ u ∈ C(R + , E 1 ) of (1.1) and the following estimate holds:
for some positive constant α and monotone function Q, where
The proof of this theorem is given in Section 2. The dissipative estimate (1.7) is strong enough to obtain the existence of a global attractor A for the considered system in the phase space E 1 and verify that its smoothness is restricted by the regularity of the data f , g and h only, see Section 3 for more details. Note also that, in contrast to the most part of papers on the subject, we do not use the monotonicity assumption (1.6). As a result, the equation does not possess any more a global Lyapunov function and the non-trivial dynamics on the attractor becomes possible. For instance, our assumptions include the Van der Pole nonlinearities f (u) = u 3 − u and g(u) = u, so the time periodic orbits (and chaotic dynamics) become possible. Another classical example with non-trivial dynamics is the so-called FitzHugh-Nagumo system:
Indeed, differentiating the first equation by t and removing the variable v using the second equation, we obtain the equation
where ψ(u) = u + φ(u). So, the FitzHugh-Nagumo system is indeed a particular case of the strongly damped wave equation of the form (1.1) . Thus, relaxing the monotonicity assumption (1.6) indeed makes the theory essentially more general and interesting. As a price to pay, we lose the control over the possible growth of weak energy solutions. Indeed, the energy equality for our problem reads
(here and below (u, v) stands for the classical inner product in L 2 (Ω) and G(u) := u 0 g(v) dv). We see that under the assumptions (1.2), we have only the control (f (u)∂ t u, ∂ t u) ≥ −C ∂ t u 2 L 2 which is enough to prove the existence of weak energy solutions but is not sufficient to verify that they are globally bounded in time. Actually, we do not know how to obtain the dissipative energy estimate on the level of weak energy solutions and by this reason have to consider more smooth solutions ξ u ∈ E 1 .
Main estimate
The main aim of this section is to prove the key estimate (1.7). We start with slightly weaker dissipative estimate in the space
In what follows to simplify notations we will denote by C various constants that do not depend on the initial data.
Theorem 2.1. Let the conditions of the Theorem 1.1 be satisfied and let ξ u ∈ C(R + , E 1 ) be a strong solution of (1.1). Then the following estimate holds:
where the positive constant α and monotone function Q which are independent of ξ u .
Proof. The proof of this estimate is strongly based on the new estimate obtained by multiplication of
It is not difficult to show that under the above assumptions on the solution ξ u , v ∈ L 2 (Ω) and the multiplication is allowed. Then, after the straightforward transformations, we get
In addition, due to (1.2) and the assumption p + q > 0,
and using the interpolation
This estimate is still not enough to get the desired dissipative estimate since we do not have the positive term related with v L 2 without the differentiation.
At the next step, we use the energy equality (1.10) which is obtained by multiplication of (1.1) by ∂ t u and which together with our assumptions on f gives
To estimate the term in the right-hand side of (2.5), we multiply equation (1.1) by u which gives
. Note that, due to our assumptions (1.2) on the nonlinearity f , for any β > 0,
Using now the assumption that p + q > 0, we see that |f (u)|u 2 ∼ |u| p+2 and |F (u)g(u)| ∼ |u| p+2+q as u → ∞, therefore
Inserting this into the right-hand side of (2.5) and fixing β > 0 being small enough, we arrive at
. Taking a sum of (2.9) multiplied by a small parameter κ > 0 with (2.4), we have
for some positive constant β depending on κ. We now note that it is possible to fix κ being small enough that the function
will satisfy the inequalities
and using the obvious estimate
, we see that, in the case q ≥ p, (2.13) implies
for some positive β. It only remains to study the case p > q. In this case, we extract the desired L 2 norm of F (u) from the term (|f (u)| + 1, |∇ x u| 2 ). Indeed
L 2 , and we obtain from (2.16) that
L 2 − C for some positive α i , i = 1, 2, 3. Thus, (2.13) now reads (2.17)
, the Gronwall type inequality works in both cases and gives the dissipative estimate for E u (t):
where the positive constant α and monotone function Q are independent of t and u. Note also that, due to the maximal regularity result for the semilinear heat equation,
H 2 ) for some positive C and Q. The desired estimate (1.7) follows in a straightforward way from (2.18) and (2.19). Thus, Theorem 2.1 is proved.
Next proposition gives the uniqueness of the strong solution of equation (1.1). Proposition 2.2. Let the conditions of the Theorem 1.1 hold and let ξ u 1 , ξ u 2 ∈ C(R + , E 1 ) be two solutions of the problem (1.1). Then, the following estimate holds:
where the constants C and K depend on the initial data and ξ u
]. Multiplying this equation by ∂ t v and using the estimate (2.1) together with the embeddings H 2 (Ω) ⊂ C(Ω) and
Thus, we end up with the following inequality
and the Gronwall inequality applied to this relation finishes the proof of the proposition.
We are now ready to check the dissipativity in E 1 .
Proposition 2.3. Let the conditions of the Theorem 1.1 be satisfied. Then, for every ξ u (0) ∈ E 1 , there is a unique solution ξ u ∈ C(R + , E 1 ) of the problem (1.1) and the following estimate holds:
for some positive constant α and monotone function Q.
Proof. We restrict ourselves to the formal derivation of the dissipative estimate (2.24). The existence of a solution as well as the justification of this derivation can be done in a standard way using, e.g., Galerkin approximations. Moreover, due to (2.1), we only need to obtain the control over the higher norms of the derivative ∂ t u. To this end, we multiply equation (1.1) by −∂ t ∆ x u. Then, after some transformations, we get
where we have implicitly used that H 2 (Ω) ⊂ C(Ω) and the interpolation v 2
L 2 ) and the Gronwall inequality together with (2.1) finishes the proof of the proposition.
A global attractor
In this section, we study the long-time behavior of solutions of the problem (1.1) in terms of the associated global attractor. For the reader convenience, we first remind the key definitions of the attractors theory, see [1, 18] for more details.
According to Proposition 2.3, the solution operators of the problem (1.1) generate a semigroup in the phase space E 1
Moreover, according to the estimate (2.24), the semigroup S(t) is dissipative in the phase space E 1 , i.e., the estimate
holds for some positive constant α and monotone function Q. for all t ≥ T .
Definition 3.2. Let S(t) : E 1 → E 1 be a semigroup. A set A is called a global attractor for the semigroup S(t) if 1. The set A is compact in E 1 ; 2. The set A is strictly invariant: S(t)A = A for all t ≥ 0; 3. The set A is an attracting set for the semigroup S(t).
To verify the existence of a global attractor, we will use the following version of an abstract attractor existence theorem. Proposition 3.3. Let S(t) : E 1 → E 1 be a semigroup satisfying the following two assumptions:
1. There exists a compact attracting set B for the semigroup S(t); 2. For every t ≥ 0, the map S(t) : E 1 → E 1 has a closed graph in E 1 × E 1 . Then, this semigroup possesses a global attractor A ⊂ B which is generated by all complete bounded trajectories:
where K ⊂ L ∞ (R, E 1 ) is a set of functions u : R → E 1 such that S(t)u(h) = u(t + h) for all h ∈ R and t ≥ 0.
For the proof of this proposition, see [17] .
We are now ready to state and prove the main result of this section. Proof. Indeed, the second assumption of Proposition 3.3 is an immediate corollary of Proposition 2.2, so we only need to check the first one. To this end, we split a solution u of equation (1.1) in a sum u(t) := v(t) + w(t), where the function v solves the linear problem:
and the reminder w satisfies (3.6)
Moreover, without loss of generality, we may assume that g(0) = 0. The properties of functions v and w are collected in the following two lemmas.
Lemma 3.5. Let the above assumptions hold and let
Then, the following estimate holds:
where ξ H = (H, 0) and positive constants C and α are independent of u.
Proof of the Lemma. Indeed, introducing the new variableṽ(t) := v(t) − H, we reduce (3.5) to the homogeneous form (3.8) ∂ 2 tṽ − γ∂ t ∆ xṽ − ∆ xṽ = 0,ṽ ∂Ω = 0, ξṽ t=0 = ξ u t=0 − ξ H .
Multiplying this equation by ∂ t ∆ xṽ + β∆ xṽ , where β is a small positive parameter, and arguing in a standard way we derive that for some positive C and α, see e.g., [1, 18] as well as the proof of Lemma 3.6 below. The desired estimate (3.7) is an immediate corollary of this estimate and Lemma 3.5 is proved.
Thus, we have proved that the v component of the solution u converges exponentially to a single function H ∈ H 2 (Ω) which is independent of time and the initial data. The next lemma shows that the w component is more regular. . Then the solution w of problem (3.6) belongs to E 2 for all t ≥ 0 and the following estimate holds:
for some positive constant α and monotone function Q which are independent of u.
Proof of the Lemma. We give below only the formal derivation of estimate (3.11) which can be justified e.g., using the Galerkin approximations. First, due to the assumption g(0) = 0, it follows from the equation (3.6) that at least formally ∆ x w ∂Ω = 0, so we may multiply equation (3.6) by ∂ t ∆ 2 x w+β∆ 2 x w and do integration by parts. This gives (3.12) d dt
), ∇ x (∂ t ∆ x w + β∆ x w)).
