An embedded LES modelling approach is explored and verified using the PANS (Partially Averaged Navier-Stokes) model as a platform. With the same base model, the turbulence-resolving LES region is embedded by setting the PANS model coefficient to f k < 1 as distinguished from its neighboring RANS region, where f k = 1 is specified. The embedded LES approach is verified in computations of a turbulent channel flow and a turbulent flow over a hump. Emphasis is placed on the impact of turbulent conditions at the RANS-LES interface using anisotropic velocity fluctuations generated from synthetic turbulence. The effect of the spanwise size of the computational domain is investigated.
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I. Introduction
It is well known that LES (Large Eddy Simulation) may become prohibitively costly when applied to wallbounded turbulent flows at high Reynolds numbers because of the requirement of near-wall grid resolution.
To circumvent this requirement, much research over the past 15 years has been dedicated to the development of DES (Detached Eddy Simulation) and other similar hybrid LES-RANS methods in which the near-wall region is treated with RANS (Reynolds-Averaged Navier-Stokes) and the remaining region is covered with LES. In these methods, the RANS-LES coupling usually occurs over a surface parallel to the wall.
Another modelling approach that combines LES and RANS is embedded LES, in which an LES region is embedded in any desired region, coupled with surrounding RANS simulations, and the location of the RANS-LES interaction is specified, for example, over a surface normal to the streamwise direction, as shown in Figs. 1 and 2(a). Regions with flow separation and vortex motions are typically treated using embedded LES, while the rest of the computational domain is accommodated by RANS.
The work of Quéméré and Sagaut 1 is one of the earliest on embedded LES. They computed the flow over a blunt trailing edge where LES was used in the wake region. The turbulent fluctuations at the RANS-LES interface were taken from a precursor LES simulation of channel flow. Batten et al. 2 used a LNS (Limited-Numerical-Scale) method which can operate both in RANS and LES mode. At the RANS-LES interface synthetic fluctuations were added to stimulate the energy transfer from modelled to resolved turbulence. They validated their method in channel flow. Terracol 3 used zonal RANS-LES modelling to predict the flow around an airfoil, with the intention of developing a method for predicting trailing edge noise. 2D RANS was used in the entire domain, and an LES region with a small spanwise extent was used in the wake region. Two methods for generating turbulent fluctuations at the RANS-LES interface were evaluated, namely, the recycling method and synthetic fluctuations. It was concluded that synthetic fluctuations were preferable since the recycling method introduced artificial streamwise periodic fluctuations.
Mathey and Cokljat 4 studied the flow around the Ahmed body using embedded LES. The flow around the entire body was computed first using RANS. An LES was then carried out and the interface between RANS and LES was located at the position at which the rear slanting surface and the roof intersect. No turbulent fluctuations were applied at the inlet of the LES domain. Since this flow is an external flow in which the pressure field around the body is dependent on the flow in the entire region, it is questionable whether it is possible to decouple the RANS simulation and the LES simulation. A better approach -and also more expensive -would be to make the RANS and LES computations concurrently; a larger computational time step should probably be used in the RANS region to reduce the computational effort. Jarrin et al. re-scaled at the RANS-to-LES interface. This work also invoked an interface from LES to RANS at which the resolved turbulent fluctuations were dampened by means of a time filter. Zhang et al. 7 used forcing at the interface between RANS and LES. The forcing was adjusted in order to match a prescribed Reynolds shear stress profile somewhere downstream of the RANS-LES interface. The approach was applied to channel flow and the flow around an airfoil. Forcing was also used in Ma et al., 8 which was created using the SGS stress tensor from a scale-similarity model by selecting only the instantaneous SGS stress that contributes to backscatter. 9 Shur et al. 10 proposed a new recycling method in a interface zone between RANS and LES.
They evaluated the method for for flat plate boundary flow and the flow over an two-dimensional airfoil.
In the present work, an embedded LES method is verified and applied to turbulent channel flow and a flow over a hump. The LES region is placed downstream of the upstream RANS region. In general, the LES region may be embedded in between upstream and downstream RANS regions. The emphasis in the present study is however on the RANS-LES coupling over the interface when going from an upstream RANS region to a downstream LES region as illustrated in Figs. 1 and 2(a). In this type of configuration, the critical issue in the RANS-LES coupling is how to create resolved turbulence at the interface and how to dampen modelled RANS turbulence when the flow enters into the LES region. The embedded LES method investigated in this work is based on the PANS (Partially Averaged-Navier-Stokes) modelling approach, [11] [12] [13] which is a modified k − ε model that can operate in either RANS mode or LES mode. An extension of PANS was recently proposed in which a four-equation k − ε − ζ − f model is used. 14 In the present work, a The paper is organized as follows. The PANS turbulence model is briefly introduced and the embedded modelling approach is outlined in Section II. The method for generating turbulent synthetic inlet/interface fluctuations is then presented. Next, the numerical method is presented, followed by a presentation and discussion of the results in the subsequent section, and finally a summary and some concluding remarks are given.
II. PANS-Based Embedded LES
The PANS approach [11] [12] [13] uses the ratio of modelled to total turbulent kinetic energy and the ratio of their dissipation rates, f k and f ε , respectively. The partially-averaged governing equations for incompressible turbulent flows, invoking the PANS turbulent viscosity, ν u , reads
A recently developed LRN PANS model is employed, for improved modelling of near-wall turbulence, which
The modification introduced by the PANS modelling as compared to its parent RANS model is highlighted by boxes. The model constants take the same values as in the LRN base model, 16 i.e.,
The model coefficient f ε is set to one, and for the baseline model f k = 0.4. The sensitivity to different values of f k is investigated. The damping functions, f 2 and f µ , have the forms, respectively, of
where R t = k 2 u /(νε u ) and y * = (ε u ν) 1/4 y/ν. At walls, k u = 0 is specified. For the dissipation rate, ε u , the value at the adjacent wall nodes with a wall distance of y is prescribed as
For the hump flow, it was found that this boundary condition for ε u gave numerical problems. Instead, ε u was computed as in the one-equation hybrid LES-RANS model
with κ = 0.41.
It may be noted that PANS is very similar to PITM 17 (Partially Integrated Transport Model); also in PITM the C ε2 coefficient is reduced when going from steady RANS into turbulence resolving mode.
In the present work, a constant value of f k is used in the LES domain. A value of 0.4 15, 18, 19 has previously been found to be a suitable value. The reason why the model works well in LES mode on a reasonably fine mesh with f k ≃ 0.4 seems to be that with this value both the k u and ε u equations are in local equilibrium, i.e.
the production (source) and the destruction (sink) terms are in balance. 18 Instantaneously, this is impossible because C ε1 = C * ε2 = 1.11C ε1 , but it turns out that in average both equations are in balance, i.e.
and
It is a general feature of any two turbulent quantities, A and B, that AB < A B (Cauchy-Schwarz inequality). In the case of Eq. 7, the correlation between P u , ε u and k u (right-hand side). 18 Hence, Eq. 7 is fulfilled although C * ε2 > C ε1 . Since both k u and ε u equations are in local equilibrium on a fine mesh, the model acts as zero-equation model. When the grid is coarsened, the convection and diffusion will gradually play an role. Hence, there is no need to let f k vary; the k u and ε u are able to adapt from a well-resolved LES to a less well resolved LES without changing f k . In RANS regions, we set, of course, f k = 1.
In embedded LES, RANS is used in the first part of the domain, from the inlet to a specified x station denoted the interface. The turbulent conditions for k u and ε u at the interface are set as follows.
• The modelled turbulent kinetic energy, k inter , is set from k u in the RANS region, k RAN S , as
where k RAN S is taken at x = 0.5, see Fig. 1 .
• The modelled dissipation, ε inter , is set from k inter and an SGS length scale, ℓ sgs , which is estimated from the Smagorinsky model as
where ∆ = V 1/3 and V is the volume of the cell. The modelled dissipation is then approximated from
The influence of different values of C S will be investigated. The expression for ε inter gives an increase in ε over the interface (see Section V.A) which contributes to the decrease of the turbulent viscosity.
k inter and ε inter are transported by convection and diffusion from the RANS region into the LES region through the interface. The interface conditions reduce, as mentioned above, k u and ν u across the interface.
The modelled dissipation, ε u , also decreases across the interface near the wall (y + 7 for the channel flow), but further away from the wall it increases, see Section V.A; in this way it helps to decrease ν u across the interface in the larger part of the boundary layer.
III. Anisotropic Synthetic Turbulent Fluctuations
Anisotropic synthetic fluctuations of velocity components [20] [21] [22] are added at the interface plane. The turbulent fluctuations that are generated will be homogeneous. The method can be summarized by the following steps.
A Reynolds stress tensor, u
, is taken from DNS data for turbulent channel flow. Since the generated turbulence is homogeneous, it is sufficient to choose one location of the DNS data. In this work, the Reynolds stresses at y + ≃ 16 of the DNS channel data at Re τ = 590, 23 where u ′ u ′ -and hence the degree of anisotropy -is largest, are used, which reads
This is used for both the channel and the hump test case. where m is the current time step and a = 0.954,
. Constant a is related to the integral time scale, T , as
where ∆t is the computational time step. Constant b is given by the requirement that U 
IV. Numerical Method
An incompressible, finite volume code is used in all the computations. 26 The numerical procedure is based on an implicit, fractional step technique with a multigrid pressure Poisson solver 27 and a non-staggered grid arrangement. For the momentum equations in the LES region (downstream of the interface), central differencing is used for the channel flow. For the hump flow, central differencing is blended with 5% upwinding using the bounded second-order upwind scheme of van Leer. 28 The upwinding is used because in Ref. 29 it was found that pure central differencing gave rise to unphysical resolved stresses near the inlet. The
Crank-Nicolson scheme is used in the time domain but for the pressure gradient term it was found to be unstable for the hump flow and hence a fully implicit scheme is used for this term.
To prevent the imposed synthetic turbulent fluctuations at the interface from propagating upstream in the channel flow, a dissipative discretization scheme is used in the RANS region upstream of the interface.
We use here a bounded second-order upwind van Leer scheme 28 in space, and the Crank-Nicolson scheme (except for the pressure gradient) in the time domain.
A hybrid central/upwind (first order) 30 scheme in space and the Crank-Nicolson scheme for time discretization are used when solving for the k u and ε u equations in the entire domain.
V. Results and Discussion

V.A. Channel Flow
The Reynolds number for the channel flow is Re τ = 950 based on the friction velocity, u τ , and half the channel width, δ. In the present simulations, we have normalized such that ρ = 1, δ = 1 and u τ ≃ 1, see 
The inlet k u and ε u conditions are created by computing fully developed channel flow with the LRN PANS model in RANS mode (i.e. with f k = 1). The reason why the inlet velocity is taken from Eq. 15 rather than from LRN PANS (f k = 1) is that the latter does not perfectly match the log-law.
Convective boundary conditions are used at the outflow and periodic conditions are employed in the spanwise direction. The anisotropic synthetic fluctuations described in Section III are added at the interface.
The spanwise integral length scale calculated from the two-point correlation, see Fig. 3(b) , of the w ′ aniso fluctuations is 0.13. The resulting integral time scale of the synthetic fluctuations is 0.015 (the numerical time step is 0.000625). The interface condition for ε u is computed with the baseline value C S = 0.07, see
Eq. 11, and the interface condition for k u is computed from Eq. 10. Fig. 6(a) ). Note that for for C S = 0.1 and C S = 0.2, the u τ -distributions are shown for every second node, and hence no oscillations are presented in Fig. 8(b) .
With the baseline value C s = 0.07, the friction velocity in Fig. 8 approaches the target value of one over a distance of less than two δ downstream of the interface. This is considerably better than what was achieved with the SEM method 5 which required 10δ to recover the target value for the skin friction. Keating et al. 33 used synthetic fluctuations for inlet boundary conditions and their skin friction was restored much later (≃ 10δ) than in the present work. Adamian and Travin 34 proposed a modified SEM method which they used for inlet fluctuations in channel flow simulations, and showed that the skin friction was restored to the target value within δ < x < 2δ. :
. Hence the interface condition for ε, Eq. 12, increases ε across the interface and thereby decreasing ν u . This means that both the interface condition on k u (Eq. 10) and on ε u contribute to the reduction of ν u across the interface. : ε at x = 0.5; : ε immediately upstream the interface at x = 0.9 :
εinter (see Eq. 12) with Cs = 0.07. somewhat slower for the coarse resolution compared to the fine resolution (not shown).
V.B. Hump flow
The hump flow has been studied previously using LES 35, 36 and DES. The Reynolds number of the hump flow is Re c = 936 000, based on the hump length, c, and the inlet mean velocity at the centerline, U in,c . In the present simulations, the value of ρ, c and U in,c have been set to unity by adapting the molecular viscosity to have the Reynolds number specified. The configuration is given in Fig. 2(a) . Experiments were conducted by Greenblatt. Fig. 13(a) ) downstream the reattachment (x > 1.1) are consistent with the strength of recirculation: the stronger the recirculation and the earlier the reattachment, the earlier the pressure recovery.
The distributions of mean streamwise velocity plotted at different stations, as shown in Fig. 14 , correspond well to the distribution of C f in Fig. 13(b) . Except for the backflow in the recirculation bubble, the difference in the predicted mean flow is only marginal between the baseline case and the case with small inlet fluctuations. The case with large fluctuations differ rather much from the other two predictions: the recirculation in the former case is too strong and the predicted recovery rate is somewhat too slow. It should be noted that measured velocities using two different experiment techniques have been used. For x < 1, data from 2D PIV are used and for x ≥ 1 we compared with 3D PIV measurements which have been spanwise averaged over an extension of ∆z = 0.14. For x ≥ 1, there are data using both techniques and they are compared in Fig. 15 with the baseline predictions; as can be seen both the predicted velocity and the 3D PIV data in the outer region decrease for increasing x. However, the 2D PIV velocity profiles in the outer region actually stay constant when moving from x = 1.10 to x = 1.30 whereas the velocity in the inner region increases. It seems that mass conservation is not satisfied in the 2D PIV data; or it may be that for x > 1.1 the velocity decreases in the center region of the channel for increasing x, thereby satisfying mass conservation. Hence, we consider the 3D data in the recovery region to be more physically realistic than the 2D data, and therefore the former are used in Figs. 14 and 21. It can be noted that in previous hump flow simulations by the present authors, 29 the turbulent viscosities were up to 50% larger. Although a different discretization scheme was used in that work (pure central differencing), the main reason is that σ k,u = σ k and σ ε,u = σ ε were used (by mistake). This decreased the turbulent diffusion in the k u and ε u equations by a factor or f indicates that the baseline spanwise extent of Z max = 0.2 is sufficient. Furthermore, in our previous study, 29 it was found that refining the mesh by a factor of two in the spanwise direction (N k = 128, Z max = 0.2) has no effect on the predicted results. This suggests further that the spanwise resolution in the baseline case is sufficiently fine.
Two additional sets of results are also included in these figures, one computed with the WALE model However, in the outer region (y > 0.3) there are no unphysical oscillations. This is probably due to the fact that the mean velocity gradients are negligible in this region and hence no oscillations are triggered. It can be seen that, already at x = 0.8, the unphysical fluctuations at y < 0.3 have disappeared.
It should be mentioned that a similar finding was made in Ref. 40 when using LES for flow around an airfoil. When pure central differencing was used, large numerical, unphysical fluctuations were present in the inviscid region. In the regions where the large-scale turbulence was resolved by LES, however, no numerical oscillations were present.
One simulation was carried out using 20% upwinding. The predicted velocity profile showed somewhat worse agreement with experiments (not shown) than when using 5% upwinding. The magnitude of the resolved shear stresses was slightly smaller in the recirculation zone (the peak at x = 0.8, for example, was approximately 5% smaller than the baselline case in Fig. 16 ). The largest difference was seen in the skin friction where, for example, the peak in the recirculation reached a value of −0.0020 compared to −0.0016 for the baseline case (see Fig. 13(b) ). Investigation on the effect of the domain extent in the spanwise direction was conducted by doubling the spanwise extent of the computations domain. It is confirmed that the domain size is adequate in the baseline configuration and in a previous study 29 it has been concluded that also the spanwise grid resolution is sufficient.
For the channel flow, it was found that the addition of anisotropic fluctuations at the RANS-LES interface is very effective to force an efficient re-establishment towards fully developed resolved turbulence and, consequently, enabling reasonably resolved turbulent fluctuations in the downstream LES region. Already at two half-channel widths downstream of the interface, the resolved turbulence agrees rather well with DNS data, and the wall friction velocity has reached 99% of its fully developed value. The treatment of the modelled k u and ε u across the interface is important. New "inlet" (to the LES region) values of k u and ε u were prescribed at the interface by setting the usual convection and diffusion at the interface to zero and introducing sources that correspond to convection and diffusion of interface values, k inter and ε inter , into the LES region. The former was set to f 
