Abstract-an Artificial Neural Network classifier is a nonparametric classifier. It does not need
I. INTRODUCTION
Classification is a data mining (machine learning) technique used to predict group membership for data instances. Classification means evaluating a function, which assigns a class label to a data item. Classification is a supervised learning process, uses training set which has correct answers (class label attribute).
Classification proceeds as these steps: First create a model by running the algorithm on the training data. Then test the model. If accuracy is low, regenerate the model, after changing features, reconsidering samples. Then identify a class label for the incoming new data. So here the problem is to develop the classification model using the available training set which needs to be normalized. Then this data is given to the Back propagation algorithm for classification. After applying Back propagation algorithm, genetic algorithm is applied for weight adjustment. The developed model can then be applied to classify the unknown tuples from the given database and this information may be used by decision maker to make useful decision.
If one can write down a flow chart or a formula that accurately describes the problem, then stick with a traditional programming method. There are many tasks of data mining that are not solved efficiently with simple mathematical formulas.
Large scale data mining applications involving complex decision making can access billions of bytes of data.. Hence, the efficiency of such applications is paramount. Classification is a key data mining technique.
II. INTRODUCTION TO NEURAL NETWORK
Artificial Neural Network (ANN) is a computational model, which is based on Biological Neural Network. Artificial Neural Network is often called as Neural Network (NN). To build artificial neural network, artificial neurons, also called as nodes, are interconnected. The architecture of NN is very important for performing a particular computation. Some neurons are arranged to take inputs from outside environment. These neurons are not connected with each other, so the arrangement of these neurons is in a layer, called as Input layer. All the neurons of input layer are producing some output, which is the input to next layer. The architecture of NN can be of single layer or multilayer. In a single layer Neural Network, only one input layer and one output layer is there, while in multilayer neural network, there can be one or more hidden layer.
An artificial neuron is an abstraction of biological neurons and the basic unit in an ANN. The Artificial Neuron receives one or more inputs and sums them to produce an output. Usually the sums of each node are weighted, and the sum is passed through a function known as an activation or transfer function. The objective here is to develop a data classification algorithm that will be used as a general-purpose classifier. To classify any database first, it is required to train the model. The proposed training algorithm used here is a Hybrid BP-GA. After successful training user can give unlabeled data to classify The synapses or connecting links: that provide weights, wj, to the input values, xj for j = 1 ...m; An adder: that sums the weighted input values to compute the input to the activation function Where, w0 is called the bias, is a numerical value associated with the neuron. It is convenient to think of the bias as the weight for an input x0 whose value is always equal to one, so that;
An activation function g: that maps v to g(v) the output value of the neuron. This function is a monotone function. The logistic (also called the sigmoid) function g(v) = (e v /(1+e v )) as the activation function works best. The practical value of the logistic function arises from the fact that it is almost linear in the range where g is between 0.1 and 0.9 but has a squashing effect on very small or very large values
III. ANN ARCHITECTURE : MULTILAYER PERCEPTRON The Perceptron
One neuron can't do much on its own. Usually we will have many neurons labelled by indices k, i, j and activation flows between them via synapses with strengths wki, wij:
One can connect any number of McCulloch-Pitts neurons together in any way one like. An arrangement of one input layer of McCulloch-Pitts neurons feeding forward to one output layer of McCulloch-Pitts neurons is known as a Perceptron. Perceptron is simple neural network consisting of input layer, output layer, and possibly one or more intermediate layers of neurons. MLPs are one of the most common neural network structures, as they are simple and effective, and have found home in a wide assortment of machine learning applications, such as character recognition.
A typical Back Propagation Neural Network (BPNN) start as a network of nodes arranged in three layers--the input, hidden, and output layers. The architecture of BPNN is same as MLP and the learning rule applied is BP algorithm. There is no theoretical limit on number of hidden layers but there are just one or two. The input and output layers serve as nodes to buffer input and output for the model, respectively, and the hidden layer serves to provide a means for input relations to be represented in the output.
Before any data has been run through the network, the weights for the nodes are random, which has the effect of making the network much like a newborn's brain--developed but without knowledge. When the connections of the network are going forward the architecture is called Feed Forward neural network.
ANN Learning: Back Propagation Algorithm
The back propagation algorithm cycles through two distinct passes, a forward pass followed by a backward pass through the layers of the network. The algorithm alternates between these passes several times as it scans the training data.
Forward Pass: Computation of outputs of all the neurons in the network
• The algorithm starts with the first hidden layer using as input values the independent variables of a case from the training data set. • The neuron outputs are computed for all neurons in the first hidden layer by performing the relevant sum and activation function evaluations.
• These outputs are the inputs for neurons in the second hidden layer. Again the relevant sum and activation function calculations are performed to compute the outputs of second layer neurons.
Backward pass: Propagation of error and adjustment of weights • This phase begins with the computation of error at each neuron in the output layer. A popular error function is the squared difference between ok the output of node k and yk the target value for that node. • The target value is just 1 for the output node corresponding to the class of the exemplar and zero for other output nodes.
• The new value of the weight wjk of the connection from node j to node k is given by: wnewjk= woldjk+ηojδk. Here η is an important tuning parameter that is chosen by trial and error by repeated runs on the training data. Typical values for η are in the range 0.1 to 0.9.
•
The backward propagation of weight adjustments along these lines continues until we reach the input layer.
• At this time we have a new set of weights on which we can make a new forward pass when presented with a training data observation
Considerations for choosing Network Structure
There are many ways that feed forward neural networks can be constructed. You must decide how many neurons will be inside the input and output layers. You must also decide how many hidden layers you're going to have, as well as how many neurons will be in each of these hidden layers.
The Input Layer:
The input layer to the neural network is the conduit through which the external environment presents a pattern to the neural network. Once a pattern is presented to the input later of the neural network the output layer will produce another pattern. The input layer should represent the condition for which we are training the neural network for.
Every input neuron should represent some independent variable that has an influence over the output of the neural network.
The Output Layer:
The output layer of the neural network is what actually presents a pattern to the external environment. Whatever patter is presented by the output layer can be directly traced back to the input layer. The number of a output neurons should directly related to the type of work that the neural network is to perform.
To consider the number of neurons to use in your output layer you must consider the intended use of the neural network. If the neural network is to be used to classify items into groups, then it is often preferable to have one output neurons for each group that the item is to be assigned into.
If the neural network is to perform noise reduction on a signal then it is likely that the number of input neurons will match the number of output neurons. In this sort of neural network you would one day he would want the patterns to leave the neural network in the same format as they entered.
The Number of Hidden Layers:
There are really two decisions that must be made with regards to the hidden layers. The first is how many hidden layers to actually have in the neural network. Secondly, you must determine how many neurons will be in each of these layers. We will first examine how to determine the number of hidden layers to use with the neural network.
Neural networks with two hidden layers can represent functions with any kind of shape. There is currently no theoretical reason to use neural networks with any more than two hidden layers. Further for many practical problems there's no reason to use any more than one hidden layer.
Parameters to be considered to build BP algorithm
Initial weight range(r): It is the range usually between [-r, r], weights are initialized between these range.
Number of hidden layers:
Up to four hidden layers can be specified; see the overview section for more detail on layers in a neural network (input, hidden and output). Let us specify the number to be 1.
Number of Nodes in Hidden Layer:
Specify the number of nodes in each hidden layer. Selecting the number of hidden layers and the number of nodes is largely a matter of trial and error.
Number of Epochs:
An epoch is one sweep through all the records in the training set. Increasing this number will likely improve the accuracy of the model, but at the cost of time, and decreasing this number will likely decrease the accuracy, but take less time.
Step size (Learning rate) for gradient descent: This is the multiplying factor for the error correction during back propagation; it is roughly equivalent to the learning rate for the neural network. A low value produces slow but steady learning; a high value produces rapid but erratic learning. Values for the step size typically range from 0.1 to 0.9.
Error tolerance: The error in a particular iteration is back propagated only if it is greater than the error tolerance. Typically error tolerance is a small value in the range 0 to 1.
Hidden layer sigmoid:
The output of every hidden node passes through a sigmoid function. Standard sigmoid function is logistic; the range is between 0 and 1.
Output layer sigmoid:
Standard sigmoid function is logistic; the range is between 0 and 1.
Critical error:
The desired error (MSE) for stopping network training. If the actual error is equal to or less than this error, the training will be terminated.
Where, O is the desired output for training data or cross-validation data i, T is the network output for training data or cross-validation data i,
Stoping Training Criteria
The epoch/cycle control strategy: where the training will keep going until the training epochs/cycles reach a user defined number.
The error control strategy: when the error of the training set is smaller than a user defined value, training will be stopped. Usually, TSS, MSE, RSME are used.
The proportion control strategy: When the proportion of the number of patterns correctly classified among the number of total training set reaches a pre-defined percentage, the training will be terminated.
The user control strategy: where the user/network trainer forces the training to stop in case he/she thinks there is no need to continue the training.
The early stopping strategy-Validation control: when error on validation set is a minimum. Break the TRAINING set into 2 parts. Use part 1 to compute the weight changes every m epochs apply the partially trained network to part 2 (the validation set) and save the weights.
IV. INTRODUCTION TO GENETIC ALGORITHM
Genetic algorithms are a part of evolutionary computing, which is a rapidly growing area of artificial intelligence. Inspired by Darwin's theory of evolution -Genetic Algorithms (GAs) are computer programs which create an environment where populations of data can compete and only the fittest survive, sort of evolution on a computer.
Genetic Algorithms are a search method that can be used for both solving problems and modelling evolutionary systems. Since it is heuristic (it estimates a solution) you won't know if the solution is exact. Most real-life problems are like that: you estimate a solution, you don't calculate it exactly. Most problems don't have any formula for solving the problem because it is either too complex or it takes too long to calculate the solution exactly. One example could be space optimization -the best way to put objects of varying size into a room so they take as little space as possible. A heuristic method is a more feasible approach.
GAs differs from other heuristic methods in several ways. One important difference is that it works on a population of possible solutions, which other heuristic methods use a single solution in their iterations. Another difference is that GAs are probabilistic and not deterministic. Reproduction: During reproduction, the first thing that occurs is recombination (or crossover). Genes from the parents combine in some way to create a whole new chromosome. The newly created offspring can then be mutated. Mutation means that the elements of DNA are a bit changed. These changes are mainly caused by errors in copying genes from parents.
Fitness:
The fitness of an organism is measured by the success of the organism in its life.
Evolution: Evolution is a process that each and every species in nature is subjected to. In evolution, each species faces the problems of searching for a beneficial adaptation to adapt to the rapidly changing environment around them. Start with a set of possible solutions (represented by chromosomes) the population. Solutions from one population are taken and used to form a new population. This is motivated by a hope that the new population will be better than the old one. New solutions (offspring) are selected according to their fitness -the more suitable they are the more chances they have to reproduce by mating (crossover). Repeat the cycle until some condition is satisfied. These steps are described as follows:
1. Generate a random population of n chromosomes which are suitable solutions.
2. Establish a method to evaluate the fitness f(x) of each chromosome x in the population 3. Create a new population by repeating the following steps until the new population is complete
• Selection: select from the population according to some fitness scheme.
• Crossover: New offspring formed by a crossover with the parents.
• Mutation: With a mutation probability mutate new offspring at each locus (position in chromosome).
4. Use the newly generated population for a further run of algorithm. 
Why to combine GA with BP
Many studies have shown that ANNs have the capability to learn the underlying mechanics of time series, or, in the case of trading applications, the market dynamics. However, it is often difficult to design good ANNs, because many of the basic principles governing information processing in ANNs are hard to understand, and the complex interactions among network units usually makes engineering techniques like divide and conquer inapplicable.
When complex combinations of performance criteria (such as learning speed, compactness, generalization ability, and noise resistance) are given, and as network applications continue to grow in size and complexity, the human engineering approach will not work and a more efficient, automated solution will be needed.
When GA is applied to problem solving, the basic premise is that we can create an initial population of individuals representing possible solutions to a problem we are trying to solve. Each of these individual has certain characteristics that make them more or less fit as members of the population.
The fit members will have a higher probability of mating than the less fit members, to produce offspring that have a significant chance of retaining the desirable characteristics of their parents.
Advantages of Genetic Algorithms
• Crossover is a crucial aspect of any genetic algorithm, but it may seem that it will dramatically change parents with a high fitness function so that they will no longer be fit. However this is not the case. As in biology, crossover can lead to new combinations of genes which are more fit than any in the previous generations. Other offspring will be created which are less fit but these will have a low probability of being selected to go on to the next generation.
• Creating new variants is the key to genetic algorithms, as there is a good chance of finding better solutions. This is why mutation is also a necessary part of the program. It will create offspring which would not have arisen otherwise, and may lead to a better solution.
• Other optimization algorithms have the disadvantage that some kind of initial guess is required and this may bias the final result. GAs on the other hand only requires a search range, which need only be constrained by prior knowledge of the physical properties of the system. Effectively they search the whole of the solution space, without calculating the fitness function at every point. This can help avoid a danger in any optimization problem: being trapped in local maxima or minima.
There are two main reasons for this: i) the initial population, being randomly generated, will sample the whole of the solution space, and not just a small area; ii) variation-inducing tactics, i.e. crossover and mutation, prevent the algorithm being trapped in one part of the solution space.
Types of Hybrid (GA, NN, FL) System:
The types of hybrid systems can be of following types [16] .
Sequential Hybrids: Pipeline like architecture. GA pre-processor, which obtains the optimal parameters for different instances of a problem and hands over the 'pre-processed' data set to an NN for the further processing Auxiliary Hybrids: One technology calls the other as a "Subroutine" to process information needed by it. Neuro-Genetic system in which an NN employs a GA to optimize its structural parameters, i.e. parameters which defines its architecture Embedded Hybrids: Technologies are integrated. NN-FL hybrid system may have an NN, which receives fuzzy inputs, process it and extracts fuzzy outputs as well.
Uses of GA to combine with BPNN:
Genetic algorithms can be used in conjunction with neural networks in the following four ways.
• They can be used to choose the best inputs to the neural network [ 
V. THE PROPOSED HYBRID ALGORITHM
Name of the algorithm: BPNN_GA. Designed for data classification. BPNN_GA is designed for a system to work as a general purpose classifier.
Input to the algorithm: All Attributes of the data set.
• The input data should be divided into two parts. Training set and Test set.
• The training set should be created to include equal number of patterns for each class.
• The training set should be presented as input to the BPNN.
Output of the algorithm:
The class label will be predicted for given input pattern.
• There will be one neuron in output layer to predict a class.
• Output of a neuron will predict whether given pattern is classified under that class or not.
Methodology applied in BPNN_GA:

Fig. 4 Methodology Applied in BPNN_GA
Steps to be followed by the proposed system
Step 1: Set Parameters for BPNN_GA algorithm.
Followings parameters are to be set.
• Initial weight range(r):
The random range [-r, r] of the initial weights.
Here minimum initial range [-1,1] is taken.
The desired error (MSE) for stopping network training
Where, O is the desired output for training data i, T is the network output for training data i, If the actual error is equal to or less than this error, the training will be terminated.
• Number of output nodes:
It will be equal to the number of object classes. In the case of only two output classes, single output neuron is there in output layer.
• Number of input nodes:
For specific feature inputs number of input nodes will be equal to the number of features, say m. For m attribute data set number of input nodes will be m.
•
Number of hidden layers/nodes:
This is critical to decide. In the proposed algorithm, initially 1 Hidden Layer will be considered. Number of nodes 'n' in Hidden layer will be problem dependent. Initially 'n' is taken minimum
• Activation function: Sigmoid Function f() is chosen as an activation function for Hidden layer neurons and output layer neurons
For input layer, activation function of each neuron is a linear Function, so output is same as input given to the neurons.
• Learning rate:
In the proposed system, initially learning rate should be taken Small, in the range of [0.5 -0.8]
• Error Tolerance:
It is the tolerable error, Etol, up to that the difference between Obtained output and desired output is tolerable.
For the proposed system Etol is 0.01. Again it can be changed depending on application of classification.
• Number of epochs:
It is the one sweep through all the records in the training set. For the proposed algorithm it is kept in range of 300 -500.
• Population size :
It is the parameter that indicates how many chromosomes will be included in one generation. For proposed algorithm population size is kept between 20 -30.
• Number of generations Ngen:
This parameter will be decided according to application. It should range between 200 and 800.
• Chromosome encoding type:
For this system, initial weights taken are real numbers, so the chromosome will also be encoded as real values.
• Crossover type:
For the proposed algorithm it is taken as 1 point crossover.
• Crossover rate:
It is application dependent. Normally crossover rate ranges between 0.5 -0.8.
• Mutation type:
In the proposed algorithm, flip the gene value with a random value within range of [-1, 1], which is same as the range considered for assigning initial weights.
• Mutation rate:
In the proposed algorithm mutation rate is kept 0.01.
Step 2: Apply training pattern to BPNN
• Give input values to the BPNN from training patterns.
• Calculate output of each layer according to activation function described in the parameter list above.
Step 3: Calculate error between in obtained output and desired output.
Once the output of output layer is calculated, find error.
Where, dk is desired output for node k xk Actual output for node k Ep is the Mean Square error when pth pattern is given as input
Increment epoch count
If Ep <= Etol OR Epoch count >=300 then Save ∆wki and go to step 7, else continue.
Step 4: Calculate Error Gradient vector for node i
By the chain rule, the recursive formula for εi can be rewritten as [21],
Step 5: Adjust the weights using error gradient after each epoch.
Where, ∆wki is a changed weight for connection between node k and i. n is the number of data in the training data set Ep is the Mean Square error when pth pattern is given as input.
Go to step 3.
Step 6: Create a chromosome.
Create initial chromosome from the saved weight matrix ∆wki. This chromosome should represent the weights of BPNN at the last epoch.
Step 7: Create a population.
Randomly create n-1 chromosomes in the range of [-1, 1], for population size of n. All the chromosomes are created using real value encoding.
Step 8: Apply training pattern and get output.
Apply training patterns from training set and get out Calculate output of each layer according to activation function Described in the parameter list above
Step 9: Calculate fitness for each chromosome in a population.
Here fitness function taken is same as the equation used in step 4.
If Ep<= Etol OR generation count >= Ngen then stop.
Else continue.
Step 10: Discard percentage of population which is the least fit.
Perform selection according to fitness value of chromosomes.
Step 11: Perform crossover and mutation.
Perform single point crossover, each chromosome is randomly paired and combined with another to create two offspring chromosomes and then random mutation to create a new population. Increment generation count
Pseudo code for Create Network
Input: Number of layers, learning rate 
VI. DATASET USED FOR CLASSIFICATION PERFORMANCE ANALSYSIS
In this section data sets are taken from ftp://ftp.ics.uci.edu/pub/machine-learningdatabases/nurcery. Performance analysis of the system is considered based on below data sets. 
VII. PERFORMANCE ANALYSIS Performance analysis based on Iteration
The Above table shows the performance analysis of neural network using different learning rate. Performance analysis based on number of Hidden layers 
Performance analysis based on Iterations
Comparing performance with other classification system
Comparing the proposed system with MLP training, Naïve Bayes and some other were done using a tool WEKA. Data set taken for testing is Nursery Data set, having # variants 12120 and training set is having no of variants 12960.
Naïve Bayes 2. Bayesian network 3. Support Vector Machine
Naive Bayes Algorithm: The Naive Bayes (NB) algorithm makes predictions using Bayes Theorem, which derives the probability of a prediction from the underlying evidence. NB affords fast model build and apply. NB assumes that each attribute, or piece of evidence, is independent from the others. In practice, this assumption usually does not degrade the model's predictive accuracy significantly Bayesian Network: It is a probabilistic graphical model that represents a set of variables and their probabilistic independencies. A framework for representing uncertainty in our knowledge. A Graphical modelling framework of causality and influence. A Representation of the dependencies among random variables. A compact representation of a joint probability of variables on the basis of the concept of conditional independence Support Vector Machine Algorithm (SVM): Support Vector Machine (SVM) is a classification and regression prediction tool that uses machine learning theory to maximize predictive accuracy while automatically avoiding over fit of the data. Neural networks and radial basis functions, both popular data mining techniques, can be viewed as special cases of SVMs. SVMs perform well with real-world applications such as classifying text, recognizing hand-written characters, classifying images. There is no upper limit on the number of attributes and target cardinality for SVMs. The SVM kernel functions currently supported are linear and Gaussian. 
VIII CONCLUSION
Both Genetic Algorithm and back propagation are search and optimization techniques. The goal of this hybrid algorithm is to perform weight adjustment in order to minimize the Mean Square Error between obtained output and desired output. It is better to apply back propagation algorithm first, so that the search space of Genetic algorithm will be reduced. Hence one can overcome the problem of local minima. The proposed algorithm exploits the optimization advantages of GA for the purpose of accelerating neural network training. BP algorithm is sensitive to initial parameters and GA is not. BP algorithm has high convergence speed and while GA is having slow convergence. So the proposed system blends merits of both BP and GA.
IX FUTURE WORK
In the proposed system, it is assumed that all the input data set has no noise and missing values because artificial neural networks have high tolerance to noisy data. So missing value handling along with continues & categorical values handling should be done as future enhancement.
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