Abstract| The dimension exchange method (DEM) was initially proposed as a load-balancing algorithm for the hypercube structure. It has been generalized to k-ary n-cubes. However, the k-ary n-cube algorithm must take many iterations to converge to a balanced state. In this paper, we propose a direct method to modify DEM. The new algorithm, Direct Dimension Exchange (DDE) method, takes load average in every dimension to eliminate unnecessary load exchange. It balances the load directly without iteratively exchanging the load. It is able to balance the load more accurately and much faster.
Introduction
The dimension exchange method (DEM) was initially proposed as a fully load-balancing algorithm for the hypercube structure 5, 1]. It balances the load for independent tasks on distributed memory machines. The experiment carried by Willebeek-LeMair and Reeves conformed that DEM is superior to other scheduling methods 7] . DEM for the hypercube network is a simple algorithm. Load balancing is performed iteratively in each of the log N dimensions, in which only node pairs exchange their load information and attempt to average the number of tasks. After a sweep (log N iterations), the load is balanced.
Unfortunately, when DEM applies to other structures, such as the mesh or the k-ary n-cube, it takes many sweeps to converge to the balanced load. Hosseini et al. extended it for arbitrary structures using the technique of edge-coloring of graphs 3]. Xu and Lau proposed the generalized dimension exchange (GDE) method 9]. The GDE method was extended to the k-ary n-cube network 10] . Because a node exchanges workload with only one of its neighbor at a time, GDE is not able to reach the balanced state in one sweep. The number of sweeps for convergence is linearly proportional to the number of nodes in a chain, and hence to the dimension order k of the k-ary n-cube structure.
We present a direct method for the k-ary n-cube, called the Direct Dimension Exchange (DDE) method. Unlike iterative algorithms, this direct method can balance the load in one sweep. The load in a chain is fully balanced by utilizing information of the total number of tasks, which can be easily obtained by a sum reduction. Each node in the chain knows whether it is overloaded or underloaded and subsequently exchange workload with other nodes. The DDE method can be applied to two or more dimensions to balance the load for the mesh, the torus, and the k-ary n-cube. This paper is organized as follows. Section 2 brie y reviews the DEM and the GDE algorithms. Then, the direct method for the chain and the ring structures is described in sections 3 and 4, respectively. The algorithm for the k-ary n-cube is presented in section 5. In section 6, the direct method is compared to the GDE method. Section 7 concludes the paper.
The DEM and GDE Algorithms
The goal of load balancing is to schedule works so that each processor has the same workload. To achieve this goal, an estimation of the task execution time is needed, which can be done either by a programmer or by a compiler. Sometimes the estimation can be application-speci c, and sometimes it is impossible to obtain such an estimation. Due to these di culties, each task is presumed to require the equal execution time and the goal of the algorithm is to schedule tasks so that each processor has the same number of tasks.
The scheduling problem can be described as follows. In a parallel or distributed system, N computing nodes are connected by a given topology. Each node i has w i tasks. A scheduling algorithm is to redistribute tasks so that the number of tasks in each node is equal. Assume the sum of w i of all nodes can be evenly divided by N. The average number of tasks w avg is calculated by w avg = P N?1 i=0 w i N : Each node should have w avg tasks after scheduling.
DEM was designed for the hypercube structure. In DEM, small domains are balanced rst and then combined to form larger domains until ultimately the entire system is balanced. The \integer version" of DEM is described in Figure 1 . All node pairs in the rst dimension whose addresses di er in only the least signi cant bit balance the load between themselves. Next, all node pairs in the second dimension balance the load between themselves, and so forth, until each node has balanced its load with each of its neighbors.
After execution of the DEM algorithm, the load di erence The GDE algorithm operates on color graphs derived from edge-coloring of the given system graph. The \integer version" of the algorithm is shown in Figure 2 . A node nishes a complete sweep after c consecutive exchange operations, where c is the number of colors. In k-ary n-cubes, c = 2n if k is an even number. The termination condition is that the di erence of the number of tasks between neighboring nodes is less than or equal to one. The convergence rate depends on the exchange parameter . The value varies for di erent topologies and di erent network sizes. For the hypercube, the optimal = 1 2 , and GDE is equivalent to the original DEM algorithm. For other topologies, is to be optimized to maximize the convergence rate. For the k-ary n-cube, the load di erence between any pair of nodes is bounded by nk=2. The convergence rate decreases when the dimension order k increases. There is no communication con ict in this algorithm.
Willebeek-LeMair and Reeves suggested another approach to extend DEM to an M M mesh topology by \folding" the mesh in each dimension dlogMe times 7] . This method could be applied to k-ary n-cubes too. The load di erence is bounded by ndlogke. However, in this approach, node pairs would no longer be directly linked to one another and communications would con ict.
The DDE Method for the Chain
Instead of using the GDE method which balances the load iteratively, we propose a direct method. The workload in a chain can be balanced directly. The basic idea is to calculate the total number of tasks in the chain and the average number of tasks per node. Thus, nodes in the chain can exchange tasks to balance the load. The DDE algorithm for the chain shown in Figure 3 is its \integer version." It takes as input the node weight w i (i = 0; 1; :::; k ? 1) and outputs the calculated ow x i?1;i (i = 1; 2; :::; k ? 1) for every edge in the chain. The rst step is to obtain the total number of tasks in the chain by using the scan with sum operation from node k ? 1 to node 0, where k is the length of the chain. Each node records a partial sum W i = P k?1 l=i w l . The second step calculates the average number of tasks per node at node 0. If the number of tasks cannot be evenly divided by k, the remaining R tasks are distributed to the rst R nodes so that they have one more task than the others. The values of w avg and R are broadcast to every node. In the third step, each node calculates its quota. The accumulation quota Q i can be calculated directly as follows:
DDE-chain
Q i = w avg (k ? i) + min(0; R ? i):
Each node keeps records of Q i , W i , Q j , and W j , where j = i + 1. In the fourth step, the ow is calculated by taking di erence between Q i and W i . Node i calculates x i?1;i and x i;i+1 . When the ow is available, the workload is exchanged so that each node has the same number of tasks as its quota.
Example 1:
An example is shown in Figure 4 . In this algorithm, steps 1 and 2 spend 2k communication steps. The number of communication steps in step 4 is at most k. Therefore, the total number of communication steps of this algorithm is no more than 3k. This algorithm can be further improved by selecting node k/2 as the root and applying the TWA algorithm in 6]. Thus, the total number of communication steps of this algorithm can be reduced to 2k. When T is evenly divided by k, this algorithm minimizes the total number of task transfers and the total number of communications. This algorithm also maximizes locality. That is, it minimizes the number of tasks that are migrated to other nodes.
The workload is exchanged according to the ow generated by DDE. There are two taskexchange algorithms. The rst one, called receive-before-send, is shown in Figure 5 .
Receive-before-send Using the receive-before-send algorithm, the load exchange in Example 1 takes four communication steps to nish:
(1) node 0 to node 1, node 5 to node 6, node 7 to node 6 (2) node 1 to node 2 (3) node 2 to node 3 (4) node 3 to node 4
Send-before-receive In the receive-before-send algorithm, each node must receive an incoming message, if any, before sending out messages. By relaxing this constraint, a send-before-receive algorithm is shown in Figure 6 . In this algorithm, a node can start sending messages out before it has received an incoming message. The communication time and processor idle time can be reduced. It takes only two communication steps for Example 1:
node 0 to node 1, node 1 to node 2, node 3 to node 4, node 5 to node 6, node 7 to node 6 2) node 2 to node 3
The send-before-receive algorithm may have some negative impact in locality. In the receivebefore-send algorithm, a node can keep the maximum number of local tasks and send non-local tasks to other nodes. But in the send-before-receive algorithm, a node may send local tasks to other nodes and then receive tasks from others. Therefore, the decision on use of the receivebefore-send or send-before-receive algorithms is a trade-o between communication time and locality.
Most massively parallel computers use wormhole routing with which the e ect of path length on communication time can often be ignored. The recursive doubling algorithm 2] can take advantage of the pipeline e ect of wormhole routing while avoiding channel contention. This algorithm organizes the nodes in a chain to a tree. An example of eight nodes is shown in Figure 7 . Applying the TWA algorithm in 6] to the tree, the load can be balanced within 4 log k communication steps. 
The DDE Algorithm for the Ring
A ring can be obtained by adding an end-round connection to a chain. The DDE-chain algorithm can be applied to the ring by ignoring the end-round edge. The load can be balanced, however, the communication may not be minimal. By utilizing the end-round edge, communication could be reduced. We describe an algorithm to minimize the total number of tasks transferred. The algorithm is derived from the minimum cost ow algorithm 4] and shown in Figure 8 . In this algorithm, an initial solution is obtained by using DDE-chain without considering the end-round DDE-ring Apply DDE-chain to the ring without considering the end-round edge (k ? 1; 0) to obtain x 0;1 ; x 1;2 ; :::; x k?2;k?1 , where x i;j is the ow on edge (i; j). Let x k?1;0 be 0. If the ow is clockwise, x i;j is positive; otherwise, it is negative. Let n p be the number of edges with x i;j > 0, n n the number of edges with x i;j < 0, and n z the number of edges with x i;j = 0.
1. If n n + n z ?n p < 0, let x m be the m th largest x i;j from all x i;j > 0; and if n p + n z ?n n < 0, let x m be the m th smallest x i;j from all x i;j < 0, where m = dk=2e. edge. Then, an augmentation is applied to obtain an optimal solution. The complexity of this algorithm is O(k log k).
We can use either the receive-before-send or send-before-receive algorithm for task exchange of DDE-ring. Here, we let x ?1;0 = x k?1;0 .
The following lemma shows that this algorithm minimizes the total cost of ow, that is, the number of tasks transferred.
Lemma 2: After execution of DDE-ring, the total network ow is of minimum cost.
Proof: If n p + n z ? n n 0 and n n + n z ? n p 0, there is no ow augmenting cycle with negative cost. Therefore, the network ow is of minimum cost 4]. Thus, the network ow is of minimum cost.
The case of n p + n z ? n n < 0 can be proved similarly. Thus, the network ow is of minimum cost in all cases.
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An example is shown in Figure 9 . An end-round edge is added to the chain in Figure 4 to construct a ring. Applying the DDE-chain algorithm to the ring without considering the end-round edge, the ow is shown in Figure 9 (a). The number of tasks transferred is 19. The augmentation is applied to this ow: n p = 1; n z = 2; n n = 5
Because n p + n z ? n n < 0 and the 4th smallest x i;j is ?2, every x i;j is subtracted by ?2. The result is shown in Figure 9(b) . The number of tasks transferred is reduced to 17. 
The DDE Method for the k-ary n-cube
With the DDE-ring algorithm, it is not di cult to composite a DDE algorithm for the k-ary n-cube. The algorithm is shown in Figure 10 . In iteration l of the DDE algorithm, subcube S l m is divided into k partitions S l+1 km+b where m = 0; 1; :::; k l ? 1 and b = 0; 1; :::; k ? 1. S l m has k n?l nodes. The nodes in each ring exchange their load and then each node i has w l+1 i tasks. Executing DDE, node i will have w n i tasks. The task exchange step can use either the receive-before-send or send-before-receive algorithm.
This algorithm can be applied to the n-dimensional torus, which allows di erent number of nodes in di erent dimensions. Taking a torus and strip them of all the end-round connections, we get a mesh. This algorithm can be applied to the mesh by performing the DDE-chain algorithm instead of DDE-ring in each step.
The following theorem shows that the load di erence of DDE is bounded by n, the dimension of the k-ary n-cube. 
The solution to the above recurrence is given by
A l min = T k l ? l k n?l?1
It clearly satis es (1) and (2) Let l = n A n max = max 0 j<k n w n j = T k n + k ? 1 k n A n min = min 0 j<k n w n j = T k n ? 1 k n; Because D = A n max ?A n min = ( k?1 k + 1 k ) n = n, the number of tasks in any two processors di ers at most by n.
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An example is shown in Figure 11 . This is a 4-ary 2-cube (i.e., torus 4 4). Figure 11 (a) shows that the DDE-ring algorithm applies to each ring in the rst dimension. Then, DDE-ring applies to each ring in the second dimension, as shown in Figure 11(b) . The resultant load distribution is shown in Figure 11 (c). The maximum load di erence is 2. 
Experimental Results
In this section, we compare performance of GDE and DDE. We consider a test set of load distributions, in which the load at each processor is randomly selected with the mean equal to a speci ed value. In this simulation experiment, the average number of tasks (average weight) per processor is 1,000. Each result is the average of 100 test cases. We tested an 8 8 mesh, a 16 16 torus, an 8 8 8 3D-mesh, and a 16 16 16 3D-torus. For these networks, the optimal value of for GDE is 0.723 10].
First, we compare load imbalance of GDE and DDE. The load di erence of DDE is bounded by n, whereas that of GDE is bounded by n(k ?1) for the mesh and nk=2 for the torus. Figure 12 shows its average in di erent networks. Here, the load di erence of GDE is four to six times larger than that of DDE. DDE completes load balancing in one sweep but GDE needs many sweeps. Figure 13 shows the number of sweeps s for di erent networks. The value of s is proportional to k 10]. Moreover, s increases with the average weight. Table I shows the relationship between the number of sweeps and the average number of tasks, measured on an 8 8 mesh. Figure 14 : The number of communication steps Figure 15 shows the normalized communication cost of GDE and DDE. The normalized communication cost is de ned as the the total numbers of tasks transferred divided by the total number of tasks: P j e j P i w i ;
where e j is the number of tasks transmitted through the edge j. The communication cost of GDE is about 50% larger than that of DDE. It is due to the fact that GDE transfers tasks unnecessarily. Finally, DDE has better locality than GDE. Figure 16 shows the percentage of local tasks that are not migrated to other nodes. DDE keeps 20% to 50% more tasks in local. 
Conclusion
This paper proposed a direct method for load balancing. It extended the DEM algorithm to the k-ary n-cube. Compared to the GDE algorithm, which also extended DEM to the k-ary n-cube, DDE is faster, balances the load well, reduces communications, and keeps better locality. DDE can be further improved for a more balanced load and less communications by extending the Mesh Walking Algorithm 8]. However, DDE retains its simplicity of implementation and can deliver a satis ed performance at the same time.
