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Abstract
In this thesis, applications o f a numerical continuation method to two- and three- 
dimensional bifui'cation problems are presented.
The 2D problems are motivated by solar applications. In particular, it is shown that 
the bifurcation properties o f a previously studied model for magnetic arcades depend 
sti’ongly on the pressure function used in the model. The bifurcation properties of a 
straight flux model for coronal loops are investigated and compaied witli the results o f 
lineal' ideal MHD stability analysis. It is shown that for line-tied boundai'y conditions, 
the method for the calculation o f the equilibrium sequence deteimines whether the first 
or the second bifurcation point coincides with the linear stability thieshold.
Also, in this thesis, the 3D version o f the continuation code is applied for the first 
time. The problems treated with the 3D code are therefore chosen with the intention 
to demonstiate the general capabilities o f the code and to see where its limitations 
are. Whereas the code performs as expected for relatively simple albeit nonlinear bi­
furcation problems, a cleai' need for further development is shown by more involved 
problems.
D e c la r a t io n
1. I, Zaharenia Romeou, hereby certify that this thesis, which is approximately 26 
243 words in length, has been written by me, that it is a record o f work carried 
out by me and that it has not been submitted in any previous application for a 
higher degree.
date . . $ .  3.W  .6 . .%P. P.%___signatui'e of cand id a te .............................................
2. I was admitted as a research student in October 1998 and as a candidate for the 
degree o f PhD in October 1999; the higher study for which this is a record was 
earned out in the University o f St Andrews between 1998 and 2001.
date .. P. . .iQ P . ? '. . . .  signature o f cand ida te ...........................................
3. I hereby certify that tlie candidate has fiilfilled the conditions o f the Resolution 
and Regulations appropriate to the degiee o f PhD in the University o f St An­
drews and that the candidate is qualified to submit the thesis in application for 
that degree.
date ^ .. signature o f supeiw isor.............................................
4. In submitting this thesis to the University of St Andrews I understand that I am 
giving peimission for it to be made available for use in accordance with the 
regulations o f the University Library for the time being in force, subject to any 
copyright vested in the work not being affected thereby. I also understand that 
the title and abstract will be published and that a copy o f the work may be made 
and supplied to any bona fide library or reseai'ch worker.
date . . . ? .  A . ?»0P.T. . . .  signature o f candidate ...........................................
Acknowledgements
This thesis would not have started in the first place without the encoui agement o f my 
University teachers Prof. Bakas I., Ass. Prof. Gerogiannis B. and Ass. Prof. Psillakis 
Z. for which I thank them greatfully.
It would not have gone further if  it was not for my family’s continuous care and my 
beloved friends support. Special thanks to my twin Anna for her unfailing interest and 
to my Asimakis for his talent for coming up with solutions.
It would have been remiss o f me not to thanlc my fiiends in the office and the Solar 
Theory Group for offering me the oppoitunity o f sharing a pleasant and stimulating 
working enviroment. Special thanks to Richard for his patience all the way through.
Finally, I gratefully thank Dr. T. Neukirch for his intuitive supeiwision, his inspirative 
enthusiasm and his continous support without which this thesis would have never come 
to an end.
I would like to acknowledge the financial support o f PPARC, o f a TMR fellowship 
and o f PLATON’S network. Also the National Foundation Institute for an honorary 
fellowship.
There is enough lightfor those who wish to see it, 
and enough darkness for those who wish not to.
B.Pascal
To Dad, who left us early.
Contents
Contents ü
List of Figures v
1 Introduction 1
1.1 Overview-Motivation................................................................................................ 1
1.2 The Solai'A tm osphere............................................................................................. 3
1.3 Magnetic Structures................................................................................................... 4
1.4 The MHD Approximation ....................................................................................... 8
1.5 The MHD E quations................................................................................................  10
1.6 The Magnetohydrostatic Approximation.................................................................  13
1.6.1 Importance of MHS so lu tio n s ....................................................................  15
1.6.2 Implications in Higher Dimensions, Thi*ee-Dimensional Equilibria . . . .  17
1.7 Bifurcation Analysis-Basic id e a s .............................................................................  20
1.7.1 Lineal-and nonlineai* stability ....................................................................  21
1.8 Euler potentials.........................................................................................................  24
1.8.1 Existence of Euler potentials.......................................................................  25
1.8.2 The MHS Equations for Euler potentials.....................................................  27
1.8.3 Properties of Euler potentials........................................................................ 28
1.9 Numerical Equilibrium Computations (3 -D )............................................................  31
2 The Numerical Procedure 34
2.1 Continuation Methods .............................................................................................  34
2.2 Keller’s M ethod.........................................................................................................  34
2.3 Finite Element/Ritz-Galerkin Discretization Method...............................................  43
2.3.1 Variational Principles - Ritz-Galerkin Approximation................................  43
2.3.2 Finite Element Discretization Schem e........................................................  47
2.3.3 The Unit Triangle..........................................................................................  49
2.3.4 Lineal'Mapping to the unit triangle............................................   51
2.3.5 Numerical Integration schem e..................................................................... 52
2.4 Gaussian Elimination numerical schem e.................................................................  55
2.5 Numerical Implementation of the operator.............................................................. 56
3 Model for magnetic arcades. 58
3.1 Motivation..................................................................................................................  58
3.2 The M odel.................................................................................................................. 59
3.3 Nmnerical Implementation......................................................................................  61
3.4 Numerical Results.....................................................................................................  62
3.5 Conclusions...............................................................................................................  67
4 Two-dimensional Bifurcations of line-tied Gold-Hoyle Flux Tube Equilibria 68
4.1 Introduction...............................................................................................................  68
4.2 Grad-Shafranov Approach: Effects of Different Parametrization.........................  70
4.2.1 Grad-Shafianov Equation for Rotational Symmetry...................................  70
4.3 Gold-Hoyle equilibria................................................................................................ 72
4.3.1 Case 1; I l  =  0 .............................................................................................  73
4.3.2 Case 2: | |  included, tliei'mal pressure present............................................  75
4.3.3 Parametrization à la de Bruyne and Hood (1992).......................................... 81
4.4 Euler Potential A pproach.......................................................................................... 89
4.5 Summary-Future w o r k ............................................................................................. 93
5 Three-dimensional Equilibrium Sequences 94
5.1 3D Helmholtz Equation............................................................................................. 95
5.2 The 3D Equivalent of Liouville’s P D E ...................................................................  96
5.2.1 Cylindrical Coordinates-Bennett Pinch Equilibria....................................... 98
5.2.2 Cartesian Coordinates-Bratu’s p ro b lem ...................................................... 99
5.2.3 Cartesian Coordinates-Hai’ris Sheet Equilibria ................................   101
5.3 Applications Using Euler Potentials-Hanis Sheet Equilibria................................... 106
5.4 An Attempt at a 3D Magnetic Arcade Model...........................................................  107
6 Conclusions and Future Work. I l l
A Continuity of MHS solutions-The basic magnetostatic theorem. 113
rrr
B Potential-like study for the Schrodinger type of the Grad-Shafranov equation. 115
C Ideal linear MHD Stability-Summai*y. 118
D Bifurcation analysis for the Euler potentials case. 120
E The analytic bifurcation curve for the 3D Bennett pinch solution. 123
Bibliography 125
IV
List of Figures
1.1 Température (red line) and number density (blue line) diagrams for the solar at­
mosphere regions........................................................................................................ 4
1.2 A coronal loop system with three-dimensional structure visible. Credit:Lockheed
Martin Solar and Astrophysics Laboratory, TRACE, NASA.................................... 5
1.3 A group of sunspots with umbra (dark central region) and penumbra (dark and
bright streaked surrounding region) visible............................................................... 6
1.4 AR9077: Solar Magnetic Arcade. It shows million degree hot solar plasma cooling
down while suspended in an ar cade of magnetic loops. Credit TRACE, Stanford- 
Lockheed ISR, NASA................................................................................................  7
1.5 An example of a prominence. A prominence is a filament observed at the limb of
the Sun........................................................................................................................  8
2.1 Sketch of the method used to calculate the solution branches...................................  36
2.2 Nodal points for a) linear", b) quadratic and c) cubic interpolation............................ 48
2.3 Linear Transformation of an arbitr ary triangle Pi, P2, P3 in the (æ, r/)— plane to
the standard triangle Hi, II2 , II3 in the (^, 7?) —plane...............................................  49
3.1 Initial solution. The magnetic field is that of a line dipole at y =  — 1....................... 60
3.2 Cormectiori between footpoint displacement Az and Euler potentials.....................  61
3.3 Solution branches for — 0 (solid line) and for Ag 0 (dashed line). We plot 
magnetic energy against Ap on the left, and thermal energy against Ap on the right.
These plots clear ly show a limit point bifur cation for both cases. Also an increase 
of magnetic energy due to shearing can be seen (dashed line), whereas the thermal 
energy is har dly affected by shear ing........................................................................  63
3.4 Magnetic flux contours for zero shear (left column), and for non-zero shear (right
column). For both cases, and for increasing Ap the expansion of the field (first 
row) is first clearly shown, then an O—point appears (second row) before a limit 
point is reached........................................................................................................... 64
3.5 Magnetic flux contours for zero shear" (left column), and for non-zero shear(r*ight
column) after the limit point is reached (first row). The last row indicates the last 
calculated solution...................................................................................................... 65
4.1 Top row: Solution diagrams for the poloidal and toroidal component of the mag­
netic energy in the absence of ther*mal pressure. Bottom row: L 2 norm diagrams
for the flux function A  and the error |A — A q- h \...................................................  74
4.2 Contours of constant A  in the rz- plane in the absence of ther-mal pressure tei*m. . 75
4.3 Solution diagrams with respect to Ap, keeping A  ^ =  0.1. The last diagi*am,on the
bottom right, shows the L 2 error norm...................................................................... 77
4.4 Solution diagiams with respect to Ap, with the boundaiies not dependent on Ap
and for A  ^=  0.1......................................................................................................... 78
4.5 Solution diagrams with respect to A ,^ with the boundaiies dependent on A  ^ and
for Ap =  0.1................................................................................................................  79
4.6 Solution diagiams with respect to Aÿ, with the boundaiies now not dependent on
Aÿ and for Ap =  0 .1 .................................................................................................... 80
4.7 Solution diagrams and error noi"m for the L =  3.0 case. The solid line represents
the G-H starting equilibrium branch, the dashed line indicates the branch coitc-
sponding to the first bifuicating point and the dashed-dot line shows the the branch 
coiTesponding to the second bifurcation point..........................................................  84
4.8 Solution diagrams and eiTor norm for the L =  5.0 case..................................  85
4.9 Solution diagrams and eiTor noim for the L =  7.0 case..................................  86
4.10 Magnetic flux contouis for the bifurcating branch corresponding to the first bi­
furcation point (left colmnn), and for the bifurcating branch corresponding to the 
second bifuication point(right column). The case L = 3.0 is shown in the first 
row, L =  5.0 in the second row and L = 7.0 in the third row. In all cases, the so­
lutions lying on the first bifurcating branch follow a half-wavelength profile while
the solutions lying on tlie second bifurcating branch follow a full-wavelength profile. 88
4.11 The first (o) and tlie second (x) set of bifurcation points for tlie G- S case. It is the 
second and not the first set that falls onto the m =  0  instability cuive (dotted line) 
derived by linear stability analysis. On the l.h.s of the straight line lies the stable 
region predicted by linear stability analysis..............................................................  89
4.12 Contrary to the G-S case, here it is tlie first (o) set of bifuication points that falls 
onto the m =  0 instability curve (dotted line) derived by lineai" stability analysis. 
Compare to Fig.(4.11)................................................................................................  92
5.1 Solution diagram for the Bennett pinch equilibria. The solid line demonsti ates the
computed solutions while the dashed line shows the exact solutions......................  99
VI
5.2 Solution diagram for the analogue of a self gravitating fluid. The plotted quantity 
represents a measure of the potential energy of the system which undergoes a 
collapse for A beyond Xcrit........................................................................................  100
5.3 Solution diagram for homogeneous boundary conditions. The diagrams demon­
strate that the code follows the branch beyond the turning point. On the left we 
show Wp and on the right the L 2 - norm of w............................................................  101
5.4 Equipotential contours in the xz- plane coiTesponding to homogeneous boundaiy
conditions. An 0-point formates. From left to right: The density becomes larger 
towards the centre while approaching the turning pomt (solution No. 16) and after­
wards (solution No.18). A strong maximum develops beyond the turning point. . 102
5.5 Contom* plots of 2D projections into the x-z  plane of the numerical solutions of
Eq. (5.26). Top : Starting Harris sheet solution for the fbrwaid irm on the stable 
part of the bifurcating branch. The solutions on this part of the branch have an 
X-point structure. Bottom : Solution for the backwaid mn on the unstable pait of 
the biftircating branch. The solutions on this pait of the branch develop an O-point 
structure......................................................................................................................  104
5.6 Solution diagrams for Eq. (5.26). Top : /  |V tipdF/2 is plotted against A. The
solid line shows the stable branches, the long-dashed line the analytical Harris 
sheet solution and the short-dashed line the unstable solution branch. Bottom : 
Deviation of the numerical solution from the Harris sheet solution. Although the 
qualitative characteristics of the solution diagram are as expected, the quantitative 
agreement with the analytical theory has yet to be improved................................... 105
5.7 Comparison of the magnetic energy ( /  |V a x V^l^dF/2) of the numerical so­
lution based on the Euler potential formulation (solid line) with the analytical 
expression for the Harris sheet solution (dashed line). The two cuives aie almost 
identical......................................................................................................................  107
5.8 The magnetic fieldlines of a 3D line dipole...............................................................  108
5.9 Fieldlines contours of the solutions demonstrating the expected line dipole profile . 109
5.10 Comparison of tlie 2D-energy W2D(solid line) with the Wsp/Ly (dashed line).
The pictui e illustrates the difliculty of the code to reach values of A comparable 
to the values attained in the 2D-case and shows that W ^o/Ly  does not obtain the 
expected values........................................................................................................... 110
Vll
Chapter 1
Introduction
1.1 Overview-Motivation
In many interesting space and asti'ophysical plasma phenomena, a slow energy storage phase 
precedes the sudden onset of dynamic behaviour associated with large-scale energy release. Well- 
known examples are magnetospheric substorms and solar eruptions. In the slow pre-emptive 
phase, these systems often evolve quasi-statically and their time evolution can be modelled by a 
sequence of equilibria. In these equilibrium sequences, time appears merely as a paiameter and 
from a mathematical point-of-view we are dealing with a bifurcation problem. In this scenario, 
the onset of dynamical behaviour would be identified with a limit or a bifurcation point of the 
equilibrium sequence. Another possibility is the transition of the system from a locally (meta-) 
stable state into a globally stable state of lower (fr ee) energy.
In two dimensions, simple analytical models can often be found (for the case of solar emptions 
see e.g. Forbes and Icenberg (1991), (36), Icenberg et al. (1993), (52), Forbes and Priest (1995), 
(37)) and numerical bifurcation studies of varying sophistication have been earned out for e.g. 
current sheet models (e.g. Hesse and ICiessling (1987), (46), Scluoer et al. (1994), (97)), the 
magnetotail (e.g. Kiessling and Schindler (1987), (58)) and for solar emptions (e.g. Zwingmann 
(1987), (111), Platt and Neukirch (1994), (85)). Much less progress has been made though in 
tluee dimensions because the calculation of tluee-dimensional magnetohydrostatic equilibria is 
extremely difficult. This applies to both analytical modelling (see e.g. Petrie and Neukirch (1999), 
(83)) and numerical computations. Therefore, the above mentioned results derived on the basis of 
two dimensional models have not yet been corroborated in three dimensions. It will be extremely 
important to generalize the 2D models to 3D, and to compaie the results with observations as well 
as with alternative paradigms which have been suggested (e.g. Chen (2001), (19)).
1.1 Overview-Motivation
From a more fundamental point-of-view, plasmas can be considered as complicated dynamical 
systems. In the theoiy of dynamical systems, tlie study of the stationary states and tlieir bifur­
cation properties is a natural first step to understand their dynamical behaviom*. Thus, the study 
of plasma equilibria and their bifurcations deseives attention under this aspect as well. The most 
appropriate class of numerical algorithms for this type of problem are continuation methods which 
are designed to calculate complete solution branches and detect bifiucation points. In this thesis 
a numerical bifurcation code based on a predictor-conector continuation method is presented. In 
addition to solving the nonlinear magnetohydiostatic equations, the code can check a sufficient 
linear stability criterion for each solution.
Although the code is applicable to a wide variety of problems, in plasma physics or even gener­
ally in every research area where equilibrium bifurcation problems are of importance, om" main 
concern was to apply it to MHD solar problems. In particular, to investigate further from this 
different approach, 2D models of coronal arcades and loops, one of the most prevalent features 
in coronal magnetic structure. Our intention was to compare with known analytic results derived 
from linear MHD stability theory and most importantly to extend this investigation further, to 
tluee dimensions, where analytic results are only known in special cases.
There aie several reasons for applying the code to solar applications. Apai t from being of great 
interest in its own right, solai" activity is important for its effects in two different ways.
Firstly because it influences life on the Eaith more than any other astronomical object. Secondly, 
because it is believed to have the same basic properties as any other ordinaiy star. As stars are 
the inhabitants of the wider universe, their study has always been a major topic of astronomical 
research. Solar research is thus motivated both by the Sun’s determining influence on the Earth 
and by the need to learn more about the stars in general.
Solar research has in recent years been boosted by a series of advances in obseivational tech­
niques. The work at ground-based solar observatories has been reinforced by the introduction of 
instruments operating from satellites such as Skylab, Yohkoh, SoHO and TRACE offering data at 
higher spatial and temporal resolution than previously possible, and with fewer interruptions. The 
resulting proliferation of data and images of the solar atmosphere has left theorists with much to 
explain. In particular tlie highly structured and dynamic nature of the solar- atmosphere has proved 
to be difficult to model. Evidently magnetic fields and magnetic activity play one of the most 
determining roles.
All these discoveries are dominated by the srm’s magnetic field and its subtle nonlinear interaction 
with the plasma atmosphere, and they ar e well modelled by the equations of magnetohydrody- 
narnics. Evidently magnetic fields and magnetic activity dominate the solar- corona. Magnetohy- 
drodynamics (MHD) describes the macroscopic behaviom* of electrically conducting fluids and of 
plasmas in particular*.
1.2 The Solar Atmosphere
This work does not treat time-dependent dynamics, but magnetohydrostatic (MHS) equilibria, a 
necessary approach for making analytical progress, driven by the fact that solar atmosphere plasma 
motion is dominated by the magnetic field to the extent tliat plasma is often confined by strong 
magnetic fields for times which are long compared to typical flow decay times, so that dynamical 
effects are wealc, giving rise to quasi-static magnetic field configmations (see Section 1.6).
We begin by intr oducing the solar atmosphere and describing some of its simple properties in 
Section 1.2 and by introducing some of its features in Section 1.3. We give a justification for 
describing the solar* atmosphere with MHD in Section 1.4, before in Section 1.5 giving the MHD 
equations. We follow this in Section 1.6 with an introduction to MHS. A brief discussion about 
issues related to bifirrcation analysis follows, important for* the rmderstanding of this work. Eu­
ler potentials have also been well implemented in some of our test cases, so a presentation of 
their properties was necessary to demonstrate their suitability and efficiency for our modelling 
purposes. We complete the introduction by a discussion about the trends in the computational 
tackling of the matter which will be the main subject of the following chapter.
1.2 The Solar Atmosphere
Although the obtained wealth of new observational infor*mation has revealed a complex solar 
atmosphere, complicated by a great variety of three-dimensional str*ucture, it has not changed the 
conventional perception of an underlying one-dimensional str*uctur*e consisting of three regions, 
each characterised by distinctive physical properties: the photosphere, the chromosphere and the 
corona (see Fig. 1.1). The lowest layer in altitude is extremely thin and is called the photosphere, 
after the Greek word “phos” for light. It is opaque and dense and emits most of the solar radiation. 
The photosphere is the visible surface of the Sun that we aie most familiar with. It is not a 
solid surface but is much denser than the atmosphere above. In our simple models of the solar 
atmosphere we will treat the photosphere as the lower boundary.
Above it lies the less dense and more transparent inegular layer called the chromosphere. This 
is named after the Greek word “chi*omos” for colour because of its reddish Ha emission. Next is 
the tr ansition region which separates the corona fiom the much cooler chromosphere. Heat flows 
down from the corona into the chromosphere producing tliis thin region where the temperature 
changes rapidly. Above this the corona extends from the top of a narrow transition region. The 
corona is the Sun’s outer atmosphere. The depth of the photosphere is 500 km and the height of 
the transition region from the chromosphere to the corona is 2 — 10 Mm. The number density 
at the photosphere is 10^  ^m“ ,^ in the transition region 10^  ^m~^, in the lower corona 5 x 10^  ^
m“  ^ and at 1 AU, 10*^  m“ .^ Unlike the density which decreases rapidly with height above the 
solar surface, the temperature, after falling from about 6600 K at the bottom of the photosphere
1.3 Magnetic Structures
1
2
6
5
4
Height above visible limb (Mm)
15
I
Û
2
10
Figure 1.1: Temperature (red line) and number density (blue line) diagrams for the solar atmo­
sphere regions.
to a minimum value of about 4300 K at the top of the photosphere, rises slowly through the lower 
chromosphere from about 6000 K to about 2x10^ K, and then dramatically through the transition 
region to a few million degrees in the corona. Thereafter the temperature falls slowly in the outer 
corona, which is expanding outwards as the solar wind, to a value of 10  ^K at 1 AU.
1.3 Magnetic Structures
Magnetohydrostatics is relevant to a variety of solar structures that appear to remain motionless 
for long periods of time. It has been applied, for example, to the overall structure of sunspots and 
prominences and to the large-scale structure of the coronal magnetic field, which often appears 
stationary for times that are long compared with the Alfvén travel time. The solar atmosphere is 
never truly quiescent or static of course. Except for violent eruptions, such as flares or coronal 
mass ejections, motions of various small magnitudes and over a broad range of time scales are 
always present. To first order, these motions can in many cases be neglected and still capture the 
underlying physics of long-lived structures by just studying the stability properties of idealized 
static states. A good reason for this stability might be that, contrary to the laboratory configu­
rations, coronal plasmas are open natural systems, and are therefore free to interact with their 
enviroment and release their free energies relaxing towards the minimum energy states. It seems 
that the coronal plasma naturally tries to keep its stability before changes in or below the solar
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Figure 1.2: A coronal loop system with three-dimensional structure visible. Credit:Lockheed 
Martin Solar and Astrophysics Laboratory, TRACE, NASA.
surface, forces it to a dynamical transition.
Magnetic structures in the solar corona are typically classified into two main groups: loops and 
arcades. A significant part of the energy emission fi-om the solar corona is concentrated along 
well-defined curved paths called loops. An example of a coronal loop is shown in Figure 1.2. 
Coronal loops are a feature of active regions and it is believed that they spread themselves out to 
dominate the lower corona, particularly in and over active regions. A coronal loop consists of a 
bundle of magnetic fieldlines that show up in X-ray observations as a bright loop-like structure 
(See Fig. 1.2). The brightness of these loops may be due to either enchanced density or enchanced 
temperature or indeed both effects. The plasma in a coronal loop is confined by the magnetic field. 
The footpoints of loops most of the times are found to be located on sunspots (see later) or on a 
single sunspot and an area of opposite magnetic polarity. The loops are believed to trace out closed
1.3 Magnetic Structures
Figure 1.3: A group of sunspots with umbra (dark central region) and penumbra (dark and bright 
streaked surrounding region) visible.
lines of force of the magnetic field which protrude up from beneath the photosphere and expand to 
fill the whole of the coronal volume above an active region. Hence a picture of a loop system gives 
us some insight into the three-dimensional structure of the magnetic field. Observations show that 
coronal loops, depending on their temperature, can be divided into two distinct categories, the 
properties of the two types differing radically. Loops of temperature more than about 10® K 
are called hot loops while the rest are called cool loops. The range of temperature of the “cool 
loops” category is about 10® K down to about 2 x 10  ^ K. With the exception of temperature all 
loops seem to have similar properties and are regarded as manifestations of the same physical 
phenomena. However, hot loops are thicker, longer, higher and longer-lived than cool loops. The 
pressure and temperature in the core of a loop are always lower than the surrounding sheath but 
they can be either higher or lower than the ambient coronal values. The most prominent active 
region loops are about 1 0® km long and 10  ^km wide and have cool cores with temperature about 
2 X 10® K. When observed on the solar limb, coronal loops appear basically toroidal in shape with 
a remarkably constant cross-sectional area. The width-to-length ratio of a typical loop is small, 
the order of 10“ .^ From the modelling point of view, the small inverse aspect ratio has been used 
to neglect the curvature and the constant cross-sectional area allows for an approximation of a 
loop by a one-dimensional, straight cylinder. In the photosphere the most intense concentrations
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Figure 1.4: AR9077:Solar Magnetic Arcade. It shows million degree hot solar plasma cooling 
down while suspended in an arcade of magnetic loops. Credit TRACE, Stanford-Lockheed ISR, 
NASA.
of magnetic flux appear as sunspots, (see Figure 1.3). They are formed by the emergence of flux 
and decay away with the slow dispersal of an active region, but the region may remain active for 
weeks or months after the spot has disappeared. The sunspot grows over 3 — 10 days as more 
flux is added to it by moving magnetic features the same polarity as the sunspot, apparent in white 
light as pores. Spots are typically formed in pairs, one of each polarity. Most spots disappear a 
few days after forming but some large ones last much longer, slowly decaying over a few months.
Arcades are a collection of fieldlines that form a "tunnel-like” configuration on either side of a 
photospheric polarity inverse line (See Fig. 1.4). Frequently, a cool, dense, prominence (or syn­
onymously a filament), lies along the direction of the polarity inverse line but at a height of about 
10000 km above the photosphere. Prominences are located in the corona but have temperatures 
about a hundred times lower and density about a hundred to a thousand times greater than coronal 
values. In eclipse or coronagraph pictures they appear bright at the limb but in Ha photographs of 
the disc they appear as long and dark filaments. An example of a prominence is shown in Figure 
1.5. There are two basic types of prominence: quiescent and active. While an active prominence 
is a short-lived and violent structure lasting only minutes or hours and often associated with a 
flare, a quiescent prominence is a very stable structure which may last for many months. It is a 
huge almost-vertical sheet of dense, cool plasma standing in the hotter rarer coronal plasma. Its 
density ranges between 10^®m“ ® and lO^^m"®, its temperature between 5000 K and 8000 K with
1.4 The MHD Approximation
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Figure 1.5: An example of a prominence. A prominence is a filament observed at the limb of the 
Sun.
dimensions as follows: length 6  x 10'* - 6  x 10® km, height 15000 - 10® km and thickness 4000 - 
15000 km. One of the aims of arcade modelling is to investigate the field structure in a prominence 
(since this is responsible for supporting the cool heavy plasma) and in the surrounding corona. As 
a simplifying assumption, the fact that along the polarity inversion line the length scales are much 
larger and the variations appear much smaller than the perpendicular length scales and variations is 
used to reduce the problem to a two-dimensional one. The above discussion follows Hood (1990), 
(49), where a detailed review about the structure and stability of the solar corona is provided.
We have introduced only a few of the many magnetic features observed in the solar atmosphere, 
specifically the features that are of interest in our work. Although physical conditions associated 
with each of the features may vary widely, the structuring of the solar atmosphere in many of its 
forms may be described by a single set of equations as will be seen in the next section.
1.4 The MHD Approximation
We aim to model the structures of the last section by describing the interaction of the plasma and 
the magnetic field. Many descriptions of this process are available, offering different compromises 
between physical sophistication and practical simplicity, from a full N-body problem to single 
fluid MHD. For a detailed discussion of some of the levels of description and the relationship 
between them see e.g. Sturrock (1994), (105). Here we give a justification for using MHD. The 
validity of the assumptions are discussed in Bateman (1978), (8).
The usual condition for a fluid description is that the mean free path Ac is short compared to 
typical length scales Ac|V/l <  /  for physical quantities / .  While this is usually satisfied for
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liquids and neutral gases the mean free path in hot plasmas becomes very long (Ac oc where 
T  is the temperature), so tliat formally the condition for a fluid approximation may easily be vio­
lated. Fortunately, the fom al argument is misleading. At the high temperatures and low densities 
characteristic of the corona the atoms of the coronal gas aie almost all ionised. The long-range 
electrostatic forces between the charges then dominates the small-scale motion of tlie particles. 
Any medium (not necessarily a fluid) in which this is the case is called a plasma. It is a basic 
property of plasmas that the scale of electrostatic interaction usually prevents any lai'ge-scale sep­
aration of opposite chai'ges. The average chai'ge density is effectively zero eveiywhere so tliat the 
large-scale dynamics of the plasma is controlled by the magnetic field.
In a uniform field a single charged particle moves helically along a fieldline. The radius of the 
circular projection of the path is called the Larmor radius, given by the equation
while the frequency of revolution is called the Larmor frequency or gyrofrequency, given by
ft =  — . (1.2)
m
Here v is the speed of the paiticle in the plane of the ciicle and B, m  and Ze  are its field 
strength,mass and charge respectively (the quantity e is the elementary chai'ge of an election). 
The motion in the direction of the field, i.e. along the fieldline, is uninfluenced by the field - the 
particle diifts freely. If other particles are present the drift continues until a collision - a near­
encounter with another pai'ticle - scatters the paiticle fi-om its helical path. These collisions are 
called Coulomb collisions and occur in a fully ionised plasma at a frequency
Uc ^  1.3 X 10 ^^y^i/2y3/2
where n  is the particle number density and T  is the temperature of the system. The distance di'ifted 
between collisions is the mean flee path
Xc = —  (1.4)
where vth = is the typical theimal speed of the pai-ticles and k s  is Boltzmann’s constant.
If we take approximate coronal values T  =  2.0 x 10® K, |B| =  1 mT, then % 1 m for ions 
and 20 mm for electrons with gyioffequencies 10®rads“ * and 10^rads~* respectively. Collision 
flequencies ai'e of the order of 5s“ * for elections and 0.1s"* for ions giving in each case a mean 
free path of the order of 1000 km. In cool loops and prominences the collision firequency is much 
higher and the mean free path much smaller as a consequence of the lower temperature and higher 
density.
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These length scales are much smaller than those so far resolved in plasma loop stinctures and 
the time scales are shorter than those of all obseived coronal phenomena except some transient 
flare systems. Fuiihemiore, the plasma behaviour is in general strongly anisotropic owing to the 
presence of the magnetic field. It turns out that in a magnetised plasma gradients parallel to the 
field where the mean free path is long tend to be much weaker than in the perpendicular direc­
tion, Under these circumstances the plasma may be tr eated as a fluid and the MHD description is 
appropriate.
Ideal (i.e. nondissipative) fluid equations appear" to be a contradiction since the fluid approxima­
tion is based on the assumption that the system is locally close to a thermodynamic equilibrium 
which requires a certain rate of collisions and hence dissipation. However, even a collisionless 
plasma is not dissipationless. Even if Coulomb collisions are absent, small-scale plasma tur­
bulence usually gives rise to stochastic par*ticle orbits and phase-mixing and hence to efficient 
dissipation, though velocity distribution functions do not in general relax to a Maxwellian. For 
smooth quasistatic (see Section 1.6) plasma configurations dissipation rates are usually negligible 
so that tliey may be described using ideal MHD (see also Becker 1999, (11)).
1.5 The MHD Equations
The self-consistent theoretical description of a plasma is usually difficult because of the interac­
tion of the fluid with the electromagnetic fields. The motion of conducting material across the 
magnetic lines of force creates potential differences which generally cause electiic cuiTents to 
flow. Meanwhile the flow of electric cmTent across a magnetic field is associated with a force, 
the Lorentz force, which influences the fluid flow. A self-consistent description therefore leads to 
non-linear equations.
The MHD equations have been discussed in many textbooks (e.g. Priest (1982), (86), Freidberg 
(1982), (38), Pai'ker (1979), (81)). In what follows we assume that
# The plasma is a continuum. This is valid if the length scale for variation is much greater 
than typical internal plasma lengflrs such as the ion gyroradius ( r  =  y/2m K T /eB  where 
m  is tlie ion mass, e is the ion charge, K  is the Boltzmann constant, T  is the temperature 
and B  is the magnetic field ) .
# The plasma is in thermodynamic equilibrium with distiibution functions close to Maxwellian. 
This holds for time-scales much larger than collision times and length-scales much longer 
than the mean free path.
e The magnetic diffusivity 77 is constant, and most of tlie plasma properties are isotropic (rea­
sonably after assuming local thermodynamic equilibrium).
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® The equations are written for an inertial frame. Effects of the Sun’s rotation may be im­
portant for some large-scale processes, but we assume that they are not important for the 
stnictures considered in this thesis.
• Electromagnetic variations are quasi-steady i.e. relativistic effects are neglected since the 
flow speed, sound speed and Alfvén speed are all much less than the speed of light. This 
allows us to neglect tlie displacement current in in Ampere’s Law.
• The plasma is described by single fluid equations.
• The plasma is quasi-neutral ( — N -  C  n where iV+ and N -  ai e tlie number of positive
and negative ions and n = +  N -  is the total number of particles) i.e. it contains roughly
the same number of positive and negative particles.
Under these assumptions, Maxwell’s equations can be written as
V x B  =  /2oj (1.5)
V -B  =  0 (1.6)
V x E  =  - f  (1.7)
where B is the magnetic induction, E  is the electiic field, j is the current density and po is the 
magnetic permeability. Ampere’s Law (1.5) implies that currents may produce magnetic fields, 
Faraday’s Law (1.7) implies that magnetic fields may cause electric fields. Gauss’s law (1.6) for 
magnetic fields reflects the non-existence of magnetic monopoles. The cunent density in a plasma 
moving at a nonrelativistic speed through a magnetic field is proportional to the total electiic field 
in a frame of reference moving with the plasma as described by the simple single-fluid form of 
Ohm’s Law
E - t - v x B  =  ^  (1.8)a
where a  is the electric conductivity of the plasma, here assumed to be scalar. More general forms 
of Ohm’s Law are available: see Priest (1982), (86), Section 2.1.3. We can rewrite equation (1.7) 
in teiins of B and v by substituting for E  using Equation (1.8) and then for j  using Equation (1.5). 
After some vector manipulations, assuming that a and /io are constant, the induction equation is
^  =  V X (v X B) +  »)V^B (1.9)
where rj =  ^  is the magnetic dififesivity. In terms of a typical plasma speed Vo and a typical 
length scale Iq, the magnitude of the convective term divided by that of the diffusive term is a 
dimensionless parameter, the magnetic Reynold’s number Rm =  loVo/rj measuring the strength 
of the coupling between the plasma and the magnetic field. In the solar atmosphere we assume
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Rm Z$> 1 (ideal MHD) and Equation (1.9) becomes approximately
^  =  V  X (v  X B ), (1.10)
the perfectly conducting limit. In this limit, magnetic field lines behave as if they move with the 
plasma (AlfVén’s fr ozen fiux theorem: see Priest 1982, (86)). Furthermore, under this assumption 
Ohm’s law is
E +  v x B  =  0. (1.11)
The plasma motion is described by a mass continuity equation
^  +  V ■ (pv) =  0, (1.12)
a momentum conseivation equation (equation of motion)
/9 ( | ^ + v - V v )  = j x B - V p  +  F  (1.13)
and an energy equation (vaiious different forms aie possible)
D<i
pT —  = -Ù  (1.14)
where s is the enti'opy per unit mass of the plasma and C, is the energy loss fimction, the net effect 
of all sources and sinks of energy, e.g.
radiative losses eveiything else 
£  =  V - q + " ^ -   ---------------------------------------------------------------------------------------(1.15)
heat flux Ohmic heating
For the systems considered in this thesis an energy equation will not be used but alternative closure 
conditions will be used instead. Equation (1.12) states that the density in a volume changes if mass 
flows across its boundary so that the total mass is conserved. Equation (1.13) expresses the fact 
that the plasma moves subject to a pressure gradient, a Lorentz force and an external force F 
e.g. the gravitational force F =  —pVip where ip is a gravitational potential. The Lorentz force 
j  x B can be decomposed into a magnetic tension force ^  (B • V)B and a magnetic pressure force 
—V 5 where B  = |B | is the magnetic field stiength. The Alfvén mach number M  = vfvA 
gives the size of the flow speed u — |v| in terms of the Alfvén speed va ~  Bo j  a/MoPo where Bo 
and po are a typical magnetic field strength and density. The plasma beta /5p =  2poVo/Bo, where 
Po is a typical pressure, is the plasma pressure divided by the magnetic pressure and is a measure 
of the fluid’s dominance over the magnetic field. From tlie relation involving the Alfvén speed and
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the sound speed Cg =  y/lPo /pQ where 7  =  Cp/c„ is the ratio of specific heats
4  =  2 ^  = 4  (1.16)
the plasma beta is a comparison between the sound speed and the AlfVen speed. For example, 
above a sunspot where v lO^m/s, T  % lO^K and B  % lO^G, approximate values are Cg «  
2 X lO^m/s, Dyi % 3 X lO^m/s, M  ^  A x  10“  ^and Pp ^  3 x  10“ ,^ much smaller than one. We 
use as equation of state the perfect gas law
p = — pT  (1.17)
where &#is Boltzmann’s constant and /j, is the mean particle mass.
1.6 The Magnetohydrostatic Approximation
Consider the time-dependent MHD Equations (1,13), (1.10) and (1.12). The MHS and steady 
MHD approximations can be described systematically in the following way (see also Schindler 
and Birn (1978), (95) and (1986),(96)).
Let L  be the length scale of the system, to the slow time scale of evolution and va == Bo/y/JJopo a 
typical Alfvén speed. We then define the Alfvén time by =  L / v a - We now normalize lengths 
by L, velocities by uq, the magnetic field by Eg, the density by po, the pressure by po and the 
gravitational potential by 'tpo, Noimalised quantities are denoted by a tilde". Equations (1.13) with 
F  =  —pV-0, (1.10) and (1 .12) can now be written, using Equation (1.5), as
^ f t A V o d v  ~ \  _  : A P p ^^  pg
P =  j x B - ^ V p - ^ ^ p V 4 »  (1.18)to VA Ot v i
L  dB  
tovo dt
=  V X (v X B) (1,19)
^ ^ + V - ( p v )  =  0  (1.2 0 )
tovo dt
Here, pp ~  2pop/Bo is the ratio between plasma pressure and magnetic pressure, whereas pg — 
^popoV'o/B q is a similar ratio between the gravitational energy density and the magnetic pressure. 
Both numbers measure the relative importance of pressuie gradient and gravitational force with 
respect to the j  x B-fbrce.
We can now formally introduce magnetohydiostatics (MHS) as the theoiy of tlie static {d/dt =  0,
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V =  0) equilibria of the MHD equations. The main assumption is that
^  =  (1,21)
to
Since e is assumed to be small, we obtain to lowest order for Equation (1.18)
0 =  j  X B - ( 1 . 2 2 )
while the induction equation (1.19) and the mass continuity equation (1 .2 0 ) remain unchanged 
except that they are seen to be first-order in e (before dividing thiough by the scale of the terms 
with spatial derivatives). To lowest order we have the MHS force balance equation as fundamental 
equation and the time t  appears merely as a parameter. The description of the quasi-static develop­
ment of a structure therefore requires the solution of Equation (1.22) at any instant in time, where
the quasi-static solutions are connected through the time-dependent Equations (1.19) and (1.20).
The quantities v  and p appear only in the first-order Equations (1.19) and (1.20). It is consistent 
with the approximation (ignoring teims in e^) to use a zero-order solution in the first-order equa­
tions. Two different inteipretations can thus be allowed. We can either use tlie ordering (1.22) and 
treat time as a parameter, which allows the interpretation of an evolution in time so that one can 
argue in favor of a time-like connection between the equilibria of a sequence, or set dt = 0 and 
V =  0 so that the calculation of sequences has the character of establishing a homotopy between 
the equilibria of a sequence. From this point of view tlie fi eedom m the way one may parameterize 
sequences opens a wide range of possibilities among which the conventional time-like description 
is only a small subset. This study of the changes in the character of the solutions as a parameter 
changes is actually exactly where the essence of the bifurcation theoiy lies.
The MHS equations can then be reduced to the following set of thiee equations:
j x B - V p - p V ^  =  0 (1.23)
V x B  =  poj (1.24)
V -B  =  0 (1.25)
This set of equations has to be completed by an equation of state and assumptions about the tem- 
peratm e or an energy equation. If j  x B =  0 then the magnetic stresses are carried thiough 
the region entirely within the field and are not transmitted to the fluid, and such a field is said to 
be force-fi'ee. Furthermore if the cmrent density is zero then the magnetic field is cuii-fiee and 
the field is said to be potential. We should notice here that the form of magnetohydrodynamic 
equations for static equilibrium also deteimines the continuity of the solutions and leads to tlie 
basic theorem of magnetostatics, which states that in relaxing to magnetostatic equilibrium in an 
infinitely conducting fluid, almost all field topologies form internal surfaces of tangential discon­
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tinuities (cuiTent sheets). For a more detailed discussion of the basic theorem of magnetostatics, 
see Appendix A.
1.6.1 Im portance of M HS solutions
It may seem surprising that an analysis of equilibrium states alone is able to provide information 
on the onset conditions for a dynamic phenomenon. We should not forget though that qualitative 
stability properties can be derived fi om mere insection of the shape of the potential in many simple 
mechanical problems for example, or that equilibrium thermodynamics provides infoimation on 
conditions under wliich phase transition occurs. In these cases, as in oui' present case, the equi­
librium solutions although the simplest solutions of the very complicated dynamic equations can 
provide information for an otherwise intractable system (see also discussion in Birn and Schindler 
(1981), (14),p.337).
As such they are the most favourable candidate for stalling solutions in time-dependent numerical 
simulations. The choice of the suitable stalling solution may indeed be vei'y important, especially 
in studies of waves and instabilities where much more demands have to be imposed on the solution. 
From the numerical calculations of the two-dimensional MHD spectra in tokamaks (Huysmans, 
Goedbloed and Kemer (1993), (50)), we know that for an accuiate calculation of the stable and 
the unstable pails of the perturbations of the lineai*ized MHD specti'um, it is necessary to have 
a vei'y accurate representation of variations of the peilui'bations along the equilibrium magnetic 
field. Especially for calculation of instabilities the requirements ai e high. In general, the average 
relative error of the calculated equilibrium must be lower than 1 0“ ® to obtain growth rates with 
relative enors smaller than 1 %.
Equally important from the point of view of modelling is the fact that many physical processes 
in plasma systems occui' slowly, i.e. evolve macroscopically only on time-scales relatively long 
compared with a typical time-scale of the system like for example the Alfvén time. It is not sur­
prising therefore that magnetostatic equilibria have been used to model pre-emptive phases of a 
sudden transition (onset) to a fast dynamic phase. Typical for the evolution towards such emptive 
processes is the existence of ’’quiet” times during which these systems are practically in equilib­
rium on lai'ge scale scales. If that is the case then a quasistatic approximation, as was discussed 
earlier, can indeed model this situation. This is consistent with tlie assumption that although the 
time dependence and the velocity are negligible at any pai'ticular instance, the cumulative effects 
over very long time intervals are still important. In tliis scenario, the possibility that an equilibrium 
sequence may teiminate in a state where no fui'ther equilibrium is possible is of particular interest. 
Presumably a ti ansition to dynamic behaviour must then occui'. It seems actually more convincing 
to associate an eruptive event with a loss of equilibrium or a catasti'ophe in the equilibrium equa­
tion rather than with the onset of a lineai' instability, which in many cases corresponds only to an
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equilibrium bifurcation (see e.g. Biskamp (1993), (16), p.341).
Typical values for the preflare stage in the corona are Ua  =  — 10  ^km/s and 17 ~  10 lan/s,
L±b  c:: 40000 Ian, so that T  4000s ~  1 h and therefore U «  Ua  (see for example, Low, 
B. C. (1990), (69)) which suggests that the preflaie stage may be characterized by a sequence of 
quasi-equilibria evolving slowly due internal or external diiving mechanisms such as pressure or 
changing boundaiy conditions.
Promising as it seems, it still remains an open question (see for example, Chen (2001), (19)) how 
far tills scenario is applicable and whether one can really identify the onset of the emptive phase 
with a bifurcation of the stationary model.
We should also be aware of the limitations of the quasistatic approach. Quasistatic theory is 
applicable to stable systems if the variations of the external conditions, expressed here by the 
chosen conti'ol parameter, are sufficiently slow. This means that typical inner time scales of the 
stable system, i.e the inverse damping rates of the linear eigenmodes, have to be considerably 
smaller than the time scales of the external variations. Physically this implies that the perturbations 
of the system, excited by the variation of the external conditions, die out sufliciently fast such 
that the system has the tendency to recover the equilibrium that corresponds to the instantaneous 
external conditions. Quasistatic theoiy can be applied if the system is on a stable equilibrium 
branch sufliciently away from any critical point. If the system approaches a bifurcation point the 
approximation of quasistatic evolution will break down. This is because at a bifuication point there 
exists a mode with zero damping, the marginal mode. Hence, any external variation will inevitably 
violate the condition that the system’s inner time scales aie fai* smaller than the external time scale. 
CleaiTy this also holds in a small neighborhood of the bifurcation point, the actual size of which 
however can only be determined from a real dynamical theoiy that allows the computation of 
growth rates.
In addition to finding tlie appropriate equilibrium solutions it is of course important to deteimine 
their stability properties, since in tlie real world only stable equilibria exist. Linear stability may 
be capable of predicting instability for equilibrium solutions that seem to describe experimentally 
observed configurations quite well, but it cannot answer questions like for example what happens 
to these solutions if a wealc peiturbation is applied. Do they merely relax into a neighboring equi­
librium or slightly oscillating state, thus effectively enlarging the class of realizable equilibrium 
configurations?
And what about the vaiious types of disruptive processes which aie observed in laboratoiy and 
astrophysical plasmas to occur naturally after a period of quiescent plasma behavior ? Accord­
ing to the conventional picture the configuration evolving due to slow changes of the boundary 
conditions becomes unstable at a certain point. Such an explanation though is insuflicient and 
unsatisfactory. For conditions close to the stability threshold, or marginal point, instabilities are
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usually weak, giving rise to a slow growth of the unstable peitmhation, which completely misses 
the rapid explosive character of the observed process the instability is intended to explain. In ad­
dition, as mentioned above, lineai' stability tlieory does not allow an estimate of the final extent of 
the unstable dynamics. In particular, rapid linear growth do not guarantee that a large amount of 
energy is released.
A somewhat more adequate approach to the problem of explosive processes appeal s to be equilib­
rium bifurcation theoi-y. In pai'ticular a loss of equilibrium, called catastrophe, is often suggested 
to be associated with the onset of rapid dynamics. However, a catasti'ophe usually occurs only 
within a certain equilibrium class, such that tlie system may still escape into a neighboring equi­
librium state belonging to a more general class, for instance inti'oducing an X-type neutral point.
This is where it is necessary to leave the framework of equilibrium and stability theory and con­
sider nonlinear dynamics explicitly. The price we have to pay is that of being restricted to obtain 
a qualitative picture in the simplest possible geometry in the place of the geometrically compli­
cated systems equilibrium and stability theory could quantitatively deal witli. For more general 
processes, numerical computations become the major tool.
1.6.2 Implications in Higher Dimensions, Three-Dimensional Equilibria
Let us consider again the equilibrium equation
V p  =  j  X B  =  B  . V B  -  V B ^/2  ( 1.26)
In MHS many symmetiic solutions (i.e. solutions invar iant in at least one coordinate dhection) ex­
ist owing to the fact tliat, assuming a certain for'm for the magnetic field, the force-balance equation 
can be reduced to a single elliptic equation. This equation is called the Grad-Shafianov equation. 
Because solving the Grad-Shaffanov equation is a relatively simple task involving standard tech­
niques, analytical solutions are available for many different current structures and for a long time 
these solutions were standard tools for modelling magnetic str'uctures in the solar atmosphere. 
This was justified by assuming e.g. loops and prominences to be translationally invariant and 
sunspots to be rotationally invariant to a reasonable approximation. However, it is clear from the 
manifest three-dimensionality of structures such as fluted sunspot penumbrae and coronal loops 
among others that these symmetric solutions cannot adequately address all situations and that in 
the case of such three-dimensional strnctures three-dimensional equilibria are needed.
The existence of strict solutions has only been shown for symmetric systems, while in the general 
nonsymmetric toroidal case, equilibria seem to exist only in an approximate sense. Apart from the 
tr ivial homogeneous case the simplest systems are those with the highest degree of symmetry, vis. 
one dimensional equilibria where a coordinate system p, C exists such that all physical quantities
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depend all only on In principle there are three symmetry classes with these properties: the plane 
of slab symmetry where in cartesian coordinates x, y, z  all physical quantities depend only on x, 
the rotationally symmetric cylinder where in cylindrical coordinates r ,0 , C dependence is only 
on r, and spherical symmetry. Actually, it is only in the first two cases that non-trivial MHD 
configurations exist, since for spherical symmetry V • B =  0 requires B  =  0 . The corresponding 
configurations, the (plane) sheet pinch and the (circular) cylindrical pinch, represent the most 
fimdamental types of magnetically confined plasmas, and resemble magnetic structures such as 
solar magnetic loops, laboratory pinch plasma columns or other cosrnical plasmas with sheet- or 
tube-like local structures.
Consideration of higher - dimensional configurations in general introduces qualitatively new fea­
tures which in the three-dimensional case lead to an existence problem.
In the two-dimensional case, we get from the equation (1.26) that
B • Vp =  0, j  • Vp =  0 (1.27)
which implies that bothp and the cunent density are constant along magnetic fieldlines. Since for 
a finite pressure gradient B and j  are not parallel, one can locally construct a smface '^{x^ p, z)
= const., where p — p('«/'). In an equilibrium configuration this property must, however hold 
globally, i.e. there must be sur faces of constant pressure, called magnetic suiTaces, on which a 
fieldline runs for ever, a condition which turns out to be very restrictive for toroidal configurations 
with non closed fieldlines. That infinitely long fieldlines span smooth magnetic surfaces has only 
been shown for configurations with a continuous symmetry, implying the existence of a coordinate 
system such that all physical quantities depend only on two coordinates If this condition 
holds, then the equilibrium equation (1.26) can be reduced to a quasilinear elliptic differential 
equation for a scalar function ’0 (^ ,?7) such that the surfaces 4 "= constant have the desired properties 
of magnetic sur faces (Edenstrasser (1980a), (32)). It can be actually shown that the most general 
case is that of helical symmetry (Edenstrasser (1980b), (33)).
Real plasma configurations ar e rar-ely, or at least only approximately, symmetric. For non-syrmnetric 
equilibria the equilibrium camiot generally be reduced to a scalar equation for a flux function and 
there is no proof of the existence of three-dimensional magnetic surfaces and therefore of such 
equilibria but only in an approximate sense.
Parker (1979), (81) even proved a "non-existence theorem” for non-symmetric equilibria derived 
by adding small perturbations to symmetric equilibria. Fortunately, in his proof Parker assumes 
existence and finiteness in all of For solar applications the photosphere or some other surface 
is often considered as a boundary to the problem and Parker’s proof no longer applies. In contr ast 
to the situation with the Grad-Shafi*anov equation in two dimensions, for a three-dimensional 
problem it is not clear fiom the equations at the outset if an equilibrium exists at all. It actually
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seems more reasonable that the contr ary is true.
It can indeed be shown that for a nonsymmetric perturbation eBi of a symmetric field Bq, even 
for e < <  1, leads to drastic changes in the topology of the magnetic surfaces. Since there is no 
closed expression ‘ip{x,y,z) = const, to describe a flux surface, it is only by following individual 
fieldlines enciiiing the torus many times that can detennine whether smooth surfaces are spanned. 
We can distinguish between two cases; for lar ge and small resonant perturbations cotTespondingly. 
Let us first give some definitions. Since dx||B  along a fieldline the differential equations of a 
fieldline are
t - î - t
wliich must be integrated numerically. The fieldline behavior is visualized by considering the 
points where a fieldline pierces a fixed poloidal plane, called a Poincaré plot. The fieldline is said 
to span a flux surface if the points form a smooth curve aioimd the magnetic axis. In the special 
case of a rational surface which closes onto itself after m turns around tlie torus tlie Poincare plot 
of an individual fieldline consists of m isolated points and the coiTesponding magnetic surface 
canies infinitely such closed fieldlines. Perturbing the configuration by a magnetic field B i con­
taining a contribution which is constant along a rational fieldline, called a resonant perturbation, 
the rational surface and the surfaces close to it are strongly affected, forming a chain of m islands 
of width proportional to the square root of tlie resonant perturbation amplitude. Since a realis­
tic peiturbation in general contains all kinds of resonant contributions, all resonant sur faces are 
expected to be more or less strongly disrupted.
In the case that the perturbations on neighboring surfaces become so lai'ge that the correspond­
ing islands, talcen individually, would overlap, magnetic surfaces no longer exist in this region. 
Instead, fieldlines fill a finite space ergodically in a stochastic way. This could for example be 
the case dming disruptive events in tokamak plasmas where dynamically evolving magnetic fields 
usually exhibit extended stochastic regions.
If on the other hand, resonant pei'turbations are small the situation is described by the KAM 
(Kolmogorov-Ai'nol’d-Moser) theorem. It says that for finite but sufliciently small e most surfaces 
are conserved, so that there are no stochastic regions and flux surfaces appeal' to be practically 
smooth. This behavior is confirmed by the numerical computation of 3-D equilibria for which 
the corresponding Poincaré plots exhibit seemingly smooth, nested magnetic surfaces, justifying 
therefore the assumption of existence of magnetic surfaces.
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1.7 Bifurcation Analysis-Basic ideas
Following Govaerts (2000), (42) we briefly introduce in tins section the basic ideas of the theory
of dynamical systems which are important for this work, i.e. equilibria, stability and bifurcation
analysis.
We will deal with nonlinear equations, usually denoted by
G(x) = 0 (1.29)
where x, G(æ), G E  . The first derivative of G is given by the Jacobian matrix the W x W 
matrix whose (z, j)  entry is the partial derivative
*  (1.30)
u X j
where G% is the %-th component of G and Xj is the j-th component of x. The second derivative of 
G is defined by the bilinear mapping Gxx • x E ^  for which
«l)i =  (1.31)
where p,q e Mr . Here N  may be small, even N  = I leads to a nontrivial theory. But N  can 
also be huge if (1.29) represents a discretized boundaiy value problem or integral equation. Wlien
(1.29) contains par ameters a, we write it as
G(æ,a) =  0 (1.32)
with a G E ^ . The solution x  of (1.32) in general depends on a. If Gx is nonsingular at a solution 
point, then this dependence is smooth due to the implicit function theorem. If it is singular then 
a is called a bifurcation value of (1.32). The local behaviour" of the solutions of (1.32) may be 
simple or complicated and it is the subject of singularity theoiy.
The classical eigenvalue problem
Au -  Au =  0 (1.33)
with A G u  G E ^ , A G E, is a particular case of (1.32). For each value of A, u  =  0 is a
solution to (1.33). The bifurcation values ar e the eigenvalues of A. For them (1.33) admits more 
than one solution.
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1.7.1 Linear and nonlinear stability
Let us now consider the nonlineai* dynamical system
x = G{x) (1.34)
with X , G(x) E
The following definitions hold:
1. An equilibrium solution œo of (1.34) is stable if for each e > 0 there exists a 5 > 0 such 
that if x(t)(t  > 0) is a solution to (1.34) with || œ(0) — xq ||<  â, then j( x(t) — xq ||<  e for 
all t  > 0.
2. An equilibrium solution xq to (1.34) is asymptotically stable if it is stable and furthermore 
there exists a J > 0 such that if x(t) is a solution to (1.34) for  ^>  0 and || æ(0) ~  xq ||<  S, 
tlien x(t) Xq for f —> oo.
3. A solution to (1.34) is unstable if it is not stable.
Similar definitions apply for more general spaces than dN
We summarise here briefly some of the results of the theory of stability of equilibria. The simplest 
case is lineai" stability where G is an affine mapping, i.e. (1.34) reduces to
x =  Ax — b (1.35)
with A m N  X N  matrix. If æo is an equilibrium solution to (1.35), then 6 =  A • ccq and (1.35) is 
equivalent to
^ { X  -  Xq) = A{x -  xq). (1.36)
Hence the study of (1.35) reduces to that of
X = Ax  (1.37)
by a single tianslation. It turns out that the the stability of this solution is determined by the 
eigenvalues of A .
We will show this first in the simplest case where A has only real and distinct eigenvalues.
Assume that Avi =  V{ ^  0 for i — 1,..., iV with A< ^  Xj if % ^  j .  Then the eigenvectors 
Vi are linearly independent and span . Hence a general solution of (1.37) can be written as
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æ(t) =  æi(t)ui +  ... +  XN{t)vN- It satisfies
xi{t)vi  +  ... +  XN{t)vN = Xixi{t)vi +  ... +  AivW'Wiv (1.38)
so tliat
æ*(t) — XiXi{t). (1.39)
The general solution to (1.39) is
X i { t )  = (1.40)
with Ci an integration constant.
Clearly x{t) converges to zero if all eigenvalues of A  are negative, and x{t) converges to -f-oo or 
—(X) if at least one eigenvalue Xi is positive and the conesponding coefficient Q  is nonzero. In the 
first case zero is an asymptotically stable equilibrium of (1.37), in the second case it is an unstable 
equilibrium. If one eigenvalue is zero and all other eigenvalues are negative then zero is a stable 
but not asymptotically stable equilibrium.
In the case where all eigenvalues ai e distinct but some are complex, it can be shown (see Govaerts 
(2000), (42), p.25-26) in a similar way that the stability is determined completely by the real part 
of the complex eigenvalue.
If all eigenvalues are distinct (real or complex) and their real parts ai e all negative, then the origin 
is an asymptotically stable equilibrium solution of (1.37). If at least one eigenvalue has a positive 
real pai t, then the the origin is unstable. If some eigenvalues have a vanishing real pait but none 
has a positive real part, then the zero solution is stable but not asymptotically stable (marginally 
stable).
For the case of multiple eigenvalues let us consider the simplest case, e.g. a real eigenvalue 
A with geometric multiplicity 1 and algebraic multiplicity 2. It follows tliat the origin is still 
asymptotically stable if all eigenvalues have a negative real pait. Also it is unstable if at least one 
eigenvalue has a positive real part. If at least one nondegenerate eigenvalue has real part zero, then 
the solution is also unstable.
For a nonlineai* system (1.34) with equilibrium solution xq , we can consider the Taylor expansion
^ { x  -  xq) =  G{x) = Gx{x -  æo) +  0(11 x -  xq |P) (1.41)
It suggests that in a neighborhood of æ =  æo the solutions to (1.34) behave approximately like 
those of (1.37) with A  = Gx and in particulai* that the stability of the solutions to (1.34) is
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deteiinined by the eigenvalues of Gæ. Although this is not always tine, the theorem of Haitman- 
Grobman guarantees that it is true if has no eigenvalues with real part zero. In particular, 
æo is an asymptotically stable equilibrium if all eigenvalues of Gx have a negative real part; it is 
unstable if at least one eigenvalue has a positive real pait.
Now suppose that G in (1.34) also depends on a parameter a. The set of eigenvalues of G® is a 
continuous function of (œ, a). In particular, it vaiies continuously along a solution branch of the 
equation G(æ, a) =  0. If the equilibrium solution is stable in certain parts of the solution branch, 
then stability may be lost if eigenvalues of Gx cross the imaginaiy axis. One possibility is that 
a real eigenvalue crosses the imaginaiy axis. Another one is that a conjugate pair of complex 
eigenvalues crosses it. The first case generically leads to a turning point bifurcation, the second 
case to a Hopf bifurcation. For a systematic study of more complicated and degenerate cases of 
loss of stability see Govaerts (2000), (42).
It is worthwhile to remark that for an asymptotically stable equilibrium in a linear system the 
domain of attraction is the whole state space, i.e. for all stalling points the system converges 
to the equilibrium. For a nonlinear system the domain of attraction is only a neighborhood of 
the asymptotically stable equilibrium. In some cases this neighborhood may be so small that for 
practical purposes the equilibrium is unstable. A dynamical system is called linearly stable if the 
linearized system is stable. There is still a possibility that for practical purposes the full system is 
unstable.
A detailed classification of bifurcations in one and in higher dimensions is provided in Drazin 
(1992), (30), Chap.2. An excellent discussion of the branching of solutions of nonlinear equations 
is given by Stakgold (1971), (99), a detailed introduction to the essentials of bifurcation theory and 
illustrative examples can be found in Crandall (1977), (26) and Crandall and Rabinowitz (1971), 
(25). A rigorous mathematical analysis is provided in the standard textbooks of looss and Joseph 
(1980), (51), Caloz and Rappaz (1977), (17) or Sattinger (1973), (91).
Several numerical schemes have been developed for non-linear bifurcation problems, mostly iter­
ative, especially when partial differential equations are involved because of the intractable size of 
the corresponding discretized problem arising there. Of particular interest among them ar e the so 
called continuation methods which aim to follow the solution curves of a discrete nonlinear eigen­
value problem , i.e. to compute succesive equilibrium solutions, detect critical and bifuication 
points and derive bifirrcating branches. A fundamental and extensive treatise on the topic with 
many illustrative examples and discussion about the convergence of the different schemes can be 
found in (54) and more recently in (55). The code we have used constitutes a variant of this type, 
with a predictor-corrector scheme and finite element discretization.
More sophisticated techniques implement multigrid techniques into continuation methods (see for 
example (43), (18), (106), (107), (75) and (76)). Alternative options use continuation conjugate
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gradient methods (40) or QR-decomposition (29). Depending on the particular problem several 
variants have developed with higher order predictors and adaptive control (98). On the other hand 
program packages for solving e.g. paiametrized nonlinear elliptic systems aie now available even 
for partial differential equations in higher dimensions (see for example (7) and discussion in (42), 
p. 323 ). A comprehensive review especially for the difficulties encountered in MHD modeling 
can be found in Kemer (1990), (56).
1.8 Euler potentials
It is sometimes advantageous to describe the magnetic field by parameters that ’label’ tlie field­
lines. Such a way of describing individual field lines is obtained by tlie following representation 
of the magnetic field
B =  V a x V / 3  (1.42)
which involves two scalar fimctions o:(æ, y, z) and P(x, y, z) termed Euler potentials (also called 
Clebsch variables in hydrodynamics). Notice that this way, the magnetic field automatically satis­
fies the solenoidal condition V • B =  0.
Given a magnetic field in a region surrounding a point P  it is always possible in principle to derive 
a pair of Euler potentials describing it in some vicinity of the point. For a proof of this see Stem 
(1970), (100).
For a given magnetic field B (r), the Euler potentials aie not uniquely defined, because an arbitmry 
function of a{x^ ?/, z) can be added to /?(æ, y, z), or vice versa. More generally, it can be shown 
that any pair of functions u(a, P) and u(a, P) can be used in place of a  and P if the Jacobian of 
the ti'ansformation is unity
The basic properties of a  and P are easily derived from (1.42). Clearly
B . V(% =  0, B  . =  0 (1.44)
Note that (1.42) implies (1.44) but not vice versa.
Since V a and V/3 are perpediculai* to B, surfaces of constant a  and P aie tangential to the field 
at all points and and the same holds for the lines along which suifaces intersect. Such lines are 
therefore magnetic fieldlines. If we know Euler potentials representing a field in a certain region
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of space then there exist two associated families of surfaces
a { x , y , z ) = a i ,  P {x , y , z )= P i  (1.45)
where a{ and pi are constants. Thus the line at which these smfaces intersect is a fieldline of 
the given field, characterised by the two parameters ai and Pi. Similarly, any other fieldline is 
characterised by two constants, the values of a  and p  along it. In this way a foimulation of 
the magnetic field in terms of Euler potentials explicitly includes its fieldline structure, a major 
advantage over a vector potential A  representation where such an interpretation is not possible.
A major disadvantage, which, as explained in Stem (1976), (101) is more important in the labo­
ratory than in space applications, is tlie possibility that this labeling of the fieldlines is not single 
valued. In toroidal confinement devices, e.g. tokamak, stellai ators, if a fieldline is labeled by a  
and p  in some limited region of the domain and is then followed outside this region, it may return 
to that region later on. In fact, such a fieldline usually retums to the same region again and again, 
and with each retum it coincides with some previously labeled fieldline; in general, one with dif­
ferent values for a  and p. In such cases, the labeling is single-valued only if a limited region is 
considered and it is not possible when the entire field is represented. Two functions %(a, p) and 
via^P) with the property (1.44) do not satisfy (1.42) in the general case, but rather tlie
B =  P ( V u x V u )  (1.46)
where F  is an arbitrary function of u  and v. The functions u and v are evidently constant along 
fieldlines and must therefore be functions of a  and P whereas F  equals the Jacobian of the trans­
formation fiom (a,p)  to (u,u). Pairs of functions such as u and v are known as unmatched 
Euler Potentials. The cross product of their gradients is parallel to B, but not propotional to it in 
magnitude.
1.8.1 Existence of Euler potentials
Although we can always find Euler potentials which represent the magnetic field correctly locally, 
in 3D we can only be suie that a magnetic field can be defined globally by a single pair of Euler 
potentials if the domain contains one surface which each fieldline intersects exactly once and if 
either the magnetic field has no null points B  =  0 in the domain or if the magnetic field has a 
potential A  such that A • B =  0 . In general, these aie difficult criteria to meet.
The problem of finding Euler potentials for fields with null points depends on the study of the 
possible strnctures in the vicinity of a magnetic neutial point. Such analysis has been done by 
Fukao et al. (1975) (39) and was based on the expansion of B for small distances from the neutral
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point located at r  =  0
B - r - ( V B ) o .  (1.47)
Clearly B vanishes if and only if V a  and V/5 are pai allel or at least one of the gradients vanishes. 
If we assume B to be of the form (1,42), tliese cases are equivalent for the following reason. If 
V a and V^ are different from zero and parallel at the neutial point, replace a h y  a' = a — P , 
such tliat V a ' vanishes there. Then it suffices to discuss the case where V a =  0 and V/3 ^  0. 
Expanding equation (1.42) in the vicinity of a neutral point gives
B  =  [r . (VVa)o] X (V/?)o (1.48)
where (VVa)o, the mafrix of second derivatives of a , and (V/3)o is evaluated at r  — 0 . This 
description is compatible with equation (1.47), if and only if (VB)o possesses an eigenvalue 
equal to zero, because (1.47) requires B • iyP)o ~  0 for all r  in the linear regime. This excludes 
an isolated neuti al point and leaves only the cases where the field exhibits a neutral line or neutral 
sheet structures. We can then conclude that if we have a field with one of these structures, fieldlines 
can be locally represented by Euler potentials of tlie form
a  =  i r  • (VVa)o • r, ^  =  r  • (V;0)o (1.49)
to lowest order in r. (Without loss of generality we choose the values a  and P to be zero at r  =  0). 
Although this Euler potentials representation is a local one, it seems reasonable to assume that can
be extended globally. In the case of an X line or a neutral sheet structure the surface a  — ao is
not unique, i.e. for each a  value close to zero there exists two surfaces a(x , y, z) =  ao. A similar 
treatment as presented above for neutral lines can be carried out for isolated neutral points too (see 
discussion in Hesse and Schindler (1988), (47)).
Another approach (see Rosner et al. (1989), (90)), when the existence of Euler potentials in 
toroidal configurations fails, e.g. at the toroidal and poloidal axes, involves a generalization of 
the concept of Euler potentials based on Hopf maps. Suppose, for example, we look at a field 
with unifoim, rational twist in a torus, and we map D to S^, where D is the entire solid toms 
{0 < r  < R) . This can be done by letting the values of the potentials be azimuthal and poloidal 
coordinates on a sphere. Since Euler potentials are constant along fieldlines, each fieldline is 
mapped to a single point on the sphere. The toroidal axis is mapped to the North pole and there 
is a way to map the entire solid toms into the Northern hemisphere of <5^  so that the mapping is 
defined everywhere, even at the toroidal axis, with only a coordinate singulaiity existent.
In this thesis, wherever Euler Potentials are used, they are so defined so that issues of global 
existence are not encountered.
1.8 Euler potentials
1.8.2 The MHS Equations for Euler potentials
We start with the force balance equation and substitute the Euler potential representation for B
j x B  —Vp — =  j X (V a X V;8 ) — Vp — pV ^
=  (j • V/3) V a -  (j • Va)V/? -  Vp -  pV #
=  0. (1.50)
Va, V p  and VŸ represent three lineaiTy independent vector fields which allows us to split the 
force balance equation into thi'ee components along V a , V p  and V ^
'
- j - V a - f l l )  =  0 (1.52)
a,
With
Poj =  V X B =  V X (V a X VP)  (1.54)
we get
v p - v  x ( V a - x V P ) -
V o - V x ( V a x V ; S ) -
=  0 (1.55)
p,#
=  0 (1.56)
=  P (1.57)
a,P
dp
The resulting partial differential equations for a  and ,6 are a system of non-linear coupled second 
order equations. Generally in non-symmetric cases the analytic derivation of Euler Potentials is 
veiy difficult because V a x V/? is nonlinear and involves products of derivatives. This nonlinearity 
prevents us from constructing a solution from a linear superposition of solutions, a disadvantage 
compared with ordinary vector potentials. However, somewhat similar methods do exist also for 
EP, for very simple cases, like j  = 0. For a more detailed discussion see Stem (1970), (100) and 
Stem (1994), (103).
Equation (1.57) is the hydrostatic balance along a magnetic line of force for which a  and P are 
constant, whereas the other two equations describe force balance in two directions peipendicular 
to the magnetic field. Caution must be talcen that for the general case, a nontr ivial (necessary)
1.8 Euler potentials___________________________________________________________ ^
compatibility condition on the flux fimctions a  and p  arises from the constraint that 
so that a smooth equilibrium pressure is single valued in space. If the magnetic field is prescribed 
with a fixed topology, a global constr aint is then imposed upon the a  and P surfaces, and there may 
arise situations in which this global constr aint does not permit the above compatibility condition 
(which is a local differential condition) to be satisfied everywhere in space. The equilibrium 
pressure caimot then be everywhere single valued. Pressure discontinuity is implied and electric 
current sheets might have to be allowed for. On the other hand, a different approach can be 
followed. We can solve the compatibility condition for just those a  and P flux surfaces that are 
compatible with a smooth distribution of equilibrium pressure without restricting the magnetic 
field topology a priori. Although this leads to a difficult nonlinear problem, solutions have been 
foimd for particular families of this class of flux surfaces (see for example Low (1990), (69), p. 
499 and references therein). Notable among them ar e those which allow the input of an arbitrary 
normal field at the boundary of the phycical domain of interest. The magnetic field measurements 
provided by a magnetograph could then be used as an input to model three-dimensional solar 
magnetic fields and forward the effort towar ds realistic modeling of solar structur es.
Car e must be talcen also to provide information about the thermodynamics of the problem to solve, 
since the system of equations needs to be closed in some suitable physically meaningful way with 
a statement on static energy support.
1.8.3 Properties of Euler potentials 
Ohm’s Law
One of the interesting properties of Euler potentials can be derived fi om their dynamics and in­
volves the motion of magnetic fieldlines. Suppose that
^  =  ^ + v V a  =  0 (1.58)at at
where ^  and ^  denote the rates at which a  and p  vary, as ’’seen” by a fluid element sharing the 
plasma’s bulk flow v. Now substitute (1.42) into Ohm’s law equation and exchange V and ^  to 
get
V ^ x V P r V a x V ^  =  V x  (Va(vV)0)-V/3(v-Va))
=  V(v • VP)  X Vo — V(v • V a) x V/5
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or
V ( ^  + v - V a ) x V ; S  =  V ( | j + v - V / 9 ) x V a  (1.60)
Forming the scalar product with V a
V ^ . B  =  0 (1.61)
and doing the same for 0  with V 0
V ^ - B - 0  (1.62)at
which imply
f  =  / ( « . « ,  f = P ( « . / 3 )  (1-63)
A group of particles sharing the same fieldline (ai ,p i)  at some initial t  = 0 also shares the same 
values of (f,g).  It follows that tlie rates at which their (a,/?) change is everywhere tire same, 
and therefore they continue to share the same fieldline throughout their motion. This property 
is known as ’’fieldline preservation” and is often expressed by stating that in the limit of zero 
resistivity, fieldlines ar e fr ozen into tire plasma. A stronger ’’flux preservation” also holds, in the 
sense that the magnetic flux enclosed by a closed ring of points remains unchanged throughout its 
motion (see Parker (1979), (81), p.33). It can actually be shown that, allowing a time-dependent 
transformation that keeps tlie Jacobian unity, the derivatives in (1.63) may be replaced by
which means that, in the motion of the frozen field, a plasma particle starting on the {ai ,0i)  line 
retain these values at all later times(see Stem, (1994b), (103)).
Helicity
Magnetic configurations with nonzero helicity caimot be represented globally by the Euler poten­
tials, on the condition that no magnetic field threads the boundary. Following Biskamp’s discus­
sion (1993) (16), p.l5, it can be shown that they naturally lead to the vector potential A  =  aVP  
satisfying the gauge condition A  • B  =  0. The most general form of flie vector potential giving 
rise to the field (1.42) is
A  = a V P - \ -V x  (1.65)
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where % is an arbih ary scalar* function of position. Notice that if % is single-valued then the term 
V% corresponding to a gauge transfor*mation does not change the total magnetic helicity, defined 
as H  — f y A '  Bd^x.  It is clear then, that for this choice, A  • B =  0, so that, by assuming 
Bn == 0  on tlie boundary of a simply cormected volume V,  tlie magnetic helicity of a field that can 
be descr*ibed in terms of Euler potentials necessarily vanishes,
H  = f  Vx * Va X
Jv
=  /* V  ■ (% V a  X Vp )  d^x
Jv
= f  xB  • dF  =  0.
Jv
If the system is multiply cormected, as for instance in a torus, where x  may not be single-valued, 
H  is not gauge invariant and has to be generalized. Conversely, any magnetic field configuration 
that is multiply cormected, so that the helicity is nonzero, caimot be described by Euler potentials. 
On the other hand, it might be possible to divide tlie field into two or more regions, each of which 
is simply cormected, so that each region can be described by its own set of Euler potentials. That 
is of comse again tr*ue if Bn =  0. This representation is no longer valid in the cases of nulls or 
non closed fieldlines. A discussion about the topological constraints of the coiTesponding fields is 
given in Antiochos (1987), (2).
One of their favourable features is that they ar e the closest candidate to provide a full 3D descrip­
tion still taking advantage of the results of 2D well studied theory since here it is only two free 
functions that have to be defined and remains so even when we pass from two to three dimensions. 
Contrast this to the representation by a vector potential where the number of components needed 
to describe the magnetic field increases fiom two to three.
Applications of Euler potentials
For symmetric systems, it might seem easier to formulate the equilibrium problem in terms of a 
flux function A  and solve the coiTesponding a Grad-Shaffanov equation. Use of Euler potential 
representation for the same problem has advantages concerning the formulation of the coiTect 
boundary conditions. We will discuss such a case in the following chapter. Even more interesting 
seems to be tire successful use of Euler* potentials in extending symmetric equilibrium solutions 
to non-symmetric analytical solutions. Such examples already exist and are known as laminated 
equilibria (see for example. Low (1988), (6 8 ), Chou et al. (1993), (23), Longbottom et al. (1994), 
(65)).
Their kinematic properties have made Euler potentials pai*ticular*ly usable in the pictorial represen­
tation modelling of magnetospheres, not only of the Ear*th but also of other* planets like Jupiter’s
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(57) or Neptune’s (48). Kliurana (1994), (57) used the Euler potentials as theoretical functions fit­
ted to data to reproduce the distribution of the field aligned cun ents and the Jovian magnetic field. 
More recently Ho et al. (1997), (48) developed a numerical metliod to compute the Euler po­
tentials associated with the Neptune’s magnetic field. This method uses the relationship between 
Euler potentials and the magnetic flux per unit area.
The E.P. have also been used as a reference frame to provide a convenient way to solve the mag- 
netospheric transport, with analytical (exactly derived for a limited class of curtent-fr ee magnetic 
fields (see Stem (1994), (103) or approximately obtained with perturbation methods) or numer­
ical schemes mainly in dipolar but also for nondipolar configurations (84). Cheng (1995),(20) 
calculated 3D magnetospheric equilibria relating the Euler potentials to the pressure of the mag- 
netospheric plasma. The Euler potentials were computed from a given pressure profile. Yang, 
StuiTock and Antiochos(1986), (108) have implemented EP in the development of a numerical 
relaxation technique, Imown as ’’magnetofrictional method”. It has been used to study a number 
of different problems, including magnetic energy buildup and release, even in three dimensions 
(62), the effect of photospheric shearing on the evolution of the coronal field, (60), coronal mass 
ejections (4), magnetic field inflation, prominence support and twisted coronal magnetic loops 
(see e.g. Klimchuk, Antiochos and Norton (2000), (63) and references therein). In this technique, 
an initial guess at the solution is allowed to relax asymptotically to the force free state subject to 
the evolutionaiy equations
5o; = .  V a, <5/? = = •  V/? (1.66)
where <5a and 8p are the changes in a  and P dming each iteration. Here F  is the Lorentz force and 
V corresponds to a fictitious coefficient of friction allowing the system to dissipate kinetic energy. 
More details and applications about the method may be found in Yang, StuiTock and Antiochos 
(1986), (108).
Antiochos and Dahlbmg (1997), (3) used EP and a multigiid scheme in an adaptive mesh refine­
ment calculation to discuss the effects of three dimensionality on the modelling of solar magnetic 
fields. Multigrid schemes and Euler potentials in the calculation of 2.5D and 3D configurations 
have also been used by Fiedler (1992), (34).
1.9 Numerical Equilibrium Computations (3-D)
Since the basic equation defining force free magnetic fields is intrisically nonlinear, it is not 
surprising that only a veiy limited range of solutions may be obtained by analytical methods. 
Presently, the numerical approach seems to be flie standard way to calculate equilibria for finite 
aspect ratio. The starting point is the variational principle of ideal MHD, namely that the potential
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energy
^  = /  ( Ï  +
is stationary for an equilibrium state, 8W = 0, subject to the conservation of mass, magnetic flux 
and entropy, the latter implying the relation p =  between pressuie p and density p. The idea 
is to successively decrease W  from some suitably chosen initial distribution p(x) and B(x) until 
the residual force (5F =  j  x B — Vp falls below some desired limit. Both Eulerian (Choduia and 
Schlüter (1981), (21)) and Lagrangian (Bauer et al. (1978), (9)) spatial discretization schemes 
have been used, the first allowing more flexibility due to the chance of multiple magnetic axes, the 
latter considerably more accurate and mostly used in practical computations. The magnetic field 
is usually represented in terms of two flux functions i}){(j ) (poloidal), %(cr) (toroidal) :
B =  VC X V ^ -  V6> X V x (1.68)
generalizing the coiTesponding representation for a two-dimensional configuration. Here a labels 
a family of nested toroidal surfaces or =  const., with <7 =  0  on the magnetic axis and er =  1 on 
the plasma boundary while 9 and C are angular coordinates on the surface in poloidal and toroidal 
dh ection respectively. A more detailed discussion of the procedure and the limitations is provided 
in Biskamp (1993), (16).
Another approach was taken by Sturrock and Woodbury (1967),(104) who introduced a relaxation 
procedure to solve the system of (1.56) and (1.57) for a flee force problem in rectangular Cartesian 
coordinates. In flie force fi*ee case, the variational equation in teims of EP reads
S X =  0. (1.69)
where we assume fixed values on a bounding surface for a  and p. The above equation may be 
reexpressed as
f
B{V8a x V p  + V a x  V 8 p ) ê x  =  0. (1.70)
On caiiying out integration by paits, we obtain
{(Vp  « (V X B))Sa -  (Va  • (V x B))8P)(fx = 0. (1.71)/'
Thus requiring that the integral in (1.69) should be stationaiy leads back to (1.56) and (1.57) 
describing indeed force-fi'ee magnetic field configui ations.
Sakurai(1979), (92) has used the above variational equation as a basis for the calculation of 3D
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force-free fields. Within this approach, one may use the Rayleigh-Ritz method of representing the 
field in terms of a set of basis functions and solving for the coefficients arising in this representa­
tion.
Euler Potentials have also been successfully applied in 3D magnetospheric (20) and coronal (64) 
equilibria and in the study of the topology of force-free coronal magnetic field (2)(see also Section 
(1.8)).
The desire to model realistic solar structures is a natural motivation for the construction of equilib­
ria without the symmetries associated with ignorable coordinates. Fully three-dimensional equi­
libria aie distinct fr om symmetric ones in that they impose certain physical requirements on mag­
netic flux surfaces that are trivially satisfied under the assumption of symmetry.
Chapter 2
The Numerical Procedure
2.1 Continuation Methods
Continuation Methods are iterative or semi-iterative numerical schemes especially designed to 
address bifurcation problems. This is because they can follow paths and therefore can in principle 
construct all possible branches and detect critical points e.g. limit points or bifiircation points. 
In this way they provide us with information important for the possible scenaiia concerning the 
dynamical system under consideration. The sensitivity of the iterative methods to the choice of 
the starting solution is often a critical factor for the convergence of the method. This difficulty 
gave rise to the development of the so called predictor coiTector methods where a predictor step 
is perfbimed before the actual iteration takes place. In this way, the stalling solution for the 
subsequent iteration guarantees that the scheme converges and that tlie next solution falls into the 
branch indeed.
2.2 Keller^s Method
In this section we present the basic features of the numerical continuation method we used in this 
work to calculate solution branches, i.e. sequences of solution with A as an intiinsic parameter. 
The paiticulai' way in which A enters into the equation or the imposed boundaiy conditions will 
be shown explicitely in the test cases of the next chapters. This predictor-corrector based scheme 
was originally proposed by Keller (1977), (54). The numerical realization for the two dimensional 
case is due to to Zwingmann who developed an updated version (Zwingmann (1983), (110)) to use 
it in solar applications (Zwingmann (1987), (111)). The code has by fai* been sucessfrilly applied 
to the calculation of equilibria in several astrophysical ( (77), (78)) and solar cases ( (85), (87),
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(88), (89)).
Consider the general nonlineai* PDE
G ( u , r ; A ) = 0  (2.1)
for an operator G : B x  R  -a- B, where B is a Banach space, it(r) is the required fiinction, r 
represents the explicit dependence of G on the coordinates and A is a suitable control parameter 
of the system. Since in oui* case G is a differential operator, we have also to supplement boundary 
conditions for u ( r ). For that purpose we define a solution branch F by
r  ~  {(li((7), A(ct)), O'min ^  ^  ^  ^maxy (2.2)
where u{a) G B and A(cr) G M are twice differentiable on <j G E  and where we assume that 
Dirichlet boundaiy conditions ai e imposed, namely
^  lôrtp — Vtf) ( r  I A). (2.3)
The freedom in the parametrization is fixed by imposing an additional condition and tlius replacing 
equation (2 .1) by
G(u, r ;A)  =  0  (2.4)
N{u ,X ,a )  = 0 (2.5)
where N  : B x E” —)• E  might be chosen to be different for the predictor and the con ector step.
We now assume that we know a solution u =  uo ( r ) of equation (2.1) at A =  Aq on the solution 
branch along with the corresponding (ûq , Ao) on the tangent space. Starting fiom this solution, a 
predictor step of length s along the tangent plane of the solution cui*ve may be made, as indicated 
in the figure below, to calculate a new ui  (r) and Ai. The new ui  (r) and Ai also lie on the tangent 
plane and are determined by
u i  (r) =  U o  (r) T- s u o  (r) (2.6)
Ai =  Aq +  sAq (2.7)
where the dot indicates differentiation with respect to the aiclength a  of the solution curve. An 
equation for the tangent is obtained by differentiating equations (2.4) and (2.5 ) with respect to a, 
i.e.
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Figure 2.1 : Sketch of the method used to calculate the solution branches.
dG
D y ,G  (Uoy Ao) Ùq 4" ~ ô \ Ao) Ao — 0
D<uN (Ufj, Ao) Ûq H“ (%o) Ao) Ao 4" s =  0 .
(2.8)
(2.9)
where 0^,0»  is the Frechet derivative of G, a subscript w or A indicates a derivative with respect 
to u or A accordingly and where the brackets < • [ s > denote a suitable scalai* product. This is a 
linear system for -^ûo, Âo^. Oui" choice for the explicit expression of N  results from the condition 
satisfied for the space perpendicular to the tangent space, e.g.
<  ftQ I “u  — >  4 -  Ao (A  — A i) =  0 (2 .10)
Substituting the expressions (2.6) and (2.7) to the latter condition and collecting terms proportional 
to s we get
<C û q  I u  — u,Q >  4 “ À q (A  — A q ) — s(<C Ù q  I ù q  >  +  Â q) =  0  ( 2 .1 1 )
Imposing the following normalization condition for the arclength in respect to a,
< « 0  | î i o>  +Ag =  1, (2.12)
equation (2 .11) reads
N(u.  A ,  s) =  < ftQ I — itQ > 4“ Àq(A — Aq) — s — 0, (2.13)
Dividing by s and talcing the limit s 0, ds ^  da- so it is s only that has to be predefined.
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The general form of (2.13 ) would be as follows
i \ T ( t i ,  A ,  s) =  Cl < tto 1 — îio > 4-C2 Âo ( A  — Ao) ~ s =  0 (2.14)
where 0 < ci < 1 and 0 < eg < 1. This form would allow for iteration at any direction on the
I |u| j, A—plane. Our choice for ci =  C2 =  1 restricts the iterations of oui' calculations at a direction 
pei'pendicular to A.
Any updated new solution {unew ^new) on the branch will satisfy :
G{Unewi Anetü) ~  0 (2.15)
N{Unew^ A/ieiu) — 0 (2.16)
We can then calculate the coiTesponding {ùnew, ^new) by taking the derivative of the two ’’equi­
librium” conditions ((2.15),(2.16)) with respect to cr, i.e:
dG
Dqj^G {Unew: ■^ new) ‘^ new 4“ i^new) ^new) Aneiü — 0 (2.17)
D uN {Unewi ^new^'^new 4“ i^^newi ^new^ ^new 4" S = 0 (2.18)
With the explicit expression (2.14) for N, equation (2.18) turns out to be
Cl <C Ùq I Ùjiew ^  4~C2 ÀoAjietj; S “  0 (2.19)
We can use the following relationship
d da d I d
ds ds da s da
divide both equations (2.17) and (2.19) by s and define
(2.20)
=  and A. =  ^ .  (2.21)
s s
We can now calculate Us , Xs rewriting tlie system as
DjiG {Unew} Aneio) 1^ 3 4" {,' n^ewi Xnew) Ag =  0 (2.22)
Cl < fto I > +C2 AqAs =  1 . (2.23)
ûnew and À„eiü are then recovered by using the arclength condition:
1 = <  "û I ft > 4" (2.24)
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Diving by , (2.24) reads
= <  «s I Ws > +À& (2.25)
Then
Ùnew =  èus = , (2,26)
<  Us \ Us >  4-Âg
Àneu) =  S\s = , ......—: (2.27)
y  < Us \ Us > +  Â2
The boundary condition
*o Isfîc =  - ^ À „  (2.28)
has also to be imposed. This concludes the predictor step of the procedure.
If 5 is small enough, then (ni, Ai) lies near the solution cm*ve and is a good starting point for a 
Newton iteration in the sense that criteria exist to guaiantee convergence (see Keller (1977), (54)). 
This Newton iteration is to be carried out in the space perpendicular to the steplength, as defined 
by (2.10), with (lii, Ai) as the staiting point. The (n +  1)—st iteration step is defined by
^ u ^ - ^ 5 u  (2.29)
A"+i =  A» +  8X. (2.30)
and N{u^^^)  obviously satisfy G(«”'+^) =  0 and iV(n’^ + )^ =  0. Keeping only linear 
terms, their Taylor expansion will give
(tt", A") ^  (%f", A") <^ A =  - G  (?^ ", A") (2.31)
d N
( i^", A") ^  K ,  A") 6A =  - fV (?,", A", a ) . (2.32)
Since iV is a linear functional of u  and A we can wiite
DuN  (tt", A") =  Cl <  ÙQ I > (2.33)
^  (ti", A") S \  = C2À0 5A (2.34)
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Substituting this into equation (2.32) we get
Cl < ùo j > +C2 Aq 5A =  —N,  (2.35)
The equations (2.31), (2.35) are then solved simultaneously at each step under the appropriate
boundary condition. This is derived by the following condition which results from (2.3) and
(2.30)
~  Ub(r, A” ) +  -^^ (r, A”')5A +  ... (2.36)
while (2.3) and (2.29) imply
\dÜD = u"- laoD lôfÎD ' (2.37)
Equating (2.36) and (2.37), we finally get
—-^^^A =  —u^ +u,5. (2.38)
This concludes the corrector step of the procedure.
The foimulation of the systems (2.22)/ (2.23) and (2.31)7(2.35) can be considerably simplified by 
writing both systems in teims of a matrix operator M
where
M = (  f  ]
Y Cl <  «0 I © >  C2 Aq y
with representing ^frg,Ag^ or (ôu^ôX) for the predictor or coiTector steps respectively.
The right hand side will be (0,1) for the first system and —{G{u^, X^ ) , N{u^,  A", s)) for the 
second one.
The solution of the system is further facilited by the introduction of two functions, namely v and 
w and of a real number a  such that
Û = w + av.  (2.40)
2.2 Keller’s Method___________________________________________________________ 40
Then the first row gives:
3Q
DfiG{w T  old) +  A — i?i< (2,41)
The lineality of tlie operator allows us to write equation (2.41) as
DuGw +  cxDuGv +  =  Ri.  (2.42)
Since v, w and a  are arbitiary we can choose them as follows
DuGw =  Ri  and a  =  A. (2.43)
Then (2.42) reads 
3G
JAwGw =  (2.44)
which can be easily now be solved for v. The next step will be to calculate a: =  A. For this
reason we are writing the second row
Cl < ÛQ I w 4- Au > +C2 ÂqÂ =  R 2 (2.45)
as
Cl <  fro I w  >  + c iA  <  fro I u  >  + C 2 ÂqÂ =  i?2 , (2 .4 6 )
and solve for X
Â =  (2.47)
Cl <  f r o  i U >  +C 2 A o
Once Â is evaluated we get fr from:
fr =  +  Au. (2.48)
We must also take care of the boundary conditions.
For the predictor step we have
jRi =  0 and R 2 =  1 (2.49)
The equation for w therefore reads
DuGw = 0. (2.50)
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For the predictor step the following also holds
u =  ‘iis =  - r — (2.51)s s
The Dirichlet boundary condition for u  on the branch given by (2.3) implies
fr IsfijD =  (2.52)
which due to (2.51) may be split into two paits and written as
"ds — ^fr Isfip — T À =  w lôfijg + t Âu lôfîij • (2.53)
The latter suggests that the appropriate boundaiy conditions for w and v should be
w Ian# = 0  and v boo ~  (2.54)
With such boundaiy conditions the equation (2.50) for w admits the unique solution w =  0. Then 
w is cancelled from (2.51) leaving
Us —— XsU  ^ u Au. (2.55)
So eventually at the predictor step we only have to solve the following equation for v (see equation 
(2.44))
DuGv =  witli VQçtjj =  (2.56)
Given v, we obtain Ag from (2.47) for R 2 = I and w =  0, as follows
Ag =  ---- — ---------------r -  (2.57)
Cl <  Uo I U >  + C 2 Aq
Replacing v from (2.56) and Ag from (2.57) to (2.55) we can finally derive the required fr and À 
from (2.26) and (2.27).
Similarly, for the coiTector step, we set
Û — 5u == w 5\v.  (2.58)
The conesponding equations (resulting fr om the first row) are now written as
D^G(^"),A")w =  -G (ti",A ") (2.59)
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Due to (2.58), the boundary condition (2.38) for the corrector step now reads 
l a o z )  l a r z o  =  ' U b ( r , A " )  +  <5A ^ ( r ,  A ” )
which leads to
dub
dX ( r , A " ) .
For numerical reasons it is better if instead of w we use a w such that 
w = -i- w.
The equation (2.59) for w is then transfoimed into an equation for w 
D^G(%^",A")w =  -G(tf",A'*) +  D«G(ii",A")ït» 
with boundary condition
w lano =  w lanz) laOo =  A”).
We can next calculate ÔX from the second row equation 
C l  <  f r o  I ^ 2/  >  + C 2 A o  ^ A  =  —N { u ^ ,  A ” , s ) .
For that reason we substitute in the latter the expression 
ÔU — w + SXv = w — vP’ SXv
(2.60)
(2.61)
(2.62)
(2.63)
(2.64)
(2.65)
(2.66)
(2.67)
to get
ÔX
—N { u ^ ,  A " ,  s )  —  C l  <  f r o  1 l i ” ’ >
C l  <  f r o  I u  >  + C 2A 0
With the explicit expression (see(2.14)) for N
N ( u ^ ^  A ,  s )  =  C l  <  f r o  I —  U q  >  +  C 2 A o ( A ”  —  A q )  —  s  =  0  
equation (2 .6 8 ) finally gives for 5 A
C l  <  f r o  I u q  —  f r )  >  + C 2Â o ( A o  —  A " )  +  s
ÔX =
C l  <  f r o  I u  >  + C 2Â 0
(2.68)
(2.69)
(2.70)
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Having calculated 6X from (2.70), w from (2.64) and v from (2.60) under tlie constraints (2.62) 
and (2.65) we can perform the next iteration step by use of
=  TO +  i A t )  ,  A " + ^  =  A "  +  (5A  ( 2 .7 1 )
and continue with the iteration until convergence is reached. Then use the updated v to calculate 
the tangent at the newly found solution fr om (2.56) and (2.57) and proceed to calculate the next 
solution on the branch. This concludes the proceduie. The numerical implementation is further 
discussed in (2.5).
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2.3.1 Variational Principles - Ritz-Galerkin Approximation
At this stage, the originally nonlineai* problem has been reduced to the solution of lineai* differen­
tial equations of the type
Lu = R  (2.72)
where L is a linear second order differential operator. Boundary conditions also have to be con­
sidered. For the discretization of the resulting equations we apply a finite element scheme fitted 
in a Ritz - Galerkin approximation method where a vaiiational formulation is possible.
Fortunately enough, this formulation is indeed possible within MHD theory. Equilibrium equa­
tions can then be derivable from a vaiiational principle in the sense that (2.72) is the Euler- 
Lagrange equation associated with the variational problem 61{u) =  0 for some fimctional I{u). 
This functional can be related to the energy of the system and plays a decisive role in the stability 
analysis that is discussed later on. In that case, the total potential energy expression is formulated 
and the displacement pattern is assumed to vary with a finite set of undeteraiined pai'ameters. A 
set of simultaneous equations minimizing the total potential energy with respect to those param­
eters is then set up. The values of the parameters are determined by the solution of this system. 
The well known Rayleigh-Ritz process of approximation uses precisely this approach.
Instead of the classical solution u of the linear differential equation (2.72) though, it is often more 
useful to apply the corresponding wealc foimulation to describe the same system. In this case 
instead of the original equation (2.72), we consider the following problem
< Zu 1 > =  < i? I î; >  for all V € 7^  (2.73)
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or
< u  I L'^v > — < R  \ V > for all u G Hoo (2.74) 
where in our case
< f  \ g > -  [  f g d h .  (2.75)
Jd
The space % contains all measurable admissible functions that vanish on the boundaiy dD. Such 
functions are said to have local support. The space 7/oo C % contains only those measurable 
admissible functions for which L'^v is measuiable (see for example definitions in DuChateau and 
Zachmann (1986), (31), chapt. 12, 13 and discussion in Mitchell and Wait (1977), (74), p.50). 
Applying the first Green identity
[  u V ^ v d h =  [  u ^ d S -  [  V u ^ V v d h  (2.76)
Jd Js  on Jd
leads to an expression in which the operators contain lower order derivatives than those occuring 
in the original equation and therefore a lower order of continuity is required in the choice of the 
u function (at a price of higher continuity for v and v^). It is somewhat surprising that often 
this weak form is more realistic than the original differential equation which implied an excessive 
"smoothness” of the true solution. The special case where we choose the set of the weighting 
functions to be the same with the one that we have used to approximate the solution is known 
as Galerkin approach, paiticularly favourable because it often (but by no means always) results 
in symmetric matrices. The Galerkin metliod can be applied to non-linear problems as well, but 
it is only in special cases that it is possible to derive a weak form that has reduced continuity 
requirements. One two-dimensional example for which there is such a reduction is the non-linear 
equation discussed in Mitchell and Wait (1977), ((74))
This is actually the divergence form that we will need for the numerical implementation of the 
operators used in our test cases, although there the coefticients will be constants, only depending 
on the starting equilibrium quantities. Suppose we approximate u by
N
Ua{r) =  uo(r) +  ^  ai^i{r), (2.78)
i = l
where uq fulfills the boundaiy conditions and where the given functions (/){are analytic and linearly
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independent and vanish on the boundary dD. This leads to a Galerkin form
=  <f\ ( f>i>,  i =  (2.79)
For a discussion of the limitations of the procedme, see Zienkiewicz (1977), (109), pages 70- 
72. Fletcher (1984), (35) provides a comprehensive introduction and an extensive literature on 
Galerkin Methods. Finite Elements methods are discussed in detail in Mitchell and Wait (1977), 
(74) or in Zienkiewicz (1977), (109).
To illustrate the way this method is used to solve differential equations, we will consider for 
example again a lineai* paitial differential equation for a real valued function w(r), which can 
depend on all three variables x , y , z  e  D c  R  , such that
L(u) =  P, (2.80)
where u is subject to Dirichlet boundary conditions (i.e. prescribed values of u) on the boundary 
dD  of the domain D. Suppose we approximate u  by (2.81)
N
U a { r )  =  u q {t ) 4- ^  a i ( p i { v )  (2.81)
i=l
where u q  fulfills the boundary conditions and where the given functions </)i are analytic and linearly 
independent and vanish on tlie boundaiy dD. The functions cf)i can be considered as a basis of 
the fimction space in which we look for the solution Ua. Calculating an approximate solution of 
(2.81) is then reduced to calculate the coefficients a .^ Here is where a Ritz minimization scheme 
is employed in the following way. Substitution of (2.81) to (2.80) gives a residual M :
N
M{uo,ai,  ...,a j ,r )  =  L{ua) — P  ~  L{uo) 4- ^O iL ((^i) — P. (2.82)
i = l
M  is a known function of space and also a (lineai*) function of the a^’s. If we require that M  has 
no non-zero components in the subspace spanned by the 4>i functions by imposing tlie condition
<4>i\M>=^Q i = l , . . . , N  (2.83)
we obtain a lineai* algebraic system of N  equations for the coefficients &%. The solution Ua can 
then be considered optimal in the sense that its residual is orthogonal to the space spanned by the 
<f)i\ satisfying exactly therefore the original PDE in that space. In tliis traditional Ritz approach, 
the displacements are prescribed by expressions valid thioughout the whole region, resulting in 
simultaneous lineai* equations in which the coefficient matiix is full, without any banded sti*uc-
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ture appealing. On the contrary, in the finite element process, each nodal parameter affects only 
adjacent elements and therefore leads to a sparse and usually banded matrix of coefficients. Fui- 
thermore, the conventional Ritz approach is limited to relatively simple geometrical shapes of the 
total region while this limitation only occurs in finite element analysis in the element itself so that 
complex, realistic configurations, ÜTegular boundaiies and complicated geometry can be assem­
bled from relatively simple element shapes. Adaptive mesh refinement schemes seem also to be 
paiticularly facilitated because of the flexibility on the choice of the elements for different regions 
of the domain. The particular choice and the construction of the basis functions for the space 
of approximate solutions so that can fit into a finite element discretisation scheme and will be tlie 
subject of the next subsection. It is interesting here to point out tliat the discretised fonn of DuG 
is a symmetric matrix in all cases where the equilibrium equations can be derivable from a vaii­
ational principle. This is actually one of the most important merits of variational approaches for 
discretization. It is worth noting that, in addition to the symmetiy aiising in equations derived by 
variational means, the functional F  may be of specific interest itself. If this is the case a variational 
approach provides an easy way to evaluate this functional, as it will be shown next. Consider for 
this puipose, the case of a quadratic functional. If this yields an equation of the standard typical 
form (2.72), equivalent to
5F- ^  = L u - R  = Q (2.84)
ou
then the approximate functional can be simply written as
Fu = \ u^ L u - u^ R  (2.85)
where tlie superscript T  denotes the transpose of u. This can be easily proved if we simply 
differentiate (2.85) to get
5F = ^0{u^)Lu + ^ u^Lôu  -  ôu'^R (2.86)
As L  is symmetiic
ôu^Lu  =  u^LSu  (2.87)
so that
ÔF = Su^{Lu - R )  = 0  (2.88)
eventually reduces to
L u ~ R ^ O .  (2.89)
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2,3.2 Finite Element Discretization Scheme
We will discuss in this section some of the fundamental ideas and key features of the so called 
Finite Element Galerkin method. The objective of these types of discretisation schemes is to 
subdivide the computational domain into non-overlapping elementaiy subdomains, geometrical 
objects called elements. To evaluate the required solution on a paiticular point of an element we 
can represent it by a Ritz Galerkin approximation defined in terms of a number of suitably chosen 
nodal points onto this paiticulai* element between which we will interpolate with polynomials of 
a low-degree of the coordinates. The number of the nodes needed is determined by the degree 
of polynomial we use to approximate the value of the solution. The way this method works can 
be nicely illustrated by using tiiangulai* elements (as in Becker (1999), (11)). In this case, the 
domain D C of mterest is subdivided into triangles A j  G D, j  = 1, . . .n r , in such a way 
that neighboring triangles share two comers. We then define nodal points on each triangle and 
assign an appropriate local shape function to each one of them. For a given set of pomts the shape 
function for a pai ticular point has tlie property of being equal to one at that pomt and zero at all 
others. If we then denote tlie nodal points by pjk & Aj ,  k  = 1,..., np,  we can define a local 
shape function ajk for the node pjk as a polynomial of a suitable order which is determined by
The complete m-th order polynomial
m
P m { x , y ) =  a j b z c c V  ( 2 9 1 )
k+l=0
can be used to inteipolate a function, say Ua(x, y) at l / 2 (m +  l)(m  +  2 ) symmetrically placed 
nodes in a triangle. For the triangle P 1P 2 P 3 , the coordinates of these nodes are given by
(2.92)
“  m m,i=i
where bi, I —  1 ,2 ,3 are integers satisfying 0 <  6  ^ < m (fc — 1,2 ,3) and 6 1  -I- 6 2  +  6 3  =  m. 
To approximate the value of the solution by a linear function in x  and y for example, we would 
need to determine three unknown coefficients, which would require the value of the function at 
thi’ee nodes. In the same way a quadiatic polynomial in x and y would require the value of the 
function at six nodes, a cubic would need ten nodes and so on. The tiiangles and the nodal points 
for the cases m =  1 (linear), m  = 2 (quadratic) and m — 3 (cubic) interpolation are shown in 
Figure 2.2. This choice for the shape functions yields an inteipolation that it is continuous across 
element boundaiies, but not necessarily continuously differentiable. The resulting interpolating
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Figure 2.2: Nodal points for a) linear, b) quadiatic and c) cubic inteipolation.
formula is said to be of Lagrange type. To approximate a single function u  we require that the 
number of nodal points on each triangle is the same (confomial elements). This will ensure
that all shape functions on these triangles are of the same degree. We may then take all nodal
points in D and number them consecutively, i.e. i =  1,..., iV. The basis fimctions are
then constructed as the global shape functions for the nodes :
fo r(æ ,y )e A iw ith  k  ^ .^9 3 )
\  0  else
When more than one function is to be approximated the chosen degree of the local shape functions 
can be different for each one of them while still keeping the same tiiangulation. If the same degree 
is used, we no longer need the superscript in the above expressions. Defining the shape functions 
this way guaiantees that if a point lies on the boundaiy of two neighboring triangles, only one 
of them is chosen to evaluate the basis function . It also satisfies the fundamental property 
of basis functions to take the value unity at a particular nodal point and be zero at the rest of 
them, e.g. ^i{pj) = 6ij , which in turn means that ai is the value of Ua{pi). The a^’s are 
called nodal vaiiables. Another important property they hold is that tliey have a compact support. 
Consequently, the integral over D  that has to be performed in (2.83) is reduced to an integral 
over the support of the particular basis fimction, which in turn breaks up into the sum of integrals 
over the triangle that defines this support. The assembly of the linear system of equations for the 
nodal variables can then be performed element by element. On the other hand, the restiiction of 
the integral to the support of the basis function of a node implies tiiat only neighbouring nodes 
contribute. The matrix of this linear system is therefore sparse and with a suitable numbering of 
nodes, even banded.
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y
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Figure 2.3: Linear Transformation of an arbitraiy triangle Pi, P2, P3 in the (x, y)— plane to the 
standard triangle IIi, II2, II3 in the (^, 77) -plane.
Attention must also be paid to the treatment of boundary conditions. These enter the problem 
via uo which was chosen in (2.81) to satisfy these conditions. The function rxo can then be ap­
proximated by a linear combination of all global shape functions for which their nodes lie on the 
boundary dD  of the domain D. This way the values on the boundary enter tlie equations for the 
nodal variables via the residual.
2.3.3 The Unit Triangle
Alternatively, the triangle P 1P2P3 in the (x,y)  plane can be transformed into the unit triangle 
I l i l l2n 3 in the (^, 77) plane (see Figure 2.3). It is often more convenient to express the shape 
functions in terms of this unit triangle and at an appropriate point to tr ansfer the result back to a 
particular triangle in the (x, y )— plane thr ough a suitable transformation of coordinates. We will 
show that in this case the shape functions take a very simple form. For this purpose we consider a 
standard triangle with six nodes as it is shown in Figure (2.3), the number of the nodes determined 
by the (second) order of the polyrromial that is going to be used as shape function for each node. 
The general form for a quadratic polynomial in ^ and 77 would be
N i  =  a  +  C2^ +  C377 -I- +  051^ 77 +  0377^ . (2.94)
Therefore we need six conditions to determine the c* coefficients . These will be obtained by 
using the basic property that any shape function has value rmity at one of the nodes and vanishes 
at all other nodes. For the Ni  function, assigned to the node IIi (0 ,0), for example, the following
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conditions hold
1 =  Cl at H i  ( 0 ,0 )
0 =  Cl -f C2 +  C4 at 52(1,0)
0 =  Cl •+• C3 -h cg at 5 3 ( 0 ,1 )
0 =  Cl -h 1 / 2 c2 + 1/4c4 at 5 4 ( 1 / 2 , 0 )
0 =  Cl 4- 1 / 2 c2 + 1 / 2 C3 +  1 / 4 (c4 +  C5 +  Cg) at 55(1/2,1/2)
0 =  Cl -I- 1/2c3 4- 1/4c6 at 5 6 ( 0 , 1 / 2 )
from which we get
Cl =  1, C2 =  —3, C3 =  —3, C4 =  2, C5 — 4 and eg =  2. 
iVi then can be written as
JVlK.r/) =  l - 3 ( - 3 , ?  +  2 f  +  +  2r/2 =  (1 -   ^-  ,,)(2(1 _   ^ -  1). (2.95)
Similarly, we obtain for the other five shape functions
N2 = m - l )
Ns =  ri{2r] -  1)
Na =
N 5 =  4^77
N g = 4 ^ ( 1 - ^ - 77).
We can further introduce the so called natur al coordinates of a triangle to express the above func­
tions even more conveniently. Anotlier advantage of this formulation is that it facilitates the nu­
merical integration scheme we use being consistent with the appropriate values of the integration 
limits of the (Gauss integration) scheme. Suppose we have a general triangle and denote with 
Fi (7 =  1 , 2 ,3) subtriangles conesponding to P i, P2 , P3 .
We can then define thi ee coordinates J i, J 2 , J 3 , by setting ^  where Pi stands for the area 
of the sub-triangles and P  is the whole area of the triangle. It is easy to see then that
Ji J2 ~)r Js ~  1" (2.96)
If we work out x and y  in terms of J±, J2 and J 3 , we get
X — x \ J i  +  X 2 J 2  +  x ^ J z
y — y \J \  +  3/2*/2 +  ysJs‘
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For the unit triangle (replace æ by ^ and y  by rj) the latter will give ^ — J2 and rj = Ji. Replacing 
into (2.96) we also get for J i
Ji =  1 -   ^-  77. (2.97)
If we now rewrite the shape functions in terms of the natural coordinates we obtain
N i  =  J i ( 2 J i - l )
N 2 = *72(2 ^2  — 1)
Ns = M 2 J3 - I )
N 4 =  4 J 1J 2
JV5 =  4 J 2J 3
N q = 4 J 1J 3
which is what makes this notation most convenient. It is worth noticing also the possibility of 
cyclic permutation which indicates that there is no preferred direction. Now that we know the 
shape functions as functions of ^ and 77 in every single triangle we can represent the required 
solution Ua for each element as Ua — UiNi{^, 77).
The next step would be to assemble all elements over the whole domain to get the global function 
out of the contribution of all of them. It turns out that only the nearest neighbours contribute. 
Going back to the {x, y) coordinate system is easily done by working out the derivatives with 
respect to ^ and 77 and transform to derivatives with respect to x  and y  as it is shown next.
2.3.4 Linear Mapping to the unit triangle
The simplest case would be a linear transformation between (æ, y) and (^, 77) e.g. of the form 
x  — c\ +  C2^ +  0377
7/ =  C4 +  +  C6?7 (2.98)
where the coefficients ci will be determined as follows:
For III we have 77 =  0 and ^ =  0 . Then the mapping Pi (æi, 7/1) lying onto the (æ, y) plane to 
r ii(0 ,0) at the (^, 77) plane,due to (2.98), leads to x\  ~  ci and yi = C4 .
Similarly, for P2 (012, 2/2) ^  5 2 (1 ,0) , o?2 =  ci +  02 and 2/2 =  C4 4- C5
and for P3 (0:3,2/3) -4-113(0 , 1 ) , C3 =  æs -  xi  and CG — y s - y i -  Substituting everything back 
into (2.98), we finally get
X  =  æi 4- (0:2 -  x i ) ^  4- (x3 -  0 1^)77
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y = 2/1 -f (2/2 -  yi)^  +  (2/3 -  2/1 )f?' (2.99)
It is then straightfonvard to transform into die (æ, y) system and work out the derivatives there. 
Suppose for example that we need ^  in terms of ^  tliat we have calculated on the 
unit triangle. We consider for that puipose Ua as a function of ^  and r} and ^ and 77 as functions of 
a; and y. In this way we get
dug
dx
dug
dy
dug d i  dug dy
+d^ dx  
dug d^
+
dy dx  
dug dy
d^ dy dy dy
All of ^  ^  and can then be derived by differentiating the transformation equations
(2.99) appropriately. Differentiating with respect to x  we get
1 =  {X2 -  Xi)^x +  {X3 -  Xi)yx
0 =  (2/2 -  2/1 )& +  (2/3 -  yi)Vx
from which we finally obtain
dx
dy
dx
(2/3 -  2/1)
Z
(3/2 -  2/1) 
Z
where Z  = {x2 -  æi)(2/3 -  2/i) -  {xs -  x{){y2 -  2/1). In the same way we get
dy
dy
dx
(a;3 -  xi)
Z
{x2 -  æi)
2.3.5 Numerical Integration scheme
To be able to carry out the integration we need to tr ansform the differential surface in 2D or volume 
in 3D element from the (æ, y) to the (77, ^ ) system as follows
dxdy — \ Z  \ d^dy  =[
dx dy
dx d]i 
dr) dy
d^ dy 
d^dyX2 - x i  2/2 -  2/1
«3  - X I  2/3 -  2/1
=  ( (^ 2  -  a?i)(2/3 -  2/1) -  (a:3 -  ^ i)(2/2 -  2/i)) dy.
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Some principles of numerical integration will be summarized here together with tables of numer­
ical coefficients needed for tire integration schemes we used. The integrations that need to be 
carried out involve integrals of the form aj Ni Nk dx dy for which we used the Gaussian in­
tegration method. The basic feature of this method in contr ast with other integration schemes is 
that instead of specifying the position of integration points a priori or at equal internals, these are 
allowed to be located at points to be determined in such a way that best accuracy is achieved for a 
given number of points. Suppose for example we want to calulate an 1-D integral of the form
N
/  ^ { x ) d x  ~  , - 1  < < 1,
"/-I n^l
(2.100)
where Wn are called weights and Xn ar e the integration points. The WnS, x ^ s  and the number N  
are determined by the requirement that any polynomial up to a fixed degree is integrated exactly. 
Indeed if we consider a polynomial it is easy to see that for n  integration points we have 2n 
unknowns (æ^ and ^n) and therefore a polynomial of degree 2n — 1 could be constructed and 
exactly integrated. As n  values of the function define a polynomial of degree n — 1, the errors 
will be of the order where h is the point spacing. A detailed discussion about the order
of numerical integration required for convergence is provided in Zienkiewicz (1977), (109), p. 
200-204.
Similar formulae hold for triangles. In the two dimensional version of the code, the domain is 
subdivided into elementary triangles and the interpolatmg shape functions used were of second 
order. The corresponding polynomial function should then be of at least fifth order which in turn 
requires seven integration points. We should also notice that the integrating limits extending from 
-1 to 1 are compatible with the use of natural coordinates. The location of integration points inside 
the unit triangle and values of the corresponding weights are shown in the Table (2.1).
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2400
Table 2.1: Coordinates and coiTesponding weights for Gaussian integration over a triangle with 
seven points mtegrating exactly polynomia of fifth order.
In the thi ee dimensional version of the code cubic block elements with eight nodes per cube and 
trilinear- shape functions were used. An arbitrary cubic block element is defined in the {x, y, z)
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coordinate system by
X i < x < X i  + 2ai, Vi < y < V i 2 b i ,  Zi < z < Z { 2 c i .  (2.101)
The transformation fonnulae to the standard coordinate system {X,  Y, Z)  will now be given by
Xi = { x -  Xi -  ai)/ai, Yi — {y - y i ~  bi)/bi, Z{ = (z -  Zi -  Ci)/ci- (2.102)
Under these conditions, the standard element is a cube with the origin of the coordinate system 
Xi — Yi = Zi — Q, located in the centre of the cube and with parallel to the coordinate axis sides
of length equal to two in all three dimensions, extending from -1 to 1.
We choose the eight nodal points to coincide with the vertices of the cube and number them as 
s  =  1,2,3,..., 8. The coordinates of the node s  denoted as X is ,Y i s ,Z i s  are listed in Table (2.2). 
It will now be Ug — with the shape function fis given by
s Yis
1 +1 +1 +1
2 -1 +1 +1
3 -1 -1 4-1
4 +1 -1 4-1
5 +1 +1 -1
6 -1 +1 -1
7 -1 -1 -1
8 +1 -1 -1
Table 2.2; Coordinates of the nodal points in the standard cube,
fis = 1(1 + + % ) ^ ( 1  +  ZiZis). (2.103)
All the rest follow the tr eatment of the two dimensional case. One must only be careful to trans­
form the integrating volume appropriately, e.g. dx dy dz =  aibiCidXi dYi dZi and to remember 
on die counting of the nodes that each internal node is shar ed by eight block cubes.
The shape function (2.103) is chosen such that
Ug=:a + bX + cY- \-dZ + e X Y  +  f X Z  +  g Y Z  +  h X Y Z  (2.104)
and should also satisfy the demands for continuity across adjacent sides, vertices and surfaces. 
The three-dimensional integration is performed as three succesive one-dimensional integrations
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as follows
r  r  r  f i x , Y , z ) d x d Y d z  = r  ( r  ( r  f { x , Y , z ) d x ) d Y ) d z .  (2 .10 5 )
J  —-CL J  “CL “CL */—Û V —d V —CL
In the paiticulai' Gauss integration scheme we used, the integral takes the form
r  r  r  f ( x , Y , z ) d x d Y d z  = «=(/— + / _ _ + + / _ + - + / _ + +
V  d V “ d V “ d
+ /+ —  +  /h H +  /h +  /+++)
where / ------ =  / ( —/3a, —/?a,—)0a), / — + =  f { —j3a,—^ a ,+^a)  and so on. Here P is the
appropriate weight and depends on the order of the polynomial that should be integrated exactly. 
In our cases where the shape functions are linear in each coordinate we have to deal with at least 
cubic polynomia. For Gauss integration of third order (integrate a cubic polynomial exactly) we 
have
/(X )d X  =  a (/(- /3 a )  +  / ( M )  (2106)
J  “ d
and 0 — y^l/3  . For Gauss integration of fifth order it will be ^  =  \ /3 /5  and
r  f ( X ) d X  = o(5/(-i3o) +  8 /(0) +  5 /(^a))/9 . (2.107)
j  “ d
A more detailed discussion is provided in Masai (1989), (71).
2.4 Gaussian Elimination numerical scheme
The final step in the numerical scheme we use is to solve die system of linear algebraic equations 
resulting fr om the finite element discretization procedure, that is to invert the discretized matrix. 
For this purpose a direct method, the standard Gaussian elimination with pivoting is employed. 
The aim is to get the matrix into an upper triangular form getting the solution by backsubstitution 
afterwai'ds. A basic feature of the teclinique is the use of a pivoting step, in which the largest ratio 
of the coefficients involved is found and used in swapping the rows in such a way that zero or very 
small coefficients are avoided.
The method also takes advantage of the banded stiuctme of the matrices obtained through the 
finite element discretization. For a matrix of width {2LB +  1) for example, a number of L B  
elimination steps per column at most is performed. The inversion of the matrix allows for the 
calculation of the value and therefore also the sign of the determinant of the corresponding matrix 
which is a key point in the detection of bifurcating points as will be explained later.
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Atti'active as it might seem due to the robustness and the straightforward provided built-in stability 
criterion, the required demands for storing the complete band of the matiix can be formidable. This 
is a matter of concern especially in the tliree dimensional version of the code, where also with 
increasing number of vaiiables (analogous to the number of giid points, say N )  the number of 
operations grows as N ^ .  For this reason semiiterative or iterative schemes might be faster or more 
efficient at the cost of losing the readily provided detection of bifurcation points. Several attempts 
are under current research employing alternative conjugate gradient or multigrid schemes.
2.5 Numerical Implementation of the operator
Up to now, no further restrictions had to be imposed upon equation (2.80). For our applications, 
we will restrict on the case where the linearized equations can be written in the form
N f
D ^ G i j U j i r )  -  y;(r) =  0, s =  1 , N f  (2.108)
3=1
where N f i s  the number of components of u  when it is assigned to the j —index and the number of 
equations when assigned to the 7-index. Note for example that using Euler potentials to represent 
the magnetic field doubles both the number of equations and tlie number of the components of the 
solution.
Dît G is a linear differential operator with derivatives up to second order, the so called Frechet- 
derivative. To solve (2.108), we apply the Galerkin method to write Uj{r) as
N
ttj(r) =  ' ^ U n j fn i r )  (2.109)
n = l
where /n(r) aie known test functions (a set of N  finite element shape functions) and the Unj aie 
determined by
N f  N
Y s  Y  «"3 <  /m  I D ^ G i j f n  >  -  <  /m  I F i > =  0 , (2 .1 1 0 )
j=l n=l
7 =  1,..., AT/, j  =  l,...,iV /.
In the general three dimensional case DgGij and Yi are given by
d , d  d . d  d , d  ro n n
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d d . d  d . d  d 
d d d
+aioij -
K, =  6 u - ^ - ^ - ^  (2.112)dx dy dz
where auj =  auj(x,y, z, u,Ux^Uy,Uz),buj ~  buj{x,y, z, u,Ux,Uy, Uz). In the two-dimensional 
case one can easily see that the number of the a-components reduces from thirteen to nine. Note 
that all operators G, DuG, G\  have to be in divergence form, i.e. terms with second derivatives 
have to be written as a derivative of terms of first order derivatives. This might seem a limitation 
of the implementation, but it turns out in practice that most equations of interest can be brought 
into this form for which a favourable Galerkin form is available.
Cylidiical or spherical coordinates can also be used if the operator can be written in tliis form. A 
slight modification might be necessary in this case to take the different geometry into account.
The particular' choice of G determines all coefiicients which ar e necessary for the solution of the 
discretized for-m of the linear systems discussed in subsection (2.2). To start a nm we also need a 
starting solution for u  and starting values for A and s. Due to the Gauss elimination technique with 
pivoting used to solve the linearised set of equations, the code can check the positive definiteness 
of the discretization of the matrix DgG and retur-n the sign of its determinant. Change of the 
sign implies change of the sign of a single or of an odd number of eigenvalues which indicates 
the occurence of a bifurcation point. One must be carefirl here because the change of tlie sign 
does not detect all possible bifurcations, e.g. when even number of eigenvalues change sign at 
the same point. But these cases are extremely rar e and likely to be found only in examples with 
an extremely high degree of symmetry. Even in such cases though where degenerate eigenvalues 
occur, break of symmetry caused by any even small disturbance or by the boundary conditions is 
the natural way out of the system. We will not discuss such cases here.
If a bifurcation point has been detected, it can be localized by a bisection method. The correspond­
ing bifurcating branch is then calculated by starting at a A very close to the localized bifurcation 
point we have formd and by adding an appropr-iate perturbation to the expression of the old branch 
solution.
Information about the stability of each particular solution along a branch is also possible. Check­
ing the positive definiteness of Du provides information about the stability of the followed branch. 
Starting from a stable branch the code follows this branch detecting the occurence of bifurcation 
points by the change of the sign of the determinant.
Chapter 3
Model for magnetic arcades.
3.1 Motivation
In this section a 2D model for magnetic arcades will be investigated by using a numerical con­
tinuation code. This model is closely related to the arcade model investigated by Zwingmarm 
(1987), (111) and Platt and Neukirch (1994), (85). The model includes magnetic shear, plasma 
pressure and gravitation. Using a 2D numerical continuation code, Zwingmarm (1987), (111) 
calculated sequences of equilibria for slowly increasing pressure and var ious values of magnetic 
shear. He formd that the resulting equilibrium sequences have an 5 —shaped structme and sug­
gested a scenario for magnetic eruptions based on the structur e of the bifurcation diagram. Platt 
and Neukirch (1994), (85) investigated Zwingmarm’s (1987), (111) model further and found that 
when the boundaries ar e moved away fr om tire centr e of the computational box, the upper branch 
of the 6'—str-uctur e seems to vanish altogether. As the proposed eruption scenario was based on the 
existence of an upper solution branch, this finding drives the validity of the scenario into question. 
In this chapter we present results of an investigation of a model similar' to Zwingmaim’s (1987), 
(111) original model, but with a different pressure function. The pressure profile we use here is 
more realistic in the sense that it can be motivated by kinetic theor*y as it corr esponds to particle 
distribution function in local thermodynamic equilibr-ium. We will show that for this pressure 
function no 5-shape can be found, even for the original computational box used by Zwingmarm 
(1987), (111). This result casts further doubts on the validity as it seems to be a feature existing 
only under special conditions.
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3.2 The Model
The basic features of the model are as follows. The magnetic field is represented by Euler poten­
tials a  and P so that
B (r)  =  V a (r)  x V/3(r) (3.1)
The X —  and 2;—coordinates are chosen to lie in the photospheric plane, and the 2/—component is 
perpendicular to this plane.
The magnetic field is assumed to be translationally invariant ( |^  =  0), the direction of invariance 
being the parallel to the photospheric surface. The Euler potentials can then be written as
a  = a{x,y) , P =  P{x,y)  z, (3.2)
and tlie magnetic field is given by
B =  Va{x,  y) x V z  + Va{x,  y) x VP{x, y). (3.3)
Substituting (3.3) into the force balance equation we obtain
V .0-V X  ( v a x  V / § ) =  (3.4)
- V a  • V X (V a  x V p \  =  0. (3.5)
We assume further that the plasma in the solar corona is an ideal and isothermal gas and that the 
gravitational force is constant and pointing into the negative r/—direction. Under these assump­
tions, the pressui'e term can be written as
(3.6)
da da \  77
where H  =  k^T/nng  is the gravitational scale height (mil ion mass, kj,: Boltzmann’s constant). 
A typical value of T  =  10^ K  leads to i î  =  5 x 10  ^km. Denoting a typical length scale of Hie 
equilibrium magnetic field by L  and normalizing x  and y by this scale length, we have to prescribe 
the ratio H/L .  Following Zwingmarm (1987), (111), we calculated equilibrium sequences with 
F  =  5L.
The function is a free function only constrained by physical considerations. For the (nor­
malized) pressure profile, we assume
— =  Ap • exp (a) (3.7)
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where Ap is a measure for the strength of the pressure gradient. This choice for the pressure profile 
implies local isothermal equilibrium ((46), (94)), corresponding to a local drifting Maxwellian 
distribution function (for Vlasov equilibria and with taken as a constant), and various previous 
studies of solar and space plasmas equilibria have used this function (e.g. (94), (45), (46)). To 
complete the problem we have to impose boundary conditions for a  and We choose Dirichlet 
boundary conditions for a  and ^  at the photospheric level. To resemble a magnetic arcade, a line 
dipole below the photosphere at y =  —yo is assumed (see Fig. 3.1),
- 2 0 - 1 0
Solution No. 1, X = 0 . 0 0 0 0 0
30
25
20
10 20
Figure 3.1: Initial solution. The magnetic field is that of a line dipole at y =  —1.
a{x,y  =  0) = V o
We then prescribe by 
^{x ,y  =  0) =  As • sinx
(3.8)
(3.9)
where Ag parametrizes the amount of magnetic shear induced by the footpoint motion. Here the 
advantage of describing the magnetic field by means of Euler potentials becomes apparent. Since 
Euler potentials are constant along field lines, it follows that /3 =  ^  +  2 is constant along a field 
line. For two points lying on the same field line it follows that
A/9 =  0 Az =  Z2 — = —(/9(x2, 0) — /9(xi, 0)) (3.10)
where Xj, 0 is the position of footpoint i in the plane y =  0. Therefore, the footpoint displacement
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/5 =  constant
Figure 3.2: Connection between foo^oint displacement Az and Euler potentials, 
for a field line intersecting the lower boundaiy {y = 0) at points (æi, zi) and is given by
A z  ^  ^{X2,0) -  PixuO)  (3.11)
which is now to be described (see Fig. 3.2). In this way, both the field distribution and the 
connectivity of lines of force can be specified directly, just by assigning the values of a  and P 
at the boundary. Then each equilibrium solution is deteimmed in terms of the two parameters 
Ap and Ag representing the pressure variations and the footpoint shear accordingly. It should be 
noted here that this choice of boundary conditions does not allow opening of the fieldlines in 
the upper boundary, contr ary to Zwingmann’s von Neumann conditions for the upper boundary. 
His choice leads to a vanishing magnetic sheai* component {Bz — 0) on fieldlines cutting tlie 
upper boundary, so that it could model open field regions. A critical discussion of Zwingmami’s 
boundaiy conditions the computational domain can be fomid in (49) and (85).
3.3 Numerical Implementation
In the process of using Keller’s method, an advanced Newton iteration scheme has been used 
requiring a linearization of the nonlinear problem. Thus, the n ~ t h  step of the iteration gives
, n + l    „ na” + (3.12)
(3.13)
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where 5a and SP are solutions (see also Hood, (1990), (49)) to
f P  P
( - v r  • V X X V) -
+(V  X (Vo" X V f") • V +  V f"  • V X (Vo" X V ))5f
=  - ( V f "  • V X (Vo" X V f") -  V^o" -  MO-^) (3.14)
and
( - V  X ( V n "  X V )8 " )  ' V  -  V n "  . V  X ( V /3" x  V ) ) J o
+(V a” • V X (Vo" X V))6P = 0 (3.15)
Equations (3.14) and 3.15 can be written in the matrix operator form
A Q ) = b  (3.16)
A finite element approach is used as in Zwingmann(1987), to minimize the quadiatic form 
5^F =  J ( S a ^ S p - )  ■ A  ■ dV, (3.17)
where an asterisk denotes the complex conjugate. It is shown in detail by Zwingmaim (1987), 
that the sign of 5^F  deteimines the linear stability of the system, since 6^ F  > 0 is a sufficient 
condition for stability for 2D disturbances.
3.4 Numerical Results
With the numerical method we described in the previous chapter, we calculated equilibrium se­
quences dependmg on the two parameters, for the magnetic shear and the plasma pressure. Our
computations were cairied out in a rectangular box —20L < œ < 20L  and 0 < y < 30Z, with
a resolution of 25 x 25 (25 finite elements in each direction which give 51 grid points in that 
direction) and yo — —IL. In Fig. (3.3) we compare solution branches for Ag =  0 , and for Ag ^  0. 
On the left, a measure of magnetic energy e.g.,
W^agn= f  { \ V a f  + \Va X V f i ^ d x d y  (3.18)
is plotted against Ap for zero (solid line) and non-zero (Ag =  0.3, dashed line). On the right, we 
plot a measure of the thermal energy i.e,
W t h e r m  =  J  A p G x p cK  • 0 x p  {~y/ H)  dxdy (3.19)
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again against Xp for zero (solid line) and non-zero (Ag =  0.3, dashed line). Fig. 3.3, also
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Figure 3.3: Solution branches for Ag =  0 (solid line) and for Ag 7^  0 (dashed line). We plot 
magnetic energy against Xp on the left, and thermal energy against Xp on the right. These plots 
clearly show a limit point bifurcation for both cases. Also an increase of magnetic energy due to 
shearing can be seen (dashed line), whereas the theimal energy is hardly affected by sheaiing.
shows how the footpoint displacement, parameterized by Ag, increases the magnetic energy for 
the same value of Xp. Contour plots of a  representing the projection of magnetic fieldlines onto 
the æy—plane are shown in Figs.(3.4) and (3.5). The figures show solutions for increasing values 
of Xp, for Ag =  0 in the left column, and for Ag 7^  0 in tlie right column. The expansion of the 
magnetic field in both cases is obvious as Xp increases. This is to be expected as a result of the 
increase in pressur e. Shearing motions increase tire total strength of the field, and the associated 
increase in magnetic pressme, which is equivalent to an increase in thermal gas pressure, should 
cause an overall expansion of the configuration.
An interesting result of our calculations is tlrat an 0-point appears before the solution branch 
reaches a limit point. That seems consistent with previous works, where pressure-dominated cases 
are considered (e.g. Melville, Hood and Priest (1987), (73)), where a magnetic island also forms 
before the catastrophe point is reached. In some force-free arcade models, on the other hand, the 
island only forms at or after the critical point is reached (see, for example, Jockers (1978),(53). 
In both of the above cases the island ’’emerges” from the bottom boundary, while in our and in 
Zwingmann’s model it forms at some height in the volume y > 0. Our model therefore requires 
a magnetic reconnection process (Anzer and Priest (1985), (5)). This possibility would not be 
permitted in the jframework of IMHD, where resistivity is considered to be negligible. However, 
we emphasize tlrat in the formulation of the MHS equations, Ohm’s law is not explicitely imposed 
and consequently neither is conservation of topology. Therefore changes of the magnetic fieldline 
topology are possible along equilibrium sequences within our model.
Although the Euler potential description is a convenient way to prescribe a shear* in an arcade-like
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Figure 3.4; Magnetic flux contours for zero shear (left column), and for non-zero shear (right 
column). For both cases, and for increasing Xp the expansion of the field (first row) is first clearly 
shown, then an O—point appears (second row) before a limit point is reached.
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Figure 3.5: Magnetic flux contours for zero shear (left column), and for non-zero shear(right 
column) after the limit point is reached (first row). The last row indicates the last calculated 
solution.
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geometry, one must still be careful. As pointed out in Choe and Lee (1996), (22), is not capable 
of describing a helical field configuration with a component. For a helical fieldline, Az is 
not zero after the fieldline has encircled an O -point along a closed path, but ^{x 2  ^0) — ^(xi ,0 )  
must be zero for the fimction ^  to be single-valued. Thus, the fieldlines in a magnetic island with 
a toroidal component cannot be described by Equation (3.2). In this regard, it is interesting that 
Zwingmann’s upper branch solutions contain a magnetic island. Although it is not stated in his 
paper, the fieldlines in the island must have a vanishing toroidal component. Thus, tlie O—line 
in his solutions is sustained by the plasma pressure gradient only, and he could not have found a 
bifurcation of the solution due to sheai' even if there were any. If Xp is further increased, a critical 
point is reached where the bifui'cation branch (see Fig.3.3) bends inwards. No equilibrium seems 
to exist for values of Xp bigger than the critical value.
Of particular importance is file result that the bifui'cation diagram does not show an 5 —shape 
structure, contraiy to the results of Zwingmann (1987), (111). Zwingmann (1987), (111) per­
formed the numerical simulations including both the shear and the pressure effects, and fomid that 
the catastrophe requires finite pressure but can take place without shear. Therefore, the presence 
of finite pressure is necessary for tlie loss of equilibrium. On tlie other hand, shearless configu­
rations may well be susceptible to the interchange instability (driven by the pressure force) even 
before the critical A is reached, when three-dimensional perturbations are considered. It is, there­
fore, debatable whether pressure-dominated equilibria can reach the critical state A =  Xcrit before 
getting unstable. No matter how interesting Zwingmann’s result seem, e.g. that fire solution bi­
furcates beyond a certain value of ^  while the increase of shear alone does not create any critical 
behavior, we should remark that it can hardly be applied to tlie solar eruptive processes because 
in the solar corona the thermal energy is negligible compared to the magnetic energy. As for the 
nature of the admissible instabilities, we should not forget that when the effect of resistivity is 
negligible, (ideal MHD), instabilities that can take place may be divided into two classes. One is 
the kink instability, driven by the Lorentz force. This instability may occur even in the absence of 
pressure. The other is the interchange instability driven by the pressure force. Roughly speaking, 
the magnetic arcade is equivalent to a straight magnetic loop sliced in half along the loop axis 
and placed above the photosphere. Helical perturbations that characterize the kink instability are 
prohibited in magnetic arcades due to the line-tying condition. The presence of a magnetic island 
in an arcade could be crucial in considering the stability of the system. Physically speaking, the 
magnetic island may correspond to a filament if cool material is present there. When the magnetic 
island (or a magnetic loop) is formed in an ar cade, it may undergo an explosive kiirlc instability. 
This is in accord with the fact that flares are often associated with the activation of filaments but 
does not clearly determine the role played by the cool material which comprises the filament. For 
a more detailed discussion and more extended analysis on the stability of arcade-shaped structures 
see Saloirai (1989), ((93)).
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3.5 Conclusions
On the basis of our results we can conclude the following:
# a change of the pressure function in the magnetic arcade model of Zwingmann (1987),(111) 
results m a different structure of the bifurcation diagram,
» along a Ap—equilibrium sequence a change in magnetic topology can occur even before a 
bifuruation point has been reached,
® taken together with the results of Platt and Neukirch (1994), ((85)) our results cast further 
doubt on the eruption scenario based on Zwingmann’s results.
An hnportant step forward to our understanding of the theory of magnetic arcades would be the 
extension of these models (or improved versions of them) to three dimensions. One of the main 
aims of this thesis was to undertake a first step towards the development of a 3D version of the 
numerical continuation code used for the 2D results presented here. Even though, as we will see 
later (see Chapter 6), a fully usable code is not yet available, some preliminary numerical results 
using low resolution runs are presented in Chapter 5. In particular, a 3D test case has been set up 
based on the assumptions of the 2D arcade model we discussed in this section. First results there 
show a qualitively consistent but quantitively still unsatisfactory behaviom*.
Chapter 4
Two-dimensional Bifurcations of 
line-tied Gold-Hoyle Flux Tube 
Equilibria
4.1 Introduction
The aim of this chapter is to investigate some aspects of the theory of straight axisymmetric flux 
tubes which are often used to model coronal loops. It is usually assumed that the observed aspect 
ratio L/h  (where L is the loop lengh and 6 is a characteristic transverse length scale) is large 
enough for curvature effects to be neglected. Coronal loops are also considered to have twisted 
magnetic field, with the twist $  defined by
$  =  ^  (4.1)
rBoz
where L  is the length of the loop, B qz is the magnetic field strength along the loop and the 
magnetic field component encircling the tube axis. Models for solar eruptive processes, e.g. com­
pact loop flar-es are often based on instabilities of flux tubes and a large number of investigations 
have studied the stability properties of flux tubes (see for example De Briryne and Hood (1992), 
(27)). The stability properties of coronal loops differ fiom those of similar equilibria used to 
model laboratory or fusion plasmas (e.g. tokamaks) because different boundary conditions have 
to be used in the solar case. Whereas in laboratory or fusion plasmas, periodic boundary condi­
tions have to be hnposed, the ends of fieldlines of coronal loops are firmly anchored in the dense 
photosphere. Therefore, one has to impose line-tying boundary corrditions for coronal loops.
In this chapter we will concentrate on the study of the m =  0 instability (sausage instability),
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the only one that evolves in two dimensions only. In principle, points of mar ginal stability and 
bifurcation points of equilibrium branches should coincide. However MHD equilibrium theory 
usually uses equations which have been considerably simplified compared with the original MHD 
equations, and it is not a priori clear whether the bifurcation points of the simplified equilibrium 
equations really coincide with the points of mar ginal stability predicted by the linear* MHD stabil­
ity theory. As we will see the line-tying boundary conditions play a particular role here.
The basic ahn is to constrnct the solutions diagrams, determine the bifurcation points, calculate 
the corresponding bifurcating branches and compare these results with results derived firom lin­
ear MHD stability theory, in particular with the results of De Bruyne and Hood (1992), (27). 
Therefore, we have chosen to investigate a well studied equilibrium, the so-called Gold-Hoyle 
solution. The equilibrium sequences will be calculated in two different theoretical formulations, 
Grad-Shafianov theory and the Euler potential theory.
In the Grad-Shafi anov theory, the problem is reduced to one single elliptic equation only, with the 
flux function A  to be determined under appropriate boundary conditions.
The Euler potential formulation can be also used to examine the same problem. In this case, one 
of tlie Euler potentials coincides with the Gold-Hoyle flux function and the pressure profile is the 
same, but the other potential replaces which is a fixed function of A  in the Grad-Shafianov 
case.
A further aim of this chapter is to show how different parametrization of the same equilibrium 
problem can give rise to completely different bifurcation properies. For this purpose, we applied 
the Grad-Shaffanov theory to the Gold-Hoyle solution in two different ways:
1. The effects of magnetic pressme and of thermal pressure are examined seperately, with a 
control parameter for each one of those equations. We derived the solution branches with 
respect to each of the parameters individually, keeping the other one fixed. Two different 
sets of boundary conditions were used, one where the control parameter was hnplemented 
into the boundary conditions and one where tlie boundary conditions were not dependent 
on this control pai'ameter. In this case, no stability analysis is available.
2. The flux function is pai'ametrized in the same way as in De Bmyne and Hood (1992), (27), 
using only one parameter for the total pressure. We again constiucted the solution diagrams 
and compared the results of the bifurcation analysis with the predictions fi om linear stability 
analysis. We found that the second bifurcation point and not the first one coincides with 
the linear stability thieshold of the m =  0 sausage instability. This discrepancy can be 
explained by investigating the boundary conditions for the peitmhations allowed for the 
equilibrium bifurcations and for the line-tying conditions. Also, the bifurcation branches 
for the first two bifurcation points were derived. The profile of the magnetic fieldlines for
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each of these branches was examined to confirm that it is indeed the second branch and not 
the first one that corresponds to the lineai* instability since the spatial stmcture of the lineai* 
mode should be the same as that of the bifiu'cating solution close to the bifurcation point. 
This result for the Grad-Shafi anov theory is compared with the results of the Euler potential 
approach. There the first bifurcation points detected by the code coincides with the first 
ones predicted by the linear* theoi*y implying that different formulation can indeed lead to 
different results. The reason for this reference lies in the boundai*y conditions imposed on 
the second Euler potential.
4.2  Grad-Shafranov Approach: Effects of Different Parametrization
The Model
The basic aim of this chapter is to investigate how different parametrizations for the same problem 
would eventually effect the bifurcation properties. The question to be answered here was whether 
a different choice for the control parameter A would lead to the same profile for the bifurcation 
branches. Different control parameters imply different rmderlying driving mechanisms. On the 
other hand, we may want to model various possible mechanisms. In this case, we have to calculate 
the equilibrium sequences varying one of the parameters while keeping tlie other one fixed. The 
role of the parameters can be swappped, i.e. we can construct bifurcation branches with the 
par ameter that was previously kept fixed, now keeping the former control parameter fixed.
4.2.1 Grad-Shafranov Equation for Rotational Symmetry
In cases of rotational symmetry ( ^  =  0) it is often convenient to represent the magnetic field in
cylindrical coordinates r, (j) and z as
B =  — VA X Gÿ 4* (4.2)
or* equivalently
B = -----4------------ +  B^e^ (4.3)
r  o z  r or
so that
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and where A  is called the flux function because it is directly related to the magnetic flux in the 
rz-plane. This is easily shown by use of the definition of tlie magnetic fieldlines
dr _  B (r(c)) 
da I B I
Insert B from (4.2) into (4.5) to get
A . v a  =  ^  =  o
da da
(4.5)
(4.6)
which indeed proves that contours of A are projections of magnetic fieldlines onto the rz-plane, 
with constant value along them. The cuirent density is given by
dz r dz^ dr \ r  dr J
(4.7)
Then
j  X B = j  X X e ÿ  +
1
/J-or
la ^ A  d n d A
r dz “^ dr \ r  dr
1 d , ^  . d A  d B ^ d A
Writing the (/)- component of j  x B as
VA
+
(4.8)
- B  • V(rB^) =  0 
this implies that
b^{r,z) = rB^{r,z)  -  G(A(r,z))
(4.9)
(4.10)
is constant along fieldlines. Since tlie otlier terms are all in the direction of VA, equation (4.8) 
finally reads
V-
dp
,2-VA) +
1 , dh^:0a (4.11)
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which is known as Grad-Shafranov (Schlüter) equation for rotational symmetry in cylindrical 
coordinates.
4.3 Gold-Hoyle equilibria
The equilibrium selected for this analysis is the constant twist Gold-Hoyle field (Gold and Hoyle 
(1960), (41)). For this class of axisymmetric equilibria we assume the following expressions for 
the components of the magnetic field
^1 '=  I +
where B q and h are the characteristic equilibrium magnetic field strength and length scale, respec­
tively. Equating the expressions of Bz from (4.3) and (4.4) we derive the following expression for 
A
=  5-Bo6^1ii(l +  rV&2). (4.13)
To be able to cany out a bifiucation analysis, we have to determine the functions and p{A) for 
which the Gold-Hoyle equilibrium is a solution of the Grad-Shafranov equation. From the above 
expression for A  we obtain for the denominator of B^  in (4.12)
1 +  =  exp • (4.14)
Then 6^ reads
b^ = rB^ = bBo exp I — I . (4.15)B o b y '
Setting Ao =  Bo 6^/2 and À  = A/Aq, (4.15) can be written as
b^{A) =  6Bo(l -  exp (-A )) (4.16)
Then
^ ( 1 )  =  I  exp (-.4 ) (4.17)
SO that the product can be written as
b<^-^^(Â) =  2Bo(exp (—A) — exp (—2A)) (4.18)
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Equation (4.11) now reads
0 ^) -  Tz  (;%) = + ;  (I) ^o(exp(-A ) - e x p ( - 2 ^ ) ) .  (4.19)
We are now ready to study the cases as discussed above.
4.3.1 Case 1 :^  = 0
In the first case we neglect the pressure tenn in (4.19) to get
Finally, we rename A =  ( | )  , drop the bars, and now equation (4.20) reads
-i (If) - I  6%) - ^ (exp(-^ ) -exp(-24)) = 0. (4.21)
For this assumption for A, we obtain for the normalized A
A = In (l + A. (4.22)
To be consistent with the observed ratio R / L  for the corona (transversal/longitudinal direction of 
the loop), where R  is the radius and the L  is the length of our cylindrical model flux tube, we set 
it equal to 1/10. Our computational domain was then
0 < r  < 1 and 0 <  z < 10. (4,23)
We imposed line-tying Dirichlet boundary conditions keeping A  =  A q- h  for the whole boundary 
domain. This makes the boundary conditions A-dependent. We calculated the solution diagrams 
for the poloidal and the toroidal component of the magnetic energy, as well as the norm and the 
en'or norm(see Fig.(4.1)). The plotted quantities are
Wpai = (4.24)
for the poloidal component of the magnetic energy,
Wtoi- = J  \  (b^(A)/r)^ rdrdz ,  (4.25)
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Figure 4.1: Top row: Solution diagrams for the poloidal and toroidal component of the magnetic 
energy in the absence of theimal pressure. Bottom row: L 2 noim diagrams for the flux function 
A  and the enor |vf — Aq-hI-
for the toroidal component and
^ G - h Ÿ  rdrdz^ (4.26)
for the error norm. No bifurcation point was found, which implies that magnetic pressure alone 
(induced by the boundaiy conditions here) is not capable of driving the system into bifurcation. 
Note also that tlie code follows the solution branch veiy closely with an error of the order of 
10“  ^only. The magnetic fieldlines profile (contours of constant A  in the rz~ plane) are therefore 
straight lines (see Fig.(4.2)).
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Figure 4.2: Contours of constant A  in the rz- plane in the absence of theimal pressure term.
4.3.2 Case 2: #  included, thermal pressure present
To include thermal pressme and study its effect separately from the effect of magnetic pressure 
we rename A as Aÿ in (4.19) and introduce a new pmameter Ay, assigned to the thermal pressme 
and such that it represents a foim of the coefficient of the term ^  in equation (4.19). We keep the 
notation of A in the expression of A  we have derived in om previous test case, e.g. (4.22), but now
(--4) -  exp ( -2 4 )) . (4.27)
In what follows, we replace A  from (4.22) and fr'om (4.27) into equation (4.19) to get an 
expression of thermal pressure consistent with the rest of the teims of the equation. Under these 
assmnptions, ^  is obtained by
dA
(4.28)
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where
Also
and
exp ( -2 4 )  =  - — (4. 31)
(1 +  i n
Replacing (4.29), (4.30) and (4.31) back into equation (4.28) we get
=  (A^/4 — A<^ A/4) exp (—24). (4.32)
The coefficient of tlie exponential would be the required Xp, e.g.,
Ap =  A^ /4  -  \&A/4 . (4 .33)
Under this assumption, the Grad-Shafranov equation, reads 
d f l d A \  d / 1 5 4 '
d r X r ^ j ' d i y T J i )  ~  V e x p (-2 .A )
— — Aÿ(exp (—4) — exp (—24))
=  0 (4.34)
Solving (4.33) for A and substituting into (4.22), we can write 4  in teims of Xp and A  ^as follows
4  =  In ^1 -t~ Y  {^ 4> +  T  1 6 Ap  ^^ . (4.35)
Four cases were studied;
(i) Keeping A  ^fixed,we calculated solution branches with respect to Xp. The boundary conditions
were 4  =  A q- h , so here the boundaiy conditions depend on Xp. In Fig.(4.3) we present 
plots of the poloidal and toroidal magnetic energies, the thermal energy and the norm of the 
deviation from the Gold-Hoyle solution as frmctions of Xp. As in the force-free case, no 
bifrncations were found.
(ii) The assumptions aie the same as in case (i), except that we now impose as boundary con­
ditions 4  — A g- h  for a fixed Xp (in this case Xp = 0). The bifurcation diagrams are
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presented in Fig.(4.4).
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Figure 4.4: Solution diagrams with respect to Xp, with the boundaries not dependent on Xp and 
for =  0.1.
(iii) Equilibrium sequences with respect to X^ were calculated while Xp was held fixed. The 
boundary conditions are given by A =  Aq- h - Once more, no bifurcation points were 
detected. The calculations were carried out for various values of Xp without a change in 
result. Typical bifurcation diagrams are shown in Fig.(4.5).
(iv) Same as in (iii), but with boundary conditions A — Aq- h  where — 0. Again no 
bifurcations were found. We show the bifurcation diagrams in Fig.(4.6).
None of the above cases lead to bifurcation, at least for the range of par ameter values we tried. In 
the cases where the boundaries ar e kept independent of tlie control parameter (the one with respect 
to whom the related sequence is constructed) the error norm diagrams show a considerable error of 
the order of 1 compar ed to the order of 10“ ® when both parameters ( Xp and A<^ ) contribute through 
the boundaries. The reason for this is that in the latter case the code follows the Gold-Hoyle 
solution A q - h  apart from numerical errors, whereas in tlie former case the boundaiy conditions 
force the solution to deviate fi*om Aq- h - For some remarks on a qualitative quantomechanic 
approach, see Appendix B.
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4.3.3 Parametrization à la de Bruyne and Hood (1992).
The Model
In this section we will study the Gold-Hoyle equilibrium from a different perspective, so that we 
can compai e om* results with previous work on lineai* stability. For that purpose we will rewrite 
the expressions for the magnetic field components as
Br = 0, B^ = Bo^ +
which is the original parametiization used by Gold and Hoyle (1960), (41) and the most common 
form studied. Since it has previously been investigated by a number of authors using different 
techniques, it provides an excellent possibility for comparing the results of a bifurcation study 
with previous results fiom linear stability analysis.
The pressure is given by
“  ® °2(l +  (r/6)2)2
where r  and z  are the radial and axial coordinates respectively, B q is a typical field strength and b a 
typical loop radius. Here A is a parameter which controls both field line twist and plasma pressure, 
A =  6 corresponding not simply to a force-fi*ee helical field where the gradient of pressme vanishes 
but to a vanishing pressme itself. Note that A > 6 is not permitted because then p < 0. The 
fieldline twist is constant and increases for decreasing A,
$  =  Y (4.38)
In reality of course, coronal loops ar e not expected to have a constant twist profile since this would 
require increasingly large footpoint motions as one moves away from the axis. Our reason for 
studying this equilibrium is that a lot of previous studies are available which allow a comparison
with our results. The flux function A  now has the form
4  =  : ^ l n ( l  +  (r/6)2). (4.39)
Due to (4.4), tlie magnetic field may be rewritten in terms of a flux function A  and an azimuthal 
B^  component. Indeed from (4.39) we get
2 / 4  2  A
1 -f 7*^ =  exp ( - —) =  exp (-:—) — 1. (4.40)
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Substituting into (4.37), we get for the pressure
p(A) =  i ( l - A ^ ) e x p ( ^ - ^ ^ .  (4.41)
We also get for 6^
-2 /  0 4 \  
b(f>{A) = =  1 -  exp . (4.42)
We non-dimensionalize by using B =  BqB, p = B q/ pop, A  = BobA, X = bX, r = br and 
z = bz. For simplicity of notation, we set the vacuum magnetic permeability /tq =  1 and supress 
the tildes from here on. For this field, it has been formd with different methods that for lying-tying 
conditions and for the force-free case, there is a critical loop length L/b  pu 2.57t for the m =  1 
kink mode. The non-force-free case was investigated in De Bruyne and Hood (1989), (28) where 
a sufftcient condition for stability and the instability region for localized modes (m =  oo) were 
calculated. De Bruyne and Hood (1992), (27) derived linear stability thresholds for the whole 
range of m values depending on the loop length L, and we will use their results for the m =  0 
mode. Longbottom et al. (1996), (66) used MHD simulations to study the non-linear evolution of 
the m  =  0 mode.
Comparison with linear stability theory
We used the two-dimensional version of the code to examine bifrn cations which should correspond 
to the sausage mode m =  0, the only mode that can develope under axisymmetric conditions. We 
used in our calculations the same computational domain as Longbottom et al. (1996), (66) namely 
a cylinder with 0 < r < R  and 0 < z < L. We fixed R  = 8, but investigated loop lengths 
L = 3.0,4.0,5.0,6,0,7.0,8.0 and 10.0. In order to achieve better resolution closer to the axis, 
we constructed the computational grid so that more points (elements) are located closer to the 
axis than away from it. The imposed boundary conditions were A  =  A q- h  in all boundaries. 
We calulated equilibrium sequences for each value of L, and determined the poloidal and toroidal 
magnetic energy, the thermal energy and the Z,2-norm of |A -  A g- h \ as functions of A as before. 
The calculations started from A =  1 and followed the branches towards values of A < 1. The 
change of tlie sign of the determinant of the discretization of tlie Imeaiized operator DaG  allows 
the detection of the bifurcation points. The values of the first two bifurcation points are presented 
inTable(4.1).
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L 3.0 4.0 5.0 6.0 7.0 8.0 10.0
(o) ^1 0.60 0.64 0.64 0.67 0.68 0.68 0.68
(x)A2 0.47 0.53 0.57 0.60 0.61 0.62 0.65
Table 4.1: The first and second bifurcation points detected by the code for the Grad-Shafranov 
case.
Bifurcating Branches
For the cases L = 3.0,5.0,7.0 we also derived the bifurcating branches for the first two bifurcation 
points. To derive the branches we had to mn the code stalling fi*om a A close to (but beyond) the 
corresponding bifurcation point and with a perturbed initial solution. Peiturbed here means that 
we use a solution of the type
A  — A q_h \q +  A i  
where
=  e • s in  (kttz/L )  • / ( r )
(4.43)
(4.44)
where we use an approximation of the radial eigenfunction /( r ) .  The code then iterates onto the 
bifin cating branch and follows it if it finds it. For reasons of comparison we chose for / ( r )  the 
profile used by Longbottom et al. (1996), (66) namely
/ W  =
r  e x p  ( —r ^ /8 )  
2 e x p  ( —1 / 2 ) (4.45)
Starting close to the first bifurcation point with a sin {ttz/L )  dependence on z, the code indeed 
detected and followed the corresponding bifurcating branch. Tlie bifurcating branch for tlie sec­
ond bifurcation point was detected for a sin {2ttz/L )  dependence on z. Figures (4.7),(4.8) and
(4.9) demonstrate our results for L  = 3.0,5.0,7.0 respectively. The full line represents the basic 
Gold-Hoyle branch onto which we overplotted the computed bifurcated branches for the first two 
bifincating points (counting bifiircations fiom the right to the left).
The linear stability analysis for line-tied boundary conditions perfoiined by De Biuyne and Hood 
(1992), (27) predicted a sin {2Trz/L) dependence on z for the m =  0 mode instability. Note that 
this is the only instability for which our axisymmetric code could predict by principle, so there 
was no doubt that the bifurcation points found, coiTespond to the m — 0 mode only.
The profile of the magnetic fieldlines for the two bifurcating branches, shown in Fig.(4.10), con­
firmed tliis result, revealing a half-wavelength profile for tlie solutions in the first (from the right 
to the left in the solution diagrams) and a full-wavelength profile for the solutions in the second
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Figure 4.7: Solution diagrams and eiTor norm for the L = 3.0 case. The solid line represents 
the G-H stalling equilibrium branch, the dashed line indicates the branch conesponding to the 
first bifiircatmg point and the dashed-dot line shows the the branch corresponding to the second 
bifurcation point.
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Figure 4.8; Solution diagrams and enor norm for the L  =  5.0 case.
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Figuie 4.9: Solution diagrams and enor norm for the L  =  7.0 case.
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bifurcation branch.
Overplotting the computed bifurcating points to the De Bmyne and Hood (1992), (27) m =  0 
instability diagram, (see Fig.(4.11), where A against L  is plotted) malces this result even more 
evident, demonstiating that it is the second and not the first bifurcation point that corresponds 
to the line-tied predicted sausage instability. The reason for this apparent contradiction between 
linear stability theory and bifurcation analysis will be discussed in the next section.
Linear Stability versus Bifurcation Analysis
Ideal linear MHD stability theory (see Appendix B) results in
B i =  V X (^ X Bo) (4.46)
for the perturbation B i of the magnetic field. B i can be written in terms of the perturbation of the 
flux function Ai,  as
B i =  —VAi X e<^  =  V X (A-iV^) (4.47)
from which we obtain, setting any integration constants equal to zero
A iV 0 =  ^ X B q
=  ^ X (VAq X V(^)
=  - (6  ' VAo)V<^ (4.48)
so that
.^1 =  • VAq — (4.49)
where = ^r '  We also define ^|| =  B • ^ with ^ denoting the Lagrangian displacement vector. 
In ideal linear MHD stability theory line-tying boundary conditions mean imposing ^ =  0 on the 
boundary, which leads to =  0 on the boundary. On the other hand, close to a bifurcation 
point, on a bifurcating branch, is defined by
A  — A q T  çA-^^ “h . . .  ( 4 .5 0 )
Line-tying boundary conditions here means setting A^^  =  0 on the boundary which does not 
necessarily lead to (^  =  0, but only to =  0, as can be seen from Eq.(4.49). It may imply that 
^ X VAo, allowing therefore for a non-zero ^|| component on the boundary, which in turn could 
be interpreted as plasma ’’flow” through the z =  0 and z — L  boundaries. If the above assump-
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Figure 4.10: Magnetic flux contours for the bifurcating branch corresponding to the first bifurca­
tion point (left column), and for the bifurcating branch corresponding to the second bifurcation 
point(right column). The case L = 3.0 is shown in the first row, L = 5.0 in the second row 
and L = 7.0 in the third row. In all cases, the solutions lying on the first bifurcating branch fol­
low a half-wavelength profile while the solutions lying on the second bifurcating branch follow a 
full-wavelength profile.
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Figure 4.11: The first (o) and the second (x) set of bifiu'cation points for the G-S case. It is the 
second and not the first set that falls onto the m =  0 instability curve (dotted line) derived by 
linear stability analysis. On the l.h.s of the stiaight line lies the stable region predicted by linear 
stability analysis.
tions are right, nothing can in principle prevent the occurence of additional bifurcation points, 
conesponding to the more ’’relaxed” conditions imposed on the boundaiies within bifurcation 
analysis.
It would be veiy interesting to extend this analysis to more bifurcating points or to try other, more 
realistic assumptions, as basic equilibrium solutions, and check whether this result is generic. 
Nevertheless, already this result makes clear" that bifur cation points should not naively be identified 
with instabilities, at least not before boundary conditions are talcen into accoxmt.
4.4 Euler Potential Approach
We will now investigate the same problem, but this time using the Euler potential representation. 
The magnetic field is then determined by two scalar functions, a  and such that
B =  S/a X V/5. (4.51)
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As the system is axisymmetiic, we introduce ^  by
P = - ^  + (l> (4.52)
where (j) is the coordinate of invariance in our system of cylindrical coordinates r, (j), z. We then 
get
B =  V a X V/3 +  V a X V(j). (4.53)
which leads to
We can compare this witli the Grad-Shaffanov tlieory by seeing that a  is the same function as the 
flux function A, The other Euler potential, ^  will be determined so that it is consistent with this 
choice of a , and the boundary conditions of the Gold-Hoyle solution. For the starting equilibrium 
solution, we have
a — A q- h  =  2 A In (1 -{- r^) (4.55)
From (4.54), we obtain
=  (4.56)
Recalling from the Grad-Shaffanov theory that 
r
1 + r=  TTZ3 (4.57)
and setting H< (^r) =  ^ (r )  we get for the of the staitiirg equilibrium
^  ~  ^  ^  +  const. (4.58)oz X X
Without loss of generality we can set const.= 0, so that finally
(4.59)
We impose Dirichlet boundary conditions for a  and on all boundaiies, namely a  =  A q - h  and 
^
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In the case of Euler potentials formulation the equations we have to solve are given by
V ^ - V x ( V a x V /3 )  =  Iw  (4.60)
dvV a ■ V X (V/3 X V a) =  L,
di})
(4.61)
(4.62)
Neglecting gravity, setting po =  1, replacing ^  \ny ^  + (j) and using for the pressure the G-H 
pressur e profile
p(a) =
we obtain
1 l - A ^  1 l - A ^
2(1 +  r^)2 2 exp (4 a / A)
or explicitely
(4.63)
(4.64)
V,8 ' V X (V a X V/9) -  -
d / l< 9 a \  d f l d a
dr \ r  y dz  \ r  dz
+  2 ( , ^ ) exp (-4a/A ) — 0,A
- V a  • V X (V a X V/3) =  0.
(4.65)
(4.66)
The linearization of the operator G^^^(a, /3, A) together with the appropriate bound­
ary conditions for tire perturbations a i  and are further discussed in Appendix D. Again we 
calculated the solution branches starting from A =  1 and following the branch to A < 1 for 
R  =  8.0 and L  =  3.0,5.0,7.0. The interesting result was tlrat the first bifurcation points detected 
by the code, coincide with the m =  0 sausage instability cuiwe of De Bruyne and Hood (1992), 
(27). In Fig.(4.12) we have overplotted the bifurcation points formd by the code to the m =  0 
instability curve. The difference between the Euler potential and the Grad-Shafranov case can be 
explained as follows. The three-dimensional version of a i  and /3i on the bifurcating branch close 
to the bifurcation point can be determined from
B i =  V X (^ X Bq) =  V ai X V^o — V ^i x Vao (4.67)
Now
^ X Bo =  ^ X (Vao X V /3 q) = (^  • V^o)Vao — • Vao)V/3o (4.68)
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Figure 4.12: Contrary to the G-S case, here it is the first (o) set of bifurcation pomts that falls 
onto the m =  0 instability curve (dotted line) derived by linear stability analysis. Compare to 
Fig.(4.11).
and
Vai X V/3o — V/3i x Vao = V x (aiV/?o — /3iVao) (4.69)
so that
V x ( ^ x B o )  =  V x [ ( ^ . V / 3 o ) V a o - ( ^ ' V a o ) V j 9 o ]
= V X (aiV/3o — j0iVao). (4.70)
This equation can then be solved by
a% =  —^  • Vao and • V/?o- (4.71)
Retuming to oui" two-dimensional case and to the Gold-Hoyle equilibrium, we have
O!o =  O!o(r) and j3q — <^ -h j0o(^) (4.72)
so that
0!i =  - 6
dap
dr
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(4-73)
It is obvious that the ai-equation can be considered as the equivalent of the Ai-equation in the 
G-H case. As fai" as the /3i-equation is concerned, let us first remark that in
+  /3i +  ... =  ^  +  ^0 +  /6i +  -, (4.74)
i.e. the ^-dependence appears only in the lowest order, from which Then
Â  =  (4.75)r o z
Imposing line-tying boundary conditions requires that must vanish on the z  = Q^ L  boimdaries,
which due to (4.75) leads to
^  (4.76)r oz
This imposes a further constraint compared with the Grad-Shaffanov case we discussed earlier. 
Here the code only detects instabilities with =  0 =  0 on the boundary. Thus, the modes
formd in the earlier bifurcation analysis are now supressed by the additional boundary condition 
for the second Euler potential. Therefore, fire bifurcation points found are expected to fall onto 
the m — 0 instability curwe predicted by the linear stability analysis. A detailed version of this 
argumentation can be found in Appendix D.
4.5 Summary-Future work
In this chapter we have applied numerical bifurcation analysis to investigate the connection be­
tween equilibrium bifurcations and linear stability theory. We carried out a systematic calculation 
of solution diagrams with respect to appropriate control par ameters and detected possible bifurca­
tion points. Wherever possible, we calculated bifurcating branches as well.
We first showed cases where no bifiircations were found. This lack of bifirrcations was due to 
the way we parametrized the problem. When the standard parametrization was used we formd 
bifurcation points, but their exact value depends on the theoretical method used to calculate the 
equilibria. In particular, we formd that for line-tied bormdary conditions one has to be very careful 
when comparing bifurcation results with the results of linear stability analysis. For Euler potentials 
we found good agreement between bifurcation points and linear stability analysis. This could turn 
out to be particularly important for futme 3D studies where no Grad-Shaffanov theory is available, 
but a description by Euler potentials is possible.
Chapter 5
Three-dimensional Equilibrium 
Sequences
In this chapter, we present results of the first runs made witli the newly developed 3D version of 
the numerical continuation code. Apart from tire necessity to test the code, it is also necessary to 
develop some feeling for the properties and limitations of the code.
We have therefore applied the code to problems with increasing difiiculty. We start with a linear- 
problem and then can-y out various calculations of equilibrium sequences for the 3D equivalent 
of Liouville’s partial differential equation, a well-studied nonlinear PDE in 2D. Most of these 
calculations do not have a direct physical interpretation as MHD equilibria, but are merely 3D 
extensions of non-linear 2D Grad-Shaffanov equations. In these cases we only solve a single PDE, 
whereas for MHD equilibria we would have to solve at least two coupled PDE’s, for example when 
using Euler potentials.
A possible physical interpretation for tire solutions in the various single PDE Liouville cases is 
that of the Poisson equation for the gravitational potential of an isothermal self-gravitating fluid, 
and bifurcations could be related to the Jeans instability in such systems.
However, we have focused more on the computational aspects of the problem and the bormdary 
conditions we impose are usually rather artificial for self-gravitating fluids.
Two examples of Euler potential calculations are presented at the end of this chapter, but these 
examples only show that the code is capable of carrying out calculations for two coupled PDE’s 
as well as for a single PDE rather than being useful as models for MHD equilibrium sequences. 
These calculations also show the need to develop the code further to enable calculations with 
higher resolution at greater speed.
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5.1 3D Helmholtz Equation
The aim of this section is to test the capability of the code regarding the detection of bifurcation 
points of a simple, linear, yet three dimensional, operator, Om* choice was the three dimensional 
Helmholtz operator in cartesian coordinates, namely
/  q2 q2 q2 \
G(u) =  (A +  A )u= ( ^ ^  +  ^  +  ^  +  A ju. (5.1)
The equation to solve in cartesian coordinates x^y^z  then reads
Aii +  Xu = 0. (5.2)
with boxmdaiy conditions u =  0  on all boundaries.
In this particular case, the linearized operator DuGv keeps exactly the same form as G{u), namely
DuGv =  (A +  A) (5.3)
where v denotes the perturbation from the equilibrium solution. Here the detected bifurcation 
points will coincide with the eigenvalues of tlie Laplace operator in (5.2).
This can be seen by looking at the lineai* eigenvalue problem for DuG
(A +  A)?; =  Tjv (5.4)
where ?? is the eigenvalue of DuG. Bifurcations occm* at those values of A at which one (or several) 
of the 77’s change sign, i.e. at values of A for which rj = 0. This condition results in
—Au =  XbV (5.5)
for Xb being a bifurcation point. For the general domam
—Lx ^  X < L x , —Ly ^  y ^  Ly  ^ ^  z  ^  (5.6)
and u =  0 on the boundaries, the bifurcating A-values are given by
Afe =
rrî  ^ vP' ^ (5.7)
with k, m  and n  being half-integers or integers, conesponding to cosine or sine eigenfunctions in 
the respective direction.
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We solved the equation in a cubic domain with —1 < æ, y, 0  < 1, staiting with A 
detecting the eigenvalues, we switched the code to the mode which localizes them.
0. After
Starting from a A close to the corresponding value we obtained the values presented in Table 5.1 
where they ar e also compared to the analytic values.
A No Exact value Num. value (J -  |Aea=.-Anum.| , total time (sec)
Ai 37tV4 =  7.4022 7.4293 0.37 693.80
A2 67t^ /4 =  14.8044 14.9676 1.1 722.34
As 97t7 4  =  22.2067 22.5059 1.3 749.41
A4 ll7rV4 =  27.1414 27.8992 2 .8 2195.33
As 127rV4 =  29.6088 30.0442 1.5 589.76
Table 5.1: The first five eigenvalues for tlie 3D Helmholtz equation. The numerical value (third 
column) is compared to the conesponding exact value(first column). The fourth column demon­
strates the relative eiTor and the fifth presents the total time needed for the run.
The code succesfiilly detected the bifuication points, but with a relative eixor slightly increasing 
for higher eigenvalues and increasmg also for eigenvalues which are close to each other.
We repeated the calculations using Gauss integration weights of fifth order instead of the third 
order previously used. The relative error for the first five detected eigenvalues remained the same 
while the total time per mn increased to the constant value of 2390.88 sec for all of these eigen­
values.
An increase of the resolution fr om 15  ^ to 2 0  ^ reduced the relative error to ^,,^5-203 — 0.21% for 
the first biftu'cation point drastically, but tlie code needed a considerably longer total i*un time of 
1548.86 sec.
In conclusion, the code passed this test gracefully although limitations in speed and resolutions 
are already discernible.
5.2 The 3D Equivalent of Liouville’s PDE
Liouville’s PDE
dy^
u = X exp {2u) (5.8)
in two dimensions is one of the few examples of a nonlinear PDE which can be solved exactly 
(see e.g. Neukirch (1999), (80). In 2D, the equation can be used to calculate solutions of the 
Grad-Shafranov equation with a pressme function depending exponentially on the flux function 
A.
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By simply adding the ;%-derivative to the differential part of Eq.(5.8), we obtain a 3D version of 
Liouville’s equation. This can no longer be solved exactly, but by using appropriate boundary 
conditions the 2D solutions can be embedded in 3D space. However, the solutions can no longer 
be interpreted as magnetic flux function, because the 3D equivalent of the magnetic flux functions 
are the Euler potentials.
A physical interpretation of the solutions in terms of the gravitational potential of an isotheiinal 
self-gravitating fluid is possible in the following way. Let $  be the gravitational potential, p the 
density and p the pressm e of the fluid. It satisfies the equations
—Vp =  pV ^ (5.9)
AŸ =  47tGp (5.10)
p =  cIp (5.11)
where cf is the constant sound velocity of the isothermal gas. Substituting Eq. (5.11) into Eq.
(5.9) we obtain
-c^V p =  pVW (5.12)
and thus
p =  p o e x p ^ -” ^ . (5.13)
Substituting (5.13) into (5.12) results in
A ^  =  4%Gpo exp . (5.14)
Using the definitions
U = - - ^  and A =  (5.15)
2c; c;
we finally arrive at the equation
—Au =  Aexp2w (5.16)
which is tlie 3D version of Eq. (5.8). We will not, however malce use of this inteipretation of
the solutions of the 3D Liouville PDE, because the computational domains and the boundary
conditions we use are quite artificial for self-gravitating fluids.
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5.2.1 Cylindrical Coordinates-Bennett Pinch Equilibria
The Liouville PDE in cylindrical coordinates r, 4> and z is given by
We solve this equation on the domain
0 ^ 0 ^  27T , Zxnin ^  ^ ^  Zfuax (5.18)
with the boundaiy conditions
u =  0 for r  =  1
=  0 for r  =  0
#  =  0 for 4> — 0) 27td4>
~Q^ — 0  fo r  Z =  Zjnin » Zmax
Under these boundaiy conditions an exact solution of the PDE is given by
u^{r) = ^  (5.19)
with
6 :p  =  — (1 +  V l  — A ) .  (5.20)
The solution depends only on r and in 2D magnetostatic problems, is known as Bennett pinch 
solution (Bennett (1934), (13)). We have chosen this problem because it is one of the few examples 
of a nonlinear bifurcation problem which can be solved exactly. It is therefore well suited for 
comparison with our numerical computations.
To reduce the demands on memory and to speed up the calculations, we have reduced the number 
of grid points in the ^-direction, using a resolution of 30 x 30 x 2 for the r - , (f)- and z- coordinate 
respectively (here by resolution we mean the number of finite elements in the respective direction). 
The 3D code followed the analytical equilibrium sequence veiy closely. The solution diagram for 
Zmtn =  "0.1, Zmax ~  0.1 is shown in Fig.(5.1). The plotted quantity is the T -  2 norm of the 
calculated solution, i.e. the square root of
n
27T nZjn,
/  u^{r)drd(f)dz. (5.21)
The conesponding expression for the analytic bifurcation cmwe is derived in Appendix E. The 
code successfully detected a limit point at A =  0.992, in accordance with the A — 1 value expected
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Figure 5.1: Solution diagram for the Bennett pinch equilibria. The solid line demonstrates the 
computed solutions while the dashed line shows tlie exact solutions.
from the analytic foim. The successfull application of the 3D code to this first nonlinear problem 
indicates that the 3D is working as expected. However, the limitations in terms of resolution 
and speed due to the Gaussian elimination method used becomes more evident because we had 
to reduce the resolution in the z-direction to be able to increase the resolution in r  and 0 to 30 
elements. It will be a matter of future work to improve these parts of the code.
5.2.2 Cartesian Coordinates-Bratu’s problem
The firrther cases for which we have solved the three-dimensional equivalent of Liouville’s PDE 
all use caitesian coordinates x, z. The PDE is then given by
q2 \^  j ^  +  Aexp(2u) =  0. (5.22)
The first case we want to discuss is again a case for which it is laiown that a turning or limit point 
must exist, but for which no closed analytical solution is known. In this case we solve Eq.(5.22) 
in the domain Q =  {æ, ?/, z : —1 < æ, y, z < 1} imposing the boundary condition
=  0 (5.23)
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u
X crit
Figure 5.2: Solution diagi'am for the analogue of a self gravitating fluid. The plotted quantity 
represents a measure of the potential energy of the system which undergoes a collapse for A 
beyond Xcrit-
This problem is sometimes called Gelfand’s problem or Bratu’s problem (see for example Glowin- 
ski, Keller and Reinhait (1985), (40)). In 3D it is loiown to have a bifui'cation diagram as sketched 
in Fig.(5.2). The exact value of the first bifurcation point is not laiown exactly but we expect it 
to be of order one for our example. The computational domain Ü was resolved into 15  ^ finite 
elements (15 for each spatial direction). We started the calculation with A =  0 and with u =  0 as 
the solution of tlie PDE. We present the results in Fig.(5.3). The plotted quantity is
Wpot = i  /  (V«): (5.24)
which is proportional to the potential energy if we intei-pret the results in terms of a self-gravitating 
system. We also plot the Lg-norm of u
L-2 eiTor norm 2dO. (5.25)
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Figure 5.3: Solution diagram for homogeneous boundaiy conditions. The diagrams demonstrate 
that the code follows the branch beyond the turning point. On the left we show Wp and on the 
right the L 2- norm of u.
The code follows the branch fi'om n =  0 until a turning point is encountered at A =  1.24. This 
coincides well with the the expected value of A «  1. The equipotential contours in the æz-plane 
show that u  develops a maximum which which becomes more and more pronounced. Note that a 
maximum of u  corresponds to a minimum of $  (the gravitational potential).
In this case we come closest to a possible interpretation of our results in terms of self gravitating 
fluids. The finite computational domain with boundaiy condition fixed to zero is a bit artificial, 
as normally an isothermal self-gravitating fluid would extend throughout the complete 3D space 
and boundary conditions would have to be imposed to infinity. We can see in Fig. 5.4 that the 
contour lines have the tendency to become chcular towards the centre which reflects the natural 
spherical symmetry of nonrotating self-gravitating fluids. This symmetiy is broken close to the 
outer boundaiy because the boundaiy itself is an equipotential surface. Therefore the equipotential 
surfaces close to the boundary become more and more box-shaped.
The inteipretation of the limit or turning point found in this calculation is that of a Jeans instability. 
The maximum of u  on the upper branch becomes much more pronounced than on the lower branch 
and it is known that the upper branch is actually unstable (e.g. lynden-Bell and Wood (1968), 
(70)). The state which the system wants to settle into is one with all the mass sitting in the centre 
of the box (gravitational catastrophe)(e.g. Kiessling (1989), (59)).
5.2.3 Cartesian Coordinates-Harris Sheet Equilibria
So far we have studied only 3D examples with turning points, which the code could detect without 
problems. Turning points are only one type of possible bifurcation points, and we will now study
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Figure 5.4: Equipotential contours in the xz-  plane corresponding to homogeneous boundary 
conditions. An O-point formates. From left to right: The density becomes larger towards the 
centre while approaching the turning point (solution No. 16) and afterwards (solution No. 18). A 
strong maximum develops beyond the turning point.
5.2 The 3D Equivalent of LiouviUe’s PDE________________________________________
a problem for which two different equilibrium branches cross. Again we study the Liouville PDE 
in cartesian coordinates,
in the box 0  =  {æ, %/, z : —1 < æ,%/, z < 1} but now we impose the Dirichlet boundary conditions 
=  — In ^cosh (5.27)
on all boundaries. This ensures that an exact solution of Eq. (5.26) is given by .
u =  — In ^cosh \/Xæ^ (5.28)
In the coiTesponding 2D magnetospheiic case this solution is called the Harris sheet (Haiiis 
(1962), (44)) and we will therefore use this name for oui" 3D case as well. This solution de­
fines one branch of the bifurcation diagram. By extending the 2D theory of Hesse and Schindler 
(1986), (45) and Hesse and Schindler (1987), (46) to 3D, we find that the first bifurcation point in 
the direction of increasing A is deteimined by the equation
coth
‘ILyLz
coth^ • (5.29)
This expression has been derived for a box of size
La; ^  X ^  Lx ) Ly ^  y ^  L y , Lz ^  ^  Lz> (5.30)
In our case Lx ~  Ly = Lz 1 and A* «  5.4. The theory also predicts that at A =  A* 
another branch crosses the Hams sheet branch and the contours of tlie secondaiy branch should 
be of 0-type for A < A* and of %-type for A >  A*. The %-type branch and the Harris sheet 
branch exchange stability at A =  A*, with the Hands sheet branch becoming unstable. To start 
the runs we used the Hands sheet solution at a given A. The first run was started at A =  0 in the 
direction of increasing A. We found that around the A value for which tlieory predicts a bifiircation 
(Xfjif ~  5.4), the constant u  contours (in planes of constant y) developed an X-type structure (see 
top paid of Figure 5.5). This is exactly the behaviour predicted by the analytical theoiy, if the 
code had switched to the stable bifurcating branch at the bifurcation point instead of following the 
Harris sheet branch. This is confirmed by a look at the bifurcation diagrams shown in Figure 5.6. 
In the upper panel ofFiguie 5.6, we show the integral f  \Vu\^dV/2 (in the 2D case this would be 
the magnetic energy) with a solid line and the (analytical) expression for the Harris sheet solution 
as a long-dashed line. The deviation of the numerical solution branch fiom the analytical Harris
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Figure 5.5: Contour plots of 2D projections into the x-z plane of the numerical solutions of Eq. 
(5.26). Top : Starting Harris sheet solution for the forward run on the stable part of the bifurcating 
branch. The solutions on this part of the branch have an X-point structure. Bottom : Solution for 
the backward run on the unstable part of the bifurcating branch. The solutions on this part of the 
branch develop an O-point structure.
sheet branch at about the predicted value of A is obvious. In the lower panel of Figure 5.6, we 
plot the square root of the 1 2^-norm of the deviation of the numerical solution from the analytical 
Harris sheet solution f{ u  — u n sŸ à V  against A. The Harris sheet solution thus coincides with 
the A axis in this plot. Again, the difference between the numerical solution and the Harris sheet 
solution from A ~  5,4 onward is obvious.
To corroborate our findings, we have carried out a second run with the same parameters, but this 
time starting with the Harris sheet solution for A =  7.0 in the direction of decreasing A. We found 
that the contour plots of u this time developed an O-type structure (see bottom part of Figure (5.5)). 
This is consistent with the 2D theory if the code this time had switched to the unstable bifurcating 
branch. This is confirmed by the short-dashed lines in the bifurcation diagrams (Figure 5.6),
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Figui'e 5.6: Solution diagrams for Eq. (5.26). Top : f  \Vu\‘^ dV/2 is plotted against A. The solid 
line shows the stable branches, the long-dashed line the analytical Harris sheet solution and the 
short-dashed line the unstable solution branch. Bottom : Deviation of the numerical solution fi-om 
the Harris sheet solution. Although the qualitative characteristics of the solution diagram are as 
expected, the quantitative agreement with the analytical theory has yet to be improved.
Summary-Conclusions
The behaviour of the code in this problem, especially the switching of branches around the bi­
furcation point and the obviously large inaccuracies when approaching the bifurcation point from 
opposite sides is a matter of concern. We only saw that the code had switched to the stable bi­
furcating branch because we knew an exact solution of the problem. This is inacceptable for 
problems where no exact solution is known and where the coiTect detection of bifurcation points 
is critical. Because this problem is caused by the relatively low resolution presently permitted by 
the code, an obvious solution is the replacement of the Gaussian elimination part by a method 
which is faster and less demanding in memory. However the detection of bifurcation points is an 
important feature based on the Gaussian elimination method. At the moment it seems difficult to 
achieve this propeity, for example with an iterative method and this is a matter of ffiture work.
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5.3 Applications Using Euler Potentials-Harris Sheet Equilibria
After having studied several nonlinear bifuication problems based on one single 3D PDE, we now 
want to apply the continuation code to magnetohydiostatic problems. For magnetohydrostatic 
equilibrium sequences we will use Euler potentials which leads to two coupled PDE’s for the 
Euler potentials in the form
V,9 • V X (V a X V;8) =  (5.31)
V a - V  x { V 0 x V a )  = m o ^ ,  (5.32)
plus an equation to relate pressure and density if gravity is included. The first calculation we 
present is a three-dimensional Euler potential version of the Hanis sheet problem. In this case 
gravitation is neglected. We assume that the pressuie has the fonn
p{a,p) = ^  exp (2a) +po, (5.33)
and solve Eqs.(5.31) and (5.32) on the domain
n  = { x ,y ,z  - I  < x ,y ,z  < 1}. (5.34)
The boundaiy conditions are given by
a|an =  -ln(cosh\/Â æ), (5.35)
Plan = 2/- (5.36)
on all boundaries. In this case we know tliat an analytical solution of tlie PDE’s is given by
œhs — — ln(cosh\/Âæ), (5.37)
pHS — V‘ (5.38)
Their analytical solution defines an equilibrium branch of the problem in the same way as for the 
3D extension of the Liouville type. For the run, we used the same resolution as for the single 
resolution case, namely 15  ^ finite elements, but now for each equation. This actually increases 
the time needed for the calculation considerably, and therefore we have canied out only a run 
with increasing A. A bifurcation diagram showing a comparison between the exact values of the 
magnetic energy with the numerically calculated values of the magnetic energy, defined by
W p =  /  IVct X V;8| W / 2  (5.39)
is presented in Fig.(5.7). The two curves are almost identical indicating that tlie code does indeed
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Figure 5.7: Comparison of the magnetic energy ( /  |Vo: x V/3|^dV^/2) of tlie numerical solution 
based on the Euler potential foimulation (solid line) with the analytical expression for the Harris 
sheet solution (dashed line). The two cuiwes are almost identical.
follow the Harris sheet branch closely. However a closer investigation of the results show that 
for A values bigger than A «  5 the surfaces of constant a  become more and more inaccurate and 
show an X-like structine although the code did not detect a bifurcation point. We attribute this 
behaviour to the same resolution problems already found for the single equation cases. This again 
shows the necessity of further work to improve the existing code.
5o4 An Attempt at a 3D Magnetic Arcade Model
The aim of this section is to tiy to extend die 2D magnetic arcade model presented in Chapter 3 to 
3D and to compare results. For this puipose, the magnetic field is again represented by a  and /?as
B (r) =  V a (r) x V ^ ( r ) . (5.40)
We now choose the x — and y-~ coordinates to lie in the photospheric plane with the z~  component 
perpendicular to it. We keep the same pressui e profile
dpQ (g) 
da
=  Xp • e x p  ( a ) (5.41)
and we choose consistent Dirichlet boundaiy conditions for a  and ^  at the photospheric level.
To resemble a magnetic arcade, a tiiree-dimensional line dipole below the photosphere aX.z = —zq 
is now assumed(see Fig. 5.8). This assumption deteimines the profile of initial a  as
— 0) — +  (z +  z§) '
(5.42)
5.4 An Attempt at a 3D Magnetic Arcade Model 108
Solution No. 1, X = 0 . 0 0 0 0 0
30
25
20
10
5
0
- 2 0 - 1 0 10 20
Figure 5.8; The magnetic fieldlines of a 3D line dipole.
Our choice for the profile of initial /5 is
( 3 { x , y , z  =  0) =  y (5.43)
which in the two-dimensional case would correspond to a zero shear parameter (As =  0). These 
two functions for a  and ^  also determine the Dirichlet boundary condition on all boundaries for 
the following computation. Due to the limitation of the 3D code we only carried out calculations 
for As =  0. The equations to solve now are
dv• V X (V a X V/3) =  //Q — ,
OCX.
V a • V X (V^ X Va) =  0.
Eqs. (5.44) and (5.45) were solved on the computational domain 
O =  {x, y, z : —20 < x ,y < 20,0 < z < 30}.
(5.44)
(5.45)
(5.46)
with the resolution of 15  ^finite elements for all spatial coordinates. In this case we found that it 
was only possible to follow the branch for very small values of Ap. In particular, we were not able 
to find any bifurcations. Because Ap stays very small, the change in the contours of a  along the 
branch ( Fig.(5.9)) is relatively small. It is not clear why the code stops following the branch in 
this case. We suspect that the same resolution problems found previously show up in a different
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Figure 5.9: Fieldlines contours of the solutions demonstrating the expected line dipole profile 
way this time. To compare the results we calculated the 3D field energy 
IVgz) = 1/2 J  B'^dxdydz (5.47)
where is calculated in terms of Euler potentials as
r > 2 _ \(d o td ^  d a d /3 Ÿ  fd a d p  d a d /3 Ÿ  fd a d /S  d a Ô 0 Ÿ \
I  \ 0 2  dz dy )  ^  \ ^ 2  dx d z )  ^  \ d x  dy dy d x )  j
(5.48)
Under the given boundary conditions, we expect that the 3D solution is given by the 2D solution 
extended into the ^/-direction. If this is the case, the magnetic energy of the 3D case should be 
related to the magnetic energy of the 2D case by
Wgf) =  1/2 J  B ^dxdydz = Ly ^1/2 J  B'^dxdz^ = LyW 2D- (5.49)
In our case, Ly = 40, where Ly denotes the length of the computational domain in the y—direction 
(the y—direction of the 3D—case corresponds to the 2 —direction of the2D—case). We compare 
^"iD/Ly and W2D in Fig.(5.10). Obviously the relation (5.49) does not even hold approximately 
implying either new features due to the fact that we are now looking at a 3D problem, or caused 
again by numerical problems. Unfortunately, we have not been able to clarify this point within the 
present thesis, but will certainly investigate this further in the future.
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Figure 5.10: Compaiison of the 2D-energy VF2Z?(solid line) with the W^io/Ly (dashed line). The 
picture illustrates the difficulty of the code to reach values of A comparable to the values attained 
in the 2D-case and shows that W^d /L y does not obtain the expected values.
Chapter 6
Conclusions and Future Work.
This thesis has been concerned with the application and development of a numerical continuation 
method to bifuication problems. These problems have been mainly motivated by astiophysical, 
and in particular, solai* applications.
The first application was a two-dimensional arcade model which had previously studied by Zwing- 
mann (1987), (111) and Platt and Neuldrch (1994), (85). We have extended their analysis by us­
ing a different pressme function. We could show that the S-shaped bifurcation diagram found by 
Zwingmann (1987), (111) is probably nongeneric because it depends on the form of the pressure 
function used. This causes fuither doubts about the usefulness of this 2D model as a basis for 
explanation of solar eruptions.
We then investigated how the bifuication points of equilibrium sequences of straight flux tube 
models of line-tied coronal loops aie related to the points of instability derived fi'om a linear 
MHD stability analysis. We found that if the equilibrium sequences are calculated using the Grad- 
Shaffanov equation, not the first but the second bifurcation point conesponds to the linear line-tied 
instability. On the other hand, if Euler potentials aie used to calculate the equilibrium sequences, 
the situation is different and the first bifurcation point corresponds to the lineai* instability. We 
have investigated fliis question by using a special well-studied equilibrium class (Gold and Hoyle 
(1960), (41)) and have only allowed axisymmetric bifui'cations conesponding to m =  0 (sausage) 
instabilities. We showed however that the differences between the Grad-Shaffanov and Euler 
potential bifurcations can be generally explained by the different types of boundary conditions 
which can be imposed in the two cases. The importance of this study lies in the fact that for 
models of solar eruptions which identify the eruption onset with a bifurcation of an equilibrium 
sequence, it is extremely important to know which bifurcations are the coixect ones. This will 
become even more important in 3D where only Euler potentials (or alternative descriptions) are 
available. It is therefore reassming that the Euler potentials description automatically delivers the
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correct bifurcation points.
Another important aim of this thesis was the extension of the 2D continuation code to 3D, and 
to present first examples of 3D bifurcation studies using the new code. The 3D version of the 
code uses the same algorithm as the 2D version, but the 2D finite element has been replaced by 
a 3D finite element grid. A crucial point is that both the 2D and the 3D versions of the code 
use Gaussian elimination to solve the large systems of linear equations which ar e central to the 
continuation method. Gaussian elimination is on the one hand very slow and expensive in terms 
of memory requirements for large problems, but on the other hand it allows us to determine the 
(sign of the) determinant of the matrix of the linear* system with very little extra effort. This point 
is crucial for the present implementation of the continuation method, as bifurcation points are 
detected by the code by checking the change of the determinant. Iterative methods could be used 
to solve the large and sparse system of linear equations more efficiently but the code would no 
longer be able to detect bifurcation. As this is the whole point of a bifirrcation code, we have 
refrained from using an iterative method in this thesis at the cost of severe constraints concerning 
resolution and speed. We were more interested in getting a working 3D version of the code. 
Further improvement can be made in the future.
The 3D code has been applied to various problems of increasing demands on numerical resolution. 
Stalling with a single linear* PDE for which the code performed very well, we went on to study 
vai'ious nonlinear bifurcation problems based on a 3D extension of Liouville’s PDE. The results 
here were ambivalent. In two cases, the code reproduced the expected properties of the bifuication 
diagram without difficulty, but in a third case it failed to detect the bifurcation point because it 
switched to the bifurcation branch. We attribute this failure to a resolution problem caused by the 
constraints imposed by the Gaussian elimination method. These resolution problems became even 
more obvious for the two Euler potential problems which we have attempted.
In summary, the 3D code does in principle have the wanted properties, but is not yet in a state 
where it could be applied to realistic 3D problems. The most imporant task for tire future will be 
to find a way to replace the Gaussian elimination by a more efficient algorithm, but also to keep the 
capability to detect bifurcation points. A possible way to tliis is to use an iterative method to solve 
the linear equations and to determine a certain number of the smallest (biggest) eigenvalues of the 
matr ix. This would allow the detection of a bifurcation by checking whether one or several of the 
eigenvalues change sign. If this idea is applicable the code could be applied to a wide var iety of 
problems including the problem of solar eruptions.
Appendix A
Continuity of MHS soIutions-The basic 
magnetostatic theorem.
Contrary to the widespread opinion that fields are generally continuous, the magnetic heating of 
stellar coronae and galactic halos has led to the realization that the electric currents associated 
with the magnetic fields tend to concentrate into widely separated thin sheets. Otheiwise there is 
insufficient dissipation of magnetic energy to provide the obseiwed heating.
This belief is theoretically supported by the basic theorem of magnetostatics which follows fi*om 
the form of magnetohydrodynamic equations for static equilibrium. Following Paiicer (1994), (82) 
the theorem states that in relaxing to magnetostatic equilibrium in an infinitely conducting fluid, 
almost all field topologies form internal smfaces of tangential discontinuities (cunent sheets). This 
formation is caused by the balance of the nonlinear in character Maxwell sh esses in the distorted 
field which drive fluid motions in their constant pursuit of discontinuity. It is indeed the case that 
only these fields described by fully elliptic equations, e.g. Laplace’s equation have exclusively 
continuous solutions. The field equations of magnetostatics in an electrically conducting medium 
have the fieldlines as a set of real char acteristics in addition to the two sets of complex charac­
teristics of the fully elliptic equation (as it is the case for the equilibrium equations for fields in 
the vacuum). So unless there are special circumstances that would provide an entirely continuous 
field, one would expect surfaces of tangential discontinuity extending along the fieldlines. Com­
plete magnetostatic equilibrium of a magnetic field in a conducting fluid requires either a simple 
symmetric or invariant field topology or, lacking tire necessary symmetry, it requires the formation 
of surfaces of tangential discontinuity within the magnetic field. In the presence of any even slight 
resistivity in the fluid the full achievement of the necessary mathematical discontinuity would 
not be possible, resulting in absence of static equilibrium, vis. dynamical nonequilibiium. In 
summary, whenever magnetic fields are deformed horn the special geometrical form and internal
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topology of continuous fields, there arise internal surfaces of tangential discontinuity, providing 
strong dissipation in an otherwise essentially dissipationless system.
The basic idea behind the application of the magnetostatic theorem to magnetic activity and coro­
nal heating can be expressed in the following way. A simple continuous magnetic field con- 
figmation is preserved by its large scale L Nl  1 in the presence of small resistivity, where 
N l , the Lundquist number is defined as LUa / iI) Ua being the char acteristic Alfven speed 
Ua  = in the field. A typical value of N l in the solar* corona, where L  =  10^^
cm, rj = 10  ^cm^jsec, and Ua — 10® cm/sec, is 10^ ,^ indicating the relative smallness of resis­
tive dissipation of the magnetic field) But the large-scale field B (r) of a convective object, e.g. 
a star or galaxy is inter*nally wrapped and inter*woven, producing strong local deformation AB 
on intermediate scales, 1. These intermediate scales ar*e sufiiciently large that they too are pre­
served. However the topology of B -f AB is no longer the simple topology of the basic form 
B(r). The magnetostatic theorem asserts that the field B 4- AB develops internal discontinuities 
as it relaxes to equilibrium. The internal tangential discontinuities involve magnetic free energy 
and since rj is small but not identically zero in the real physical world, the discontinuities provide 
rapid recormection and quick dissipation of the free energy into heat. The dissipation consumes 
AB but not B of course because the topology of B(r) is simple enough to permit a continuous 
equilibrium field, which is preser*ved by its large scale L. Thus the dissipation is active as long 
as there is enough AB(r) that the topology requires discontinuities for equilibrium. The above 
discussion follows Parker (1994), (82), chap.2), where the proof of the theorem, the implications 
of the characteristics and the effect of the boundary conditions on the topology of the structures 
are presented in detail. For a controversial discussion about the implications see also Antiochos 
(1987), (2) where the constraints on tire assumptions ar e questioned.
Appendix B
Potential-like study for the Schrodinger 
type of the Grad-Shafranov equation.
The bifurcation points of the Gold-Hoyle branch can be determined by solving the eigenvalue 
problem for the linear differential operator D a G. The operator Da G is the Fréchet derivative 
(lineaiization) of the nonlinear differential operator defined by the Grad-Shafranov equation, cal­
culated at the Gold-Hoyle solution A q- h - The linear eigenvalue problem is given by
dr \ T  dr J dz \ r  dz J  r  1 + l  +  ir2
- 1 U =  7]U (B.I)
where ij is the eigenvalue of Da G and u  the coiTesponding eigenfunction. We apply the boundary 
conditions w =  0 on r  — rmax j ^ =  0, Zmax and =  0 on r  =  0, as required by the full 
Grad-Shafiranov problem. Equation (B.l) can be rewritten as
d f l d u \  d  f l d u \  A
“ â ?  (b -2)
Introducing the new variable w =  we obtain
d'^u I d'^u X 1 —
Using separation of variables for z  and w we can write the solution as
u = n(w) sinnTr^ ; n, 0 (B.4)
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where L  =  Zmax and assuming Zmin — 0. Substituting in (B.2), we get the equation for 0  
(PÇt 1
+ -Ü
A 1 —
dw^ ' 2L^ w "  2w 1^1 ^  
which is an eigenvalue problem for Q and can be written as
(B.5)
4-7—d'uP' 2w ( i + i » n
Q =  r)Q, OB 6)
This equation for Q is of Sturm-Liouville type and is equivalent to a stationary Schrodinger equa­
tion for the energy eigenproblem in a potential
_L
2w
The boundary conditions for H ai e =  0 for w = l/2r^ax  ^  == 0 for tü =  0.
(B.7)
The potential V(w) depends on A and thus the eigenvalues r) will also depend on A. Along the 
solution branch of the Grad-Shaffanov equation the eigenvalues 77 will change, and when one (or 
more) eigenvalues change sign, a bifuication occurs.
It is well known (e.g. Courant and Hilbert (1967), (24)) that a Stmm-Liouville type eigenvalue 
problem can only have negative eigenvalues if the potential becomes negative. Even then, only 
a finite number of eigenvalues can be negative. However, this condition is a necessary but not a 
sufiicient condition for negative eigenvalues.
We can immediately see that the potential must become negative if we want negative eigenvalues 
to appear by multiplying Eq.(B.6) by Q and integrating fiom w =  0 to Wmax —
L
pWmax pWmax+ J  V{w,X)Ü^dw = T} j  Q dw. (B.8)
The fir st term can be integrated by parts to obtain
L dw
- ü f \
W = W m a x  d w  110=0
PWmax PWmax
+  /  V ( i ü ,  A)n dm =  77 /  Q dw.
Jo Jo
Because ü{wmax) =  0 and ^  — 0 for m == 0, we finally get
pWmax /  TfC) \   ^ pWmax PWmax
J (^) y V{w,X)Çl dw = r] J  Q dw.
(B.9)
(B.IO)
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From this equation it is obvious that 77 >  0 if F (m, A) >  0 for all m. Investigating V(m, A) more 
closely, we find that because m > 0, V’(m, A) can only have one zero at
w — — - 1 r A  + (Bril)
and that tliis zero is positive only if
A > (B.12)
For all smaller A values, F(m, A) is positive. Therefore we do not expect any bifurcations for 
A < ÿ .  For A > it is easy to show that
V  {w, A) —>
2m
< 0  for m — 0
and that
>  0  for m —> 0 0 .
(B.13)
(B.14)
(The second limit is not really relevant for us as we have m < 1.) For A ^  00  the value of the 
point where V becomes negative goes to zero as can be seen fiom Eq.(B.l 1). That means that on 
the one hand the potential only has positive values for A > ^ ,  but that on the other hand the range 
of values for which the potential is negative goes to zero for growing A. Even though we do not 
have a rigorous proof, we suggest that the negative part of tlie V  integral is always outweighted 
by the positive part plus the other integral which is also positive. This would explain the absence 
of any bifurcation points in this case.
Appendix C
Ideal linear MHD Stability-Summary.
Recalling that the governing equations in magnetohydrostatic equilibria {d/d t = 0 and equilib­
rium flow Vo — 0) ar e given by
jo X Bo -  Vpo -  pVr/» =  0 (C.1)
V X Bo =  poJo (C.2)
V • B q =  0 (C.3)
we set
p = po 4- epi (C.4)
p  -  PQ +  e p i (C.5)
V =  Vo +  ev i (C.6)
B  =  Bq +  eB i (C.7)
where the equilibrium values are denoted by a subscript zero and the perturbed quantities by a 
subscript 1. We also assume that e is a very small quantity so that terms of order or higher 
can be neglected. Substitute into the ideal MHD equations we obtain the linearized ideal MHD 
equations,
dpi
dt +  V ' (povi) =  0 (C.8)
= — ( V x B o )  x B i  +  — ( V x B i )  x B o - V p i - V p i V V ’ (C.9)Ot pQ Po
dpi
dt
m i
dt
-V i • Vpo — 7 PoV • v i (C.IO)
V x ( v i x B o )  (C .ll)
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V " B i =  0. (C.12)
If ^  is the Lagi angian displacement from the equilibrium, the displacement vector of the pertur bed 
position satisfies the equation
Substitution into Equations (C.8), (C.IO) and (C .ll) results in
~dt ^  " (PoO) — 0 (Cri4)
=  - r i ( Ç - V p o - 7 P o V - î )  (C.15)
^  =  | ( V x ( f x B o ) ) .  (C.16)
Integration of these equations with all perturbations zero at i  =  0 gives
Pi =  - V  ' (po^) (C.17)
B i =  V x ( ^ x B o )  (C.18)
Pi =  • Vpo -  7PoV • ^ (C.19)
Finally, the equation of motion is written as
p o | |  =  r m
=  — { V  X [V X (( X B o ) ]}  X B o
Mo
+ — (V X B o )  X [V X (( X B o )]
Mo
+V(^ • Vpo +  7 PoV • ^ ) +  V • (poO ^'^’ (C.20)
This set of three coupled linear partial differential equations for which have to be solved for a 
given equilibrium p, po and B q, is the starting point for the ideal MHD stability analysis.
Appendix D
Bifurcation analysis for the Euler 
potentials case.
We will explain in more detail om* argument that the bifurcation points detected by the code
should coincide with the linear* instability results for* line-tying boundary conditions and cannot
correspond to modes which seem to appear e.g. in the Grad-Shafr anov case. As we have explained 
earlier,the solution on a bifurcating branch close to a bifurcation point is obtained by adding a 
small disturbance to the original branch, i.e.
o^uf = 0:0 +  «1 (D.l)
Puf =  /3o +  ^ i. (D.2)
Within the Grad-Shafranov tlieory which incorporated one single equation with the flux func­
tion A  as the required solution, tlie problem was reduced to the der*ivation of the equation for 
G g - s { A ,  A), namely
G g - s { A , X )  = 0. (D.3)
Then, bifurcation analysis would require the solution of the eigenvalue problem for the linearized 
operator D a GA i , that is
Da GA i — r)A\. (D.4)
and Ai =  0 on the boundaries. The same problem formulated for* the Euler potential case (witli 
two equations to be solved for a  and ^  this time), results in
Ga , p(«>AA)=0 (D.5)
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and
a i
"'A
where
DGact BG ^^
D G b^ D G b5
The appropriate boundary conditions for a \ and aie 
0 !i — 0 and /3i =  0.
on all boundaries. For our choice of
CKO =  ^Aln( l  +  A and A  =
we get for the elements of the first row of
1 d
DGnOL —  "TT"  ^T
1 dai 
r  1 * A2 dr V
1 A d'^p
and
2r"
+  r- r/9i
1 d d^i
r dz 1 4- 7*2 dr
Similarly, we get for the elements of the second row
r -
1 4-r^ J dz
da i
r  dz
2r \  dai
1 +  7*2 y dr
and
DGâà = r dz r -
A2j,2 \
1 +  t’2 y dz 1 +  r2 dz^
(D.6)
(0.7)
(0 .8)
(0.9)
(D.IO)
(0 .11)
(0 .12)
(0.13)
To be consistent with the G-S case, CKi has to have the same z-dependence as A i, Then, a i oc 
sin for which also oc sin
Note now that the first equation is of the form
l.h.s =  pai (0.14)
where the l.h.s consists of terms oc a i ,  , r-derivatives, only mixed derivatives, while
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the r.h.s is simply proportional to a i . Assuming that ^  has to have the same z-dependence as 
Oil, we get
dôi . n'ïïz T { UTTZoc sin —dz L Pi oc ^cos +  const^ (D.l5)
The second equation results in the same condition due to the symmetry of the matrix. Assuming 
for the profiles of o:i and Pi the forms
CKi =  /(?’) sin and P i —g{r)h{z) (D.l 6)
we can easily see that
dh . n'ïïz . { nïïz , A—  oc srn — - hoc cos —— h const ) (D.l 7)dz L \ L J
which is the same as (D.l5). The constant is determined by the boundary conditions imposed 
either in (D.l5) or (D.17). From h =  0 at z =  0 follows that 1+ const — 0 const =  —1, while 
from h =  0 at z — L we obtain that cos (n?r) — 1 =  0, from which n  =  2,4,6,8....
Therefore no odd values for n  (and the conesponding modes ) are allowed, unlike the G-S case 
where these additional modes were permissible and could cause the occurence of additional bifur­
cations.
Appendix Ë
The analytic bifurcation curve for the 
3D Bennett pinch solution.
For the Bennett pinch solution, tlie integral used in the L2 norm is given by
'1 /’27T PZjnax
^ m in
n j avo
/  UQ::^ (T)dr d(j) dz
J ^ m in
2b^
=  2 t v L z  j  (E .l)
Introducing w = and substituting in (E.l) we get
For /  =  ^  +  w, we obtain from (E.2) the form
=  ^  [ /  -  2 /  In f + 2f] (E.3)A Ozp 26q:
which is then explicitely written as
2ttL
I b  =
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— I A6:p +  ;— ^ In (  — A 6q: +  2  ^ -}- A &::p +  “
26: 26: 6qi 26:p 6:p
Now, it is not difficult to see that for A -a 0
b— —V
1 +  ( 1 ~  2A +  ...
Then
lim J_ =  
A->0
27rL,
A /2
^  +  2 ) l u ( i A  +  l ) + ^  +  2
— In  ^1 2 In 1 — 2 - ^ 0
Also, at A =  1,UB 
I b  = ^ttL z
In for which we obtain for Ib
l y -
r dr =  2ïïLi
fJl/2
In^  rdr.
(E .4 )
(E.5)
(E.6)
(E.7)
(E.8)
The integral has the value 0.0666. For = 0.2, the analytical value for the norm is 0.2893. 
Comparison with the computational value of 0.29 (see Fig.(5.1)). demonstrates the capability of 
the code to detect limit points with satisfactory accuracy.
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