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Abstract 
We propose to determine a function v(t) such that u(0, t) = v(t), u(x, t) being the temperature in the liquid phase in 
a medium of water and melting ice. This ill-posed problem is called an inverse Stefan problem. We obtain a regularized 
solution of this problem with an error estimate in LZ(R) by means of a convolution equation. Numerical results are given. 
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1. Introduction 
Consider the following problem: Find functions u(x,t )  and v(t), t > O, satisfying the following 
equation and boundary and initial values: 
uxx - u, = 0 in 0 < x < s(t), 0 < t, (1.1) 
u(s(t), t) = O, t > O, (1.2) 
ux(s(t), t) -- - #s'(t) ,  t > O, (1.3) 
u(O, t) = v(t), t > O, (1.4) 
s(O) = b, u(x,  O) = uo(x), O < x < b, (1.5) 
where s(t) is a given nondecreasing C 1 function and u0 is a given C 1 function with a bounded 
derivative. The above problem is a mathematical formulation of the problem of determining the 
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boundary value u(0, t) of the temperature u(x, t) in the liquid phase 0 < x < s(t) in a medium 
consisting of water in the region 0 < x < s(t) and melting ice in the region s(t) < x < ~ kept at the 
temperature 0 °C, the initial interface being s(0)= b > 0. The foregoing problem is called an 
inverse Stefan problem. As is well known, this is an ill-posed problem, and its numerical solution 
has been discussed by various authors [ 1, 4-6]. The purpose of this paper is to obtain a regularized 
solution of the problem with an error estimate. In fact, it will be shown that if the discrepancy 
between s(t) and its exact value is of the order e, then the discrepancy between the 
regularized solution and the exact solution is, depending on the degree of smoothness of the exact 
solution, of the order In(l/e)- 1 or ~1/2 as ~ tends to 0. Numerical results are given at the end of the 
paper. 
2. Regularization 
Let 
= 1 exp(  (x -  ~)2"], 
K(x,t;~,r) 2x/n(t - r) 4-(t --~-)J 
1 ( ( G(x, t; 4, 7) = ~ (exp (x - (x + ~)2,~,~ 
2~/ r t ( t -  1:) \ 4 ( t -  z) exp 4(t-----~JJ" 
Suppose s is a real-valued bounded positive nondecreasing function of class C 1 and that u0 has 
a bounded continuous derivative. Then using arguments in [3] (see also [6]), we have the following 
integral equation in v: 
2w/~ (t - r) 3 /~ exp -- 4(t - 7)//v(r) dz = - G(s(t), t; 4, O)Uo(¢) d( 
+ #f ]  G(s(t), t; s(r), r)s'(r)dr. (2.1) 
Notice that one can use Tikhonov's method to regularize this equation (of first kind). However, the 
derivation of error estimates i the main source of difficulty. To avoid the difficulty, we shall convert 
it into a convolution equation, for which error estimates for regularized solutions are readily 
derived. It can be shown that (2.1) is equivalent to the following convolution equation: 
2x~/~ (t - -  7 )  3/2 exp 4(tZ ~ v(z) dr = Kc(k, t; s(r), 7) Uo(r) dr 
- I~ K(k, t; s(z), z)(Uo(~)s'(~) + UI(T)) dT, 
(2.2) 
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where k is a number > s(t) Vt > 0 and 
Uo(t) = lim g(x,t), U~(t) = lim g,,(x,t), 
x~s(t)-O x--*s(t)-O 
;: fo 9(x, t) = -- G(x, t; 4, 0)Uo(0 d~ + # G(x, t; s(z), z)s'(z) dz + u(x, t) 
fo rO<x<s( t ) ,  t>0.  
Now, let 
( k2) 7( t )= (rct3)-l/2exp -~-~ , t>0,  
0 t~<0. 
Then (2.2) can be rewritten as 
= (2r0-1/2 f~-o~ (t-- z)v(z)dz = F(t) Vt in N, (2.3) 
where F(t) is the right-hand side of (2.2) multiplied by (2/k)(2n)-x/2. 
We shall now construct a family (v~), 0 < e < 1 of regularized solutions, and pick a regularized 
solution that is "close" to the exact solution of (2.3). We notice that, by regularized solution, we 
mean a function that is stable with respect o variations of the function F(t) in (2.3). We have 
Theorem 1. Suppose the exact solution Vo of (2.3) corresponding to Fo on the right-hand side is in 
H 1(~)c~0_1(~) and let 
I F - fo l2  <e. 
Then there exists a regularized solution v~ of(2.3) given by 
 (x)e"X dx, 
the function T(x) being defined by T(x) = ~(x). F(x)/(e + I~(x)[2), and which satisfies the error 
formula 
Ivy-  volE ~< C In 
where C is any constant /> kx/~(3 + 2k)'max(([~o[ 2 + 1) 1/2, Iv h + M) with M = 
(8/k a) (2/~)1/2e-2, t3 stands for the Fourier transform of v and I" 12 for the L 2 norm. Furthermore, if
vo/l~l e D_2(R), then we have 
- voh < Cx/ , 
where C is any constant ~> 1 + [t~o/~]2. 
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Proof. Let 
~(t)=(2rO-1/2 ff ~(x)e-iX'dx=(2n)-l/2 f~ ~(x) (cos (x t ) - i s in (x t ) )dx  
- k exp( -  k(½1tl) 1/e + isgn(t).k(½1tl) l /2).  
Notice that the function 
I~(t)l = ~ exp( -  k(½ltl) 1/2) 
is decreasing in t > 0. 
Let Vo be the "exact" solution of (2.3) for F = Fo, we have 
~(t)l'~3o(t) = Fo(t), t~  ~. (2.4) 
For  every e > 0, the function 
7J(t) = ~(t)" f f(t) /(e + Ic2(t) l2) (2.5) 
belongs to 0_2(N). Put 
v,(t) = (2rt)-1/2 f_~ ~t(x)eitx dx. 
Then v~ E fl_2(R) and by (2.5), v~ satisfies the equation 
eO,(t) + I~(t)lEz3~(t)-- ~(t) .F( t ) ,  t~  ~. (2.6) 
Eqs. (2.4) and (2.6) imply that 
e(~,(t) - ~o(t)) + 102(t)lE03~(t) - Oo(t)) -- - e~o(t) + ~(t)(P(t)  - fro(t)), t e N. (2.7) 
Mult iplying both sides of (2.7) by the conjugate of z3,(t) - Z3o(t ) and then integrating on N, we get 
Vo 12 + I ~(z3~ - ~3o)12 = - e Z3o(t) 03~(t) - t3o(t)) dt 
Or3 
+ ~(t) (F(t) - Fo(t))(~.(t) - ~3o(t)) dt 
- -00  
~< ~1~ol2"1~ - ~ol2 + I/v - Po12" I~(~. - ~o)1=. (2.8) 
Let 0 < e < 1 and notice that IF - Po12 = IF - Fo[2 < e; it follows from (2.8) that 
~1~ - ~o1~ + I~(e~ - ~o)1~ ~< ½~1~ol, ~ + ½~le~ - ~ol,  ~+ ½~e + ½ I~(e~ - eo)l~. 
There fore ,  
A ^ 2 
~lv, - Vole + I~(~, - ~o)1, ~ ~ ~(1~ol e + 1). (2.9) 
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In particular, 
I~ - Z3ol22 ~< I~ol 2 + 1 and 102(~3~ - ~3o)122 ~< ~(1~o1~ + 1). (2.10) 
By mult ip ly ing both sides of the identity (2.7) by t2(~(t) - t3o(t)) and then integrating on ~, we find 
that 
vol2 + Ita(v~ - ~o)1~ = ~ 6o(t)03~(t) - ~o(t))dt 
+ 
<<.~lt~ohlt(~-~o)h + l t~ l~ lP -Poh l t (~-~o)12 ,  (2.11) 
where 
[ tS l~=supl tS( t ) [= 8 (2 )  ~/2 t~R ~ e -2  < o0. 
In particular, 
~1 tO3, - ~3ol 2 ~< eltOL - 9o)12 ( I t~ l~ + It~o h), 
i.e., 
Put  
It(~ - t~oh ~ It~l~ + Iv~,h. (2.12) 
A = max(ltc2[o~ + IvSh, (It3ol~ + 1)1/2). 
Not ice that Parceval  equal ity together with classical der ivat ion propert ies are used in order to 
obtain error bounds  in the H t norm. So from (2.10) and (2.12) it follows that 
[v~ - VOIH' = IV, -- V0]2 + IV" -- V&I2 ~< 2A < m, 
where A is a constant  depending only on Vo. 
Let 
[v~-  vol2  = fo~ ,~( t ) -  t%(t)[ 2 dr. 
d-- oo  
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For any t~ > 0, we have 
I ]~(t) - ~o(t)l 2 dt ~< f (l~(t)12/l~(t312).l~At) ~o(t)[ 2 dt 
tl ~< t, dl tl ~< t~ 
I  ot, l 
~< ½k2n" exp (kx /~)  A2e. (2.13) 
On the other hand, 
I~At) -  Oo(t)l 2 dt ~< ...[t(~(t) ~o(t ) ) ]  2 dt A2/t~ ½k~n (2.14) O 
t] > t~ or2 
Let B = ½nk 2, where k is assumed >~ 1 and t~ be a positive solution of the equation 
1 
exp tk~/  :zt j  = 
t-~ 
or equivalently, 
t2 exp (kx /~)  1 = - .  (2 .15)  
The function h(y) = y2 exp(kx /~ ) is strictly increasing in y > 0 and h(~ +) = ~, hence Eq. (2.15) 
has a unique solution t~ and t~ --, + ~ as e ~ 0. Indeed, 
With e sufficiently small, we have 
therefore 
1 ((3 + 2k)~ 
Taking into account (2.13)-(2.16) we find 
C 2 
[v~-- v°12 <~ k2~A2/t2 <" (~nn(-~)) "
where C = (3 + 2k)kx/~A as desired. 
(2.16) 
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Now, if we assume that ~o/] ~] e ~2(R) then by multiplying both sides of (2.7) by the conjugate of 
9~(t) - t~o(t) and then integrate on R, we get 
d-- oo 
~o~ ~(t)(P(t)-  ;o(t))(~(t) - ~o(t))dt + 
d-- o0 
~< el~o/~12" I~(~ - ~0)1~ + I f  - Po12" I~(~ - '~0)1~. 
It follows that 
\ ~t 2/ 
since IF - Fo12 < e. 
In particular, 
'~(t)e--v°)12 ~< e]~(t~t--t~°)]2"( 1+ -~ 2)' 
i.e., 
(I I~(~-  ~o)12 ~< e 1 + , ;  . (2.18) 2 
From (2.17) and (2.18) the following inequality 
e l~-Vo J  2~<e  1+ ~ 2// ' 
i.e. 
holds. 
We finally obtain 
Iv~-vo l~<Cx/~ w i thC=l+ 1)o 
~2 
This completes the proof of the theorem. [] 
3. Numer ica l  results  
To solve numerically the problem (1.1)-(1.5), we consider the following functions and para- 
meters: 
s(t)= Arctg(t + l), k=2,  
Uo(X) = cos(2x), # = 1. 
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If the function Fo is the right-hand side of (2.3) corresponding to the exact solution Vo, then we 
choose F such that 
F(t) = Fo(t) + ee -'/2 
Thus, we have 
IF -  Fo12 =~. 
All the integrals considered here have been calculated by the trapezoidal rule, the infinite interval 
(0, + o0) being replaced by the interval (0, 10[-. Finally, for e = 10 -4 and T ~< 8 with a step h 1 - -  20  
we find 
[v~(tl) - Vo(ti)[ ~< 0.0564 Vti = i.h, i = 1, ..., 140. (3.1) 
With e = 5.10 -5 and the same values for T and h the error in (3.1) is smaller than 0.0376. For 
e = 10- 5 the error is of the order of 0.0024 and the corresponding curve coincides almost exactly 
with the curve calculated for e = 0. Fig. 1 gives the corresponding curves to the parameters 
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e = 10 -4 (resp. e = 5-10 -5) and chosen functions. For these three values of e the corresponding 
errors are more conformable to the second error formula given in Theorem 1, i.e., 
]/)e --V01E ~ CN//~, where C is a constant t> 1 + ]~o/~]2, which would lead to prove numerically 
that the assumption 130/1~] e D_2(~) is satisfied. 
In Fig. 2 we have considered the interface s(t) = (2t + 1)/(t + 1), the other parameters and 
functions remaining the same as in the first case. The numerical results are similar to the previous 
example though the numerical errors are slightly greater. So have found for el = 10-4, E~ = 0.0788 
and for e 2 = 5"10-5, E2 = 0.0506, respectively (El, i = 1, 2 designating the corresponding errors). 
Acknowledgements 
We would like to thank the referees for their valuable comments and suggestions. 
The work of the first and third authors was completed with the financial support from the 
National Basic Research Program in Natural Science. 
84 D.D. Ang et al./Journal of Computational nd Applied Mathematics 66 (1996) 75-84 
References 
[1] V. Barbu, The inverse one phase Stefan problem, Differential Integral Equations 3 (1990) 209-218. 
[2] Erdelyi et al., Tables of Integral Transforms, Vol. 1 (McGraw-Hill, New York, 1954). 
1-3] A. Friedman, Partial Differential Equations of Parabolic Type (Prentice-Hall, Englewood Cliffs, NJ, 1964). 
[4] K.H. Hoffman and J. Sprekels, Real-time control in a free boundary problem connected with the continuous casting 
of steel, in: Optimal Control of Partial Differential Equations, ISNM 68 (1983) 127-129 
[5] P. Jochum, The numerical solution of the Inverse Stefan problem, Numer. Math. 34 (1980) 411-429. 
[6] P.K.G. Wang, Control of a distributed parameter system with a free boundary, Int. J. Control 5 (1967) 317-329. 
