Abstract. The question of dense definiteness and boundedness of composition operators in L 2 -spaces are studied by means of inductive limits of operators. Methods based on projective systems of measure spaces and inductive limits of L 2 -spaces are developed. Illustrative examples are presented.
Introduction
Bounded composition operators (in L 2 -spaces) have been extensively studied since the works of Koopman and von Neumann (see [17, 18] ). They played a central role in ergodic theory and proved to be important objects of investigations in operator theory. Many properties of these operators were fully characterized (see the monograph [26] and references therein). Unbounded composition operators attracted attention recently but they turned out to have very interesting attributes (cf. [4, 7, 8, 9, 11, 13, 19] ). In particular, they proved to be a source for surprising examples (cf. [3, 5, 10, 14] ).
In this paper we investigate the questions of dense definiteness and boundedness of composition operators. These properties have characterizations (cf. [6, 11, 24] ), which in a more concrete situations seem difficult to apply. For example, this is the case of a composition operator induced by an infinite matrix in L 2 (µ G ), where µ G is the gaussian measure on R ∞ . Even in bounded case in a concrete situations the question of boundedness may be highly non-trivial and may lead to very interesting results (cf. [12, 21, 27, 28] ). We show that a technique based on inductive limits might be helpful when dealing with these problems. We deliver tractable criteria for the above mentioned properties. This is possible if the L 2 -space (in which a given composition operator acts) is an inductive limit of L 2 -spaces with underlying measure spaces forming a projective system (see Section 3) . In this case we prove that both the dense definiteness and boundedness can be expressed in terms of asymptotic behaviour of appropriate Radon-Nikodym derivatives (see Theorems 4.11 and 4.12) . We illustrate this with examples.
Preliminaries

Notation.
In all what follows Z stands for the set of integers and N for the set of positive integers; R denotes the set of real numbers, C denotes the set of complex numbers. If X is any subset of R, then by X + we understand the set {x ∈ X : x 0}. Set R + = R + ∪ {∞}. By σ 1 △σ 2 we denote the symmetric difference (σ 1 ∪ σ 2 ) \ (σ 1 ∩ σ 2 ) between sets σ 1 and σ 2 . For a topological space X, B(X) stands for the family of Borel subsets of X. If {X n } n∈N is a sequence of subsets of a set X, then "X n ր X as n → ∞"means that X n ⊆ X n+1 for all n ∈ N and X = n∈N X n .
Let H be a (complex) Hilbert space and T be an operator in H (all operators are assumed to be linear in this paper). By D(T ) we denote the domain of T . T stands for the closure of T . B(H) denotes the Banach space of all bounded operators on H (with usual supremum norm). If T is closable and F is a subspace of H such that T | F = T , then F is said to be a core of T .
Let (X, A, µ) be a measure space. By (A) µ we denote the collection of all σ ∈ A such that µ(σ) < ∞. Let 1 p < ∞. The space of all A-measurable complexvalued functions such that |f | p dµ < ∞ is denoted by
∞ (X, A, µ) stands for the space of all complex-valued and µ-essentially bounded functions on X. Now, let {µ n } n∈N be a sequence of non-negative measures, each µ n acting on a measurable space (X n , A n ). Let {f n : n ∈ N} be a family of functions such that f n ∈ L 1 (µ n ) for every n ∈ N. Then M {f n : n ∈ N} stands for the family composed of monotonically increasing convex functions G : [0, ∞) → [0, ∞) such that lim t→∞ G(t)/t = ∞ and sup n∈N G(|f n |)dµ n < ∞.
Composition operators. Let (X,
, µ) be a σ-finite measure space and let A : X → X be an A-measurable. Define the measure µ • A −1 on A by setting
is absolutely continuous with respect to µ, then A is said to be nonsingular transformation of X. If A is nonsingular, then the linear operator
given by
is well-defined and closed in L 2 (µ) (cf. [7, Proposition 1.5] ). Such an operator is the composition operator induced by A and A is the symbol of C A . Usually, properties of C A are written in terms of the Radon-Nikodym derivative
By the measure transport theorem ([1, Theorem 1.6.12]) for every A-measurable (C-or R-valued) function g we have
In particular, for every f ∈ D(C A ) there is
It is known (cf. [7, Proposition 4.2] ) that
µ) (and vice versa) and
Conditional expectation is indispensable when investigating composition operators in L 2 -spaces. We collect here some of its properties. Set A −1 (A) = {A −1 (σ) : σ ∈ A}. Assume that h A < ∞ a.e. [µ] . Then the measure µ| A −1 (A) is σ-finite (cf. [7, Proposition 3.2] ) and hence for every A-measurable function f : X → R + there exists a unique (up to sets of µ-measure zero)
We call E(f ) the conditional expectation of f with respect to A −1 (A) (see [7, 8, 9 ] for more information on E(·) in the context of unbounded composition operators and further references). It is known that if f :
. This definition is correct (see [11] and [7, Appendix B] ). Moreover, we have
It is also known that the map f → E(f ) can be extended linearly from {f ∈ L 2 (µ) : f 0} onto the whole L 2 (µ) in a way that E(·) becomes an orthogonal projection acting on L 2 (µ). This (extended) conditional expectation E(·) satisfies (2.4) and (2.5) with f, g ∈ L 2 (µ). Let µ be the Borel measure on R n , n ∈ N, given by dµ = ρ dm n , where ρ : R n → (0, ∞) is a Borel function and m n is the n-dimensional Lebesgue measure on R n . If A is an invertible linear transformation of R n , then by the measure transport theorem we have
.
In particular, if ρ(x 1 , . . . , x n ) = e
2.3. Inductive limits. Suppose {H n } n∈N is a sequence of Hilbert spaces. We say that a Hilbert space H is the inductive limit of {H n } n∈N if there are isometries Λ l k : H k → H l , k l, and Λ k : H k → H such that the following conditions are satisfied:
1 For simplicity we do not make the dependence of E(f ) on A explicit
, where, for a given sub-interval P of R, L 2 (P ) denotes the Hilbert space of all complex functions on P , which are square-integrable with respect to Lebesgue measure m 1 on R (with a standard inner product). Put 
This implies that sup
Below we give an example of a sequence {X n } n∈N of sets and a sequence {φ n } n∈N of transformations such that the inductive limit lim C φn of composition operators is not densely defined.
Example 2.3. For n ∈ N, let X n = {1, 2, . . . , n} and let µ n be the atomic measure on X n given by µ n ({k}) = 1, k ∈ X n . It is evident that ℓ
, where ℓ 2 (N) denotes the Hilbert space of all square-summable complex sequences enumerated by natural numbers (with the standard inner product). For n ∈ N, we define a transformation φ n of X n by φ(1) = 2, φ(2) = 3, . . . , φ(n) = 1. Obviously, C φn is a bounded operator on H n for every n ∈ N. In fact, it is unitary one. However, C φn χ {1} = χ {n} for all n ∈ N, which implies that χ {1} does not belong to D(lim C n ). In particular, this means that lim C n is not densely defined.
Remark 2.4. Questions whether lim C n is densely defined and closable are delicate ones. Marchenko type conditions (see [20] , also [15] ), implying positive answers to both of them, seem difficult to apply in the context of composition operators.
Projective systems of measure spaces
In this section we study inductive limits of composition operators over σ-finite measure spaces endowed with projective structure.
Suppose that {(X n , A n , µ n )} n∈N is a sequence of (not necessarily σ-finite) measure spaces. If there exist surjective mappings δ n m : X m → X n , n m, satisfying the following conditions
n is the identity mapping on X n for all n, then {(X n , A n , µ n )} n∈N is called a projective system. We say that a measure space (X, A, µ) is a target space of the projective system {(X n , A n , µ n )} n∈N if there are surjective mappings δ n : X → X n , n ∈ N, that satisfy the following conditions
If this is the case, then we write (X, A, µ) = lim (X n , A n , µ n ) and call µ a target measure of {µ n } n∈N .
is well-defined and bounded. Now, if for every
holds and ∆ k is an isometry, then we call the target space (X, A, µ) isometric and
for all 1 p < ∞ and the measure µ is σ-finite.
Proof. First, we observe that ∆ k is an isometry on L p (µ k ) if and only if the Radon-
dµ k = 1 almost everywhere (with respect to µ k ). This follows directly from the equality
valid for every A k -measurable non-negative function f (it holds by the measure transport theorem). Hence ∆ k is an isometry on
Remark 3.2. It is worth noticing, that if {(X n , A n , µ n )} n∈N and (X, A, µ) satisfy all the conditions of definition of a target space except condition (P 7 ) and all the operators ∆ k are isometries, then (P 7 ) is automatically satisfied. Indeed, take m n. Then, by (P 5 ) and Lemma 3.1, for every σ ∈ (A n ) µn we have
This and σ-finiteness of µ m prove the claim.
2 if B is any family of subsets of a set X, then by σ(B) we denote the smallest σ-algebra in X containing family B. 3 The sets of the form δ k −1 (σ) for σ ∈ A k and k ∈ N are called cylinder sets.
, n ∈ N, and C = n∈N C n . Members of C are called cylinder functions. By X we denote the of set all characteristic functions of sets from (A) µ , regarded as a linear subspace of L 2 (µ), while X c stands for the intersection of X and C . Throughout what follows F denotes the linear span of X c .
Clearly, characteristic functions of sets of finite measure are linearly dense in L 2 (µ). By [1, Approximation Theorem 1.3.11], this and condition (P 6 ) imply that F is linearly dense in L 2 (µ) as well. In particular, cylinder functions are dense in
Analogously to operators ∆ n , we may define bounded operators
The projective system setting fits well together with inductive limits of L 2 -spaces (see Lemma 3.4 below). We will use this fact when implementing approximation procedure for a study of composition operators acting in L 2 -spaces over measure spaces being isometric target spaces of projective systems.
It is evident then that conditions (I 1 )-(I 4 ) are satisfied. 
Caution. From now on we tacitly assume that if (X,
A, µ) = LIM (X n , A n , µ n ), then L 2 (µ) = LIM L 2 (µ n )
Composition operators and inductive limits over projective systems
4.1. Dense definiteness and boundedness of lim C An . In this part of the paper we are aiming to supply some quite natural assumptions which would imply that the inductive limit operator lim C An of composition operators is densely defined or bounded. We begin by describing the domain of lim C An .
is satisfied with sufficiently large M ∈ N.
Proof. Since (X, A, µ) is an isometric inductive limit of {(X n , A n , µ n )} n∈N , by (2.1) and (2.5), we have
Hence, the claim follows from the definition of lim C An .
Remark 4.2. Regarding Lemma 4.1, it is worth pointing out that it may happen that lim C An is densely defined in L 2 (µ) but none of the C A l , l ∈ N, is densely defined. For example, if H = H n = ℓ 2 (N) and φ n (x) = min{n, x} for n, x ∈ N, then D(C φn ) = lin {e 1 , . . . , e n−1 }, where {e n } ∞ n=1 is a standard orthonormal basis of ℓ 2 (N). On the other hand, D(lim C φn ) = lin {e n : n ∈ N} which is dense in H. Consequently, in this particular situation the assumption h
Characteristic functions of cylinder sets with finite measure are the most elementary functions which we expect to belong to the domain of lim C An . The conditions (i) and (ii) of Proposition 4.3 below turns out to be essential for this to happen.
On the other hand, by (2.1) and (2.5), we have
Therefore, condition (ii) is equivalent to condition (4.1). These two facts, in view of Lemma 4.1, imply the claim.
Suppose that A n , n ∈ N, is a nonsingular A n -measurable transformation of X n . If conditions (i) and (ii) of Proposition 4.3 are satisfied for all σ ∈ (A k ) µ k and k ∈ N, then F ⊆ D(lim C An ).
Clearly, one immediate consequence of the above is that, under assumptions of Corollary 4.4, the inductive limit lim C An is densely defined. The same happens if all the operators C An , n ∈ N, are bounded and condition (ii) of Proposition 4.3 holds. Using similar arguments as in the proof of Proposition 4.3 we can obtain the following version of Corollary 4.4, which again yields dense definiteness of lim C An .
Corollary 4.5. Let (X, A, µ) = LIM (X n , A n , µ n ) and let A n , n ∈ N, be a nonsingular A n -measurable transformation of X n . Assume there exists a sequence {Z n } n∈N of sets such that Z n ∈ (A n ) µn , (δ n ) −1 (Z n ) ր X as n → ∞ and
Suppose that for every σ ∈ (A k ) µ k , k ∈ N, and every ε > 0 there exists N k such that
The questions of boundedness of lim C An can be answered in the following way.
Suppose that A n is a nonsingular A n -measurable transformation of X n for every n ∈ N. If the following conditions are satisfied
Proof. Clearly, (i) and (ii) imply conditions (i) and (ii) of Proposition 4.3 an thus F ⊆ D(lim C An ). Now, we show that for a fixed k ∈ N we have
holds for all m N and σ ∈ (A k ) µ k . This together with (P 5 ), the fact that all Λ l 's are isometries and (2.1) implies
for every n N and ω = (δ k N ) −1 (σ), with σ ∈ (A k ) µ k . Now, applying standard approximation argument and the fact that the family
for every n N and every g ∈ Λ n k (L 2 (µ k )). This, if combined with (2.1), yields
This yields (4.3). Employing Lemma 2.1 (1) we conclude the proof.
then lim C An is closable and lim C An ∈ B(L 2 (µ)).
Proof. By (i) and (2.3) we see that for every
Hence, by Proposition 4.3, F ⊆ D(lim C An ) and thus lim C An is densely defined. Now, the claim follows from Lemma 2.1 (2) and the fact that sup k∈N C An < ∞ (see (2.3)).
4.2.
Well-definiteness and boundedness of C A . Now we address the question of when the composition operator C A acting in an inductive limit of L 2 -spaces is well-defined and bounded. We do it by relating C A to an inductive limit lim C An .
We begin by recalling well-known criteria for * -weak compactness of a family F contained in L p (µ), 1 p < ∞; the case p = 1 follows directly from the compactness criterion of Dunford-Pettis theorem (cf. (i) p = 1, µ is a finite measure and
then F is * -weakly compact.
Now, we show that absolute continuity of the measures µ n and ν n transfers onto theirs target measures µ and ν. Lemma 4.9. Let (X, A, µ) = LIM (X n , A n , µ n ) and (X, A, ν) = lim (X n , A n , ν n ). Suppose that ν n ≪ µ n for all n ∈ N. If there exists a sequence {Y n } n∈N of cylinder sets such that
Proof. For k ∈ N, let A Y k stand for the σ-algebra {ω ∈ A : ω ⊆ Y k }, let µ Y k denote a restriction of µ to A Y k and let h n | Y k , n ∈ N, be a restriction of ∆ n (dν n / dµ n ) to Y k . By Lemma 4.8 (with p = 1), the sequence {h n } n∈N has a subsequence {h n(k,1) } k∈N such that {h n(k,1)
The same argument implies that {h n(k,1) } k∈N has a subsequence {h n(k,2) } k∈N such that {h n(k,2) | Y2 } k∈N converges * -weakly to a function h Y2 ∈ L 1 (Y 2 , A Y2 , µ Y2 ). Clearly, we have
If we repeat the argument l times we get a subsequence {h n(k,l) } k∈N of a sequence {h n(k,l−1) } k∈N such that {h n(k,l) | Y l } k∈N is converging * -weakly to a function h
Since n∈N Y n = X, we can use (4.6) as to obtain a function h : X → R + which is A-measurable and satisfies
Without loss of generality we may assume that l m.
Then, by (4.7), (P 5 ) and (P 7 ), we gather that
This, (P 6 ) and [2, Theorem 10.3] imply that ν(τ ) = χ τ h dµ for every τ ∈ A which proves our claim.
Remark 4.10. Regarding Lemma 4.9, we mention the paper [16] where necessary and sufficient conditions for equivalence (in sense of absolute continuity) of tensor product measures are supplied. Those conditions, however, cannot be applied in our context (because, in general, measures of the form µ• A −1 are not tensor products). Now, suppose A is an A-measurable transformation of X. Consider the following condition:
For all k ∈ N and σ ∈ A k there is
Next theorem shows that if A can be approximated (in a sense of conditions (4.8)) by a sequence of A n -measurable transformations A n , then the composition operator C A is exactly the inductive limit of operators C An .
Theorem 4.11. Let (X, A, µ) = LIM (X n , A n , µ n ). Let A n be an A n -measurable transformation of X n for n ∈ N and let A be an A-measurable transformation X such that condition (4.8) is satisfied.
n ≪ µ n for all n ∈ N and there exists a sequence {Y n } n∈N of cylinder sets such that
for every k ∈ N and M χ Y k ∆ n h An : n ∈ N = ∅ for every k ∈ N, then C A is densely defined and closed in L 2 (µ) and C A = lim C An |F , wherẽ
Proof. (i) Let k, n ∈ N and let σ ∈ A k be such that either
This and condition (4.8) imply that (X, A, (4.8), the well-known inequality µ(σ 1 △σ 2 ) µ(σ 1 △σ 3 ) + µ(σ 3 △σ 2 ), and Corollary 4.5 we deduce thatF ⊆ D(lim C An ).
Lemma 4.9 and (i) imply that µ•A −1 ≪ µ, which implies that C A is well-defined and closed operator in L 2 (µ). Now we prove thatF
. By (i), for all k ∈ N and σ ∈ A k we have
There exists a non-negative real number t 0
This, (4.9) and (4.10) imply that χ Ω • A ∈ L 2 (µ), which means that χ Ω ∈ D(C A ). Since k ∈ N , σ ∈ (A k ) µ k and N ∈ N can be arbitrarily chosen, we see that F ⊆ D(C A ). This and σ-finiteness of µ imply that C A is densely defined.
Clearly, by (4.9) we have
To conclude the proof it is sufficient to show that {χ YN f : f ∈ F , N ∈ N} is a core for C A . For this, take f ∈ D(C A ). It cause no loss of generality to assume that f is non-negative. Since F is dense in L 2 (µ) and Y n ր X as n → ∞, there exists a sequence {f n } n∈N ⊆ F and a monotonically increasing mapping α : N → N such that for µ-a.e. x ∈ X, (χ Y α(n) f n )(x) ր f (x) as n → ∞. This implies that for µ-a.e.
, respectively. Therefore, we obtain C A ⊆ C A |F . This together with the fact that C A is closed implies that C A = C A |F . Using (4.11) we complete the proof.
Combining Theorem 4.11 and Lemma 2.1 we obtain a criterion for boundedness of C A written in terms of composition operators C An , n ∈ N.
Proof. By σ-finiteness of µ there exists a sequence {Y k } k∈N ⊆ (A) µ of cylinder sets such that Y k ր X as n → ∞. Clearly, (4.12) implies that for every k ∈ N we have
Since condition (4.8) yields condition (ii) of Proposition 4.3 with any σ ∈ A k and k ∈ N (see proof of Theorem 4.11(i)), the operator lim C An is bounded due to Proposition 4.7. This concludes the proof.
Examples and Applications
In this part of the paper we demonstrate how inductive techniques of Theorems 4.11 and 4.12 can be used when investigating composition operators in more concrete situations. We include some illustrative examples.
First, we provide a version of Theorem 4.12 in the context of L 2 -space with respect to the gaussian measure on R ∞ . Recall that the gaussian measure µ G on R ∞ is the tensor product measure
2 ) for x ∈ R. By the n-dimensional gaussian measure, n ∈ N, we understand the measure µ G,n given by dµ G,n = 1 ( √ 2π) n exp(− are the projections from R ∞ and R k (respectively) onto R n , we have
and consequently
Let (a ij ) i,j∈N be a matrix with real entries. We say that a transformation A of R ∞ is induced by (a ij ) i,j∈N if the following condition holds
In an analogical way we define a transformation A of R n to be induced by a finite dimensional matrix (a ij ) n i,j=1 . 4 We assume that all the series j∈N a kj x j , k ∈ N, are convergent.
In view of (2.6), Theorem 4.11 can be rewritten in the present context in the following manner. Below, · denotes 5 the Euclidean norm on R n .
Corollary 5.1. Let A be a transformation of R ∞ induced by a matrix (a ij ) i,j∈N . Let A n , n ∈ N, be the linear transformation of R n induced by the matrix (a ij ) n i,j=1 . If the following conditions are satisfied:
(i) for every n ∈ N, A n is invertible,
An example of densely defined composition operator in L 2 (µ G ) is presented below.
Example 5.2. Let A : R ∞ → R ∞ be induced by the matrix (a ij ) i,j∈N given by
, n ∈ N. Clearly, the conditions (i) and (ii) of Corollary 5.1 are satisfied. It is elementary to show that sup n∈N A n B(R n ) < √ 2. This implies that there exists a positive real t 0 such that A n 2 B(R n ) 2 − 2t 0 for every n ∈ N. Thus we have
Since det A n = 1 for every n ∈ N, we see that the condition (iii) of Corollary 5.1 is satisfied (with G(t) = t 2 and σ k = R k ). Hence, by Corollary 5.1,
It is worth noticing that for every n ∈ N the norm of A n in B(R n ) is greater than 1, which (in view of [27, Proposition 2.2]) implies that C An is not bounded on L 2 (µ G,n ).
Now we supply a tractable criterion for boundedness of a composition operator C A in L 2 -space over an infinite tensor product of arbitrary probability spaces. For this we consider {(Ω n , Σ n , P n )} n∈N , a sequence of probabilistic spaces. Let X m = Ω 1 × . . . × Ω m , m ∈ N, and X = Ω 1 × Ω 2 × . . .. For m n, let δ n and δ m n denote the projection from X and X n , respectively, onto
(In the display above, " ≃ " denotes unitary equivalence.) Under all those circumstances, by Theorem 4.12, we get the following criterion.
Proposition 5.3. Let (X, A, µ) and {(X n , A n , µ n )} n∈N be as above. Let A be an A-measurable transformation of X and A m , m ∈ N, be an A m -measurable transformation of X m . If the following conditions are satisfied
v) the operator C A is the limit in the strong operator topology of the sequence {C An ⊗ I n } n∈N , where I n is the identity operator on
Proof. We infer from (ii), (iii) and (2.3) that for every n ∈ N, C An ∈ B L 2 (µ n ) and
By (5.1), (i) and (5.2), the sequence {C n } n∈N of operators given by
is convergent in the strong operator topology to a bounded operator C on L 2 (µ). Since (i) yields condition (4.8), the operator C A is well-defined by Theorem 4.12. Clearly, by (i), C A and C coincide on cylinder functions, which implies that C A = C. This completes the proof.
A nontrivial example of a bounded composition operator acting in an L 2 -space over the product of probabilistic measures (different than L 2 (µ G )) is presented below.
ii) for every i ∈ N, ρ i dm 1 is a Borel probability measure, (iii) for every i ∈ N, ρ i is an even piece-wise continuous step function such that its restriction ρ i | R+ to R + is decreasing,
(Such {M i } i∈N , {α i } i∈N and {ρ i } i∈N exist -see Appendix A.) Consider the measures
N} be a family of differentiable functions such that 6 p i (x) = 0 for all x 0 and i ∈ N. Let B : R ∞ → R ∞ be given by
and A : R ∞ → R ∞ be the inverse of B. For n ∈ N, let B n : R n → R n be given by
and let A n : R n → R n be its inverse (it exists since the Jacobian determinant of B n equals 1). Then, by the change-of-variable theorem (cf. [25, Theorem 7.26] ), for every n ∈ N, C An is well-defined composition operator in L 2 (µ n ). Moreover, since
In the context of gaussian measure µ G on R ∞ Proposition 5.3 reads as follows.
Corollary 5.5. Let A be a transformation of R ∞ induced by a matrix (a ij ) i,j∈N . Let A n , n ∈ N, be the linear transformation of R n induced by the matrix (a ij ) n i,j=1 . If the following conditions are satisfied:
. Moreover, C A is the SOT limit of {C An ⊗ I n } n∈N , where I n is the identity operator on L 2 (µ G ).
Proof. By [27, Lemma 2.1 and Proposition 2.2] the operator C An is bounded on L 2 µ G,n and C An 2 = | det A n | −1 for every n ∈ N. This and (2.3) imply
Since condition (ii) of Corollary 5.5 yields condition (i) of Proposition 5.3, we get the desired conclusion by Proposition 5.3.
The following example of a bounded composition operator in L 2 (µ G ) appeared in [21] and [27] (it was studied by use of different techniques, not applicable for general matrical symbols).
Example 5.6. Let {a n } n∈N be a sequence of real numbers satisfying 0 < |a n | ≤ 1 for all n ∈ N and n∈N |a n |
Another example of a bounded composition operator in L 2 (µ G ) is given below.
Example 5.7. Let A : R ∞ → R ∞ be induced by the matrix (a ij ) i,j∈N given by
where (α i ) i∈N is a sequence of positive real numbers such that (a ij ) n i,j=1 is a contraction in B(R n ) for every n ∈ N. By Corollary 5.5, C A ∈ B L 2 (µ G ) .
As shown below, we can modify the measure µ from Example 5.4 so that the composition operator induced by the transformation A of R ∞ as in Example 5.4 is densely defined unbounded (and it does not act in L 2 (µ G )).
Example 5.8. Let ρ 1 dm 1 ⊗ρ 2 dm 1 ⊗ . . . be the measure defined in Example 5.4. We will add a hump to density function of every third factor (counted from the second) in the tensor product. For this we consider {a 3i−1 } i∈N ⊆ [0, ∞), {b 3i−1 } i∈N ⊆ (0, ∞) and r > with µ n = η 1 dm 1 ⊗ . . .⊗η n dm 1 , satisfies sup n∈N h An L 2 (µn) < ∞. Indeed, first fix k ∈ N and take n = 3k − 1. Then
η 3i−1 (x 3i−1 + p 3i−1 (x 3i−2 )) η 3i−1 (x 3i−1 ) 2 η 3i−1 (x 3i−1 )η 3i−2 (x 3i−2 ) dm 2 .
For i ∈ {1, . . . , k}, we can divide R 2 into two disjoint sets Ω i and R 2 \ Ω i where
Step 2. If 3r 2 M 3i−1 > β 3i−1 , then we choose k ∈ N such that 3k −1 r 2 M 3i−1 < β 3i−1 and substitute M n by M n k −1 for all n i, leaving ρ n 's as they were. If 3r 2 M 3i−1 < β 3i−1 , then we skip any substitutions and go directly to the next step.
Step 3. Take a 3i−1 = 0 and any b 3i−1 ∈ (0, M 3i−1 ). Let φ 3i−1 : [a 3i−1 , b 3i−1 ] → (0, ∞) be any continuous function such that φ 3i−1 (0) = 1, and φ 3i−1 (b 3i−1 ) = r, and (x) of Example 5.8 holds.
By elementary calculations we verify that {α i } i∈N , {ρ i } i∈N , {M i } i∈N , {a 3i−1 } i∈N , {b 3i−1 } i∈N and {φ 3i−1 } i∈N satisfy conditions (i)-(x) of Examples 5.4 and 5.8.
It is possible that for some i ∈ N, condition η 3i−1 1 does not hold (this is possible if sup x∈[a3i−1,b3i−1] φ 3i−1 > 1). If this is the case, then another slight modification is needed. This may be done in various way. Below we propose a one based on the construction above.
Step 4 
