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Abstract
Guided policy search algorithms have been proven to work with incredible accuracy
for not only controlling a complicated dynamical system, but also learning optimal
policies from various unseen instances. One assumes true nature of the states in almost
all of the well known policy search and learning algorithms. This paper deals with a
trajectory optimization procedure for an unknown dynamical system subject to mea-
surement noise using expectation maximization and extends it to learning (optimal)
policies which have less noise because of lower variance in the optimal trajectories.
Theoretical and empirical evidence of learnt optimal policies of the new approach is
depicted in comparison to some well known baselines which are evaluated on an au-
tonomous system with widely used performance metrics.
Keywords: Stochastic systems, expectation maximization, guided policy search,
reinforcement learning, maximum likelihood, trajectory optimization.
1. Introduction
Probabilistic inference in reinforcement learning has received increased interest
among not only systems and control but also artificial intelligence communities. Re-
searchers are specifically interested in handling control related tasks on real scenarios
as well as generalizing their learnt policies to new behaviors through experience. Re-
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cently, reinforcement learning has been proven to work with incredible accuracy and
success to provide a solution to these problems.
Reinforcement learning is widely used for solving a Markov decision process (MDP)
or partially observable Markov decision process (POMDP) by optimizing a reward
function while learning the intelligent decisions. Policy search has been carried out
in reinforcement learning setting for robotic applications such as manipulation tasks
[1, 2, 3] and game playing [4]. In particular, model-based policy search problems have
been addressed using trajectory optimization [5, 6], analytical policy gradients [7, 8],
and information-theoretic approaches [9, 10], while model-free policy search has also
been studied in, e.g., controlling a robot [11]. Deep model-free reinforcement learning
approaches have been making considerable progress in solving very high dimensional
control problems [12, 13] but their very high sample complexity is a hindrance for
many practical applications. Therefore, guided policy search (GPS) [14] was proposed
to address the challenge of sample complexity with high dimensionality by dividing it
into two problems: i) a local model-based trajectory optimization step to produce guid-
ing (expert) policies; and ii) a supervised learning process that utilizes local optimal
policies as a guide to train a high-dimensional policy neural network. As a result it can
successfully generalize polices for unseen scenarios with relatively less samples.
In the bulky literature hovering around the GPS framework established by [14],
there have been numerous variants such as path-integral GPS [3], path-integral linear
quadratic regulator based GPS [15], mirror-descent GPS [16], Bregman alternating di-
rection method of multipliers (BADMM) based GPS [6], model predictive GPS [5],
and so on. All of these variants focus directly on choosing intelligent decisions, as well
as handling the generalization across task instances relatively well. However, they do
not deal with uncertainties of latent states especially in the trajectory-centric optimiza-
tion phase, and as a result the learning and generalization performance is affected. For
example, although sensor observations are utilized to make intelligent decision during
testing, they rely on the full states to carry out the guiding step which is a restrictive
limitation [5].
The aforementioned observation has motivated policy search in a partially observ-
able framework. The early work by [17] addressed the optimal control problem for
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solving POMDPs with a linear Gaussian transition model and a mixture of Gaussian re-
ward model. Nevertheless, the approach requires an action space to be discretized. This
limitation was handled by the approach in [18]. Substantial amount of work has been
done in the field of policy search using expectation maximization (EM). For instance,
the work in [19] concentrates on inference for decision making by utilizing likelihoods
and rewards for solving the inference problems. The EM technique has also been used
for approximate inference in model-free learning [18, 20], where the cumulative sum
of the expected rewards are maximized by a reward proportional predictive distribu-
tion. In addition to that, [21] utilized the concept of likelihood for solving an optimal
control objective in a binary reward setting and [11] proposed a model free approach,
i.e., Monte-Carlo EM to learn complex tasks for a real robot. More specifically, the
latter exploits importance sampling to weight the reward factors produced from sam-
pling the trajectories and then maximizes the likelihood of observing higher rewards.
The recent work in [22] has successfully provided an optimal control framework for
handling partially observable nature of states. Nevertheless, most/all of these strategies
lack in addressing the issue of generalization and learning in a model-based partially
observed scenario, which leads to the motivation of this paper.
In this paper, we provide a novel variant of the GPS algorithm which utilizes a max-
imum likelihood (ML) based optimal control to carry out learning in the presence of
uncertainties (specifically arising from latency in states). We leverage a robust numer-
ical implementation of EM which has been extensively used in system identification
and extend it towards learning and generalization from unseen initial conditions. A
theoretical analysis of covariance matrix has been developed, that intuitively quantifies
less noise in the learnt policies. The performance of the proposed approach is also in-
vestigated based on the sample efficiency and success of generalization from multiple
testing instances. Furthermore, the paper leverages strong empirical results to justify
the claim that the EM-based GPS approach outperforms some of the well known vari-
ants of existing GPS algorithms on a set of synthetic data.
The paper is organized in the following manner. Section 2 lays out some fundamen-
tals including some preliminaries, controller parameter space, and some assumptions.
Section 3 sheds light on the problem formulation. Then, Section 4 explains thoroughly
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the EM-GPS approach, i.e., obtaining local dynamics model, trajectory optimization
and policy learning. This section also provides a theoretical result in terms of singular
values which quantifies the noise in the learnt policies. Section 5 evaluates the experi-
mental results based on some well defined metrics and compares them with three GPS
benchmarks evaluated on a Box2D framework. Section 6 concludes the paper with
some future extensions.
2. Background
2.1. Preliminaries
The paper considers a reinforcement learning framework in which an agent in-
teracts with a complicated environment by making intelligent decisions based on a
predefined objective function. The interaction leads to nonlinear stochastic dynamics
which do not have a valid model from the first principle. The complicated dynamical
system is referred to be called in this paper as a global model (O) composed of mul-
tiple local models ol , l = {1,2, · · ·}, each of which follows a structure as shown in
Fig 1. We are interested in devising methodologies for finite-horizon optimal control
and learning (for all possible initial states) in the presence of noise. A real system
in the presence of uncertainties such as parameter variation, external disturbance, and
sensor noise creates latency in the underlying states of the system which propagates
into the control action through the unknown dynamical equations. So each of the local
models (of the unknown dynamical equation) can be modeled as a POMDP. It has a
latent state xk ∈ Rnx and a control action uk ∈ Rnu , for each time instant k = 1,2, · · · ,
and the local state transitional dynamics is represented with a conditional probability
density function (p.d.f.), i.e.,
p(xk+1|xk,uk). (1)
Specifically, for k= 1, x1 ∈Rnx follows some initial state distribution which is assumed
to be known. We specifically consider a finite-horizon POMDP throughout this paper
for k = 1,2, · · · ,K, called as an episode, with the end of episode denoted by time K
being the end of episode.
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The entity Yk(xk,uk) ∈ R+ denotes the instantaneous real valued running cost for
executing action uk at a state xk. Precisely, it can be defined in a quadratic manner as,
Yk(xk,uk) = (xk−x∗)>Qx(xk−x∗)+(uk−u∗)>Qu(uk−u∗), (2)
where x∗ and u∗ are the target state and control action, respectively, and Qx > 0 and
Qu > 0 are some specified matrices. We assume the cost function is known but the
transition function is unknown. As xk and uk are random variables, Yk(xk,uk) (with Yk
a continuous and deterministic function) is also a random variable, shorted as Yk. We
develop another variable, i.e., yk ∈ R+ (known as observed cost) which is described
by a p.d.f. p(yk(xk,uk)) or shorted as p(yk). We know that both xk and uk follow a
Gaussian distribution, therefore Yk follows a linear combination of independent non-
central chi-squared variables with some degrees of freedom. We simply assume that
the p.d.f. of Yk follows an exponential distribution with parameter λ , i.e.,
p(Yk) = λe−λYk where λ > 1. (3)
Some relevant discussion can be found in [22, 19, 21, 23]. We also give a specific
definition of yk as follows,
yk = e−Yk , (4)
which utilizes an exponential transformation and is widely used in the literature for
inference in optimal control scenarios; see, e.g., [23, 24, 22].
Overall, the POMDP consists of a transition dynamics p(xk+1|xk,uk) and the ob-
servation p.d.f. p(yk|xk,uk), i.e.,
p
(xk+1
yk
 |xk,uk), (5)
which is referred to as the dynamics model further throughout the paper.
2.2. Controller Parameter Space
This subsection presents the definition of parameter space of a controller that is
utilized in the paper. The control action is sampled from a linear Gaussian p.d.f. shown
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Figure 1: A global model divided into multiple local models and each of the local models follows an episodic
MDP of K steps. The red denotes the latent process and the blue denotes the observed process.
below,
piθk(uk|xk) =N (Fkxk+ ek,Σk), (6)
for some matrices Fk,Σk and a vector ek, representing state feedback control. The
matrix Σk is symmetric positive definite, and Σ
1
2
k is the square root of Σk satisfying
Σk = (Σ
1
2
k )
>Σ
1
2
k . Let fk = vec(Fk) and σ k = vec(Σ
1
2
k ). Then, the vector
θk = col(fk,ek,σ k),
is called the controller parameter. Over the episode under consideration, the controller
parameters are lumped as follows,
θ = col(θ1,θ2, · · · ,θK) ∈Θ, (7)
where Θ is some non-empty convex set of parameters which is a closed and bounded
subset of (nunxK+nuK+nunuK)-dimensional Euclidean space. The nonlinear feature
of the controller is represented by the variation of θk with k, which aims to account for
the nonlinear complexity of the dynamical model. It is also assumed that the running
cost Y (xk,uk) is bounded from above.
3. Problem Statement
The primary objective of this paper is to seek an optimal policy that achieves a
stochastic optimal control objective for a system which is primarily subject to state
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uncertainties while learning the good policies which will serve as a guide for general-
ization from unseen initial conditions. Therefore we divide the objective briefly into
two parts, i.e., Problems I and II.
3.1. Problem I
We first aim to solve for optimal control problem given as
uˆ∗1:K = argminu1:K
V˜ (x1,u1:K) = argminu1:K
E [
K
∑
k=1
Yk(xk,uk)] (8)
where V˜ (x1,u1:K) is the total sum of expected instantaneous costs Yk(xk,uk) under
samples of all possible instantiations of next states arising as a result of noise in the
system. Without loss of generality the objective function in terms of control action
can be reduced to an optimization problem which solves for parameter θ of the p.d.f.
which governs the evolution of the control action sequence u1:K := col(u1, · · · ,uK).
Therefore equivalently the stochastic optimal control objective function in terms of the
parameter θ can be denoted as,
θˆ ∗ = argmin
θ∈Θ
V˜ (x1,piθ ) = argmin
θ∈Θ
E [
K
∑
k=1
Yk(xk,piθk)]. (9)
The term V˜ (x1,piθ ) is the cumulative sum of the expected future returns and piθk(uk|xk)
is a non-stationary stochastic policy parameterized by θ conditioned on state xk as (6).
Solving (9) is a global way of dealing with the stochastic optimal control problem and
the globally optimal control law will be independent of starting initial state. However, it
is very hard to solve this kind of problems precisely. This is because in a reinforcement
learning setting, solving POMDPs is theoretically proven to be NP-complete problem
[25]. Therefore several approximations of value function have been developed in liter-
ature to tackle the complexity of the problem. For the rest of the paper, we are going
to leverage one such analytical approximation that has been developed in [22].
In this approach, one deals with an objective function of the form (9) but evaluated
under a p.d.f which is obtained as a result of the EM algorithm (originally proposed by
[26]). The joint states vector, treated as latent variables, and the cost vector, treated as
observations, are shown as XK+1 , {x1,x2, · · · ,xK+1} and YK , {y1,y2, · · · ,yK}, re-
spectively. Then, the log-likelihood of joint of cost observations and the log-likelihood
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Figure 2: Block diagram representing the entire procedure of EM-GPS.
of joint associated with cost and state pairs are represented as Lθ (YK), log pθ (YK)
and Lθ (XK+1,YK), log pθ (XK+1,YK), respectively. We assume Lθ (YT ) is bounded
from above for θ ∈ Θ and the function Lθ (·) is continuous in Θ and differentiable in
the interior of Θ.
With these assumptions in mind, the stochastic optimal control version of the EM
objective is studied in details in [22] where a joint mixture likelihood is optimized , i.e.,
θˆ i+1 = argmax
θ∈Θ
L (θ , θˆ i), (10)
for
L (θ , θˆ i), Eθˆ i(log pθ (XK+1,YK)|YK),
where the parameter estimate θˆ i is some considerable parameter which one has knowl-
edge of and is recursively updated by increasing the likelihood. Throughout the paper,
we use the simplified notation
Eφ (∗|YK), Epφ (XK+1|YK)(∗).
We refer to the problem of finding the optimal parameter θˆ ∗ for (9) from the recursive
approach (10) and in turn the optimal policy as Problem I. The result of Problem I holds
only for a limited set of initial conditions. Thus, to generalize the obtained optimal
policy from Problem I, we switch the attention towards Problem II.
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3.2. Problem II
Problem II deals with the issue of generalization, where the optimal parameters
from the solution of Problem I are exploited and used to excite the real dynamical
system to produce state marginals. We take a similar approach as taken by [16], [14]
and [6] to utilize the samples of optimal (in the sense of optimization of Problem I)
state marginals that act as guiding samples for the learning process.
More specifically, we consider C > 1 initial condition distribution N (sc,Pc), c =
1, · · · ,C. For each initial condition, the solution to Problem I gives θˆ i,ck , recursively for
i = 1, · · · , I. For each θˆ i,ck , the experiment repeats S times with different initial states
sampled from xi,c,s1 ∼N (sc,Pc), for s= 1, · · · ,S. For each state xi,c,s1 , the policy is
ui,c,sk ∼ piθˆ i,ck (uk|x
i,c,s
k ) =N (Fˆ
i,c
k x
i,c,s
k + eˆ
i,c
k ,Σˆ
i,c
k ). (11)
Denote µ i,c,sk = Fˆ
i,c
k x
i,c,s
k + eˆ
i,c
k . For each iteration with θˆ
i, it gives CS training samples
for the neural network as follows,
{xi,c,sk , µ i,c,sk }. (12)
Then we utilize these samples in the next iteration to update the model, carry out the
EM trajectory optimization and again generate samples from the state marginals which
add more training data points to the previously trained neural network.
Let ζ L be the parameter vector of a Gaussian policy
ΠζL(uk|xk),N (µ L(xk),ΣLk ), (13)
where ζ L represents the parameters of the neural network generating µ L(xk). Then, the
parameter ΣLk will be explicitly calculated and the parameter ζ of the neural network
is to be trained. Specifically, the supervised learning objective function in the training
process can be expressed as, for every i,
ζ L,i = argmin
ζ
K
∑
k=1
C
∑
c=1
S
∑
s=1
DKL
(
Πζ (uk|xi,c,sk )||piθˆ i,ck (uk|x
i,c,s
k )
)
, (14)
whereDKL(·) represents KL-divergence from the p.d.f. Πζ (uk|xk) to the p.d.f. piθ (uk|xk).
The term piθˆ i,ck
(uk|xi,c,sk ) represents the local control policy whose samples supervise/guide
the global policy Πζ (uk|xi,c,sk ) which can be considered to be a neural network .
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Basically, there are two phases for the solution to (14). One is to find the mean
through an NN using standard supervised learning. The other is to find the covariance
estimate by utilizing identities of multivariate Gaussian and then setting the gradient of
(14) to 0.
Problems I and II together form the Expectation Maximization variant of the GPS
approach, shorted as EM-GPS, which addresses the optimal policy search and learning
when there is substantial impact of measurement noise. This methodology can be
graphically represented by the block diagram in Fig. 2. The explicit EM-GPS process
will be elaborated in the next section.
4. The EM-GPS Approach
The EM-GPS approach consists of two major steps with each corresponding to the
aforementioned two problems. Before we introduce the two steps, we need to explore
a specific Gaussian p.d.f. for the POMDP model (5) using well established principles
of system identification.
4.1. Dynamics Fitting and Cost Observation
The paper deals with a locally time-varying linear model (5) of the form,
p
(xk+1
yk
 |xk,uk)=N (APk
xk
uk
,ΣPk). (15)
with the parameters constructed in a data-driven manner by fitting obtained datasets to
the above equation. A variational-Bayesian (see e.g., [27]-Sec 10.2) approach, moti-
vated by [28, 14], is used here to determine the prior for successful dynamics fitting.
One can run one iteration of experiment and collect tuples of measured {xk, uk, xk+1, yk}
for one episode k = 1, · · · ,K. Practically, one can repeat the experiments for M times
from the same initial conditions with a random seed value to gather sufficiently many
samples, each of which is denoted by
Dmk = {xk, uk, xk+1, yk}m-th experiment,
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for m = 1, · · · ,M. Let Dk = {D1k , · · · ,DMk } and D = {D1, · · · ,DK}. Then, one can fit
a Gaussian mixture model (GMM) to the data set Dk. In particular, the VB inference
method is used to determine the parameters of the GMM, i.e., the means, covariances
and weights of the Gaussians.
The GMM which is produced as a result of VB inference acts as a considerable
global prior and it helps in bringing in information to construct a solitary normal-
inverse Wishart (NIW) distribution. This NIW acts as a conjugate prior for a Gaussian
distribution
p(xk,uk,xk+1,yk) =N (ω k,Λk). (16)
Next, it will be elaborated that the NIW prior plays an essential role in attaining the
parameters, i.e., the mean ω k and the covarianceΛk.
The procedure of fitting GMM to D involves constructing NIW distributions to act
as prior for means and covariances of Gaussian distributions involved in mixture model.
In addition to it, Dirichlet distributions are defined to be the prior on the weights of
the Gaussian distributions which would explain the mixing proportions of Gaussians.
Then, iterative VB strategy is adopted to increase the likelihood of joint variational
distribution (see e.g., [27]-Section 10.2) for attaining the parameters of GMM. The
attained parameters of GMM are utilized to further obtain the parameters of the soli-
tary NIW prior which acts as a representative of the global GMM prior. The purpose
of NIW prior is to garner the information contained in the global GMM prior. The
mean of the solitary NIW prior is ω 0k = ∑
F
f=1(w
f
kω
f
k ) where w
f
k and ω
f
k are the weight
and mean of the f -th Gaussian in the GMM and F is the total number of initialized
Gaussian clusters. The precision matrix Λ0k of the solo NIW prior is evaluated by
calculating the deviation of each cluster from ω 0k . There are two more essential pa-
rameters of the solo NIW conjugate prior namely n0 and k0, which are set for the
total M samples. Define the empirical mean, ω empk ∈ Rnu+2nx+1 and the covariance
Λempk ∈ R(nu+2nx+1)×(nu+2nx+1) as follows, for the data set Dk,
ω empk =
1
M
M
∑
m=1
Dmk Λ
emp
k =
1
M
M
∑
m=1
(Dmk −µ empk )(Dmk −µ empk )>. (17)
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Next, one can carry out Bayesian update that results in a-posteriori estimates of the
mean and precision matrix for the solo Gaussian in (16), that is,
ω k =
k0µ 0k+Mµ
emp
k
k0+M
, Λk =
(Λ0k)
−1+M ·Λempk +κk
M+n0
(18)
where κk = [k0M/(k0+M)](µ
emp
k −µ 0k)(µ empk −µ 0k)>.
The Gaussian distribution (16) can be conditioned on states and action, i.e., (xk,uk),
using standard identities of multivariate Gaussians, which delivers the following pa-
rameters of (15) i.e.,
APk =
Adk Bdk
Ayk B
y
k
 ,ΣPk =
 Σdk Σydk
Σydk
>
Σyk
.
The dimensions of matrices are Adk ∈ Rnx×nx , Bdk ∈ Rnx×nu , Σdk ∈ Rnx×nx , Ayk ∈ R1×nx ,
Byk ∈ R1×nu , Σyk ∈ R, APk ∈ R(nx+1)×(nu+nx) and ΣPk ∈ R(nx+1)×(nx+1). In the dynamical
model (15), the term Σydk denotes the correlation between xk+1 and yk. Without loss
of generality, one can assume that Σydk = 0. Note that one can also consider Σ
yd
k 6= 0
and utilize methods of de-correlation to carry out the entire procedure in a similar
way. It is assumed that the covariance matrices are symmetric positive definite, that is,
Σdk > 0, Σ
y
k > 0, and Σ
P
k > 0. It is also assumed that the pair (A
d
k , B
d
k ) is controllable
and Bdk
>Bdk > 0.
Now, it is ready to propose the EM-based trajectory optimization policy and the
policy learning strategy in the next two subsections, respectively.
4.2. EM Optimization Policy - Problem I
This subsection aims to elaborate the method of finding the optimal parameter θˆ ∗
for (9) from the recursive approach (10) with an initial known parameter estimates θˆ 0.
The effectiveness of the approach has been extensively studied in [22] based on the
relationship between the stochastic optimal control objective function in (9) and the
maximum likelihood objective function in (10).
More specifically, with the expectation carried out under samples of p.d.f. from a
known parameter estimates θˆ i, the iteratively updated θˆ i+1 that increases the joint mix-
ture likelihood function L (θ , θˆ i) also decreases the (approximated) cost-to-go from
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some initial state x1, that is,
L (θˆ i+1, θˆ i)≥L (θˆ i, θˆ i) =⇒ V (x1,piθˆ i+1)≤V (x1,piθˆ i),
whereV (x1,piθ ),Eθˆ i [∑Kk=1Yk(xk,piθk)] is an approximated surrogate function for V˜ (x1,piθ )
[22]. Attention is then turned towards evaluation of the mixture likelihood L (θ , θˆ i).
In fact, utilizing the Gaussian assumption associated with (6), the likelihood function
L (θ , θˆ i) for the dynamical model (15) and the controller (6) can be evaluated by a
time-varying linear Kalman filter and R.T.S. smoother components.
As a result, the proposed optimization paradigm aims to seek a better policy pa-
rameter θ = θˆ i+1 for the next iteration than θ = θˆ i in the sense of maximizing (or
increasing)L (θ , θˆ i), that is,
θˆ i+1 = argmax
θ
L (θ , θˆ i). (19)
which, however, is typically difficult to compute. Two practically effective methods
were introduced in [22].
We define a so-called information matrix
I (θˆ i, θˆ i+1) = I−
[
(−∇2θL (θ , θˆ i)
∣∣
θ=θˆ i+1)
−1(−∇2θLθ (YK)
∣∣
θ=θˆ i).
]
(20)
which can be utilized for analyzing the convergence of estimates of the EM algo-
rithm. Some particular interest is about the convergence for the covariance matri-
ces. In the context of time-varying optimal control, the information matrix contains
θˆ i = col(θˆ i1, · · · , θˆ iK) where θˆ ik = col(fˆik, eˆik,σˆ ik) and denoting σˆ i = col(σˆ i1, · · · ,σˆ iK).
The principal minor of the I (θˆ i, θˆ i+1) concerned with the covariance components σˆ i
has the following inequality,
0≤IΣ(θˆ i, θˆ i+1)≤ I.
Then, the convergence of the recursive EM algorithm is assured with the following
update law for the covariance matrices
Σˆik = (Σˆ
1
2 i
k )
>Σˆ
1
2 i
k , σˆ
i
k = vec(Σˆ
1
2 i
k )
σˆ i+1 =IΣ(θˆ i, θˆ i+1)σˆ i. (21)
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4.3. GPS Based on Supervised Learning - Problem II
In the proposed variant of GPS, we train the final nonlinear policy in a similar
architecture as described in [6, 5], but utilize the guiding samples of EM based optimal
policies generated as a result of (10). As the approach employs a similar supervised
learning procedure, it inherits all the advantages of the GPS described in the existing
references such as [14, 16, 3, 5]. It also inherits the advantage of maximum likelihood
strategies investigated in [22, 29] for handling the latency in the states.
The policy optimization objective (14) corresponds to minimizing the KL diver-
gence between global conditional policies Πζ (uk|xk) and the guiding optimized poli-
cies piθˆ ik(uk|xk). Because of the multivariate Gaussian formulation of the policies, the
optimization can be expressed in a closed form as follows, for ζ = ζ L,i at each iteration,
DKL
(
ΠζL,i(uk|xi,c,sk )||piθˆ i,ck (uk|x
i,c,s
k )
)
=
1
2
log |ΣLk |−
1
2
Tr[(Σˆi,ck )
−1ΣLk ]
+
1
2
(µ L,i(xi,c,sk )−µ i,c,sk ))>(Σˆ
i,c
k )
−1(µ L,i(xi,c,sk )−µ i,c,sk )). (22)
Trained at each iteration based on the optimization objective (14), the neural network
is represented by the function µ L,i(·). As the final term of (22) containing µ L,i(·) is a
weighted quadratic cost on the policy mean, it can be learnt using standard supervised
learning. The aforementioned supervised learning approach inherits the foundation
laid out in [16, 3], etc. A major advantage of this approach can be attributed to the
samples that come from a high-dimensional global policy while the (local) optimization
is carried out in a low-dimensional action space.
It is noted thatΣLk used in (22) is fixed, independent of the recursion i. Its expression
is given below in a closed form by taking the derivative w.r.t. ΣLk and setting it to 0 (see,
e.g., [16]), i.e.,
ΣLk =
(
1
C
C
∑
c=1
(ΣˆI,ck )
−1
)−1
. (23)
Therefore the covariances of the global policy is updated by averaging the covariances
of the local policies over the rollouts and initial conditions. In practice, a simple diag-
14
onalization transformation works empirically well according to
ΣLk =
(
1
C
C
∑
c=1
(diag(σ(ΣˆI,ck )))
−1
)−1
. (24)
The next theorem provides a unique relationship between the adapted covariance ma-
trix ΣLk obtained from (24) and the covariance estimate Σˆ
i
k. The result explicitly pro-
vides an evidence that the produced samples contain less noise, which means more
action certainty in the excited dynamic system.
Theorem 4.1. Consider ΣLk satisfying (24) where every Σˆ
i,c
k , i= 1, · · · , I, is achieved by
(21) with an initial Σˆ0,ck . Then,
K
∑
k=1
Tr(ΣLk )
−1 ≥ n
2
uK
2
C
C
∑
c=1
(
K
∑
k=1
TrΣˆ0,ck
)−1
Proof. Let σ i,ck,q, q = 1, · · · ,nu, be the eigenvalues of Σˆ
i,c
k , for i = 0 and i = I. From
(24), one has
K
∑
k=1
Tr(ΣLk )
−1 =
1
C
K
∑
k=1
C
∑
c=1
Trdiag(σ(ΣˆI,ck )))
−1 =
1
C
C
∑
c=1
K
∑
k=1
nu
∑
q=1
1
σ I,ck,q
.
By the arithmetic-harmonic mean inequality, i.e., for ai > 0,
N
∑
i=1
1
ai
≥ N
2
∑Ni=1 ai
,
one has the following result
K
∑
k=1
Tr(ΣLk )
−1 ≥ 1
C
C
∑
c=1
n2uK
2
∑Kk=1∑
nu
q=1σ
I,c
k,q
.
Then, by Theorem VI.4 of [22], one has
K
∑
k=1
nu
∑
q=1
σ I,ck,q ≤
K
∑
k=1
nu
∑
q=1
σ0,ck,q
and hence
K
∑
k=1
Tr(ΣLk )
−1 ≥ 1
C
C
∑
c=1
n2uK
2
∑Kk=1∑
nu
q=1σ
0,c
k,q
=
n2uK
2
C
C
∑
c=1
1
∑Kk=1 TrΣˆ
0,c
k
.
The proof is completed.
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5. Simulation Results and Analysis
This section describes the empirical results on synthetic simulation data. The al-
gorithm based on EM based trajectory optimization and training of a high dimensional
policy network for a global initial state space has been extensively discussed. Its per-
formance is evaluated on some common metrics with respect to three existing variants
of GPS in the references [3], [15], and [16]. The results are reported in this section.
5.1. Evaluation Platform and Baselines Methods
We conduct the experiments on a benchmark GPS Box2D framework which de-
scribes a two-dimensional autonomous system of second order point-mass dynamics
where the ultimate goal is to be driven from any random initial condition to a tar-
get [5,20] in the Cartesian coordinate where the object is subject to gravity and linear
damping. The training is done based on samples from two initial conditions i.e., [0,5]
and [2,5.5] and we want the algorithm to learn and generalize to other test initial con-
ditions (possibly in the neighborhood of the trained initial conditions). The state space
of the system consists of the position and velocities, i.e., x= [x,y, x˙, y˙]> ∈ R4, and the
control action u= [u1,u2]> ∈R2 denoting the acceleration profile. We deliberately add
noise to the states at the start of the experiment, so as to finally verify the efficiency
of the learning process in terms of both noise resilience and target reachability. The
added noise is quantified as xk = xtrk +ε
x
k where x
tr
k is the true state, ε
x
k ∼N (0,Nxk)
and Nxk = ϖInx . We used a noise factor of ϖ = 0.3 throughout the simulations and
also used parameters of Qx = I4 and Qu = 5×10−5I2 in (2). The other parameters are
K = 30, S= 10, C = 2, and I = 9.
We apply the proposed EM-GPS approach and run simulations from numerous ran-
dom initial conditions. Three baselines from the existing GPS variants are used in this
section, i.e., GPS:PI (with PI2 trajectory optimization [3]), GPS:iLQG (with an iLQR-
based trajectory optimizer to enhance the PI2 [15]), and GPS:MD (with the search as
approximate mirror descent [16]). Using them as the initial parameter estimates θˆ 0,
the EM algorithm is applied, which results in three enhanced versions of GPS, i.e.,
EM-GPS:PI, EM-GPS:iLQG, and EM-GPS:MD.
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For each baseline, we first run the GPS algorithm until convergence is achieved
and store the optimal parameters of θˆ 0 and simultaneously learn the neural network
model parameter ζ L,0. The neural network policy is implemented on a deep learning
Caffe based framework [30]. Then, we carry out an offline computation of the EM
optimization routine to generate the optimal policy parameters θˆ i and hence train the
neural network model parameter ζ L,i, for i = 1, · · · , I. Finally, the neural network is
tested for 10 new initial state distributions and 10 samples from each distribution (100
experiments) to evaluate the performance.
5.2. Neural Network and Computation
The neural network employed for the policies consists of two fully connected hid-
den layers, each with 42 dimension rectified linear (RELU) units [31]. The neural net-
work training is carried out for each iteration of the EM-GPS approach, with ADAM
[32] as the optimizer with the learning parameters as mentioned in [5]. Inside each iter-
ation of GPS, training is done for 4000 epochs and inside each epoch with a minibatch
size of 25 and total batches per epoch of 50.
The offline EM optimization was conducted using multiple 2.6 GHz Intel Xeon
Broadwell (E5-2697A v4) processors on the high performance computing (HPC) grid
located at the University of Newcastle. The other steps of the simulation were per-
formed on Dell Alienware 15 R2 using a 64-bit on Ubuntu 16.04 OS, 8 Intel Core
i7-6700HQ CPU @ 2.60GHz. We leveraged the parallel processing power of the same
in order to fasten the optimization. We used Python 2.7 version for testing our offline
optimization and online learning. During the offline maximization Scipy 0.10.0 was
utilized.
5.3. Evaluation of EM-GPS
Cost-to-go: The cost-to-go of the real costs ∑Kk=1Yk(xk,uk) of the learned policies
for the aforementioned 100 testing experiments is evaluated for the three baselines and
the three EM enhanced policies. The results are visualized in terms of a box-plot which
clearly depicts lower magnitudes of cost-to-go of the EM-based policies compared to
the baselines; see Fig 3.
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Figure 3: Profile of cost-to-go of the learned policies for the three baselines and the corresponding EM
enhanced policies.
State trajectories: The true position trajectory [x,y] of the Box2D object is plotted
in Fig 4 for the 100 testing experiments with the GPS:PI baseline and the EM-GPS:PI
policy, respectively. In particular, 10 randomly chosen initial distributions around the
neighborhood of [0,5] and [2,5.5] were selected and 10 rollouts were taken from each
distribution. The mean±std-dev of the position trajectory is depicted in these fig-
ures. It is observed that most of the generalization by the path-integral (PI2) trajec-
tory optimizer was unsuccessful in reaching the final goal target. On the contrary, the
mean±std-dev of the samples obtained from the EM approach exhibited better perfor-
mance in reaching the target coordinate. Not only the generalization from different task
instances of the EM policy was better in terms of the trajectories, but also it is evident
that the accumulation of the uncertainties in the baseline trajectories was more noisy
as compared to that of EM. It verifies the learning efficiency of the EM-GPS approach
in handling noise. Additionally, the velocity trajectories [x˙, y˙] are plotted in Fig 5 and
they are expected to approach 0 corresponding to staying still when the object reaches
the target. Similar observation supports the success of the EM-GPS approach.
Success of generalization: We define an ellipse centered the final target position
[x∗,y∗] = [5,20] for state trajectories with the elliptical x-radius of 0.8 and y-radius of
2.0. Also we define another ellipse for the acceleration profile, i.e., [u1,u2], centered
[0,0] with x-radius of 0.4 and y-radius of 1.5. We call an experiment is successful if
the final position [xtrK ,y
tr
K ] is within the first ellipse and the control actions uK−1 within
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Figure 4: Trajectories of states x and y for 10 testing initial state distributions and 10 rollouts from each
distribution with GPS:PI (top) and EM-GPS:PI (bottom).
the second one. Then, one can evaluate the number of successful experiments to ver-
ify the effectiveness of the generalization by GPS learning. Fig 6 shows the success
statistics for all the three baselines and the corresponding EM-GPS approaches using
different learning samples. It can be clearly concluded that the quality of learning is
comparatively better for EM-GPS as compared to most (almost all) of the trajectories
from learning using the baseline policies. Also, it is clearly evident that the EM-based
learning approaches are more sample efficient as compared to the baselines.
Control actions: The control actions of the Box2D object represents a proportion-
ality to the force (i.e., acceleration profile) applied on the mass in both x and y direction.
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Figure 5: Trajectories of states x˙ and y˙ for 10 testing initial state distributions and 10 rollouts from each
distribution with GPS:PI (top) and EM-GPS:PI (bottom).
Fig 7 shows the kernel density plots of control actions on 5 different initial state dis-
tributions with 5 rollouts for each distribution for each specific time step (we use less
experiments here to keep the plot neat). Each cluster represents each time step and
there are a total of 30 clusters for each initial condition. It clearly indicates that the op-
timal control actions as a result of the learning from EM-GPS:PI contain substantially
lesser noise as compared to the learned policies of GPS:PI.
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Figure 6: Statistics of successful cases of the three baselines and their corresponding EM enhanced policies
on 10 testing initial state distributions and 10 samples from each distribution (100 experiments).
6. Conclusion
In this paper, we have proposed an EM-GPS approach which relies on considerable
local policy parameter estimates of existing state-of-art trajectory optimization algo-
rithms. It is a new variant of global policy learning approach which works effectively
in a POMDP setting. We have provided theoretical analysis which states that optimal
samples generated from neural network contain less noise as compared to the baselines.
Also, we have obtained extensive empirical results on numerous performance metrics
such as 1) approximated cost-to-go as the objective function; 2) respective error bars
of state and action trajectories of learnt policies; 3) success of generalization from dif-
ferent random initial conditions. We have also shown that a trajectory produced as a
result of those parameters exhibits an efficient behavior in terms of reachability near
the target. The future work would specifically investigate two aspects of the proposed
EM-GPS approach. On one hand, it is interesting to extend the approach of global pol-
icy learning to nonlinear dynamical models where we may use a particle filter for a new
GPS variant. On other hand, we will further study stable dynamical models by consid-
ering state and input constraints and seek approximation of the likelihood function that
may act as a cost function.
21
Figure 7: Kernel density of the control actions for 5 testing initial state distributions and 5 rollouts from each
distribution represented by 5 different colormaps, with GPS:PI (top) and EM-GPS:PI (bottom).
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