Set Cover is a classic NP-hard problem; as shown by Slavík (1997) the greedy algorithm gives an approximation ratio of ln n − ln ln n + Θ(1). A series of works by Lund & Yannakakis (1994) , Feige (1998 ), Moshkovitz (2015 have shown that, under the assumption P = N P , it is impossible to obtain a polynomial-time approximation ratio with approximation ratio (1 − α) ln n, for any constant α > 0.
Introduction
Set Cover is a classic NP-hard problem. In its simplest form, it can be stated as follows: given a collection S = {S 1 , . . . , S m } of subsets of [n], find a subset T ⊆ S such that S∈T S = [n], and such that |T | is minimized. There are many variants and generalizations of this basic framework.
It has long been known that the greedy algorithm (repeatedly add to T the element of S which covers the largest number of uncovered elements of the ground set) gives a ln n approximation to this problem [3] . Slavík [6] later showed that in fact the greedy algorithm achieves an approximation ratio of ln n − ln ln n + Θ(1). An alternative algorithm based on LP relaxation and randomized rounding yields a similar approximation ratio [7] .
On the other hand, a series of works [4, 1] have shown lower bounds on the approximation ratio available for polynomial-time algorithms for Set Cover; most recently, Moshkovitz [5] has shown that, under the assumption P = N P , it is impossible to obtain an approximation ratio of (1−α) ln n for any fixed constant α > 0.
There still remains a large gap between the lower bound of (1 − Ω(1)) ln n and the upper bound of ln n − ln ln n + Θ(1). In this short note, we show that under stronger complexity-theoretic assumptions, we can mostly close this gap. Namely, there is some universal constant C such that no polynomial-time algorithm can achieve an approximation ratio of ln n − C ln ln n.
Hardness of Set Cover from Exponential Time Hypothesis
The result of [5] was based on the hypothesis that P = N P , i.e. that algorithms deciding satisfiability have a time-complexity at least n ω (1) . In fact, it is believed that such SAT algorithms must be much slower -essentially they must perform a brute-force enumeration over their n variables. The Exponential Time Hypothesis, first introduced in [2] , formalizes this conjecture. There are several formulations of the ETH; we state one version here: Conjecture 2.1 (Exponential Time Hypothesis). Let k > 2 be an integer and let A be an algorithm which solves k-SAT instances on n variables in time at most f (n). Then there is some parameter γ > 0 (which may depend on k, A) such that f (n) > 2 γn for infinitely many n.
We will show a lower bound on the approximation ratio for Set Cover, assuming Conjecture 2.1. We begin by quoting a result of [5] .
Theorem 2.2 ([5]).
We note that the size of any set cover instance is at least equal to the size of its ground set n. Thus, if we have any algorithm which guarantees an approximation ratio β(n) for problem instances with ground set n, it also guarantees an approximation ratio β(t) for problem instances of size t.
We now obtain our main result: Theorem 2.3. Let A be an polynomial-time approximation algorithm for Set Cover, which guarantees an approximation ratio β(n) on problem instances with ground set n. Then there is some universal constant C ≥ 0, such that for infinitely many n we have β(n) ≥ ln n − C ln ln n.
Proof. Suppose that there is an algorithm A which takes a Set Cover of size v and runs in time v k for some parameter k > 0. In order for this to be a polynomial-time algorithm, k must be independent of v, but k is not necessarily bounded by a universal constant. We can assume that k ≥ c 3 for any fixed constant c 3 .
Set c = 6c 1 , and suppose for contradiction that β(n) ≤ ln n − c ln ln n for all n > n 0 , where n 0 is a parameter which may depend on A.
Any 3-SAT instance on n variables has size at most n 3 . By Theorem 2.2, in order to solve such a SAT instance of size n, it suffices to approximate Set Cover to within (1 − α) ln N for a problem instance of size N ≤ n 3c 1 /α , for any α > 0. We will choose to set
Observe that α ∈ (0, 1) for n sufficiently large.
So N = e n 3c 1 /c and (1 − α) ln N = n 3c 1 /c − 3c 1 ln n = ln N − c ln ln N . The Set Cover instance has size N , so A guarantees an approximation ratio of β(N ); as N grows as a function of n, we have N ≥ n 0 for n > n 1 where n 1 is some parameter depending on A.
Hence, for n > n 1 , the guaranteed approximation ratio β(N ) satisfies β(N ) ≤ ln N − c ln ln N .
Thus, by Theorem 2.2, A can be used as a building-block to solve the 3-SAT instance. Let us denote the resulting 3-SAT algorithm B. The run-time of A is at most N k ; other steps in the reduction from SAT to Set Cover run in time poly(n); thus, if we take k to be sufficiently large, the overall run-time of algorithm B at most 2N k .
By Conjecture 2.1, there must be some γ > 0 such that 2N k ≥ 2 γn for infinitely many values of n. This implies that for infinitely many values of n we have
However, 3c 1 /c = 1/2, and so the RHS dominates the LHS for all sufficiently large n, a contradiction.
We note that there a several versions of the ETH which are stronger than Conjecture 2.1. One form of the conjecture states for any fixed integer k > 2 there is some universal constant γ k such that any k-SAT algorithm requires time 2 γ k n for infinitely many n. (In particular, γ k is not allowed to depend on the k-SAT algorithm.) A yet stronger form of the conjecture, known as the Strong Exponential Time Hypothesis (SETH), states that γ k → 2 as k → ∞. However, the argument used in Theorem 2.3 does not lead to stronger inapproximability bounds from these stronger hypotheses.
