Introduction
In a recent paper [3] , an extended Liouville-Green formula y(x) = γ M (x){1 + ǫ M (x)} exp(± 2) is an integer and γ M and Q M can be defined in terms of Q and its derivatives up to order M − 1. The general form of (1. 1) had been obtained previously by Cassell [5] [6] [7] and Eastham [10] [11, section 2.4] . In particular, the proof of (1. 1) in [10] and [11] depended on the formulation of (1. 2) as a first-order system and then on a process of M repeated diagonalizations of the coefficient matrices in a sequence of related differential systems.
The main contribution of [3] to (1. 1) was to show that, for a general class of coefficients Q, the magnitude of the error term ǫ M (x) for large x decreases as M increases. This feature of ǫ M (x) was then exploited in [3] for the case where Q(x) = q(x) − λ and (1. 2) becomes the usual Sturm-Liouville equation with spectral parameter λ . The smallness of ǫ M (x) for a suitable choice of M (such as M = 6) leads to an efficient numerical algorithm for estimating the Titchmarsh-Weyl function m(λ) with precise global error bounds. In [3] , the case where q(x) = −x α (0 < α ≤ 2) and Reλ ≥ −1 was considered in detail. In this paper, we develop these ideas for higher-order differential equations. Thus we consider the generalisation of ( 1. 1) for the n-th order equation again with improving estimates on ǫ M as M increases. In the case where n is even, n = 2ν, and Q(x) = (−1) ν {λ − q(x)}, we have a ν × ν spectral matrix (m ij (λ)) which corresponds to the TitchmarshWeyl function m(λ) [14] , and we can again apply our estimates for ǫ M to obtain numerical estimates for the spectral matrix.
There are however certain difficulties which arise when n > 2 and which were not present for the second-order equation (1. 2) . The first is that, when n > 2, it is no longer possible to diagonalize the n × n matrices in the associated first-order systems in the same explicit way as when n = 2. We overcome this difficulty by adopting an approximate diagonalization process and this approach is discussed in sections 2 and 3. Second, this approximate procedure necessarily involves differential systems whose coefficient matrices contain a greater number of terms than when n = 2, and we have to develop a new algorithm for generating and collating these terms. These matters are introduced in sections 4-5. Then in section 6, we develop a computational algorithm to perform the repeated diagonalization. The estimation of error terms leading to ǫ M presents fewer difficulties and it is also dealt with in section 6. The application to the spectral matrix (m ij (λ)) is naturally less simple than when n = 2 because the underlying spectral theory involves several L 2 (0, ∞) solutions of the differential equation rather than just one such solution. We cover this application in sections 7 and 8 with special reference to the example q(x) = −x α (α > 0). In section 9 we are able to give independent confirmation of our results when α = 1 in terms of the higher-order Airy equation. Finally, in section 10 we indicate possible extensions of our work and, in both sections 8 and 10, we comment on the effectiveness of our methods as compared with the recent alternative approach of Bennewitz et al. [2] .
Diagonalization in differential systems
In this section we introduce the theoretical basis for estimating and improving error terms in the solution of differential systems. These error terms give rise to ǫ M in (2. 1) and in the corresponding formulae for (1. 3) (see (3. 14) in the next section). The main components of the discussion are covered in the three subsections (a)-(c) below, and we frame the discussion in terms of the system 
in which Λ is diagonal and R is L(a, ∞), and the Levinson asymptotic theorem [11, Theorem 1.3.1] states that there are solutions Z k (1 ≤ k ≤ n) of (2. 1) such that
where e k is the unit coordinate vector in the k−direction and η k → 0 as x → ∞. The size of η k is related to the size of x β−γ as x → ∞ in a manner to be made precise in section 3.
(a) Exact Diagonalization We first consider the effect of expressing the coefficient matrix in (2. 1) in its diagonal form and, as a start, we suppose that the O-term is simpley x −γ C, where C is a constant. Thus we write
where D 1 is the diagonal matrix formed by the eigenvalues of D +x −γ C and T is the approximate identity matrix formed by the eigenvectors. Then
therefore takes (2. 1) into
Hence the effect of the transformation (2. 5) is to replace the perturbation x −γ in (2. 1) by one of smaller magnitude x −β−γ−1 in (2. 6). Even though (2. 6) does not have quite as simple a form as we specified in (2. 1), the argument which leads from (2. 1) to (2. 6) can again be applied to (2. 6) to yield a sequence of systems
with approximately constant diagonal matrices D m and perturbations R m of magnitude x −m(β+1)−γ (m = 1, 2, ...). The Levinson formula (2.3) can be applied to any system in the sequence, and the term η k will have a corresponding order of magnitude. The transformation back to the original system (2. 1) via the sequence of equations such as (2. 5) thus gives successively more accurate asymptotic representations of the solutions of (2. 1).
The details of this process were given in [3, sections 2-3] for the case where (2. 1) arises from (1.2) and all the matrices are 2 × 2. These details depended on the explicit knowledge of all necessary eigenvalues and eigenvectors in equations such as (2. 4) . When n > 2, however, such explicit knowledge is not available in (2. 4) . In this paper, we overcome this difficulty by modifying (2. 4) and considering instead an approximate diagonalization process which is based on the one introduced by Eastham [9] [11, section 1.7 ].
(b) Approximate Diagonalization The matrix T in (2. 5) has the form T = I + P, where P = O(x −γ ), and the idea now is to modify (2. 5) to Z = (I + P )W (2. 8)
with a different, but explicit P . It follows from [11, (1.7.2) and (1.6.13)] that (2. 8) represents an approximation to (2. 5) if P is defined by
with dgP = 0. Thus the entries p ij in P are defined by
By (2. 8) and (2.9), we obtain in place of (2. 6)
(2. 11)
and, by (2. 10) , the other two groups of terms are respectively O(x −2γ ) and O(x −β−γ−1 ), of which the latter dominates if γ > β + 1. We note that (2. 11) contains more terms than (2. 6), but this is the price to be paid for having explicit terms derived from (2. 10).
(c) Further approximation Repetition of the process (2. 8) -(2. 11), but with (2. 11) as the starting point, involves the diagonal entries of D 1 in place of d j and d i in (2. 10). Thus powers of x appear increasingly in the denominators of the P −matrices. This causes problems when we seek to develop computing and numerical procedures for implementing the repeated transformations, particularly because repeated differentiation of such matrices is involved, as indicated by the appearance of P ′ in (2. 11). Accordingly, we shall retain the original constant entries d j and d i in the denominators as we go through the process. This further approximation adds new terms to the coefficient matrices {...} in the sequence of systems corresponding to (2. 11). It is this last method that we adopt in this paper and, after these introductory remarks, we defer further details to section 4 where we deal with the actual system (2. 1) which arises from (1. 3).
Asymptotic formulae for solutions
The dominant form of the solutions of (1.3) for large x is known subject to suitable conditions on Q [11, section 2.9 ]. Our aim here is to obtain an explicit estimate for the error term in the asymptotic formulae, which is suitable for our purposes in sections 4-6. We begin with the system formulation
of (1.3) which is given in [11, section 2.9 ] . Here
where
are the n−th roots of unity, and
while Ω and Ω −1 have (j, k) entries ω j−1 k and n −1 ω
respectively. The connection between Z and y in (3. 1) and (
where Y has components y, y ′ , ..., y (n−1) . It follows from (3. 2) -(3. 4) that (3. 1) can be written in the form
where C is constant and
In the case where Q and its derivatives sufficiently resemble x α (α > 0) and its derivatives, the system (3. 6) essentially has the form (2. 1) with γ = 1 + α/n, and the ideas in section 2 for improving the error term apply. At this point, we note that the diagonal entries in C are all −(n − 1)(2n) −1 [11, (2.9.25) ] and this, together with (2. 12), governs our definition of D M and D m in (3. 10) and (4. 4) below.
The sequence of transformations to be defined in section 4 takes (3.6) into the form
and R M ∈ L(X, ∞). Also P (x) and ∆ M (x) are both o(1) as x → ∞. We can now state and prove a lemma which gives the asymptotic form of the solutions of (1.3), incorporating an explicit estimate of the error term derived from a knowledge of R M . In the lemma we write P = (p ij ) and ∆ M = dg(δ 1M , ..., δ nM ).
Lemma 3.1 Let M (≥ 2) be an integer and let D M , R M and P be as in (3. 8) -(3. 10). In some
have constant sign (either ≥ 0 or ≤ 0), with
Then, for 1 ≤ k ≤ n and 1 ≤ r ≤ n, (1.3) has solutions y k such that
where, in [X, ∞), the η j (1 ≤ j ≤ n) satisfy the estimate 16) where u = o(1) and we have used (3. 10). Let u have components η j (1 ≤ j ≤ n). Then (3. 14) follows from (3. 16) on taking the r− th component on each side. It remains to establish (3. 15) and, to do this, we proceed as in [11, (1.4.23) and (1.4.13)]. It follows from (3. 11) and (3. 12) that, in the notation of [11, (1.4.13) ], the non-zero entries of Φ 1 (x)Φ −1 (t) and Φ 2 (x)Φ −1 (t) are all ≤ 1 in modulus. Hence [11, (1.4.13) ] (with a = X here) gives
and (3. 15) follows.
The sequence of transformations
In this section we define the transformations
which lead from (3. 6) to (3. 8) in the manner introduced in section 2(c). A typical system in the process is Z
with (3. 6) being the case m = 1. In (3. 6), we emphasise the role of the diagonal terms in C by taking these terms over to D as in (3. 10). Thus we define
with D as in (3. 7) and p
Then, again as in (3. 10), we write
Now, as indicated by (2. 11), R m will contain terms of different orders of magnitude as x → ∞, and we wish to identify these terms according to their size. Hence we write
and
Here E m represents terms which are already of the accuracy that we require in (3. 15), while the V jm represent terms which are not of that accuracy and which have to be replaced by smaller-order terms as we go through the transformation process in the manner discussed in section 2. Also, as in the case of (4. 3), we arrange that dgV 1m = 0. (4. 8)
To discuss a typical step in the process leading to (3. 8), we substitute (4. 1) into (4. 2) to obtain
Now we define P m by
with dgP m = 0, this definition being consistent in the diagonal entries because of (4. 8). Thus the entries p ijm in P m are defined by
again as indicated by (2. 9), (2. 10) and section 2(c). It follows from (4. 4) and (4. 10) that, in (4. 9), we have
say. Hence, so far, (4. 9) gives
We wish to show that this can be expressed as
where R m+1 has a similar form to (4. 5):
but with a different µ, and where the V j,m+1 can be obtained constructively from the V jm . Also, as in (4. 8), we shall arrange that
We establish (4. 15) by writing
Here ν is chosen so that the product (I + P m ) −1 P ν+1 m V jm , which occurs in (4. 13), has a sufficiently small order of magnitude to be included with E m and form part of E m+1 . Thus ν will differ for different j, and similarly for the other terms in (4. 13). We now group together terms of the same order of magnitude and denote the dominant term by S m+1 . We then obtain (4. 15) ( with S m+1 in place of V 1,m+1 ), where E m+1 has the same order of magnitude as E m and, by (4. 11), S m+1 and the V j,m+1 are known explicitly in terms of the V jm . We complete the derivation of (4. 14) and ( 4. 15), in which (4. 16) holds, by defining
In the next two sections, we deal with the question of developing an algorithm, to be implemented in the symbolic algebra system Mathematica , for determining the V jm (m = 1, 2, ...) and estimating the E m .
The basis of the algorithm
The details of the procedure based on (4. 5)-(4. 18) depend on the nature of Q. In this section we assume that
where α > 0, and that differentiation can be carried out in the sense that
At the end of the paper, we indicate the modifications which are made to accommodate other types of Q.
We start the detailed examination of (4. 5)-(4. 7) with the cases m = 1 and 2. When m = 1, (4. 2) is (3. 6) and, as in (4. 3), we have
by (5. 1) and (5. 2), where
So far, we have only µ = 1 and E 1 = 0 in (4. 5). Then (4. 13) is simply
By (4. 11) and (5. 1)-(5. 3), we have
For the inverse matrix in (5. 5), we use (4. 17) and, at this point, we specify the accuracy to be represented by the E m in (4. 5). We require
for all m and a fixed integer N ≥ 0. Thus the process leading to (3. 8) ends when (4. 5) reduces to
Then by (4. 17), we have
Thus (5. 5) is the case m = 2 of (4. 2), where (4. 5) holds with µ = N, V j2 = (−1)
We note that, by (5. 7),
and, by(4. 4),
Then, since ∆ m (m ≥ 3) is obtained from (4. 18) by adding successively smaller-order terms to ∆ 2 , we have
for all m.
We move on to general m in (4. 5). An easy induction argument starting from (5. 3) and (5. 10), and based on (4. 11) and (4. 17), shows that
Then, by (5. 1) and (5. 11), it follows from (4. 11) and (4. 12) that
It now follows from (4. 5), (5. 12) and (5. 13) that, in (4. 14) and (4. 15),
and then (5. 14) is used in (4. 11) to define P m+1 . A further consequence of (4. 5) and (5. 12) is that (5. 9) is achieved when
It is not difficult to check that the order relations (5. 12) and (5. 13) are in fact exact, and we can describe (5. 12) by saying that V jm has exact order m + j − 1, and similarly for (5. 13). The grouping together of terms of the same order is the basis of the algorithm which we go on to describe in more detail now.
A symbolic algorithm for the computation of solutions
We can now use the ideas in section 5 to discuss the development of a computational algorithm for computing the solutions of (1. 3) over an interval [X, ∞), subject to (5. 1) (5. 2). The algorithm is implemented in the symbolic algebra system Mathematica and we use the notation in sections 3-5 to denote the symbolic objects that we need. The algorithm computes estimates for n linearly independent solutions of (1. 3), and for the derivatives, and it is structured in three distinct stages. In the first stage, we shall not make any assumptions about the order of the differential equation while, for reasons of clarity, in the second and third stages our discussion is focussed on the case n = 4 and more particularly on the equation
where X > 0 and α > 0, this equation being covered by (5. 1) and (5. 2). We recall that the discussion in sections 4-5 of this paper shows how the system
by the mapping
Here P m , D m and V m are defined in (4. 11), (4. 18),(4. 5) and (4. 8), where V jm has exact order m+j −1 as described at the end of section 5. We now restate some of the features of this discussion in a suitable form for implementation in our algorithm. First, the number M which appears in (3. 8) and (5. 9) is determined by the accuracy of our working which, by (5. 8) and (5. 15), can now be stated as
Then, by (5. 12), we have µ = M − m in (4. 5). Next, examining the use of (4. 17) in (4. 13), we denote by U any one of the terms in (4. 13) on which the inverse acts, excepting E m . Thus
For each U , the integer ν in (4. 17) is chosen so that P ν+1 m U has sufficiently small order of magnitude to satisfy (6. 5). Since the order of U is known from (5. 12) and (5. 13), the computation of ν and the grouping of terms (−1) r P r m U (0 ≤ r ≤ ν) of the same order can be performed for each U and r. By (4. 5), the error term E m appears in (4. 13) in the form
where the symbol A m stands for (I + P m ) −1 . This is taken as an initial definition of E m+1 which is then updated as (4. 17) is used for each U , to yield the final E m+1 in ( 4. 15) .
This discussion leads to the following algorithm, based on (4. 11) and (4. 17), for computing the V jm and S m -and hence the D m and V m -in sections 4 and 5.
Algorithm 6.1
( 1 ) First input M to fix both the number of iterations required for (3. 8) and the order (6. 5) of E M .
( 2 ) Start with D 1 and V 1 , and put E 1 = 0.
( 4 ) For each U in (6. 6), determine ν, the number needed in (4. 17).
( 5 ) Update error term, i.e.
( 6 ) For r = 0 to ν, determine the exact order ρ = mr + (order of U ) of P r m U .
. Then, as in (5. 14),
At any stage in the algorithm, S m+1 depends on the terms D j , P j , P ′ j and V j (1 ≤ j ≤ m). However, simplifications can be made by retaining earlier terms S j where possible. This reduces the number of terms in the computation of S m+1 with consequent economy in the algorithm. We illustrate this point by giving the results for S 3 and S 4 which are first obtained in terms of V 1 , V 2 , P 1 etc, and then the previously computed definition of S 2 is used dynamically to simplify the expressions for S 3 and S 4 . Thus we have
We also give the error term E 5 as an example:
The expression
which we use later in our examples, has an associated error term E 6 with over 250 components. The numbers of components in S 8 and E 8 are about 60 and 700 respectively. This complexity indicates that the computation is intractable by hand, and that a symbolic algebra system is the only way to generate the recurrences. The algorithm is however quite cheap to compute, and we give some sample times in At this stage, the algorithm involves nothing more than a series of recurrence formulae in terms of objects which satisfy non-commutative multiplication and certain order relations. When we wish to go further and apply the algorithm to a specific equation (1. 3) , we need to express the recurrence formulae in terms of n × n matrices and, in the next stage of the algorithm, we focus on n = 4. In this case (3. 7) becomes
and, in (4. 3),
Also, it is easily verified from (3. 3) and (4. 3) that V 1 (= R 1 ) has the form to be stated now.
Algorithm 6.2 Starting with initial matrices
and E 1 = 0, the expressions S 2 , ..., S M−1 generated in Algorithm 6.1 are evaluated in order. These are then used in turn to generate the 4 × 4 matrices D 2 , ...,
We note that the process stops at M − 1 because (5. 9) implies that D M = D M−1 and V M = 0. In Algorithm 6.2, we assume only that p and Q are sufficiently smooth functions related by (6. 7) and
This equation is used to express higher order derivatives of Q in terms of those of p.
There are several severe computational problems contained in this seemingly simple process of matrix multiplication and substitution. Although all the operations needed are to be found in the Mathematica system, the use of the Substitute command in Mathematica requires an inordinate amount of computational effort, and therefore it is necessary to consider what substitutions and simplifications are best used at each stage of the algorithm. The relationships in (6. 7) and (6. 8) have been found most useful in simplifying the expressions produced by this part of the algorithm. The main problem however, manifested by long computing times, lies in the exponential growth of the number of terms in the elements of the matrices S m . For example, each of the elements of S 6 consists of a sum of over one thousand terms, each of which is a product of several distinct objects. A consequence of this complexity is that, as m increases, the amount of computational effort required to perform the calculations increases exponentially. The time in cpu seconds needed to compute S 4 and S 6 on a SPARC 10 workstation, is given in Table 2 . The -indicates that is has not been possible to complete the computation within a reasonable time. This is because of the limitations in the size of memory and cpu speed that we have available.
The final stage of the algorithm deals with the remaining matter of obtaining an explicit upper bound for the norm E m of E m which adds precision to the order estimate (6. 5) and which can be used in provided that P m < 1/4. There is one other point to mention before discussing this final stage of the algorithm, and this is prompted by the fact that the reciprocal of Q occurs throughout the process in Algorithms 6.1 and 6.2. In order to estimate this reciprocal, we require a lower bound for Q in the relevant x−interval [X, ∞). Thus, in addition to (5. 1) and (5. 2), we require that
for some constant k > 1. In (6. 1) itself, we have Q(x) = λ + x α , and we shall consider λ in the half plane Reλ ≥ −1.
Thus | Q(x) |≥| Reλ + x α |≥ (1 − X −α )x α provided that X > 1. Thus (6. 10) holds with
Algorithm 6.3 Compute the sup. norm of each matrix in E m , using (6. 9) for the inverse matrices. Next apply the triangle and Cauchy inequalities to obtain an upper bound for the sup. norm of E m itself.
The terms that we encounter in computing the matrix norms involve p and its derivatives. In order to obtain an upper bound for the k th derivative of p(x), we first use
and (6. 8) to compute a symbolic expression for p (k) . We then use the inequality (6. 10) to compute bounds for | p (k) (x) |. In obtaining this estimate every element of every matrix which occurs in the error term E M must be examined. The triangle and Cauchy inequalities are applied to each element and the bounds for | Q | and | p (r) | are substituted with k ≥ (1 − X −α ) −1 and the specific values of X and α under consideration. This enables the sup. norm of each matrix to be computed at the point X and a precise upper bound ǫ(X) for the error in the solutions determined. Again the amount of computational effort needed is exponentially increasing with the requested number of iterations. In table 3 we show, where possible, the amount of cpu time needed to compute these norm estimates. With the completion of the three stages of our algorithm, we have all the information needed to compute the product
which appears in (3. 9) and which contributes the terms p ij to (3. 14). Also, by (5. 9), we have the information needed for the estimate (3. 15) of η j which represents the error term in (3. 14). Thus our algorithm computes the solutions (3. 14) of (1. 3) to a specified accuracy based on (3. 15). We have of course chosen to orientate our discussion towards the example (6. 1). The computation associated with the product (6. 12) can be implemented symbolically only for M < 6 since, for larger M , the number of terms that need to be manipulated becomes too large for the computer store that we have available, and the computation is performed numerically with an accuracy of 30 decimal digits. In table 4 we give the times needed to compute (3. 14) using symbolic and numerical methods. The shorter time needed when α = 1 is a consequence of derivative terms, which are not zero for non-integer α, becoming zero when α = 1. Table 4 : Time in seconds for determining (3. 14) with X = 10, and λ = 1 + i.
Generalised Titchmarsh-Weyl theory
The motivation for the asymptotic analysis and associated algorithm in sections 2-6 is provided by the spectral theory of the equation
together with boundary conditions at x = 0. Here q(x) is real-valued and locally integrable in [0, ∞) and λ is a complex spectral parameter. We take the boundary conditions to be the Dirichlet conditions
but we shall comment briefly on other choices of boundary conditions later in this section. Our purpose here is to state what we need from the spectral theory of (7. 1), and then to introduce the contribution that our methods make. The fundamental result of Titchmarsh and Weyl in [25, Chapter 2] and [27] concerns the case ν = 1 of (7. 1) and ( 7. 2), and they showed that, when Imλ = 0, (7. 1) has a non-trivial solution ψ(x, λ) which is L 2 (0, ∞). The importance of this solution lies in writing ψ in the form
where θ and φ are the solutions of (7. 1) ( with ν = 1) which satisfy the initial conditions
The function m(λ) thus defined is the basis for the spectral theory of (7. 1) and (7. 2) as developed in [25, Chapter 2] and [27] for the case ν = 1. Depending on the nature of q(x), either m(λ) is uniquely determined for every non-real λ ( the so-called limit-point case ) or m(λ) involves an additional parameter ( the limit-circle case). We refer to the paper by Fulton [15] for a more recent critical discussion of the limit-circle case. A number of explicit examples of m(λ) are given in [25, Chapter 4] for equations ( 7. 1) which can be solved in terms of the special functions. The generalisation of the Titchmarsh-Weyl theory to higher-order equations, of which (7. 1) is an instance, was made by Everitt [13] , [14] . Here we indicate this generalisation in the yet wider context of the Hamiltonian system
the spectral theory of which was initiated by Atkinson [1, Chapter 9] and further developed by Hinton and Shaw in a series of papers which include [17] , [18] , [19] . In (7. 5), Y is a 2ν-component vector, A and B are Hermitian matrices with A ≥ 0, and
in terms of the ν × ν identity matrix I ν . We note that (7. 1) is the special case of (7. 5) in which the entries a ij and b ij of A and B are a 11 = 1, a ij = 0 otherwise,
and b ij = 0 otherwise. The components y i of Y are then given by
We now introduce the Dirichlet boundary condition
for (7. 5), which corresponds to ( 7. 2), and we also introduce the 2ν × ν solution matrices Θ(x, λ) and Φ(x, λ) of (7. 5) which satisfy the initial conditions
These conditions correspond to (7. 4). In the references just cited, it is shown that, when Imλ = 0, (7. 5) has a 2ν × ν solution matrix, with rank ν, such that
Further, corresponding to (7. 3), Ψ can be written as
so defining the ν × ν matrix M (λ). This matrix again forms the basis for the spectral theory of (7. 5) and (7. 7), as in the case of m(λ) in (7. 3).
In analogy with the Titchmarsh-Weyl theory, we say that (7. 5) is in the limit-point case if, for some λ with Imλ = 0, (7. 5) has no more that ν linearly independent solutions such that
This limit-point classification is independent of λ and, by (7. 9) and (7. 10), it has the implication that M (λ) is uniquely determined for all non-real λ. Further, if Ψ 1 (x, λ) is any other 2ν × ν solution matrix of (7. 5) which has rank ν and also satisfies (7. 9), then
for some non-singular ν × ν matrix C. It now follows from (7. 8),(7. 10) and (7. 11) that
.
Hence, partitioning
we obtain
Eliminating C(λ), we obtain a formulae for M (λ) in terms of the initial values of Ψ 1 at x = 0:
Finally here, we note that M (λ) is analytic for Imλ = 0 and M (λ) coincides with its own transpose, that is, its entries satisfy m ij (λ) = m ji (λ) [18] . For use in the next section, we mention here the form which (7. 13) takes when (7. 5) arises from the fourth-order example of (7. 1) with ν = 2. In this situation, we have two linearly independent L 2 (0, ∞) solutions ψ 1 (x, λ) and ψ 2 (x, λ) of (7. 1). Then, by (7. 6), (7. 12) and (7. 13), the spectral matrix
We have mentioned that examples of m(λ) exist when ν = 1 in (7. 1), arising from the special functions. In contrast, no such examples are known when ν ≥ 2 except for the relatively trivial Fourier case when q(x) = 0. In order therefore to illustrate and test the general spectral theory of ( 7. 1), there is a need for a computational approach to estimate M (λ) numerically. Thus the motivation for our work is the development of an effective computational approach and, in the next section, we give our numerical results for the example where ν = 2 and q(x) = −x α . Our methods are not confined to this choice of q(x), but this choice does have a certain significance which we discuss in section 10.
We have concentrated on the Dirichlet boundary conditions (7. 2) and (7. 7). If these are changed to other conditions which involve linear combinations of derivatives, then (7. 8) and consequently M (λ) are also changed. However, in the limit-point case emphasised here, the new M 
Computation of the spectral matrix
We can now draw together the ideas in the previous sections to give an effective procedure for the numerical computation of the spectral matrix m ij (λ) associated with the equation
and the Dirichlet boundary conditions
The range for α is 0 < α ≤ 4/3, so that ( 8. 1) is in the limit-point case as required in section 7 [11, Theorem 3.11.1(b)] and [21, section 23.4] . The m ij (λ) are given by ( 7. 14) and we therefore require the values at x = 0 of two L 2 (0, ∞) solutions ψ 1 (x, λ) and ψ 2 (x, λ) of (8. 1), together with the values of their derivatives. We take Imλ > 0 to be definite. Then consideration of the exponential factor in (3. 14), with Q = λ + x α and n = 4, shows that the two L 2 (0, ∞) solutions of (8. 1) are associated with ω 2 and ω 3 . Thus (3. 14) provides the values of ψ 1 (x, λ) and ψ 2 (x, λ) and their derivatives at x = X, with an error given by (3. 15) . These values are produced by our algorithm as explained at the end of section 6, and we denote the maximum error in this computation by ǫ(X). The values of the solutions and their derivatives at X are used as initial data for a numerical initial value solver which is then used to compute numerically the values of the solutions and their derivatives at 0. These values are then used in (7. 14) . This computation back to x = 0 has been performed with the NAG library code D02NMF in the following way. We introduce the standard Riccati variable ξ(x) = σ(x)τ −1 (x), where
Then, as in [2] , ξ satisfies a first-order non-linear differential equation. The above code is applied to ξ, and it computes ξ back from X to 0. Then, by (7. 14), M (λ) = ξ −1 (0). The value of X is at our disposal, and the actual choice is governed by two factors. A smaller choice has the advantage that the integration back from X to zero is performed over a smaller range with a better retention of the accuracy represented by ǫ(X). On the other hand, a larger choice has the advantage that ǫ(X) is smaller. The first factor appears to be more significant and we have chosen X = 10. Later we shall comment on X=20 and on the very large values of X that arise in the alternative method of Bennewitz et al [2] . The value of M -the number of requested transformations in sections 3 to 6-is also at our disposal, and we have chosen M = 6 to obtain the good accuracy which we present later in Tables  5 -7 We turn now to discuss the results of numerical experiments performed with our algorithm. In Tables  5 -7 we give the values of m 11 (λ), m 22 (λ) and m 12 (λ) = m 21 (λ) for three values of α and a selection of values of λ. The values of α are, first, α = 1 because in this case we can obtain independent confirmation of our results from the theory of the higher-order Airy equation, which is the subject of section 9. Then α = 4/3 is chosen because it is the maximum value of α for which (8. 1) remains in the limit-point case. Finally α = 1/2 is chosen in order to give a spread of values of α in the range 0 < α ≤ 4/3.
The values of λ, all with Imλ > 0, are mainly taken to be near the origin because we wish to compare the power of our method with that of the code developed previously by Bennewitz et al. [2] . Our method is considerably more effective, and the improvement is most conspicuous for smaller values of | λ |, particularly when α = 4/3, as can be seen from Table 6 and the choice of X in the other tables. We recall that a value of X as small as possible is generally the most desirable because of the integration of (8. 1) over [0, X] starting from initial values at X.
Example α = 1
We have carried out the computation using M = 6 in the algorithm in section 6. With X = 10 and X = 20, we obtain ǫ(10) = 2.036696 × 10 −6 , ǫ(20) = 1.038152 × 10 −8 . Table 5 :
The numerical integration over [0, X] is performed with an accuracy of 10 −10 . Eight values of λ are considered, as listed in Table 5 . In the third column, the agreement in terms of significant figures is given for the choice X = 20. The slight loss of accuracy is in line with the comments which we made earlier in this section concerning the choice of X. The last two columns give the corresponding performance of the code of Bennewitz et al [2] . The large values of X and the cases of failure will be noted, as will also the cases of agreement.
Example α = 4/3
We have again carried out the computations using M = 6, and we obtain ǫ(10) = 6.57898 × 10 −6 . Table 6 gives the values of m ij for eight values of λ as before and the choice X = 10. In the last two columns of the table, the poor performance of the previous code [2] will be noted.
Example α = 1/2
Again with M = 6,we obtain ǫ(10) = 1.452392 × 10 and the values of the m ij are given in Table 7 . This time the previous code [2] performs better but it still does not match ours. It will be noted, in all three numerical examples that we discuss, that our methods produce results that are in agreement with the results in [2] . Further the algorithm reported on in [2] fails to compute the spectral matrix for values of λ close to the real line. Our algorithm has no difficulty computing the spectral matrix at these values.
The higher-order Airy equation
Independent confirmation of our numerical results for the case α = 1 in Example 8.1 is provided by the theory of the equation
which, when n = 2, becomes the well-known Airy equation. We note that (9. 1) is itself a special case of the equation
with m rational, which has been extensively investigated by Turrittin [26] , Heading [16] , and others ( see also Paris and Wood [22, pp. 188-190] ). Here z is a complex variable and, when
and n = 4, ( 9. 1) becomes
which is the case α = 1 of (8. 1). Thus we consider the equation
, the spectrum in this case filling the whole real axis [21, section 24.4] with, consequently, M (λ) being non-meromorphic. This is the wider context within which to place our comments in section 8 concerning the effectiveness of our methods as compared to those of [2] .
( b ) HELP inequalities. In the case ν = 1 of (7. 1), the behaviour of m(λ) in the neighbourhood of λ = 0 determines the validity of what is known as the HELP ( Hardy-Everitt-LittlewoodPolya) inequality. We refer to [4] and [12] for surveys and an extensive bibliography concerning the inequality. An extension to fourth-order differential equations was given by Russell [23] [24], but recently a more systematic development for (7. 1) with general ν has been given by Dias [8] . Again the validity of an inequality of the HELP type depends on the behaviour of M (λ) near to λ = 0. Having in this paper developed a computational algorithm which is effective for small | λ |, we propose to investigate further the application to the validity of higher-order HELP inequalities.
( c ) Coefficients with an oscillatory factor. It is pointed out in [11, Example 2.4.1] that the method of repeated diagonalization for (1. 2) works not only for coefficients of the type (5. 1) but also for coefficients such as
with β > 0 and p(t) periodic in t and nowhere zero. It seems likely that, with suitable modifications to the algorithm in section 6, the methods of this paper will cover such a coefficient in (1. 3). It would appear that a higher value of M than (5. 15) is needed to achieve the same accuracy (5. 8) as before and that the grouping of terms in the algorithm of section 5 and 6 depends on the value of β. These details are another matter for further investigation.
( d ) Hamiltonian systems in general. We have concentrated in this paper on the equations (1. 3) and, for the spectral theory, (7. 1). However, our methods are in principle applicable to other differential equations and indeed Hamiltonian systems which, after an initial transformation, can be written in the form (3. 1) with Λ similar to (3. 2) . Such a Λ would be
where there is a factor ρ(x) and the d k are distinct non-zero constants. More difficult however-and this is the point of this subsection-are systems (3. 1) where the diagonal terms in Λ have different orders of magnitude as x → ∞. Such a situation can occur for example with the equation y (4) (x) + {P (x)y ′ (x)} ′ + Q(x)y(x) = 0, where the middle coefficient is dominant in the sense that Q = o(P 2 ) as x → ∞ [11, section 3.5]. Thus a further stage in the development of our asymptotic analysis and the associated algorithm would be to cope with differential equations, and more generally Hamiltonian systems, where this type of Λ occurs.
( e ) Automatic differentiation The algorithm discussed in this paper has been developed using both Mathematica and Fortran77. This has resulted in some computationally intensive symbolic calculations as is demonstrated by the results in Tables 2 and 3 . A possible alternative approach to performing the computation would be to use an automatic differentiation package to evaluate numerically the required derivatives. Such an approach would mean that the complete algorithm could be implemented in, say, Fortran 77 or Fortran 90, thus avoiding both the long symbolic calculations reported on in section 6, and also the need to interface the Fortran code to the Mathematica package. We intend to address this issue in a future publication.
( f ) Provably correct computations There is a considerable interest in performing provably correct computations. We note that the symbolic algorithm described in section 6 provides, not only an estimate of the L 2 [0, ∞) solution at some point X > 0, but also a provably correct bound on the error at X. This information could be used as input data to an interval-based ordinary differential equation solver, and the computation of the M (λ) spectral matrix could be performed in a provably correct manner, giving precise information on the numerical errors involved. The effectiveness of this approach will need further investigation.
