We show that a determinant of Stirling cycle numbers counts unlabeled acyclic single-source automata. The proof involves a bijection from these automata to certain marked lattice paths and a sign-reversing involution to evaluate the determinant.
Introduction
The chief purpose of this paper is to show bijectively that a determinant of Stirling cycle numbers counts unlabeled acyclic single-source automata.
Specifically, let A k (n) denote the kn × kn matrix with (i, j) entry 
As evident in the example, A k (n) is formed from k copies of each of rows 2 through n + 1 of the Stirling cycle triangle, arranged so that the first nonzero entry in each row is a 1 and, after the first row, this 1 occurs just before the main diagonal; in other words, A k (n)
is a Hessenberg matrix with 1s on the infra-diagonal. We will show
Main Theorem. The determinant of A k (n) is the number of unlabeled acyclic singlesource automata with n transient states on a (k + 1)-letter input alphabet.
Section 2 reviews basic terminology for automata and recurrence relations to count finite acyclic automata. Section 3 introduces column-marked subdiagonal paths, which play an intermediate role, and a way to code them. Section 4 presents a bijection from these column-marked subdiagonal paths to unlabeled acyclic single-source automata. Finally, Section 5 evaluates det A k (n) using a sign-reversing involution and shows that the determinant counts the codes for column-marked subdiagonal paths.
Automata
A (complete, deterministic) automaton consists of a set of states and an input alphabet whose letters transform the states among themselves: a letter and a state produce another state (possibly the same one). A finite automaton (finite set of states, finite input alphabet of, say, k letters) can be represented as a k-regular directed multigraph with ordered edges:
the vertices represent the states and the first, second, . . . edge from a vertex give the effect of the first, second, . . . alphabet letter on that state. A finite automaton cannot be acyclic in the usual sense of no cycles: pick a vertex and follow any path from it. This path must ultimately hit a previously encountered vertex, thereby creating a cycle. So the term acyclic is used in the looser sense that only one vertex, called the sink, is involved in cycles. This means that all edges from the sink loop back to itself (and may safely be omitted) and all other paths feed into the sink.
A non-sink state is called transient. The size of an acyclic automaton is the number of transient states. An acyclic automaton of size n thus has transient states which we label 1, 2, . . . , n and a sink, labeled n + 1. Liskovets [1] uses the inclusion-exclusion principle (more about this below) to obtain the following recurrence relation for the number a k (n) of acyclic automata of size n on a k-letter input alphabet (k ≥ 1):
A source is a vertex with no incoming edges. A finite acyclic automaton has at least one source because a path traversed backward 
Remark This formula is a bit more succinct than the the recurrence in [1, Theorem
Proof Consider the set A of acyclic automata with transient vertices [n] = {1, 2, . . . , n} in which 1 is a source. Call 2, 3, . . . , n the interior vertices. For X ⊆ [2, n], let f (X) = # automata in A whose set of interior vertices includes X, g(X) = # automata in A whose set of interior vertices is precisely X.
and by Möbius inversion [2] on the lattice of subsets of Proof The first assertion follows from the fact that the interior vertices of an automaton B ∈ b k (n) can be distinguished intrinsically, that is, independent of their labeling.
To see this, first mark the source, namely 1, with a mark (new label) v 1 and observe that there exists at least one interior vertex whose only incoming edge(s) are from the source (the only currently marked vertex) for otherwise a cycle would be present. For each such interior vertex v, choose the last edge from the marked vertex to v using the built-in ordering of these edges. This determines an order on these vertices; mark them in order with the "last occurrences increasing" property and is the only relabeling that does so.
The example yields x. Let C k (n, p) denote the set of such paths.For k ≥ 1, it is clear that C k (n, p) is nonempty only for 0 ≤ p ≤ n and it is known (generalized ballot theorem) that
A path P in C k (n, n) can be coded by the heights of its E steps above the line y = −1; It is also possible to obtain a recurrence for | C * k (n, p) |, and then, using Prop. 1, to show analytically that | C * k (n, n) | = | C k+1 (n) |. However, it is much more pleasant to give a bijection and in the next section we will do so. In particular, the number of SAF automata on a 2-letter alphabet is 3, 16, 127, 1363 , . . .) n≥1 , sequence A082161 in [3] .
An explicit sum for
| C * k (n, n) | is | C * k (n, n) | =| C 2 (n) | = | C * 1 (n, n) | = 1≤b 1 ≤b 2 ≤...≤bn b i ≤ i for all i b 1 b 2 . . . b n = (1,
Bijection from Paths to Automata
In this section we exhibit a bijection from C * k (n, n) to C k+1 (n). Using the illustrated path as a working example with k = 2 and n = 4, * * * * * * * * (0,0) This will fill all blank entries except the last. Note that * s in the bottom row correspond to sink (that is, n+1) labels in the second row. Finally, insert n+1 into the last remaining blank space to give the image automaton: This process is fully reversible and the map is a bijection.
Evaluation of det A k (n)
For simplicity, we treat the case k = 1, leaving the generalization to arbitrary k as a not-too-difficult exercise for the interested reader. Write A(n) for A 1 (n). Thus
. From the definition of det A(n) as a sum of signed products, we
show that det A(n) is the total weight of certain lists of permutations, each list carrying weight ±1. Then a weight-reversing involution cancels all −1 weights and reduces the problem to counting the surviving lists. These surviving lists are essentially the codes for paths in C * 1 (n, p), and the Main Theorem follows from §4.
To describe the permutations giving a nonzero contribution to det 
n i=1 c i = n. Let us call such a list a padded composition of n: deleting the zeros is a bijection to ordinary compositions of n. For example, (3, 0, 0, 1, 2, 0) is a padded composition of 6. For a permutation σ with padded composition code c, the nonzero entries in c give the cycle lengths of σ. Hence sgn σ, which is the parity of "n − # cycles in σ", is given by (−1) # 0s in c .
We
, and so
where the sum is restricted to padded compositions c of n with c i ≤ i for all i (A002083)
Henceforth, let us write all permutations in standard cycle form whereby the smallest entry occurs first in each cycle and these smallest entries increase left to right. Thus, with dashes separating cycles, 154-2-36 is the standard cycle form of the permutation b i , these lists code the paths in C * 1 (n, n) and, using §4, det A(n) = | C * 1 (n, n) | = | C 2 (n) |.
