Abstract. Let Φ1 and Φ2 be nondecreasing functions from R+ = (0, ∞) onto itself. For i = 1, 2 and γ ∈ R, define the Orlicz class LΦ i (R+) to be the set of Lebesgue-measurable functions f on R+ such that
Introduction
Let the operator T map the set, S(R + ), of simple, Lebesgue-measurable functions on R + = (0, ∞) into M (R + ), the class of Lebesgue-measurable functions on R + . Suppose that T is positively homogeneous in the sense that |T (cf )| = |c||T f |, f ∈ S(R + ), c ∈ R, with, moreover, (T f )(λt) = T (f (λ ·)) (t), λ, t ∈ R + .
We call such a T a dilation-commuting operator. Our aim in this paper is to determine when certain dilation-commuting operators map functions in a so-called Orlicz class, L Φ 2 ,t γ (R + ), into another such Orlicz class, L Φ 1 ,t γ (R + ). Here, the Φ i , i = 1, 2, are nonnegative, nondecreasing functions on R + , γ ∈ R and, for any given nonnegative, nondecreasing function Φ from R + onto itself, L Φ,t γ (R + ) = f ∈ M (R + ) :
One way to measure the size of an f ∈ L Φ (R + , t γ ) is by its gauge ρ Φ,t γ (f ) = inf λ > 0 :
The fundamental result in this paper, the one on which all others are based, is Theorem A. Let T be a dilation-commuting operator from S(R + ) to M (R + ). Suppose Φ 1 and Φ 2 are nonnegative, nondecreasing functions from R + onto itself and fix γ ∈ R, γ = −1. Then, there exists C > 0, independent of f ∈ S(R + ), such that
if and only if
in which K > 0 is independent of f ∈ S(R + )
1
.
If Φ 1 and Φ 2 are s-convex, that is,
where 0 < s < 1 and α, β, x, y ∈ R + , α s + β s = 1, then (G) and (M) are each equivalent to
the injection (I) being continuous with respect to certain metrics defined in terms of ρ Φ 1 ,t γ and ρ Φ i ,t γ . See Proposition 2.1 in Section 2 below. The specific dilation-commuting operators we focus on are the Hardy operators (P p f )(t) = t , that is, R |f (y)| 1+|y| dy < ∞, and x ∈ R. It is not hard to show that if the inequality (G) or (M) holds for any of these operators when f ∈ S(R + ), then it holds for that operator when f belongs to its natural domain, that is those f for which the right side of the inequality is finite.
The above operators will be treated in Section 4, Section 5 and Section 6, respectively, following the proof of Theorem A in Section 3. Background on gauges such as ρ Φ,t γ is given in Section 2.
Orlicz classes
Let (X, M, µ) be a totally σ-finite measure space and denote by M (X) the set of µ-measurable functions from X to the real line R. Given a nondecreasing function Φ from R + onto itself its corresponding Orlicz class is
1 One easily works out the variant of this in which R+ is replaced by R = (−∞, ∞) and t γ by |t| γ .
is finite if and only if f ∈ L Φ,µ (X). This functional has the following properties
The functional ρ Φ,µ is a so-called F -norm on the linear space L Φ,µ (X) that makes it into a complete linear topological space under the metric
Φ,µ (f ), c ≥ 0, as well as properties 1 − 5 above, so, in particular, ρ
Proposition 2.1. Let (X, M, µ) and (Y, N, ν) be totally σ-finite measure spaces. Suppose Φ 1 and Φ 2 are s-convex nondecreasing functions from R + onto itself. Then, the linear operator T mapping L Φ 2 ,ν (Y ) continuously into L Φ 1 ,µ (X) (with respect to the metrics defined by ρ (s) Φ 2 ,ν and ρ
Proof of theorem A
We will require the connection between a modular inequality like (M) and certain gauge inequalities, ( G ǫ ), given in some generality in 
Then, a positively homogeneous operator T from S(R
if and only if it satisfies the modular inequalities
in which K > 0 is independent of f ∈ S(R + ) and C > 0 is independent of both f ∈ S(R + ) and ǫ > 0.
Proof. Suppose ( G ǫ ) holds. Fix f ∈ S(R + ), f ≡ 0, and put
Thus,
Replacing f by Cf and using the fact that T is positively homogeneous yields (M) , with K = C. For the converse, fix f ∈ S(R + ) and ǫ > 0. Let α = ρ Φ 2 ,u,ǫv (f ), so that
with C = K > 0 independent of f ∈ S(R + ) and ǫ > 0.
Proof of theorem A. According to Proposition 3.1, the modular inequality (M) is equivalent to the family of uniform gauge inequalities
with C > 0 independent of both f and ǫ > 0.
Letting z = ǫ δ t, δ = 1 1+γ , the latter reads
or, since T commutes with dilations, 
The operators P p and Q q
We will sometimes need to work with nonnegative, nondecreasing Φ on R + that are Young functions, by which is meant
where φ is nondecreasing on R + , with φ(0 + ) = 0 and lim t→∞ φ(s) = ∞. The Young function, Ψ, complementary to such a Φ is defined by
Let P p be defined as in the introduction. Suppose that Φ 1 and Φ 2 are nonnegative, nondecreasing functions from R + onto itself and that,
Then, the following are equivalent:
Further, if Φ 1 and Φ 2 are s-convex for some s, 0 < s ≤ 1, then (G) and (M) are equivalent to (M) are equivalent to
Proof of theorem B. Since P p commutes with dilations, (G) and (M ) are equivalent, in view of theorem A. In case Φ 1 and Φ 2 are s-convex, Proposition 2.1 ensures that (G), and hence (M ) , is equivalent when Φ 2 is a Young function with complementary function Ψ 2 . The inequality in (M ) reads
According to Proposition 7.2 (in Appendix I), this latter holds if and only if
with constant C > 0 independent of λ, t ∈ R + . Letting y = λ p s and z = λ p s in the above integrals we obtain
Replacing λ −p t by t yields (BK).
Remark 4.1. We put the (second) condition in (BK) above in a form found useful, in [KP] , for certain applications. As a by product we get more precise connections between the indices p and γ.
(
in the integral on the left side of the condition to get,
Observe that for the integral in (4.1) to make sense we require γ + 1 > 0 or γ > −1. Again, the change of variable y = s
In (4.4) we need γ + 1 < 0 or γ < −1. Altogether, then, BK amounts to (4.1) with α(t) given by (4.3), when p > 0 and γ > −1 + 1 p and to (4.2) with α(t) given by (4.4) when p < 0 and γ < −1 + 1 p . Corollary 4.0.1. Fix q, γ ∈ R, γ = −1. Let Q q be defined as in the introduction. Suppose that Φ 1 and Φ 2 are Young functions having complementary functions Ψ 1 and Ψ 2 , respectively. Then, the following are equivalent:
the injection (I) being continuous with respect to the norms ρ
Proof. If, for i = 1, 2, Φ i is a Young function, then ρ
Φ i ,t γ is a Banach function norm with its associate Banach function norm equivalent to ρ (1) Ψ i ,t γ ; see [BS, . In particular, The Principle of Duality for such norms ensures that
But, this means
, where
The argument for P p in theorem B shows this last inequality holds if and only if the condition in (BK) does.
Moreover, since Q q is a dilation commuting linear operator the same considerations as in the proof of theorem B, shows (G), (M ) and (I) are equivalent.
This completes the proof. 
and either −1 < γ < 0 or
Proof of theorem C. 
with C ≥ 1 independent of I ⊂ R and λ ∈ R + ; here
We observe that the assumption γ > −1 was necessary in order that µ γ (I) be finite for all intervals I ⊂ R + . Further, one readily shows that for I = [a, b],
Assume, first that ab ≥ 0, say 0 ≤ a < b. Then (5.2) amounts to
when −1 < γ < 0, which automatically holds with C = 1, since 
or, setting x = by, at
Taking t = φ(λ) − 1 γ , we arrive at (5.1). Finally, consider γ ≥ 0 and a < 0 < b. In that case, (5.2) reduces to 
and
The condition (6.3) clearly holds if γ ≤ 0. As for γ > 0, the following lemma shows (6.3) amounts to the condition A φ in [KT] , provided one has (6.1). 
for some C > 1 independent of 0 ≤ t 1 < t 2 .
If further, one has (6.1), then (6.4)can be replaced by (6.3).
Proof. The condition A φ for the weight w(x) = |x| γ reads (6.5) 
Since I ǫ is arbitrary whenever I is, it suffices to verify A φ with ǫ = 1. As in the proof of Theorem B
whence, A φ asserts
which is equivalent to (6.4) if a < 0 < b. In particular, we have A φ implies (6.4).
For the converse, it remains to show that, in case of ab ≥ 0, (6.4) implies A φ . To this end, suppose, then, ab ≥ 0, say 0 ≤ a < b, so that (6.5) is
Since φ −1 (s −γ ) decreases, one has
The condition (6.4), with t 1 = 0 and t 2 = b, and above inequality yield the A φ condition. Finally, (6.4) always implies (6.3) -just take t 1 = 0. Moreover,
2 ), (6.6) ensures (6.3) when (6.1) holds; see [KR] .
Proof of theorem D. The equivalence of G and M follows from the variant of theorem A for |x| γ on R, since H is dilation-invariant. The condition (6.1) in (BK) comes out of the inequality in M in the same way it comes out of the corresponding inequality for M in Theorem 7 of [BK1] , but with 
Again, by Corollary 2.7 in [BK2] , the modular inequality in M is equivalent to
which implies, by the argument above, the condition (6.2). Next, the argument in [KT, p. 280] , applied to I yields the A φ condition in (6.5) for w(x) = |x| γ , provided one can replace (M f )(x) in
by |(Hf )(x)|. In [KT] f was a nonnegative, measurable function supported in I, with ρ Ψ,|x| γ (f ) = 1 and
But for this f and x ∈ I + |I|, one has
and so, as Φ satisfies the modular inequality in M ,
Similarly, there holds
To get A φ (for ǫ = 1, which is enough) it suffices to show
or, equivalently, 1
which inequality is essentially the generalized Hölder inequality
Finally, we prove (BK) implies M . According to Theorem 7 in [KT] , |x| γ in A φ together with (6.1) and (6.2), implies |x| γ satisfies the A ∞ condition, namely, there exist constants C, δ > 0 so that for any interval I and any measurable subset E of I,
The argument on p. 245 of [CF] then ensures the maximal Hilbert transform,
satisfies, for any given α > 0 and the δ > 0 in the A ∞ condition,
We thus have, since Φ satisfies (6.1),
by theorem C, since (6.3) implies (5.1).
Appendix I
The two general results in this appendix are variants of Theorem 3.1 and 4.1 in [BK2] .
Proposition 7.1. Let t, u, v and w be weights on R + . Suppose Φ 1 and Φ 2 are nonnegative nondecreasing functions on R + . Then, the general weighted modular inequality for
namely,
is equivalent to the weighted weak-type modular inequality
in both of which K > 0, is independent of 0 ≤ f ∈ M (R + ) and in (7.2) is independent of λ as well.
Proof. Clearly, (7.1) implies (7.2). To prove the converse fix f ≥ 0 and choose x k so that If (x k ) = 2 k , k = 0, ±1, ±2, . . . and set I k = [x k−1 , x k ) and f k = f χ I k . Then,
For x ∈ I k , one has
Thus, by (7.2)
Altogether, then, 
in both of which C > 0 is independent of λ, x ∈ R + .
Proof. Suppose (7.2) holds and fix x ∈ R + . Since u and v are weights, they are positive a.e. and so
Let the set E n ⊆ (0, x) be such that E n ↑ (0, x) and
is continuous, increasing and maps onto R + onto itself, so the same is true of the integral as a function of ǫ ∈ R + . Thus, given λ ∈ R + , there exists ǫ ∈ R + such that
In the last inequality we used the fact that for any Young function Φ with complementary function Ψ one has Φ(
But, again, using φ
Combining these two inequalities involving J and letting n → ∞ we obtain
with C = 4K. Conversely, assume we have (7.1). Fix 0 ≤ f ∈ M (R + ) and λ > 0. Put E λ = {x ∈ R + : If (x) > λ}. Assume, without loss of generality that E λ = ∅. Now If (x) = x 0 f is increasing so, without loss of generality we can assume
.v(y)dy
Letting γ → β, we have
with constant as 2K.
Appendix II
Let Φ(t) = t 0 φ(s)ds, t ∈ R + be a Young function and let w be a weight on R n . The conditions
in which C > 1 is to be independent of λ, ǫ in R + and Q is a cube in R n , w(Q) = Q w(x)dx, were introduced in [BK1] and [KT] , respectively. To put the two conditions on the same footing we will work with (BK) in the equivalent form
Our aim in this section is to compare (BK) and (A φ ) in the context of power weights on R, namely, the conditions (6.3) and (6.4). We have already observed that (6.4) implies (6.3). Indeed, (A φ ) implies (BK) in general, as seen in C|Q| , we obtain 1
which is of course, (BK).
We now show that to each power weight µ γ (x) = |x| γ , γ > 0, on R there corresponds a Young function, Φ γ (t) = t 0 φ γ (s)ds, t ∈ R + , for which (BK) holds, but (A φ ) doesn't.
Example 8.1. We define Φ γ in terms of decreasing function χ as φ γ (t) = χ(t We prove ( * ) by induction. It is readily shown for k = 0. Assuming it holds for k, we prove it for k + 1. , t ∈ R + , that is Ψ ∈ ∆ 2 . Moreover, one can show this is also the case if Φ ∈ ∆ 2 . However, neither Ψ ∈ ∆ 2 nor Φ ∈ ∆ 2 is necessary for the equivalence of (A φ ) and (BK), since both conditions hold for all Young functions when w(x) ≡ 1.
